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In this thesis we consider the maximal subalgebras of the exceptional Lie algebras over
algebraically closed fields of characteristic p > 0. The classification of such subalge-
bras over the field of complex numbers was achieved long ago by Dynkin in [Dyn52]
completely determined by the maximal subgroups in the corresponding Lie groups.
We start by considering the recent works [HS16a] and [Pre17] where the question
of maximal subalgebras in exceptional Lie algebras for positive characteristic was first
considered, looking at good characteristic. We apply these results to exceptional Lie
algebras of type G2, and give the complete classification of their maximal subalgebras.
For p = 5 and g of type E8 we give an initial result on non-semisimple maximal
subalgebras. We then consider a new maximal subalgebra, which is the p-closure of the
non-restricted Witt algebra W (1; 2). This appears to be a completely new occurrence.
To finish this section we have a brief consideration of the first Witt algebra in E8.
The final two chapters focus on bad primes p = 2 and p = 3 for the exceptional Lie
algebras. In this setting we lack a complete classification of the simple Lie algebras, so
we must find other means of determining isomorphism classes.
We begin by showing that a Lie algebra, that only exists for p = 3, is in fact a
maximal subalgebra in F4. This was the main result of the research article [Pur16],
which is due to appear in Experimental Mathematics, with the online version already
available.
The majority of our remaining problems concern nilpotent elements e such that
e[p] = 0, and ge 6= Lie(Ge). This gives many cases of non-semisimple maximal subalge-
bras in both p = 2 and p = 3 along with interesting Weisfeiler filtrations.
We finish the thesis with a conjecture regarding a possible new class of simple Lie
algebras that have links to a new maximal simple subalgebra of E8 when p = 2.
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Chapter 1
Introduction
We aim to produce new examples of maximal subalgebras in the exceptional Lie al-
gebras over algebraically closed fields of low characteristic. The study of maximal
subalgebras has been well-studied over the complex numbers with [Dyn52] producing
the full classification.
In the modular case, the topic was relatively untouched until [HS16a, HS16b] started
to consider maximal subalgebras of Cartan type. Since then [Pre17] achieved the
complete classification of non-semisimple maximal subalgebras, and classifies them as
parabolic subalgebras — exactly the same as the complex numbers.
1.1 Notation
We always consider G an algebraic group of exceptional type with g = Lie(G) and k an
algebraically closed field of positive characteristic. We initially focus on the classification
of the simple Lie algebras over fields of positive characteristic, as many of them will
appear in our examples of maximal subalgebras.
To define the classical Lie algebras, we will be using root systems. This allows
each of them to fit under the same construction. This can then be used to obtain the
analogous version in the modular case using a Chevalley basis.
11
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First, we consider g as a simple Lie algebra over C, and consider h a Cartan subal-
gebra (or equivalently, a maximal toral subalgebra) of dimension l. Let Φ = Φ(g, h) be
the corresponding root system, and Φ0 = {α1, . . . , αl} be a basis of simple roots for Φ.
We express any root as a linear combination of such simple roots using the ordering
in [Bou02]. For now, we give the Dynkin diagram to illustrate the order we use in the
exceptional Lie algebras. In Appendix A.1 we give further details on how to define the
root systems of each exceptional Lie algebra with the ordering as below.
G2 α1 α2
(1.1)
F4 α1 α2 α3 α4
(1.2)
E6 α1 α3 α4 α5 α6
α2
(1.3)
E7 α1 α3 α4 α5 α6 α7
α2
(1.4)
E8 α1 α3 α4 α5 α6 α7 α8
α2
(1.5)
To shorten notation further, we specify roots by giving the coefficients. For example,
the highest root in E8 will be expressed as 24654323 . Throughout we will interchange
between eα2+α4 and e0010000
1
to mean the same element, and use fα in place of e−α.
For α, β ∈ Φ set
〈β, α∨〉 =
2(β|α)
(α|α)
. (1.6)
We always have that (α|α) is an inner product defined on the roots. For us, this is
understood to be the normal scalar product since we define all the exceptional Lie
algebras using vectors in Rn. We give a description of this in Appendix A.1.
12
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Associated to this Cartan subalgebra we have the root space decomposition
g = h⊕
∑
α∈Φ0
gα.
Theorem 1.1.1. [Che55] Let g be a simple Lie algebra over C. There is a basis {eα :
α ∈ Φ} ∪ {hi : 1 ≤ i ≤ l} such that
1. [hi, hj ] = 0 for all 1 ≤ i, j ≤ l,
2. [hi, eβ] = 〈β, α∨i 〉eβ for all 1 ≤ i ≤ l, β ∈ Φ,
3. [eα, e−α] = hα is a Z-linear combination of h1, . . . , hl,
4. If α, β are independent roots and β − rα, . . . , β + qα is the α-string through β,
then [eα, eβ] = 0 if q = 0, while [eα, eβ] = ±(r + 1)eα+β if α + β ∈ Φ. Moreover,
r ∈ {0, 1, 2} if α + β ∈ Φ.
This is the Chevalley basis for classical simple Lie algebras, and taking the Z-span
of this basis is a Z-subalgebra in g. Denoting this as gZ we may consider the tensor
product gZ⊗Z k. This is now a Lie algebra with the same basis but structure constants
reduced modulo p.
The simple Lie algebras over C continue to be simple for algebraically closed fields
of characteristic p ≥ 5 except in the case of An−1 for p|n. In this case we quotient out
by the centre, and denote the new simple Lie algebra as psl(n).
Abusing notation, we include the exceptional Lie algebras, in what we call the clas-
sical simple Lie algebras. The area we consider will be the exceptional Lie algebras over
fields of prime characteristic. The starting point for the study of maximal subalgebras
is to split into good and bad primes.
Definition 1.1.2. Let g be a simple Lie algebra. Then a prime p is called bad for g if
p divides the coefficient of some root α when expressed as a combination α =
∑
I niαi
for simple roots αi. A prime is good if it is not bad. A prime p is very good if it is
good and p does not divide n when g has type An−1.
13
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It is easy to see which primes are bad for the exceptional Lie algebras, and for
certain p some exceptional Lie algebras cease to be simple with details given in Table 1.
Table 1: List of bad primes
g p Simple?
G2
3 No
2 Yes
F4
3 Yes
2 No
E6
3 No
2 Yes
E7
3 Yes
2 No
E8
5 Yes
3 Yes
2 Yes
For characteristic three, G2 has an ideal generated by the short roots I such that
G2/I ∼= I ∼= psl(3) and E6 has a one-dimensional centre generated by the element
hα1 + 2hα3 + hα5 + 2hα6 . Similarly F4 has an ideal generated by the short roots of
dimension 26 for characteristic two, and E7 has a one-dimensional centre generated by
the element hα2 + hα5 + hα7 . Finally, we have that E8 is simple for all prime p.
Remark 1.1.3. To obtain the ideal generated by the short roots in G2, we use the
elements indexed by the roots {±{10},±{11},±{21}}. For the ideal generated by the
short roots of F4 we refer the reader to Table 5.1.
Another important notion for this work is restricted Lie algebras, and their p-
mappings.
Definition 1.1.4. [Jac62, Chapter V, Section 7] Let g be a Lie algebra over k. A
mapping [p] : g→g such that x 7→ x[p] is called a p-mapping if it satisfies the following
conditions
1. ad x[p] = (ad x)p for all x ∈ g,
14
1.2. Modular Lie algebras
2. (λx)[p] = λpx[p] for all x ∈ g and λ ∈ k,
3. (x+ y)[p] = x[p] + y[p] +
∑p−1
i=1 si(x, y),
where si(x, y) ∈ g such that
p−1∑
i=1
isi(x, y)t
i−1 = (ad(tx+ y))p−1(x)
for x, y ∈ g, λ ∈ k and t a variable. The pair (L, [p]) is a restricted Lie algebra.
It follows from [Jac62, Theorem 11] that any p-mapping on a restricted Lie algebra g
is unique provided ad g = Der g which is true for all the exceptional Lie algebras. These
will be used throughout, where nilpotent elements e ∈ g such that e[p] = 0 produce new
non-semisimple maximal subalgebras.
In some of the literature, a Lie algebra L is called restrictable if there is a mapping
[p] : L→ L such that (ad x)p = adx[p] for all x ∈ L.
To see that all the classical simple Lie algebras g are restricted, we define a p-
mapping using a basis {ei} for g. For each ei, let e
[p]
i be an element of g such that
(ad ei)
p = ad e
[p]
i . Then, [Jac62, Theorem 11] gives that this defines a unique p-mapping
for every x ∈ g. In fact, this shows that any restrictable Lie algebra can be turned into
a restricted Lie algebra in a straightforward manner.
1.2 Modular Lie algebras
The second type of simple Lie algebras are the first non-classical simple Lie algebras
with no analogues in characteristic zero. This becomes clear by definition since we use
truncated polynomial rings which are finite-dimensional when p > 0. They bear some
resemblance to the classical Lie algebras over C since there are 4 infinite families known
as, the W series, S series, H series and K series. The Witt algebras take the place of
the series An, since each of the remaining series are all subalgebras of the W series.
15
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We use [Str04, SF88, BGP09] as our main references for the simple Lie algebras of
Cartan type. The first examples of non-classical simple Lie algebras are the Jacobson–
Witt algebras. The results from [SF88] and [Str04] provide us with a nice description
of each of these Lie algebras. We also obtain what we shall refer to as the standard
grading on each of the simple Lie algebras of Cartan type.
To this end, we start by considering divided power algebras. These give a natural
way of defining the Cartan type Lie algebras.
Definition 1.2.1. Let k be a field of characteristic p > 0 and O(m) denote the com-
mutative associative algebra with 1 over k defined by generators x
(j)
i for i = 1, . . . , m
satisfying the relations
x
(0)
i = 1
x
(j)
i x
(l)
i =
(
j + l
j
)
x
(j+l)
i ,
where (j) ∈ Nn. For (a) = (a1, . . . , an) ∈ Nn we have that the x(a) := x
(a1)
1 · · ·x
(an)
m with
ai ∈ N give a basis of O(m). This is the divided power algebra.
We obtain a subalgebra
O(m;n) := span
k
{x(a) : 0 ≤ ai < p
ni},
for n = (n1, . . . , nm) ∈ Nm. For O(m; 1) this is just the usual truncated polynomial ring
with n-variables, and the others are obtained by allowing the power of our variables to
exceed p− 1. Using the former we obtain the restricted Cartan type Lie algebras, and
the second produces the non-restricted cases.
Definition 1.2.2. A grading on a Lie algebra g is given by g :=
⊕s
i=−r gi such that
[gi, gj] ⊆ [gi+j ]. We say r is the depth and s the height of such a grading.
For divided power algebras there is an obvious grading given by (O(m))i := {x(a) :∑n
j=1 aj = i} where (a) = (a1, . . . , an). Then O(m;n) :=
⊕r+1
i=0 (O(m;n))i where
16
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r = pn1 + . . .+ pnm −m− 1.
We are now in a position to define the Lie algebras of Witt type. Let ∂i be the
derivation of O(m) defined
∂i(x
(r)
j ) := δi,jx
(r−1)
i .
We then take a subalgebra of Der(O(m)) defined by
W (m) := span
k
{x(a)∂i : ai ∈ N, i = 1, . . . , m},
with Lie bracket given by
[x(a)∂i, x
(b)∂j ] =
(
a+ b− ǫi
a
)
x(a+b−ǫi)∂j −
(
a+ b− ǫj
b
)
x(a+b−ǫj )∂i,
for ǫi the standard unit vector in Nm with 1 in the i-th position and zero everywhere
else. Since O(m;n) is a subalgebra of O(m) it follows that
W (m;n) := span
k
{x(a)∂i : 0 ≤ ai < p
ni, i = 1, . . . , m},
is a Lie subalgebra of W (m).
Theorem 1.2.3. [SF88, Theorem 2.4] W (m;n) is a simple Lie algebra except when
p = 2 and m = 1. The elements {x(a)∂i : 0 ≤ ai < pni , i = 1, . . . , m} define a basis for
the Witt algebra, and hence dim W (m;n) = mpn1+...+nm.
Using the grading on divided power algebras we give what we refer to as the standard
grading of W (m;n). We consider each graded component
W (m;n)i :=
m⊕
j=1
O(m;n)i+1∂j .
This gives a depth-one grading, with W (m;n) =
⊕r
i=−1W (m;n)i.
Remark 1.2.4. We have W (m;n)−1 = {∂1, . . . , ∂m}, and so dim W (m;n)−1 = m. We
have that x
(1)
i ∂j is in the zero-component for 1 ≤ i, j ≤ m and taking the Lie bracket
17
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we have
[x
(1)
i ∂j , x
(1)
k ∂l] = δj,kx
(1)
i ∂l − δi,lx
(1)
k ∂j ∈ W (m;n)0.
Forming an isomorphism with x
(1)
i ∂j 7→ Ei,j gives that W (m;n)0
∼= gl(2).
To define the remaining examples of the Cartan type Lie algebras we may give
equivalent conditions, and later for simple Lie algebras in characteristic three we make
use of them in some detail. We will consider
Ω0(m;n) := O(m;n)
Ω1(m;n) := HomO(m;n)(W (m;n),O(m;n)).
(1.7)
Ω1(m;n) can be thought of as both a O(m;n)-module and a W (m;n)-module defin-
ing the structure as
(fλ)D := fλ(D)
(Dλ)(E) := D(λ(E))− λ([D,E])
(1.8)
for all D,E ∈ W (m;n), λ ∈ Ω1(m;n) and f ∈ O(m;n).
Finally, we define a mapping
d : Ω0(m;n)→ Ω1(m;n)
df(D) = D(f)
(1.9)
for all f ∈ O(m;n) and D ∈ W (m;n).
We now take the opportunity to define two important classes of W (2;n)-modules
that reappear later for simple Lie algebras in characteristic three. Consider the map
div : W (m;n)→ O(m;n), defined by
div
(
m∑
i=1
fi ∂i
)
=
m∑
i=1
∂i(fi). (1.10)
For any α ∈ k, there are two W (m;n)-modules to consider:
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1. O(m;n)(αdiv) obtained by taking O(m;n) under the action
D · f := D(f) + α div(D)f. (1.11)
2. W (m;n)(αdiv) obtained by taking W (m;n) taking the analogous action
D · E := [D,E] + α div(D)E, (1.12)
for all D,E ∈ W (m;n) and f ∈ O(m;n).
Consider the subalgebra of W (m;n) generated by derivations D =
∑n
i=1 fi∂i where
n∑
i=1
∂i(fi) = 0. (1.13)
In other words, consider the subalgebra generated by all derivations with divergence
zero. This is a subalgebra of W (m;n), since for all D,E ∈ W (m;n) we have
div([D,E]) = D(div(E))− E(div(D)).
We have S(m;n) := {D ∈ W (m;n) : div(D) = 0}, and obtain a simple Lie algebra
by taking the derived subalgebra. We define maps
Di,j : O(m;n)→ W (m;n)
by
Di,j(f) = ∂j(f)∂i − ∂i(f)∂j
for 1 ≤ i, j ≤ n. It is straightforward to see that the image of Di,j is in S(m;n) just by
checking div(Di,j) = Di(Dj(f))−Dj(Di(f)) = 0. Using [BGP09, Lemma 2.32] we see
that the image of Di,j lies in the derived subalgebra of S(m;n), and hence the image
of Di,j is precisely S(m;n)
(1).
19
Chapter 1. Introduction
Theorem 1.2.5. [SF88, Proposition 3.3, Theorem 3.5 and 3.7] Let m > 2, then
S(m;n)(1) is simple, and spanned by the elements
{Di,j(x
(a)) : 0 ≤ ak < p
nk for 1 ≤ k ≤ m and 1 ≤ i, j < m},
such that dim S(m;n) = (m− 1)(p
∑m
i=1 ni − 1).
This is the so-called Lie algebra of Special type. The smallest dimension of S(m;n)(1)
is 248 when p = 5 for m = 3 and n = 1. This matches the dimension of simple Lie
algebras of type E8, but they are non-isomorphic. Although this allows us to rule out
S(m;n) as a maximal subalgebra in all exceptional Lie algebras when p ≥ 5, we will
see this algebra make an appearance in a different way. We finish with the grading
inherited from W (m;n),
S(m;n)(1) =
s⊕
j=−1
(S(m;n)(1))j
where (S(m;n)(1))j = S(m;n)
(1) ∩W (m;n)j , and s = p
∑
nj −m− 2.
Since Di,j(x
(1)
j ) = ∂i it follows that (S(m;n)
(1))−1 = W (m;n)−1. For the zero
component, the elements
Dj,i(x
(2)
i ) = x
(1)
i ∂j for all i 6= j,
Di,i+1(x
(1)
i x
(1)
i+1) = x
(1)
i ∂i − x
(1)
i+1∂i+1 for i = 1, . . . , m− 1
all have divergence zero. Any other element fromW (m;n)0 has non-zero divergence, for
example x
(1)
i ∂i clearly fails to have divergence zero. It follows that dim (S(m;n)
(1))0 =
m2 − 1, and hence we may show that (S(m;n)(1))0 ∼= sl(m).
An alternative definition in some of the literature may be obtained by considering
the differential form ωS := dx1 ∧ . . . ∧ dxm. It can be checked that
{D ∈ W (m;n) : D(ωS) = 0} = {D ∈ W (m;n) : div(D) = 0},
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with [SF88, §4.3] providing the necessary details to show these are the same construc-
tion.
There is another Lie algebra that we can obtain that is closely related to the Special
Lie algebra S(m;n). We adjoin the degree derivation
∑m
i=1 x
(1)
i ∂i to S(m;n)0. Since[
m∑
i=1
x
(1)
i ∂i, E
]
= jE,
for all E ∈ W (m;n)j, it follows that this new construction is also a Lie algebra. We
denote this by CS(m;n).
For the Lie algebras of Hamiltonian type we may consider the intersectionH(2m;n) :=
W (2m;n)∩H(2m), where H(2m) is the subalgebra of W (2m) consisting of derivations
satisfying D(ωH) = 0, with
ωH =
m∑
i=1
dxj ∧ dxj+m.
This is equivalent to the following construction. Define
σ(j) =

1 : 1 ≤ j < m
−1 : m+ 1 ≤ j < 2m,
(1.14)
and
j′ =
j +m : 1 ≤ j ≤ mj −m : m+ 1 ≤ j ≤ 2m. (1.15)
Then, consider
H(2m;n) :=
{
2m∑
i=1
fi∂i ∈ W (2m;n) : σ(j
′)∂i(fj′) = σ(i
′)∂j(fi′),
1 ≤ i, j ≤ 2m
}
.
To obtain the “usual” basis for H(2m;n) we first consider the map DH : O(m) →
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W (m) defined by
DH : f 7→
2m∑
j=1
σ(j)∂j(f)∂j′. (1.16)
Remark 1.2.6. The elements DH(f) lie in H(2m;n) for all f ∈ O(2m;n). However,
not all elements of H(2m;n) lie in the image of DH . For example; the derivation
x
(pnj−1)
j ∂j′ for 1 ≤ j ≤ 2m is not DH(f) for any f ∈ O(2m;n).
Using [BGP09, Theorem 2.3 (i) and (iv)] we obtain that for D,E ∈ H(2m;n) there
is some u such that [D,E] = DH(u). Further, for f, g ∈ O(2m;n) we have that
[DH(f), DH(g)] = DH(DH(f)(g)). Hence, it follows that the derived subalgebra of
H(2m;n) is in the image of DH .
Theorem 1.2.7. [SF88, Lemma 4.1 and Theorem 4.5] H(2m;n)(2) is a simple Lie
algebra with basis
{DH(x
(a)) : a 6= (0, . . . , 0) and a 6= (pn1 − 1, . . . , pn2m − 1)}.
Hence, dim H(2m;n)(2) = p
∑2m
i=1 ni − 2.
Similarly to the Special Lie algebra, we may adjoin the degree derivation D :=∑2m
i=1 x
(1)
i ∂i to H(2m;n) denoted as CH(2m;n) to obtain a larger Lie algebra. It should
be noted that we also adjoin D to the simple Lie algebra H(2m;n)(2). In this case we
denote the new Lie algebras as H(2m;n)(2) ⊕ kD since (CH(2m;n))(2) = H(2m;n)(1).
The standard grading is inherited from W (m;n), consider
(H(2m;n)(2))j = H(2m;n)
(2) ∩W (2m;n)j = DH(O(2m;n)j+2).
It follows that H(2m;n)(2) =
⊕r
j=−1(H(2m;n)
(2))j , and r = p
∑
nj − 2m − 3. We
have dim H(2m;n)−1 = 2m, and zero component spanned by elements DH(xixj) =
σ(j)xi∂j′ + σ(i)xj∂i′ . Hence, (H(2m;n)
(2))0 ∼= sp(2m).
Our final example of the Cartan type Lie algebras is the contact Lie algebra , consider
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f ∈ O(2m+ 1) with
DK(f) :=
2m+1∑
i=1
fi∂i,
where
fi := xi∂2n+1(f) + σ(i
′)∂i′(f), 1 ≤ i ≤ 2m,
f2m+1 = ∆(f) := 2f −
2m∑
j=1
xj∂j(f)
The elements DK are elements of W (2m+ 1), and [DK(f), DK(g)] = DK(u) where
u = ∆(f)∂2m+1(g)−∆(g)∂2m+1(f) + {f, g}
where {f, g} =
2m∑
j=1
σ(j)∂j(f)∂j′(g).
It is now clear that DK(f) for f ∈ O(2m + 1) form a subalgebra of W (2m + 1). We
denote this by K(2m+ 1), and the contact Lie algebra is the intersection
K(2m+ 1;n) = K(2m+ 1) ∩W (2m+ 1;n).
Theorem 1.2.8. [SF88, Theorem 5.5] K(2m+ 1;n)(1) is a simple Lie algebra, and
K(2m+ 1;n)(1) =
 K(2m+ 1;n) : 2m+ 4 6≡ 0 mod pspan
k
{DK(x
(a)) : a 6= τ(m)} : 2m+ 4 ≡ 0 mod p,
where τ(m) = (pn1 − 1, . . . , pn2m+1 − 1). The dimension is then either p
∑2m+1
i=1 ni or
p
∑2m+1
i=1 ni − 1 respectively.
Suppose for a = (a1, . . . , a2m+1) with ai ∈ N that ‖a‖ := |a| + a2m+1 − 2. We use
this to define the standard grading of K(2m+1, n). This differs from the other Cartan
type Lie algebras as the grading has depth two. We define spaces as K(2m+ 1;n)j =
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span
k
{DK(x(a)) : ‖a‖ = j}. This produces
K(2m+ 1, n) =
r⊕
j=−2
K(2m+ 1;n)j,
where r =
∑i=2m
i=1 p
ni + 2pn2m+1 − 2m − 4. We have K(2m + 1;n)0 ∼= csp(2m) =
sp(2m)⊕ kI where I is the identity matrix, and dim K(2m+ 1;n)−1 = 2m.
This completes the list of simple Lie algebras of Cartan type. It should be noted
that we may also consider a differential form in this case to define the contact algebras,
in particular consider
ωK := dxm +
2r∑
i=1
σ(i)xidxi′
for σ from (1.15). For completeness K(2m + 1;n) := {D ∈ W (2m + 1;n) : D(ωK) ∈
O(2m+ 1;n)ωK}, with the equivalence obtained in [Str04, Theorem 5.1.1(3)].
The classification of simple Lie algebras over algebraically closed fields of character-
istic p ≥ 5 was achieved through a series of papers by Premet and Strade culminating
with [PS08]. To give the complete classification we consider one final case — the Me-
likyan Lie algebras.
Let W˜ (m;n) be a copy of W (m;n). Then, define the Melikyan algebras as
M(n) := W (2;n)⊕ W˜ (2;n)(2 div) ⊕O(2;n)(−2 div).
This space has a Lie algebra structure with Lie bracket,
[f1D˜1 + f2D˜2, g1D˜1 + g2D˜2] = f1g2 − f2g1
[D, E˜] = [˜D,E] + 2 div(D)E˜
[D, f ] = D(f)− 2 div(D)f
[f, E˜] = fE
[f, g] = 2(fD˜g − gD˜f)
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where D˜f = D1(f)D˜2 − D2(f)D˜1, for all D ∈ W (2;n), E˜ ∈ W˜ (2;n) and fi, gi, f, g ∈
O(2;n).
Proposition 1.2.9. [Str04, Lemma 4.3.1, Theorem 4.3.3] M(n1, n2) is a simple Lie
algebra only when p = 5, and has dimension 5n1+n2+1. The Melikyan algebra M(n1, n2)
is restricted if and only if (n1, n2) = (1, 1).
This construction could be attempted for all p, but the Jacobi identity for this Lie
bracket fails unless p = 5. The smallest dimension of a Melikyan algebra is 125, and
so may appear in E7 or E8 as a maximal subalgebra. However, this was ruled out in
[Pre17, §4.3]. We now give the complete classification of simple modular Lie algebras.
Theorem 1.2.10. [PS08] Any finite-dimensional simple Lie algebra over an algebraically
closed field of characteristic p ≥ 5 is of classical, Cartan or Melikyan type.
To finish our description of simple Lie algebras of Cartan type, we give some results
from [Str04] about the restrictedness of such algebras. The idea of p-envelopes is quite
simple, we want all possible p-th powers of elements in our Lie algebra. Let g be a
restricted Lie algebra, and L be a subalgebra of g. We denote by L[p] the smallest
restricted subalgebra of g that contains L.
Definition 1.2.11. [Str04, Definition 1.2.1] Let L to be a finite dimensional Lie algebra.
Consider a triple (g, [p], i) such that g is a restricted Lie algebra. Suppose i : L→g is an
injective Lie algebra homomorphism, then we call this a p-envelope of L if i(L)[p] = g.
We now consider the minimal p-envelope of the simple Lie algebras of Cartan type.
Using [Str04, Lemma 7.2.1] there are calculations that are used to prove the following
result:
Theorem 1.2.12. [Str04, Theorem 7.2.2] Let L be a Cartan type Lie algebra, and L[p]
denote the p-envelope of L in Der(L). Then we have the following
1. W (m;n)[p] = W (m;n) +
∑m
i=1
∑
0<ji<ni
k∂p
ji
i ,
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2. S(m;n)(1)[p] = S(m;n)
(1) +
∑m
i=1
∑
0<ji<ni
k∂p
ji
i ,
3. H(2m;n)(2)[p] = H(2m;n)
(2) +
∑2m
i=1
∑
0<ji<ni
k∂p
ji
i ,
4. K(2m+ 1;n)(1)[p] = K(2m+ 1;n)
(1) +
∑2m+1
i=1
∑
0<ji<ni
k∂p
ji
i .
Remark 1.2.13. With the construction as above, we will sometimes refer to L[p] as the
p-closure of L.
We note that any simple maximal subalgebra L in g has to be restricted, where g
is an exceptional Lie algebra defined over an algebraically closed field of characteristic
p > 0. If L is a maximal non-restricted subalgebra of g then L[p] ∼= g since g is restricted
and L is maximal. Since all Lie algebra L are ideals in L[p], it follows that L is an ideal
of g — a contradiction to g being simple.
Corollary 1.2.14. [Str04, Corollary 7.2.3] The restricted simple Lie algebras of Cartan
type are W (m; 1), S(m; 1)(1), H(2m; 1)(2), and K(2m+ 1; 1)(1).
Given our classical simple Lie algebras are all restricted, we now have examples of
non-restricted simple Lie algebras for the first time. In Theorem 3.2.5 we see a non-
restricted subalgebra L that plays a role in a maximal subalgebra for the exceptional
Lie algebra of type E8 in characteristic five. In this case we find that the p-closure is
equal to the normaliser of L in g.
We become interested in derivations when we consider non-semisimple subalgebras,
so state a result about the derivation algebra of the Cartan type Lie algebras.
Theorem 1.2.15. [Str04, Theorem 7.1.2], where we only consider p > 3 for now.
1. DerW (m;n) ∼= W (m;n)⊕
∑m
i=1
∑
0<ji<ni
k∂p
ji
i ,
2. DerS(m;n)(1) ∼= CS(m;n)(1) ⊕
∑m
i=1
∑
0<ji<ni
k∂p
ji
i ,
3. DerH(2m;n)(2) ∼= CH(2m;n)(2) ⊕
∑2m
i=1
∑
0<ji<ni
k∂p
ji
i ,
4. DerK(2m+ 1;n)(1) ∼= K(2m+ 1;n)(1) ⊕
∑2m+1
i=1
∑
0<ji<ni
k∂p
ji
i .
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It is worth noting that we have only considered “nice” cases of Cartan type Lie
algebras, all of them can be formed using differential forms. It is possible to change
the differential form, and find slightly different algebras. We only encounter this in
characteristic three, which can be found in Section 4.1.
1.3 Nilpotent Orbits
Nilpotent orbits are of huge importance when trying to classify maximal subalgebras,
since any element of g can be written as xS + xN for semisimple xS and nilpotent xN .
Hence, classifying the maximal subalgebras containing nilpotent elements will go a long
way in the attempt to completely classify maximal subalgebras.
In this section we will recall some well-known facts about nilpotent orbits, with
our main reference [Jan04]. For every nilpotent element e ∈ g we can form the orbit
of e under the adjoint action of G on g. Throughout, we will write ge to denote the
centraliser of e in our Lie algebra g, and similarly ne for the normaliser of e in g. For
now, we assume p is a good prime for G.
Definition 1.3.1. A group H is called unipotent if all the elements of H are unipotent.
A nilpotent element e ∈ g is called distinguished if CG(e)0 is a unipotent group where
CG(e)
0 is the connected component of the centraliser of e in G.
For every nilpotent element e ∈ g there is a Levi subgroup L such that e is distin-
guished in the Lie algebra of L. For example, we take a maximal torus T of CG(e)
0
and consider the Levi subgroup of L = CG(T ). It then follows from [Jan04, Lemma
4.6] that e ∈ Lie(L).
In fields of characteristic zero or p≫ 0 we may use Jacobson–Morozov to associate
an sl(2)-triple to every nilpotent element. This observation is used to prove the Bala–
Carter classification of nilpotent orbits for p sufficiently large [BC76a, BC76b]. This is
extended to good characteristic using cocharacters as replacements for sl(2) triples —
see [Pre03] for further details.
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One of the key details in classifying nilpotent orbits in good characteristic is a
Springer isomorphism, which gives a bijection between nilpotent orbits in g = Lie(G)
and unipotent subgroups in G.
Definition 1.3.2. Let e be a nilpotent element in g such that e is distinguished in some
Levi subgroup L. A cocharacter τ : k∗ → G is associated to e if both e ∈ g(τ, 2) and
im(τ) ⊆ [L, L].
These cocharacters induce Z-gradings on g with g =
⊕
i g(τ, i) such that
[g(τ, i), g(τ, j)] ⊆ g(τ, i+ j),
and so we use cocharacters to help identify the isomorphism classes of our maximal
subalgebras. This is achievable since a lot is known about the gradings of simple Lie
algebras.
To obtain this grading we follow [LT11, §6]. We associate a weighted diagram to
every cocharacter τ . For each simple root αi there exists ai ∈ Z such that τ(c) = caiαi
for all c ∈ k∗, and write the diagram as the Dynkin diagram for G with nodes labelled
ai for simple roots αi for all i. We can then calculate the weight of every x ∈ g, just by
looking at the action on the roots.
For example; consider the regular nilpotent element eα1 + eα2 + eα3 + eα4 in F4 with
associated cocharacter τ given by 2 2 2 2 from [LT11, pg. 79]. Then, we calculate
the weight of e1111 very simply as 2 + 2 + 2 + 2 = 8. We say e1111 ∈ g(τ, 8).
This produces a well-defined grading on our Lie algebra g since taking the Lie bracket
of elements in g the roots change accordingly. To illustrate this, continue to consider
the regular nilpotent element of F4 with associated cocharacter τ given by 2 2 2 2.
Then, consider [e1111, e0010] = λe1121 — the bracket should have weight 10, and a quick
check shows that e1121 satisfies this.
The classification of nilpotent orbits in exceptional Lie algebras is well-known with
[LT11] giving the full list of orbits along with representatives, and the corresponding
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centraliser. From [Pre03] every nilpotent element e has at least one associated cochar-
acter, and any two associated cocharacters to e are conjugate under G.
The second half of this thesis focuses on bad primes, and some of these results fail in
bad characteristic. The articles [Stu71, Spa83, Spa84, HS85] obtain complete lists of all
the nilpotent orbits that have no analogue in good characteristic, called non-standard,
that are encountered in bad characteristic. We list these nilpotent orbits in the tables
of centralisers for each orbit. An immediate corollary of all these results is the main
result of [HS85].
Theorem 1.3.3. [HS85, Theorem 1] Let G be an algebraic group of exceptional type
with Lie algebra g = Lie(G) over an algebraically closed field of characteristic p > 0.
Then, for all p, there are only finitely many nilpotent orbits in g.
Many of the usual results on nilpotent orbits break down, mainly in these so-called
non-standard nilpotent orbits. For example; the result that every nilpotent orbit has
an associated cocharacter breaks down. We only consider standard nilpotent orbits in
this work to find new maximal subalgebras. These are analogues of the list of nilpotent
orbits in the exceptional Lie algebras g that arise from the characteristic zero case.
Remark 1.3.4. For nilpotent e ∈ g we often say that e lies in the same nilpotent orbit
or has the same representative as in the good characteristic case. This should always be
assumed to mean that the nilpotent element e lies in the nilpotent orbit with the same
label as the good characteristic case.
Most nilpotent orbits we consider have the same representative for all characteristics
given in [LT11] and [Ste16]. In this case it follows from [CP13, Theorem 5.2] that
standard nilpotent orbits still have the same associated cocharacters for all p. This is
extremely helpful in bad characteristic as it is easier to provide the isomorphism class
of a simple Lie algebra just by recognising the grading.
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Centralisers of nilpotent elements
We use the tables of [Ste16] to give the dimension of the centralisers of nilpotent orbits
in the exceptional Lie algebras for all primes p. In good characteristic we always have
dim ge = dim Lie(Ge), we sometimes call such an orbit smooth. The dimension of the
centralisers in the good case is given in [LT11, Table 2].
For p bad this remains true most of the time, although there are some examples
where dim ge > dim Lie(Ge), and these seem to be behind many of our examples of
maximal subalgebras.
Table 2: Dimension of centralisers in G2 of nilpotent orbits
Orbit p dim(ge)
G2
≥ 5 2
3 3
2 4
G2(a1)
≥ 5 4
3 5
2 4
(A˜1)
(3) 3 6
A˜1
≥ 5 6
3 8
2 8
A1
≥ 5 8
3 8
2 8
For nilpotent orbits in bad characteristic we are extremely fortunate for the work
of [VIG05]. This looks at the Jordan block structure of nilpotent elements in bad
characteristic, with many errors in transcribing orbit representatives corrected in [Ste16].
From this point on we will only refer to the correct nilpotent orbit representatives.
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Table 3: Dimension of centralisers in F4 of nilpotent orbits
Orbit p dim(ge)
F4
≥ 5 4
3 6
2 8
F4(a1)
≥ 5 6
3 6
2 10
F4(a2)
≥ 5 8
3 8
2 10
(C3)
(2) 2 12
C3
≥ 5 10
3 10
2 16
B3
≥ 5 10
3 10
2 14
F4(a3)
≥ 5 12
3 12
2 14
(C3(a1))
(2) 2 16
C3(a1)
≥ 5 14
3 14
2 20
(A1 + A˜2)
(2) 2 16
A1 + A˜2
≥ 5 16
3 18
2 20
Orbit p dim(ge)
(B2)
(2) 2 17
B2
≥ 5 16
3 16
2 21
A2 + A˜1
≥ 5 18
3 18
2 18
A˜2
≥ 5 22
3 22
2 28
(A2)
(2) 2 22
A2
≥ 5 22
3 22
2 22
A1 + A˜1
≥ 5 24
3 24
2 28
(A˜1)
(2) 2 31
A˜1
≥ 5 30
3 30
2 36
A1
≥ 5 36
3 36
2 36
By [HS85, Theorem 1], the number of nilpotent orbits is always finite. It turns
out that there are very few non-standard orbits. These are usually denoted by (O)(p)
where p is the prime they appear and O the type of the nilpotent orbit. For example,
in F4 when p = 3 there are no non-standard orbits. However, for p = 2 there are 6
non-standard orbits by [Spa84] which looked at nilpotent orbits in F4 for p = 2.
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The knock-on effect for these orbits is that we do not have associated cocharacters,
it can be the case that none actually exist. We do not consider these orbits, but must
be careful that none of our orbit representative choices differ from [Ste16]. It is crucial
that we use these orbits otherwise we cannot be guaranteed of having an associated
cocharacter τ .
Remark 1.3.5. Later on we will see a case which uses an orbit representative arising
from the good characteristic case in [LT11] that differs from the representative in [Ste16].
For this, we check that it remains in the same orbit.
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Table 4: Dimension of centralisers in E6 of nilpotent orbits
Orbit p dim(ge)
E6
≥ 5 6
3 9
2 8
E6(a1)
≥ 5 8
3 9
2 8
D5
≥ 5 10
3 10
2 12
E6(a3)
≥ 5 12
3 13
2 12
D5(a1)
≥ 5 14
3 14
2 14
A5
≥ 5 14
3 15
2 16
A4 +A1
≥ 5 16
3 16
2 16
D4
≥ 5 18
3 18
2 20
A4
≥ 5 18
3 18
2 18
D4(a1)
≥ 5 20
3 20
2 20
Orbit p dim(ge)
A3 +A1
≥ 5 22
3 22
2 24
A2
2 +A1
≥ 5 24
3 27
2 24
A3
≥ 5 26
3 26
2 26
A2 +A1
2
≥ 5 28
3 28
2 28
A2
2
≥ 5 30
3 31
2 30
A2 +A1
≥ 5 32
3 32
2 32
A2
≥ 5 36
3 36
2 36
A1
3
≥ 5 38
3 38
2 40
A1
2
≥ 5 46
3 46
2 46
A1
≥ 5 56
3 56
2 56
The exceptional Lie algebra of type E6 is the only case that has no non-standard
nilpotent orbits. This may make the case of E6 in p = 2 and p = 3 slightly easier
than the other exceptional Lie algebras in terms of a full classification of maximal
subalgebras.
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Our focus is on standard nilpotent orbits where the dimension of the centraliser
changes. This produces some very interesting cases of maximal subalgebras in excep-
tional Lie algebras.
It is worth noting that most of the non-standard orbits only appear for p = 2, in
fact there are only 2 non-standard orbits for p > 2. Namely, (A˜1)
(3) in G2 and (A7)
(3)
in E8.
Table 5: Dimension of centralisers in E7 of nilpotent orbits
Orbit p dim(ge)
E7
≥ 5 7
3 9
2 14
E7(a1)
≥ 5 9
3 9
2 14
E7(a2)
≥ 5 11
3 11
2 14
E7(a3)
≥ 5 13
3 13
2 14
E6
≥ 5 13
3 15
2 15
E6(a1)
≥ 5 15
3 15
2 15
D6
≥ 5 15
3 15
2 22
E7(a4)
≥ 5 17
3 17
2 22
Orbit p dim(ge)
D6(a1)
≥ 5 19
3 19
2 22
D5 +A1
≥ 5 19
3 19
2 22
(A6)
(2) 2 22
A6
≥ 5 19
3 19
2 23
E7(a5)
≥ 5 21
3 21
2 22
D5
≥ 5 21
3 21
2 23
E6(a3)
≥ 5 23
3 23
2 23
D6(a2)
≥ 5 23
3 23
2 26
D5(a1) +A1
≥ 5 25
3 25
2 29
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Orbit p dim(ge)
A5 +A1
≥ 5 25
3 27
2 26
(A5)
′
≥ 5 25
3 25
2 27
A4 +A2
≥ 5 27
3 27
2 27
D5(a1)
≥ 5 27
3 27
2 27
A4 +A1
≥ 5 29
3 29
2 29
D4 +A1
≥ 5 31
3 31
2 38
(A5)
′′
≥ 5 31
3 31
2 32
A3 +A2 +A1
≥ 5 33
3 33
2 38
Orbit p dim(ge)
A4
≥ 5 33
3 33
2 33
(A3 +A2)
(2) 2 38
A3 +A2
≥ 5 35
3 35
2 39
D4(a1) +A1
≥ 5 37
3 37
2 38
D4
≥ 5 37
3 37
2 39
A3 +A1
2
≥ 5 39
3 39
2 42
D4(a1)
≥ 5 39
3 39
2 39
(A3 +A1)
′
≥ 5 41
3 41
2 43
A2
2A1
≥ 5 43
3 45
2 43
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Orbit p dim(ge)
(A3 +A1)
′′
≥ 5 47
3 47
2 48
A2 +A1
3
≥ 5 49
3 49
2 50
A2
2
≥ 5 49
3 49
2 49
A3
≥ 5 49
3 49
2 49
A2 +A1
2
≥ 5 51
3 51
2 51
A2 +A1
≥ 5 57
3 57
2 57
Orbit p dim(ge)
A1
4
≥ 5 63
3 63
2 70
A2
≥ 5 67
3 67
2 67
(A1
3)′
≥ 5 69
3 69
2 71
(A1
3)′′
≥ 5 79
3 79
2 80
A1
2
≥ 5 81
3 81
2 81
A1
≥ 5 99
3 99
2 99
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Table 6: Dimension of centralisers in E8 of nilpotent orbits
Orbit p dim(ge)
E8
≥ 7 8
5 10
3 12
2 16
E8(a1)
≥ 7 10
5 10
3 12
2 16
E8(a2)
≥ 7 12
5 12
3 12
2 16
E8(a3)
≥ 7 14
5 14
3 16
2 16
E8(a4)
≥ 7 16
5 16
3 16
2 16
E7
≥ 7 16
5 16
3 18
2 24
E8(b4)
≥ 7 18
5 18
3 18
2 24
Orbit p dim(ge)
E8(a5)
≥ 7 20
5 20
3 20
2 24
E7(a1)
≥ 7 20
5 20
3 20
2 24
E8(b5)
≥ 7 22
5 22
3 22
2 24
(D7)
(2) 2 24
D7
≥ 7 22
5 22
3 22
2 32
E8(a6)
≥ 7 24
5 24
3 24
2 24
E7(a2)
≥ 7 24
5 24
3 24
2 28
E6 +A1
≥ 7 26
5 26
3 30
2 28
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Orbit p dim(ge)
(D7(a1))
(2) 2 28
D7(a1)
≥ 7 26
5 26
3 26
2 32
E8(b6)
≥ 7 28
5 28
3 34
2 30
E7(a3)
≥ 7 28
5 28
3 28
2 28
E6(a1) +A1
≥ 7 30
5 30
3 30
2 30
(A7)
(3) 3 30
A7
≥ 7 30
5 30
3 34
2 32
D7(a2)
≥ 7 32
5 32
3 32
2 32
Orbit p dim(ge)
E6
≥ 7 32
5 32
3 34
2 34
D6
≥ 7 32
5 32
3 32
2 40
(D5 +A2)
(2) 2 40
D5 +A2
≥ 7 34
5 34
3 34
2 40
E6(a1)
≥ 7 34
5 34
3 34
2 34
E7(a4)
≥ 7 36
5 36
3 36
2 40
A6 +A1
≥ 7 36
5 36
3 36
2 40
D6(a1)
≥ 7 38
5 38
3 38
2 40
38
1.3. Nilpotent Orbits
Orbit p dim(ge)
(A6)
(2) 2 40
A6
≥ 7 38
5 38
3 38
2 42
E8(a7)
≥ 7 40
5 40
3 40
2 40
D5 +A1
≥ 7 40
5 40
3 40
2 44
E7(a5)
≥ 7 42
5 42
3 42
2 44
E6(a3) +A1
≥ 7 44
5 44
3 46
2 44
D6(a2)
≥ 7 44
5 44
3 44
2 48
D5(a1) +A2
≥ 7 46
5 46
3 46
2 48
Orbit p dim(ge)
A5 +A1
≥ 7 46
5 46
3 48
2 48
A4 +A3
≥ 7 48
5 50
3 48
2 48
D5
≥ 7 48
5 48
3 48
2 50
E6(a3)
≥ 7 50
5 50
3 50
2 50
(D4 +A2)
(2) 2 52
D4 +A2
≥ 7 50
5 50
3 50
2 64
A4 +A2 +A1
≥ 7 52
5 52
3 52
2 52
D5(a1) +A1
≥ 7 52
5 52
3 52
2 52
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Orbit p dim(ge)
A5
≥ 7 52
5 52
3 52
2 54
A4 +A2
≥ 7 54
5 54
3 54
2 54
A4 +A1
2
≥ 7 56
5 56
3 56
2 56
D5(a1)
≥ 7 58
5 58
3 58
2 58
2A3
≥ 7 60
5 60
3 60
2 64
A4 +A1
≥ 7 60
5 60
3 60
2 60
D4(a1) +A2
≥ 7 64
5 64
3 64
2 64
Orbit p dim(ge)
D4 +A1
≥ 7 64
5 64
3 64
2 72
A3 +A2 +A1
≥ 7 66
5 66
3 66
2 72
A4
≥ 7 68
5 68
3 68
2 68
(A3 +A2)
(2) 2 72
A3 +A2
≥ 7 70
5 70
3 70
2 74
D4(a1) +A1
≥ 7 72
5 72
3 72
2 72
A3 +A1
2
≥ 7 76
5 76
3 76
2 80
A2
2 +A1
2
≥ 7 80
5 80
3 84
2 80
40
1.4. Block’s Theorems
Orbit p dim(ge)
D4
≥ 7 80
5 80
3 80
2 82
D4(a1)
≥ 7 82
5 82
3 82
2 82
A3 +A1
≥ 7 84
5 84
3 84
2 86
A2
2 +A1
≥ 7 86
5 86
3 88
2 86
A2
2
≥ 7 92
5 92
3 92
2 92
A2 +A1
3
≥ 7 94
5 94
3 94
2 96
A3
≥ 7 100
5 100
3 100
2 100
Orbit p dim(ge)
A2 +A1
2
≥ 7 102
5 102
3 102
2 102
A2 +A1
≥ 7 112
5 112
3 112
2 112
A1
4
≥ 7 120
5 120
3 120
2 128
A2
≥ 7 134
5 134
3 134
2 134
A1
3
≥ 7 136
5 136
3 136
2 138
A1
2
≥ 7 156
5 156
3 156
2 156
A1
≥ 7 190
5 190
3 190
2 190
1.4 Block’s Theorems
We consider finite-dimensional Lie algebras, and give some results about their minimal
ideals over fields of characteristic p > 0. This is a small collection of the results due to
Block in [Blo69] using [Str04, §3.3] for our main reference.
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The power of these results is that they hold for all p > 0. This leaves us with the
task of identifying minimal ideals in a Lie algebra to produce a description, or even the
isomorphism class in some cases. This will be very useful in Chapters 4 and 5 when we
look at non-semisimple maximal subalgebras in exceptional Lie algebras.
Theorem 1.4.1. [Str04, Corollary 3.3.4] Let S be a finite-dimensional simple Lie al-
gebra. Then
Der(S ⊗O(m;n)) = (Der(S)⊗O(m;n))⋊ (1S ⊗ Der(O(m;n)))
= (Der(S)⊗O(m;n))⋊ (1S ⊗W (m;n))
This result may be restated in terms of any finite-dimensional Lie algebra L with
non-abelian minimal ideal I. Any non-abelian minimal ideal I is L-simple, in the sense
that the only L-invariant ideals of I are the trivial ones.
Theorem 1.4.2. [Blo69] Let L be a finite dimensional Lie algebra with non-abelian
minimal ideal I. Let J be a maximal ideal of I, and consider S := I/J . We have that
I ∼= S ⊗O(m;n) for some m ∈ N and n ∈ Nm. Then, it follows that
S ⊗O(m;n) ⊂ L/zL(I) ⊂ (Der(S)⊗O(m;n))⋊ (1S ⊗W (m;n))
as Lie algebras.
Remark 1.4.3. Any minimal ideal I has a unique maximal ideal J , such that (I/J)⊗
O(m;n) has maximal ideal given by (I/J) ⊗ O(m;n)(1) where O(m;n)(1) is a maxi-
mal ideal in O(m;n). The maximal ideal (I/J) ⊗ O(m;n)(1) is also nilpotent, and by
maximality it follows that it must be the nil radical of (I/J)⊗O(m;n).
The final result we give is the obvious statement for semisimple Lie algebras. The
socle of a semisimple Lie algebra is defined as the direct sum of its minimal ideals. If
Soc(L) =
⊕
j Ij, then the ideals Ij are irreducible L-modules.
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Corollary 1.4.4. [Blo69] Let L be a finite dimensional semisimple Lie algebra. Then
there are simple Lie algebras Si and truncated polynomial rings O(mi; 1) such that
Soc(L) =
t⊕
i=1
Si ⊗O(mi, 1),
and
t⊕
i=1
Si ⊗O(mi, 1) ⊂ L ⊂
t⊕
i=1
(Der(Si)⊗O(mi, 1))⋊ (1Si ⊗W (mi; 1)).
The main result for our purposes is Theorem 1.4.2. This is used in many of our
examples of non-semisimple maximal subalgebras M in the exceptional Lie algebras g.
We factor out by the solvable radical A of M , defined as the maximal solvable ideal of
M . Then, we find the minimal ideal I of M/A, and use Theorem 1.4.2 to show that we
have I ∼= S ⊗O(m;n) ⊆M/A ⊆ Der(S ⊗O(m;n)).
In some cases we can use these inclusions as Lie algebras to provide the isomorphism
class of our maximal subalgebra M , as the dimension of M/A will be equal to the
dimension of Der(S⊗O(m;n)) where S is some simple Lie algebra, m ∈ N and n ∈ Nm.
1.5 Weisfeiler filtration
We construct the Weisfeiler filtration from [Wei78], which will heavily feature in the
non-semisimple maximal subalgebras. Let g be a finite-dimensional simple Lie algebra,
with non-semisimple maximal subalgebra M(0).
For (g,M(0)) choose anM(0)-invariant subspaceM(−1) ⊃M(0) in g such thatM(−1)/M(0)
is an irreducible M(0)-module. Consider g/M(0) as a M(0)-module given by the action
x · (y +M(0)) := [x, y] +M(0).
This is clearly a well-define action, as we are using the Lie bracket in g. By maximality
of M(0), it must be the case that the subalgebra generated by M(−1) is equal to g.
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Define subspaces M(−i) of the filtration recursively
M(−2) := [M(−1),M(−1)] +M(−1),
M(−3) := [M(−2),M(−1)] +M(−2),
...
M(−k+1) := [M(−k),M(−1)] +M(−k).
(1.17)
It follows by the maximality of M(0) that there exist a positive integer q > 0 such
that M(−q) = g. For the positive degree components consider M(1) := {x ∈ M(0) :
[x,M(−1)] ⊆M(0)}. Then, define M(i) for i ≥ 2 recursively as
M(2) := {x ∈M(1) : [x,M(−1)] ⊆M(1)},
M(3) := {x ∈M(2) : [x,M(−1)] ⊆M(2)},
...
M(r) := {x ∈M(r−1) : [x,M(−1)] ⊆M(r−1)}.
There is an integer t ≥ 0 such that 0 = M(t+1) ( M(t), otherwise we would obtain an
ideal in g. Since g is assumed to be simple this cannot occur.
Definition 1.5.1. [Wei78] The Weisfeiler filtration associated with the pair (M(0),M(−1))
is given by
g =M(−q) ⊃M(−q+1) ⊃ . . . ⊃M(−1) ⊃M(0) ⊃ M(1) ⊃ . . . ⊃ M(r) 6= 0,
such that [M(i),M(j)] ⊆M(i+j) for all i, j.
We have that M(−1)/M(0) is irreducible as an M(0)-module, and so nil(M(0)) ⊆ M(1)
where nil(M(0)) is the nilradical of M(0) defined as the maximal ideal consisting of
nilpotent elements inM(0). For x ∈M(1) we have (adx)
q+r+1(M(−q)) = 0. It now follows
thatM(1) is an ideal ofM(0) consisting of nilpotent elements of g and so nil(M(0)) =M(1).
We always assume nil(M(0)) 6= 0 and so we always have r > 0. We obtain a
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corresponding graded Lie algebra denoted G from this filtration
G := gr(g) :=
r⊕
i=−q
Gi
where Gi = M(i)/M(i+1), and multiplication defined in the obvious way with
[x+M(i+1), y +M(j+1)] := [x, y] +M(i+j−1).
By construction G−k = [G−1,G−k+1] for all k ≤ −2, and G−1 is G0-irreducible.
There will be examples with gr(g) a simple Lie algebra itself, and in these cases we
will give the isomorphism class. For exceptional Lie algebras in characteristic p = 2
and p = 3 our main use of this construction will be to determine maximality of some
non-semisimple subalgebras.
To do this we take a non-semisimple subalgebra L in exceptional Lie algebra g with
non-zero nil radical A. We try to build a filtration of the exceptional Lie algebra g
as above using A = M(1) and L = M(0). We find an L-invariant subspace denoted by
M(−1) such that M(−1)/L is irreducible as a L/A-module with the subalgebra generated
by M(−1) equal to all of g to give that L is a maximal subalgebra of g.
Remark 1.5.2. Maximality above follows since we are building a filtration, we may
assume any maximal subalgebra M containing L must contain at least one element from
M(−1) \L. If M(−1) is L-invariant and M(−1)/L is irreducible, then M must contain all
of M(−1). Hence, if 〈M(−1)〉 = g we must have that M = g as required.
One of the key results is the notion of the Weisfeiler radical and its properties. This
was used in [Pre17] to prove that the non-semisimple maximal subalgebras must be
parabolic for good primes p in the exceptional Lie algebras.
Definition 1.5.3. The Weisfeiler radical of G is defined as the sum of all ideals of G
contained in
⊕
i≤−1 Gi denoted M(G).
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We give some key facts about the Weisfeiler radical that will be assumed throughout
the remainder of this thesis.
1. M(G) is the largest graded ideal of G contained in G−, and so
M(G) =M(G)−2 ⊕ . . .⊕M(G)−q.
Since G−1 is an irreducible G0-module we have (G−1∩M(G)) = 0. If the intersection
was non-zero, then by irreducibility G−1 ⊆ M(G). Then [G−1,G1] ⊆ M(G) — a
contradiction.
2. M(G) is defined as the radical of G, and G¯ = G/M(G) is a semisimple Lie algebra
with unique minimal ideal usually denoted as A(G¯).
The uniqueness of this ideal ensures that it must be graded in G¯. By Block’s theorem
we have that A(G¯) ∼= S ⊗O(m;n) for simple Lie algebra S, m ∈ N and n ∈ Nm. Using
Theorem 1.4.2, we obtain
S ⊗O(m;n) ⊂ G¯ ⊆ (Der(S)⊗O(m;n))⋊ (1S ⊗W (m;n))
as Lie algebras. By [Wei78] there are two possibilities for A(G¯), the so-called degen-
erate case and non-degenerate case. The difference between the degenerate and non-
degenerate case is with the differing gradings it gives on A(G¯). We use [Pre17, §3.4] as
our main reference for this, which differs only in notation from the original in [Wei78].
Let G+ := ⊕i≥0G0. For the degenerate case, the grading comes from a grading
on the truncated polynomial ring O(m;n). Suppose A(G¯) ∩ G¯+ = 0, Gi≥2 = 0 and
[[G−1,G1],G1] = 0. To obtain this grading we fix s ≤ m with the generators x1, . . . , xs
of degree −1 and xs+1, . . . , xm degree 0. This gives Ai(G¯) = S ⊗ O(m;n)[i; s], where
O(m;n)[i; s] is the span of all monomials Πmi=1x
(ai)
i with where (ai) ∈ N
s, a1+ . . .+as =
−i and 0 ≤ ai ≤ pni − 1. Hence, A0(G¯) = S ⊗ O(xs+1, . . . , xm). In this case we also
have that G1 is a non-zero subspace of
∑s
i=1O(xs+1, . . . , xm)∂i.
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In the non-degenerate case our grading on the minimal ideal A(G¯) is induced from
a grading on our simple Lie algebra S. We suppose that A(G¯)1 6= 0 and S±1 6= 0, then
the grading on A(G¯) is induced by the grading on S with A(G¯)i = Si⊗O(m;n). Hence
S =
r⊕
i=−q
Si
is non-trivially graded, and by Theorem 1.4.2 we have
S0 ⊗O(m;n) ⊂ G¯0 ⊂ (Der0(S)⊗O(m;n))⋊ (1S ⊗W (m;n)).
For the main result of [Pre17] to classify non-semisimple maximal subalgebras of
exceptional Lie algebras we need to consider both cases, and rule them out case-by-
case. We only need to be aware that these two cases may occur, so we only give the
very basic definition of each case above. We refer the reader to [Str04, Wei78] where
the complete results can be found on both cases.
In both Chapter 4 and Chapter 5 we produce conjectures regarding some examples
of maximal non-semisimple subalgebras in the exceptional Lie algebras in characteristic
two and three with some observations about the Weisfeiler filtration and the correspond-
ing graded Lie algebra. We provide some information as to whether we expect these to
be degenerate or non-degenerate examples.
1.6 Overview of results
Chapter 2
Assume the characteristic is good, so p ≥ 5 for all exceptional Lie algebras except for
E8 where we assume p > 5. This will consist of a review of maximal subalgebras in
the exceptional Lie algebras using [HS16a] and [Pre17]. This completely deals with
maximal subalgebras of Cartan type and non-semisimple maximal subalgebras in the
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exceptional Lie algebras for p good.
This review will end with the complete classification of maximal subalgebras in
exceptional Lie algebras using the recent arXiv article [PS17]. We use G2 to illustrate
the ideas of this result, and give the full classification in G2 as follows:
Theorem 1. (See Theorem 2.4.6) Let G be an algebraic group of type G2 over an
algebraically closed field of good characteristic with Lie algebra g = Lie(G). Suppose L
is a maximal subalgebra of g, then one of the following holds unique up to conjugacy by
G:
(a) rad(L) 6= 0 and L is a parabolic subalgebra.
(b) rad(L) = 0 and L has maximal rank, then L is either sl(2) + sl(2) or sl(3).
(c) rad(L) = 0 and L has rank one, then either L ∼= W (1; 1) for p = 7 or L ∼= sl(2)
when p > 7.
Chapter 3
Then, we relax our assumption on p in type E8 letting p = 5. We start with the max-
imal subalgebra w constructed in [Pre17, Theorem 4.2] as a non-semisimple maximal
subalgebra. This gives rise to a Weisfeiler filtration F such that G = gr(F) ∼= S(3; 1)(1).
We also provide the first example of a non-restricted Lie algebra appearing in a max-
imal subalgebra isomorphic to the p-closure of W (1; 2). This result also proves the
uniqueness of this maximal subalgebra up to conjugation in G.
Theorem 2. (See Theorem 3.2.5) Let G be an algebraic group of type E8 over an
algebraically closed field of characteristic five with Lie algebra g = Lie(G) and e :=
eα1 + eα2 + eα2+α4 + eα3+α4 + eα5 + eα6 + eα7 + eα8. For f := f2465432
3
, we have
L := 〈e, f〉
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is isomorphic to W (1; 2), and the p-closure L[p] is a maximal subalgebra of g. Further,
L[p] is unique up to conjugation by G.
Chapter 4
This will be a consideration of algebraically closed fields k with characteristic three. We
start with a brief exposition on the currently known simple Lie algebras in characteristic
three along with information on their gradings.
Then, we focus on the article [Pur16] showing that one of these new simple Lie
algebras, namely the Ermolaev algebra, is a maximal subalgebra in the exceptional Lie
algebra of type F4.
Theorem 3. (See [Pur16, Theorem 1.1]) Let G be an algebraic group of type F4 over
an algebraically closed field of characteristic three with Lie algebra g = Lie(G). Let
e := e1000+e0100+e0001+e0120 be a representative for the nilpotent orbit denoted F4(a1).
For f := f1232, the subalgebra L := 〈e, f〉 ∼= Er(1; 1)(1) is a maximal subalgebra of g.
We consider nilpotent orbits where e[p] = 0 with ge 6= Lie(Ge). There are 5 new
examples of non-semisimple maximal subalgebras, each of these are counterexamples in
bad characteristic to [Pre17, Theorem 1.1] where it is shown that for good primes p any
maximal non-semisimple subalgebra of an exceptional Lie algebra must be parabolic.
Two of these examples occur in F4 and E6 where we find Weisfeiler filtrations Fg
such that gr(Fg) ∼= S(3; 1)
(1) or S3(1, ωS) where S3(n, ωS) is one of Skryabin’s algebras
[Skr92] respectively.
The remaining three examples occur in E7 and E8, where we are able to completely
describe two examples of maximal non-semisimple subalgebras, and give some initial
remarks about the Weisfeiler filtration.
The final example will be the nilpotent orbit O(A2
2 + A1
2) in E8, where dim ge =
dim Lie(Ge) + 4. We can show that the quotient of this centraliser by its nilpotent
radical lies between H(4; 1)(1) and H(4; 1).
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Chapter 5
This will be the final chapter, and focuses on characteristic two. There are three cases
in E6,7,8 for the nilpotent orbit denoted A1
3 where we obtain a non-semisimple maximal
subalgebra denoted by Mn for each exceptional Lie algebra En with n ∈ {6, 7, 8}.
Theorem 4. (See Theorem 5.2.1) Let G be an algebraic group of type En over an
algebraically closed field of characteristic two with Lie algebra g = Lie(G). For e :=
eα1 + eα4 + eα6 ∈ O(A1
3) we have that Mn = Ng(A) is a maximal subalgebra of g, where
A is the radical of ne.
We are fortunate that the results of Block and Weisfeiler hold for p = 2. Using
Block’s theorems we are able to identify ideals of the form S ⊗O(m;n), and using this
we can provide information about M(G) and G/M(G).
The nilpotent orbit denoted A1
4 in the exceptional Lie algebras E7 and E8 provides
us with our final examples of non-semisimple maximal subalgebras. For E8 the result
is very intriguing, we obtain a simple Lie algebra L where dim L−1 = 8 and L0 ∼= sp(8).
This looks very similar to M−1 and M0 in the standard grading of the Hamiltonian
Lie algebra, allowing us to show there is a simple subalgebra of H(2n; 1)(1) at least for
n = 3 and n = 4.
We find a strange simple maximal subalgebra M in E8 with dim M = 124. There
appears to be at least two conjugacy classes arising from the nilpotent orbits E8(a2)
and E8(a4).
Theorem 5. (See Theorem 5.4.1) Let G be an algebraic group of type E8 over an
algebraically closed field of characteristic two with Lie algebra g = Lie(G). Let e1 and
e2 be orbit representatives for E8(a2) and E8(a4) respectively, then there exists f1 and
f2 such that Li := 〈ei, fi〉 is a maximal subalgebra of g with dimension 124 for i = 1, 2.
The thesis finishes with a brief look at Lie superalgebras in characteristic two. We
consider a case that produces a class of simple Lie algebras in [KL92]. The dimension
of these simple Lie algebras matches the dimension of the subalgebras of H(2n; 1)(1) for
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n = 3 and n = 4. We end with a conjecture about the possible isomorphism between
these Lie algebras.
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Maximal subalgebras in the
exceptional Lie algebras for good
primes
There have been recent advances in maximal subalgebras of exceptional Lie algebras
over fields of positive characteristic, with [HS16a] and [Pre17] considering this task
for good p. We consider both of these, using the exceptional Lie algebra of type G2 to
illustrate the results in more detail. We finish by considering the recent arXiv article by
[PS17] which gives the complete classification of maximal subalgebras in the exceptional
Lie algebras for good primes p.
2.1 Maximal subgroups over the field of complex
numbers
The classification of maximal subgroups in the simple Lie groups G over the complex
numbers from [Dyn52] readily lifts to the list of maximal subalgebras in g = Lie(G).
Dynkin considered semisimple subalgebras, which splits into regular and non-regular
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subalgebras. By regular we mean subalgebras h which contain a maximal toral subal-
gebra of g, and we may use [BdS49] to obtain the regular semisimple subalgebras.
There is a nice description to obtain all such subalgebras, using root systems. Attach
the negative of the highest root α˜ to the Dynkin diagram, which gives the extended
Dynkin diagram. Then, delete vertices corresponding to simple roots αi, and produce
the root system of a regular semisimple subalgebra. In G2 the extended Dynkin diagram
is
Extended G2
α1 α2 α˜
Deleting each vertex gives two non-isomorphic maximal subalgebras of maximal
rank, with type A2 and A1
2. There is a small error in the initial result from [Dyn52],
which allowed some non-maximal subalgebras to be included. This is easily fixed with
the next result, stating that the simple roots must have prime coefficients in the highest
root α˜. A proof can be found in [GG78].
Proposition 2.1.1. Suppose α˜ =
∑
i λiαi for simple roots αi, then provided the coeffi-
cient of the simple root αi is either 1 or a prime we obtain a maximal subalgebra.
This does not change the maximal subalgebras in the example of G2, as α˜ = 3α1 +
2α2. However, we lose some cases in other exceptional Lie algebras as they have simple
roots with ‘bad’ coefficients. A good example is F4, where α˜ = 2α1 + 3α2 + 4α3 + 2α4.
Deleting α3 gives a semisimple subalgebra of type A3 + A1. This is contained in a
subalgebra of type B4, a conjugate to the subalgebra obtained by deleting α1.
For good primes this result continues to hold, and gives the same regular semisimple
maximal subalgebras. For bad prime this holds provided λi 6= p. In this case we obtain
a non-semisimple maximal subalgebra. For example, in E8 for p = 5 deleting the root
α5 gives a Lie algebra of type A4 + A4, which has a non-trivial centre when p = 5.
This leaves non-regular semisimple subalgebras. In G2, only sl(2) is a possibility
for rank reasons. It turns out the sl(2)-triple corresponding to the regular nilpotent
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element eα1 + eα2 is maximal, and unique up to conjugation. The other exceptional Lie
algebras have maximal sl(2)-triples corresponding to regular nilpotent orbits, but in E7
and E8 there is more than one conjugacy class. These correspond to some subregular
orbits.
We give the list of the other semisimple maximal subalgebras, where the reader is
referred to [Dyn52] for full details on proving these are maximal subalgebras,
1. In F4 there is a maximal subalgebra of type G2 + A1.
2. In E6 we have types G2, C4, G2 + A2 and F4.
3. E7 contains maximal subalgebras of types A1 + A1, A2, G2 + A1, G2 + C3 and
F4 + A1.
4. Finally, for E8 there are maximal subalgebras of type B2, A2 + A1 and G2 + F4.
To complete the classification, the non-semisimple maximal subalgebras need to be
dealt with. Over the complex numbers [Mor56] shows any non-semisimple maximal
subgroup of G must be a parabolic subgroup. Hence, any maximal subalgebra of
g = Lie(G) with non-zero radical must be Lie(P ) for some parabolic subgroup P of G.
For Lie algebras over algebraically closed field of prime characteristic the proof fails
to work, and so we must try to find an analogous result. These subalgebras can be
obtained using the simple roots, giving weight 1 to αi and weight 0 to the remaining
simple roots. Each of these contains a maximal torus of g, and hence are also regular.
2.2 The modular analogue of Morozov’s theorem
Let G be an algebraic group of exceptional type with Lie algebra g = Lie(G). Assume
k is an algebraically closed field of characteristic p ≥ 5, unless g has type E8 where
we assume p ≥ 7.We split the task of classifying maximal subalgebras M into two
cases; firstly we classify M such that rad(M) 6= 0, and then consider rad(M) = 0. The
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article [Pre17] completes the first with the use of the Weisfeiler filtrations to provide
an analogous result to [Mor56].
For exceptional Lie algebras of type G2 we will show any maximal subalgebra with
non-zero radical is regular, and then show it is parabolic.
Proposition 2.2.1. Let G be an algebraic group of type G2 with Lie algebra g = Lie(G)
for good p, and M be a maximal subalgebra such that rad(M) 6= 0. Then, the degenerate
case of the Weisfeiler filtration does not hold in g.
Proof. Suppose the degenerate case of the Weisfeiler filtration holds, then A(G¯) =
S ⊗O(m;n). It follows
dim A(G¯) = dim S · pm ≥ 3 · 5m,
which forces m = 0 in G2. Hence A(G¯) = S, but this says we have a non-graded simple
Lie algebra isomorphic to a graded ideal — a contradiction.
Hence, we may assume the non-degenerate case holds with A(G¯) = S⊗O(m;n). The
grading on Ai(G¯) = Si⊗O(m;n) is inherited from the grading on S. By Theorem 1.4.2,
S⊗O(m;n) ⊂ G¯ ⊂ (Der(S)⊗O(m;n))⋊ (1S⊗W (m;n)). By dimension reasons m = 0
in G2, and so S ⊂ G¯ ⊂ Der(S).
Definition 2.2.2. [Str04, Definition 1.2.1] In a Lie algebra L we define a torus T to be
a subalgebra consisting of toral elements of L. Given a p-envelope L of L, the absolute
toral rank of L is defined as the maximal dimension of tori in the restricted Lie algebra
L/z(L) usually denoted TR(L).
Theorem 2.2.3. [Skr98, Theorem 5.1] If L is a filtered Lie algebra, then TR(L) ≥
TR(gr(L)).
Proposition 2.2.4. Let G be an algebraic group of type G2 with Lie algebra g = Lie(G)
for p good and M a maximal subalgebra such that rad(M) 6= 0. Then, M is a regular
subalgebra in g.
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Proof. We have that TR(M) ≥ TR(gr(M)), and so TR(S) ≤ 2. If TR(S) = 1, then S
is classical, W (1, 1), or H(2; 1)(2).
If TR(S) = 2, then S is classical, W (2, 1), H(4, 1)(2), S(3, 1)(1), W (1, 2), K(3, 1),
M(1, 1), H(2; 1,Φ), or H(2, (2, 1))(2) by [PS01].
Considering the dimension of these in [Str04], we only have
S ∈ {sl(2), sl(3), sp(4),W (1, 1), G2}.
In particular ad(S) = Der(S), and hence G¯ = S. Further, the grading of S is standard
producing the cases
(i) If S is sl(2) or sl(3), then
S = S−1 ⊕ S0 ⊕ S1.
(ii) If S is sp(4), then
S = S−2 ⊕ S−1 ⊕ S0 ⊕ S1 ⊕ S2.
(iii) Finally, if S is of type G2, then G¯ = G = G2.
Hence, we may assume S ∈ {sl(2),W (1; 1)} ifM is not regular, then for S = W (1; 1)
we have the natural grading W−1 + . . ., or its reverse. For the natural grading we have
S−1 := k∂, and hence G¯−2 = [S−1, S−1] = 0. For the reverse of the grading, dim S−1 = 1,
but S−2 6= 0 — a contradiction. Hence, for S =W (1; 1) it must be the cases M(G) = 0.
A similar argument shows S 6= sl(2).
In any case, S0 contains a two-dimensional torus. It follows there are elements
ti ∈ S0 such that ti− t
[p]
i ∈ nil(M) for i = 1, 2. It follows that (ti− t
[p]
i )
[p]N = 0 for some
N , and so t
[p]N
i is a toral element in M . Under the canonical homomorphism M → S0
this new element has the same image as t, and so M is regular.
Now, we consider G to be any algebraic group of exceptional type with Lie algebra
g = Lie(G) for good primes p. We use [Pre17, Lemma 2.4] to show any maximal
subalgebra M of g containing a maximal toral subalgebra t is parabolic. For p > 3
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all maximal toral subalgebras are conjugate. In particular, they are classical Cartan
subalgebras by [Sel67, Ch.II, Section 3] with one-dimensional root spaces of g with
respect to t.
Lemma 2.2.5. [Pre17, Lemma 2.4] Let G be an algebraic group of exceptional type
with Lie algebra g = Lie(G) for p good. Let M be a maximal subalgebra of g such that
rad(M) 6= 0. If M is regular, then it is a parabolic subalgebra of g.
Proof. Let Φ be the root system of G with respect to T , where T is a maximal torus
such that t = Lie(T ). As usual we decompose g = t ⊕
∑
α∈Φ gα, where each root
subspace gα := keα is one-dimensional for eα ∈ g. For M , there exists a closed subset
Ψ of Φ such that M = t⊕
∑
α∈Ψ keα by [Sel67].
It follows from above that we may consider M as a subalgebra of gZ. We consider
gZ(Ψ), and since M is maximal it follows that Ψ is a maximal closed root subsystem.
This implies that gZ(Ψ)⊗Z C is a maximal subalgebra of gC. We may apply Morozov’s
theorem to conclude that Ψ is either symmetric or parabolic. The restriction of the
Killing form of g to M is non-degenerate if Ψ is symmetric, but since rad(M) 6= 0 this
cannot be the case. Hence, Ψ is parabolic and M is a parabolic subalgebra of g.
This result together with Proposition 2.2.4 gives that any maximal subalgebra M
of G2 such that rad(M) 6= 0 is parabolic. This argument relies very heavily on the
dimension of G2 being small along with its rank, and so extending this idea is not
straightforward.
In other exceptional Lie algebras, the dimensions are big enough to contain the
degenerate case. This is where [Pre17] provides the necessary details to consider all ex-
ceptional Lie algebras. The previous result allows us to assume any new non-semisimple
maximal subalgebra is not regular.
We rule out the degenerate case, and for this we need two results about the nilpotent
orbits in the exceptional Lie algebra g.
Lemma 2.2.6. [Pre17, Lemma 2.2] Let G be an algebraic group of exceptional type
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with Lie algebra g = Lie(G) for p good, and L be a Lie subalgebra of g such that [L, L]
consists of nilpotent elements of g. Then L is contained in a Borel subalgebra of g.
Corollary 2.2.7. [Pre17, Corollary 2.3] Let G be an algebraic group of exceptional
type with Lie algebra g for p good and M be a maximal subalgebra of g. Suppose
N := nil(M) 6= 0. Let R be any Lie subalgebra of M whose derived ideal [R,R] consists
of nilpotent elements of g. Then the centraliser cg(N) is an ideal of M and there exists
e ∈ cg(N) ∩Omin such that [R, e] ⊆ ke, where Omin consists of all nilpotent e such that
[e, [e, g]] = ke.
Using these results, it is possible to completely rule out the degenerate case of the
Weisfeiler filtration.
Proposition 2.2.8. [Pre17, §3.5,3.6 and 3.7] Let G be an algebraic group of exceptional
type with Lie algebra g = Lie(G) over an algebraically closed field of good characteristic.
If M is a maximal subalgebra of g such that rad(M) 6= 0, then the degenerate case of
Weisfeiler’s theorem does not hold.
Sketch of proof. Assume to the contrary that A(G¯) ∼= S ⊗ O(m;n). Immediately this
implies m ≥ 1, as the grading on the minimal ideal arises from a grading on the
polynomial ring. If m = 1, then G1 = k∂1 is one-dimensional. Since G2 = 0, we observe
G1 ∼= M(1) = nil(M).
Hence, M ⊆ ng(ke) for some non-zero nilpotent element e of g. We know ng(ke) is
contained in a proper parabolic subalgebra for all e when p is very good, and so this
case cannot occur. Since p is good we immediately rule out m > 2 by dimension reasons
as dim g/pm > 3. This forces m = 2 and n = (1, 1).
In particular, for all cases S ∈ {W (1; 1), sl(2)}. The final step is to construct a
subalgebra that satisfies the conditions of Lemma 2.2.6, and apply Corollary 2.2.7 to
rule these out. This subalgebra produces non-zero nilpotent elements e ∈ g such that
(ad e)3 = 0 — a contradiction as we need (ad e)p−1 6= 0 for p ≥ 5.
For the non-degenerate case, this is a prime example of why the classification of
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simple Lie algebras is so important. It allows a case-by-case check of all possible simple
Lie algebras, ruling each out using the above results.
The hardest task is to deal with Hamiltonian Lie algebras. Although many are ruled
out by dimension reasons, the remaining cases provide the most difficulty. Since p ≥ 7
for E8, and both dim M(1; 1) = 125 = dim K(3; 1) for p = 5 these two cases may only
occur in Lie algebras of type E7, and using that dim g = 133 allows this to be done in
[Pre17].
Theorem 2.2.9. [Pre17, Theorem 1.1] Let G be a simple algebraic k-group, where
p = char(k) is a very good prime for G, and letM be a maximal subalgebra of g = Lie(G)
with rad(M) 6= 0. Then M = Lie(P ) for some maximal parabolic subgroup P of G.
We will see this result break down badly if p is bad, where [Pre17, Theorem 4.2]
provides the first of many examples to do this. We discuss this in greater detail at the
end of the chapter. For now, we continue our discussion of maximal subalgebras in the
exceptional Lie algebras for good primes.
2.3 Maximal subalgebras of Cartan type
We consider the possibility of maximal subalgebras of Cartan type. The list of possibil-
ities is restricted early on, since the dimension of them becomes large as p grows. This
allows us to make a list of possible maximal subalgebras of Cartan type.
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Table 7: The possible maximal subalgebras of Cartan type
h dim h Possible p
W (1; 1) p p < dim g
W (1; 2) p2 p ≤ 13
W (1; 3) p3 p = 5
W (2; 1) 2p2 p ≤ 11
H(2; 1)(2) p2 − 2 p ≤ 13
H((2; 1); Φ(τ))(1) p2 − 1 p ≤ 13
H((2; 1); Φ(1)) p2 p ≤ 13
H(2; (1, 2))(2) p3 − 2 p = 5
K(3; 1) p3 p = 5
M(1; 1) p3 p = 5
We begin with maximal subalgebras of Witt type, and outline some steps involved
in [HS16a] to prove only W (1; 1) is a maximal subalgebra. All other subalgebras of
Cartan type can be ruled out.
Theorem 2.3.1. [HS16a, Theorem 1.1] Let G be an algebraic group of exceptional type
with Lie algebra g = Lie(G) and p = h + 1, where h is the Coxeter number of G.
For regular nilpotent element e =
∑
i eαi and fα˜ where α˜ is the highest root, we have
that the Lie algebra generated by these elements is isomorphic to W (1; 1).
Further, the subalgebra is maximal in G2, F4, E7 and E8. For E6, there is a W (1; 1)
subalgebra contained in a subalgebra of type F4. These are the only cases of maximal
W (1; 1) subalgebras.
Remark 2.3.2. Note that for G2, F4, E6, E7, and E8 we have that the Coxeter number
h is 6, 12, 12, 18 and 30 respectively.
To prove this result, we find all possible nilpotent elements e where we may find sub-
algebras of type W (1; 1). Then, prove only those containing regular nilpotent elements
can be maximal. This is achieved by finding non-zero fixed vectors for a generating set
of W (1; 1).
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Proposition 2.3.3. Let G be an algebraic group of type G2 with Lie algebra g. For
e = eα1 + eα2, the subalgebra 〈e, fα˜〉
∼= W (1; 1) is a maximal subalgebra unique up to
conjugation for p = 7. Further, this is the only occurrence in exceptional Lie algebras
of type G2.
Proof. We have that W (1; 1) ∼= 〈fα1 + fα2 , eα˜〉 is a subalgebra of g by [Pre83, Lemma
13], and in our case we are simply looking at the same subalgebra with the negative
and positive roots interchanged. Suppose W := W (1; 1) was not maximal. Since it
contains a regular nilpotent element it cannot be that W lies in a regular semisimple
subalgebra.
IfW is in a parabolic, then there is a mapW → p/rad(p) for parabolic subalgebra p.
In G2 this forcesW (1; 1) ∼= sl(2) — a contradiction. Hence, W is a maximal subalgebra.
Consider the usual basis {ei : −1 ≤ i ≤ 5} for W (1; 1) where e−1 := e = eα1 + eα2
is a regular nilpotent element in g. Choose h ∈ ne such that [h, e−1] = −e−1, and in
W (1; 1) we also have [e0, e−1] = −e−1.
We may use the cocharacter τ given by 2 2 from [LT11, pg. 73], and it follows
that h − e0 ∈ ge(τ, 0). The same paper tells us that ge(τ, 0) is trivial, and so h = e0.
Hence, our choice for e−1 and e0 are unique.
In W (1; 1) we have [e0, e5] = 5e5, thus in g we must have e5 ∈ g(−2p + 4)⊕ g(4) =
g(10) ⊕ g(4) for p = 7. This gives e5 = fα˜ + λeα1+α2 for some λ ∈ k. We calculate
e4 = [e−1, e5] = [eα1 + eα2 , fα˜ + λeα1+α2 ] = a f3α1+α2 + b e2α1+α2 . It is clear that b = 0 if
and only if λ = 0, and hence
[e4, e5] = [a f3α1+α2 + b e2α1+α2 , fα˜ + λeα1+α2] = b (c eα1+α2 + d fα˜) = 0.
Since this must equal zero, we conclude b = 0. Hence λ = 0, and uniqueness follows.
Suppose for p = 5 we obtain W (1; 1) containing regular e−1, then (ad(e−1))
5 = 0.
However, the tables of [Ste16] show this regular element has the property that e
[5]
−1 6= 0.
This shows we do not obtain anyW (1; 1) for regular nilpotent e−1. For p > 7, it follows
from [Cha41] that W (1; 1) has no irreducible representations of dimension smaller than
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p− 1, which rules out W (1; 1) in g as the smallest such representation is 7-dimensional
with ρ : G2 →֒ so(7).
Finally, consider the non-regular nilpotent elements e of g and suppose W (1; 1)
contains e. It follows we must have that ρ(e)3 6= 0, but by [Law95] this implies e is
regular. Hence, we may conclude there are no such occurrences in G2.
For the other exceptional Lie algebras, we obtain maximal subalgebras isomorphic
to W (1; 1) by taking regular nilpotent element e :=
∑rank(g)
i=1 eαi along with f := fα˜ in
fields of characteristic p = h + 1 where h is the Coxeter number for exceptional Lie
algebra g, that is p = 7, 13, 19, 31 for G2, F4, E7 and E8 respectively.
There is also a W (1; 1) subalgebra in E6 for p = 13, but this lies in a subalgebra
of type F4. The subalgebra generated by e and f is isomorphic to W := W (1; 1) with
isomorphism given by mapping e 7→ ∂ and f 7→ Xp−1∂.
Maximality follows by checking 〈W, v〉 = g for v ∈ ge. This is enough since we may
consider g as a W -module, then check that the number of composition factors is equal
to the dimension of the null space for ∂. It then follows that any submodule strictly
containing W also contains a null vector, in other words v ∈ ge.
The key detail in proving uniqueness is the fact that our representative for X∂ is
unique. This requires a slight generalisation of the reasoning in the previous result.
Lemma 2.3.4. [HS16a, Lemma 3.2] Let G be an algebraic group of exceptional type
with Lie algebra g = Lie(G) over an algebraically closed field of good characteristic and
L a Levi subgroup. Suppose e is a nilpotent element of g, distinguished in Lie(L). Then
im ad e ∩ ge(τ, 0) is trivial unless L has a factor of type Ap−1.
In Proposition 2.3.3, the fact that ge(τ, 0) = 0 in the regular nilpotent orbit makes
life much easier. However, this will not always be the case. We could have gone further,
and shown h ∈ im(ad e) as well. This follows since we can find f ′ in W (1; 1) such
that h = [e, f ′]. This allows us to assume that our choice of h = X∂ is unique since
h ∈ im ad e∩ ge(τ, 0) = 0, and makes the issue of uniqueness of the W (1; 1) subalgebra
a question of showing that our choice for Xp−1∂ is unique.
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Remark 2.3.5. There are eight nilpotent orbits in the exceptional Lie algebras that
have label O(Ap−1 + Ar) for some r and p good, with a list given in [HS16a, Table 1]
along with the isomorphism class for ge(τ, 0) ∩ im ad e.
Our choice for X∂ will always be a toral element h ∈ ne \ ge. In fact, using [HS16a,
Proposition 3.3] it must be a Lie algebra representative for the associated cocharacter to
e always denoted as τ . This element is usually denoted as Lie(τ) or hτ in the literature.
This element has the property that [hτ , e] = 2e, and the centraliser CG(hτ ) has Lie
algebra g(τ, 0).
Remark 2.3.6. For further information on the cocharacter τ we refer the reader to
[Pre03, Section 2.3-2.7], but for us we find such an element h = hτ in the normaliser
of our nilpotent element e. Using [HS16a, Proposition 3.3] we obtain uniqueness, and
hence we may use hτ as our representative for X∂ provided e does not have a factor of
type Ap−1.
This result is given for p good, and the issue in bad characteristic begins with the
lack of [HS16a, Lemma 3.2]. When we consider the exceptional Lie algebra of type E8
for p = 5, we show this holds for the cases we are worried about.
Lemma 2.3.7. [HS16a, Lemma 3.11] Let G be an algebraic group of exceptional type
with Lie algebra g = Lie(G) and p = h + 1, where h is the Coxeter number of G. The
W (1; 1) subalgebras containing regular nilpotent e are unique, and maximal if and only
if g is not of type E6.
Proof. Uniqueness is a generalisation of the argument used in Proposition 2.3.3, as we
may assume our choice hτ for X∂ is unique up to conjugation. To show f is unique, we
require [X∂,Xp−1∂] = (p−2)Xp−1∂, and so f ∈ g(τ,−2p+4)⊕g(τ, 4). Using relations
of the form [f, [e, f ]] = 0 we determine that f = fα˜.
Maximality does not occur in E6 since our regular nilpotent element in F4 is also
regular in E6, and by the uniqueness ofW (1; 1) in F4 it follows W (1; 1) ⊆ F4 ⊆ E6.
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For other potential cases of W (1; 1) subalgebras, we require e[p] = 0 and the lowest
graded component of e with respect to τ to be non-zero with weight −2p + 4. A list
of all nilpotent orbits O such that g(τ,−2p + 4) 6= 0 is found in [HS16a, Table 2]. To
reduce the list further, we look for f ∈ g(τ,−2p + 4) such that (ad e)p−1(f) = λe. If
no such f exists, then we may rule out a subalgebra of type W (1; 1). This reduces the
number of cases, and it turns out we require that e is regular in a Levi subalgebra l of
g using [HS16a, Lemma 3.6].
The idea is to show in all cases where we obtain a subalgebra of type W := W (1; 1),
we can find a non-trivial abelian subalgebra normalised by W . There are some re-
ductions made by considering g as a W -module, and then computing the composition
factors from [HS16a, Table 3] for all cases where O has no factor of type Ap−1. We may
apply [HS16a, Lemma 3.9] to give a restriction on the number of some factors that may
force the existence of a fixed vector for W in certain cases. Then W ⊆ gv, and hence
not maximal.
Proposition 2.3.8. Let G be an algebraic group of exceptional type with Lie algebra
g = Lie(G) and p good. There are no maximal subalgebra of type W (1; 1) unless e is a
regular nilpotent element of g.
Proof. This is a summary of [HS16a, Appendix]. Note that W (1; 1) is generated as a
Lie algebra by the elements ∂ and X3∂. Hence, we need a generic element u ∈ g such
that [X∂, u] = 2u to represent X3∂. We then look for v 6= 0 such that [e, v] = [X∂, v] =
[X3∂, v] = 0. This ensures v is a fixed vector for any W (1; 1), and hence maximality is
ruled out.
We may assume that e and X∂ are unique. Take f =
∑dim g
i λi vi where vi are the
basis elements for g insisting [e, f ] = X∂ and f ∈ g(τ, 1). Consider f as a candidate for
X2∂, and applying the same idea we can find generic u to represent X3∂ with [e, u] = f
and u ∈ g(τ, 2).
Next, we consider v :=
∑dim g
i λi vi. We use that [e, v] = [X∂, v] = 0 to reduce
the number of indeterminates of v. This forces many coefficients to be zero, and by
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considering [u, v] = 0 we aim to find some non-zero fixed vector v.
Using GAP to insist [u, v] = 0 leaves many linear equations in the coefficients of v.
Putting this into a matrix A, we verify the rank of A is strictly less than the number
of indeterminates for v. This ensures that all the linear equations can be solved non-
trivially, hence finding such a v for all possible W (1; 1). There are two exceptions where
v = 0, but these cases are dealt with by finding a non-trivial abelian subalgebra that is
normalised by W (1; 1).
Remark 2.3.9. We will work through an example in Appendix B.5.6 of the above pro-
cedure when we consider W (1; 1) subalgebras in the exceptional Lie algebra of type E8
for characteristic p = 5.
Referring back to Table 7, to complete the case of h of Witt type we need to rule
out the non-restricted cases W (1;n) for n > 1 and W (2; 1).
Proposition 2.3.10. Let G be an algebraic group of exceptional type with Lie algebra
g = Lie(G) and p good. There are no subalgebras of type W (1;n) for n > 1.
Proof. Suppose h is a maximal subalgebra of g. For h ∼= W (1;n) we require e such
that (ad e)p
n−1 is non-zero and that e lies in the image. Since we have associated
cocharacters given in [LT11], we can assume that e has a non-zero graded component
of weight −2pn + 4. Since p is good we have −2pn + 4 ≤ −46, and so n = 1 by the
tables of [LT11]. Hence W (1; 1) is our only possible case.
BothW (1; 2) andW (1; 3) are ruled out in [HS16a] by finding different contradictions.
For the first case, [HS16a, Proof of Theorem 1.3] it is observed that the lowest graded
piece has weight 2h− 2, forcing that e can be applied at most h + 1 times. This gives
p2− 1 ≤ h+ 1, and hence p ≤ 3 unless g has type E8 where p ≤ 5. Since p is good this
is the necessary contradiction to conclude h ≇W (1; 2).
Possibly the most difficult task is ruling out subalgebras of Hamiltonian type. Both
[HS16a, Theorem 1.3] and [Pre17, Theorem 4.1] provide arguments of how to do this,
but require some understanding about the representation theory of H := H(2; 1; Φ)(2).
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In the first result, we have that H contains a subalgebra of type W (1; 1), and so
any occurrence in g is related to the W (1; 1) classification. Considering g as a W (1; 1)-
module, and [HS16a] gives an algorithm to compute the composition factors. In most
cases are read off from the weight spaces of ge with respect to the cocharacter τ .
In certain circumstances when our nilpotent orbit has a factor of type Ap−1 we need
to be careful. There are multiple cases as X∂ is not unique and not necessarily our
usual choice. Hence, the number of factors can change. The representation theory
considered in [HS16a, Lemma 2.6, 2.9] determines that we require the same number of
composition factors for each type L(λ) for 1 ≤ λ ≤ p− 2.
Remark 2.3.11. The notation L(λ), is a composition factor of weight λ. This weight
comes from the fact that in each L(λ) there is a unique vector v killed by ∂, and X∂ v =
(λ+ 1)v. For full details we refer the reader to [HS16a, Section 2.3].
Proposition 2.3.12. Let G be an algebraic group of exceptional type with Lie algebra
g = Lie(G) and p good. There are no subalgebras of type H(2; 1; Φ)(2).
We apply the algorithm to the nilpotent orbits where we obtain W (1; 1). This is
given in [HS16a, Tables 3,5], which allows one to check that there are no cases where
we have the same number of composition factors for L(λ) with 1 ≤ λ ≤ p − 2. This
gives an immediate corollary to rule out another type of subalgebra.
Corollary 2.3.13. Let G be an algebraic group of exceptional type with Lie algebra
g = Lie(G) and p good. There are no subalgebras of type W (2; 1).
Proof. This follows since H(2; 1)(2) appears as a subalgebra of W (2; 1), and so ruling
out subalgebras of type H(2; 1; Φ)(2) provides this result.
The alternative result [Pre17, Proposition 4.1] is useful as it is achieved without
GAP or any algorithm on composition factors. It relies on a new concept of p-balanced
toral elements. We want a list of nilpotent elements where we may obtain a subalgebra
of type H , and rule them out case by case.
66
2.3. Maximal subalgebras of Cartan type
It is worth observing that all the ideas in this section extend to E8 for p = 5 as we
only rely on the representation theory of H which is valid for p ≥ 5.
Definition 2.3.14. [Pre17, Definition 2.6] Let d be a positive integer. A toral element
h ∈ g is d-balanced if dim g(h, i) = dim g(h, j) for all i, j ∈ F×p and all eigenspaces
g(h, i) with i 6= 0 have dimension divisible by d.
The complete list of all d-balanced elements is given in [Pre17, Proposition 2.7]
for the exceptional Lie algebras in good characteristic. The key observation is M ∼=
H(2; 1; Φ)(2) contains a non-zero p-balanced element. This is due to special properties of
the irreducible representations of the Hamiltonian Lie algebra, and although it requires
more thought in H(2; 1; Φ(1)) the result also holds.
Then, we may show h is a p-balanced toral element of g. This reduces the cases
to the list in [Pre17, Proposition 2.7]. Associated to each p-balanced element is its
corresponding sheet, which in turn allows one to use [dGE09] to build the list of potential
orbits, which may produce subalgebras of type H . In the majority of cases e ∈ O(Ap−1),
and so one may rule these out using the same argument.
To complete the classification of subalgebras of Cartan type we still need to consider
the cases of K(3; 1) and M(1; 1), which both have dimension 125 for p = 5 and so a
priori may appear as subalgebras in the exceptional Lie algebra of type E7.
Lemma 2.3.15. [HS16a, Lemma 4.1] Let G be an algebraic group of exceptional type
with Lie algebra g = Lie(G) and p good. If h is a proper simple subalgebra of g, then
dim h ≤ p3 − 4.
The idea behind this is to use the Weisfeiler filtration to show any subalgebra h in
g has dimension at most 121. This result then completes the proof of [HS16a, Theorem
1.3].
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2.4 Finishing the classification in the good case
In this section we describe the complete classification of maximal subalgebras in G2
for p ≥ 5, and finish by stating the full classification of maximal subalgebras in the
exceptional Lie algebras over algebraically closed fields of good characteristic due to
[PS17].
For g of type G2 we avoid many Cartan type subalgebras by dimension reasons. For
now, let G be an algebraic group of type G2 with Lie algebra g = Lie(G) and L be a
maximal subalgebra such that rad(L) = 0. Consider the socle of L, defined as the sum
of minimal ideals in L.
Proposition 2.4.1. Let G be an algebraic group of type G2 with Lie algebra g =
Lie(G) and p good. If L is a maximal non-regular semisimple subalgebra of g, then
L ∈ {W (1; 1), sl(2)}.
Proof. We have Soc(L) = (S1⊗O(m1; 1))⊕ . . .⊕(Sr⊗O(mr; 1)) for simple Lie algebras
Si and truncated polynomial rings O(mi; 1) by [Blo69]. L contains a maximal toral
subalgebra if r ≥ 2, and so we may assume r = 1. We have Soc(L) = S ⊗O(m; 1), but
since dim S ≥ 3, and dim O(m; 1) ≥ pm we have
dim Soc(L) ≥ 5m · 3 = 15.
Hence, m = 0 since dim G2 = 14. Thus Soc(L) is a simple Lie algebra.
By [Blo69], S ⊆ L ⊆ Der(S). Since L contains a maximal toral subalgebra if
TR(S) = 2 we may assume TR(S) = 1. By the classification of simple modular Lie
algebras we find S ∈ {W (1, 1), sl(2)}. In particular, Der(S) = S as required.
We are left with maximal sl(2) triples, and we show there is only one such subalgebra
appears which allows the classification of maximal subalgebras in G2 to be completed.
Recall Remark 2.3.6, for this we consider any algebraic group G of exceptional type
with Lie algebra g. We take a nilpotent element e along with associated cocharacter τ .
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We can then find an element hτ ∈ g such that [hτ , e] = 2e. Further, using [Pre03] we
know that e is distinguished in the derived subalgebra of a Levi subalgebra l. Since τ
is an associated cocharacter it induces a grading on l′, and l′ contains hτ .
It follows in both [Jan04, Pre03] that the map ad e : l′(τ,−2)→ l′(τ,−2) is bijective,
and hence there is a unique element f ∈ l′(τ,−2) such that [e, f ] = hτ and [hτ , f ] = −2f .
Hence, the triple {e, hτ , f} is isomorphic to sl(2) as a Lie algebra.
Definition 2.4.2. [PS17, Definition 2.3] An sl(2)-triple {e′, h′, f ′} is called standard
if it is conjugate to an sl(2) triple of the form {e, hτ , f}.
Proposition 2.4.3. There are no non-standard sl(2)-triples in g of exceptional type
unless e has type O(Ap−1 + Ar) for some r ≥ 0.
Proof. This follows from [PS17, Remark 2.4], which states that if g contains a non-
standard sl(2) triple with nilpotent e ∈ g, then e has type O(Ap−1 + Ar) for some
r ≥ 0. This is a consequence of the fact that these are the only nilpotent orbits where
im ad e ∩ ge(τ, 0) are non-zero.
In these cases we may have non-conjugate options for h′, which follows since hτ−h′ ∈
im ad e ∩ ge(τ, 0). Then we may use [Jan04] to see which nilpotent orbits have such a
non-zero intersection, with a list given in [HS16a, Table 1].
This has an immediate corollary in exceptional Lie algebras of type G2, which allows
two simple results to finish the complete classification of maximal subalgebras in G2.
This was achieved before the article [PS17] was released, and is the easiest case when
classifying maximal subalgebras so we include this here.
Corollary 2.4.4. Let G be an algebraic group of type G2 with Lie algebra g = Lie(G)
and p good. For nilpotent elements e ∈ g, we have that any sl(2) triple is standard.
Proposition 2.4.5. In Lie algebras of type G2, the sl(2) triple associated to eα1 + eα2
is maximal for p > 7. Further, this is the only one we obtain.
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Proof. For fields of characteristic p = 5 and regular nilpotent e we have e[p] 6= 0. Hence
e[p] commutes with h = span(eα1+eα2 , f, h), and so ke
[p]+span(e, f, h) strictly contains
h contradicting the maximality of h. Let s := sl(2) associated to e := eα1 + eα2 . Since
any maximal sl(2) triple is standard, we check for p = 7 that s is contained in W (1; 1).
For p > 7, suppose M is a maximal subalgebra containing s. If s ⊂ M , then
rad(M) = 0. This follows since M would be a parabolic subalgebra, but this can not
occur. If M has rank 2, then M is regular, and does not contain s. If M has rank 1,
then Soc(M) = s⊗O(m,n). As dim g = 14 this forces m = 0, and so M = s.
Any remaining maximal sl(2)-triples are standard by the previous lemma, and as
none of these are maximal in the characteristic zero they will not be maximal here.
We now provide the full classification in the exceptional Lie algebra of type G2. This
result also was known to O.K Ten who announced such a result, but never published.
Theorem 2.4.6. Let G be an algebraic group of type G2 with Lie algebra g = Lie(G)
over an algebraically closed field of good characteristic. If L is a maximal subalgebra in
g, then it is one of the following:
(a) semisimple of maximal rank,
(b) parabolic,
(c) L ∼= W (1; 1) for p = 7 or,
(d) L ∼= sl(2) when p > 7.
Proof. If L is a maximal subalgebra such that rad(L) 6= 0, then by [Pre17, Theorem
1.1] M is a parabolic of g. Suppose rad(L) = 0, if t ⊆ L we apply Borel–de Siebenthal
to obtain subalgebras of type A2 and A1
2.
Hence, we may assume L is semisimple and has toral rank equal to one. By
Proposition 2.4.1 this implies L ∈ {sl(2),W (1; 1)}, and Proposition 2.3.3 gives W (1; 1)
is only maximal when p = 7. If p = 5, then by Proposition 2.4.5 gives there are no sl(2)
triples for p ≤ 7 with the sl(2) corresponding to the regular nilpotent element of G2 a
maximal subalgebra for p > 7 completing the classification.
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We finish this section by giving the two key results of the recent arXiv article [PS17],
which complete the classification of maximal subalgebras in the exceptional Lie algebras
for good p. For the remainder of this section we shall assume G to be any algebraic
group of exceptional type with Lie algebra g = Lie(G).
For the first of the results we need to define the notion of exotic semidirect products
in the exceptional Lie algebras.
Definition 2.4.7. Let h be a semisimple restricted subalgebra of g such that h ∼= (sl(2)⊗
O(1; 1)) ⋊ (I ⊗ D) as Lie algebras for some restricted subalgebra D of W (1; 1). Then
we call h an exotic semidirect product.
Theorem 2.4.8. (Compare with [PS17, Theorem 1.1]) Let G be an algebraic group of
exceptional type with Lie algebra g = Lie(G), and h be an exotic semidirect product in
g. Then p ∈ {5, 7}, G has type E7 or E8, and the following hold:
1. If G is of type E8, then h is contained in a regular subalgebra of type E7 + A1.
Hence, this is not a maximal subalgebra in g.
2. If G is of type E7, then Soc(h) ∼= sl(2)⊗O(1; 1) and h ∼= (sl(2)⊗O(1; 1))⋊ (I ⊗
D) for some restricted subalgebra D of W (1; 1). Further, suppose h is maximal
subalgebra of g. Then D ∼= sl(2) when p = 5 and D ∼= W (1; 1) when p = 7. Any
two maximal exotic semidirect produces are AdG-conjugate.
There is one more case from [PS17, Theorem 1.1 (iii) and (iv)] of a maximal sub-
algebra m arising from a semisimple restricted subalgebra h in g containing a minimal
ideal which is not simple. This case only occurs when G has type E7, with Soc(h) as
above. Then ng(Soc(h)) is a maximal subalgebra of g for p = 5 and p = 7.
Theorem 2.4.9. [PS17, Theorem 1.2] Let G be an algebraic group of exceptional type
with Lie algebra g = Lie(G) and p good. Let m be a maximal subalgebra of g and suppose
that all minimal ideals of m are simple Lie algebras. Then one of the following occurs:
1. There exists a maximal connected reductive subgroup M of G such that m =
Lie(M).
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2. The group G does not have type E6, the Coxeter number of G is p− 1, and m is
conjugate to the Witt algebra W (1; 1) generated by the regular nilpotent element∑
α∈Φ0
fα and the highest root vector eα˜.
All maximal connected subgroups of the group G are known, see [LS04] for a com-
plete list. Hence, these two results give the complete classification of maximal subalge-
bras in g up to conjugacy.
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Maximal subalgebras in E8 over
fields of characteristic five
We have only considered the case of good p for G. For the remainder of this thesis, we
assume p is bad. If p = 5, then we still have the complete classification of simple Lie
algebras. In this chapter we consider G an algebraic group of type E8 with Lie algebra
g = Lie(G) for k of characteristic p = 5. We consider properties of some maximal
subalgebras in this case.
3.1 Non-semisimple subalgebras in E8 over fields of
characteristic five
Classifying the non-semisimple subalgebras over the complex numbers was achieved
in [Mor56] with the extension to good characteristic by [Pre17]. This shows the only
maximal subalgebras M such that rad(M) 6= 0 are parabolic.
We consider [Pre17, Theorem 4.2], which provides the first counterexample of this
result for bad characteristic. The author of this thesis provided some calculations using
GAP, that was used to show we obtain a non-semisimple maximal subalgebra that is
not parabolic. These calculations are all explained in Appendix A.3.
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Consider e = eα1 + eα2 + eα3 + eα4 + eα6 + eα7 + eα8 , the standard representative
for the orbit O(A4 + A3) in the exceptional Lie algebra of type E8 with cocharacter τ
labelled as
2 2 2 −9 2 2 2
2
taken from [LT11, pg. 148].
Theorem 3.1.1. [Pre17, Theorem 4.2] Let G be an algebraic group of type E8 with Lie
algebra g = Lie(G) over an algebraically closed field of characteristic five. Then, the
following are true for any e ∈ O(A4 + A3):
1. Let g′e be the subalgebra of ge generated by ge(τ,±1). Then, A ⊂ g
′
e and g
′
e/A
∼=
H(2; 1)(2) as Lie algebras.
2. A = rad(ne) and ne/A ∼= DerH(2; 1)(2) as Lie algebras.
3. For w := Ng(A) we have that A = rad(w) and w/A ∼= W (2; 1) as Lie algebras.
4. A ∼= (O(2; 1)/k1)∗ as W (2; 1)-modules.
5. A ⊂ N (g) and w is a maximal Lie subalgebra of g.
Remarks. Using GAP we can obtain the following information:
1. The centraliser ge has dimension 50 with a 24-dimensional abelian radical A,
2. the normaliser w = ng(A) is 74-dimensional, with w/A a simple restricted Lie
algebra,
3. the subalgebra generated by g(τ,±1) is 47-dimensional.
All of these claims are proved in [Pre17], using the information above. We will be looking
at very similar subalgebras, and our method of proving maximality is applicable here.
Consider L−1 := {x ∈ g : [x, a] ⊆ w}, and using Appendix B.5 this is 124-dimensional
such that 〈L−1〉 = g. Crucially, L−1 is a w-module and L−1/w is irreducible.
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Hence, any subalgebra properly containing w must contain L−1. This proves maxi-
mality, and using L−1 we can build a Weisfeiler filtration with some nice properties in
Theorem 3.1.3.
The maximal subalgebra w is 74-dimensional and lies in the short exact sequence
0→A→w→W (2; 1)→ 0.
Hence, if p is bad we should expect more non-semisimple maximal subalgebras that are
not parabolic. Later, we consider other nilpotent orbits that exhibit similar behaviour
producing new maximal subalgebras.
It was noted in [Pre17, Remark 4.4] that the numerology suggests the possible
isomorphism grF(g)
∼= S(3; 1)(1) as Lie algebras, where F is the Weisfeiler filtration
obtained using w. There is a grading on S(3; 1)(1) given by associating degree 1 to x3
and zero to both x1, x2. This gives
S−1 := {x1
ix2
j∂3 : 0 ≤ i, j < p, (i, j) 6= (p− 1, p− 1)},
S0 := {ix1
i−1x2
jx3∂3 − x1
ix2
j∂1, jx1
ix2
j−1x3∂3 − x1
ix2
j∂2 : 0 ≤ i, j < p},
(3.1)
with S0 ∼= W (2; 1), and S−1 ∼= (O(2; 1)/k1)∗ from [PS01, pg. 283]. We prove the claim,
letting G := grF(g). First, we start with a result used to see when G is simple.
Proposition 3.1.2. Let G be a graded Lie algebra in the sense of Weisfeiler from
Section 1.5. Suppose M(G) = 0. If G0 is simple, and Gi is an irreducible G0-module for
all i ≥ 1, then G is simple.
Proof. By [Wei78, Proposition 1.6.1] that if I is a non-zero ideal of G, then G− ⊆ I. We
have [G−1,G1] ⊂ I is a non-zero ideal of G0, and since G0 is simple G0 = [G1,G−1] ⊆ I.
Consider [G0,G1]. This must be non-zero, otherwise G0 ⊆ G1 — a contradiction. It
follows by the irreducibility of G1 that G1 ⊆ I. A similar reasoning shows Gi ⊆ I for all
i.
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Theorem 3.1.3. Let G be an algebraic group of type E8 with Lie algebra g = Lie(G)
over an algebraically closed field of characteristic five. For the maximal subalgebra w
defined in Theorem 3.1.1, the Weisfeiler filtration F arising from w gives rise to a
corresponding graded Lie algebra G := grF(g) isomorphic to S(3; 1)
(1).
Proof. We use GAP to find the remaining spaces in the filtration F , and verify dim G =
248. The basis for L−1 is given in Appendix B.5, with information on how to deduce
each Li/Li+1 is irreducible.
1. dim L−4 = 248,
2. dim L−3 = 224,
3. dim L−2 = 174,
4. dim L−1 = 124,
5. dim L0 = dim w = 74,
6. dim L1 = dim rad(w) = 24.
After writing g as a w-module we may ask GAP for all submodules — this gives
the list of those above. Since each Gi is irreducible there is some minimal k such
that Gk ⊆ M(G). However, since [L−i, L1] = L−i+1 for all i = 2, 3, 4 it follows that
[G1,G−k] 6= 0 ⊆ G−k+1 ∩M(G) contradicting the fact k is minimal. Hence M(G) = 0,
and so G is a simple Lie algebra with an unbalanced grading.
It follows that G is restricted since G0 ∼= W (2; 1) is and G
[5]
i ⊆ G5i = 0 for all
i 6= 0. The classification of simple Lie algebras leaves two options, either G ∼= g, or
G ∼= S(3; 1)(1). Any grading of g is symmetric, and so g(i) = g(−i) for all i. Hence, we
cannot have a grading G−4⊕ . . .⊕G1. It follows G ≇ g, and since G is a 248-dimensional
simple Lie algebra we must have G ∼= S(3; 1)(1).
Conjecture 3.1.4. [Pre17, Conjecture 4.3] Suppose G is of type E8 and p = 5. Any
maximal subalgebra M such that rad(M) 6= 0 is either conjugate to w under the adjoint
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action of G or is the Lie algebra of some maximal parabolic subgroup P of G or coincides
with the centraliser of a toral element t of g. The last case gives M = Lie(Gt) and Gt
is a semisimple group of type A4A4.
The final case occurs since p = 5 is equal to one of the coefficients in the highest root,
hence the subalgebra of type A4 + A4 obtained via the Borel-de Siebenthal algorithm
has a non-trivial centre. This now becomes a non-semisimple maximal subalgebra.
We consider how [Pre17, Lemma 2.4] changes for E8 when p = 5 as [Sel67] about
root space decompositions still holds. The Killing form is identically zero, but we may
use the so-called normalised Killing form κ as a replacement. This is defined explicitly
in [CP13, pg. 661].
Lemma 3.1.5. Let G be an algebraic group of type E8 with Lie algebra g = Lie(G) over
an algebraically closed field of characteristic five. Let L be a maximal subalgebra of g
with rad(L) 6= 0. If L contains a maximal toral subalgebra, then L is either a parabolic
subalgebra or L ∼= Lie(Gt).
Proof. The proof of [Pre17, Lemma 2.4] contains the basic set-up we need for this.
Any maximal toral subalgebra t of g is still a classical Cartan subalgebra satisfying the
axioms of [Sel67]. It also holds that there exists some maximal torus T of G such that
t = Lie(T ). All root spaces of g with respect to t are one-dimensional. Let Φ be the
root system of G with respect to T , and Ψ a subset such that L := t⊕
∑
α∈Ψ keα, where
Ψ is a closed subset of Φ.
The maximality of L ensures the Chevalley Z-form gZ is such that LZ := gZ(Ψ)⊗ZC
is maximal in gC. Applying Morozov’s theorem [Mor56] to LZ gives that Ψ is either
symmetric or parabolic. Suppose Ψ is not parabolic, then the radical of κ restricted to
L is equal to z(L) by [Pre97, Lemma 2.2]. By our assumptions, rad(L) 6= 0. It follows
that Ψ symmetric if z(L) 6= 0, and so L contains a factor of type Ap−1. This leaves the
only option L ∼= Lie(Gt).
This would be a starting point in tackling this conjecture. The key issue is [LMT09,
Theorem 4.2] gives a subalgebra L such that [L, L] consists of nilpotent elements, but
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does not lie in a Borel subalgebra. If this is the only place where this happens for g
over fields of characteristic five, then we may be able to reuse many observations from
[Pre17, Theorem 1.1].
3.2 The non-restricted Witt algebras in E8 for p = 5
We consider the non-restricted Witt algebras, and show the p-closure of W (1; 2) is
a maximal subalgebra of g for p = 5. For the nilpotent orbit denoted E8(a1) with
standard representative e := eα1 + eα2 + eα2+α4 + eα3+α4 + eα5 + eα6 + eα7 + eα8 from
[LT11, pg. 184-185]. Using the tables of [Ste16] the standard representative still lies in
the orbit labelled E8(a1) as in the good characteristic case, and so we may continue to
use associated cocharacter τ given by
2 2 0 2 2 2 2
2
in [LT11].
There is a basis for Lie algebras of type W (1;n) given by {ei : −1 ≤ i ≤ pn − 2}
with Lie bracket:
[ei, ej] =

((
i+j+1
j
)
−
(
i+j+1
i
))
ei+j if − 1 ≤ i+ j ≤ pn − 2,
0 otherwise.
Note that
(
j
−1
)
= 0 for all positive j.
Proposition 3.2.1. Let G be an algebraic group of type E8 with Lie algebra g = Lie(G)
over an algebraically closed field of characteristic five. For e = eα1 + eα2 + eα2+α4 +
eα3+α4 + eα5 + eα6 + eα7 + eα8 and L := 〈e, fα˜〉 where α˜ is the highest root in E8, we
have that L ∼= W (1; 2).
Proof. Given the basis {ei : −1 ≤ i ≤ 23} for W (1; 2) with multiplication defined as
above, we define e−1 := e and set ei := (ad e)
23−i(fα˜). The relations of the form [ei, ej]
78
3.2. The non-restricted Witt algebras in E8 for p = 5
are easily checked on GAP, and show that this defines an isomorphism between L and
W (1; 2).
Alternatively, we could consider the grading from cocharacter τ observing that this
is depth-one graded with one-dimensional zero component. We apply the recognition
theorem to see L ∼= W (1; 2).
We can reduce the number of elements to check maximality using the centraliser of
e. We know that e[5] 6= 0 and dim ge = 10 by [Ste16]. This centraliser is still smooth
in characteristic p = 5, and so the basis in [LT11] is still a basis in this case — up to
some sign changes.
Proposition 3.2.2. Let e be the standard representative for the nilpotent orbit labelled
E8(a1) for characteristic five, then ge has basis:
v1 = e
v2 = 4e1111100
1
+ 2e1111110
1
+ 2e0111110
1
+ 2e0111111
0
+ e1121100
1
− e0121110
1
− 4e1221000
1
− 3e0011111
1
+ e0122100
1
v3 = e0122210
1
− e0122111
1
+ e1232100
1
+ e1122110
1
+ e1222100
1
− e1221110
1
− 2e1121111
1
+ e1111111
1
v4 = e1222210
1
+ e1222111
1
− 2e1122211
1
− 2e0122221
1
+ e1232110
2
− 2e1232111
1
v5 = −e1232211
2
+ e1233211
1
− e1232221
1
− e1243210
2
− 2e1222221
1
v6 = e1233221
2
− e1233321
1
− e2343210
2
+ e1343211
2
+ e1243221
2
v7 = e1233321
2
+ e1343221
2
− e2343211
2
v8 = e1354321
3
+ e2354321
2
v9 = e2454321
3
v10 = e2465432
3
The normaliser Ng(L) is 26-dimensional, and equal to the p-closure of L. This
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follows since e[5] ∈ ge(τ, 10), and since this component is one-dimensional we know
e[p] = v2. It is now clear that v2 ∈ Ng(L).
Lemma 3.2.3. Let G be an algebraic group of type E8 with Lie algebra g over an
algebraically closed field of characteristic five, and let L := 〈e, fα˜〉. If M is a maximal
subalgebra containing L, then M has exactly two Jordan blocks under the action of e.
Proof. We start by showing M must be a graded subalgebra of g. If dim M ′ = d, then
the torus T which defines the grading on ge acts on the variety of all d-dimensional
subalgebras of g denoted Sub(g, d), which is a projective variety. It should be noted
that T is chosen such that Lie(T ) acts as a Lie algebra representative for cocharacter
τ .
The set of all X ∈ Sub(g, d) containing L is a closed subset of Sub(g, d) stable under
the action of T . As T is a connected solvable group we may apply the Borel fixed-point
theorem to see this has a fixed point in X . Hence, there is a d-dimensional graded
subalgebra M of g which contains L.
It follows that the number of Jordan blocks is equal to dim (M∩ge). The subalgebras
Mi := 〈e, fα˜, vi〉 with i ≥ 3 all share the property that Mi = g using GAP to check.
Hence (ad e)|M has at most two Jordan blocks, and we know Ng(L) contains both e
and e[p]. It follows that any maximal subalgebra containing L has exactly two Jordan
blocks.
Remark 3.2.4. L has only one Jordan block of size 25, and (ad e)25 = 0 by [Ste16].
Theorem 3.2.5. Let G be an algebraic group of type E8 with Lie algebra g = Lie(G)
for p = 5 and e = eα1 + eα2 + eα2+α4 + eα3+α4 + eα5 + eα6 + eα7 + eα8 be a nilpotent orbit
representative for the orbit denoted E8(a1). Then
L := 〈e, fα˜〉
is isomorphic to W (1; 2), and the p-closure is a maximal subalgebra of g. Further, it is
unique up to conjugation by G.
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Proof. We know L ∼= W (1; 2), and any maximal subalgebra M containing L has only
two Jordan blocks. It follows from Remark 3.2.4 that L is a projective submodule of
E8 regarded as a module over ke+ ke
[p], and hence a direct summand of M .
The size of the second Jordan block is calculated by finding u ∈ g such that [e, u] =
e[p]. We then compute 〈u, e, fα˜〉, and check to see this is isomorphic to g. Using GAP,
with full calculation given in Appendix B.5.2, we find
u = e001111
0
+ 3e1111000
1
+ 3e1111100
0
+ 3e0111100
1
+ 4e0011110
1
+ 2e0111110
0
+ 2e0011111
0
+ 4e1121000
1
+ 3e0121100
1
.
(3.2)
We generate a subalgebra of g, and see 〈u, e, fα˜〉 ∼= g. This forces the size of the
second Jordan block to be one, and hence M = L ⊕ ke[p]. In particular, the p-closure
of L is maximal in g.
Choose h as in Remark 2.3.6 for our representative of X∂, and taking a generic
v ∈ g(τ,−2) with [e, v] = 0 ensures that v = 0. In particular, im(ad e) ∩ ge(τ, 0) = 0
for p = 5. It follows that h is unique up to conjugation. If f represents Xp
2−1∂, then
we have [X∂,Xp
2−1∂] = (p2 − 2)Xp
2−1∂. Hence f ∈
⊕
n∈Z g(−np + 4), allowing many
possible f .
Take f :=
∑
i xi · vi for all vi ∈ g(τ, 4), and consider [(ad e)
22(f), f ] = 0. Note
that many x ∈ ge(τ, 4) already lie in L, and so linear combinations of them satisfy our
condition. Further details on how to do this in GAP are given in Appendix B.5.3. For
example, we have x[233] = 4 · x[234]. A quick check shows v233 + 4 · v234 is already an
element of L.
Hence, we conclude this does not give a different Lie algebra. We then deduce that
it must be the case that
x[233] = x[234] = 0,
x[9] = x[13] = x[16] = x[19] = x[20] = 0.
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We substitute this back in to f , and show the remaining coefficients must be zero.
Consider [f, [f, e]] = 0, this forces a lot of coefficients to be zero except for x[189].
Suppose f = fα˜+ f1232100
2
, then [(ad e)j(f), f ] = 0 for all j in W (1; 2). However, for
some j we have that
[(ad e)j(f), f ] = x[189] · something.
Hence, x[189] = 0 and f = fα˜ giving uniqueness.
This confirms the restriction on p in [HS16a, Theorem 1.3] for obtaining W (1; 2)
subalgebras is necessary. We may find more cases when p ≤ 5 for non-restricted subal-
gebras.
For other W (1;n) subalgebras we require e[p] 6= 0, and (ad e−1)p
n−1(epn−2) = λ e−1.
The list of nilpotent orbits is unchanged for p = 5 using [HS85], and by [Ste16] there is
no nilpotent element such that e[p]
n
6= 0 for n ≥ 2. This rules out W (1;n) for all n ≥ 3.
For W (1; 2) we need nilpotent e such that ke ⊆ im (ad e)p
2−1. Hence, we need non-
zero graded components of degree −2(p2 − 2) = −46. This leaves the orbits denoted
O(E8) and O(E8(a1)).
Remark 3.2.6. Consider O(E8) with standard representative e :=
∑8
i=1 eαi with asso-
ciated cocharacter τ given by
2 2 2 2 2 2 2
2 .
We have
g(τ,−46) = span
k
{f2454321
2
, f2354321
3
},
by [LT11, pg. 185], and for f := λ1f2454321
2
+λ2f2354321
3
we have (ad e)24(f) = λe provided
λ1 + λ2 6= 0 mod p. The subalgebra L := 〈e, f〉 is 49-dimensional with abelian solvable
radical A of dimension 24.
It is possible there is f ′ ∈ g(τ, 4) such that e and f + f ′ generate W (1; 2). We
check [f + f ′, (ade)22(f + f ′)] = 0, and using this we may show f ′ + f never satisfies
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[f + f ′, [e, f + f ′]] = 0. This shows we obtain no subalgebras of type W (1; 2) for this
orbit, but L/A ∼= W (1; 2).
Note we obtain a simple non-restricted Lie algebra of dimension 25, and then using
cocharacter τ we obtain a grading. Then, we may conclude they are isomorphic as Lie
algebras using [BGP09, Theorem 1].
Both orbits have links to the orbit O(A4+A3), since e[p] has this type in both cases.
The important difference between these orbits is the regular orbit is no longer smooth.
In fact, we have dim ge = dim Lie(Ge) + 2. These two new elements consist of e
[p], but
the second element
v := f1121000
1
− f1111100
1
− f1111110
0
+ f0121100
1
+ 3f0111110
1
+ 3f0011111
1
+ 2f0111111
0
∈ g(τ,−14),
also satisfies dim gv = 50 and v
[p] = 0. This forces the nilpotent element v to have type
A4 + A3, and allows us to show where L lies.
Proposition 3.2.7. Let G be an algebraic group of type E8 with Lie algebra g = Lie(G)
for p = 5 and L be as in Remark 3.2.6. For A = rad(L) we have L ( Ng(A), and
further Ng(A) is a maximal subalgebra of type w from Theorem 3.1.1.
Proof. We have v ∈ O(A4 + A3), and by the calculations in [Pre17] the dimension
of N := Ng(v) is 51 and the radical rad(N) is abelian of dimension 24. We verify
rad(N) = A in GAP, and then Ng(A) must have type w. Since L ∩ Ng(A) = L, it
follows that L ( Ng(A) as required.
We confirm that there is only one conjugacy class of maximal subalgebras isomor-
phic to the p-closure of W (1; 2), this immediately follows from Theorem 3.2.5 and
Remark 3.2.6.
Theorem 3.2.8. Let G be an algebraic group of type E8 with Lie algebra g = Lie(G) for
p = 5. There is only one conjugacy class of W (1; 2) subalgebras in g, and its p-closure
is maximal.
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An immediate corollary allows us to rule out another Cartan type Lie algebra.
Corollary 3.2.9. Let G be an algebraic group of type E8 with Lie algebra g = Lie(G)
for p = 5. There are no subalgebras of type H(2; (n1, n2))
(2), with n1 6= n2.
Proof. Since p = 5 and dim g = 248, we have n1, n2 ∈ {1, 2}. Without losing any
generality we may assume n1 = 1, n2 = 2. There is a basis
{X1
i−1X2
j∂2 −X1
iX2
j−1∂1 : 0 < i+ j < p
2 + p− 2},
which has a subalgebra of type W (1; 2) taking elements with j = 1 and 0 ≤ i ≤ p2 − 1.
Therefore any subalgebra of type H(2; (2, 1))(2) contains W (1; 2) as a subalgebra.
By Theorem 3.2.8 there is only one conjugacy class in g, and the p-closure is maximal.
Any subalgebra properly containing W (1; 2) is either the p-closure or g itself.
3.3 The maximal W (1; 1) type subalgebras in E8 for
p = 5
For p = 5 only two orbits have the property that ge 6= Lie(Ge) — namely O(E8) and
O(A4 + A3). In the previous section we showed both cases lead us to the maximal
subalgebra w defined in Theorem 3.1.1. This may rule out major surprises for maximal
subalgebras in g, and allow for a complete list of the maximal Cartan type subalgebras
in E8.
Conjecture 3.3.1. Let G be an algebraic group of type E8 with Lie algebra g = Lie(G)
for p = 5. If M is a maximal subalgebra of Cartan or Melikyan type in g, then M ∼=
W (1; 2)[p].
Since dim g = 248 we only have a small list of possible maximal subalgebras of
Cartan type. We will take a brief look at W (1; 1) subalgebras, and show in all but two
possible cases they are not maximal.
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Table 8: List of possible Cartan type subalgebras
h dim h
W (1; 1) 5
W (1; 2) 25
W (2; 1) 50
H(2; 1) 23
H((2; 1);φ(τ))(1) 24
H((2; 1);φ(1)) 25
H(2; (1, 2)) 123
K(3; 1) 125
M(1; 1) 125
By [Pre17, Section 4.3] we may rule out Melikyan algebras, and Theorem 3.2.8
rules out H(2; (1, 2))(2). To prove Conjecture 3.3.1 we are left with W (1; 1), W (2; 1),
H(2; 1; Φ)(2), and K(3; 1). Since H(2; 1; Φ)(2) ⊆W (2; 1) we should be able to deal with
both cases at the same time.
We rule out any maximal subalgebras of type W (1; 1) in all but two orbits using
the same idea as [HS16a]. To begin, we note [HS16a, Lemma 3.4] no longer holds in
all cases for p = 5, with the orbit O(A4 + A3) having non-zero g(−2p + 3) component.
The table below gives the list of all nilpotent orbits where we may find ke ∈ im(ad e)4.
Table 9: Nilpotent orbits to be checked
O
A4 + A3 A4 + A2 A4 + 2A1
A4 + A2 + A1 A4 + A1 2A3
D4(a1) + A2 A3 + A2 + A1 A4
A3 + A2 D4(a1) + A1 A3 + 2A1
A3 + A1 D4(a1) A3
Proposition 3.3.2. From Table 9 only four orbits have the property e ∈ im(ad e)4.
These are A3, A4, A3
2, and A4 + A3.
Proof. This is done using GAP and applying ad e four times to a basis for the Lie
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algebra g. From this, only the above orbits satisfy such a property. Consider O(A3)
with representative e1 := eα1 + eα3 + eα4 , and associated cocharacter τ1 given by
2 2 2 −3 0 0 0
−3
defined on [LT11, pg. 126]. The list of graded components in g for τ1 shows g(τ1,−6) :=
〈f1110000
0
〉 is one-dimensional, and (ad e1)4(f1) = λe1. The subalgebra L1 := 〈e1, f1〉 is a
simple Lie algebra isomorphic to W (1; 1).
Similarly, for O(A3
2) represented by e2 := eα1 + eα3 + eα4 + eα6 + eα7 + eα8 with
cocharacter τ2 given by
2 2 2 −6 2 2 2
−3 .
we consider f2 ∈ g(τ2,−6). In this case, this space has dimension bigger than one, so
we take a generic f and insist (ad e2)
4(f2) = λe2. This gives f2 := λ(f1110000
0
+ f0000111
0
),
with L2 := 〈e2, f2〉 ∼= W (1; 1).
Following as above we find for O(A4) represented by e3 := eα1 + eα2 + eα3 + eα4 with
cocharacter τ3 given by
2 2 2 −6 0 0 0
2
from [LT11, pg. 135]. Consider f3 ∈ g(τ3,−6) where this space has dimension bigger
than one, so take a generic f and insist (ad e3)
4(f3) = λe3. This gives f3 := λ(2f1110000
0
+
f0110000
1
), with 〈e3, f3〉 ∼= W (1; 1). Finally, in O(A4 + A3) we find f4 := λ(2f1110000
0
+
f0110000
1
+ f0000111
0
) to produce a simple Lie algebra isomorphic to W (1; 1).
Proposition 3.3.3. Let G be an algebraic group of type E8 with Lie algebra g = Lie(G)
for p = 5. If O is not nilpotent orbit of type A4+A3 or A3
2, then theW (1; 1) subalgebras
obtained are not maximal in g.
Proof. From Proposition 3.3.2, we know the orbit O(A3) with representative eα1 +eα3 +
eα4 has f such that 〈e, f〉 ∼= W (1; 1). We may choose a representative for hτ = X∂ as
usual from Remark 2.3.6, and so X∂ ∈ ge(τ, 0) ∩ im(ad e) where τ is our cocharacter
from [LT11]. This is still trivial, and to see this we could take a generic v ∈ g(τ,−2)
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and insist [e, v] = 0. This shows that v = 0, and so im(ad e)∩ge(0) = 0. Further details
of achieving this in GAP can be found in Appendix B.5.4.
The remaining orbit has a factor of type Ap−1, and so we may have more candidates
for X∂. In this case ge(0) ∩ im(ad, e) = z(l), where the Levi subalgebra has type A4.
This has the effect of producing different X∂, allowing h+λh0 for h0 ∈ z(l) and λ ∈ Fp.
To show W (1; 1) is not maximal, we find fixed vectors w 6= 0 ∈ g for a generic
generating set of W (1; 1). This rules out any hope for maximality. For the generic
generating set of W (1; 1), we need u =
∑
i xivi ∈ g such that [e, u] = h and [h, u] = u.
This ensures u is a candidate for X2∂. Since W (1; 1) = 〈∂,X3∂〉 we use u to find a
candidate for X3∂ — generic v such that [X∂, v] = 2v and [e, v] = u.
If w is a fixed vector for W (1; 1), then [X∂,w] = [e, w] = 0. Hence, we are looking
for fixed vector w ∈ ge(τ, 0) as [X∂,w] = 0. Let w =
∑
i xivi for vi ∈ g and xi ∈ k.
We consider [v, w], which gives a collection of linear equations all required to be zero.
It follows that [v, w] = 0 if and only if we can solve such a system. The coefficients of
our Lie bracket are linear equations in the indeterminates xi, and hence we may form
a matrix A as in [HS16a, Appendix].
It follows thatW (1; 1) is not maximal if there are more indeterminates than the rank
of A. For e of type A3 and A4 we have dim ge(0) = 55 and dim ge(0) = 24 respectively.
This is enough to see that w always has “enough” indeterminates for [v, w] = 0 to have
a non-zero solution. This is the case for each choice of X∂ in the orbit A4. Hence
[W (1; 1), w] = 0, and so W (1; 1)⊕ kw is a strictly bigger subalgebra.
Note that, in the Appendix we give a worked through example of finding our fixed
vector w in the case of A3. For this the reader is referred to Appendix B.5.6.
Remark 3.3.4. For the orbits O(A3
2) and O(A4 + A3) the idea in Proposition 3.3.3
is inconclusive. The size of ge(τ, 0) is smaller than the number of indeterminates we
find. Hence, it appears likely we would need to find a non-trivial abelian subalgebra
normalised by W (1; 1).
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Maximal subalgebras over fields of
characteristic three
We consider exceptional Lie algebras over fields of characteristic three, and produce
new examples of maximal subalgebras. This begins with the Ermolaev algebra in the
exceptional Lie algebra of type F4, which was the main result of the article [Pur16]
for the author of this thesis. After this, we find several examples of non-semisimple
maximal subalgebras that behave similarly to [Pre17, Theorem 4.2].
4.1 Simple Lie algebras in characteristic three
There is no complete classification of simple Lie algebras in fields of characteristic
three. However, there are some results that help identify simple Lie algebras in certain
situations.
For the simple Lie algebras we encounter [Str04, §4.4] will be our main reference for
their constructions. This gives a reasonably comprehensive list of the currently known
simple Lie algebras for characteristic three.
Then, in addition with [KO95, Kuz89, Skr92] we are able to identify simple Lie
algebras when they have depth-one gradings. We start with a recognition theorem for
depth-one graded Lie algebras for p = 3.
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Theorem 4.1.1. [KO95, Theorem 1] Let L =
⊕r
i=−1 Li be a simple depth-one graded
Lie algebra with classical simple L0 component (modulo a 0, 1-dimensional centre), and
L−1 a restricted L0-module over an algebraically closed field of characteristic p 6= 2.
Then L is either of classical type, or Cartan type.
This is quite a powerful result, and is very similar to the Weak Recognition theorem
[BGP09, Theorem 2.66] in characteristic three in the case of depth-one gradings. We
are able to still use the Weak Recognition theorem, as the next result shows using the
exact same statement as in [BGP09, Theorem 2.66].
Theorem 4.1.2 (Weak Recognition Theorem). Let g =
⊕r
i=−2 gi be a finite-dimensional
graded Lie algebra over an algebraically closed field of characteristic p > 2. Assume that:
1. g0 is isomorphic to gl(m), sl(m), sp(2m), or csp(2m).
2. g−1 is a standard g0-module of dimension m or 2m.
3. If g−2 6= 0, then it is one-dimensional and equal to [g−1, g−1], and g0 ∼= csp(2m).
4. If x ∈
⊕
j≥0 gj and [x, g−1] = 0, then x = 0.
5. If x ∈
⊕
j≥0 g−j and [x, g1] = 0, then x = 0.
Then either g is a Cartan type Lie algebra with the standard grading and
X(m;n)(2) ⊆ g ⊆ X(m;n),
where X(m;n) is a Cartan type Lie algebra; or g is a classical simple Lie algebra of
type An or Cn.
Proof. Note that this is a slight generalisation to [BGP09] as we can allow for p = 3.
This holds since the results [Str04, Proposition 2.7.3 and Lemma 5.2.3] are still true for
p = 3.
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These rely on the simple Lie algebra having a depth-one grading. A complete
recognition theorem in the sense of [BGP09, Theorem 0.1] for graded Lie algebras
L =
r⊕
i=−q
Li, and [Li, Lj ] ⊆ Li+j,
is still out of reach.
Our examples of non-semisimple maximal subalgebras all exhibit depth-one gradings.
Hence, we are able to identify the simple Lie algebras that appear in exceptional Lie
algebras as subquotients of some maximal subalgebras. There are examples of simple
Lie algebras that are neither Cartan nor classical that exhibit depth-one gradings with
the Ermolaev algebra a first example. The key difference is to consider non-semisimple
L0.
We have the usual map
div : W (2; 1)→ O(2; 1),
such that div(
∑
fi ∂i) =
∑
∂i(fi), and for any α ∈ k there is aW (2; 1)-module denoted
by O(2; 1)(α div) obtained by taking O(2; 1) under the action
D · f := D(f) + α div(D)f,
for all D ∈ W (2; 1) and f ∈ O(2; 1) as in (1.11).
The restricted Ermolaev algebra as a vector space is W (2; 1) ⊕ O(2; 1)(div) using
the particular case of α = 1 denoted by Er(1; 1). This admits an automorphism of
order two with 1-eigenspace W (2; 1) and (−1)-eigenspace O(2; 1)(div). The Lie bracket
is given by
[f, g] := (f∂2(g)− g∂2(f))∂1 + (g∂1(f)− f∂1(g))∂2, (4.1)
for all f, g ∈ O(2; 1) with all other products defined canonically. It should be clear
that W (2; 1) is generated as a Lie algebra by taking the Lie brackets of elements in
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O(2; 1)(div). For example, [X1, 1] = ∂1 and so on.
To obtain a simple Lie algebra from this, we note that if α = 1, then O(2; 1)(αdiv)
has a submodule of codimension 1 denoted by O′(2; 1)(div) using [Str04, Proposition
4.3.2, (1)]. This module with α = 2 is also used when describing the Melikyan algebra
from Proposition 1.2.9. The derived subalgebra of Er(1, 1) is equal to
W (2; 1)⊕O′(2; 1)(div),
and is simple of dimension 26. This inherits a Z-grading from W (2; 1) with
Er(1, 1)i := W (2; 1)i ⊕O(2; 1)i+1, (4.2)
for all i ≥ −1. We immediately have Er(1, 1)−1 = k∂1 + k∂2 + k1,
dim L0 = 6 and rad(L0) 6= 0.
The radical is 3-dimensional and non-central such that L0/rad(L0) ∼= sl(2).
It is possible to generalise this construction to all vectors n ∈ N2, and consider
Er(n1, n2) := W (2;n)⊕O(2;n)(div)
to produce simple Lie algebras of dimension 3n1+n2+1 − 1 resulting in the so-called
Ermolaev series. This class of simple Lie algebras was first constructed in [Erm82], and
is neither classical nor Cartan type. They only appear in algebraically closed fields of
characteristic three. To see this consider the Jacobi identity in the Ermolaev series for
all p > 0. This gives
J(x1∂1, x1, x2) = [x1∂1, [x1, x2]] + [x2, [x1∂1, x1]] + [x1, [x2, x1∂1]]
= 3(x1∂1 + x2∂2),
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which is clearly only zero for p = 3.
Using the Ermolaev algebra we may define a 10-dimensional simple Lie algebra first
constructed in [Kos70], and a new series of Lie algebras sometimes referred to as Lie
algebras of Frank type. The first of these was considered in [Fra73].
We denote these cases by S and T respectively as in [Kuz89]. For the 10-dimensional
case we define a Lie algebra by S = S−1 ⊕ S0 ⊕ S1 where S−1 ∼= Er(1, 1)−1, S0 =
〈1, x, ∂, x∂〉 and S1 = S
(1)
0 with S
(2)
0 = 0.
For T we start with the construction in [Kuz89], where we consider T−1 ∼= Er(1, 1)−1,
T0 ∼= 〈1, x, x2, x∂, ∂〉 and T1 = T
(1)
0 . This gives the first simple Lie algebra of Frank type,
with details on how to extend to a full series given in [Skr92]. We do not encounter
either S or T in this work but we include the definition for completeness.
It turns out that there are very few simple depth-one graded Lie algebras with L0
component that it is non-semisimple with non-central nilpotent radical. This is seen
using the extremely useful result from [Kuz89], which classifies such cases.
Theorem 4.1.3. [Kuz89, Theorem] Let L =
⊕r
i=−1Li be a simple graded Lie alge-
bra with L0 component non-semisimple containing a non-central radical over an alge-
braically closed field of characteristic p > 2. Then either L is isomorphic to one of the
Lie algebras of Cartan types W (m;n), S(m;n)(1), or K(2m+ 1;n); or else p = 3 and
L is a Lie algebra of Ermolaev type, Frank type or a simple Lie algebra S of dimension
10.
This result reduces our problem to identifying the zero component of the gradings.
This follows since in all our cases we begin with a nilpotent orbit, and then for each
representative there is an associated cocharacter. Hence, we obtain a grading on our
non-semisimple subalgebra. If this is depth-one graded, then we can apply the above
result.
In the next section of this chapter we consider [Pur16], which encounters a depth-one
graded simple Lie algebra L such that L0 is non-semisimple.
To finish our small list of simple Lie algebras in characteristic three we consider
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some cases considered in [Skr92], one of which has links to the exceptional Lie algebra of
type E6 (see Theorem 4.4.2). These may be referred to as Skryabin algebras . We study
graded simple Lie algebras g such that [gi, g−1] = gi−1 for all i < 0, and [a, g−1] 6= 0
for 0 6= a ∈ gi, i > 0. The series found in [Skr92] all satisfy the condition dim g−1 =
dim g−2 = 3.
We use the construction in [Str04, §4.4], and for n ∈ N3 let S˜(3;n) be a copy of
S(3;n). Consider the vector space
S1(n) := W (3;n)⊕O(3;n)(−div) ⊕ Ω
1(3;n)(div) ⊕ S˜(3;n)(div),
for Ω1 defined as in (1.7). We define the Lie bracket in W (3;n) canonically, and for the
remaining elements as follows
[f, f ′] := f ′df − fdf ′,[
f,
∑
gidxi
]
:= (∂3(fg2)− ∂2(fg3))∂˜1 + (∂1(fg3)− ∂3(fg1))∂˜2
+ (∂2(fg1)− ∂1(fg2))∂˜3,[
f, D˜
]
:= fD,[∑
fidxi,
∑
gjdxj
]
:= (f2g3 − f3g2)∂1 + (f3g1 − f1g3)∂2 + (f1g2 − f2g1)∂3,[∑
fidxi,
∑
gj∂˜j
]
:=
∑
figi,[∑
fi∂˜i,
∑
gj∂˜j
]
:= (f3g2 − f2g3)dx1 + (f3g1 − f1g3)dx2 + (f1g2 − f2g1)dx3,
for f, f ′ ∈ O(3;n),
∑
fidxi,
∑
gidxi ∈ Ω
1(3;n),
∑
fi∂˜i,
∑
gj∂˜j ∈ S˜(3;n) and D ∈
W (3;n). This has grading given by
deg x(a)∂i := 4|a| − 4,
deg x(a) := 4|a| − 3,
deg x(a)dxi := 4|a| − 2,
deg x(a)∂˜i := 4|a| − 1.
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For the Lie bracket above to be well-defined the Jacobi identity must be satisfied.
This is where it becomes imperative that our field has characteristic three. We have
dim S1(n) = 3|n|+2+1 and S1(n) is depth-four graded with S1(n)−4 = k∂1+k∂2+k∂3.
We also have that
S1(n)0 =
∑
1≤k,l≤3
kxk∂l ∼= gl(3).
Computing Lie brackets we see that
[
W (3;n), S˜(3;n)(div)
]
⊂ S˜(3;n)
(1)
(div),[
O(3;n)(−div),Ω
1(3;n)(div)
]
⊂ S˜(3;n)
(1)
(div),[
Ω1(3;n)(div),Ω
1(3;n)(div)
]
⊂ S˜(3;n)
(1)
,
and so the derived subalgebra
S1(n)
(1) =W (3;n)⊕O(3;n)(−div) ⊕ Ω
1(3;n)(div) ⊕ S˜(3;n)
(1)
(div)
is a direct sum of pairwise non-isomorphic irreducible W (3;n)-modules. Hence S1(n)(1)
is simple with dim S1(n)(1) = 3|n|+2 − 2.
Theorem 4.1.4. [Skr92, Theorem 4.3] Let g be a Lie algebra satisfying the general
conditions above, such that gi = 0 for i < −4, g−4 is 3-dimensional and g−3 is one-
dimensional. Further if g0 ∼= gl(g−1). Then either g is generated by g−1 and g1, in
which case g is simple of dimension 29, or S1(n)(1) ⊆ g ⊆ S1(n).
We define some subalgebras of S1(n) to produce other simple Lie algebras. Consider
the Lie algebra
S2(n) := W (3;n)⊕ Ω
1(3;n)(div),
which is depth-two graded with (S2(n))2i := W (3;n)i for i ≥ 2 and (S2(n))2i−3 :=
Ω1(3;n)i for i ≥ 1. This satisfies dim g−3 = dim g−2 = 3, and (S2(n))0
∼= gl(3). This
is a direct sum of non-isomorphic irreducible W (3;n)-modules, and so S2(n) is simple
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with dimension 2(3|n|+1).
To be able to state one more key result from [Skr92], we need to venture slightly into
the deformation theory of S(m;n)(1). This will produce simple subalgebras of S2(n) that
depend on which volume form we use — our main focus will be on ωS = dx1∧dx2∧dx3.
This is just the usual volume form used in the definition of S(m;n).
By [Str04, Theorem 6.3.4] the only volume forms to consider are ωS, (1 + x
(τ(n)))ωS
and exp(x
(pnj )
i )ωS with i = 1, . . . , 3. Consider
S3(n;ω) := S(3;n;ω)⊕ ud(u
−1O(3;n))(div),
where S(3;n;ω) = (u−1S(3)) ∩ W (3;n) and d from (1.9). It follows that ud(u−1) ∈
Ω1(3;n) and S3(n;ω) is a subalgebra of S2(n) in all cases.
For ωS, we have S3(n;ω) = S(3;n) ⊕ dO(3;n)(div). However, both O(3;n)(div) and
S(3;n) have submodules. Taking the derived subalgebra we obtain
S3(n;ω)
(1) = S(3;n)(1) ⊕ dO′(3;n)(div).
This has dimension 3|n|+1−4. For the remaining two cases we obtain simple Lie algebras
of dimensions 3|n|+1 − 3 and 3|n|+1 − 1 respectively with the reader referred to [Str04]
for further details.
Theorem 4.1.5. [Skr92, Theorem 5.2]. Let g be a depth-two graded Lie algebra over
a perfect field, such that g0 is either sl(g−1) or gl(g−1). Suppose that g1 6= 0, then one
of the following holds:
1. dim g1 = 9, and g ∼= S2(n).
2. dim g1 = 6, and S3(n, ω)(1) ⊆ g ⊆ S3(n, ω).
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4.2 The Ermolaev algebra and F4
Let G be an algebraic group of type F4 with Lie algebra g = Lie(G). In [HS16a, Remark
1.4], there is an example of a 26-dimensional simple subalgebra L in g, that is neither
classical nor W (1; 1). The dimension of L equals both the dimension of Er(1; 1)(1) and
K(3; 1) of the known simple Lie algebras for fields of characteristic three.
Consider the nilpotent orbit denoted F4(a1) with orbit representative e := e1000 +
e0100 + e0001 + e0120. This is a different representative to the one given in the tables of
[Ste16], so we must verify that this still lies in the same orbit for characteristic three.
It is easy to check that dim ge = 6, and so the orbit O(e) is subregular because
there is only one nilpotent orbit of codimension 6 in g by [HS85, Theorem 4]. Hence,
we may label the nilpotent orbit F4(a1) as in the characteristic zero case and continue
to use the associated cocharacter τ with weighted diagram 2202 from [LT11, pg. 79] by
[CP13].
We obtain the following information using GAP.
1. For f := f1232, the subalgebra L := 〈e, f〉 is simple and of dimension 26.
2. Ng(L) = L.
3. For f ′ := f1222 − f1242 ∈ L, the subalgebra W := 〈e, f ′〉 is simple with dimension
18.
To prove L is isomorphic to the Ermolaev algebra we locate a complementary sub-
space to W in L, and use this to give a new grading on L that resembles the standard
grading of Er(1; 1)(1). We then apply [Kuz89, Theorem 1] to conclude L ∼= Er(1; 1)(1).
Proposition 4.2.1. [Pur16, Proposition 3.1] Let G be an algebraic group of type F4
with Lie algebra g = Lie(G) for p = 3. The subalgebra L = 〈e, f〉 is isomorphic to
Er(1; 1)(1).
Proof. Applying the cocharacter τ from [LT11, pg. 79] to the basis elements of L
establishes the degree of each homogenous element of L, and thus produces a grading
on L. This gives the following table:
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i −14 −12 −10 −8 −6 −4 −2 0 2 4 6
dim L(i) 1 1 3 3 3 3 3 3 3 2 1
To find a suitable complementary module to W in L, we find the element corre-
sponding to 1 ∈ O′(2; 1)(div) as an element of L, and construct an 8-dimensional vector
space V with the action of W on such an element.
Consider ker(ad e)∩L(4), which is one-dimensional with basis element v := e0111 −
e1110. Using GAP to compute the k-span of all brackets [x, v] for x ∈ W produces a
module V such that L = W ⊕ V . We will show that this is exactly what we need to
conclude that L ∼= Er(1; 1)(1).
Recall from (4.1) that W (2; 1) is generated as a Lie algebra by all brackets of the
form [u, v] for u, v ∈ O(2; 1)(div). We generate a subalgebra in GAP by the set [V, V ] :=
span
k
{[u, v] : u, v ∈ V }. This produces a simple 18-dimensional Lie algebra, containing
both e and f ′. In particular, 〈[V, V ]〉 ∼= W .
The complete details on obtaining V , and all the subsequent calculations performed
in GAP above are given in Appendix B.1.1.
Using τ we obtain graded components of V such that V is graded in degrees
−10 ≤ i ≤ 4 with each even graded component one-dimensional. For each homoge-
nous component of V we give a new integer d(i) to replace the old degree.
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i Basis element of
V (τ, i)
d(i)
4 e0111 − e1110 −1
2 e0011 − e0110 0
0 e0010 1
−2 f0011 + f0110 0
−4 f0111 + f1110 1
−6 f1111 2
−8 f1231 1
−10 f1232 2
Label elements as v(i) to represent the basis element given above. For example, v(4) :=
e0111 − e1110. Since all elements of L may be written as Lie brackets of the elements of
V , this gives a new grading on L. We verify this is well-defined via GAP, checking that
[g(i), g(j)] = g(i+ j). We obtain
L−1 = span
k
{e0111 − e1110, e1121 + e0122 − e1220, e0001 + e1000 + e0100},
by computing the non-zero elements v(4), [v(4), v(2)] and [v(4), v(−2)]. This gives
dim L−1 = 3, and taking the obvious Lie brackets of elements along with the elements
of degree 0 from V we have
L0 = 〈v(2), v(−2), [v(4), v(0)], [v(4), v(−4)], [v(4), v(−8)], [v(2), v(−2)]〉.
This is a 6-dimensional Lie algebra consisting of an sl(2) triple
{e1, f1, h1},
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with e1 := e0121+e1120, f1 := f0121+f1120 and h1 := hα1+hα4 along with a 3-dimensional
radical with basis {v(2), v(−2), [v(−2), v(2)]}. This gives a depth-one graded simple
Lie algebra with L0 component containing a non-central nilpotent radical. We apply
[Kuz89, Theorem 1] to conclude L ∼= Er(1; 1)(1) as required.
Corollary 4.2.2. [Pur16, Corollary 3.2] Let G be an algebraic group of type F4 with
Lie algebra g = Lie(G) for p = 3 and L = 〈e, f〉. Then the subalgebra W := 〈e, f ′〉 is
isomorphic to W (2; 1).
Proof. Since every element of W is obtained by taking Lie brackets of elements in
V , we obtain a grading on W . We have W−1 is two-dimensional with basis elements
e1121 + e0122 − e1220 and e0001 + e1000 + e0100.
These are obtained taking the brackets [v(4), v(2)] and [v(4), v(−2)] respectively.
We calculate the degree 0 component in the same way to obtain
W0 = 〈[v(4), v(0)], [v(4), v(−4)], [v(4), v(−8)], [v(2), v(−2)]〉,
which consists of an sl(2) triple
{e1, f1, h1},
with e1 := e0121+e1120, f1 := f0121+f1120, h1 := hα1 +hα4 and central element hα2 +hα4 .
This gives a depth-one graded simple Lie algebra with classical simple W0 (modulo
its centre). Using [KO95, Theorem 1] in combination with dim W = 18 gives W ∼=
W (2; 1).
We will make use of the fact that for p ≥ 3, we still have a non-degenerate symmetric
form for Lie algebras of type F4. This together with the fact that L = Ng(L) will allow
us to conclude that L is a maximal subalgebra in F4.
Lemma 4.2.3. The adjoint module of the Lie algebra L := Er(1; 1)(1) is not self-dual.
Proof. In the standard grading of the Ermolaev algebra given in (4.2), we have that
dim L−1 = 3 and dim L3 = 2. Hence, L−1 ≇ (L3)∗ as L0-modules. It follows by [Pre83,
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Lemma 4] that L is not self-dual.
Theorem 4.2.4. [Pur16, Theorem 1.1, Proposition 4.2] Suppose G is an algebraic
group of type F4 over an algebraically closed field of characteristic three with Lie algebra
g = Lie(G).
Let e := e1000+e0100+e0001+e0120 be a representative for the nilpotent orbit denoted
F4(a1). Then, for f := f1232 the subalgebra L := 〈e, f〉 ∼= Er(1; 1)(1) is a maximal
subalgebra of g.
Proof. By Proposition 4.2.1 L is isomorphic to the Ermolaev algebra. It is well-known
that the adjoint module of g is self-dual, and admits a non-degenerate invariant symmet-
ric form denoted by κ. This is the so-called normalised Killing form defined explicitly
[CP13, pg. 661]. Since dim L = 1
2
dim g = 26, and the adjoint module of L is not
self-dual by Lemma 4.2.3 we have L is a maximal totally isotropic subspace of g with
respect to κ.
Suppose M is a proper subalgebra strictly containing L, then the restriction of κ to
M is non-zero with non-zero radical R. This follows since L is totally isotropic with
dim L > 1
2
dim M . If L∩R = 0, then L⊕R is a totally isotropic subalgebra containing
L. Hence, R∩L = L and R = L. This now provides the necessary contradiction, since
M ⊆ Ng(L) = L.
4.3 Counterexamples to Morozov’s theorem: F4
The classification of the non-semisimple maximal subalgebras in exceptional Lie alge-
bras was recently obtained in good characteristic by [Pre17]. In the same article [Pre17,
Theorem 4.2] shows p good is a necessary condition to obtain that they are parabolic
subalgebras.
This example is given in Theorem 3.1.1 uses the orbit O(A4 + A3), and produced
a strange example of a non-semisimple maximal subalgebra, which we considered in
Section 3.1. We aim to produce similar examples, and for this we consider nilpotent
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orbits with representatives e such that
(a) ge 6= Lie(Ge),
(b) e[p] = 0.
We continue with G an algebraic group of type F4 with Lie algebra g = Lie(G).
Consider the nilpotent orbit denoted by O(A˜2 + A1) with representative e := e1000 +
e0010 + e0001. This representative is the same for all p using the tables of [LT11] and
[Ste16], hence we may use the associated cocharacter τ with diagram
2 −5 2 2
from [LT11, pg. 76].
In [LMT09, Section 4], there are two new linearly independent non-zero elements
of the centraliser given by X, Y ∈ ge(τ,−1) such that X = e0111 + e1110 + 2e0120 and
Y = 2f1111 − 2f1120 + f0121. Since Lie(Ge) ⊆
⊕
i≥0 ge(τ, i) has dimension 16, and
dim ge = 18 we deduce
ge =
⊕
i≥−1
ge(τ, i) and dim ge(τ,−1) = 2.
The vectors contained in
⊕
i≥0 ge(τ, i) from [LT11, pg. 76] are still linearly independent
for characteristic three, and so continue to form a basis for Lie(Ge). We obtain the
following using GAP,
1. The radical A of ge and ne is abelian and of dimension 8;
2. the normalizer wF4 := Ng(A) has dimension 26;
3. the Lie algebra wF4/A is simple and restricted of dimension 18.
Remark 4.3.1. In all our examples, for any nilpotent e the radical A of ge and ne will
always be the same. This follows since dim ne = dim ge + 1, and the new element h is
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such that [h, e] = λ e for some scalar λ. Hence, h ∈ g(τ, 0) and then it is easy to verify
that the radical A is contained in g(τ,≥ 2) using GAP.
Theorem 4.3.2. Let G be an algebraic group of type F4 over an algebraically closed
field of characteristic three with Lie algebra g = Lie(G). For any e ∈ O(A˜2 + A1) we
have the following
(a) A = rad(ge) and ge/A ∼= H(2; 1) as Lie algebras.
(b) A = rad(ne) and ne/A ∼= CH(2; 1) as Lie algebras.
(c) A = rad(wF4) and wF4/A
∼= W (2; 1) as Lie algebras.
(d) wF4 is a maximal Lie subalgebra of g.
Proof. Let M = ge/A, then M is a depth-one graded Lie algebra. This follows since
A ⊆ ge(τ,≥ 2), which is easily computed by finding a basis of A in GAP and checking
the degree of each element. We also have M0 ∼= sl(2) by [LT11, pg. 76], and that ge/A
has a depth-one grading.
We have thatM−1 is a 2-dimensionalM0-module. It is easy to verify that [M−1, x] =
0 implies that x = 0 for x ∈M>0. Similarly one can verify [M1, x] = 0 implies x = 0 for
all x ∈M−1. Hence, we may apply the Weak Recognition theorem from Theorem 4.1.2
to M obtaining that H(2; 1)(2) ⊆M ⊆ H(2; 1).
Then, since ge/A is 10-dimensional part (a) follows. Since ne = ge ⊕ kh, it follows
that both rad(ne) = A and (ne)0 ∼= sl(2) ⊕ kh. Hence ne/A ⊆ CH(2; 1), thus giving
part (b) since dim ne/A = dim CH(2; 1).
The Lie algebra wF4/A is simple and restricted of dimension 18 with cocharacter τ
inducing a grading on the Lie algebra. This automatically forces A = rad(wF4). We
have that wF4/A is a depth-one graded simple Lie algebra. This can be easily verified
using GAP, checking to see that ge(τ,−1) is the lowest graded piece.
We can now identify the isomorphism class of wF4/A. Since the radical A is con-
tained in
⊕
i>0wF4(τ, i) we only need to consider wF4(τ, 0). This satisfies the require-
ments of [KO95, Theorem 1] as wF4(τ, 0) has dimension 4 with a one-dimensional centre.
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Factoring out by this gives a simple Lie algebra of type A1. Hence, wF4/A
∼= W (2; 1)
by [KO95].
To prove wF4 is a maximal subalgebra, we set L0 := wF4 and need to compute the
set
L−1 := {x ∈ g : [x,A] ⊆ L0}.
Then we need to show L−1/L0 is an irreducible L0/L1 module. In GAP we can write
g as a L0-module and consider all submodules in GAP, we are fortunate that there are
only 4 non-zero submodules. Computing L−1 in GAP, we find this is a 44-dimensional
vector space such that the Lie algebra generated by L−1 is isomorphic to g, and L−1/L0
is an irreducible L0/L1-module.
The full details on finding this space is given in Appendix B.2.1. Any subalgebra
of g that strictly contains wF4 must contain L−1 by Remark 1.5.2, and so we conclude
wF4 is indeed maximal.
Remark 4.3.3. If p = 3, then CH(2; 1) ≇ DerH(2; 1)(2) by [Str04, Theorem 7.1.2],
and hence we have ne/A ≇ DerH(2; 1)(2). The subalgebra g′e generated by ge(τ,±1) is
isomorphic to H(2; 1).
This differs from [Pre17, Theorem 4.2], and this is because x21∂2, x
2
2∂1 ∈ H(2; 1)
have degree one in the standard grading when p = 3. In particular, these are already
contained in ge(τ, 1).
We may use L−1 to produce the Weisfeiler filtration from wF4 . We already have
that the zero component is isomorphic to W (2; 1). This observation is similar to the
observation regarding a maximal non-semisimple subalgebra in E8 for p = 5, where we
were able to show that the corresponding graded Lie algebra was isomorphic to S(3; 1)(1)
in Theorem 3.1.3. This suggests we may have the exact same situation happening in
F4 for p = 3 where the graded Lie algebra associated to the Weisfeiler filtration is
isomorphic to S(3; 1)(1).
There is a grading on S(3; 1)(1) by associating degree 1 to x3 and zero to both x1, x2
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as in (3.1). This gives
S−1 := {x1
ix2
j∂3 : 0 ≤ i, j < p, (i, j) 6= (p− 1, p− 1)},
S0 := {ix1
i−1x2
jx3∂3 − x1
ix2
j∂1, jx1
ix2
j−1x3∂3 − x1
ix2
j∂2 : 0 ≤ i, j < p}.
(4.3)
This is outlined in [PS01, pg. 283], with S0 ∼= W (2; 1), and S−1 ∼= (O(2; 1)/k1)∗.
Theorem 4.3.4. Let G be an algebraic group of type F4 over an algebraically closed
field of characteristic three with Lie algebra g = Lie(G).
Consider the Weisfeiler filtration F associated to the pair (L−1,wF4) from Theorem 4.3.2
with corresponding graded Lie algebra G. Then, we have that G ∼= S(3; 1)(1).
Proof. In the proof of Theorem 3.1.3 we used the classification of simple Lie algebras
to show G ∼= S(3; 1)(1), but since the characteristic is three we no longer have such a
classification. Our plan is to use [KO95, Theorem 1], and for this we need to regrade
our Lie algebra. The full Weisfeiler filtration associated to our irreducible L0-module
L−1 is given in Appendix B.2.1, and we obtain
1. dim L−2 = 52,
2. dim L−1 = 44,
3. dim L0 = dimwF4 = 26,
4. dim L1 = dim A = 8.
It follows using GAP that each Gi is an irreducible G0-module. It is a simple calculation
to show that [L−2, L1] = L−1, and hence M(G) = 0 using the same reasoning as in
Theorem 3.1.3. This gives G is a simple Lie algebra by Proposition 3.1.2.
Let ∂z := e, ∂x := X˜ and ∂y := Y˜ be elements of G with degree −1 where we define
X˜ := X + L1 and Y˜ := Y + L1 for X, Y defined earlier. For the top component of
S(3; 1)(1) in the standard grading, only u := x2yz2∂x−xy
2z2∂y lies in the top component
of the grading (4.3) above.
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Hence, there are 8 possible elements of G(−2) to satisfy the relations
(ad ∂x)
2(ad ∂z)
2(ad ∂y)(u) = ∂x
(ad ∂y)
2(ad ∂z)
2(ad ∂x)(u) = ∂y
(4.4)
Searching for such elements in GAP we find f1 := (2f1000 + 2f0001 + f0010) + L−1 is
a representative for this coset. Similarly, we identify two more elements
f2 := (f0111 + f1110 + f0120) + L0 and f3 := (e1111 + e0121 + e1120) + L0.
We give deg(fi) = 4, and verify [fi, fj] = 0 for all i, j. In G the multiplication is different,
as [f0111 + f1110 + f0120, e1111 + e0121 + e1120] 6= 0 in g but [f0111 + f1110 + f0120, e1111 +
e0121 + e1120] ∈ L(−1), which forces [fi, fj] = 0.
Using G ′4 and G
′
−1 we can build a grading on G, which will automatically satisfy
[G ′i,G
′
−1] ⊆ G
′
i−1. Now consider all Lie brackets of the form [∂x,y,z, fi] for i = 1, 2, 3,
v1 := [∂x, f1] = [X, f1] + L−1 = (e1100 + 2e0110) + L−1
v2 := [∂x, f2] = [X, f2] + L0 = (hα4 + hα1 + 2hα3 + 2hα2) + L0
v3 := [∂x, f3] = [X, f3] + L0 = (2e1231 + 2e1222) + L0
v4 := [∂y, f1] = [Y, f1] + L−1 = f0122 + L−1
v5 := [∂y, f2] = [Y, f2] + L0 = (2f1231 + 2f1222) + L0
v6 := [∂y, f3] = [Y, f3] + L0 = (2hα1 + 2hα3 + hα2) + L0
v7 := [∂z , f1] = [e, f1] + L0 = (2hα4 + 2hα1 + hα3) + L0
v8 := [∂z , f2] = [e, f2] + L1 = 2f1100 + L1
v9 := [∂z , f3] = [e, f3] + L1 = e0122 + L1
In S(3; 1)(1) we have v2+ v6 = v7, and so in G these elements lie in the same coset. The
element a := hα2 +hα3 ∈ L0, and clearly v7+ a = 2 · (v2+ v6). Hence, the set {vi} is an
8-dimensional vector space in G. We show [vi, vj] = 0 ∈ G for all i, j, and repeat this
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process to obtain G ′2
u1 := [∂x, v1] = [X, v1] + L−1 = 2e1220 + L−1
u2 := [∂x, v2] = [X, v2] + L0 = e0120 + L0
u3 := [∂x, v3] = [X, v3] + L0 = 2e1342 + L0
u4 := [∂x, v4] = [X, v4] + L−1 = 2f0011 + L−1
u5 := [∂x, v5] = [X, v5] + L0 = (2f0121 + 2f1120) + L0
u6 := [∂x, v6] = [X, v6] + L0 = (2e1110 + 2e0120) + L0
u7 := [∂x, v7] = [X, v7] + L0 = (e0111 + 2e0120) + L0
u8 := [∂x, v8] = [X, v8] + L1 = 2e0010 + L1
u9 := [∂x, v9] = [X, v9] + L1 = 2e1232 + L1
u10 := [∂y, v4] = [Y, v4] + L−1 = f1242 + L−1
u11 := [∂y, v5] = [Y, v5] + L0 = 2f2342 + L0
u12 := [∂y, v6] = [Y, v6] + L0 = f1120 + L0
u13 := [∂y, v7] = [Y, v7] + L0 = f0121 + L0
u14 := [∂y, v8] = [Y, v8] + L1 = f1221 + L1
u15 := [∂y, v9] = [Y, v9] + L1 = 2e0001 + L1
u16 := [∂z, v7] = [e, v7] + L0 = 2e1000 + L1
u17 := [∂z, v8] = [e, v8] = 2e1122
u18 := [∂z, v9] = [e, v9] = 2f0100
(4.5)
The possible 27 brackets are reduced to these 18 since ∂i∂j = ∂j∂i for all i, j. We need
to be careful again since this appears to give too many elements. Observe that u5, u12
and u13 are not linearly independent in G, and u15 + u16 + e = u8. Since e ∈ L(1) this
forces that u8 is a linear combination of u15 and u16. Similarly u6, u7 and u2 are only
two linearly independent elements, in which case the set {ui} forms a 15-dimensional
vector space.
106
4.3. Counterexamples to Morozov’s theorem: F4
To make sure we obtain a grading we also need to verify that both [ui, uj] ∈ G ′4 and
[G ′2,G
′
3,4] = 0. These are straightforward calculations using GAP. In Appendix B.2.1 we
provide the idea of how we may show [G ′2,G
′
2] = G
′
4.
We continue to build this grading omitting any elements that live in the same coset
despite initially appearing to be different to obtain a 15-dimensional G ′1.
w1 := [∂x, u4] = [X, u4] + L−1 = e0100 + L−1
w2 := [∂x, u5] = [X, u5] + L0 = (2f0001 + 2f1000) + L0
w3 := [∂x, u6] = [X, u6] + L0 = 2e1221 + L0
w4 := [∂x, u8] = [X, u8] + L1 = (2e0121 + 2e1120) + L1
w5 := [∂x, u9] = [X, u9] + L1 = 2e2342 + L1
w6 := [∂x, u10] = [X, u10] + L−1 = 2f1122 + L−1
w7 := [∂x, u11] = [X, u11] + L0 = 2f1232 + L0
w8 := [∂x, u12] = [X, u12] + L0 = (f1000 + f0010) + L0
w9 := [∂x, u14] = [X, u14] + L1 = (2f0111 + 2f1110) + L1
w10 := [∂x, u15] = [X, u15] + L1 = (e1111 + e0121) + L1
w11 := [∂y, u14] = [Y, u14] + L1 = f1342 + L1
w12 := [∂y, u15] = [Y, u15] + L1 = (f1110 + f0120) + L1
w13 := [∂x, u17] = [X, u17] = e0011
w14 := [∂x, u18] = [X, u18] = 2e1242
w15 := [∂y, u17] = [Y, u17] = 2f1220
It is easy to verify that [G ′1,G
′
j ] are in the correct place. Finally, we construct G
′
0 :=
[G ′−1,G
′
1].
x1 := [∂x, w7] = [X,w7] + L0 = (2f1121 + 2f0122) + L0
x2 := [∂x, w8] = [X,w8] + L0 = (e1100 + e0110) + L0
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x3 := [∂x, w13] = [X,w13] = e1121 + e0122
x4 := [∂x, w11] = [X,w11] + L1 = (f1231 + 2f1222) + L1
x5 := [∂x, w12] = [X,w12] + L1 = (hα1 + hα3) + L1
x6 := [∂x, w15] = [X,w15] = f1100 + f0110
x7 := [∂x, w9] = [X,w9] + L1 = (hα1 + hα4) + L1
x8 := [∂x, w10] = [X,w10] + L1 = (e1231 + 2e1222) + L1
To see this G ′0 is a classical simple Lie algebra, we can give the following isomorphism
with a Lie algebra of type A2 with simple roots α1 and α2 using the ordering of [Bou02].
x1 7→ fα1 , x2 7→ eα2 ,
x3 7→ eα1 , x4 7→ fα1+α2 ,
x5 7→ hα2 , x6 7→ fα2 ,
x7 7→ hα1 , x8 7→ eα1+α2 .
This is now a depth-one grading on a simple Lie algebra with classical L0 component,
and hence G ∼= S(3; 1)(1) by [KO95].
4.4 Counterexamples to Morozov’s theorem: E6
We will explore the nilpotent orbit of type A2
2 + A1 in the remaining exceptional Lie
algebras, to begin consider G an algebraic group of type E6 with Lie algebra g =
Lie(G). Consider the nilpotent orbit denoted by O(A2
2 +A1) with representative e :=∑
α∈Π\{α4}
eα. Since this is the ‘same’ representative for all p, which allows one to
continue to make use of the associated cocharacter τ given by weighted diagram
2 2 −5 2 2
2
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from [LT11, pg. 84].
This orbit was also considered in [LMT09, Section 4], where the authors give non-
zero linearly independent elements X, Y ∈ ge(τ,−1) with
X = e11100
0
+ 2e01100
1
+ e00110
1
+ e01110
0
+ e00111
0
∈ ge(τ,−1),
Y = f11100
1
+ f11110
0
+ f01110
1
+ f00111
1
+ 2f01111
0
∈ ge(τ,−1).
This gives that Lie(Ge) ⊆
⊕
i≥0 ge(τ, i) has dimension 24. The tables of [Ste16] say ge
has dimension 27 for p = 3, and a check initially appears to give a new element in the
zero component.
However, for fields of characteristic three E6 is not simple with a one-dimensional
centre. Once we factor out this centre we are left with a 77-dimensional simple Lie
algebra, and we have that ge/z(g) has dimension 26. We have
ge =
⊕
i≥−1
ge(τ, i) and dim ge(τ,−1) = 2.
Proposition 4.4.1. Let G be an algebraic group of type E6 with Lie algebra g = Lie(G)
for p = 3 and e be a nilpotent orbit representative for A2
2 + A1. The centraliser is 27
dimensional with basis given by the existing 24 elements of Lie(Ge), together with the
centre of E6 and the new elements,
X = e11100
0
+ 2e01100
1
+ e00110
1
+ e01110
0
+ e00111
0
∈ ge(τ,−1),
Y = f11100
1
+ f11110
0
+ f01110
1
+ f00111
1
+ 2f01111
0
∈ ge(τ,−1).
Proof. The vectors contained in
⊕
i≥0 ge(τ, i) from [LT11, pg. 84] can easily be verified
to still be linearly independent for characteristic three. Hence, they continue to form a
basis for Lie(Ge). We then check that the new elements are independent of each other.
This gives the required basis.
We obtain the following information using GAP, with the final piece of information
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shown explicitly in Appendix B.2.2.
1. The radical A of ge is of dimension 17, with abelian derived subalgebra of dimen-
sion 8;
2. the normalizer wE6 := Ng(A) has dimension 35;
3. the Lie algebra M := wE6/A is simple and restricted of dimension 18;
4. the set L−1 := {x ∈ g : [x,A] ⊆ wE6} is 44-dimensional, and 〈L−1〉
∼= g.
It is well-known that we can easily identify F4 inside E6 associating roots e1000 7→
e00000
1
, e0100 7→ e00100
0
, e0010 7→ e01000
0
+e00010
0
, and e0001 7→ e10000
0
+e00001
0
. This observation
suggests the graded Lie algebra arising from the Weisfeiler filtration built using wE6
maybe isomorphic to S3(1, ωS)(1) from [Skr92]. We now prove the main result of this
section, that the subalgebra wE6 is a maximal subalgebra of g.
Theorem 4.4.2. Let G be an algebraic group of type E6 over an algebraically closed
field of characteristic three with Lie algebra g = Lie(G). For any e ∈ O(A2
2 + A1) we
have the following
(a) A = rad(ge) and ge/A ∼= H(2; 1) as Lie algebras.
(b) A = rad(ne) and ne/A ∼= CH(2; 1) as Lie algebras.
(c) A = rad(wE6) and wE6/A
∼= W (2; 1) as Lie algebras.
(d) wE6 is a maximal Lie subalgebra of g.
(e) wE6 ⊆ g gives rise to a Weisfeiler filtration such that the corresponding graded
Lie algebra is isomorphic to S3(1, ωS)(1)
Proof. We verify the radical using GAP, which is 17-dimensional with an abelian derived
subalgebra of dimension 8. Let M = ge/A, then M is a depth-one graded Lie algebra
since A ⊆ ge(τ,≥ 2). This is easily checked taking a basis of A and applying τ to them.
Further, by [LT11] we have M0 ∼= sl(2).
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We have thatM−1 is a 2-dimensionalM0-module. It is easy to verify that [M−1, x] =
0 implies that x = 0 for x ∈ M>0. Similarly one can verify [M1, x] = 0 implies x = 0
for all x ∈ M−1. We can then apply Theorem 4.1.2 in exactly the same way as in
Theorem 4.3.2 to obtain H(2; 1)(2) ⊆ L ⊆ H(2; 1), and since ge/A is 10-dimensional we
obtain part (a).
Since ne = ge ⊕ kh, we have rad(ne) = A and (ne)0 ∼= sl(2) ⊕ kh. Hence ne ⊆
CH(2; 1), giving part (b) since dim ne/A = dim CH(2; 1) in exactly the same way as
Theorem 4.3.2.
Since M := wE6/A is a simple Lie algebra A = rad(wE6). It follows that since M−1
is 2-dimensional with M0 ∼= gl(2), M ∼= W (2; 1) by [KO95].
For maximality set L0 := wE6, we find the set
L−1 := {x ∈ g : [x,A] ⊆ L0},
and show L−1/L0 is an irreducible L0/A-module such that 〈L−1〉 = E6. Using GAP we
obtain that L−1/L0 is an irreducible L0-module, as we can compute all submodules of
g as a wE6-module. We find L−1/wE6 is irreducible, and so any subalgebra properly
containing wE6 contains L−1 by Remark 1.5.2 which generates g.
For (e), we use L−1 to build a filtration with L−k := [L−k+1, L−1] + L−k+1. This
produces the following dimensions of each component in the filtration with the basis of
each component given in Table 12 from Appendix B.2.2.
1. dim L−4 = 78,
2. dim L−3 = 70,
3. dim L−2 = 62,
4. dim L−1 = 44,
5. dim L0 = dimw1 = 35,
6. dim L1 = dim A = 17,
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7. dim L2 = dim [A,A] = 8.
Crucially, for a Weisfeiler filtration we need g to be a simple Lie algebra. In fields of
characteristic three the Lie algebra E6 has a one-dimensional centre. We quotient out
by the centre to obtain the 77-dimensional simple Lie algebra, and the above filtration
changes slightly as dim Li/z(g) = dim Li − 1 except for the derived subalgebra L2 of
the radical of L0.
For the corresponding graded Lie algebra G, this gives
dim G =
2∑
i=−4
dim(Li/Li+1) = 8 + 8 + 18 + 9 + 18 + 8 + 8 = 77
Computing all L0-submodules of E6 in GAP, we see each Gi is irreducible. If M(G) 6= 0,
then there is some minimal k such that Gk ⊆ M(G). However, since [L−i, L1] = L−i+1
for all i = 2, 3, 4 it follows that [G1,G−k] 6= 0 ⊆ G−k+1 ∩M(G) contradicting the fact k
is minimal. Hence M(G) = 0, and G is a simple Lie algebra using Proposition 3.1.2.
Identifying F4 inside E6 by associating roots e1000 7→ e00000
1
, e0100 7→ e00100
0
, e0010 7→
e01000
0
+e00010
0
, and e0001 7→ e10000
0
+e00001
0
we may generate a subalgebra in E6 isomorphic
to F4 in GAP. We may then compute F4 ∩Li in g using GAP, and see dim(F4 ∩L2i) =
dim(F4 ∩ L2i+1).
It is then a straightforward check that the even components work precisely the same
way as in Theorem 4.3.4 when we consider g of type F4. Hence, in our case we regrade
our even components G−2 + G0 + G2 + G4 in the exact same way as Theorem 4.3.4 to
obtain G ′−2 + G
′
0 + G
′
2 + G
′
4 + G
′
6 + G
′
8 found by doubling each degree from the F4 case.
Hence, this is isomorphic to S(3; 1)(1) by Theorem 4.3.4.
It follows from [Skr92, §3] that the simple Lie algebra S := S3(n, ωS) has a grading
such that dim S−1 = dim S−2 = 3, and dim S1 = 6 with S2k ∼= (S(3; 1)(1))k. Using
[Skr92, Theorem 5.2] this is actually enough to identify that G ∼= S. Hence, we find
elements in the odd components such that [G ′−1,G
′
−1] = G
′
−2. This gives
G ′−1 := span{(e11100
1
+ e11110
0
+ 2e00111
1
+ e01111
0
) + L2,
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(f11100
0
+ 2f01100
1
+ 2f00110
1
+ f00111
0
) + L2,
(f10000
0
+ 2f01000
0
+ f00010
0
+ 2f00001
0
) + L0}.
Applying ad(G ′−1) to G
′
2 we obtain the following 6-dimensional vector space
G ′1 := span
{
(e10000
0
+ e01000
0
+ 2e00010
0
+ 2e00001
0
) + L2,
(e11100
0
+ e01100
1
+ e00110
1
+ 2e00111
0
) + L0,
(e12211
1
+ e11221
1
) + L2,
(f11000
0
+ f00011
0
) + L−2,
(f11210
1
+ f01211
1
) + L2,
(2f11100
1
+ f11110
0
+ f00111
1
+ 2f01111
0
) + L0
}
.
This is a well-defined grading, and since all axioms of [Skr92, Theorem 5.2] are satisfied
we conclude G ⊇ S3(1, ωS). By dimension reasons it follows that these are isomorphic
as Lie algebras.
4.5 Counterexamples to Morozov’s theorem: E7
Consider the same orbitO(A2
2+A1) with the same representative as in the E6 case, that
is e := eα1 + eα2 + eα3 + eα5 + eα6 . We are continuing to use the associated cocharacter
τ given by
2 2 −5 2 2 −2
2
from [LT11, pg. 98]. By [LMT09, Section 4], there are non-zero elements
X = e111000
0
+ 2e011000
1
+ e001100
1
+ e011100
0
+ e001110
0
∈ ge(τ,−1),
Y = f111000
1
+ f111100
0
+ f011100
1
+ f001110
1
+ 2f011110
0
∈ ge(τ,−1),
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and Lie(Ge) ⊆
⊕
i≥0 ge(τ, i) has dimension 43. The tables of [Ste16] gives dim ge = 45
for p = 3, and so
ge =
⊕
i≥−1
ge(τ, i) and dim ge(τ,−1) = 2.
1. The radical A of ne is abelian of dimension 8.
2. We have wE7 := Ng(A) is 53-dimensional.
3. M := wE7/A is a semisimple Lie algebra of dimension 45.
4. The set L−1 := {x ∈ g : [x,A] ⊆ wE7} is 98-dimensional, and 〈L−1〉 ∼= g. The
basis of this space can be found in Table 14 from Appendix B.2.3.
We can use the basis given [LT11, pg. 98], and apply ad(ge(τ,−1)) to the elements
f012111
1
, e110000
0
+ e000110
0
and e122221
1
of ge(τ, 4) to obtain an ideal I of our Lie algebra wE7
that is 35-dimensional.
Theorem 4.5.1. Let G be an algebraic group of type E7 over an algebraically closed
field of characteristic three with Lie algebra g = Lie(G). For any e ∈ O(A2
2 + A1) we
have the following
(a) A = rad(ge) and ge/I ∼= H(2; 1) as Lie algebras.
(b) A = rad(ne) and ne/I ∼= CH(2; 1) as Lie algebras.
(c) A = rad(wE7) and wE7 is a maximal Lie subalgebra of g.
(d) M ∼= (sl(2)⊗O(2; 1))⋊ (1sl2 ⊗W (2; 1)) as Lie algebras.
Proof. Our ideal I is such that I/A is a 27-dimensional ideal of M with 24-dimensional
radical in I/A. It also follows that wE7/I is a restricted simple Lie algebra with di-
mension 18, and so I/A is a maximal ideal of M . Using cocharacter τ the simple Lie
algebra is depth-one graded with 4-dimensional zero part isomorphic to gl(2), and so
wE7/I
∼= W (2; 1) by [KO95, Theorem 1].
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We apply theWeak Recognition theorem stated in Theorem 4.1.2 to obtainH(2; 1)(2) ⊆
ge/I ⊆ H(2; 1), and so by dimension reasons ge/I ∼= H(2; 1). This gives (a), and using
the fact ne = ge ⊕ kh we find ne/I ∼= CH(2; 1) and rad(ge) = rad(ne) = A. It follows
that ge/A ∼= I/A⋊H(2; 1) and ne/A ∼= I/A⋊ CH(2; 1).
To confirm that I/A ∼= sl(2) ⊗ O(2; 1) we need that I/A is a minimal ideal of M .
It is easy to check using GAP that I/rad(I) is a simple Lie algebra of dimension 3
contained in ge(τ, 0). Hence, S ∼= sl(2) and since I/A is irreducible as an M-module
we deduce that I/A is minimal. Using Theorem 1.4.2, M ⊆ Der(sl(2) ⊗ O(2; 1)) =
(sl(2) ⊗ O(2; 1)) ⋊ (1sl2 ⊗ W (2; 1)). By dimension reasons we are done. Since M is
semisimple it follows automatically that rad(wE7) = A.
To prove maximality in this case is trickier than the E6 case, as L−1/L0 is not
irreducible for L0 := wE7. There is an 80-dimensional submodule of L−1 obtained by
considering N := {x ∈ g : [x,A] ⊆ I}, where I is the minimal ideal of wE7. For full
calculations we refer the reader to Table 14 in Appendix B.2.3. It is easy to verify that
〈N〉 ∼= g, and that N/L0 is an irreducible module. This is not quite enough to prove
maximality, as a priori L−1/L0 could be the direct sum of at least two submodules.
We have dim N/L0 = 27, and so we may have an 18-dimensional submodule aris-
ing from the 18-dimensional composition factor obtained from L−1/L0. Considering a
subalgebra generated by these 18 elements and L0 could produce a proper subalgebra
of g that strictly contains L0.
We show that L−1/L0 is an indecomposable module, and so such a submodule
does not exists to prevent this from happening. Suppose for a contradiction that the
18-dimensional composition factor occurs as a submodule of L−1/L0, and consider the
inverse image L′−1 of this in L−1. There is an (I/A)-module homomorphism (L−1/L0)×
A→ L0/A from the Lie bracket of g.
Since [I, A] = 0 and no composition factor of L′−1/L0 regarded as an I/A module
is a composition factor of L0/A we have [L
′
−1, A] ⊆ A. Hence L
′
−1 ⊆ wE7 = L0 — a
contradiction. Hence, our module is indecomposable. Since 〈N〉 = g, we conclude wE7
is maximal using Remark 1.5.2.
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4.6 Counterexamples to Morozov’s theorem: E8 (1)
Continuing with the same theme we look at O(A2
2 + A1) with the representative e :=
eα1 + eα2 + eα3 + eα5 + eα6 . We use the associated cocharacter τ given by
2 2 −5 2 2 −2 0
2
in [LT11, pg. 128]. By [LMT09, Section 4], there are non-zero elements
X = e1110000
0
+ 2e0110000
1
+ e0011000
1
+ e0111000
0
+ e0011100
0
∈ ge(τ,−1),
Y = f1110000
1
+ f1111000
0
+ f0111000
1
+ f0011100
1
+ 2f0111100
0
∈ ge(τ,−1),
and Lie(Ge) ⊆
⊕
i≥0 ge(τ, i) has dimension 86. The tables of [Ste16] gives dim ge = 88
for p = 3, and so
ge =
⊕
i≥−1
ge(τ, i) and dim ge(τ,−1) = 2.
Using GAP with full details given in Appendix B.2.4, we obtain the following informa-
tion.
1. The radical A of ne is abelian of dimension 8.
2. We have wE8 := Ng(A) is 96-dimensional.
3. M := wE8/A is a semisimple Lie algebra of dimension 88.
4. The set L−1 := {x ∈ g : [x,A] ⊆ wE8} is 177-dimensional, and 〈L−1〉 ∼= g.
Using the tables of [LT11, pg. 128], ge(τ, 0) has type G2 ⊕A1. However, for charac-
teristic three the exceptional Lie algebra of type G2 contains a 7-dimensional ideal IG2
generated by short roots with IG2
∼= G2/IG2
∼= psl(3).
Applying ad(ge(τ,−1)) to ge(τ, 4) repeatedly we obtain an ideal I of dimension
71. Further, we may add the remaining elements from G2 ⊆ ge(τ, 0) to obtain 78-
dimensional ideal J .
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Theorem 4.6.1. Let G be an algebraic group of type E8 over an algebraically closed
field of characteristic three with Lie algebra g = Lie(G). For any e ∈ O(A2
2 + A1) we
have the following
(a) A = rad(ge) and ge/J ∼= H(2; 1) as Lie algebras.
(b) A = rad(ne) and ne/J ∼= CH(2; 1) as Lie algebras.
(c) A = rad(wE8) and wE8 is a maximal Lie subalgebra of g.
(d) We haveM ∼= J⋊W (2; 1) as Lie algebras, where J lies in the short exact sequence
0→ psl(3)⊗O(2; 1)→ J → psl(3)→ 0.
Proof. Our ideal I is such that I/A is a 63-dimensional ideal of M with 56-dimensional
radical in I/A. We show I is a minimal ideal using methods described in the Appendix.
Hence, we use Theorem 1.4.2 along with [LT11, pg. 128] to see I/A ∼= psl(3)⊗O(2; 1).
Using ideal J we apply Theorem 4.1.2, and see H(2; 1)(2) ⊆ ge/J ⊆ H(2; 1). Thus
by dimension reasons ge/J ∼= H(2; 1). This gives (a), and using the fact ne = ge ⊕ kh
we find ne/J ∼= CH(2; 1) and rad(ge) = rad(ne) = A. Since M is semisimple we obtain
that rad(wE8) = A.
We approach (c) in the same way to E7 to achieve maximality, since the module
L−1/L0 is not irreducible. There is an 159-dimensional submodule of L−1 obtained by
considering N := {x ∈ g : [x,A] ⊆ I}, where I/A ∼= psl(3)⊗O(2; 1) is a minimal ideal
of wE8 .
It is easy to verify that 〈N〉 ∼= g, and N/L0 is an irreducible module using both
Table 16 and Appendix B.2.4. Using a similar argument to the E7 case or GAP directly,
we can show that L−1/L0 is indecomposable. It follows wE8 is maximal since 〈N〉 = g
using the same reason as in Theorem 4.5.1.
Using GAP we see that wE8/J is a simple Lie algebra of dimension 18 with a
depth-one grading and zero component isomorphic to gl(2). Hence, wE8/J
∼= W (2; 1)
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and M ∼= J ⋊W (2; 1). This follows since we can obtain W (2; 1) as a complementary
subalgebra, and J/I is simple of dimension 7 isomorphic to psl(3).
However, there is no complementary subalgebra in J isomorphic to psl(3). This is
a consequence of the fact the adjoint module of G2 is indecomposable for p = 3. We
may consider the identity map I → J , and the canonical map J → J/I to obtain the
exact sequence as required and complete part (d).
The Weisfeiler filtration
Both Theorem 4.5.1 and 4.6.1 have very similar stories taking place when we look to
produce an L0-invariant subspace L−1 in g where L−1/L0 is an irreducible L0/L1-module.
In both settings we initially find the set {x ∈ g : [x,A] ⊆ wEn}, for A the radical of
wE7,8 , is indecomposable but not irreducible. Using Appendix B.2.3 and B.2.4 we are
able to find L′−1 which satisfies the initial point in building a Weisfeiler filtration.
In this section we give initial results about the corresponding graded Lie algebra,
and show it differs from the cases for F4 and E6. This is because our G0 component
is no longer a simple Lie algebra, but is a semisimple Lie algebra. Since L−1 contains
elements x ∈ L−1 \ L′−1 such that [x,A] ⊆ L0, we find that the Weisfeiler radical M(G)
is non-zero.
Proposition 4.6.2. Let p = 3 and n ∈ {7, 8}. Suppose g has type En with maximal sub-
algebra wEn and wEn-invariant subspace L
′
−1 from Theorem 4.5.1 and Theorem 4.6.1.
Then, for the Weisfeiler filtration F associated to the pair (L′−1,wEn) with corre-
sponding graded Lie algebra G we have that dim M(G) = 26. Hence, G/M(G) is a
semisimple Lie algebra of dimension dim g− 26.
Proof. In both cases we obtain the following dimensions in the Weisfeiler filtration.
1. dim L′−3 = dim g,
2. dim L′−2 = dim g− 8,
3. dim L′−1 = dim L−1 − 18,
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4. dim L0 = dim wEn ,
5. dim L1 = dim A = 8.
Consider x ∈ L−1 \ L′−1, in G we have [x+ L
′
−1, y] = [x, y] + L0 for all y ∈ A. However,
[x,A] ⊆ L0 and so [x, y] + L0 = L0. In particular, [G1, x] = 0 and so M(G)−2 := {x ∈
L′−2 : [x,A] ⊆ wEn} ⊆ M(G) has dimension 18. From above we have dim G3 = 8, and
by definition [G3, A] ⊆ G2.
Using GAP it is straightforward to check that [G3, A] ⊆ M(G)2. For this, we cal-
culate [L−1, L−1] and show it is equal to g. Using Tables 14 and 16 it follows that
[L′−1, L
′
−1] = L
′
−2 has dimension dim g− 8. Hence, G3 ⊆ M(G) and dim M(G) = 26 as
required.
To finish, we give estimates for the structure of the corresponding graded Lie algebra
in both cases. We have dim G¯ = 107 in E7, and that G¯0 ∼= sl(2)⊗O(2; 1)⋊1sl2⊗W (2; 1).
It should be noted that we have G¯≥2 = 0, and [A, [A, G¯−1]] = 0. The second part is
straightforward to see since [I, A] = 0, and in producing L′−1 we used elements u such
that [u,A] ⊆ I.
This starts to look like the degenerate case of theWeisfeiler filtration from Section 1.5.
Conjecture 4.6.3. Let p = 3 and suppose g has type E7 with maximal subalgebra wE7
and wE7-invariant subspace L
′
−1 from Theorem 4.5.1.
Then, for the Weisfeiler filtration F associated to the pair (L′−1,wE7) with corre-
sponding graded Lie algebra G we have that
sl(2)⊗O(3; 1) ⊂ G¯ ⊆ (sl(2)⊗O(3; 1))⋊ (1sl2 ⊗W (3; 1)).
Some Remarks. Since G0 ∼= Der(sl(2) ⊗ O(2; 1)), we should have that I ∼= A0(G¯). By
simple dimension reasons it should be the case that A(G¯) ∼= sl(2)⊗ O(3; 1), as O(4; 1)
is already too big to be contained in G¯. This is supported by the numerology with
dim G¯ = 107 = dim A(G¯) + dim W (2; 1) + dim A.
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For g of type E8, dim G¯ = 222. This is more complicated since G0 ∼= J ⋊ (1sl2 ⊗
W (2; 1)) where J lies in the short exact sequence
0→ psl(3)⊗O(2; 1)→ J → psl(3)→ 0.
We have G¯≥2 = 0, and [A, [A, G¯−1]] = 0. The second part follows since [J,A] = 0, and
in producing L′−1 we used elements u such that [u,A] ⊆ J .
Conjecture 4.6.4. Let p = 3 and suppose g has type E8 with maximal subalgebra wE8
and wE8-invariant subspace L
′
−1 from Theorem 4.6.1.
Then, for the Weisfeiler filtration F associated to the pair (L′−1,wE8) with corre-
sponding graded Lie algebra G we have that
psl(3)⊗O(3; 1) ⊂ G¯ ⊆ (G2 ⊗O(3; 1))⋊ (1psl3 ⊗W (3; 1)).
Some Remarks. We should have I ∼= A0(G¯), and by dimension reasons A(G¯) ∼= psl(3)⊗
O(3; 1) since it is a minimal ideal of G¯0. This is supported when we consider that
dim G¯ = 222. We also have dim A(G¯) = 189, dim W (2; 1) = 18 and dim A = 8. Since
J extends psl(3), this gives the remaining dimension of 7.
4.7 Counterexamples to Morozov’s theorem: E8 (2)
We focus on an interesting example of a non-semisimple maximal subalgebra in the
exceptional Lie algebra of type E8. This does not appear in the paper [LMT09], consider
e = eα1 + eα2 + eα3 + eα5 + eα6 + eα8 to be the standard representative for the orbit
O(A2
2 + A1
2).
For fields of characteristic p > 3, we know dim Lie(Ge) = 80 by [LT11] but [Ste16]
gives dim ge = 84 for p = 3. Since the representative is the same for all p we continue
120
4.7. Counterexamples to Morozov’s theorem: E8 (2)
to use the associated cocharacter τ given by
2 2 −5 2 2 −3 2
2
from [LT11, pg. 131].
Proposition 4.7.1. The centraliser ge is 84-dimensional with a depth-one grading in-
duced by τ . Further, the new elements have the following properties
u1 = e1110000
0
+ 2e0110000
1
+ e0011000
1
+ e0111000
0
+ e0011100
0
∈ ge(τ,−1),
u2 = e1221110
1
+ e1122110
1
+ e1121111
1
+ e0122210
1
+ 2e0122111
1
∈ ge(τ,−1),
u3 = f1110000
1
+ f1111000
0
+ f0111000
1
+ f0011100
1
+ 2f0111100
0
∈ ge(τ,−1),
u4 = f1222110
1
+ 2f1221111
1
+ 2f1122210
1
+ 2f1122111
1
+ 2f0122211
1
∈ ge(τ,−1).
Proof. The existing 80 elements are still linearly independent, and the new elements
satisfy [ui, e] = 0. It is clear that these new elements are linearly independent.
We obtain the following information using GAP
1. The radical is one-dimensional and isomorphic to the line ke.
2. Both L := ge/ke and M := ne/ke are restricted and semisimple.
3. The Lie algebra (ne/ke)
(2) is simple and restricted.
Using [Str09, pg. 339] there are some basic facts about H(4; 1)(1) to recall. The
usual basis in characteristic three for H(4; 1)(1) given by {DH(x(a)) : 0 ≤ ai < 3, 0 <∑
i ai < 8}, and further
H(4; 1) = H(4; 1)(1) ⊕ kDH(x
(2))⊕ (kx1
2∂3 + kx2
2∂4 + kx3
2∂1 + kx4
2∂2).
It follows that
DerH(4; 1)(1) = H(4; 1)⊕ k
(
4∑
i=1
xi∂i
)
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since CH(4; 1) = DerH(4; 1)(1) by [Str04, Theorem 7.1.2(3)(c)].
Theorem 4.7.2. Let G be an algebraic group of type E8 over an algebraically closed
field of characteristic three with Lie algebra g = Lie(G). Let e ∈ O(A2
2 + A1
2) be a
nilpotent representative, then the following are true
(a) L(2) ∼= H(4; 1)(1) as Lie algebras.
(b) ne/ke ⊆ DerH(4; 1)(1) as Lie algebras.
(c) H(4; 1)(1) ⊆ ge/ke ⊆ H(4; 1) as Lie algebras.
(d) ne is maximal in E8.
Proof. By Proposition 4.7.1, we have dim ge(τ,−1) = 4, and so L has a depth-one
grading with dim L−1 = 4 since ke ∈ ge(τ, 2). It is easy to check the second derived
subalgebra is depth-one graded and simple using GAP. By [LT11, pg. 131], we have L0
is simple of type C2.
We check this in GAP by computing ge(τ, 0), and see it is the same as in the good
characteristic case. If we take the derived subalgebra, then we still obtain the same
zero component. Hence, this is a depth-one graded simple Lie algebra of dimension 79
with simple zero component of classical type. We may apply [KO95, Theorem 1] to
obtain (a).
Combining [Str04, Lemma 5.2.3 and Proposition 2.7.3] to use Theorem 4.1.2 in the
same way as Theorem 4.3.2 on ge/ke we have H(4; 1)
(1) ⊆ ge/ke ⊆ H(4; 1). Since
dim ge/ke = 83 we obtain (c). We have L
(1) ∼= H(4; 1)(1), and L(τ, 6) = 0 so we may
deduce that
L ∼= H(4; 1)(1) ⊕ (kx1
2∂3 + kx2
2∂4 + kx3
2∂1 + kx4
2∂2).
Part (b) follows since the action of ne/ke on our H(4; 1)
(1) is faithful, and so M embeds
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into the derivation algebra. Since ne = ge ⊕ kh, it follows
M ∼= H(4; 1)(1) ⊕ (kx1
2∂3 + kx2
2∂4 + kx3
2∂1 + kx4
2∂2)⊕ k
(
4∑
i=1
xi∂i
)
.
Setting M0 := ne we try to find M−1 such that M−1/M0 is an irreducible M0-
module. The set M ′−1 := {x ∈ g : [x, e] ⊆ M0} is 168-dimensional with 〈M
′
−1〉
∼= g
and basis given in Table 17. It turns out that although M ′−1/M0 is not irreducible, it is
indecomposable using the methods described in Appendix B.2.5. To prove maximality
using Remark 1.5.2 in the same way to previous sections we need to locate the required
M−1 such that M−1/M0 is irreducible as an M0/A-module.
Using Appendix B.2.5 we find an M0-invariant space M−1 of dimension 164 such
that M−1/M0 is irreducible. Then we are able to use our normal argument using
Remark 1.5.2 with this new M−1, as this plays the role of M(−1) in the usual definition
of a Weisfeiler filtration. We then confirm that 〈M−1〉 = g in GAP as required.
Remark 4.7.3. It should be noted that finding this module was extremely fortuitous,
as there is no obvious ideal to recreate the situations of Theorem 4.5.1 and 4.6.1. Had
we been unable to locate such a module, we could say that M−1 contains at least one
element from M ′−1. We then simply verify for every v of M
′
−1 that 〈M0, v〉 = M0 or g.
In either case we obtain part (d).
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Maximal subalgebras over fields of
characteristic two
We consider maximal subalgebras in exceptional Lie algebras for fields of characteristic
two. Many ideas we have used are still useful in this chapter, although to identify simple
Lie algebras we may need to provide explicit isomorphisms. Luckily for us, many of the
simple Lie algebras we encounter have reasonably small dimensions.
5.1 Simple Lie algebras in characteristic two
There is no detailed list of known simple Lie algebras in characteristic two, so in this
section we say something about the classical and Cartan type Lie algebras. From Table 1
in Section 1.1 we see that the exceptional Lie algebras G2, E6 and E8 are simple for
characteristic two — but F4 and E7 are not.
In F4, there is an ideal generated by the short roots. This is obtained by generating
a subalgebra indexed by the following roots
{±{0001},±{0011},±{0111},±{1111},
±{0121},±{1121},±{1221},±{1231},
±{0110},±{1110},±{0010},±{1232}},
(5.1)
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to produce a 26-dimensional simple Lie algebra. There is a grading on this Lie algebra
IF4, setting the following degrees on each simple root
deg(α1) = 1
deg(α2) = 0
deg(α3) = −1
deg(α4) = 1
(5.2)
This gives a short grading IF4 = (IF4)−1⊕(IF4)0⊕(IF4)1, such that (IF4)0 is a simple Lie
algebra of dimension 14. It is possible to show that (IF4)0 from the above description
of the ideal in F4 is in fact isomorphic to psl(4).
We also have F4/IF4
∼= IF4 as Lie algebras, and to see this consider the remaining
roots of F4 with the following degrees
deg(α1) = 1
deg(α2) = −1
deg(α3) =
1
2
deg(α4) = 0.
(5.3)
It is easy to verify this gives the exact same grading as above for IF4 , and from here an
isomorphism is obvious. This is almost identical to the situation for G2 in characteristic
three, where the adjoint module is indecomposable. For E7 there is a one-dimensional
centre, and g/z(g) is simple of dimension 132.
In fields of characteristic two only Lie algebras of type An are simple, and this is
only when n is even. For n odd we have a non-zero centre, and any Lie algebra of
type Bn, Cn or Dn have non-zero centres. In Lie algebras of type Cn we take derived
subalgebras to obtain simple Lie algebras.
Consider the case n = 3 with sp(6) of dimension 21. Taking the second derived
subalgebra gives a simple Lie algebra sp(6)(2) of dimension 14. Since all Lie algebras
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of type Cn are subalgebras of sl(n + 1), we have that sp(6)
(2) ⊆ psl(4). By dimension
reasons we must have sp(6)(2) ∼= psl(4).
Remark 5.1.1. For characteristic two, Lie algebras of type Cn have one-dimensional
centres and the first derived subalgebra of sp(2n) has dimension
(
2n
2
)
. The second derived
subalgebra gives a simple Lie algebra of dimension
(
2n
2
)
− 1.
Repeating [Pre17, §4.4] we may consider the algebraic group of type G2 with Lie
algebra g. It follows that g ⊆ sp(6), and since g is simple it must be that g actually lies
in the second derived subalgebra. By dimension reasons g ∼= psl(4). The Cartan type
Lie algebras are all still defined in characteristic two, where we note that W (1; 1) is no
longer simple, W (2; 1) ∼= sl(3), and H(4; 1)(1) ∼= psl(4).
We finish this section with a result that links together F4 and H(6; 1)
(1). We start
by showing that there is a simple subalgebra in H(6; 1)(1), and prove it is isomorphic
to the ideal generated by short roots in F4.
Proposition 5.1.2. For algebraically closed fields of characteristic two, the simple Lie
algebra H(6; 1)(1) contains a simple subalgebra denoted by H(6; 1).
Proof. Consider the Lie algebra generated by ∂i and elements
u1 := DH(x1x2x5) +DH(x1x3x6)
u2 := DH(x1x2x4) +DH(x2x3x6)
u3 := DH(x1x3x4) +DH(x2x3x5)
u4 := DH(x1x4x5) +DH(x3x5x6)
u5 := DH(x1x4x6) +DH(x2x5x6)
u6 := DH(x2x4x5) +DH(x3x4x6)
(5.4)
Such elements are easily obtained in GAP by insisting all relations are true such as
∂1(∂2(u1)) = ∂2.
It should be noted that we have ∂i = DH(xi′) in the notation of (1.16). As an
126
5.1. Simple Lie algebras in characteristic two
example, we have that
DH(x1x2x5) = ∂1(x1x2x5)∂4 + ∂2(x1x2x5)∂5 − ∂5(x1x2x5)∂2
= x2x5∂4 + x1x5∂5 − x1x2∂2.
Hence, it is now an easy exercise to check that ∂1(∂2(u1)) = ∂2.
Generating a subalgebra in GAP gives a Lie algebra of dimension 26, which we
confirm is simple using the MeatAxe. For further details on obtaining the elements ui
above we refer the reader to Appendix B.4.
Theorem 5.1.3. For p = 2, we have that F4/IF4
∼= IF4 ∼= H(6; 1) as Lie algebras.
Proof. Consider our grading on L := IF4 from (5.2). This grading is such that L =
L−1 ⊕ L0 ⊕ L1 where L0 ∼= psl(4) and dim L−1 = dim L1 = 6. In H(6; 1) we have
exactly the same situation, since H(6; 1)0 ∼= sp(6)(2). There is a basis for H(6; 1)1 from
(5.4) with elements
u1 := DH(x1x2x5) +DH(x1x3x6)
u2 := DH(x1x2x4) +DH(x2x3x6)
u3 := DH(x1x3x4) +DH(x2x3x5)
u4 := DH(x1x4x5) +DH(x3x5x6)
u5 := DH(x1x4x6) +DH(x2x5x6)
u6 := DH(x2x4x5) +DH(x3x4x6)
We start the isomorphism mapping in the following way
∂1 7→ e0001, ∂2 7→ f0110
∂3 7→ e1111, ∂4 7→ f0121
∂5 7→ f0010, ∂6 7→ f1231
To complete the isomorphism we just map the appropriate element of IF4 to each ui.
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For example; we send u1 to f1111, and check the relations such as ∂1(∂2(u1)) = ∂2 are
satisfied. This shows that IF4
∼= H(6; 1) as required.
5.2 The nilpotent orbit O(A1
3) in the exceptional
Lie algebras
We explore the nilpotent orbit O(A1
3) in each of the exceptional cases En for n = 6, 7
and 8. Denoted by O(A′1
3) in E7, they all have the same representative e := eα1 + eα4 +
eα6 obtained by restricting E7 and E8 to a subsystem of type E6. This element is the
same for all p, and so we continue to use the associated cocharacters τ given on [LT11,
pg. 81, 94 and 124]. These cocharacters τ are labelled as
2 −2 2 −2 2
−1
2 −2 2 −2 2 −1
−1
2 −2 2 −2 2 −1 0
−1
in E6, E7, and E8 respectively.
By [LMT09, Section 4] there are non-zero elements X, Y ∈ ge(τ,−1) with
X = e11110
1
+ e01210
1
+ e01111
1
∈ ge(τ,−1),
Y = f11210
1
+ f11111
1
+ f01211
1
∈ ge(τ,−1).
(5.5)
Then, Lie(Ge) ⊆
⊕
i≥0 ge(τ, i) and
ge =
⊕
i≥−1
ge(τ, i) and dim ge(τ,−1) = 2,
as in the characteristic three case for the orbit O(A2
2 + A1). The elements of Lie(Ge)
given on [LT11, pg. 81, 94 and 124] continue to be linearly independent in characteristic
two — although we adjust the coefficients modulo 2. Together with X, Y we may form
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a basis of ge for all cases. Using GAP we find
1. The radical A of ne is abelian of dimension 3, unless g has type E7 where A is
abelian of dimension 4.
2. Mn := Ng(A) has dimension 43, 74 and 141 respectively.
3. Ng(A)/A is semisimple in all cases, and dim Ng(A)/A = dim ge.
4. The set L−1 := {x ∈ g : [x,A] ⊆ Ng(A)} is such that dim L−1 = dim g.
Theorem 5.2.1. Let G be an algebraic group of type En over an algebraically closed
field of characteristic two with Lie algebra g = Lie(G). For any e ∈ O(A1
3) we have
that Mn is a maximal subalgebra.
Proof. Since L−1 = g, if L−1/Mn is irreducible we are done. Unfortunately this does
not happen, and appears to be because the semisimple Lie algebra Mn/A contains a
minimal ideal In. To construct In we apply ad(ge(τ,−1)) to elements of ge(τ, 2) and
produce a subalgebra in Mn.
We then construct the set Nn := {x ∈ g : [x,A] ⊆ In}. In all cases dim Nn =
dim g − 3, and that Nn/Mn is an irreducible Mn-module with Tables 18, 21 and 23
giving the details on how to obtain this in GAP.
Consider 〈Nn〉, which has dimension equal to dim g. We obtain maximality since
L−1/L0 is indecomposable, and so any subalgebra strictly containingMn contains Nn. It
could also be deduced since there are no subalgebras of codimension 3 in the exceptional
Lie algebras.
We use the basis given [LT11, pg. 81], and apply ad(ge(τ,−1)) to ge(τ, 2). This
gives an ideal I6 of our Lie algebra M6 that is 35-dimensional.
Theorem 5.2.2. Consider g = Lie(G) where G has type E6 over an algebraically closed
field of characteristic two. For any e ∈ O(A1
3) we have the following
(a) I6/A ∼= sl(3)⊗O(2; 1) as Lie algebras.
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(b) M6/A ∼= (sl(3)⊗O(2; 1))⋊ (1sl3 ⊗W (2; 1)) as Lie algebras.
Proof. We have that dim I6 = 35, and L := M6/I6 is an 8-dimensional Lie algebra with
grading L−1 ⊕ L0 ⊕ L1 where dim L±1 = 2 and L0 ∼= gl(2). In characteristic two the
grading of W (2; 1) is identical to this, and it is easy to verify L ∼= W (2; 1) ∼= sl(3).
To determine the isomorphism class of I := I6/A, we note that using GAP I has
dimension 32 with nilpotent radical of dimension 24. To confirm that I ∼= sl(3)⊗O(2; 1),
we know by Theorem 1.4.2 that I ∼= S ⊗ O(m;n) since I is minimal. By [LT11, pg.
81] it follows that S ∼= sl(3) since sl(3) ⊆ I6, and we can verify rad(I6) ⊆ ge(τ, > 0).
This forces O(m;n) = O(2; 1), and hence M6 ∼= (sl(3)⊗O(2; 1))⋊ (1sl3 ⊗W (2; 1)) by
Block’s theorem.
For the exceptional Lie algebras of type E8, we compute minimal ideal I8 in GAP
by applying ad(ge(τ,−1)) to ge(τ, 2). This produces an ideal of dimension 107, but
following similar ideas to Theorem 4.6.1 we may “add” some elements from ge(τ, 0) to
obtain a bigger ideal J8 of dimension 133. The basis of both these ideals is given in
Appendix B.2.7.
Proposition 5.2.3. Let g = Lie(G) where G has type E8 over an algebraically closed
field of characteristic two. For any e ∈ O(A1
3) we have the following
(a) M8/J8 ∼= W (2; 1), and J8/I8 ∼= H(6; 1) as Lie algebras.
(b) I8/A ∼= H(6; 1)⊗O(2; 1) as Lie algebras.
(c) M8/A ∼= J ⋊W (2; 1) as Lie algebras, where J lives in the short exact sequence
0→H(6; 1)⊗O(2; 1)→ J →H(6; 1)→ 0.
Proof. We use the basis for ge given on [LT11, pg. 124], and apply ad(ge(τ,−1)) to
elements of ge(τ, 2) to obtain ideal I8. After adding the remaining elements from ge(τ, 0)
we obtain a maximal ideal J8 such that dim J8 = 133. It also follows that L := M8/J8
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is an 8-dimensional simple Lie algebra with grading L−1 ⊕ L0 ⊕L1 where dim L±1 = 2
and L0 ∼= gl(2). This is enough to deduce L ∼= W (2; 1), proving (a).
Using GAP we can show M := (I8/A)/(rad(I8/A)) is a 26-dimensional simple Lie
algebra strictly contained in ge(τ, 0). This follows since all elements of our ideal I8 not
contained in ge(τ, 0) form a solvable ideal of I8. By [LT11], ge(τ, 0) = F4 ⊕ sl(2). Since
M is simple of dimension 26 strictly contained in ge(τ, 0) we conclude that M ∼= IF4 . It
follows from Theorem 5.1.3 that M ∼= H(6; 1).
Since I8/A is a minimal ideal in M8/A, we can use Theorem 1.4.2 to see it has the
form S ⊗ O(m;n). We have that dim S = 26, thus by dimension reasons m = 2 and
n = (1, 1). It follows I8/A ∼= H(6; 1)⊗O(2; 1) to give (b).
Finally for (c), using ge(τ,−1) and certain elements of ge(τ, 1) we may produce an
8-dimensional simple subalgebra isomorphic to W (2; 1). Hence, M8/A has a comple-
mentary subalgebra to J8/A isomorphic to H(6; 1), and using the obvious maps we see
J lives in the short exact sequence 0 → H(6; 1) ⊗ O(2; 1) → J → H(6; 1) → 0 to give
(c).
We have left the final case for type E7 until now because the structure of our maximal
ideal is different. We compute I7 in GAP by applying ad(ge(τ,−1)) to ge(τ, 2), and
obtain an ideal of dimension 59.
We use the basis for ge given on [LT11, pg. 94], and apply ad(ge(τ,−1)) to elements
of ge(τ, 2) to obtain ideal I7. However, unlike Theorem 4.6.1 we “add” elements from
ne, that generate a simple Lie algebra of dimension 8 isomorphic to W (2; 1), to obtain
an ideal J7 with dim J7 = 67. The basis for J7 can be found in Table 22. This is a
consequence of the structure of sp(2n) in characteristic two, as we must take the derived
subalgebra after factoring out the centre to obtain a simple Lie algebra.
Proposition 5.2.4. Let g = Lie(G) where G has type E7 over an algebraically closed
field of characteristic two. For any e ∈ O(A′1
3) we have the following
(a) J7/I7 ∼= W (2; 1) as Lie algebras.
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(b) J7/A ∼= (psl(4)⊗O(2; 1))⋊ (1psl4 ⊗W (2; 1)) as Lie algebras.
(c) (M7)
(1)/A ∼= J7/A, and M7/J7 is a solvable 6-dimensional Lie algebra.
Proof. Using GAP J7/I7 is 8-dimensional and simple with grading L−1⊕L0⊕L1 where
dim L±1 = 2 and L0 ∼= gl(2). In characteristic two the grading of W (2; 1) is identical
to this, and we may conclude L ∼= W (2; 1) ∼= sl(3). We obtain that dim J7 = 67. It
also follows that L := J7/I7 is an 8-dimensional simple Lie algebra with precisely the
same grading as L above. This gives part (a).
Using the ideas from Appendix B.2.3 we compute that dim rad(I7/A) = 42, and
M := (I7/A)/(rad(I7/A)) is a simple Lie algebra of dimension 14 strictly contained in
ge(τ, 0). Since ge(τ, 0) = psl(4) ⊕ sl(2), we deduce that M ∼= psl(4). Since I7/A is a
minimal ideal in M7/A, applying Theorem 1.4.2 we have I7/A ∼= psl(4) ⊗ O(2; 1) as
required. Then, we obtain part (b) by dimension reasons since J7/A ⊆ Der(psl(4) ⊗
O(2; 1)) = (psl(4)⊗O(2; 1))⋊ (1psl4 ⊗W (2; 1)).
It is clear that dim M7/J7 = 6, and using GAP we compute the derived series to
see it is solvable. In this case ge(τ, 0) has type C3+A1, and dim g = 21 for g of type C3.
Hence, if we take the derived subalgebra of ne we obtain a Lie algebra of dimension 67,
and it is clear this must be equal to J7 to finish part (c).
The Weisfeiler filtration for E6,7,8
All the results, Theorem 5.2.2, 5.2.3, and 5.2.4 exhibit the same structure in the Mn-
invariant subspace L−1 in g. We initially find that L−1 := {x ∈ g : [x,A] ⊆ Mn} is
indecomposable but not irreducible. Using Appendices B.2.6, B.2.8 and B.2.7 we are
able to calculate an Mn-invariant subspace L
′
−1, such that L
′
−1/L0 is irreducible.
There are some results about the corresponding graded Lie algebra we are able
to give, building a Weisfeiler filtration using Mn and L
′
−1. Since L−1 contains some
elements x /∈ L′−1 such that [x,A] ⊆ L0, the Weisfeiler radical M(G) should be non-
zero.
132
5.2. The nilpotent orbit O(A1
3) in the exceptional Lie algebras
Proposition 5.2.5. Let p = 2 and n ∈ {6, 8}. Suppose g has type En with maximal
subalgebra Mn and Mn-invariant subspace L
′
−1 from Theorem 5.2.2 and Theorem 5.2.3.
Then, for the Weisfeiler filtration F associated to (L′−1,Mn) with corresponding
graded Lie algebra G we have that dim M(G) = 3. Hence, G/M(G) is a semisimple Lie
algebra of dimension dim g− 3.
Proof. We obtain the following dimensions in the Weisfeiler filtration.
1. dim L′−2 = dim g,
2. dim L′−1 = dim g− 3,
3. dim L0 = dim Mn,
4. dim L1 = dim A = 3.
Suppose x ∈ L−1 \ L′−1. In G we have [x+ L
′
−1, y] = [x, y] + L0 for all y ∈ A. However,
[x,A] ⊆ L0 and so [x, y] + L0 = L0. In particular, [G1, x] = 0 and so M(G)−2 := {x ∈
L′−2 : [x,A] ⊆Mn} = G−2 has dimension 3 as required.
The corresponding graded Lie algebra then has dim G¯ = dim g− 3. In E6 we have
that G¯0 ∼= (sl(3) ⊗ O(2; 1)) ⋊ (1sl3 ⊗W (2; 1)). It should be noted that G¯≥2 = 0, and
[A, [A, G¯−1]] = 0. The second part is straightforward to see since [I, A] = 0. This again
looks like the degenerate case of the Weisfeiler filtration.
Conjecture 5.2.6. Let p = 2 and suppose g has type E6 with maximal subalgebra M6
and M6-invariant subspace L
′
−1 from Theorem 5.2.2.
Then, for the Weisfeiler filtration F associated to the pair (L′−1,M6) with corre-
sponding graded Lie algebra G we have that
sl(3)⊗O(3; 1) ⊂ G¯ ⊆ (sl(3)⊗O(3; 1))⋊ (1sl3 ⊗W (3; 1)).
Some Remarks. Since G¯0 ∼= Der(sl(3) ⊗ O(2; 1)), we should have that I ∼= A0(G¯). It
appears to be the case that A(G¯) ∼= sl(3)⊗O(3; 1). We then would have dim G¯ = 75 =
dim A(G¯) + dim W (2; 1) + dim A, which is precisely what we expect.
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When g has type E8, we have that dim G¯ = 245. This is a slightly more complicated
situation since G¯0 ∼= J ⋊W (2; 1) where J lies in the short exact sequence
0→H(6; 1)⊗O(2; 1)→ J →H(6; 1)→ 0.
We have G¯≥2 = 0, and [A, [A, G¯−1]] = 0.
Conjecture 5.2.7. Let p = 2 and suppose g has type E8 with maximal subalgebra M8
and M8-invariant subspace L
′
−1 from Theorem 5.2.3.
Then, for the Weisfeiler filtration F associated to the pair (L′−1,M8) with corre-
sponding graded Lie algebra G we have that
H(6; 1)⊗O(3; 1) ⊂ G¯ ⊆ (Der(H(6; 1))⊗O(3; 1))⋊ (1H(6;1) ⊗W (3; 1)).
Some Remarks. We should have that I8/A ∼= A0(G¯), and by dimension reasons A(G¯) ∼=
H(6; 1) ⊗ O(3; 1) as H(6; 1) ⊗ O(2; 1) is a minimal ideal of G0. We would have that
dim G¯ = 245, with dim A(G¯) = 208, dim W (2; 1) = 8 and dim A = 3. The way that J
extends H(6; 1) gives the remaining dimension of 26.
When g has type E7, we have dim G¯ = 130. Since E7 has a one-dimensional centre,
and the Weisfeiler filtration is only defined for simple Lie algebras we should consider
the question in g/z(g). However, this is not a problem since the centre of E7 is contained
in the radical of our maximal subalgebra.
This slightly complicates matters, as sp(2n) has strange properties for p = 2. Our
minimal ideal I7/A ∼= psl(4)⊗O(2; 1), and so
G¯0 ⊆ (Der(psl(4))⊗O(2; 1))⋊ (1psl4 ⊗W (2; 1))
= (sp(6)⊗O(2; 1))⋊ (1psl4 ⊗W (2; 1))
by Theorem 5.2.4. We have G¯≥2 = 0, and [A, [A, G¯−1]] = 0 in this case. Hence,
Proposition 5.2.5 continues to hold in our case, as L−1 has dimension 133 but L
′
−1 has
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dimension 130. Hence, we can conclude in exactly the same way that dim M(G) = 3.
If we factor our the centre, in g/z(g) we only obtain sp(6)(1) when we look at G¯0.
Conjecture 5.2.8. Let p = 2 and suppose g has type E7 with maximal subalgebra M7
and M7-invariant subspace L
′
−1 from Theorem 5.2.4.
Then, for the Weisfeiler filtration F associated to the pair (L′−1,M7) with corre-
sponding graded Lie algebra G we have that
psl(4)⊗O(3; 1) ⊂ G¯ ⊆ (sp(6)⊗O(3; 1))⋊ (1psl4 ⊗W (3; 1)).
Some Remarks. Since G0 ⊆ Der(psl(4) ⊗ O(2; 1)), we should find I7/A ∼= A0(G¯). It
should then be the case that A(G¯) ∼= psl(4) ⊗ O(3; 1) if we are in the degenerate
situation. In this case we have dim A(G¯) = 112 and 112 + 8 + 3 = 130 − 7. This is
supported by the fact dim sp(6)− dim psl(4) = 7.
5.3 A final case of non-semisimple maximal subal-
gebras in E7 and E8
Consider the orbit O(A1
4) over algebraically closed fields of characteristic p = 2 in the
exceptional Lie algebras of type E7 and E8. Throughout this thesis there have been
examples of non-smooth nilpotent orbits such that e[p] = 0 and
ge =
n⊕
i=−1
ge(τ, i).
Apart from one example so far we have always had dim ge(τ,−1) = 2, it turns out that
dim ge(τ,−1) = 6 or 8 in E7 and E8 respectively. Let e := eα2 + eα3 + eα5 + eα7 be the
standard representative, which remains the same in all characteristics. Hence, we may
continue to use the associated cocharacters τ given by
−1 2 −3 2 −2 2
2
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−1 2 −3 2 −2 2 −1
2
respectively from [LT11].
In E7 there is a one-dimensional centre when p = 2, and this produces another
element in the zero degree component of the centraliser. We have that dim ge = 70 due
to the tables of [Ste16] whereas dim Lie(Ge) = 63.
Proposition 5.3.1. Let G be an algebraic group of type E7 with Lie algebra g = Lie(G)
for p = 2 and e be a nilpotent orbit representative for A1
4. The centraliser has basis
the existing 63 elements and the centre E7 together with the following 6 elements:
u1 = e001000
1
+ e011000
0
+ e001100
0
∈ ge(τ,−1),
u2 = e001110
1
+ e011110
0
+ e001111
0
∈ ge(τ,−1),
u3 = e122110
1
+ e112210
1
+ e112111
1
∈ ge(τ,−1),
u4 = f011000
1
+ f001100
1
+ f011100
0
∈ ge(τ,−1),
u5 = f011110
1
+ f001111
1
+ f011111
0
∈ ge(τ,−1),
u6 = f122210
1
+ f122111
1
+ f112211
1
∈ ge(τ,−1).
(5.6)
The existing elements from [LT11] are linearly independent, and clearly the new
elements are also linearly independent. This is an extremely strange case where ge = ne.
Hence, there is no element h such that ne = ge⊕kh. Computing the radical using GAP
we have that A has dimension 2, and w := ng(A) is 71-dimensional. The new element
f ∈ w is contained in g(τ,−2), and [e, f ] = z(g).
Theorem 5.3.2. Let G be an algebraic group of type E7 over an algebraically closed
field of characteristic two with Lie algebra g = Lie(G). The following are true for any
e ∈ O(A1
4):
(a) w is a maximal subalgebra of g.
(b) ge
′ ∼= ge(2) ∼= H(6; 1)(1) as Lie algebras.
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Proof. For maximality, consider the set
L−1 := {x ∈ g : [x,A] ⊆ w},
and show L−1/w is an irreducible w/A module. In this case we have L−1 = g, and
using GAP we find there can be a submodule of dimension 132. We can obtain this
submodule in GAP, and show that it does not contain f ∈ g(τ,−2). In particular, this
submodule does not contain w. It follows that L−1/w is irreducible, and hence w is a
maximal subalgebra of E7.
For (b), we know H(6; 1)(1) has a depth-one grading with dim L−1 = 6 and L0 ∼=
sp(6)(1). From [LT11, pg. 110] we observe that ge has the correct dimension for the
minus one space, and has ge(τ, 0) ∼= sp(6). Consider the map
θ : ge(τ,−1) 7→ (H(6; 1)
(1))−1.
We map each element of ge(τ,−1) to one ∂i to fix an order, and consider mapping the
elements of ge(τ, 3) to an appropriate choice in H3 := (H(6; 1)
(1))3.
To make this appropriate choice we consider how the multiplication of ∂i works on
DH(f) for f ∈ H3 inside H(6; 1)(1). Then, we can do the same in E7 and check that
the necessary relations hold. This produces the necessary isomorphism.
Since the subalgebra g′e generated by ge(τ,−1) and ge(τ, 1) is a subalgebra of g
(2)
e
that is simple and has dimension 62 (checking using GAP) by dimension reasons we
have g
(2)
e = 〈ge(τ,±1)〉 ∼= H(6; 1)
(1) giving part (b).
The Lie algebra ge/A is 68-dimensional, and has derived subalgebra simple of di-
mension 62. Recall from Remark 1.2.6 that the elements xj∂j′ with j
′ given in (1.15)
do not lie in H(2n; 1)(1). Using GAP we may check that the elements we lose in the
derived subalgebra all have degree zero. Since ge has no elements of degree 4 we may
deduce that ge/A ∼= H(6; 1)(1)⊕
⊕
i(kxj∂j′) as Lie algebras since the elements xj∂j′ are
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elements of sp(6).
Our final example of a non-semisimple maximal subalgebra will be in the exceptional
Lie algebra of type E8. Consider the nilpotent orbit with the same label from E7
with standard representative e := eα2 + eα3 + eα5 + eα7 . The tables of [Ste16] give
dim Lie(Ge) = 120 and dim ge = 128.
A quick check reveals that ge contains the same 120 elements as Lie(Ge) from [LT11,
pg. 172] with coefficients reduced modulo 2 together with the following new 8 elements
u1 = e0010000
1
+ e0110000
0
+ e0011000
0
∈ ge(τ,−1),
u2 = e0011100
1
+ e0111100
0
+ e0011110
0
∈ ge(τ,−1),
u3 = e1221100
1
+ e1122100
1
+ e1121110
1
∈ ge(τ,−1),
u4 = e1232211
2
+ e1233211
1
+ e1232221
1
∈ ge(τ,−1),
u5 = f0110000
1
+ f0011000
1
+ f0111000
0
∈ ge(τ,−1),
u6 = f0111100
1
+ f0011110
1
+ f0111110
0
∈ ge(τ,−1),
u7 = f1222100
1
+ f1221110
1
+ f1122110
1
∈ ge(τ,−1),
u8 = f1233211
2
+ f1232221
2
+ f1233221
1
∈ ge(τ,−1).
(5.7)
The normaliser ne := ge⊕kh, where [h, e] = e. The radical of both will be exactly the
same, and we can show that A has dimension 1. Taking the second derived subalgebra
of ge we find a simple Lie algebra of dimension 118. Hence, rad(ge) is at most 10-
dimensional. Using GAP we verify none of these elements together with e forms a
solvable ideal in ge.
Proposition 5.3.3. For algebraically closed fields of characteristic two, the simple Lie
algebra H(8; 1)(1) contains a simple subalgebra denoted by H(8; 1).
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Proof. We use the same idea as Proposition 5.1.2, and consider the ∂i along with ele-
ments
v1 := DH(x1x2x3x6x7) +DH(x1x2x4x6x8) +DH(x1x3x4x7x8)
v2 := DH(x2x1x3x5x7) +DH(x2x1x4x5x8) +DH(x2x3x4x7x8)
v3 := DH(x3x1x4x5x8) +DH(x3x2x4x6x8) +DH(x3x1x2x5x6)
u4 := DH(x4x1x2x5x6) +DH(x4x2x3x6x7) +DH(x4x1x3x5x7)
v5 := DH(x5x2x3x6x7) +DH(x5x2x4x6x8) +DH(x5x3x2x7x6)
v6 := DH(x6x1x3x5x7) +DH(x6x1x4x5x8) +DH(x6x3x4x7x8)
v7 := DH(x7x1x4x5x8) +DH(x7x2x4x6x8) +DH(x7x1x2x5x6)
v8 := DH(x8x1x2x5x6) +DH(x8x2x3x6x7) +DH(x8x1x3x5x7)
(5.8)
in (H(8; 1)(1))3. Using GAP we see this generates a simple Lie algebra of dimension
118 with the details given in Appendix B.4.
Theorem 5.3.4. Let G be an algebraic group of type E8 over an algebraically closed
field of characteristic two with Lie algebra g = Lie(G). The following are true for any
e ∈ O(A1
4):
(a) L0 := ne is a maximal subalgebra of g.
(b) n
(3)
e /ke ∼= H(8; 1) as Lie algebras.
Proof. We know that dim L0 = 129. Consider L
+ :=
⊕3
i=1 ge(τ, i), and the vector
space defined by
L′−1 := {x ∈ g : [x, L
+] ⊆ L0}.
Using GAP we find M is 137-dimensional with L′−1/L0 an 8-dimensional irreducible
ge(τ, 0)-module. Take any subalgebra N containing L0. Since L
′
−1/L0 is irreducible,
it follows that N must contain these 8 elements. We find that 〈N〉 = g, thus L0 is a
maximal subalgebra of g.
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Alternatively, we can compute
L−1 := {x ∈ g : [x, e] ⊆ L0}.
It turns out again that L−1 = g, and L−1/L0 is indecomposable. A check on GAP
finds a submodule of dimension 247. Since E8 has no subalgebras of codimension 1 it
follows L0 is a maximal subalgebra of E8. The basis for the 247-dimensional submodule
is given in Appendix B.2.9.
For part (b) we check that the third derived subalgebra of L0 is a Lie algebra of
dimension 119 with a one-dimensional centre. It follows that M := n
(3)
e /ke is a 118-
dimensional simple Lie algebra. Using cocharacter τ we have dim M−1 = 8, M0 ∼=
sp(8)(1), and M3 is 8-dimensional.
The same situation occurs in the subalgebra H(8; 1) of H(8; 1)(1). There is a basis
for (H(8; 1))3 spanned by the elements
v1 := DH(x1x2x3x6x7) +DH(x1x2x4x6x8) +DH(x1x3x4x7x8)
v2 := DH(x2x1x3x5x7) +DH(x2x1x4x5x8) +DH(x2x3x4x7x8)
v3 := DH(x3x1x4x5x8) +DH(x3x2x4x6x8) +DH(x3x1x2x5x6)
v4 := DH(x4x1x2x5x6) +DH(x4x2x3x6x7) +DH(x4x1x3x5x7)
v5 := DH(x5x2x3x6x7) +DH(x5x2x4x6x8) +DH(x5x3x2x7x6)
v6 := DH(x6x1x3x5x7) +DH(x6x1x4x5x8) +DH(x6x3x4x7x8)
v7 := DH(x7x1x4x5x8) +DH(x7x2x4x6x8) +DH(x7x1x2x5x6)
v8 := DH(x8x1x2x5x6) +DH(x8x2x3x6x7) +DH(x8x1x3x5x7)
using (5.8). We map ∂i to each element of ge(τ,−1), and then make appropriate
choices to map (H(8; 1))3 to L3. To make this appropriate choice we consider how
the multiplication of ∂i works on DH(f) for f ∈ (H(8; 1))3 inside H(8; 1). Then, we
look for the same relations among elements of L3 and L−1. This gives the necessary
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isomorphism.
The Lie algebra ge/ke is 127-dimensional, and has second derived subalgebra simple
of dimension 118. By [LT11] we know that ge/A contains sp(8).
This is like the idea behind H(8; 1) having simple subalgebra H(8; 1)(1) in character-
istic two, since elements of the form xj∂j′ are not contained in the simple Lie algebra
by Remark 1.2.6. However, they all have degree zero so it seems plausible there is a
subalgebra in H(8; 1) such that the derived subalgebra is equal to H(8; 1).
5.4 A possible link to Lie superalgebras
We consider the tables of [LT11, Ste16] and nilpotent orbits O(E8(a2)) and O(E8(a4))
with standard representatives
e1 := e1000000
0
+ e0000000
1
+ e0100000
0
+ e0010000
1
+ e0011000
0
+ e0001100
0
+ e0000110
0
+ e0000001
0
e2 := e1100000
0
+ e0010000
1
+ e0110000
0
+ e0011000
0
+ e0001100
0
+ e0000110
0
+ e0000011
0
+ e0111000
0
respectively. In both cases the dimension of the centraliser ge increases from the cen-
traliser for e when considered in g over a field of good characteristic. These centralisers
now contain the p-th powers of each ei.
Theorem 5.4.1. Let G be an algebraic group of type E8 over an algebraically closed
field of characteristic two with Lie algebra g = Lie(G). For f1 := f1222110
1
+ f1122111
1
+
f1232110
1
+ f1222210
1
+ f1221111
1
+ f1232100
2
+ f0122221
1
we have L1 := 〈e1, f1〉 is a maximal
subalgebra of dimension 124. Similarly for f2 := f1232211
1
+ f2343221
2
+ f1343321
2
+ f1244321
2
we have L2 := 〈e2, f2〉 is a maximal subalgebra of dimension 124.
Proof. We may consider g as an Li-module, and show there are no submodules other
than Li itself. We construct matrices in GAP to describe the action of Li on g. For
each basis element of Li we obtain a dim g × dim g matrix with each row a list of
coefficients. Forming the module with these matrices in the MeatAxe of [GAP16] we
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ask for all submodules of g. For full details on how to do this we refer the reader to
Appendix B.3. This shows g/Li is an irreducible Li-module providing maximality.
It is worth noting that the dimension of the simple Lie algebra S(5; 1)(1) is also 124
for p = 2, and so it may well be the case that both L1 and L2 are isomorphic to a Lie
algebra of special type. We obtain the following information using GAP.
1. xi := ei
[8] ⊆ Li has type A1
4.
2. cLi(xi) := cg(xi) ∩ Li is 64-dimensional.
3. w := cLi(xi)
(2) is a 59-dimensional simple restricted Lie algebra.
We will use this to explain a possible link with Lie superalgebras. To begin we need
the definition of a Lie superalgebra for characteristic two, using [ILMS10] as our main
reference.
Definition 5.4.2. Consider the superspace g = g0¯ ⊕ g1¯ where g0¯ is a Lie algebra, g1¯
is a g0¯-module. We define on g1¯ a map such that x 7→ x
2 with (ax)2 = a2x2 for any
x ∈ g1¯ and a ∈ k, and (x+ y)
2 − x2 − y2 is a bilinear form on g1¯ with values in g0¯.
We define the bracket on ‘odd’ elements as [x, y] := (x+y)2−x2−y2, and if x, y ∈ g0¯
we use the usual Lie bracket. For u ∈ g1¯, define [x, u] = −[u, x] as the left and right
action of g0¯ on g1¯ respectively. The Jacobi identity becomes [x
2, y] = [x, [x, y]] for all
cases of more than one odd element.
The definition of derived subalgebras must be modified slightly because of the odd
elements. Set g(0) := g, and consider
g(1) := [g, g] + span{x2 : x ∈ g1¯}.
We are taking the usual derived subalgebra and adding in elements x2.
Take the analogous definitions for polynomial rings in the super case denoted as
O(m;n|m), and the Lie superalgebra version of Cartan type Lie algebras from [ILMS10].
The idea is the same, but we have to consider what happens with the odd elements.
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For any homogenous f ∈ O(m;n|m), consider
Lef :=
∑
i≤m
(∂i(f)νi + (−1)
p(f)νi(f)∂i),
where ∂i are the usual partial differentiation, νi the odd analogous and p(f) is the parity
of f . Then, define a Lie superalgebra with basis
le(m;n|m) = span{Lef : f ∈ O(m;n|m)}.
By [ILMS10, Theorem 5.1] this superalgebra is not simple, but the first derived
subalgebra is simple. Treating both ∂i and νi as the usual differentiation on poly-
nomials in O(2m;n), we obtain a Lie algebra with basis given by elements of the
form
∑2m
j=1(∂j(f)∂j′) with j
′ as in (1.15). Therefore forgetting the superstructure of
le(m;n|m) we obtain the Hamiltonian Lie algebra H(2m;n).
There is a subalgebra with elements Lef such that
∑
i ∂i(f)νi(f) = 0. If we forget
the superstructure of this particular superalgebra we obtain a Lie algebra denoted by
sh(2m;n) in [ILMS10, Table 1.18]. Together with [KL92, Lemmas 2.2.2 (4) and 2.2.3
(2)] we have the next result.
Theorem 5.4.3. For p = 2, there exists a class of simple Lie algebras denoted sh(2m;n)
of dimension 22m−1 − 2m−1 − 2. For m = 4 there is a simple subalgebra of dimension
59.
From Propositions 5.1.2 and 5.3.3 we have a simple subalgebra in the Hamiltonian
Lie algebras over fields of characteristic two denoted by H(2n; 1). The dimension is
equal to 22n−1 − 2n−1 − 2 in both cases of n = 3 and n = 4.
Consider H(2n; 1) and its standard grading in the case of p ≥ 3, then L1 is an irre-
ducible L0-module coming from the third symmetric power of the standard representa-
tion of sp(2n). If p = 2 then L1 is third exterior power of the standard representation
of sp(2n).
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It is a result of [PS83] that this contains a submodule V (ω3) where ω3 is the third
fundamental Weyl weight such that dim V (ω3) =
(
2n
3
)
−
(
2n
1
)
. We also have a condition
on n for this module being irreducible — if n is even we have V (ω3) is irreducible,
otherwise there is a submodule.
Where n is even occurs in Proposition 5.3.3, and we can calculate that dim L1 =
48 =
(
8
3
)
−
(
8
1
)
. For Proposition 5.1.2 we have n is odd, and the degree 1 component
has dimension 6 6=
(
6
3
)
−
(
6
1
)
= dim V (ω3).
There is a simple subalgebra of dimension 59 inH8, and so we should not be surprised
if H8 ∼= sh(8; 1). Since Li ∩ H8 is a 59-dimensional simple Lie algebra we may find a
link between these cases. We end with a conjecture summarising the key ideas of this
section.
Conjecture 5.4.4. Let L = H(2n; 1)(1) be a Lie algebra of Hamiltonian type with
n ≥ 3. If p = 2, then there exists a simple subalgebra denoted by H(2n, 1). The simple
Lie algebra H(2n; 1) is isomorphic to sh(2n; 1).
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Using GAP
Many calculations in this thesis were done using [GAP16], and although the majority
could be done by hand it becomes likely we make mistakes given the tedious nature of
some calculations. In this Appendix we give full details on all the commands used, and
then in Appendix B we provide the reader with a detailed account of our use of GAP
in many of the results.
A.1 Root systems of the exceptional Lie algebras in
GAP
All our work involves the exceptional Lie algebras denoted by g, and in Section 1.1 we
remarked about the ordering of our roots in the same sense as Bourbaki. In this section
we outline the definitions for the root systems of the exceptional Lie algebras using
[Bou02].
We start by defining the root systems of the exceptional Lie algebras E6, E7 and
E8. These are slightly easier than G2 and F4 as there are no short roots to consider.
For the exceptional Lie algebras En for n ∈ {6, 7, 8}, we only need to consider E8. This
follows since the root systems of both E6 and E7 are subsystems of the E8 root system.
Hence, we obtain all three at the same time.
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Throughout this section, let {ei} be the standard orthonormal basis for Rn. That is,
for each i, we let ei be the vector with 1 in the i-th position and zeros everywhere else.
Consider the standard scalar product on Rn denoted by (x|y) for x, y ∈ Rn. Define the
Z-span of this to be I.
For E8, consider the subgroup of I
′ = I + Z((e1 + . . .+ e8)/2) in R8 denoted as I ′′
consisting of elements
∑
i ciei + c/2(e1 + . . . + e8) such that
∑
i ci is an even integer.
The root system Φ is then defined as Φ = {α ∈ I ′′ : (α|α) = 2}. This gives the roots
±(ei ± ej) for i 6= j and
1/2
8∑
i=1
(−1)k(i)ei,
where the k(i) ∈ {0, 1} add up to an even integer. Then, define the simple roots as
{1/2(e1 + e8 − (e2 + . . .+ e7), e1 + e2, e2 − e1, e3 − e2, e4 − e3, e5 − e4, e6 − e5, e7 − e6)},
which we now label in the same order as {α1, . . . , α8}.
For E7, we delete e7 − e6 and change α1 to
1
2
(e1 + e7 − (e2 + . . . + e6)). A similar
idea produces the simple roots in E6. To obtain these exceptional Lie algebras in GAP
by means of the Chevalley basis, for n ∈ {6, 7, 8} we use:
gap> g:=SimpleLieAlgebra ( ‘ ‘E ’ ’ , n , f i n i t e f i e l d ) ; ;
gap> b:=Bas i s ( g ) ; ;
For F4, we consider R4 and the subgroup I ′ = I + Z((e1 + . . .+ e4)/2. Define Φ as
the set {α ∈ I ′ : (α|α) = 1 or 2}. This gives the roots ±ei, ±(ei ± ej) for i 6= j, and
±1
2
(e1 ± e2 ± e3 ± e4) where we can choose the signs independently. Finally, we define
the simple roots as {e2− e3, e3− e4, e4,
1
2
(e1− e2− e3− e4)}, which we now label in the
same order as {α1, . . . , α4}.
For F4 we obtain a slightly different ordering in GAP — differing by a permutation
on the ordering in [Bou02] using the commands:
gap> g:=SimpleLieAlgebra ( ‘ ‘F ’ ’ ,4 , f i e l d ) ; ;
gap> b:=Bas i s ( g ) ; ;
This will give the basis with the order given in Table 10 where the table is to be
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read from left to right, and top to bottom precisely the same as in [dG08, Table 8].
Table 10: List of positive roots for F4 in GAP
0001 1000 0010 0100
0011 1100 0110 0111
1110 0120 1111 0121
1120 1121 0122 1220
1221 1122 1231 1222
1232 1242 1342 2342
Finally, for G2 we consider simple roots in Z3 as e1 − e2 and −2e1 + e2 + e3. It is
straightforward to calculate the Dynkin diagrams given in (1.1)-(1.5). Each simple root
αi corresponds to a vertex, and the number of edges between vertices is given by
2(αi|αj)
(αi|αi)
2(αj|αi)
(αj |αj)
for i 6= j. Checking that the ordering in this section matches the Dynkin diagrams from
Section 1.1 is left as an exercise to the reader.
For further details on the root systems we refer the reader to [Bou02], and the full
lists of the corresponding order of the basis in GAP are found in the tables of [dG08].
It should be noted that in all cases except for F4 they are ordered in the same way,
with the GAP ordering for F4 described in Table 10 above.
A.2 Some Basics
We calculate many properties about certain subalgebras of our Lie algebra. In this
section we give a brief outline of all the basic commands used to do this. To define a
simple Lie algebra, and consider the derived series we do the following:
Procedure A.1: Obtaining the exceptional Lie algebras in GAP
gap> g:=SimpleLieAlgebra ( ‘ ‘F ’ ’ ,4 ,GF( 5 ) ) ; ;
gap> b:=Bas i s ( g ) ; ;
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gap> L i eDe r i v edS e r i e s ( g ) ;
gap> LieDer ivedSubalgebra ( g ) ;
gap> LieCentre ( g ) ;
It must be stressed that all our GAP calculations are done over the finite field GF (p)
for p a bad prime of g. However, our results are true over algebraically closed fields of
the same characteristic. This is mainly due to the fact that the exceptional Lie algebras
are defined using a Chevalley basis from Theorem 1.1.1. This allows us to obtain the
“same” basis over any field just with the structure constants reduced modulo p. Hence,
using a finite field in GAP is good enough to illustrate the case in algebraically closed
fields.
We may compute the adjoint module of a Lie algebra g. As an example, we will
consider g of type F4 to illustrate this.
Procedure A.2: The adjoint module in GAP
gap> Mats:= L i s t (b , x−>AdjointMatr ix (b , x ) )
gap> gm:=GModuleByMats (Mats ,GF( 5 ) ) ; ;
This produces a list of matrices that represent the action of g on a basis for g
where the ‘AdjointMatrix’ command does this automatically for each basis element of
g. Hence, the collection of matrices actually represents the adjoint action of g. Finally,
we ask GAP to consider this as a module with ‘GModuleByMats’.
To take a subalgebra of g, and to find centralisers and normalisers of elements in
GAP we use the following:
Procedure A.3: Centralisers and normalisers in GAP
gap> g:=SimpleLieAlgebra ( ‘ ‘F ’ ’ ,4 ,GF( 5 ) ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> e :=b [1]+b [2]+b [3]+b [ 4 ] ;
gap> Subalgebra ( g , [ b [ 3 ] , b [ 7 ] ] ) ;
gap> C:= L i eC en t r a l i s e r ( g , Subalgebra ( g , [ e ] ) ) ; ;
gap> N:=LieNormal i s er (g , Subalgebra ( g , [ e ] ) ) ; ;
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Note that, e is the nilpotent element eα1 + eα2 + eα3 + eα4 in a Lie algebra of type F4
over a finite field of characteristic five. To take the Lie solvable radical or the nilpotent
radical we input
Procedure A.4: Computing the radical of a Lie algebra in GAP
gap> rad := L ieSo lvab l e ( Ni l ) Radical (N) ;
We produce Lie algebras of Cartan type using the same ‘SimpleLieAlgebra’ com-
mand, where we specify our vector n ∈ Nm instead of the rank to consider X(m;n).
For example, to consider the non-restricted Witt algebra W (1; 2) we use
Procedure A.5: Cartan type Lie algebras in GAP
gap> SimpleLieAlgebra ( ‘ ‘W’ ’ , [ 2 ] ,GF(5 ) )
A.3 Dealing with modules
In this section we give the basic outline of the procedures we use for determining
simplicity of a Lie algebra or indecomposability of a module. We select certain nilpotent
orbits to study, using [dG08] for the complete list of all basis elements in the exceptional
Lie algebras. For example, to consider the nilpotent orbit A4 + A3 in the exceptional
Lie algebra of type E8 over algebraically closed fields of characteristic five we consider
Procedure A.6: The orbit O(A4 + A3) in E8
gap> g:=SimpleLieAlgebra ( ‘ ‘E ’ ’ ,8 ,GF( 5 ) ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> e :=b [1]+b [2]+b [3]+b [4]+b [6]+b [7]+b [ 8 ] ;
v 1+v 2+v 3+v 4+v 6+v 7+v 8
This gives the exceptional Lie algebra of type E8, with orbit O(A4 + A3) using the
standard representative e =
∑
α∈Π\{α5}
from [LT11, pg. 148]. We may consider the
centraliser, normaliser and subalgebras generated by elements of g. This allows us to
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obtain the radical of certain subalgebras — to obtain the information in [Pre17, §4.3]
use
Procedure A.7: Centraliser and normaliser of nilpotent element of type
O(A4 + A3)
gap> C:= L i eCen t r a l i z e r ( g , Subalgebra ( g , [ e ] ) ) ; ;
gap> N:=LieNormal izer (g , Subalgebra ( g , [ e ] ) ) ;
Lie a l geb ra o f dimension 51 over GF(5)
gap> rad := L ieSo lvab l eRad i ca l (N) ;
Lie a lgeb ra o f dimension 24 over GF(5)
gap> I sL i eAbe l i an ( rad ) ;
t rue
gap> w:=LieNormal izer (g , rad ) ;
Lie a lgeb ra o f dimension 74 over GF(5)
gap> w/rad ;
Lie a lgeb ra o f dimension 50 over GF(5)
We use the well-known MeatAxe package from [HR94] to verify the simplicity of our
subalgebras amongst other things. For this, we input the adjoint module as a set of
matrices {ei} using the “AdjointMatrix” and “Mats” commands to obtain this in GAP
where the collection of all {ei} represents the adjoint action. We can then ask GAP to
check the irreducibility of a module or whether the module is indecomposable.
As a word of warning, the original intention was for studying groups. We are allowed
to use this to check whether the adjoint module is irreducible, because for {ei} there is
λi ∈ k such that λiI+ ei is an invertible matrix. Hence, we are generating subgroups of
GL(V ) where the original module is irreducible under λiI + ei if and only it is under ei.
This allows us to use these commands in GAP for Lie algebras, so when GAP checks
the irreducibility of such a module it is actually checking it is irreducible under λiI+ ei.
For further details we refer the reader to [HR94].
This confirms simplicity since any ideal of our Lie algebra g is a submodule in the
adjoint module. We must be slightly cautious since GAP by default multiplies matrices
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on the right, rather than our usual left. The best way to verify what we obtain is
the correct way around is take a known ideal, normally the radical and check there is
a submodule of the same dimension. Using the default we may see the radical as a
composition factor.
The following set of commands allows us to check whether our module is irreducible,
indecomposable and what the submodules are. This will be used throughout the Ap-
pendix, where we calculate this kind of information for many different subalgebras.
Procedure A.8: Checking the irreducibility of a module
gap> b:=Bas i s ( g ) ; ;
gap> Mats:= L i s t (b , x−>AdjointMatr ix (b , x ) ) ; ;
gap> gm:=GModuleByMats (Mats ,GF( 5 ) ) ; ;
gap> MTX. I sAb s o l u t e l y I r r e d u c i b l e (gm) ;
t rue
To check the indecomposability of modules, a list of all submodules, or obtain a
proper submodule we use
Procedure A.9: Obtaining submodules in GAP
gap> MTX. IsIndecomposable (gm) ;
t rue
gap> MTX. BasesSubmodules (gm) ;
gap> t :=MTX. ProperSubmoduleBasis (gm ) ; ;
gap> tm:=MTX. InducedActionSubmodule ( FactorModule ) (gm, t ) ; ;
Remark A.3.1. For us, we check whether certain factor modules are indecomposable
to help prove maximality. For this, we use “t” and “tm” as above to obtain the correct
factor module. Then we ask GAP if this is indecomposable.
We are not able to take a tensor product of two modules — the action used is
incompatible for Lie algebras. The check to see our algebra is absolutely simple is used
because simple over a finite field does not always imply simple over algebraically closed
fields.
151
Chapter A. Using GAP
The algorithm is given in detail in [HR94], where the MeatAxe initially produces
a submodule of our module M generated from a random element v of M . Then the
process runs through several procedures, to calculate characteristic polynomials. For
all the factors of the characteristic polynomial we evaluate at v, and consider the null
space of this. Consider u in the null space and the submodule of M generated by u.
If this gives a proper submodule then GAP will return false. Otherwise the algorithm
continues, and then considers the transpose of the matrices used to produce M in
the MeatAxe. It then repeats the process to verify this does not produce a proper
submodule.
To see this is enough to prove irreducibility we refer the reader to [HR94, §2.2]. The
idea is that for any reducible module the algorithm must produce a submodule, and if
not we may conclude that M must be irreducible. In GAP our modules are taken as
kG-modules where k = GF (q) is a field and G a finite group. Consider the k-algebra
End
kG(M) of endomorphisms ofM . This is a field extension of k called the centralising
field.
To consider the absolute irreducibility of M , GAP calculates the centralising field
GF (pe) of M . The algorithm then checks to see that e = 1, and returns that our
module is absolutely irreducible in this case. For full details, and argument as to why
the algorithm is sufficient we refer the reader to [HEO05, pg. 50] and [HR94, §3].
Taking the adjoint module of the exceptional Lie algebra of type E7, and asking
whether the module is irreducible gives false when p = 2. Doing the exact same thing
for g/z(g) returns true — exactly what we would expect to happen.
For Theorem 3.1.1 we need to show that w/rad(w) is a simple Lie algebra of dimen-
sion 50. This is done using a straightforward application of the above.
Procedure A.10: Confirming information from Theorem 3.1.1
gap> n:=Bas i s (w/ rad ) ; ;
gap> Mats:= L i s t (n , x−>AdjointMatr ix (n , x ) ) ; ;
gap> gm:=GModuleByMats (Mats ,GF( 5 ) ) ; ;
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gap> MTX. I sAb s o l u t e l y I r r e d u c i b l e (gm) ;
t rue
The last thing we consider in Theorem 3.1.1 is the subalgebra generated by elements
of ge(τ,±1), and show this is a 47-dimensional Lie subalgebra. We list all elements of
each space in GAP using [LT11, dG08] and generate a subalgebra by them. We then
compute the radical, and verify that the subalgebra factored out by its radical is a
24-dimensional simple Lie algebra.
A.4 Non-semisimple subalgebras in GAP
The crucial use of GAP for us concerns the study of non-semisimple maximal subalge-
bras. We consider a subalgebra L0 := Ng(A), where A is the radical of a normaliser
for some nilpotent element e ∈ g. We write some procedures in GAP to obtain the
necessary information for maximality. To this end, we find an L0-module L−1 such that
L−1/L0 is irreducible. Then, show L−1 generates g as a Lie algebra.
For this section we give the majority of procedures we use in GAP to obtain the nec-
essary details in any of our results. In Appendix B we use all of these, and give examples
of them in action for some of our results on non-semisimple maximal subalgebras.
Consider g an exceptional Lie algebra with nilpotent element e ∈ g, and calculate
the normaliser ne along with its radical.
Procedure A.11: Studying a nilpotent orbit in GAP
gap> g:=SimpleLieAlgebra ( ” excep t i ona l type ” , rank , f i e l d ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> e i s a n i l p o t en t element for g
gap> N:=LieNormal i s er ( g , Subalgebra ( g , [ e ] ) ) ; ;
gap> rad :=L ieSo lvab l eRad i ca l (N) ; ;
gap> t :=Bas i s ( rad ) ; ;
gap> d:=Dimension ( rad ) ; ;
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Then, we look at the normaliser of the radical and label the basis elements as follows
Procedure A.12: Finding maximal non-semisimple subalgebras
gap> Nrad:=LieNormal izer ( g , rad ) ;
gap> n:=Bas i s (Nrad ) ; ;
gap> x (1) := t [ 1 ] . . . x (d):= t [ d ] ; ;
Denote the radical by A, we need to compute L−1 := {x ∈ g : [x,A] ⊆ Ng(A)}, and
show L−1/L0 is irreducible. Let L0 := Ng(A, we start by making a list of the elements
of L0.
Procedure A.13: Obtaining a list of basis elements for L0
gap> W:= L i s t ( [ ] ) ; ;
gap> for j in [ 1 . . Dimension (Nrad ) ] do
i f \ in (n [ j ] ,W)= f a l s e then
R:= L i s t ( [ n [ j ] ] ) ;
Append (W,R) ;
continue ;
f i ; od ;
We then write a small procedure to find basis elements of g that are contained in
L−1 but not in L0, and produce a vector space generated by these elements along with
our elements from L0.
Procedure A.14: Obtaining some elements of L−1
gap> for i in [ 1 . . Dimension ( g ) ] do
y:= funct i on ( i )
a (1) :=\ in (b [ i ]∗ x1 , Nrad ) ; . . . ; a ( s ):=\ in (b [ s ]∗ xs , Nrad ) ;
a ( s+1):=\ in (b [ i ] , Nrad ) ;
i f a ( s+1)=true or a1=f a l s e or as=f a l s e then
return 0 ; else return i ;
f i ; end ;
i f y ( i )= i then Append (W, [ b [ i ] ] ) ; f i ; od ; od ;
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gap> V:=VectorSpace (GF(p ) ,W) ; ;
gap> v:=Bas i s (V) ;
We may not have completely obtained everything in L−1, as this only considers basis
elements of g. Since L−1 is L0-invariant we apply adL0 to our space repeatedly until
we obtain no new elements.
Procedure A.15: Obtaining the remaining basis elements of L−1
gap> for j in [ 1 . . Dimension (Nrad ) ] do
for s in [ 1 . . Dimension (V) ] do s j := funct i on ( j )
a1 :=\ in (n [ j ]∗ v [ s ] ,V) ;
a2 :=n [ j ]∗ v [ s ] ; i f a1=f a l s e then
return a2 ;
else
return 1 ;
f i ;
end ;
i f s j ( j )=a2 then Append(W, [ s j ( j ) ] ) ;
f i ; od ; od ;
gap> V:=VectorSpace (GF(p ) ,W) ; ;
gap> Dimension (V) ;
We check that the subalgebra generated by L−1 is isomorphic to g. All that remains
is to confirm that L−1/L0 is irreducible — we achieve this by computing L−1 as an
L0-module and checking it has no proper submodules strictly containing L0 other than
L0 itself. To confirm 〈L−1〉 = g and obtain the module in GAP we use Procedure A.16.
Procedure A.16: Writing L−1 as an L0-module
gap> h:=Subalgebra ( g ,W) ; ; h=g ;
true
gap> for l in [ 1 . . Dimension (Nrad ) ] do co f := func t i on ( l ) ;
t1 := [ C o e f f i c i e n t s ( v , n [ l ]∗ v [ 1 ] ) , . . . ,
C o e f f i c i e n t s (v , n [ l ]∗ v [ Dimension (V ) ] ) ] ; ;
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return t1 ; end ; od ;
gap> Mats:= L i s t ( [ 1 . . Dimension (Nrad ) ] , c o f ) ; ;
gap> gm:=GModuleByMats(Mats ,GF(p ) ) ; ;
gap> MTX. BasesSubmodules (gm) ;
There is a nice use of GAP to build the Weisfeiler filtration from our irreducible mod-
ule L−1 which should always be assumed to be denoted as V in our GAP calculations,
unless otherwise stated.
Procedure A.17: Obtaining L−2 for a Weisfeiler filtration
gap> v:=Bas i s (V) ; ;
gap> W:= L i s t ( [ ] ) ; ;
gap> for j in [ 1 . . Dimension (V) ] do
for k in [ 1 . . Dimension (V) ] do
i f \ in ( v [ j ]∗ v [ k ] ,W)= f a l s e then R:= L i s t ( [ v [ j ]∗ v [ k ] ] ) ;
Append (W,R) ;
continue ; f i ; od ; od ;
gap> VV:=VectorSpace (GF(p ) ,W) ; ; Dimension (VV) ; vv:=Bas i s (VV) ;
Using Procedure A.17 we obtain L−2, and note in some cases we may need to “add”
L−1 as in the definition of the Weisfeiler filtration from Section 1.5. This can be adapted
to obtain L−3 := [L−1, L−2], and so on to produce a Weisfeiler filtration of g.
Minimality of ideals
In some cases we may need to find a minimal ideal I to find the necessary L0-invariant
subspace L−1 such that L−1/L0 is irreducible as an L0/A-module.
To obtain the minimality of I we consider them as L0-modules, and show the only
proper submodule is the radical A of L0. This implies that I/A is irreducible as an
L0/A-module. This gives that I/A is a minimal ideal of the Lie algebra L0/A, and
hence we may use Theorem 1.4.2 to help identify the isomorphism class of I/A.
In some cases I will also be maximal, but there will be cases where this is not true.
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For these situations, I will always be the minimal ideal to be used with Theorem 1.4.2,
and J will be used to denote a maximal ideal.
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Appendix B
GAP calculations
We now provide many of the GAP calculations in detail that were performed to prove
many of the results in this thesis. This part of the Appendix should allow the reader
to completely reproduce and check the results for themselves.
B.1 The Ermolaev algebra in F4 using GAP
We begin with the information in Section 4.2, and study the exceptional Lie alge-
bra of type F4 over fields of characteristic three. In particular, the nilpotent orbit
O(F4(a1)) with standard representative e := e0100 + e1000 + e0120 + e0001 ∈ F4. Recall
from Theorem 4.2.4 that f := f1242, and so to check L := 〈e, f〉 we calculate
Procedure B.1: The Ermolaev algebra in F4
gap> g:=SimpleLieAlgebra ( ‘ ‘F ’ ’ ,4 ,GF( 3 ) ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> e :=b [1]+b [2]+b [4]+b [ 1 0 ] ; ;
gap> f :=b [ 4 5 ] ; ;
gap> L:=Subalgebra ( g , [ e , f ] ) ; ;
gap> Dimension (L ) ;
26
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B.1.1 Proposition 4.2.1
We show how we obtain the module V used in Proposition 4.2.1 to show L is isomorphic
to the Ermolaev algebra. To start, we take a basis of L in GAP and consider the element
v := e0111 − e1110. We can either take the basis element of L equal to v or just write v
in terms of our usual basis for F4 as follows
Procedure B.2: Obtaining the module V in Proposition 4.2.1
gap> l :=Bas i s (L ) ; ;
gap> v:= l [ 1 5 ] ; ;
gap> vv:=b[8]−b [ 9 ] ; ;
gap> v=vv ;
true
Next, we obtain the subalgebra W so that we can consider the action of W on v.
Take ff := f1222 − f1242, and calculate the subalgebra generated by e and ff .
gap> f f :=b[44]−b [ 4 6 ] ; ;
gap> W:=Subalgebra ( g , [ e , f f ] ) ; ;
gap> Dimension (W) ;
18
gap> w:=Bas i s (W) ;
Now we are able to calculate the module V with the following in GAP:
V:=VectorSpace (GF( 3 ) , [w[ 2 ] ∗ v ,w[ 3 ] ∗ v ,w[ 4 ] ∗ v ,
w[ 5 ] ∗ v ,w[ 6 ] ∗ v ,w[ 7 ] ∗ v ,w[ 8 ] ∗ v ,w[ 9 ] ∗ v ] ) ; ;
Dimension (V) ;
8
Note that we should take w[i] · v for all i = 1, . . . , 18, but a quick calculation in
GAP shows the above is sufficient to obtain all of V . It is a simple exercise to show
that V ∩W = 0, and that V +W = L as required in Proposition 4.2.1. Finally, we
compute the Lie algebra generated by [V, V ] using the following:
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Procedure B.3: Generating W in Proposition 4.2.1
gap> vv:=Bas i s (V) ; ;
gap> R:= L i s t ( [ ] ) ; ;
gap> for j in [ 1 . . Dimension (V) ] do
for k in [ 1 . . Dimension (V) ] do
i f \ in ( vv [ j ]∗ vv [ k ] ,R)= f a l s e then S:= L i s t ( [ vv [ j ]∗ vv [ k ] ] ) ;
Append (R, S ) ; continue ; f i ; od ; od ;
gap>WW:=Subalgebra ( g ,R ) ; ;
gap> Dimension (WW) ;
18
gap>WW=W;
true
To follow our labelling above, note that WW is the Lie algebra generated by all
elements of R where R is used to denote the collection of all elements [vi, vj] for vi, vj ∈
V . By checking that WW and W are the same we confirm that 〈[V, V ]〉 ∼= W .
This also provides us with enough information to check that the grading defined
in the proof of Proposition 4.2.1 is well-defined. Since every element x of W is a Lie
bracket of element of V , each homogeneous element of L has a degree. From here, we
just have to check that no element has been given more than one degree.
B.1.2 Maximality of the Ermolaev algebra in GAP
Using Procedure A.8 we may confirm that L is a restricted simple Lie algebra of di-
mension 26. In Theorem 4.2.4 we gave a non-GAP proof of maximality, but here we
may achieve maximality completely in GAP. Consider g as a L-module using an easy
algorithm given as follows:
Procedure B.4: Obtaining a subalgebra L as a g-module
gap> bh:=Bas i s (L ) ;
gap> for i in [ 1 . . Dimension ( g ) ] do
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s := funct i on ( i ) ;
m1:=[ C o e f f i c i e n t s (b , bh [ 1 ] ∗ b [ i ] ) , . . . ,
C o e f f i c i e n t s (b , bh [ Dimension (L ) ] ∗ b [ i ] ) ] ;
return m1; end ; od ;
gap> Mats:= L i s t ( [ 1 . . Dimension ( g ) ] , s ) ; ;
Using Procedure A.8 we can ask for all the submodules of g as an L-module. This
returns just two non-zero submodules, namely L and g themselves. From this we
conclude g/L is irreducible. Hence, any subalgebra strictly containing L must contain
g proving maximality. This is the exact idea is used in Theorem 5.4.1 to prove the
existence of two maximal subalgebras in exceptional Lie algebras of type E8.
B.2 Examples of maximal non-semisimple subalge-
bras
Recall Appendix A.4, where we gave many procedures that were used in calculating
many details in our examples of maximal non-semisimple subalgebras. We start by
fixing our notation in the same way as Appendix A.4. Let g be a simple Lie algebra of
exceptional type and e a nilpotent element of g.
For ne, let A be the radical of this normaliser and L0 = Ng(A). For some of our
examples we need to calculate a minimal ideal I in L0. The entirety of this section is
devoted to computing L−1 in each case, along with such minimal ideals I as the become
necessary.
B.2.1 Theorem 4.3.2
We begin with Theorem 4.3.2 regarding the nilpotent orbit O(A˜2 + A1) in g of type
F4, with representative e := e1000 + e0010 + e0001. We use [dG08, Table 8] to look up
the basis elements in GAP to obtain the normaliser of such a nilpotent element and
calculate the radical.
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Procedure B.5: The nilpotent orbit O(A˜2 + A1) in F4
gap> g:=SimpleLieAlgebra ( ”F” ,4 ,GF( 3 ) ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> e :=b [1]+b [2]+b [ 3 ] ; ;
gap> N:=LieNormal i s er (g , Subalgebra ( g , [ e ] ) ) ; ;
gap> rad := L ieSo lvab l eRad i ca l (N) ; ;
gap> I sL i eAbe l i an ( rad ) ;
t rue
gap> t :=Bas i s ( rad ) ; ;
gap> Nrad:=LieNormal izer ( g , rad ) ; n:=Bas i s (Nrad ) ; ;
<Lie a lgeb ra o f dimension 26 over GF(3)>
gap> x1:= t [ 1 ] ; ; x2:= t [ 2 ] ; ; x3 := t [ 3 ] ; ; x4:= t [ 4 ] ; ;
gap> x5:= t [ 5 ] ; ; x6:= t [ 6 ] ; ; x7 := t [ 7 ] ; ; x8:= t [ 8 ] ; ;
This gives 19-dimensional ne for the nilpotent element e, with an 8-dimensional
solvable radical A with basis
A := 〈e1000 + e0010 + e0001, e0011, e1121 + e0122, e1122, e1242, f0100, f1100 + f0110, f1220〉.
It is easy to check this is abelian, and that Ng(A) is 26-dimensional. We consider
Ng(A)/A, and see this is an 18-dimensional simple restricted Lie algebra.
gap> bh:=Bas i s (Nrad/ rad ) ; ;
gap> Mats:= L i s t (bh , x−>AdjointMatr ix (bh , x ) ) ; ;
gap> gm:=GModuleByMats (Mats ,GF( 3 ) ) ; ;
gap> MTX. I sAb s o l u t e l y I r r e d u c i b l e (gm) ;
t rue
Next, we compute L−1 := {x ∈ g : [x,A] ⊆ Ng(A)}, and show L−1/L0 is irreducible.
Let L0 := Ng(A), we make our list of elements in L0 using Procedure A.13.
gap> W:= L i s t ( [ ] ) ; ;
gap> for j in [ 1 . . 2 6 ] do
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i f \ in (n [ j ] ,W)= f a l s e then
R:= L i s t ( [ n [ j ] ] ) ;
Append (W,R) ;
continue ;
f i ; od ;
Using Procedure A.14 we produce a vector space generated by the elements along
with our elements from L0.
gap> for i in [ 1 . . 5 2 ] do
s := funct i on ( i )
a1 :=\ in (b [ i ]∗ x1 , Nrad ) ;
a2 :=\ in (b [ i ]∗ x2 , Nrad ) ;
a3 :=\ in (b [ i ]∗ x3 , Nrad ) ;
a4 :=\ in (b [ i ]∗ x4 , Nrad ) ;
a5 :=\ in (b [ i ]∗ x5 , Nrad ) ;
a6 :=\ in (b [ i ]∗ x6 , Nrad ) ;
a7 :=\ in (b [ i ]∗ x7 , Nrad ) ;
a8 :=\ in (b [ i ]∗ x8 , Nrad ) ;
a9 :=\ in (b [ i ] , Nrad ) ;
i f a9=true or a1=f a l s e or a2=f a l s e or a3=f a l s e or a4=f a l s e
or a5=f a l s e or a6=f a l s e or a7=f a l s e or a8=f a l s e then
return 0 ; else return i ;
f i ; end ;
i f s ( i )= i then Append (W, [ b [ i ] ] ) ; f i ; od ; od ;
gap> V:=VectorSpace (GF(3 ) ,W) ; ;
gap> v:=Bas i s (V) ;
We have not obtained everything in L−1, and so we apply adL0 to our space repeat-
edly using Procedure A.15 until we obtain no new elements.
gap> for j in [ 1 . . 2 6 ] do
for s in [ 1 . . Dimension (V) ] do s j := funct i on ( j )
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a1 :=\ in (n [ j ]∗ v [ s ] ,V) ;
a2 :=n [ j ]∗ v [ s ] ; i f a1=f a l s e then
return a2 ;
else
return 1 ;
f i ;
end ;
i f s j ( j )=a2 then Append (W, [ s j ( j ) ] ) ;
f i ; od ; od ;
gap> V:=VectorSpace (GF(3 ) ,W) ; ;
gap> Dimension (V) ;
44
Fortunately, for g of type F4 we only need to do this once. To see this we could try
to repeat the process, but would only obtain the exact same V . The basis is given
in Table 11, it is left to the reader to look up the corresponding elements of F4 using
[dG08, Table 8].
We check that the subalgebra generated by L−1 is isomorphic to g. To confirm that
L−1/L0 is irreducible, we compute L−1 as an L0-module and check it has no proper
submodules strictly containing L0 other than L0 itself using Procedure A.16. In this
case we look at Procedure B.6 which does this for this example.
Table 11: L−1 in F4 for use in Theorem 4.3.2
L−1 := span{v.1 + v.2 + v.3, v.5, v.14 + v.15, v.18, v.22, v.28, v.30+ v.31,
v.40, v.15, v.31, v.2 + v.3, v.41,
v.43− v.44, v.33 + v.34, v.47, v.35− v.36− v.37, v.11 + v.12, v.21,
v.3, v.50 + v.51, v.32− v.34, v.19− v.20, v.24,
v.12 + v.13, v.8− v.9− v.10, v.49− v.51, v.9 + v.10, v.10,
v.13, v.17, v.20, v.23, v.34, v.36+ v.37, v.37, v.44,
v.45, v.48, v.51, v.52, v.25− v.27, v.26 + v.27, v.6 + v.7, v.38 + v.39}
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Procedure B.6: L−1 as an L0-module for F4 example
gap> h:=Subalgebra ( g ,W) ; ; h=g ;
true
gap> for l in [ 1 . . 2 6 ] do co f := func t i on ( l ) ;
t1 := [ C o e f f i c i e n t s (v , n [ l ]∗ v [ 1 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 2 ] ) , C o e f f i c i e n t s ( v , n [ l ]∗ v [ 3 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 4 ] ) ,
C o e f f i c i e n t s (v , n [ l ]∗ v [ 5 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 6 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 7 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 8 ] ) ,
C o e f f i c i e n t s (v , n [ l ]∗ v [ 9 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 1 0 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 1 1 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 1 2 ] ) ,
C o e f f i c i e n t s (v , n [ l ]∗ v [ 1 3 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 1 4 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 1 5 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 1 6 ] ) ,
C o e f f i c i e n t s (v , n [ l ]∗ v [ 1 7 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 1 8 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 1 9 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 2 0 ] ) ,
C o e f f i c i e n t s (v , n [ l ]∗ v [ 2 1 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 2 2 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 2 3 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 2 4 ] ) ,
C o e f f i c i e n t s (v , n [ l ]∗ v [ 2 5 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 2 6 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 2 7 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 2 8 ] ) ,
C o e f f i c i e n t s (v , n [ l ]∗ v [ 2 9 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 3 0 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 3 1 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 3 2 ] ) ,
C o e f f i c i e n t s (v , n [ l ]∗ v [ 3 3 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 3 4 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 3 5 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 3 6 ] ) ,
C o e f f i c i e n t s (v , n [ l ]∗ v [ 3 7 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 3 8 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 3 9 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 4 0 ] ) ,
C o e f f i c i e n t s (v , n [ l ]∗ v [ 4 1 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 4 2 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 4 3 ] ) , C o e f f i c i e n t s (v , n [ l ]∗ v [ 4 4 ] ) ] ; ;
return t1 ; end ; od ;
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gap> Mats:= L i s t ( [ 1 . . Dimension (Nrad ) ] , c o f ) ; ;
gap> gm:=GModuleByMats(Mats ,GF( 3 ) ) ; ;
gap> MTX. BasesSubmodules (gm) ;
[< immutable compressed matrix 8x44 over GF(3 ) >,
< immutable compressed matrix 26x44 over GF(3 ) >,
< immutable compressed matrix 44x44 over GF(3 ) >]
This leaves us with proper submodules of dimension 8 and 26 only, and hence L−1/L0
is an 18-dimensional irreducible module as required. We build the Weisfeiler filtration
from our irreducible module L−1 using Procedure A.17 as follows:
Procedure B.7: Obtaining L−2 in F4
gap> v:=Bas i s (V) ; ;
gap> W:= L i s t ( [ ] ) ; ;
gap> for j in [ 1 . . 4 4 ] do
for k in [ 1 . . 4 4 ] do
i f \ in ( v [ j ]∗ v [ k ] ,W)= f a l s e then R:= L i s t ( [ v [ j ]∗ v [ k ] ] ) ;
Append (W,R) ;
continue ; f i ; od ; od ;
gap> VV:=VectorSpace (GF(3 ) ,W) ; ; Dimension (VV) ;
52
This is used in Theorem 4.3.4 where we find a Weisfeiler filtration F such that
gr(F) ∼= S(3; 1)(1).
The grading in Theorem 4.3.4
Having obtained L−1, we are able to do some computations for the Weisfeiler filtration in
Theorem 4.3.4. In the proof we obtained 3 elements f1, f2 and f3 representing x
2yz2∂x−
xy2z2∂y, y
2x2z∂y − x
2yz2∂z and xy
2z2∂z − x
2y2z∂x ∈ S(3; 1)
(1).
Since we are looking in G, all our spaces of quotient spaces since Gi = Li/Li+1 from
Section 1.5. This creates some small issues using GAP, and so we initially compute the
necessary Lie brackets. Then, we add Li+1 afterwards. This is because when taking
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the Lie bracket in G we have [u+Li+1, v+Lj+1] = [u, v] +Li+j−1. We set our elements
∂{x,y,z} from Theorem 4.3.4 in GAP using the following:
gap> dz:=e ;
gap> dx:=b [8]+b [9]+2∗b [ 1 0 ] ;
gap> dy:=2∗b [35]+b [37]+b [ 3 6 ] ;
We may take a basis for G−2 spanned by the elements
{(2f1000 + 2f0001 + f0010) + L−1, (e1100 + 2e0110) + L−1,
f0122 + L−1, 2e1220 + L−1,
2f0011 + L−1, f1242 + L−1,
2e2342 + L−1, 2f1122 + L−1}.
Using [dG08] we can write each of these elements as xi for some i = 1, . . . , 8. That is,
consider x1 := 2f1000 + 2f0001 + f0010. We then do the obvious computations to satisfy
(4.4) in Section 4.3.
gap> x1:=
gap> dx∗( dx∗( dz ∗( dz ∗( dy∗x1 ))))=dx ;
true
gap> dy∗( dy∗( dz ∗( dz ∗( dx∗x1 ))))=dy ;
true
Hence, we may conclude that x1 + L−1 is our candidate for x
2yz2∂x − xy2z2∂y. A
similar idea is used to find f2 and f3, since using our basis for L−1 we can consider
elements of G−1. Then, we check the obvious relations in a similar way to the above to
find our candidates for y2x2z∂y − x2yz2∂z and xy2z2∂z − x2y2z∂x.
We create our grading using fi and ∂{x,y,z}, this ensures automatically that [G ′−1,G
′
i] =
G ′i−1 for all i. To check the rest of the grading is well-defined we compute all the neces-
sary Lie brackets to check that [G ′i,G
′
j] = G
′
i+j for all i, j.
Our main issue is cases where [u, v] 6= 0, but we require [u+Li+1, v+Lj+1] = 0. Since
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the multiplication in G is defined as [u, v]+Li+j−1, we must show that [u, v] ∈ Li+j−1 to
solve this issue. In fact, this is used to show [G ′4,G
′
4] = 0 in the proof of Theorem 4.3.4.
For an example, we check some of the calculations in showing [G ′2,G
′
2] = G
′
4 in this
Appendix. The exact same idea is used for the grading in Theorem 4.4.2 for the E6
case, with the obvious changes to the elements needed to be made.
Take the basis for G ′2 from Section 4.3, (4.5). We need to put these elements of g
into a basis in GAP, taking L−1 and maximal subalgebra L0 = Ng(A) as above in the
Weisfeiler filtration. In GAP we have labelled these as V and Nrad respectively. To
obtain ui for some of our i in (4.5) simply input
gap> u1:=b [16 ]+V;
gap> u2:=b [10 ]+Nrad ;
gap> u3:=b [23 ]+Nrad ;
gap> u5 :=(2∗b [36]+2∗b [37 ] )+Nrad ;
gap> u12:=b [36 ]+Nrad
Then, we can consider [u1, u2] = [2e1220+L−1, e0120+L0] = 0 ∈ G since [2e1220, e0120] =
0. For a non-zero example, consider
[u2, u5 + u13] = [e0120 + L0, (2f0121) + L0]
= [e0120, 2f0121] + L−1
. In GAP we can easily compute this Lie bracket in F4 to give
[u2, u5 + u12] = (f0001) + L−1.
Note, we take u5 + u12 as u5, u12 and u13 are not linearly independent as explained in
the proof of Theorem 4.3.4.
Checking the list of elements of L−1 from Table 11 we see that both f0001 − f0010
and f1000 + f0010 are elements of L−1. Hence, (f0001) + L−1 is equivalent to f1 =
(2f1000 + 2f0001 + f0010) + L−1 as required. Continuing with all such Lie brackets will
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show that [G ′2,G
′
2] = G
′
4 as required. To check the remainder of the grading is a simple
case of repeating the above.
B.2.2 Theorem 4.4.2
Consider Theorem 4.4.2 regarding the nilpotent orbit O(A2
2+A1) in g of type E6 with
representative e :=
∑
α∈Π\{α4}
eα. To obtain the necessary information we use [dG08,
Table 9] to look up the basis elements in GAP.
Procedure B.8: The nilpotent orbit O(A2
2 + A1) in E6
gap> g:=SimpleLieAlgebra ( ”E” ,6 ,GF( 3 ) ) ;
gap> b:=Bas i s ( g ) ;
gap> e :=b [1]+b [2]+b [3]+b [5]+b [ 6 ] ;
gap> N:=LieNormal i s er ( g , Subalgebra ( g , [ e ] ) ) ; ;
gap> rad :=L ieSo lvab l eRad i ca l (N) ; ;
gap> t :=Bas i s ( rad ) ; ;
gap> Nrad:=LieNormal izer ( g , rad ) ;
This produces the 28-dimensional normaliser ne for nilpotent element e, and 17-dimensional
solvable radical A. This contains z(g) and the following 16 elements
{e10000
0
− e00000
1
+ e01000
0
, e00000
1
− e00010
0
− e00001
0
, e11000
0
, e00011
0
,
e11100
1
+ e11110
0
− e00111
1
+ e01111
0
, e11110
1
+ e11111
0
,
e11111
0
− e01111
1
, e11111
1
, e12211
1
+ e11221
1
, e12221
1
,
f00100
0
, f00100
1
− f01100
0
, f00110
0
+ f01100
0
f11100
0
− f01100
1
− f00110
1
− f11100
0
, f01210
1
, f11210
1
+ f01211
1
},
We verify that this has 8-dimensional abelian derived subalgebra, and obtain Ng(A)
is 35-dimensional. Then, we check Ng(A)/A is a 18-dimensional simple restricted Lie
algebra.
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Using Procedure A.14 and Procedure A.15, we find dim L−1 = 44 in this case. Simi-
lar ideas are used to verify 〈L−1〉 ∼= g, and that L−1/L0 is irreducible. For the remainder
of the Weisfeiler filtration in (1.17) we repeatedly use and adapt Procedure A.17.
This gives dim L−2 = 62, dim L−3 = 70 and dim L−4 = 78. This is used in
Theorem 4.4.2(e) to find a Weisfeiler filtration F such that gr(F) ∼= S3(1, ωS)
(1). The
basis for each of the spaces L−i are given in Table 12, with [dG08, Table 10] to be used
to read off the elements from E6.
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Table 12: L−1, L−2 and L−3 in E6 for Theorem 4.4.2
L−1 := {v.1 + v.2 + v.3 + v.5 + v.6, v.7− v.11, v.22− v.23− v.25, v.27, v.34, v.40, v.44+ v.45− v.46, v.60,
v.73− v.75 + v.77− v.78, v.45− v.46, v.64, v.62, v.65+ v.66 + v.67, v.71, v.3 + v.5, v.48 + v.49− v.50 + v.52,
v.49 + v.52, v.53 + v.54 + v.55 + v.56− v.57, v.23, v.11, v.2, v.46, v.50+ v.51 + v.52,
v.18 + v.19− v.21, v.74 + v.75− v.77− v.78, v.29 + v.30 + v.31, v.32, v.33, v.36, v.25, v.19+ v.20− v.21,
v.17 + v.21, v.12− v.13 + v.14 + v.15 + v.16, v.5 + v.6, v.77− v.78, v.6, v.51− v.52,
v.20 + v.21, v.66− v.67, v.75− v.78, v.30− v.31, v.54− v.55 + v.56, v.13 + v.15− v.16, v.37− v.39 + v.41− v.42},
L−2 := {v.40, v.60, v.7− v.11, v.44 + v.45− v.46, v.27, v.22− v.23− v.25, v.1 + v.2 + v.3 + v.5 + v.6, v.34, v.11, v.45+ v.46,
v.23− v.25, v.62 + v.64, v.2− v.5− v.6, v.32 + v.33, v.48− v.49− v.50− v.52, v.17 + v.18− v.20 + v.21,
v.73− v.75 + v.77− v.78, v.64, v.46, v.25, v.3+ v.5, v.5, v.49 + v.50, v.71, v.6, v.50− v.52, v.66− v.67,
v.65− v.67, v.77− v.78, v.18− v.19 + v.20 + v.21, v.51− v.52, v.53 + v.54 + v.55 + v.56− v.57, v.75− v.78,
v.54− v.55 + v.56, v.33, v.19 + v.20− v.21, v.20 + v.21, v.74− v.78, v.12− v.13 + v.14 + v.15 + v.16,
v.29 + v.30 + v.31, v.13 + v.15− v.16, v.37− v.39 + v.41− v.42, v.36, v.30− v.31, v.52, v.21, v.78, v.67,
v.76, v.55− v.56− v.57, v.31, v.14 + v.15− v.16, v.72, v.56 + v.57, v.68− v.69, v.15, v.41− v.42, v.35, v.26− v.28,
v.38 + v.39 + v.42, v.58− v.59− v.61, v.8 + v.9− v.10}.
L−3 := {v.60, v.40, v.27, v.7− v.11, v.11, v.45 + v.46, v.44 + v.46, v.62 + v.64, v.1 + v.3− v.5− v.6, v.48− v.49− v.50− v.52,
v.34, v.22− v.23− v.25, v.23− v.25, v.2− v.5 − v.6, v.17 + v.18− v.20 + v.21, v.73− v.75 + v.77− v.78, v.32 + v.33,
v.46, v.25, v.5 + v.6, v.64, v.3− v.6, v.49 + v.50 + v.51− v.52, v.33, v.18− v.19 + v.20 + v.21, v.71,
v.50 + v.51 + v.52, v.65 + v.66 + v.67, v.19 + v.20− v.21, v.77− v.78, v.36, v.29 + v.30 + v.31, v.74 + v.75 + v.78,
v.53 + v.54 + v.55 + v.56− v.57, v.12− v.13 + v.14 + v.15 + v.16, v.6, v.51− v.52, v.52, v.20− v.21, v.66,
v.75− v.76 + v.78, v.67, v.21, v.76− v.78, v.72, v.56 + v.57, v.78, v.54− v.55− v.57, v.55, v.68− v.69,
v.13− v.14, v.37− v.39− v.41 + v.42, v.58− v.59− v.61, v.30, v.15, v.38 + v.39 + v.41, v.31, v.14− v.16,
v.41− v.42, v.26− v.28, v.8 + v.9 − v.10, v.35, v.57, v.16, v.69, v.39− v.42, v.28, v.59− v.61, v.9 + v.10, v.43 + v.47}
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B.2.3 Theorem 4.5.1
Now consider Theorem 4.5.1 which looks at the nilpotent orbit O(A2
2 + A1) in g of
type E7 with representative e :=
∑
α∈Π\{α4}
eα. We use [dG08, Table 10] to look up the
basis elements in GAP.
Procedure B.9: The nilpotent orbit O(A2
2 + A1) in E7
gap> g:=SimpleLieAlgebra ( ”E” ,7 ,GF( 3 ) ) ;
gap> b:=Bas i s ( g ) ;
gap> e :=b [1]+b [2]+b [3]+b [5]+b [ 6 ] ;
gap> N:=LieNormal i s er (g , Subalgebra ( g , [ e ] ) ) ; ;
gap> rad := L ieSo lvab l eRad i ca l (N) ; ;
gap> t :=Bas i s ( rad ) ; ;
gap> Nrad:=LieNormal izer ( g , rad ) ;
gap> x1:= t [ 1 ] ; ; x2:= t [ 2 ] ; ; x3 := t [ 3 ] ; ; x4:= t [ 4 ] ; ;
gap> x5:= t [ 5 ] ; ; x6:= t [ 6 ] ; ; x7 := t [ 7 ] ; ; x8:= t [ 8 ] ; ;
This gives a 46-dimensional normaliser of nilpotent element e in g such that the radical
is an 8-dimensional abelian radical A. This is generated by
〈e100000
0
+ e000000
1
+ e010000
0
+ e000000
1
+ e000100
0
+ e000010
0
,
e110000
0
− e000110
0
, e122210
1
, e111110
1
, f001000
0
, f012100
1
f001000
1
− f011000
0
+ f001100
0
, e111100
1
− e111110
0
− e011110
1
〉
This shows that Ng(A) is 53-dimensional, and M := Ng(A)/A is a 35-dimensional
semisimple restricted Lie algebra.
This is the first case where we have a minimal ideal I inM , and we refer to computing
such an ideal above Theorem 4.5.1. Using Procedure A.14 and Procedure A.15 we
obtain L′−1 := {x ∈ g : [x,A] ⊆ Ng(A)} of dimension 98. However, this has a proper
submodule of dimension 80 that strictly contains L0.
Procedure B.10: Finding the ideal I for Theorem 4.5.1
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gap> nn:=Bas i s (N) ; ; w1:=nn [ 6 ] ; ; w2:=nn [ 3 1 ] ; ;
gap> y1:=b [ 1 0 4 ] ; ; y2 :=b [8]+b [ 1 2 ] ; ; y3:=b [ 5 5 ] ; ;
This gives the elements of ge(τ,−1) and ge(τ, 4) that are not contained in A used to
compute I. These elements denoted v30 := f012111
1
, v31 = e110000
0
+e000110
0
and v32 = e122221
1
in [LT11, pg. 98]. We then compute I, and the radical of I/A with the following
commands.
gap> I :=Subalgebra ( g ,
[w2∗(w2∗(w1∗(w1∗y1 ) ) ) ,w2∗(w2∗(w1∗(w1∗y2 ) ) ) ,
w2∗(w2∗(w1∗(w1∗y3 ) ) ) ,w2∗(w2∗(w1∗y1 ) ) ,
w2∗(w2∗(w1∗y2 ) ) ,w2∗(w2∗(w1∗y3 ) ) ,
w1∗(w2∗(w1∗y1 ) ) ,w1∗(w2∗(w1∗y2 ) ) ,
w1∗(w2∗(w1∗y3 ) ) ,w1∗y1 ,w1∗y2 ,w1∗y3 ,
w2∗y1 ,w2∗y2 ,w2∗y3 ,w1∗(w1∗y1 ) ,w1∗(w1∗y2 ) ,
w1∗(w1∗y3 ) ,w2∗(w1∗y1 ) ,w2∗(w1∗y2 ) ,
w2∗(w1∗y3 ) ,w2∗(w2∗y1 ) ,w2∗(w2∗y2 ) ,w2∗(w2∗y3 ) ] ) ; ;
gap> Dimension ( I ) ;
35
gap> L i eSo l v ab l e I d e a l ( I /A) ;
<Lie a l g ebra o f dimension 24 over GF(3)>
The basis for our ideal I is given in Table 13. To compute the irreducible module
we adapt the Procedure A.14, and use I to produce the required L0-invariant subspace
L−1 such that L−1/L0 is irreducible.
gap> for i in [ 1 . . 1 3 3 ] do
s := funct i on ( i )
a1 :=\ in (b [ i ]∗ x1 , I ) ; a2 :=\ in (b [ i ]∗ x2 , I ) ;
a3 :=\ in (b [ i ]∗ x3 , I ) ; a4 :=\ in (b [ i ]∗ x4 , I ) ;
a5 :=\ in (b [ i ]∗ x5 , I ) ; a6 :=\ in (b [ i ]∗ x6 , I ) ;
a7 :=\ in (b [ i ]∗ x7 , I ) ; a8 :=\ in (b [ i ]∗ x8 , I ) ;
a9 :=\ in (b [ i ] , Nrad ) ;
i f a9=true or a1=f a l s e or a2=f a l s e or a3=f a l s e or a4=f a l s e
or a5=f a l s e or a6=f a l s e or a7=f a l s e or a8=f a l s e then
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return 0 ; else return i ;
f i ; end ;
i f s ( i )= i then Append (W, [ b [ i ] ] ) ; f i ; od ; od ;
gap> V:=VectorSpace (GF(3 ) ,W) ; ; v:=Bas i s (V) ;
We keep repeating as in Appendix B.2.2 until we find an L0-invariant subspace of
dimension 80, and obtain the basis of our L′−1 given in Table 14. We are able to check
L−1/L0 has dimension 27 and is irreducible. To finish the proof of maximality we
showed L′−1/L0 is indecomposable, this is easily achieved in GAP using
gap> Mats:= L i s t ( [ 1 . . Dimension (Nrad ) ] , c o f ) ; ;
gap> gm:=GModuleByMats (Mats ,GF( 3 ) ) ; ;
gap> MTX. IsIndecomposable (gm) ;
t rue
where “cof” is as in Procedure A.16, adapted to this particular case in E7. If the
module is indecomposable, then the factor module is indecomposable — hence this
gives us what we require.
We compute the remaining L−i for a Weisfeiler filtration, and allows us to make the
conclusions in Remark 5.2.8 about the corresponding graded Lie algebra. We obtain
dim L−2 = 125 and L−3 = g, with basis found in Table 14.
Table 13: I in E7 for Theorem 4.5.1
I = 〈v.110 + v.111 + v.112, v.127− v.129 + v.131− v.132, v.47 + v.48 + v.49,
v.119− v.120, v.77− v.78− v.79− v.81, v.34− v.36, v.93− v.94,
v.20 + v.21− v.23 + v.24, v.58− v.59, v.88, v.26 + v.29, v.60,
v.117, v.73 + v.74, v.39, v.70, v.42+ v.43,
v.63, v.107 + v.108, v.1 + v.3− v.5− v.6,
v.51 + v.52, v.124, v.95 + v.98, v.19, v.2− v.5− v.6, v.104, v.12,
v.91, v.27− v.29, v.72 + v.74, v.8, v.55, v.67, v.46, v.33〉
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Table 14: L′−1 and L
′
−2 in E7 for Theorem 4.5.1
L−1 := {v.1 − v.2 + v.3, v.2− v.5− v.6, v.8, v.12, v.19, v.20 + v.21− v.23 + v.24, v.26 + v.27, v.27− v.29, v.33,
v.34− v.36, v.39, v.42 + v.43, v.46, v.47 + v.48 + v.49, v.51 + v.52, v.55, v.58− v.59, v.60, v.63, v.67, v.70,
v.72− v.73, v.73 + v.74, v.77− v.78− v.79− v.81, v.88, v.91, v.93− v.94, v.95 + v.98, v.104, v.107+ v.108, v.110 + v.111 + v.112,
v.117, v.119− v.120, v.124, v.127− v.129 + v.131− v.132, v.29, v.74, v.3− v.5 + v.6, v.98, v.100 + v.101 + v.103, v.78− v.79− v.80,
v.113, v.83 + v.84 + v.85 + v.86− v.87, v.21− v.23, v.43, v.5 + v.6, v.128 + v.129 + v.131, v.79 + v.80 + v.81, v.37 + v.38 + v.40,
v.53, v.22 + v.23− v.24, v.14− v.15 + v.16 + v.17 + v.18, v.131− v.132, v.6, v.13, v.76, v.94, v.52, v.36,
v.23 + v.24, v.38− v.40, v.108, v.80− v.81, v.101− v.103, v.111− v.112, v.120, v.97+ v.99, v.48− v.49,
v.59, v.30 + v.31, v.129− v.132, v.62, v.15+ v.17− v.18, v.125,
v.84− v.85 + v.86, v.121 + v.122, v.114− v.115, v.56 + v.57, v.44− v.45, v.64− v.66 + v.68− v.69}
L−2 := {v.26− v.27− v.29, v.33, v.39, v.46, v.51+ v.52, v.55, v.60, v.67, v.72+ v.73− v.74, v.88,
v.91, v.104, v.107+ v.108, v.117, v.8, v.95+ v.98, v.73 + v.74, v.77− v.78− v.79− v.81, v.27− v.29, v.1− v.2 + v.3,
v.42 + v.43, v.20 + v.21− v.23 + v.24, v.29, v.43, v.74, v.98, v.108, v.93, v.52,
v.34, v.2, v.63, v.22 + v.23− v.24, v.124, v.79+ v.80 + v.81, v.120, v.111− v.112, v.58, v.47− v.48, v.127− v.129, v.12,
v.5 + v.6, v.19, v.70, v.94, v.36, v.119, v.110− v.112, v.59, v.48− v.49, v.131− v.132,
v.6, v.78 + v.80, v.113, v.100− v.101, v.13, v.53, v.3, v.80− v.81, v.76, v.21− v.23,
v.37 + v.38 + v.40, v.128 + v.129 + v.132, v.97 + v.99, v.62, v.56 + v.57, v.14− v.15 + v.16 + v.17 + v.18,
v.23 + v.24, v.129− v.132, v.101− v.103, v.84− v.85 + v.86, v.30 + v.31, v.38− v.40, v.15 + v.17− v.18, v.83− v.85− v.87,
v.64− v.66 + v.68− v.69, v.44− v.45, v.125, v.121 + v.122, v.114− v.115, v.24, v.81, v.112, v.49, v.132, v.133, v.103,
v.85 + v.86, v.31, v.116, v.106, v.7, v.40, v.16+ v.17, v.99, v.50, v.32, v.82, v.130, v.17, v.86, v.57,
v.18, v.61, v.35, v.122, v.87, v.126, v.105, v.66− v.69, v.115, v.65− v.68, v.9 + v.11, v.102,
v.68− v.69, v.45, v.89 + v.90, v.25, v.54, v.10+ v.11, v.123, v.90− v.92, v.71 + v.75, v.118, v.41},
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B.2.4 Theorem 4.6.1
We continue to focus on the nilpotent orbit O(A2
2 + A1), but now in g of type E8
with representative e :=
∑
α∈Π\{α4}
eα. We use [dG08, Table 11] to look up the basis
elements in GAP.
Procedure B.11: The nilpotent orbit O(A2
2 + A1) in E8
gap> g:=SimpleLieAlgebra ( ”E” ,8 ,GF( 3 ) ) ;
gap> b:=Bas i s ( g ) ;
gap> e :=b [1]+b [2]+b [3]+b [5]+b [ 6 ] ;
gap> N:=LieNormal i s er (g , Subalgebra ( g , [ e ] ) ) ; ;
gap> rad := L ieSo lvab l eRad i ca l (N) ; ;
gap> t :=Bas i s ( rad ) ; ;
gap> Nrad:=LieNormal izer ( g , rad ) ;
gap> x1:= t [ 1 ] ; ; x2:= t [ 2 ] ; ; x3 := t [ 3 ] ; ; x4:= t [ 4 ] ; ;
gap> x5:= t [ 5 ] ; ; x6:= t [ 6 ] ; ; x7 := t [ 7 ] ; ; x8:= t [ 8 ] ; ;
This produces an 89-dimensional ne for representative e, with an 8-dimensional abelian
radical A generated by
〈e1000000
0
+ e0000000
1
+ e0100000
0
+ e0000000
1
+ e0001000
0
+ e0000100
0
,
e1100000
0
− e0001100
0
, e1222100
1
, e1111100
1
, f0010000
0
, f0121000
1
f0010000
1
− f0110000
0
+ f0011000
0
, e1111000
1
− e1111100
0
− e0111100
1
〉
We obtain that Ng(A) is 96-dimensional, and consider M := Ng(A)/A to show this is
an 88-dimensional semisimple restricted Lie algebra.
Using Procedure A.14 and Procedure A.15 we obtain L−1 := {x ∈ g : [x,A] ⊆
Ng(A)} of dimension 177. However, this has a proper submodule of dimension 159 that
strictly contains L0. Hence, we follow similar techniques to the previous subsection.
First, we need to find the ideal I obtained with the elements of ge(τ,−1) and ge(τ, 4)
that are not contained in A.
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Procedure B.12: Finding the ideal I in Theorem 4.6.1
gap> nn:=Bas i s (N) ; ;
gap> w1:=nn [ 7 ] ; ; w2:=nn [ 5 4 ] ; ;
gap> y1:=b [ 2 1 9 ] ; ; y2 :=b [ 1 7 6 ] ; ;
gap> y3:=b [ 1 6 9 ] ; ; y4 :=b [9]+b [ 1 3 ] ; ;
gap> y5:=b [ 7 1 ] ; ; y6:=b [ 7 8 ] ; ; y7:=b [ 1 0 9 ] ; ;
For this particular case we can form a bigger ideal, adding in the additional elements:
gap> u1:=b [ 2 4 0 ] ; u2:=b [ 2 3 9 ] ; u3:=b [ 1 1 9 ] ; u4:=b [ 1 2 0 ] ;
which produces the ideal J of dimension 78 with basis given in Table 15, and using sim-
ple commands we confirmM/J is an 18-dimensional simple Lie algebra. We then simply
repeat the process from Appendix B.2.3 using ideal I in E8. This gives dim L
′
−1 = 159,
dim L′−2 = 240 and L
′
−3
∼= g with bases given in Table 16.
Table 15: Basis of J for Theorem 4.6.1
J = 〈v.240, v.120, v.119, v.239, v.224− v.225 + v.226, v.185 + v.187 + v.188,
v.178 + v.179 + v.181, v.231 + v.232, v.201− v.203,
v.195− v.196, v.211− v.212, v.162− v.163,
v.154− v.155, v.208, v.156, v.148,
v.230, v.197, v.190, v.194, v.135, v.127, v.222− v.223,
v.180 + v.182, v.173 + v.175, v.236, v.214, v.209,
v.241− v.243 + v.245− v.246, v.58 + v.59 + v.61, v.65 + v.67 + v.68,
v.136− v.137− v.138− v.140, v.39− v.41, v.47− v.50,
v.23 + v.24− v.26 + v.27, v.80− v.82, v.86− v.87, v.30 + v.33, v.85,
v.90, v.131 + v.132, v.46, v.54, v.51+ v.52,
v.97, v.101, v.1 + v.3− v.5 − v.6, v.64 + v.66, v.72 + v.73,
v.157 + v.160, v.21, v.29, v.115, v.100, v.118, v.84,
v.113 + v.114, v.95− v.96, v.104− v.105 + v.106, v.248,
v.128, v.8, v.107− v.108, v.219, v.176, v.169,
v.9, v.152, v.31− v.33, v.2− v.5− v.6,
v.130 + v.132, v.13, v.71, v.78,
v.124, v.57, v.38, v.109〉
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Table 16: L′−1 and L
′
−2 in E8 for Theorem 4.6.1
L′
−1 := {v.1− v.2 + v.3, v.2− v.5− v.6, v.8, v.9, v.13, v.21, v.23 + v.24− v.26 + v.27, v.29, v.30 + v.31,
v.31− v.33, v.38, v.39− v.41, v.46, v.47− v.50, v.51 + v.52, v.54, v.57, v.58+ v.59 + v.61, v.64 + v.66,
v.65 + v.67 + v.68, v.71, v.72 + v.73, v.78, v.80− v.82, v.84, v.85, v.86− v.87, v.90, v.95− v.96,
v.97, v.100, v.101, v.104− v.105 + v.106, v.107− v.108, v.109, v.113+ v.114, v.115, v.118, v.119, v.120, v.124,
v.127, v.128, v.130− v.131, v.131 + v.132, v.135, v.136− v.137− v.138− v.140, v.148, v.152, v.154− v.155,
v.156, v.157 + v.160, v.162− v.163, v.169, v.173+ v.175, v.176, v.178+ v.179 + v.181, v.180 + v.182,
v.185 + v.187 + v.188, v.190, v.194, v.195− v.196, v.197, v.201− v.203, v.208, v.209, v.211− v.212, v.214, v.219, v.222− v.223,
v.224− v.225 + v.226, v.230, v.231+ v.232, v.236, v.239, v.240, v.241− v.243 + v.245− v.246, v.248,
v.132, v.33, v.242+ v.243 + v.246, v.16− v.17 + v.18 + v.19 + v.20, v.3 + v.5, v.52, v.138 + v.139 + v.140, v.69,
v.24 + v.25− v.27, v.44 + v.45 + v.48, v.143 + v.144 + v.145 + v.146− v.147, v.160, v.5 + v.6, v.183,
v.25 + v.26− v.27, v.137 + v.140, v.164 + v.165 + v.168, v.245− v.246, v.6, v.14, v.79, v.73, v.82, v.87,
v.155, v.22, v.41, v.96, v.108, v.66, v.114, v.26+ v.27, v.163, v.175, v.139− v.140, v.50, v.165− v.168,
v.182, v.212, v.223, v.203, v.218, v.237, v.213, v.34+ v.35, v.91 + v.92, v.93, v.98, v.134, v.59− v.61,
v.105 + v.106, v.67− v.68, v.179− v.181, v.196, v.42+ v.43, v.232, v.117, v.45− v.48,
v.243− v.246, v.142, v.187− v.188, v.144− v.145 + v.146, v.199, v.225+ v.226, v.206 + v.207,
v.233− v.234, v.200 + v.202, v.53− v.55, v.102 + v.103, v.75 + v.76, v.111− v.112, v.81 + v.83,
v.159 + v.161, v.60− v.62, v.17 + v.19− v.20, v.167 + v.170, v.121− v.123 + v.125− v.126,
v.215 + v.216, v.192− v.193, v.227 + v.228, v.184− v.186}
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L′
−2 := {v.30− v.31− v.33, v.38, v.46, v.54, v.57, v.64+ v.66,
v.71, v.72 + v.73, v.78, v.85, v.90, v.100, v.107− v.108, v.109, v.115, v.124, v.130+ v.131− v.132, v.148,
v.152, v.156, v.169, v.173+ v.175, v.176, v.180+ v.182, v.190, v.197, v.208, v.219, v.222− v.223, v.230,
v.1 − v.2 + v.3, v.23 + v.24− v.26 + v.27, v.9, v.31− v.33, v.51 + v.52, v.136− v.137− v.138− v.140,
v.131 + v.132, v.157 + v.160, v.84, v.33, v.132, v.160, v.214, v.209, v.39, v.95, v.97, v.101, v.66,
v.108, v.73, v.175, v.47, v.52, v.2, v.182, v.138+ v.139 + v.140, v.194, v.223, v.203, v.232, v.196, v.58− v.59,
v.104 + v.105, v.80, v.114, v.86, v.154, v.65− v.67, v.25 + v.26− v.27, v.162, v.241− v.243, v.212,
v.187− v.188, v.225 + v.226, v.179− v.181, v.5 + v.6, v.13, v.21, v.29, v.236, v.41, v.96, v.127, v.50,
v.118, v.135, v.201, v.231, v.195, v.59− v.61, v.105 + v.106, v.82, v.113, v.87, v.155, v.67− v.68,
v.163, v.245− v.246, v.211, v.185− v.188, v.224− v.226, v.178− v.181, v.120, v.248, v.239,
v.8, v.22, v.213, v.42 + v.43, v.98, v.134, v.200+ v.202, v.60− v.62, v.81 + v.83, v.159 + v.161, v.184− v.186,
v.6, v.183, v.137 + v.139, v.79, v.14, v.218, v.164− v.165, v.3, v.139− v.140, v.69, v.24− v.26,
v.242 + v.243 + v.246, v.75 + v.76, v.111− v.112, v.93, v.117, v.44+ v.45 + v.48, v.142,
v.16− v.17 + v.18 + v.19 + v.20, v.199, v.167 + v.170, v.215 + v.216, v.26 + v.27, v.165− v.168, v.243− v.246,
v.91 + v.92, v.34 + v.35, v.206 + v.207, v.144− v.145 + v.146, v.45− v.48, v.143− v.145− v.147,
v.17 + v.19− v.20, v.102 + v.103, v.53− v.55, v.192− v.193, v.121− v.123 + v.125− v.126,
v.128, v.119, v.240, v.237, v.233− v.234, v.227 + v.228, v.140, v.61, v.106, v.68, v.27, v.246, v.188, v.226,
v.181, v.247, v.168, v.189, v.92, v.145+ v.146, v.74, v.35, v.7, v.207, v.221, v.172, v.244, v.43, v.146+ v.147,
v.171, v.15, v.48, v.112, v.76, v.170, v.19− v.20, v.83, v.161, v.18, v.216, v.202, v.217, v.147, v.234,
v.238, v.20, v.103, v.122− v.123− v.125 + v.126, v.88, v.55, v.28, v.193, v.210, v.150+ v.151, v.62,
v.123− v.125, v.151− v.153, v.36, v.63, v.116, v.89, v.149, v.40, v.94, v.141, v.37, v.204,
v.125− v.126, v.186, v.228, v.205, v.235, v.110, v.10+ v.12, v.99, v.70, v.49, v.174, v.198, v.129+ v.133,
v.77, v.11 + v.12, v.56, v.166, v.220, v.191, v.229}
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B.2.5 Theorem 4.7.2
The final case for characteristic three was the orbit O(A2
2 + A1
2) in exceptional Lie
algebras of type E8 from Theorem 4.7.2. We use [dG08, Table 11] to look up the basis
elements in GAP.
Procedure B.13: The nilpotent orbit O(A2
2 + A1
2) in E8
gap> g:=SimpleLieAlgebra ( ”E” ,8 ,GF( 3 ) ) ;
gap> b:=Bas i s ( g ) ;
gap> e :=b [1]+b [2]+b [3]+b [5]+b [6]+b [ 8 ] ;
gap> N:=LieNormal i s er (g , Subalgebra ( g , [ e ] ) ) ; ;
gap> C:= L i eCen t r a l i z e r ( g , Subalgebra ( g , [ e ] ) ) ; ;
gap> LieDer ivedSubalgebra (C) ;
This gives that dim ne = 85 along with the radical equal to ke. We can repeatedly
take derived subalgebras, and check whether each one is simple or not. Eventually, we
show the second derived subalgebra of ge/ke is simple of dimension 79.
For M0 := ne, there is no ideal to be used to obtain the necessary M−1 vector space
such that M−1/M0 is irreducible. Initially, we find a module of dimension 168 which we
called M ′−1 in Theorem 4.7.2. We check that the module M
′
−1/ne is indecomposable.
Checking on GAP we can see that as an M0-module this has multiple different
submodules of slightly lower dimensions, but only one of dimension 164. Hence the
basis in Table 17 is the correct one that we need. This M−1 is such that M−1/M0 is
irreducible, and generates E8 as a Lie algebra allowing us to complete Theorem 4.7.2.
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Table 17: M−1 in E8 for Theorem 4.7.2
M−1 := {v.2, v.1 + v.3, v.5 + v.6, v.8, v.9, v.13, v.16− v.17 + v.18 + v.19 + v.20,
v.21 + v.22, v.23 + v.25 + v.26, v.24− v.25 + v.26 + v.27, v.29, v.30 + v.31, v.31− v.33, v.38,
v.39− v.41 + v.42 + v.43, v.46 + v.47, v.44 + v.45 + v.48, v.47− v.50, v.51 + v.52, v.54, v.57,
v.58 + v.59 + v.60 + v.61− v.62, v.64 + v.65 + v.66− v.67, v.65 + v.67 + v.68, v.69, v.71− v.72, v.72 + v.73, v.78,
v.80 + v.81− v.82 + v.83, v.84, v.85− v.86, v.86− v.87, v.90, v.95− v.96,
v.97− v.98, v.100, v.101, v.104− v.105 + v.106, v.107− v.108, v.109, v.113+ v.114, v.115, v.118,
v.120, v.124, v.127, v.130− v.131, v.131 + v.132, v.134 + v.135, v.136 + v.137 + v.138− v.139,
v.137 + v.138 + v.139− v.140, v.143 + v.144 + v.145 + v.146− v.147, v.148, v.152, v.154− v.155,
v.155 + v.156, v.157 + v.160, v.159 + v.161 + v.162− v.163, v.164 + v.165 + v.168, v.169, v.173+ v.175, v.175− v.176,
v.178 + v.179 + v.181, v.179− v.180− v.181− v.182, v.183,
v.184− v.185− v.186− v.187− v.188, v.190, v.194, v.195− v.196, v.196− v.197, v.200− v.201 + v.202 + v.203,
v.208, v.209, v.211− v.212, v.213− v.214, v.219, v.222− v.223, v.224− v.225 + v.226, v.230,
v.231 + v.232, v.236, v.239, v.241− v.243, v.245− v.246, v.242 + v.243 + v.246 + v.248, v.73, v.212, v.3, v.6,
v.87, v.199, v.25 + v.27, v.26 + v.27, v.197, v.33, v.180+ v.181− v.182, v.50, v.176, v.52, v.108, v.161+ v.162,
v.66− v.67, v.67− v.68, v.156, v.135, v.132, v.223, v.225+ v.226, v.138− v.140, v.139− v.140,
v.232, v.160, v.181+ v.182, v.98, v.45− v.48, v.162− v.163, v.114, v.141− v.142,
v.81− v.82− v.83, v.82− v.83, v.215 + v.216, v.243− v.246 + v.248, v.248, v.214, v.246, v.96,
v.201 + v.202, v.22, v.17− v.18, v.105 + v.106, v.185 + v.186− v.187, v.41 + v.42− v.43, v.42 + v.43,
v.202 + v.203, v.233− v.234, v.165− v.168, v.237, v.117, v.93+ v.94, v.18 + v.19− v.20,
v.186 + v.187− v.188, v.37− v.40, v.111− v.112, v.166− v.167− v.170,
v.59− v.61− v.62, v.60− v.62, v.227 + v.228, v.144− v.145 + v.146,
v.145− v.146− v.147, v.79, v.217+ v.218, v.121− v.123− v.125 + v.126, v.91 + v.92,
v.205 + v.206 + v.207, v.14− v.15, v.75 + v.76 + v.77, v.125− v.126, v.10 + v.11− v.12, v.102 + v.103,
v.191 + v.192− v.193, v.34 + v.35− v.36, v.171− v.172, v.150− v.151− v.153, v.53− v.55− v.56}
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B.2.6 Theorem 5.2.2
We move to the results in characteristic two, and start by considering the nilpotent
orbit O(A1
3) in g of type E6 with representative e := eα1 + eα4 + eα6 . We use [dG08,
Table 9] to look up the basis elements in GAP.
Procedure B.14: The nilpotent orbit O(A1
3) in E6
gap> g:=SimpleLieAlgebra ( ”E” ,6 ,GF( 2 ) ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> e :=b [1]+b [4]+b [ 6 ] ; ;
gap> N:=LieNormal i s er (g , Subalgebra ( g , [ e ] ) ) ; ;
gap> rad := L ieSo lvab l eRad i ca l (N) ; ; t :=Bas i s ( rad ) ; ;
gap> Nrad:=LieNormal izer ( g , rad ) ; x1:= t [ 1 ] ; ; x2:= t [ 2 ] ; ; x3:= t [ 3 ] ; ;
This gives a 41-dimensional Lie normaliser of e with a 3-dimensional abelian radical A
generated by
〈e, e11211
1
, f01110
1
〉
We obtainNg(A) is 43-dimensional, and can considerM := Ng(A)/A— a 40-dimensional
semisimple restricted Lie algebra.
Both Procedure A.14 and Procedure A.15 are used to find L−1 := {x ∈ g : [x,A] ⊆
Ng(A)} of dimension 78. However, this has a proper submodule of dimension 75 that
strictly contains L0, but is indecomposable. We follow similar techniques to obtain the
ideal I6 using the elements of ge(τ,−1) and ge(τ, 2) that are not contained in A.
Procedure B.15: Finding the ideal I6 in Theorem 5.2.2
gap> nn:=Bas i s (N) ; ;
gap> w1:=nn [ 1 3 ] ; ; w2:=nn [ 3 3 ] ; ;
gap> y1:=b [ 2 3 ] ; ; y2 :=b [ 1 6 ] ; ; y3 :=b [ 1 2 ] ; ; y4 :=b [4]+b [ 6 ] ; ;
gap> y5:=b [4]+b [ 1 ] ; y6:=b [ 3 9 ] ; ; y7:=b [ 4 1 ] ; ; y8:=b [ 5 1 ] ; ;
This produces the ideal I6 of dimension 35 with solvable radical of dimension 27 with
basis given in Table 19. We repeat Appendix B.2.3, using E6 in characteristic two, e
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as above and ideal I6. This gives dim L
′
−1 = 75, L
′
−2 = g with basis for L
′
−1 given in
Table 18.
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Table 18: L′−1 in E6 for Theorem 5.2.2
L′−1 := {v.1, v.4, v.6, v.8, v.7 + v.9, v.10 + v.11, v.12, v.16, v.17, v.20, v.18 + v.21, v.23,
v.26 + v.27, v.27 + v.28, v.30, v.32, v.33, v.35, v.38, v.39, v.41, v.43 + v.45, v.46 + v.47,
v.49, v.50, v.51, v.55, v.54 + v.57, v.58 + v.60,
v.60 + v.61, v.65, v.67, v.70, v.73 + v.76, v.76 + v.78, v.28, v.61, v.62 + v.63 + v.64, v.74 + v.75 + v.77 + v.78,
v.72, v.22 + v.24 + v.25, v.36, v.78, v.2, v.3, v.5, v.9, v.45, v.44, v.11, v.13, v.14,
v.75 + v.77, v.15, v.77, v.21, v.24 + v.25, v.25,
v.29, v.31, v.34, v.37 + v.40, v.53, v.40 + v.42, v.57, v.56, v.47, v.52, v.48, v.63, v.64,
v.69, v.68, v.59, v.71}
Table 19: I6 in E6 for Theorem 5.2.2
I6 = 〈v.54 + v.57, v.8, v.70, v.38, v.35, v.33, v.32, v.49, v.50, v.18 + v.21, v.10 + v.11, v.7 + v.9,
v.26 + v.27, v.27 + v.28, v.20, v.60 + v.61, v.58 + v.61, v.65, v.76 + v.78, v.73 + v.78, v.43 + v.45, v.17,
v.67, v.46 + v.47, v.4, v.39, v.41, v.51, v.23, v.16, v.12, v.55, v.30, v.1, v.6〉
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B.2.7 Theorem 5.2.3
Now consider the nilpotent orbit O(A1
3) in g of type E8 with representative e :=
eα1 + eα4 + eα6 . We use [dG08, Table 11] to look up the basis elements in GAP.
Procedure B.16: The nilpotent orbit O(A1
3) in E8
gap> g:=SimpleLieAlgebra ( ”E” ,8 ,GF( 2 ) ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> e :=b [1]+b [4]+b [ 6 ] ; ;
gap> N:=LieNormal i s er ( g , Subalgebra ( g , [ e ] ) ) ; ;
gap> x1:=e ; ; x2:=b [ 1 4 5 ] ; ; x3:=b [ 4 5 ] ;
rad :=Subalgebra ( g , [ x1 , x2 , x3 ] ) ; ;
gap> Nrad:=LieNormal izer ( g , rad ) ; ;
This produces the 139-dimensional Lie normaliser ne of nilpotent element e, and gives
an 3-dimensional abelian radical A generated by
〈e, e1121100
1
, f0111000
1
〉
We obtain that Ng(A) is 141-dimensional, and can consider M := Ng(A)/A — a 138-
dimensional semisimple restricted Lie algebra.
Both Procedure A.14 and Procedure A.15 gives L−1 := {x ∈ g : [x,A] ⊆ Ng(A)} of
dimension 248. However, this has a proper submodule of dimension 245 that strictly
contains L0, but is indecomposable. We follow similar techniques and obtain the ideal
I8 using elements of ge(τ,−1) and ge(τ, 2) that are not contained in A.
Procedure B.17: Finding the ideal I8 in Theorem 5.2.3
gap> nn:=Bas i s (N) ; ;
gap> w1:=nn [ 1 7 ] ; ; w2:=nn [ 8 8 ] ; ;
gap> y1:=b [ 3 1 ] ; ; y2:=b [ 1 9 ] ; ; y3:=b [ 1 6 ] ; ;
y4:=b[1]−b [ 4 ] ; ; y5 :=b[4]−b [ 6 ] ; ; y6 :=b [ 1 2 5 ] ; ;
y7:=b [ 1 2 2 ] ; ; y8:=b [ 1 1 1 ] ; ; y9:=b [ 1 3 9 ] ; ;
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gap> I :=Subalgebra ( g , [ w1∗(w2∗y9 ) ,w1∗(w2∗y8 ) ,w1∗y9 ,w1∗y8 ,
w2∗y8 ,w2∗y9 ,w1∗(w2∗(w1∗y3 ) ) ,w1∗y1 ,w1∗y2 ,w1∗y3 ,w2∗y1 ,w2∗y2 ,
w2∗y3 ,w2∗(w1∗y1 ) ,w2∗(w1∗y2 ) ,w2∗(w1∗y3 ) ,w1∗y4 ,w1∗y5 ,w1∗y6 ,
w2∗y4 ,w2∗y5 ,w2∗y6 ,w2∗(w1∗y4 ) ,w2∗(w1∗y5 ) ,w2∗(w1∗y6 ) ,w1∗y7 ,
w2∗y7 ] ) ; ;
This only gives a subalgebra of dimension 38, but we are looking for an ideal of
L0. In particular, it must be L0 invariant and so we skip some steps with the following
procedure.
gap> W:=L i s t ( [ ] ) ; ;
gap> for j in [ 1 . . Dimension ( I ) ] do
i f \ in ( i [ j ] ,W)= f a l s e then
R:= L i s t ( [ i [ j ] ] ) ;
Append (W,R) ; continue ; f i ; od ;
gap> for j in [ 1 . . Dimension (Nrad ) ] do
for s in [ 1 . . Dimension ( I ) ] do s j := func t i on ( j )
a1 :=\ in ( i [ s ]∗n [ j ] , I ) ;
a2:=n [ j ]∗ i [ s ] ; i f a1=f a l s e then
return a2 ;
else
return 1 ;
f i ; end ;
i f s j ( j )=a2 then
Append (W, [ s j ( j ) ] ) ; f i ; od ; od ;
gap> R:=Subalgebra ( g ,W) ; ;
gap> Dimension (R) ;
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This gives us the ideal I8 that we use during Theorem 5.2.3. We can add the remaining
elements from ge(τ, 0) to obtain a bigger ideal, to begin we add just one or two and
then use a similar idea to the above to produce an ideal.
Procedure B.18: Finding the ideal J8 in Theorem 5.2.3
gap> Append (W, [ b [ 2 4 0 ] , b [ 1 2 0 ] , b [ 1 1 9 ] , b [ 2 3 9 ] ] ) ; ;
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gap> R:=Subalgebra ( g ,W) ;
gap> Dimension (R) ; r :=Bas i s (R ) ; ;
gap> for j in [ 1 . . Dimension (Nrad ) ] do
for s in [ 1 . . Dimension (R) ] do s j := func t i on ( j )
a1 :=\ in ( r [ s ]∗n [ j ] , I ) ;
a2:=n [ j ]∗ r [ s ] ; i f a1=f a l s e then
return a2 ; else
return 1 ; f i ; end ;
i f s j ( j )=a2 then
Append (W, [ s j ( j ) ] ) ;
f i ; od ; od ;
gap> J:=Subalgebra ( g ,W) ; ;
which produces the ideal J of dimension 133 with basis given in Table 20. We confirm
that M/J is an 8-dimensional simple Lie algebra, and find that dim L′−1 = 245 and
L′−2 = g. The basis for L
′
−1 is given in Table 21.
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Table 20: Basis of J8 in Theorem 5.2.3
J8 = 〈v.144 + v.147, v.109 + v.110, v.10, v.118, v.96, v.177, v.63, v.51, v.122,
v.138, v.24 + v.27, v.9 + v.11, v.38 + v.40, v.37 + v.40, v.23,
v.150 + v.152, v.152 + v.153, v.168, v.241+ v.244, v.244 + v.246,
v.132 + v.133, v.99 + v.100, v.113, v.79, v.116, v.88, v.104+ v.105,
v.103, v.4, v.125, v.139, v.111, v.107, v.31,
v.16, v.45, v.145, v.1 + v.6, v.129 + v.131, v.26, v.164, v.52, v.137,
v.12 + v.13, v.20, v.6, v.123, v.76, v.39,
v.53, v.14, v.83, v.47, v.60, v.22, v.66, v.28, v.89, v.80, v.59+ v.61,
v.46 + v.49, v.73, v.36, v.94, v.86, v.67+ v.68,
v.54 + v.56, v.97, v.70 + v.71, v.101, v.77 + v.78, v.155, v.184, v.161,
v.175, v.127, v.141, v.163, v.192, v.170, v.182,
v.135, v.149, v.179+ v.181, v.205, v.187+ v.188, v.210,
v.190 + v.191, v.213, v.195, v.166+ v.169, v.197 + v.198, v.218, v.201,
v.174 + v.176, v.212, v.228, v.215, v.194, v.222,
v.204, v.224 + v.225, v.235, v.232, v.219+ v.220, v.229 + v.230,
v.237, v.240, v.120, v.119, v.239, v.8, v.248, v.234,
v.42, v.34, v.226, v.65, v.58, v.211, v.87, v.82, v.207,
v.202, v.91, v.185, v.178, v.106,
v.162, v.154, v.114, v.128, v.242+ v.245 + v.247〉
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Table 21: L′−1 in E8 for Theorem 5.2.3
L′
−1 := {v.1, v.4, v.6, v.8, v.10, v.9 + v.11, v.12 + v.13, v.14, v.16, v.20, v.22, v.23, v.26, v.24+ v.27, v.28, v.31, v.34, v.36,
v.37 + v.38, v.39, v.38 + v.40, v.42, v.45, v.47, v.46+ v.49, v.51, v.52, v.53, v.54+ v.56,
v.58, v.60, v.59 + v.61, v.63, v.65, v.66, v.67+ v.68, v.70 + v.71, v.73, v.76, v.77+ v.78,
v.79, v.80, v.82, v.83, v.86, v.87, v.88, v.89, v.91, v.94, v.96, v.97, v.99+ v.100,
v.101, v.103, v.104+ v.105, v.106, v.107, v.109+ v.110, v.111, v.113, v.114, v.116,
v.118, v.119, v.120, v.122, v.123, v.125, v.127, v.128, v.129+ v.131, v.132 + v.133,
v.135, v.137, v.138, v.139, v.141, v.145, v.144+ v.147, v.149, v.150+ v.152,
v.152 + v.153, v.154, v.155, v.161, v.162, v.163, v.164, v.168, v.166+ v.169, v.170,
v.175, v.174 + v.176, v.177, v.178, v.179+ v.181, v.182, v.184, v.185, v.187+ v.188,
v.190 + v.191, v.192, v.194, v.195, v.197+ v.198, v.201, v.202, v.204, v.205, v.207,
v.210, v.211, v.212, v.213, v.215, v.218, v.219+ v.220, v.222, v.224+ v.225, v.226,
v.228, v.229 + v.230, v.232, v.234, v.235, v.237, v.239, v.240, v.241+ v.244,
v.244 + v.246, v.242 + v.245 + v.247, v.248, v.40, v.153, v.157+ v.158 + v.160, v.243 + v.246 + v.247, v.189, v.30+ v.32 + v.33, v.69,
v.246, v.2, v.3, v.5, v.7, v.55, v.56, v.57, v.11, v.61, v.13, v.15, v.62, v.17, v.18, v.19, v.64, v.21, v.68, v.71,
v.27, v.29, v.74, v.78, v.32+ v.33, v.75, v.33, v.35, v.41, v.85, v.43, v.44, v.49, v.48,
v.50, v.90, v.92, v.93, v.95, v.98, v.100, v.72, v.102, v.105, v.81, v.84, v.108, v.110, v.112, v.115, v.117, v.245+ v.247, v.247,
v.121 + v.124, v.124 + v.126, v.131, v.130, v.133, v.134, v.140, v.136, v.142, v.147, v.143, v.146, v.148, v.156,
v.158 + v.160, v.160, v.159, v.169, v.167, v.172, v.171, v.173, v.176, v.181, v.180,
v.186, v.183, v.188, v.191, v.193, v.198, v.196, v.151, v.199, v.200, v.203, v.206,
v.208, v.209, v.214, v.216, v.220, v.223, v.221, v.225, v.227, v.230, v.231, v.233, v.236, v.238, v.217}
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B.2.8 Theorem 5.2.4
Since E7 is very different we have left this until now, so let g be of type E7 and use
nilpotent orbit representative e := eα1 + eα4 + eα6 . We use [dG08, Table 10] to look up
the basis elements in GAP.
Procedure B.19: The nilpotent orbit O(A1
3)′ in E7
gap> g:=SimpleLieAlgebra ( ”E” ,7 ,GF( 2 ) ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> e :=b [1]+b [4]+b [ 6 ] ; ;
gap> N:=LieNormal i s er (g , Subalgebra ( g , [ e ] ) ) ; ;
gap> rad := L ieSo lvab l eRad i ca l (N) ; ; t :=Bas i s ( rad ) ; ;
gap> Nrad:=LieNormal izer ( g , rad ) ; x1:= t [ 1 ] ; ; x2:= t [ 2 ] ; ;
x3 := t [ 3 ] ; ; x4:= t [ 4 ] ; ;
This produces the 72-dimensional Lie normaliser ne we are interested in with 4-dimensional
abelian radical A. This is generated by
〈e, e112110
1
, f011100
1
, z(g)〉.
Further, we check Ng(A) is 74-dimensional and M := Ng(A)/A is a 70-dimensional
semisimple Lie algebra.
We obtain L−1 := {x ∈ g : [x,A] ⊆ Ng(A)} of dimension 133 using Procedure A.14
and Procedure A.15. However, this has a proper submodule of dimension 130 that
strictly contains L0, but is indecomposable. We follow similar techniques and obtain
the ideal I7 using elements of ge(τ,−1) and ge(τ, 2) that are not contained in A.
Procedure B.20: Finding the ideal I7 in Theorem 5.2.4
gap> nn:=Bas i s (N) ; ;
gap> w1:=nn [ 1 5 ] ; ; w2:=nn [ 5 2 ] ; ;
gap> y1:=b [ 1 4 ] ; ; y2 :=b [ 2 7 ] ; ; y3 :=b [ 8 0 ] ; ;
y4 :=b[1]−b [ 4 ] ; ; y5:=b[4]−b [ 6 ] ; ; y6:=b [ 6 5 ] ; ;
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y7:=b [ 6 8 ] ; ; y8:=b [ 5 7 ] ; ; y9:=b [ 1 1 4 ] ; ;
gap> I :=Subalgebra ( g , [ w1∗(w2∗y9 ) ,w1∗(w2∗y8 ) ,w1∗y9 ,w1∗y8 ,
w2∗y8 ,w2∗y9 ,w1∗(w2∗(w1∗y3 ) ) ,w1∗y1 ,w1∗y2 ,w1∗y3 ,w2∗y1 ,w2∗y2 ,
w2∗y3 ,w2∗(w1∗y1 ) ,w2∗(w1∗y2 ) ,w2∗(w1∗y3 ) ,w1∗y4 ,w1∗y5 ,w1∗y6 ,
w2∗y4 ,w2∗y5 ,w2∗y6 ,w2∗(w1∗y4 ) ,w2∗(w1∗y5 ) ,w2∗(w1∗y6 ) ,w1∗y7 ,
w2∗y7 ] ) ; ;
This only gives a subalgebra of dimension 38, but as we are looking for an ideal we can
use the same idea as the previous section. This produces the ideal I7 of dimension 59
with 45-dimensional solvable radical.
We form a bigger ideal in this case using elements that produce W (2; 1). This gives
a 67-dimensional ideal J7 with basis given in Table 22. It is an easy check in GAP that
M/J7 is a solvable 7-dimensional Lie algebra. We then produce the required submodule
of dimension 130 with basis given in Table 23.
Table 22: J7 in E7 for Theorem 5.2.4
J7 := 〈v.117 + v.118, v.54 + v.55, v.94, v.63, v.34, v.125,
v.42, v.50, v.9, v.79, v.65, v.109, v.8+ v.10, v.21 + v.24,
v.84 + v.87, v.33 + v.35, v.32 + v.35, v.89 + v.91, v.91 + v.92,
v.127 + v.130, v.130 + v.132, v.20, v.103, v.82, v.70,
v.123, v.119, v.111+ v.112, v.102 + v.104, v.58,
v.13, v.39 + v.41, v.1, v.108, v.99,
v.114, v.80, v.44, v.57, v.14, v.27, v.38,
v.85, v.68, v.4, v.74 + v.75, v.6, v.23, v.100,
v.71 + v.73, v.43, v.78, v.11+ v.12,
v.61, v.25, v.48 + v.49, v.66,
v.52, v.18, v.92, v.116,
v.128 + v.129 + v.131, v.35, v.95 + v.96 + v.98,
v.132, v.53, v.26 + v.28 + v.29〉
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Table 23: L′−1 in E7 for Theorem 5.2.4
L′
−1 := {v.117 + v.118, v.54 + v.55, v.94, v.63, v.34, v.125, v.42, v.50, v.9, v.79, v.65, v.109, v.8+ v.10,
v.21 + v.24, v.84 + v.87, v.33 + v.35, v.32 + v.35, v.89 + v.91, v.91 + v.92, v.127 + v.130,
v.130 + v.132, v.20, v.103, v.82, v.70, v.123, v.119, v.111+ v.112, v.102 + v.104, v.58, v.13, v.39+ v.41,
v.1, v.108, v.99, v.114, v.80, v.44, v.57, v.14, v.27, v.38, v.85, v.68, v.4, v.74+ v.75, v.6,
v.23, v.100, v.71+ v.73, v.43, v.78, v.11 + v.12, v.61, v.25, v.48+ v.49, v.66, v.52, v.18, v.92, v.2,
v.3, v.5, v.7, v.40, v.41, v.10, v.12, v.15, v.16, v.17, v.46, v.47, v.19, v.49, v.24, v.26, v.53, v.29,
v.30, v.31, v.55, v.35, v.36, v.37, v.59, v.45, v.60, v.51, v.62, v.56, v.128, v.129, v.131,
v.133, v.64 + v.67, v.67 + v.69, v.28, v.73, v.72, v.75, v.76, v.81, v.77, v.87, v.83, v.86, v.88, v.93, v.95, v.98, v.132, v.97, v.96,
v.104, v.106, v.105, v.107, v.112, v.110, v.115, v.113, v.118, v.116, v.120, v.122, v.121, v.124, v.90, v.126}
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B.2.9 Theorem 5.3.2 and Theorem 5.3.4
Our final case using many GAP calculations concerns the orbit O(A1
4) in exceptional
Lie algebras of type E7 and E8 when p = 2.
For E7, we consider the subalgebra w and L−1 := {x ∈ g : [x,A] ⊆ w} where
A is the 2-dimensional radical of ne. In this case we have L−1 = g, but L−1 has a
132-dimensional submodule.
Using Procedure A.14 we can find this submodule of dimension 132 with a bit of trial
and error. It turns out this does not contain our f ∈ g(τ,−2) such that [e, f ] = z(g).
In particular, this submodule does not contain w. It follows that L−1/w is irreducible,
and hence w is a maximal subalgebra of E7.
For E8, we set L0 := ne. The crucial step is to find the irreducible submodule of
dimension 247 since L−1 := {x ∈ g : [x,A] ⊆ L0} is equal to g and not irreducible.
To find our 247-dimensional submodule we use a trial and error method of generating
L0-invariant submodules.
We ask GAP to give some basis elements of g that lie in L−1 := {x ∈ g : [x, e] ∈ L0},
and then repeatedly apply (adL0) to obtain an L0-invariant subspace. This produces
Table 24, and adding in any of the elements fα2 , fα3 , fα5 or fα7 to the generating set
for this submodule will give all of E8.
Adapting all our previous ideas we can verify that this 247-dimensional module has
no submodules strictly bigger than L0, and hence it must be the case that L−1/L0 is an
irreducible module. This allows us to prove maximality. To avoid the need for checking
whether the module is indecomposable we could ask for a subalgebra generated by L0
and each element above. In all cases this gives a Lie algebra of dimension 248.
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Table 24: 247-dimensional L−1 for Theorem 5.3.4
L−1 := {v.2, v.3, v.5, v.7, v.9, v.10 + v.11 + v.12, v.13 + v.14, v.15,
v.17 + v.18, v.18 + v.19, v.21, v.23 + v.24, v.25, v.26 + v.27 + v.28, v.29, v.30, v.32, v.33+ v.34, v.34 + v.35, v.38 + v.39,
v.41, v.42 + v.43, v.44, v.46, v.48+ v.49, v.50, v.51 + v.52 + v.53, v.54, v.55, v.57+ v.58, v.58 + v.59, v.61, v.62, v.64,
v.65 + v.67, v.69 + v.70, v.71, v.72, v.74, v.75, v.78+ v.79, v.81, v.80 + v.82, v.84, v.85, v.86 + v.87 + v.88, v.90 + v.91,
v.91 + v.92, v.93, v.95, v.97, v.98+ v.99, v.100, v.102, v.104, v.105+ v.106, v.108, v.109, v.112, v.113+ v.114, v.115,
v.117, v.119, v.120, v.121, v.124, v.126, v.128, v.130+ v.131, v.131 + v.132, v.133 + v.134, v.136, v.137+ v.138 + v.139,
v.140, v.142, v.143+ v.144, v.146 + v.147, v.147 + v.148, v.151, v.152, v.153+ v.154 + v.155, v.156, v.157, v.158+ v.159,
v.160, v.162 + v.163, v.165, v.167, v.168+ v.169, v.171 + v.172, v.172 + v.173, v.176, v.177+ v.178 + v.179, v.180, v.181,
v.183, v.186, v.185+ v.187, v.188, v.189+ v.190, v.193, v.196, v.197, v.198+ v.199, v.200 + v.202, v.203, v.206+ v.207,
v.207 + v.208, v.209, v.210+ v.211 + v.212, v.214, v.216, v.217, v.218+ v.219, v.221, v.223, v.225+ v.226, v.227, v.230,
v.231, v.233 + v.234, v.236, v.238, v.240, v.242, v.243, v.245, v.247, v.244+ v.248, v.1, v.4, v.6, v.11+ v.12, v.12,
v.19, v.14, v.16, v.24, v.20, v.27+ v.28, v.22, v.28, v.35, v.31, v.37, v.40, v.36, v.43, v.39, v.49, v.45, v.53,
v.47, v.56, v.52, v.60, v.59, v.63, v.70, v.66, v.67, v.68, v.73, v.76, v.82, v.77, v.79, v.83, v.87+ v.88, v.89,
v.88, v.92, v.94, v.96, v.99, v.101, v.103, v.106, v.107, v.110, v.111, v.114, v.116, v.118, v.241, v.248, v.246,
v.122 + v.123, v.123 + v.125, v.125 + v.127, v.132, v.129, v.134, v.135, v.138, v.139, v.141, v.148, v.144, v.145, v.149,
v.150, v.154, v.155, v.159, v.163, v.161, v.169, v.164, v.166, v.170, v.175, v.174, v.178+ v.179, v.179, v.182,
v.184, v.187, v.191, v.190, v.192, v.194, v.195, v.199, v.201, v.204, v.205, v.202, v.211+ v.212, v.208, v.212,
v.213, v.215, v.219, v.220, v.222, v.226, v.224, v.228, v.229, v.232, v.235, v.234, v.237, v.173, v.8, v.239}
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B.3 Maximal subalgebras in E8 for characteristic
two in Theorem 5.4.1
We give the necessary GAP input to obtain the result Theorem 5.4.1. For this section,
we will only consider the E8(a2) orbit as the details are almost identical in E8(a4), with
the only change needed when writing e2 and f2 in terms of the basis in GAP.
Procedure B.21: Maximal subalgebras in E8 for p = 2
gap> g:=SimpleLieAlgebra ( ”E” ,8 ,GF( 2 ) ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> e1 :=b [1 ]+b [2 ]+b [3 ]+b [8 ]+b [10 ]+b [12 ]+b [13 ]+b [ 1 4 ] ; ;
gap> f 1 :=b [184]+b [185]+b [187]+b [189]+b [190]+b [191]+b [ 1 9 4 ] ; ;
gap> L1:=Subalgebra ( g , [ e1 , f 1 ] ) ;
gap> Dimension (L1 ) ;
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We can now apply Procedure B.4, to obtain g as an Li-module for i = 1, 2 in terms of
a collection of matrices. To finish the proof of Theorem 5.4.1 we have to verify that the
factor module g/Li is irreducible. For this, we ask GAP for all the composition factors
of g considered as an Li-module. Since the only non-trivial submodule is precisely Li
we may conclude Li is maximal for both i = 1 and i = 2.
Procedure B.22: Checking the maximality in Theorem 5.4.1
gap> bh:=Bas i s (L1 ) ;
gap> for i in [ 1 . . Dimension ( g ) ] do
s := funct i on ( i ) ;
m1:=[ C o e f f i c i e n t s (b , bh [ 1 ] ∗ b [ i ] ) , . . . ,
C o e f f i c i e n t s (b , bh [ Dimension (L1 ) ] ∗ b [ i ] ) ] ;
return m1; end ; od ;
gap> Mats:= L i s t ( [ 1 . . Dimension ( g ) ] , s ) ; ;
gap> gm:=GModuleByMats (Mats ,GF( 2 ) ) ; ;
gap> MTX. BasesSubmodules (gm) ;
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B.4 Subalgebras of the Hamiltonian Lie algebra for
p = 2
In Proposition 5.1.2 and Proposition 5.3.3 we produced simple subalgebras of H(6; 1)(1)
and H(8; 1)(1) for p = 2. For this short section, we give a method of obtaining the
simple subalgebra of dimension 118 in H(8; 1)(1).
The basis given for H(8; 1)(1) in GAP seems complicated on first viewing. However,
it is easy to recognise the elements DH(f) from (1.16). For example; DH(xi) = ∂i′ is a
basis element consisting of one ‘v.j’ in terms of the GAP basis. To illustrate this further
we define the ∂i for i = 1, . . . , 8 in H(8; 1)
1.
Procedure B.23: The basis elements of the Hamiltonian Lie algebra in GAP
gap> g:=SimpleLieAlgebra ( ‘ ‘H ’ ’ , [ 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 ] ,GF( 2 ) ) ;
gap> b:=Bas i s ( g ) ;
gap> d1:=b [ 1 ] ;
v .1025
gap> d2:=b [ 2 ] ;
v .1281
gap> d3:=b [ 4 ] ;
v .1537
gap> d4:=b [ 8 ] ;
v .1793
gap> d5:=b [ 1 6 ] ; ; d6:=b [ 3 2 ] ; ;
d7:=b [ 6 4 ] ; ; d8:=b1 [ 1 2 8 ] ; ;
To obtain a simple subalgebra L of this, we try to find candidates for elements
‘v.j+v.k+v.m’ which lie in L1. Or, we could use our workings in Proposition 5.3.3, and
consider the multiplications [DH(xi), DH(xixjxkxlxm)] for i, j, k, l,m ∈ {1, . . . , 8} in
GAP to try identify our L3 component. Here we give the elements we found to work,
since we are just confirming there is a simple Lie algebra of the required dimension.
Procedure B.24: Obtaining a simple subalgebra of the Hamiltonian Lie al-
gebra
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gap> x1:=b [ 2 0 8 ] ;
v .193+v.657+v .849
gap> x2:=b [ 2 2 4 ] ;
gap> x3:=b [ 1 4 ] ;
gap> x4:=b [ 1 3 ] ;
gap> L:=Subalgebra ( g , [ d1 , . . . , d8 , x1 , . . . , x4 ] ) ; ;
gap> Dimension (L ) ;
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To verify this is simple we use Procedure A.8. It should be noted that our calculation
gives a simple subalgebra of an algebraically closed field of characteristic two. To see
this, we just check L is absolutely simple.
From this, we can take a basis of L and identify the top component in the grading
we take on L inherited from H(8; 1)(1). This then allows us to check the necessary
isomorphism in Theorem 5.3.4. A similar approach to all of the above will provide the
necessary details for Proposition 5.1.2.
B.5 The exceptional Lie algebra of type E8 in char-
acteristic five
We bring this Appendix to a close by considering the exceptional Lie algebra of type
E8 over fields of characteristic five, and provide the details of how we can calculate all
the information used in Chapter 3 in GAP.
B.5.1 The nilpotent orbit O(A4 + A3) in E8
We start by applying some of the procedures from Appendix A.4 to the nilpotent orbit
O(A4 + A3) in E8 for p = 5. This was already considered in Appendix A.3 with
representative e =
∑
α∈Π\{α5}
from [LT11, pg. 148]. For Theorem 3.1.3, we find a
w-invariant subspace L−1 with basis given in Table 26.
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gap> g:=SimpleLieAlgebra ( ‘ ‘E ’ ’ ,8 ,GF( 5 ) ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> e :=b [1]+b [2]+b [3]+b [4]+b [6]+b [7]+b [ 8 ] ;
v 1+v 2+v 3+v 4+v 6+v 7+v 8
gap> N:=LieNormal izer (g , Subalgebra ( g , [ e ] ) ) ;
gap> A:= LieSo lvab l eRad i ca l (N) ;
gap> w:=LieNormal izer (g ,A) ;
Lie a lgeb ra o f dimension 74 over GF(5)
We apply all our steps from Appendix A.4 to obtain L−1, and then continue the
process of taking L−2 := [L−1, L−1] + L−1 and so on to obtain the whole Weisfeiler
filtration. We find that we obtain up to L−3 in our filtration, where L−3 = g.
To check these modules are irreducible we ask for all submodules of g as an L0-
module. The only proper submodules are precisely A,L0, L−1, L−2 and L−3. For com-
pleteness we give the basis of the radical A is given in Table 25.
Table 25: The radical A for Theorem 3.1.3
A := 〈v.1 + v.2 + v.3 + v.4 + v.6 + v.7 + v.8, v.9 + 4v.10 + v.11 + 3v.14 + 3v.15,
v.16 + 4v.17 + 4v.22, v.23, v.44+ v.45 + 3v.46 + 2v.47 + 4v.49 + v.50,
v.51 + v.53 + 3v.54 + 4v.56, v.58 + v.60, v.65, v.80 + 3v.81 + v.83 + 4v.84,
v.86 + 4v.88, v.91, v.104 + 4v.105, v.107, v.116,
v.125, v.132 + v.133, v.138 + 3v.139 + 4v.140 + 4v.141,
v.144 + 3v.145 + 3v.146 + 4v.147 + 2v.148 + 2v.149, v.168, v.172+ v.175,
v.177 + v.179 + 4v.181 + 2v.182, v.202, v.205+ 4v.207, v.226〉
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Table 26: L−1 in E8 for Theorem 3.1.3
L−1 := {v.1 + v.2 + v.3 + v.4 + v.6 + v.7 + v.8, v.9 + 4v.10 + v.11 + 3v.14 + 3v.15, v.16 + 4v.17 + 4v.22,
v.23, v.44 + v.45 + 3v.46 + 2v.47 + 4v.49 + v.50, v.51 + v.53 + 3v.54 + 4v.56, v.58 + v.60, v.65,
v.80 + 3v.81 + v.83 + 4v.84, v.86 + 4v.88, v.91,
v.104 + 4v.105, v.107, v.116, v.125, v.132 + v.133, v.138 + 3v.139 + 4v.140 + 4v.141,
v.144 + 3v.145 + 3v.146 + 4v.147 + 2v.148 + 2v.149, v.168, v.172 + v.175,
v.177 + v.179 + 4v.181 + 2v.182, v.202, v.205 + 4v.207, v.226,
v.60, v.133, v.17 + 4v.22, v.175, v.139 + 4v.140 + 2v.141,
v.207, v.179 + v.181 + v.182, v.228, v.229 + 4v.230,
v.209 + 3v.210 + 3v.212, v.237, v.213 + 4v.214 + v.215 + 4v.216, v.53 + 2v.56, v.88, v.22,
v.10 + 2v.11 + 3v.14 + v.15, v.140 + 2v.141, v.145 + 3v.146 + 2v.147 + 3v.148 + v.149,
v.181 + 4v.182, v.183 + 2v.184 + 2v.186 + 3v.187 + 4v.188,
v.210 + 3v.212, v.189 + 4v.190 + 3v.191 + 3v.192 + 3v.193 + 3v.194, v.81 + 4v.84,
v.105, v.54 + v.56, v.45 + 2v.46 + 3v.47 + 4v.49 + 2v.50, v.14 + v.15,
v.2 + 2v.3 + 4v.4 + 4v.6 + v.8, v.146 + 3v.147 + 3v.148 + 2v.149,
v.151 + 4v.152 + 4v.153 + 2v.154 + 4v.155 + 3v.156, v.184 + 2v.187 + 4v.188,
v.157 + 4v.158 + 4v.159 + v.160 + 3v.161 + 3v.162 + 2v.163, v.101 + 2v.102, v.115,
v.83 + 3v.84, v.75 + 2v.77 + 4v.78, v.46 + 2v.47 + v.49 + 4v.50,
v.37 + 3v.38 + v.41 + 2v.43, v.6 + v.7 + v.8,
v.241 + 2v.242 + 2v.244 + 3v.246 + 4v.247 + 3v.248, v.150 + 3v.153 + 4v.155 + 2v.156, v.113 + v.114,
v.120, v.102 + 3v.103, v.97 + 4v.98 + v.99 + 4v.100, v.76 + 3v.77 + 2v.78 + 3v.79,
v.69 + 4v.70 + v.71 + v.72 + 2v.73 + 2v.74, v.38 + 2v.39 + v.40 + 4v.41 + 2v.42 + 2v.43,
v.30 + 2v.31 + v.32 + 4v.33 + 2v.34 + 2v.35 + 2v.36, v.242 + v.243 + 3v.244 + v.246 + 3v.247 + v.248,
v.11 + v.15, v.15, v.103, v.182, v.141, v.56, v.47 + 4v.49 + v.50, v.84,
v.147 + 4v.148 + 4v.149, v.148 + 3v.149, v.77 + 4v.78, v.212, v.49 + v.50, v.114,
v.3 + v.4 + v.7 + 3v.8, v.78 + 3v.79, v.186 + 4v.188, v.187 + 4v.188, v.39 + 3v.40 + v.42,
v.230, v.7 + 2v.8, v.98 + v.99 + 4v.100, v.119, v.152 + 2v.154 + 4v.155 + v.156,
v.40 + v.41 + 3v.42 + v.43, v.99 + 2v.100, v.214 + 2v.216, v.215 + 2v.216,
v.243 + 4v.244 + 3v.247 + 2v.248, v.238,
v.153 + v.155 + 2v.156, v.70 + 4v.71 + v.72 + v.73 + v.74,
v.111 + 2v.112, v.190 + 2v.191 + 3v.192 + 4v.193 + 4v.194,
v.246 + 3v.247 + v.248, v.71 + 3v.72 + 2v.73 + 4v.74, v.231 + 2v.232, v.159 + 4v.160 + 2v.162,
v.191 + 3v.192 + v.193 + 2v.194, v.31 + 4v.32 + v.33 + 4v.34 + v.35 + 4v.36,
v.93 + 3v.94 + 3v.95 + v.96, v.217 + 3v.218 + 3v.219 + v.220,
v.158 + v.160 + 4v.161 + 2v.162 + 4v.163, v.32 + v.33 + 3v.34 + v.35 + 4v.36,
v.121 + 2v.122 + 2v.124 + 3v.126 + 4v.127 + 3v.128, v.63 + 3v.64 + 2v.66 + 2v.67 + 2v.68,
v.195 + 4v.196 + 4v.197 + 4v.198 + 2v.199, v.122 + v.123 + 3v.124 + v.126 + 3v.127 + v.128,
v.24 + 2v.25 + 2v.26 + 2v.27 + 3v.28 + 4v.29, v.164 + 2v.165 + 2v.166 + v.167 + 3v.169 + 2v.170}
B.5.2 The maximality of L[p] in E8 from Theorem 3.2.5
Consider the orbit O(E8(a2)) with representative e := eα1 +eα2 +eα2+α4 +eα3+α4 +eα5 +
eα6 + eα7 + eα8 in Section 3.2. To obtain the Witt algebra W (1; 2) we use fα˜ and e to
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generate a 25-dimensional non-restricted simple Lie algebra along with its normalizer.
Procedure B.25: Finding a subalgebra of type W (1; 2) in E8
gap> g:=SimpleLieAlgebra ( ”E” ,8 ,GF( 5 ) ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> e :=b [1]+b [2]+b [5]+b [6]+b [7]+b [8]+b [10]+b [ 1 1 ] ; ;
gap> f :=b [ 2 4 0 ] ; ;
gap> h:=Subalgebra ( g , [ e , f ] ) ;
gap> Dimension (h ) ; I sRe s t r i c t edL i eA l g eb r a (h ) ;
25
f a l s e
gap> LieNormal izer ( g , h ) ;
<Lie a lgeb ra o f dimension 26 over GF(5)>
gap> ep :=PthPowerImage ( e ) ; ;
gap> \ in ( ep , L ieNormal izer ( g , h ) ) ;
t rue
Checking the simplicity of our Lie algebra is a straightforward application of Procedure A.8.
To calculate the size of the second Jordan block in Theorem 3.2.5 we find u ∈ g such
that [e, u] = e[p]. For this, use GAP to produce an element u :=
∑248
i=1 x[i] · b[i] in terms
of the GAP basis given in [dG08, Table 10]. We then insist that [e, u] = e[p], and show
u is precisely as in (3.2).
Procedure B.26: Defining E8 over a polynomial ring
gap> gr :=SimpleLieAlgebra ( ”E” ,8 , Rat iona l s ) ; ;
gap> r :=PolynomialRing ( Rationals , Dimension ( gr ) ) ; ;
gap> g:=SimpleLieAlgebra ( ”E” ,8 , r ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> x:= IndeterminatesOfPolynomialRing ( r ) ; ;
gap> e :=b [1]+b [2]+b [5]+b [6]+b [7]+b [8]+b [10]+b [ 1 1 ] ; ;
gap> ep2 :=2∗b [38]+b [39]+b [41]+b [ 4 2 ]
+b [43]+3∗b [44]+3∗b [45]+3∗b [48]+2∗b [ 4 9 ] ; ;
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This procedure also gives the nilpotent element e along with its p-th power. We can
then take a sum of all basis elements and consider [e, u] − e[p] = 0. This gives many
restrictions on u and leaves a linear algebra problem to solve which ultimately gives
(3.2).
Procedure B.27: Obtaining u for (3.2)
Take g ene r i c u ;
gap> e∗u−ep2 ;
Implement r e l a t i o n s such as x [121 ]=0 , x [1 ]=x [ 9 ] and so on ;
gap> u ;
( x 1 )v .1+( x 1 )v .2+( x 1 )v .5+( x 1 )v .6+( x 1 )v .7+( x 1 )v .8+( x 1 )v . 10
+(x 1 )v.11+v.29+3v.30+3v.31+3v.33−v.34+2v.35−3v.36+9v.37+3v .40
+(x 54 )v .54+( x 54 ) v.57−( x 54 )v .58+( x 54 )v .59−(2 x 54 )v . 60
+(x 54 )v.61+(−x 54 )v .62+( x 54 )v .63+( x 75 )v.71+(−x 75 )v . 72
−(2x 75 )v.73+(−2x 75 )v .74+( x 75 )v .75−(2 x 75 )v.77−(2 x 87 )v . 84
−(x 87 )v .86+( x 87 ) v.87+(−x 87 )v.88+(−x 87 )v .89+(x 95 )v . 95
−(x 95 )v.96−( x 95 ) v .97+( x 95 )v .98+( x 95 )v .99+( x 100 )v .100
−(x 100 )v .101+( x 100 )v .102+(x 111 ) v .111+( x 111 )v .112
+(x 115 )v .115+( x 120 )v .120
gap> e∗u−ep2 ;
(−5)∗v .38
Since we are working in characteristic five, this is zero as required. It should be noted
that we have u from (3.2) in addition with some elements. However, observe that each
of these is simply an element of ge using [LT11, dG08]. For example; b[120] = eα˜ = v10
in Proposition 3.2.2. Hence, we ignore these elements as it will not change the size of
〈u, e, f〉.
gap> g:=SimpleLieAlgebra ( ”E” ,8 ,GF( 5 ) ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> e :=b [1 ]+b [2 ]+b [5 ]+b [6 ]+b [7 ]+b [8 ]+b [10 ]+b [ 1 1 ] ; ;
gap> u:=b [29 ]+(3 )∗b [30 ]+(3 )∗b [31 ]+(3 )∗b[33]+(−1)∗b [34 ]+
(2)∗b[35]+(−3)∗b [36 ]+(9 )∗b [37 ]+(3 )∗b [ 4 0 ] ;
gap> e∗u=PthPowerImage( e ) ;
t rue
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B.5.3 The uniqueness of L[p] in E8 from Theorem 3.2.5
For the uniqueness of W (1; 2) in E8 we use Procedure B.26 to define E8 over a polyno-
mial ring with “enough” coefficients, and define
a n for n = 4 or 1 mod 5
in GAP as the sum of all basis elements x ∈ g such that x ∈ g(τ, 4). Note that we use
1 mod 5 to resemble the elements of ge(τ,−1 mod 5). Then, consider the sum of all
these elements in ‘fnew’ using
Procedure B.28: Uniqueness of W (1; 2) in E8 for p = 5
gap> f :=b [ 2 4 0 ] ;
gap> e :=b [1 ]+b [2 ]+b [5 ]+b [6 ]+b [7 ]+b [8 ]+b [10 ]+b [ 1 1 ] ; ;
gap> a4:=x [ 9 ] ∗ b [9 ]+x [ 1 3 ] ∗ b [13 ]+x [ 1 4 ] ∗b [14 ]+x [ 1 5 ] ∗ b [ 1 5 ]
+x [ 1 6 ] ∗ b [16 ]+x [ 1 7 ] ∗ b [17 ]+x [ 1 8 ] ∗ b [18 ]+x [ 1 9 ] ∗ b [ 1 9 ] ; ;
gap> a14:=x [ 5 4 ] ∗ b [54 ]+x [ 5 7 ] ∗ b [57 ]+x [ 6 3 ] ∗ b [63 ]+
x [ 6 2 ] ∗ b [62 ]+x [ 6 1 ] ∗ b [61 ]+x [ 6 0 ] ∗ b [60 ]+x [ 5 9 ] ∗b [59 ]+x [ 5 8 ] ∗ b [ 5 8 ] ; ;
gap> a24:=x [ 9 0 ] ∗ b [90 ]+x [ 9 1 ] ∗ b [91 ]+x [ 9 2 ] ∗ b [92 ]+
x [ 9 3 ] ∗ b [93 ]+x [ 9 4 ] ∗ b [ 9 4 ] ; ;
gap> a34:=x [ 1 0 9 ]∗ b [109]+x [ 1 1 1 ]∗ b [111]+x [ 1 1 2 ]∗ b [ 1 1 2 ] ;
gap> a44:=x [ 1 1 9 ]∗ b [ 1 1 9 ] ;
gap> a36:=x [ 2 3 2 ]∗ b [232]+x [ 2 3 3 ]∗ b [ 2 3 3 ] ; ;
gap> a26:=x [ 2 1 5 ]∗ b [215]+x [ 2 1 6 ]∗ b [216]+x [ 2 1 7 ]∗ b [ 2 1 7 ]
+x [ 2 1 8 ]∗ b [218]+x [ 2 1 9 ]∗ b [ 2 1 9 ] ; ;
gap> a16:=x [ 1 8 4 ]∗ b [184]+x [ 1 8 7 ]∗ b [187]+x [ 1 9 0 ]∗ b [190]+
x [ 1 8 5 ]∗ b [185]+x [ 1 8 6 ]∗ b [186]+x [ 1 8 8 ]∗ b [188]+x [ 1 8 9 ]∗ b [ 1 8 9 ] ; ;
gap> a4:=x [ 2 0 ] ∗b [20 ]+x [ 9 ] ∗ b [9 ]+x [ 1 3 ] ∗b [13 ]+x [ 1 4 ] ∗ b [14 ]+
x [ 1 5 ] ∗ b [15 ]+x [ 1 6 ] ∗ b [16 ]+x [ 1 7 ] ∗ b [17 ]+x [ 1 8 ] ∗b [18 ]+x [ 1 9 ] ∗ b [ 1 9 ] ; ;
gap> a6:=x [ 1 4 1 ]∗ b [141]+x [ 1 4 2 ]∗ b [142]+x [ 1 4 3 ]∗ b [143]+x [ 1 4 4 ]∗ b [ 1 4 4 ]
+x [ 1 4 5 ]∗ b [145]+x [ 1 4 6 ]∗ b [146]+x [ 1 4 7 ]∗ b [147]+x [ 1 4 8 ]∗ b [ 1 4 8 ]
+x [ 1 5 2 ]∗ b [ 1 5 2 ] ; ;
gap> fnew :=b [240]+ a4+a6+a14+a16+a24+a26+a34+a36+a44 ; ;
Note that ‘fnew’ is our candidate for a non-conjugate to f . We may begin by
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considering elements of the centraliser of e, and check that for f + v the Lie algebra
generated by e and f+v is equal to the Lie algebra generated by e and f for v ∈ ge(τ, 4).
Since this is satisfied we substitute in these relations in the coefficients. For example;
we set x[232] := 4 x[233].
We redefine ‘fnew’ with these new relations, and consider [fnew, (ad e)22(fnew)]. In
W (1; 2) this must be zero, so we are left with a collection of linear equations all needed to
be zero. After repeated substitutions of necessary relations we are led to the conclusion
the maximal subalgebra from Theorem 3.2.5 is unique up to conjugation.
Procedure B.29: Final checks for uniqueness of W (1; 2) in E8
gap> x1 :=(ad e )ˆ22( fnew ) ; ;
gap> x1∗ fnew ;
B.5.4 The first Witt algebra in E8
In this final subsection, we consider the GAP calculations performed in Section 3.3 used
to obtain some partial results about subalgebras of type W (1; 1) in the exceptional Lie
algebra of type E8. To obtain Proposition 3.3.2 we initially search for nilpotent orbitsO
such that for an orbit representative e, we have (ad e)4(f) = λe. For a positive example,
we consider the nilpotent orbit O(A3) with standard representative e := eα1 + eα3 + eα4
and apply ad e four times.
Procedure B.30: The nilpotent orbit O(A3) in E8, and the corresponding
Witt algebra
gap> g:=SimpleLieAlgebra ( ”E” ,8 ,GF( 5 ) ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> e :=b [1 ]+b [3 ]+b [ 4 ] ; ;
gap> e ∗( e ∗( e ∗( e ∗(b ) ) ) ) ;
gap> f :=b [ 1 3 6 ] ; ;
gap> h:=Subalgebra ( g , [ e , f ] ) ;
gap> Dimension (h ) ;
5
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Observe that for f1110000
0
= b[136], we have (ad e)4(f1110000
0
) = e. Hence, this orbit
must be considered as a possibility for a W (1; 1) subalgebra. In the negative examples
we repeat exactly as above, changing e and will see none of these have the property
e ∈ im((ad e)4).
B.5.5 Verifying our choice for X∂ is unique
For Proposition 3.3.3, to prove that the subalgebras of type W (1; 1) are not maximal in
types A3 and A4 we first need to show that our representative X∂ is unique “enough”.
In both cases we take an element v ∈ g(τ,−2) and consider [e, v]. Forcing this to be
zero gives that v = 0 or v ∈ z(l) where l has type A4. We could build a full list of
ge(τ, 0) ∩ im(ad e) for all nilpotent orbits.
Take the orbit O(A4), with Lie algebra representative 3hα1 +3hα2 +2hα3 +2hα4 for
cocharacter τ . This will also be taken to be our choice for X∂. Then, compute the zero
weight space for X∂. For this we write some code to do this automatically:
Procedure B.31: Confirming ge(τ, 0) ∩ im ad e = 0
gap> e :=b [1 ]+b [2 ]+b [3 ]+b [ 4 ] ; ;
gap> h:=3∗b [241]+3∗b [242]+2∗b [243]+2∗b [ 2 4 4 ] ;
gap> h∗ e=−e ;
t rue
gap> for i in [ 1 . . Dimension (C) ] do
s := func t i on ( i )
a1:=c [ i ]∗h=0∗b [ 1 ] ;
i f a1=true then
return i ;
else
return 0 ;
f i ;
end ;
i f s ( i )= i then
Append (W, [ c [ i ] ] ) ;
f i ; od ;
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gap> g0:=Subalgebra ( g ,W) ; ;
gap> Dimension ( g0 ) ;
24
gap> C1:=LieCentre ( g0 ) ; ; c1 :=Bas i s (C1 ) ; ;
We are able to verify that this Lie algebra g(τ, 0) is 24-dimensional such that
g(τ, 0)/z(g(τ, 0)) is 23-dimensional and simple. It is easy to check this must have type
A4, and so we have obtained ge(τ, 0). For the intersection with im(ad e) we use GAP
to produce a vector space generated by such an image.
gap> V:=VectorSpace (GF(5 ) , e∗b ) ; ;
gap> I n t e r s e c t i o n (V, g ( 0 ) ) ;
We could use everything described in this section to obtain a complete list of
ge(τ, 0)∩ im(ad e) for all standard nilpotent orbits in any characteristic. It seems plau-
sible that nothing too dramatic happens, and very similar results to [Jan04] should be
expected. For example, in the non-smooth orbitO(A4+A3) we have ge(τ, 0)∩im(ad e) =
ge(τ, 0).
In all our cases, despite ge having a bigger dimension than Lie(Ge) the majority of
new elements are in ge(τ,−1). Hence, we will usually find that that ge(τ, 0) ∩ im(ad e)
is exactly the same as it was for nilpotent e from [Jan04] when considered in the good
characteristic case.
B.5.6 Finding non-zero fixed vectors for Proposition 3.3.3
The final step to rule out maximal subalgebras isomorphic to W (1; 1) we show that
there is a non-zero fixed vector v for W (1; 1), that is a vector such that [W (1; 1), v] = 0.
Recall that we have unique choices for ∂ = e and X∂ = hτ up to a centre in the Levi
factor for nilpotent orbit with representative e. Using [HS16a, Appendix] we obtain a
method for showing any possible W (1; 1)-subalgebra has a non-zero fixed vector.
By Procedure B.26 we may obtain E8 as a Lie algebra over a polynomial ring, and
define our e and X∂. Note that we only consider the nilpotent orbit of type A3. For
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the orbit of type A4 the reader needs to replace e appropriately, and then consider all
the possible choices for X∂.
gap> gr :=SimpleLieAlgebra ( ”E” ,8 , Ra t i ona l s ) ; ;
gap> r :=PolynomialRing ( Rat iona l s , Dimension ( gr ) ) ; ;
gap> g:=SimpleLieAlgebra ( ”E” ,8 , r ) ; ;
gap> b:=Bas i s ( g ) ; ;
gap> x:= IndeterminatesOfPolynomialRing ( r ) ; ;
gap> e :=b [1 ]+b [3 ]+b [ 4 ] ; ;
gap> Xd:=b [241]+b [244]+3∗b [ 2 4 3 ] ; ;
Since W (1; 1) is generated as a Lie algebra by the elements ∂ and X3∂ we need a
candidate for X3∂. To begin we consider a generic element u :=
∑
i∈I x[i]b[i] ∈ g, such
that [e, u] = X∂ and [X∂, u] = u. For this, we use
gap> u:=x [ 1 ] ∗ b [1 ]+x [ 2 ] ∗ b [ 2 ]+ . . .+x [ 2 4 8 ]∗ b [ 2 4 8 ]
gap> Xd∗u−u ;
gap> e∗u−Xd;
Since [X∂, u]− u = 0 and [e, u]−X∂ = 0 we reduce the number of coefficients for
u. After some deductions we obtain
gap> u:=
x [ 2 3 ] ∗ b [23 ]+x [ 2 4 ] ∗ b [ 2 4 ]
+x [ 3 1 ] ∗ b [31 ]+x [ 3 9 ] ∗ b [39 ]+
x [ 4 7 ] ∗ b [47 ]+
x [ 6 3 ] ∗ b [63 ]+x [ 7 0 ] ∗ b [70 ]+
x [ 7 6 ] ∗ b [76 ]+x [ 7 7 ] ∗ b [77 ]+
x [ 8 3 ] ∗ b [83 ]+x [ 8 8 ] ∗ b [88 ]+
x [ 9 7 ] ∗ b [97 ]+
x [ 1 0 1 ]∗ b [101]+x [ 1 0 4 ]∗ b [104]+x [ 1 0 7 ]∗ b [107]+
x [ 1 1 6 ]∗ b [116]+
b [121]+x [ 1 2 2 ]∗ b [122]+3∗b [123]+b [124]+x [ 1 2 5 ]∗ b [125]+
x [ 1 3 3 ]∗ b [133]+
x [ 1 4 1 ]∗ b [141]+x [ 1 4 9 ]∗ b [149]+x [ 1 5 0 ]∗ b [150]+
−x [ 1 5 0 ]∗ b [150]+x [ 1 6 8 ]∗ b [168]+x [ 1 7 5 ]∗ b [175]+
x [ 1 8 1 ]∗ b [181]+x [ 1 8 2 ]∗ b [182]+x [ 1 8 8 ]∗ b [188]+
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x [ 1 9 4 ]∗ b [194]+
x [ 2 0 5 ]∗ b [205]+x [ 2 1 0 ]∗ b [210]+
x [ 2 1 5 ]∗ b [215]+x [ 2 2 0 ]∗ b [220]+
x [ 2 3 2 ]∗ b [ 2 3 2 ] ; ;
gap> Xd∗u−u ;
(−15)∗v .123
gap> e∗u−Xd;
0∗v . 1
Since we work in characteristic five, we see both are now zero. Hence, this choice of
u is sufficiently generic and satisfies the conditions to be X2∂. We then play the same
game to find a candidate for X3∂, starting with a generic v insisting that [e, v] = u and
[X∂, v] = 2v. After some work, we obtain the following choice in GAP.
gap> v:=
x [ 1 6 ] ∗ b[16]−x [ 2 3 ] ∗b[17]−x [ 2 4 ] ∗ b [19 ]+
−x [ 3 1 ] ∗b[27]−x [ 3 9 ] ∗ b [35 ]+
−x [ 4 7 ] ∗b [43 ]+x [ 6 3 ] ∗ b [57 ]+
x [ 7 0 ] ∗ b [64 ]+x [ 7 6 ] ∗b [71 ]+x [ 7 7 ] ∗ b [72 ]+
x [ 8 3 ] ∗ b [78 ]+x [ 8 8 ] ∗b [84 ]+
x [ 9 7 ] ∗ b [93 ]+x [ 1 0 1 ]∗ b [98 ]+
x [ 1 0 4 ]∗ b [102]+x [ 1 0 7 ]∗ b [105]+
−x [ 1 1 6 ]∗ b[115]+−b[129]−x [ 1 2 2 ]∗ b [130]+
b [131]+x [ 1 2 5 ]∗ b [132]+x [ 1 3 3 ]∗ b [140]+
x [ 1 4 1 ]∗ b [148]+x [ 1 4 9 ]∗ b [156]+
x [ 1 6 8 ]∗ b [172]+x [ 1 7 5 ]∗ b [179]+
x [ 1 8 1 ]∗ b [186]+x [ 1 8 2 ]∗ b [187]+
x [ 1 8 8 ]∗ b [193]+x [ 1 9 4 ]∗ b [199]+
−x [ 2 0 5 ]∗ b[209]−x [ 2 1 0 ]∗ b[214]−x [ 2 1 5 ]∗ b [219]+
−x [ 2 2 0 ]∗ b[223]+−x [ 2 3 2 ]∗ b [ 2 3 3 ] ; ;
To find a fixed vector w, we take a generic w ∈ g insisting that [e, w] = [Xd,w] = 0.
This forces w ∈ ge(τ, 0) for τ the associated cocharacter from Proposition 3.3.2 for e of
type A3.
Procedure B.32: Finding a fixed vector for W (1; 1) subalgebras in O(A3) orbit
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gap> w:=x [ 6 ] ∗ b [6 ]+x [ 7 ] ∗ b [7 ]+x [ 8 ] ∗ b [8 ]+
x [ 1 4 ] ∗ b [14 ]+x [ 1 5 ] ∗ b [15 ]+
x [ 2 2 ] ∗ b [22 ]+x [ 3 2 ] ∗ b [30 ]+
x [ 3 2 ] ∗ b [32 ]+x [ 3 8 ] ∗ b [38 ]+x [ 3 8 ] ∗ b [40 ]+
x [ 4 9 ] ∗ b [46 ]+x [ 4 9 ] ∗ b [49 ]+
x [ 5 4 ] ∗ b [54 ]+x [ 5 4 ] ∗ b [56 ]+x [ 6 9 ] ∗ b [69 ]+
x [ 7 5 ] ∗ b [75 ]+x [ 8 0 ] ∗ b [80 ]+
x [ 8 1 ] ∗ b [81 ]+x [ 8 2 ] ∗ b [82 ]+x [ 8 6 ] ∗ b [86 ]+x [ 8 7 ] ∗b [87 ]+
x [ 9 1 ] ∗ b [91 ]+x [ 9 2 ] ∗ b [92 ]+x [ 9 6 ] ∗ b [96 ]+
x [ 1 0 9 ]∗ b[109]−x [ 1 0 9 ]∗ b [110]+
x [ 1 1 7 ]∗ b [117]+x [ 1 1 8 ]∗ b [118]+x [ 1 1 9 ]∗ b [119]+x [ 1 2 0 ]∗ b [120]+
x [ 1 2 6 ]∗ b [126]+x [ 1 2 7 ]∗ b [127]+x [ 1 2 8 ]∗ b [128]+
x [ 1 3 4 ]∗ b [134]+x [ 1 3 5 ]∗ b [135]+
x [ 1 4 2 ]∗ b [142]+x [ 1 5 2 ]∗ b [150]+
x [ 1 5 2 ]∗ b [152]+x [ 1 5 8 ]∗ b [158]+x [ 1 5 8 ]∗ b [160]+
x [ 1 6 9 ]∗ b [166]+x [ 1 6 9 ]∗ b [169]+
x [ 1 7 6 ]∗ b [174]+x [ 1 7 6 ]∗ b [176]+x [ 1 8 9 ]∗ b [189]+
x [ 1 9 5 ]∗ b [195]+x [ 2 0 0 ]∗ b [200]+
x [ 2 0 1 ]∗ b [201]+x [ 2 0 2 ]∗ b [202]+x [ 2 0 6 ]∗ b [206]+x [ 2 0 7 ]∗ b [207]+
x [ 2 1 1 ]∗ b [211]+x [ 2 1 2 ]∗ b [212]+x [ 2 1 6 ]∗ b [216]+
x [ 2 2 9 ]∗ b[229]−x [ 2 2 9 ]∗ b [230]+
x [ 2 3 7 ]∗ b [237]+x [ 2 3 8 ]∗ b [238]+x [ 2 3 9 ]∗ b [239]+x [ 2 4 0 ]∗ b [240]+
x [ 2 4 1 ]∗ b [241]+x [ 2 4 2 ]∗ b [242]+2∗x [ 2 4 1 ]∗ b [243]+3∗x [ 2 4 1 ]∗ b [244]+
(4∗x [241]−x [ 2 4 2 ] ) ∗ b [245]+x [ 2 4 6 ]∗ b [246]+x [ 2 4 7 ]∗ b [247]+x [ 2 4 8 ]∗ b [ 2 4 8 ] ; ;
gap> e∗w=0;
true
gap> Xd∗w=0;
true
gap> v∗w;
Using the Lie bracket [v, w] = 0 gives a collection of linear equations that must
always have a non-trivial solution. This follows because the number of linear equations
is always strictly less than the number of indeterminates for w. Hence, we achieve the
conclusion of Proposition 3.3.3. The same idea was used for the nilpotent orbit of type
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A4.
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Index
(a) = (a1, . . . , an) a vector in Nn, 16
CH(2m;n), 22
CS(m;n), 20
DH(f) =
∑2m
j=1 σ(j)∂j(f)∂j′, 21
H(2m;n), Hamiltonian Lie algebra, 20
K(2m+ 1;n), contact Lie algebra, 22
L[p], the p-envelope or p-closure of L, 24
M(G), the Weisfeiler radical, 43
M(n1, n2), the Melikyan algebras, 23
S(m;n), special Lie algebra, 19
W (m;n), the Witt algebra, 17
[p]-mapping, 15
G or gr(g), graded Lie algebra, 42
Ω0(m;n) = O(m;n), 17
Ω1(m;n) = HomO(m;n)(W (m;n),O(m;n)),
17
Φ, root system, 11
Φ0, basis of simple roots, 11
TR(L), the absolute toral rank of L, 52
div : W (m;n)→ O(m;n), 18
O(m;n), truncated polynomial ring, 16
O(m;n)(αdiv), a W (m;n)-module, 18
Si(n), for i = 1, 2, 3 — Skryabin algebras,
87
ge, centraliser of e in g, 26
ne, normaliser of e in g, 26
Er(1; 1), Ermolaev algebra, 85
τ is an associated cocharacter, 27
d : Ω0(m;n) → Ω1(m;n) with df(D) =
D(f), 18
Weak Recognition Theorem, 84
Weisfeiler filtration, 41
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