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ABSTRACT 
 
 
 
On Some Classes of Meromorphic Functions Related 
with Certain Linear Operators 
 
 
 
 
Main purpose of this research work is to define new subclasses of analytic and meromorphic 
functions. To establish our results, we use the techniques of differential subordination and 
convolution. On the basis of certain image domains, we discuss some interesting properties 
associated with these classes. Some of our results are best possible. Many new and known 
results are obtained as special cases by substituting particular values to the parameters 
involved.   
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Chapter 1
Introduction
1
Geometric function theory is one of the areas of complex analysis that fascinate inter-
play of geometry and analysis. The theory is basically a connection between analytic
formulation and geometric structure that is why the name geometric function theory was
suggested. In developing this area of mathematics, Riemann has a distinguished merit.
His mapping theorem is recognized as one of the most essential contributions in this eld,
see [25, 132]. This theorem assures that any simply connected domain, with at least two
boundary points, can be mapped conformally to any other with similar characterizations.
This is in fact the justication for replacing any arbitrary domain with the open unit disc
E= fz : z 2 C; jzj < 1g : This assertion gave birth to a new eld of mathematics called
geometric function theory.
The theory of analytic and univalent functions have the nice characteristic of Riemann
assertion that was initiated by Koebe in 1907, see [35]. If 0 2 D; then there always exists
a unique analytic and univalent function f which maps D onto E and is normalized by the
conditions f(0) = 0 and f 0 (0) = 1; that is, f takes origin to the origin and its derivative has
the value 1 at 0:We assign S; to be the class of said functions: Due to the importance of
the geometric properties of the ranges of univalent functions, many subclasses of the class
S were dened. In particular, a domain is named as star shaped with respect to origin if
a line connecting origin to any other point of that domain lies entirely in it and a domain
is called convex if a line connecting any two points of it lies fully in it. The functions that
map open unit disc to star shaped and convex domains are called starlike and convex
functions respectively. Researchers have succeeded in establishing relationship between
certain properties of analytic functions and the geometry of their image domains. For
example a function f is starlike then the real part of the quantity zf
0
f
is greater than
zero and vice versa. Similarly a function is convex if and only if Re

1 + zf
00(z)
f0(z)

> 0:
Likewise real part of the quantities f
0(z)
g0(z) ;
(zf0(z))0
g0(z) is positive if and only if the functions are
close-to-convex and quasi convex respectively. It has been established that the positivity
of the real part of these quantities is necessary as well as su¢ cient for univalence. This
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is indeed the signicance of class P of functions with real part greater than zero. After
Koebe, Bieberbach proved the estimate for the second coe¢ cient of functions in S and
at the same time conjectured for coe¢ cients for all n; n > 2; see [35]: This conjectured
was proved by de-Branges [27]. Further developments were made in the early twentieth
century, for some of which, we refer [2, 3, 11, 12].
In 1917, Lowner [53] made a groundbreaking discovery by introducing functions with
bounded boundary rotationm; m  2; which was modied by Paatero [98]. We symbolize
the class of said functions by Vm: Later on in 1952, Tammi [123] established the concept
of function with bounded radius rotation, m; m  2; which is denoted by Rm: These
ideas opened new dimensions for the researchers. After that, many researchers like Noor
[68, 69, 70, 71, 72, 73], Brannan [13, 14] and Pinchuk [100] did signicant work to develop
this area. Subsequently Pinchuk [100] gave the concept of the class Pm; m  2 which
settled the criteria to study the classes Vm and Rm:
As we have analyzed before, the geometric structure of the image domain is of par-
ticular interest in geometric function theory. Many classes of analytic functions have
been introduced and studied on the basis of the ranges of these function. Janowaski
[41] introduced the circular domains  (A;B) and dened the class P(A;B) : Several
researchers [38, 50, 66, 67] studied these functions and developed this area related with
such domains. Brown [15] proved it is not always possible that a starlike function f maps
each disc jz  z0j <  < 1 jz0j onto a region starlike with respect to f, which led the de-
nition of uniformly starlike and uniformly convex functions that was independently given
by Goodman [33, 34] and later on by Rønning [108], Ma and Minda [58]. In 1999, Kanas
and Wisniowska [44, 45] discovered the conic domains that gave distinct avour to this
eld. Also the conic-type regions that connect the circular domains and conic domains
was introduced in [81]. Recently much work has been done by using these concepts, see
[1, 2, 3, 43, 119, 95].
Just like analytic functions, meromorphic functions had been a subject of substan-
tial interest in recent years. Clunie [19] obtained the coe¢ cient bounds for the class of
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meromorphic starlike functions. Similarly Libera and Robertson [48] found the coe¢ cient
estimates for meromorphic close to convex functions. Thereafter number of mathemati-
cians added their ndings to this eld, such as, Pommerenke [103], Ponnusamy [105], Cho
[21, 22], and Noor [74, 75, 76]. Researchers have succeeded in developing the theory of
meromorphic functions in various directions, such as to the bounded boundary rotations,
bounded radius rotations, to the conic domains and their generalizations and to the cir-
cular domains. Also the theory of linear operators plays an important role in geometric
function theory. Some important subclasses of meromorphic functions by using these
operators has been introduced and for the recent work on this topic, we refer [16, 20, 21].
In this dissertation, we dene several subclasses of analytic and meromorphic func-
tions by using some linear operators. We will discuss some basic characteristics of these
classes such as, inclusion results, coe¢ cient problems, arc length, convolution properties
and some other problems. The detail of the coming work is given below.
Chapter 2 highlights some introductory and fundamental concepts in geometric func-
tion theory that provides a great source of motivation for the development of the work
presented in the later chapters. We do not emphasize on proofs of the results but give
appropriate references. The two most important techniques, di¤erential subordination
and convolution, are discussed in brief. At the end we discuss some important linear
operators which supply an essential framework for the study of certain classes of analytic
and meromorphic functions.
In chapter 3, we use the fractional derivative operator of order  to investigate new
subclasses of analytic and meromorphic functions related with conic domains. We prove
some inclusion results and coe¢ cient bounds. It is also shown that these classes are closed
under convex convolution. Some useful applications of these results are also presented.
Chapter 4 is devoted to the study of functions, called functions with bounded turning.
A di¤erential operator is used to dene the classMn(; `; ):We prove some convolution
conditions and some other properties of this class.
Chapter 5 emphasizes on a new classMBm;(; n; ;A;B) related with meromorphic
4
Bazileviec type functions. In order to dene this class, we use the idea of generalized
Janowski functions and the class MRm (A;B) of meromorphic functions with bounded
radius rotation. Major problems include, a necessary condition, maximum value problem,
arc length and coe¢ cients bounds for the functions belonging to this class.
In chapter 6, we are focused on a typical problem in geometric function theory re-
garding the behaviour of a functional made up of combinations of the coe¢ cients of the
original function. The chapter concerns with one important functional of this type called
the Fekete-Szegö functional. We derive some other results also.
In chapter 7, using the domain k (A;B) ; we dene new subclasses of meromor-
phic functions associated with symmetric points. Some interesting properties of these
functions are studied.
In chapter 8, we generalize the concept of meromorphic convexity and starlikeness
by introducing a new di¤erential operator. These functions are studied in some detail.
Radius problems and integral preserving properties are investigated.
5
Chapter 2
Some Preliminary Concepts
6
In this chapter, we discuss some basic concepts in order to make the work presented in
this thesis more comprehensible. We start with the denitions of normalized analytic and
univalent functions. We dene subordination and give some basic results related with
it. A brief survey about Caratheodory functions, conic domains, circular domains and
related concepts is also given. We also give denitions of some subclasses of analytic and
meromorphic functions and discuss some of their interesting properties. At the end we
give some known linear operators that will be needed in our coming investigation. All
the contents of this chapter are known and we cite them properly.
2.1 Analytic and univalent functions
In this unit, we dene class A, consisting of normalized analytic functions and its subclass
S of univalent functions.
Denition 2.1.1. [35] A function f is named as analytic at z0 if its derivative exists
at z0 and also in its neighborhood. If f is analytic at every point in a domain D; then f
is called analytic in D: An analytic function can be expressed in Taylor series form with
centre at any point say z0. We can take without loss of generality z0 = 0; so any analytic
function, say g; can be expressed in series form as
g (z) = b0 + b1z + b2z
2 + ::: :
We can normalize g as:
f (z) =
g (z)  b0
b1
= z + a2z
2 + :::; (2.1.1)
1
there exists a subset of A consisting of functions that has a nice geometric property. These
are those functions which do not take the same value twice. Such functions are called
7
provided that b 6= 0:We denote the class of all such function f given in (2:1.1) by A: Luckily
univalent. Analytically a function f is called univalent if, for two points z1; z2 2E;
f (z1) = f (z2) implies z1 = z2:
We assign S; to be the class of said functions. Koebe function
 (z) =
z
(1  z)2 ;
is the most prominent function in this class. The image of  under E is the entire w plane
excluding a slit along the negative-real axis from w =  1 to w =  1
4
:
2.2 Di¤erential Subordination
Di¤erential subordination is a complex analogue of di¤erential inequalities on the real
line. Derivative of a function plays a key role in studying the behavior of a function in real
and complex analysis. For example a real-valued function is increasing on an interval if
its derivative is positive on that interval and in complex analysis a very common example
is the Noshiro-Warschawski theorem [93, 129] which provides su¢ cient condition for the
univalence of a function, that is, when real part of functions derivative is positive on a
convex domain then that function is univalent. These and many other implications led
the foundation of the concept of di¤erential subordination. The concept was rst time
introduced by Lindelöf [55] and then furnished by Littlewood [56, 57] and Miller and
Mocanu [59]. Before giving a formal denition of di¤erential subordination, we need the
denition of Schwarz function.
Denition 2.2.1. An analytic function w in E is said to be Schwarz function if it
satises the following conditions
w (0) = 0 and jw (z)j < 1; z 2 E:
We symbolize the family of all above dened functions by :
We now state denition of subordination and some basic results we need in our up coming
8
work.
Denition 2.2.2. Let f and g be two analytic functions. Then f is subordinate to g
written as f g, if there exists a Schwarz function w such that f= g (w) : Specically if g
is univalent in E, then f(0) = g (0) and f(E)  g (E) :
Lemma 2.2.1. [37] Let h be convex univalent in E with
h(0) = 1;  6= 0 and Re > 0; z 2 E:
Suppose that the function
p(z) = 1 + p1z + p2z
2 + ..., (2.2.1)
is analytic in E and satisfying the following di¤erential subordination
p(z) +
zp
0
(z)

 h(z); z 2 E;
then
p(z)  q(z)  h(z); z 2 E;
where
q (z) =

z
Z z
0
h (t) t 1dt;
is convex and is the best dominant.
The following two results are due to Miller and Mocanu [59, 60].
Lemma 2.2.2. Let q be convex in E and let
h (z) = q (z) + zq
0
(z) ;
with  > 0. If p; given by (2:2:1) is analytic and satises
p(z) + zp
0
(z)  h(z); z 2 E;
9
then
p(z)  q(z); z 2 E;
and the result is best possible.
Lemma 2.2.3. Let  and  be complex numbers. Also let the function h be convex
univalent in E with
h(0) = 1 and Re fh(z) + g > 0; z 2 E:
Suppose that the function p; given by (2:2:1) satises the following subordination
p(z) +
zp0(z)
p(z) + 
 h(z); z 2 E:
If the di¤erential equation
q(z) +
zq0(z)
q(z) + 
= h(z); q(0) = 1;
has a univalent solution q, then
p(z)  q(z)  h(z); z 2 E;
and q is the best dominant.
2.3 The class P of functions
A deep look at the geometric structure of the quantities zf
0(z)
f(z)
; (zf
0(z))0
f0(z) and many others
that have got the real part greater than zero, suggests the existence of the functions that
map the open unit disc to the right half plane. Most of the subclasses of analytic and
meromorphic functions are studied on the basis of these function. The class consisting of
such functions is represented by P, see [35]. In this unit, we study the class P and state
some results related with this class.
Denition 2.3.1. An analytic function p; given by (2:2:1) is said to belong to the class
10
P i¤Rep(z) > 0, z2E: The leading function from this class is the Mobius function
L0 (z) =
1 + z
1  z :
Using subordination, we can argue that a function p2P if it is subordinate to L0 (z).
Herglotz [40] gave a representation formula, known as the Herglotz representation, as
follows
Lemma 2.3.1. A function p2P i¤ it can be written as
p (z) =
1
2
Z 2
0
1 + ze it
1  ze itd (t) ; z 2 E;
where  is a non-decreasing function such that
Z 2
0
d (t) = 2:
This representation formula is used to study the integral representations of the functions
belonging to various classes of analytic and meromorphic functions.
Remark 2.3.1. Throughout this dissertation, we shall take  to be a non-decreasing
function in [0; 2] :
Lemma 2.3.2. [94] Let p be given by (2:2:1) and suppose that
Re

p (z)  zp
0 (z)
p (z)

> 0; z 2 E:
Then we have
Re fp (z)g > 0 in E:
Lemma 2.3.3. [110] Let p2P for z2E. Then, for t > 0 and  6=  1 (complex)
Re

p (z) +
tzp0 (z)
p (z) + 

> 0; z 2 E;
11
for
jzj < j + 1jr
 +
q
2   2   12 ;  = 2 (t+ 1)
2 + jj2   1:
This bound is best possible.
The following two results are proved by Ma and Minda [58] which are useful in proving
the Fekete-Szegö problems for many classes.
Lemma 2.3.4. If p(z) = 1+p1z+p2z2 + : : : and has a positive real part, then
p2   p21 
8>>><>>>:
 4 + 2 (  0) ;
2 (0    1) ;
4   2 (  1) :
For the case,  < 0 or  > 1, equality holds i¤ p is 1+z
1 z or one of its rotations, whereas
if 0 <  < 1; then sharpness occurs i¤ p is 1+z
2
1 z2 or one of its rotations. However equality
holds i¤
p(z) =

1 + 
2

1 + z
1  z

+

1  
2

1  z
1 + z

; 0    1; z 2 E;
or one of its rotations when  = 0. While, for  = 1, sharpness occurss i¤ p(z) is the
reciprocal of one of the functions such that the equality holds in the case of  = 0: Even
though the above bound is best possible but can be improved as follows when 0 <  < 1;
p2   p21+  jp1j2  2; 0 <   12 ;p2   p21+ (1  ) jp1j2  2; 12   < 1:
Lemma 2.3.5. If p(z) = 1+p1z+p2z2 + : : : 2P; then for a complex number ;
p2   p21  2max f1; j2   1jg ;
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and equality holds i¤
p(z) =
1 + z
1  z and p(z) =
1 + z2
1  z2 :
2.4 Classes of analytic functions
In this unit, we shall study some classes of analytic and univalent functions on the basis of
geometric structures of their image domains. If a univalent function has a nice geometry
then that particular function is a source of great motivation for researchers in this eld.
The most leading examples of such domains are the star shaped and convex domains. We
will also analyze the connections between analytic structure and geometric properties of
these classes and discuss their interrelationships. We will give some basic results related
with these classes that will be used in our investigation.
Denition 2.4.1. For any two points z1;z2 2 D and t 2 (0; 1), if the line segment
(1  t) z1 + tz2 2 D;
then D is called a convex domain and the function which maps E onto this particular D
is named as convex function. We symbolize the class of said functions by C: Study [122]
related the class C and the class P by giving a necessary and su¢ cient condition which
states that a univalent function is called convex i¤
Re
(zf 0 (z))0
f 0 (z)
> 0; z 2 E:
The function
f (z) =
z
1  z ; z 2 E;
serves as extrmal in C for many problems.
Denition 2.4.2. A line issuing from origin to any other point of a domain D lies
completely in D; then D is called a star shaped domain. A function that maps E onto a
star shaped domain is named as starlike function. We represent by S; to be the class of
13
said functions: Analytically a function f2 S i¤
Re
zf 0 (z)
f (z)
> 0; z 2 E:
This class was studied by Alexander [4] . He demonstrated a remarkable relation that
connects the classes S and C as follows
f 2 C, zf 0 2 S:
The foremost function for S is the Koebe function :
The following denition is due to [59].
Denition 2.4.3. A function f2A in E is  convex i¤
Re
(
(1  ) zf
0 (z)
f 0 (z)
+ 
(zf 0 (z))0
f 0 (z)
)
> 0; z 2 E:
We symbolize this class by S: It is shown in [59] that S is contained in S for 0   < 1
and in C for   1:
Kaplan [46] investigated this class and showed that the functions belonging to this class
are univalent. We symbolize this class by K.
Denition 2.4.4. Let f2A. Then f2 K if there exists a function g; convex in E; such
that
Re
f 0 (z)
g0 (z)
> 0; z 2 E:
Denition 2.4.5. A function f2A in open unit disc E is quasi convex if there exists a
function g; convex in E; such that
Re
(zf 0 (z))0
g0 (z)
> 0; z 2 E:
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The class of said functions was investigated in [84, 85] and is denoted by C: In the
following we give some results related with above dened classes
Lemma 2.4.1. [111] Let F and G be convex univalent functions in E: Also let f F
and g  G: Then fg  F G:
Lemma 2.4.2. [112] Let f and g be convex and starlike univalent functions respectively.
Then, for any analytic function F in E
f  Fg
f  g (E)  co (F (E)) ;
where co (F (E)) denotes the close convex hull of F (E) :
Lemma 2.4.3. [118] If p; is given by (2:2:1) and has Rep (z) > 1
2
; z 2E; then for any
analytic function F, in E; the function P F return its values in the convex hull of F (E).
Lemma 2.4.4. [107] Let h (z) = 1+
P1
n=1 cnz
n be subordinate toH (z) = 1+
P1
n=1Cnz
n
in E. If H is univalent and H (E) is convex, then jcnj  jC1j ; n  1:
2.5 Circular domains
Janowski [41] initiated the idea of circular domains in 1973 by introducing Janowski
functions. These functions are stated as:
Denition 2.5.1. A function h analytic in E with h (0) = 1 is said to belong to the
class P[A;B] if, for  1 B<A 1;
h (z)  1 + Az
1 +Bz
:
Janowski showed that the function h maps E onto the domain  (A;B) with center on
the real axis and diameter end points D1 = 1 A1 B and D2 =
1+A
1+B
with 0 <D1 < 1 <D2:
Analytically  (A;B) has the form
 (A;B) =

w :
w   1  AB1 B2
 < A B1 B2

:
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The classes P and P[A;B] are related by
h (z) 2 P i¤ (A+ 1)h (z)  (A  1)
(B+ 1)h (z)  (B  1) 2 P [A;B] :
The following result tells us about the bounds of the function belonging to the class
P[A;B] :
Lemma 2.5.1. Let h 2P(A;B) : Then for jzj = r < 1
1  Ar
1 Br  Reh (z)  jh (z)j 
1 + Ar
1 +Br
:
These bounds are sharp, see [41].
Polatoglu et al. [102] generalized P [A;B] to P [A;B; ] as:
Denition 2.5.2. A function h analytic in E with h (0) = 1 is said to be in the class
P(;A;B) ; if
h (z)  (1  )

1 + Az
1 +Bz

+ ;
where  1 B<A 1 and 0   < 1: By using Herglotz representation, a function
h 2P(;A;B) ; i¤
h (z) = + (1  )
Z 2
0

1 + Aze it
1 +Bze it

d (t) ; z 2 E;
with
R 2
0
d(t) = 1: By making use the concept of circular domains Janowski introduced
the classes C [A;B] and S [A;B] ;  1 B<A 1; as:
Denition 2.5.3. Let f2A. Then f2 C [A;B] ; i¤
1 +
zf 00 (z)
f 0 (z)
 1 + Az
1 +Bz
:
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Denition 2.5.4. A function f2A is in the class S [A;B] ; i¤
zf 0 (z)
f (z)
 1 + Az
1 +Bz
:
Noor [67] dened the following classes of functions, see also [9, 126].
Denition 2.5.5. Let f2A. Then f2 K [A;B] ; if there exists a function g 2 S [A;B]
in such a way such that
zf 0 (z)
g (z)
 1 + Az
1 +Bz
:
Denition 2.5.6. Let f2A. Then f2 C [A;B] ; if there exists a function g 2 C [A;B] in
such a way that
(zf 0 (z))0
(g (z))0
 1 + Az
1 +Bz
:
2.6 Conic domains
For a convex function f; it is always true that the image of f under E and all circles
lying within E centred at origin are convex arcs. But justication is required whether
the characteristic still holds for circles with centre at any other point say . Goodman
[33, 34] argued in negative and dened uniformly convex and starlike functions that have
this nice characteristic. Analytically he dened uniformly convex and starlike functions
respectively as:
Re

1 +
(z  ) f 00 (z)
f 0 (z)

> 0; z 2 E;
and
Re

(z  ) f 0 (z)
f (z)  f ()

> 0; z 2 E:
We denote the former by UCV and the later by UST: It is natural to ask whether classical
Alexanders result holds for these two classes but there are counter examples, given in
[33]; that show that the relation is not true for these classes. Rønning [109]; using UCV,
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introduced the class ST as
ST = ff 2 A : f (z) = zg0 (z) ; g 2 UCVg :
Further Rønning [109] succeeded in proving that neither ST 6 UST nor UST 6 ST:
Ultimately Rønning [108] and Ma and Minda [58] introduced the one variable character-
ization of these classes and stated them as:
Denition 2.6.1. Let f 2A. Then f2 UCV if
Re
(
(zf 0 (z))0
f 0 (z)
)
>
zf 00 (z)f 0 (z)
 ; z 2 E:
Denition 2.6.2. Let f 2A. Then f2 ST if
Re

zf 0 (z)
f (z)

>
zf 0 (z)f (z)   1
 ; z 2 E:
This led the basis for conic domains that was introduced by Kanas and Wi´sniowska
[44, 45] as:
k =

u+ iv : u > k
q
(u  1)2 + v2

; k  0:
These domains represent the right half plane, a parabola, a hyperbola and an ellipse for
k = 0; k = 1; 0 < k < 1 and k > 1 respectively. As shown in gure 2.6.1. For batter
understanding about these domains, we draw gure 2.6.2 and gure 2.6.3, where k is
assigned some more particular values, that is, for k = 1
50
, k = 1
8
, we obtain hyperbolic
regions and for k = 1:5; k = 2:5, we have elliptic regions. Assume that the extremal
functions for these conic regions are represented by qk (z) with qk (0) = 1 and q0k (0) > 0
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and are given by
qk (z) =
8>>>>>>><>>>>>>>:
1+z
1 z ; k = 0;
1 + 2
2

log 1+
p
z
1 pz
2
; k = 1;
1
1 k2 cosh
n 
2

arccos k

log 1+
p
z
1 pz
o
  k2
1 k2 ; 0 < k < 1;
1
k2 1 sin


2K()
R u(z)p

0
dtp
1 t2p1 2t2

+ k
2
k2 1 ; k > 1;
(2.6.1)
where
u(z) =
z p
1 pz ; z 2 E;
and  2 (0; 1) is selected in such a way that k = cosh (K 0()=(4K())). Here K() is
Legendres complete elliptic integral of rst kind and K 0() = K(
p
1  2) and K 0 (t)
is the complementary integral of K (t). On the basis of these conic domains the class
P(qk (z)) is stated as:
Denition 2.6.3. An analytic function p with p(0) = 1 is said to belong to the class
P(qk (z)) if it is subordinate to qk; where qk is dened in (2:6:1) :
Kanas and Wisniowska also generalized the classes UCV and ST to k UCV and k ST
as follows.
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Denition 2.6.4. An analytic function f2A; is said to belong to the class k   UCV ;
k  0 if
Re
(
(zf 0 (z))0
f 0 (z)
)
> k
zf 00 (z)f 0 (z)
 ; z 2 E:
Denition 2.6.5. An analytic function f2A; is said to belong to the class k   ST;
k  0 if
Re

zf 0 (z)
f (z)

> k
zf 0 (z)f (z)   1
 ; z 2 E:
Noor et al. [80] extended these domains to k; as
k; = (1  ) k + ;  2 [0; 1):
The extremal functions qk; (z) are given by
qk; (z) =
8>>>>>>><>>>>>>>:
1+(1 2)z
1 z ; k = 0;
1 + 2(1 )
2

log 1+
p
z
1 pz
2
; k = 1;
1 
1 k2 cosh
n 
2

arccos k

log 1+
p
z
1 pz
o
  k2 
1 k2 ; 0 < k < 1;
1 + 1 
k2 1 sin


2K()
R u(z)p

0
dtp
1 t2p1 2t2

+ k
2 
k2 1 ; k > 1:
(2.6.2)
Denition 2.6.6. An analytic function p with p(0) = 1 is in the class P(qk; (z)) if it is
subordinate to qk; (z) ; where qk; (z) is dened in (2:6:2) :
If qk; (z), be given by
qk; (z) = 1 + 1z + 2z
2 + :::;
then
1 =  (k; ) =
8>>><>>>:
8 (1  ) (arc cos k)2 ; 0  k < 1
8(1 )
2
k = 1;
2(1 )
4
p
x(k2 1)K2(x)(x+1) ; k > 1:
(2.6.3)
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Noor [80] also gave the denitions of k   ST () and k   UK (; ) as follows.
Denition 2.6.7. Let f2A: Then f2 k   ST () ; k  0; 0   < 1 if
Re

zf 0 (z)
f (z)

> k
zf 0 (z)f (z)   1
+ ; z 2 E:
Denition 2.6.8. Let f2A: Then f2 k   UK (; ) ; k  0; 0   < 1 if there exists a
function g 2 k   ST () in such way that
Re

zf 0 (z)
g (z)

> k
zf 0 (z)g (z)   1
+ ; z 2 E:
Finally Noor and Sarfraz [81] introduced the conic-type regions that connect the circular
domains and the conic domains
Denition 2.6.9. A function q with q (0) = 1 is in the class k P[A;B] ; i¤
q (z)  (A+ 1) qk (z)  (A  1)
(B+ 1) qk (z)  (B  1) ; k  0;
where qk is dened in (2:6:1) and  1 B<A 1:
For detail study about the class k P[A;B] and related concepts, see [81].
2.7 Classes of Meromorphic functions
A function f in the complex plane is called meromorphic if it has the form
f (z) =
g (z)
h (z)
;
where g and h are analytic everywhere in the complex plane with h (z) 6= 0, see [47, p.
64]: Or equivalently a function having poles as its singularities is called meromorphic.
Examples of such functions are e
z
z
and sin z
(1 z)2 which are meromorphic on the entire complex
plane. In this unit, we will discuss normalized meromorphic functions. We symbolizeM;
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to be the class of all functions f given by
f (z) =
1
z
+ a0 + a1z + :::; (2.7.1)
that are analytic and univalent in E = fz : z 2 C; 0 < jzj < 1g :
Researchers have shown considerable interest in developing the theory of meromorphic
functions. The pioneers to the eld are Lowner [54], Pommerenke [103], Libera [48],
Clunie [19], Livingston [52] and many others. Here we discuss in detail some subclasses
of the classM of meromorphic univalent functions that have got some nice geometry. We
will also discuss elementary properties of these classes and their relationship with each
other. We also give some already known results concerning with these classes.
Denition 2.7.1. A function given by (2:7:1) is said to belong to the class MS of
meromorphic starlike functions i¤
 Rezf
0 (z)
f (z)
> 0; z 2 E:
Pfaltzgra and Pinchuk [99] gave a variational method to study this class. They have
proved that a function f 2MS i¤ it can be written as
f (z) =
1
z
exp
Z 2
0
log
 
1  ze it d (t) ;
with
R 2
0
 (t) = 2: Further Clunie [19] and Pommerenke [103] and many others studied
this class.
Denition 2.7.2. Let f 2M. Then f 2MC, i¤
Re

1 +
zf 00 (z)
f 0 (z)

> 0; z 2 E:
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The representation for the functions belonging to this class is given by
f 0 (z) =   1
z2
exp
Z 2
0
2
 
log
 
1  ze it d (t) ;
where Z 2
0
d(t) = 2; and
Z 2
0
e itd (t) = 0:
For some details, see [99].
The relation
f (z) 2MC,  zf 0 (z) 2MS;
holds for the above classes of functions. Libera and Robertson [48] introduced the class
MK of meromorphic close to convex functions. It is stated as:
Denition 2.7.3. Let f 2 M. Then f 2 MK if there exists a function g 2 MS such
that
 Rezf
0 (z)
g (z)
> 0; z 2 E:
The corresponding class MC of meromorphic quasi-convex functions can be stated as:
f (z) 2MC ,  zf 0 (z) 2MK:
Ganigi and Uralegaddi [30] dened the following class known as class of meromorphic
functions with bounded turning.
Denition 2.7.4. Let f 2M. Then f 2MK; if it satises
 Rez2f 0 (z) > 0; z 2 E:
Some other researchers like Cho and Owa [23] and Wang and Guo [127] also studied
this class. Ali and Ravichandran [5] studied the meromorphic analogue of the class of
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 convex functions investigated by Mocanu [64] and named it as class of meromorphic
 convex functions.
Denition 2.7.5. Let f 2M. Then f 2MS;  2R; if it satises the condition
 
8><>:(1  )Rezf
0
(z)
f (z)
+ Re

zf
0
(z)
0
f 0 (z)
9>=>; > 0; z 2 E:
On the space of analytic functions Sakaguchi [114], Das and Singh [24] dened the class of
starlike and convex functions with respect to symmetric points respectively. Meromorphic
analogue of these classes was investigated by Zhu et al. [131] and they mentioned that
necessary and su¢ cient criteria for f 2M to be meromorphic starlike and convex with
respect to symmetric points are respectively
 Re

2zf 0 (z)
f (z)  f ( z)

> 0; z 2 E;
 Re
 
2 (zf 0 (z))0
(f (z)  f ( z))0
!
> 0; z 2 E:
These classes were also studied by several authors, see [18, 120, 128].
2.8 The class Pm and related classes
In this unit, we study the class Pm and classes associated with it. Pinchuk investigated
the class Pm. The class was then generalized by Padmanabhan and Parvatham to Pm () :
Further Noor and Yousaf [77] dened the class Pm [A;B; ] : Noor [82] also connected
the classes Pm and P (pk;) : In the following we give denitions of all these classes.
Denition 2.8.1. A function p2 Pm; m  2, if p is analytic in E and can be written as
p (z) =
Z 2
0

1 + ze it
1  ze it

d (t) ; z 2 E; (2.8.1)
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where Z 2
0
d(t) = 2 and
Z 2
0
jd(t)j  m: (2.8.2)
The following relation holds between the classes P and Pm.
p (z) =

m
4
+
1
2

p1 (z) 

m
4
  1
2

p2 (z) ; z 2 E;
where p1; p2 2 P :
Denition 2.8.2. A function p analytic in E belongs to the class Pm (;A;B) ;  1 
B < A  1;m  2 and 0   < 1 i¤
p (z) = +
1  
2
Z 2
0

1 + Aze it
1 +Bze it

d (t) ; z 2 E; (2.8.3)
where  fulls the conditions in (2:8:2) : Clearly Pm (0; 1; 1) = Pm:
Denition 2.8.3. An analytic function p2 Pm (pk;) ; with p(0) = 1, i¤ there exist
p1;p2 2 P (pk;) such that
p (z) =

m
4
+
1
2

p1 (z) 

m
4
  1
2

p2 (z) ; z 2 E; (m  2) :
2.9 Functions with bounded boundary(radius) rotation
The discovery of the functions with bounded boundary(radius) rotation opened new
dimensions for researchers in geometric function theory. The concept was rst time
introduced in 1917 by Lowner [53], then extensively studied by many others. Goluzin
[31] gave a variational method to study these classes, see also Pinchuk [101].
Denition 2.9.1. Let Vm; m  2 denote the class of functions g given by
g (z) = z + a2z
2 + :::; (2.9.1)
that are analytic in E and map E onto a domain with bounded boundary rotation.
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Paatero [97, 98] showed that a function g 2 Vm i¤ it has the integral representation given
by
g0 (z) =  exp
Z 2
0
 
log
 
1  ze it d (t) ;
where  is dened in (2:8:2) : Paatero [97, 98] also established that functions in Vm are
not in general univalent.
Denition 2.9.2. Let Vm (A;B),  1  B < A  1 represent the class of functions g,
given by (2:9:1) that are analytic in E, full the condition g0 (z) 6= 0 in E and whose
image under E has boundary rotation at most m: It can be shown that g 2 Vm (A;B)
i¤
g0 (z) =
8>>><>>>:
exp (A B)
2B
R 2
0
log (1 +Bze it) d (t) ; B 6= 0;
expA
2
R 2
0
ze itd (t) ; B = 0;
z 2 E: (2.9.2)
For details, see [77].
Denition 2.9.3. A function S =z+s2z2+ :::, belongs to the class Km (A;B) ; i¤, there
exists a function g 2 Vm (A;B) ; in such a way that
S 0 (z)
g0 (z)
2 Pm (A;B) ;
where  1  B < A  1 and m  2: For A = 1 and B =  1; we obtain the class Km
which was introduced and studied by Noor [79].
2.10 Meromorphic Functions with bounded boundary(radius) rotation
Pfaltzgra¤ and Pinchuk [99] introduced and studied the classes MRm (MVm) of mero-
morphic functions of bounded radius(boundary) rotation. They also gave a variational
method to study these classes. In the following we give denition of these classes.
Denition 2.10.1. Let f 2M. Then f 2MRm, m  2; i¤
 zf
0(z)
f(z)
2 Pm; z 2 E:
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Using (2:8:1) one can easily prove the following representation formula for the classMRm
f (z) =
1
z
exp
Z 2
0
log
 
1  ze it d (t) ; z 2 E; (2.10.1)
where  fulls the conditions given in (2:8:2) :
Denition 2.10.2. Let f 2M. Then f 2MVm, m  2; i¤
 (zf
0 (z))0
f 0 (z)
2 Pm; z 2 E:
For a function f 2MVm; one can easily prove the following representation formula
f 0 (z) =   1
z2
exp
Z 2
0
log
 
1  ze it d (t) ; z 2 E; (2.10.2)
where  fulls the conditions in (2:8:2) along with an extra condition
Z 2
0
e itd (t) = 0:
Noor et al. [75] relates these classes with conic domains as follows
Denition 2.10.3. Let f 2M. Then f 2 k  MRm (), m  2; 0   < 1; i¤
 zf 0 (z)
f (z)
2 Pm (pk;) ; z 2 E:
The corresponding class k  MVm () can be stated as
f (z) 2 k  MVm (),  zf 0 (z) 2 k  MRm () :
Note that for m = 2; we have the class k  MR2 () = k  MST () of k uniformly
meromorphic starlike functions.
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2.11 Some linear operators
Preliminary to dene some linear operators, we need to give the concept of convolution.
For any two analytic functions f and g in E with
f (z) = z +
1X
j=2
ajz
j; g (z) = z +
1X
j=2
bjz
j;
the convolution is dened as
(f  g) (z) = z +
1X
j=2
ajbjz
j; z 2 E:
Using the concept dened above many researchers introduced and studied linear oper-
ators. For detail study of some well known operators, see Shareef et al. [115]. In the
following we give few of them we need in our work.
2.11.1. The fractional di¤erential operator
Le k; e 2 C with e 6= 0; 1; 2; ::: :Then incomplete beta function denoted by ' (k; e; z)
is dened as
' (k; e; z) = z	 (k; e; z) =
1X
j=0
(k)j
(e)j
zj+1; z 2 E;
where (#)n is Pochhamer symbol dened interms of   as
(#)n =
  (#+ n)
  (#)
=
8<: 1 if n = 0;# (#+ 1) (#+ 2) : : : (#+ n  1) if n 2 f1; 2; : : :g :
The fractional derivative of order  is dened in [49, 96] for an analytic function f by
Dz f (z) =
1
  (1  )
d
dz
Z z
0
f ()
(z  )d; 0   < 1;
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where the domain of f is simply connected in z plane: In order to avoid the multiplicity
of the expression (z  ) , we assume log (z  ) 2 R when (z  ) > 0: In 1987;
by making use of fractional derivative, Owa and Srivastava [96] investigated the linear
operator L : A ! A; as follows
Lf (z) =   (2  ) zDz f (z) (2.11.1)
= z +
1X
j=0
  (j + 1)  (2  )
  (j + 1  ) ajz
j
= ' (2; 2  ; z)  f (z) ;  6= 2; 3; 4; :::;
with L0f (z) = f (z) :
For meromorphic analogue of the above linear operator, we dene the function  (k; e; z)
parallel to the function ' (k; e; z) by
 (k; e; z) =
1
z
	 (k; e; z) =
1X
j=0
(k)j
(e)j
zj 1; z 2 E;
and
zf (z) =  (2; 2  ; z)  f (z) ;  6= 2; 3; 4; :::; (2.11.2)
where f (z) = 1
z
+
P1
j=0 ajz
j 1; is analytic in E:
Now we state the following results related with above dened operators.
Lemma 2.11.1. [80] Let f(z) 2 k   ST (). Then Lf (z) 2 S
 
1
2

.
Lemma 2.11.2. [80] Let Lf (z) 2 k   ST (). Then f(z) 2 k   ST ().
Proceeding in a similar way as [80], yields the following result.
Lemma 2.11.3. Let zf (z) 2 k  MST (). Then f (z) 2 k  MST ().
The following result was proved in [80].
Lemma 2.11.4. Let f2 k ST () and has the series representation f(z) = z+P1j=2 bjzj:
Then
jbjj 
(j (k; )j)j 1
(j   1)! ; j  2:
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Now we give the following lemma concerning with the class k-MST () : The proof is
straight forward therefore, we omit it.
Lemma 2.11.5. Let f 2 k-MST () with f (z) = 1
z
+
P1
j=2 bjz
j: Then
jbjj 
(j (k; )j)j+1
(j (k; )j+ 1) (j (k; )j+ 2) (j + 1)! ; j  2:
2.11.2 Bernardi integral operator
We study the integral operator Ia : A ! A dened as
IaF (z) =
1 + a
za
Z z
0
F (t) ta 1dt; a 2 C and Rea > 0: (2.11.3)
For a 2 N the operator was dened by Bernardi in [12].
Meromorphic case of the above operator was dened by Bajpai in [10]. For " 2 C and
Re" > 0; we have I" :M!M as
I"G (z) =
"
z"+1
Z z
0
G (t) t"dt: (2.11.4)
2.11.3 A multiplier transformation
We now study the linear operator dened in [28]. For  real, ` > 0 and n 2 N0 =
f0; 1; 2; :::g; we dene the linear operator Dn (; `):M!M by
Dn (; `) f(z) =
1
z
+
1X
j=1

`+  (j + 1)
`
n
ajz
j; z 2 E: (2.11.5)
Clearly D0f(z) = f(z) and D1 (1; 1) f(z) = 2f (z) + zf
0
(z) :
It is noted that
z (Dnf(z))
0
= `Dn+1f(z)  (+ `)Dnf(z); z 2 E: (2.11.6)
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For ` = 1; above operator reduces to
Dn (; 1) f(z) =
1
z
+
1X
j=1
[1 +  (j + 1)]n ajz
j; z 2 E; (2.11.7)
and was considered in [6]. The identity (2:11:6) ; for ` = 1, reduces to
z (Dnf(z))
0
= Dn+1f(z)  (+ 1)Dnf(z); z 2 E: (2.11.8)
For some special values of the parameter  involved in the above operator, we obtain
several other operators, see [120, 121].
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Chapter 3
On Some Subclasses of Analytic Functions Dened by Fractional Derivative
in the Conic Regions
33
Goodman [33] originated the idea of conic domains by introducing the classes UCV
and UST. Further Ronning [108], Ma and Minda [58] gave a well ordered one variable
characterization of these classes. Later on Kanas and Wisnniowska [44, 45] introduced
k uniformly convex and starlike functions. Similarly Rønning and several others [80, 81]
studied the class of close to convex functions related with conic domains. Acu [3] ex-
tended this concept by using Salagean operator. A detail overview about conic domains
is given in section 2.6.
Lowner [53] introduced the class Vm which was improved by Paatero [98]. Noor con-
nected functions with bounded boundary(radius) with conic domains, see for some details
[82, 78]. Using some well known di¤erential and integral operators many mathematicians
studied these classes.
The class of alpha-quasi convex functions was introduced and studied by Noor et al. [86].
Recently Haq et al. [130] related this class with conic domains. We generalize this idea
and dene some new classes of analytic and meromorphic functions by using fractional
derivative of order  which is dened in section 2.11.1. We prove inclusion results, co-
e¢ cient problems and some other interesting properties. The contents for the analytic
case are published in Applied Mathematics & Information Sciences, see [88].
3.1 The classes k   UK (m;; ) and k  MUK (m;; )
Now we dene the classes k   UK (m;; ) and k  MUK (m;; ) of analytic and
meromorphic k uniformly alpha quasi-convex functions by mean of the fractional deriv-
ative operator of order :
Denition 3.1.1. Let f2A: Then f2 k   UK (m;; ) ; k  0; ;  2 (0; 1) ;m  2; i¤
there exists g 2 k   ST () such that
zf
0
(z)
g (z)
2 Pm (pk;) ; z 2 E:
Also f2 k   UK (m;; ) ; i¤
(1  )Lf (z) + z (Lf (z))
0 2 k   UK (m;; ) :
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It can easily be seen that f2 k   UK (m;; ) implies
(1  ) z (Lf (z))
0
Lg (z)
+ 
z

z (Lf (z))
00
Lg (z)
2 Pm (pk;) ; (3.1.1)
where g 2 k   ST () ; k  0; ;  2 (0; 1) ;m  2;  2 R and z 2E:
Special cases
i) For  = k =  =  = 0;m = 2; the class 0 UK01 (2; 0; 0) reduces to the class C which
was discussed in section 2.4.
ii) For  = k =  =  = 0;m = 2; the class 0 UK00 (2; 0; 0) reduces to the class K which
was also discussed in section 2.4.
Remark 3.1.1. Note that if f is given by (2:1) then from (2:11:1) ; we can write
(1  )Lf (z) + z (Lf (z))
0
= z +
1X
j=2
Ajzj;
where
Aj =   (j + 1)  (2  )
  (j + 1  ) (1 +  (j   1)) aj: (3.1.2)
Denition 3.1.2. Let f 2M: Then f 2 k  MUK (m;; ) ; k  0; ;  2 (0; 1) ;m  2
i¤ there exists g 2 k  MST () such that
 zf
0
(z)
g (z)
2 Pm (pk;) ; z 2 E:
Also f 2 k  MUK (m;; ) i¤
 
n
(1  )zf (z) + 

z (zf (z))
0o 2 k  MUK (m;; ) :
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It can easily be seen that f 2 k  MUK (m;; ) implies that
 
8><>:(1  ) z (zf (z))
0
zg (z)
+ 
z

z (zf (z))
00
zg (z)
9>=>; 2 Pm (pk;) ; (3.1.3)
where g 2 k  MST () ; k  0; ;  2 (0; 1) ;m  2;  2 R and z 2E:
Special cases
i) For  = k =  =  = 0;m = 2;  = 1; the class 0 MUK01 (2; 0; 0) reduces to the class
MC discussed in section 2.7.
ii) For  = k =  =  = 0;m = 2;  = 0; the class 0 MUK00 (2; 0; 0) reduces to the class
MK, see [48].
3.2 Main Results
Here we shall investigate certain properties of above dened classes. We use techniques
of convolution and di¤erential subordination to study these properties. Throughout in
this chapter, we assume k  0;m  2; ; ;  2 [0; 1) and z 2E, unless otherwise stated.
Theorem 3.2.1.
k   UK (m;; )  k   UK0 (m;; ) :
Proof. Let f 2 k   UK (m;; ) : Then(
(1  ) z (Lf (z))
0
Lg (z)
+ 
z
 
z (Lf (z))
00
Lg (z)
)
2 Pm (pk;) ;
where
z (Lg (z))
0
Lg (z)
2 P (pk;) in E:
From Lemma 2.11.2, we have, g 2 k   ST () whenever Lg (z) 2 k   ST () ; in E:
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Now
(1  ) zf
0 (z)
g (z)
+ 
z (zf 0 (z))0
g (z)
= (1  ) ' (2  ; 2; z)  ' (2; 2  ; z)  zf
0 (z)
' (2  ; 2; z)  ' (2; 2  ; z)  g (z)
+
' (2  ; 2; z)  ' (2; 2  ; z)  z (zf 0 (z))0
' (2  ; 2; z)  ' (2; 2  ; z)  g (z)
= (1  ) ' (2  ; 2; z)  z (Lf (z))
0
' (2  ; 2; z)  Lg (z)
+
' (2  ; 2; z)  z  z (Lf (z))00
' (2  ; 2; z)  Lg (z)
=
' (2  ; 2; z) 

(1  ) z(Lf(z))0
Lg(z)
+ 
z(z(Lf(z))0)
0
Lg(z)

(Lg)
' (2  ; 2; z)  Lg (z)
=
' (2  ; 2; z)  F (Lg)
' (2  ; 2; z)  Lg (z)
=

m
4
+
1
2

' (2  ; 2; z)  F1 (Lg)
' (2  ; 2; z)  Lg (z)  

m
4
  1
2

' (2  ; 2; z)  F2 (Lg)
' (2  ; 2; z)  Lg (z) ;
where Fi 2 P (pk; ) ; i = 1; 2 and Lg 2 S: Now ' (2  ; 2; z) is a convex function,
since
z'0 (2  ; 2; z) = z
(1  z)2  ,
belongs to S  
2
  S: Using Lemma 2.4.2, we have for i = 1; 2
' (2  ; 2; z)  Fi (Lg)
' (2  ; 2; z)  Lg (z)  co (pk; (E)) :
This shows that
(1  ) zf
0 (z)
g (z)
+ 
z (zf 0 (z))0
g (z)
2 Pm (pk;) ;
where g 2 k   ST () ; z 2E: This proves that f2 k   UK0 (m;; ) in E:
In the following we prove meromorphic analogue of the above result.
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Theorem 3.2.2. Let Re
n
z(zg(z))0
zg(z)
o
< 2  ; 0   < 1: Then
k  MUK (m;; )  k  MUK0 (m;; ) :
Proof. Continuing in a parallel way as in Theorem 3.2.1, we obtain
 

(1  ) zf
0 (z)
g (z)
+ 
z (zf 0 (z))0
g (z)

=

m
4
+
1
2

z2 (2  ; 2; z) G1 (z2zg (z))
z2 (2  ; 2; z)  z2zg (z)
 

m
4
  1
2

z2 (2  ; 2; z) G2 (z2zg (z))
z2 (2  ; 2; z)  z2zg (z) ;
where Gi 2 P (pk;) ; i = 1; 2 and by hypothesis of theorem, we get
Re

z (zg (z))0
zg (z)

< 2  ; 0   < 1:
From which we have
Re

z (z2zg (z))
0
z2zg (z)

> :
This implies z2zg (z) 2 S: Now z2 (2  ; 2; z) = ' (2  ; 2; z) is a convex function.
Using Lemma 2.4.2, we have for i = 1; 2
z2 (2  ; 2; z) Gi (z2zg)
z2 (2  ; 2; z)  z2zg (z)  co (pk; (E)) :
This shows that
 

(1  ) zf
0 (z)
g (z)
+ 
z (zf 0 (z))0
g (z)

2 Pm (pk;) in E:
Thus f 2 k  MUK0 (m;; ) :
The following two theorems can be proved by using the similar arguments as above.
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Theorem 3.2.3. Let 0  1 <   2 < 1: Then
k   UK2 (m;; )  k   UK1 (m;; ) :
Theorem 3.2.4. Let 0  1 <   2 < 1: Then for Re
n
z(zg(z))0
zg(z)
o
< 2  ; 0   < 1
k  MUK2 (m;; )  k  MUK1 (m;; ) :
Theorem 3.2.5. Let f2 k   UK (m;; ) and h be a convex univalent function. Then
(f  h) (z) 2 k   UK (m;; ) ; z 2 E:
Proof. Let f2 k   UK (m;; ) : Then(
(1  ) z (Lf (z))
0
Lg (z)
+ 
z
 
z (Lf (z))
00
Lg (z)
)
2 Pm (pk;) ;
where
Lg (z) 2 k   ST ()  S in E:
Now (
(1  ) z (L (f  h) (z))
0
L (g  h) (z) + 
z
 
z (L (f  h) (z))0
0
L (g  h) (z)
)
=
h 

(1  ) z(Lf(z))0
Lg(z)
+ 
z(z(Lf(z))0)
0
Lg(z)

Lg
h  Lg
=
h  F (Lg)
h  Lg :
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The desired result follows by applying Lemma 2.4.2.
The proof of the following theorem is straight forward and is therefore omitted.
Theorem 3.2.6. Let f 2 k  MUK (m;; ) and h 2 M such that z2h be a convex
univalent function. Then for Re
n
z(zg(z))0
zg(z)
o
< 2  ; 0   < 1
(f  h) (z) 2 k  MUK (m;; ) ; z 2 E:
Theorem 3.2.7. Let f2 k   UK (m;; ) and be given by (2:1). Then
jajj  d(j + 1  )
(1 +  (j   1)) d(j + 1) d(2  )

(
( (k; ))j 1
j!
+
m
2j
j (k; )j
j 1X
l=1
j (k; )jl 1
(l   1)!
)
:
Proof. Let G (z) = Lg (z) 2 k   ST () and write
G (z) = z +
1X
j=2
jBzj; g (z) = z +
1X
j=2
bjz
j
Then
Bj = d(j + 1) d(2  )d(j + 1  ) bj; j  2: (3.2.1)
For p 2 Pm (pk;) and p (z) = 1 + c1z + c2z2 + :::; let
p (z) =

m
4
+
1
2

p1 (z) 

m
4
  1
2

p2 (z) ; pi (z)  pk;; i = 1; 2;
writing
pi (z) = 1 + d1z + d2z
2 + :::; j  1;
we have
jdjj  j (k; )j ;
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where  (k; ) is given by (2:6:3) and we have used Lemma 2.4.4. Combining these facts,
we have
jcjj  m
2
j (k; )j : (3.2.2)
Now, using (3:1:1) and (3:1:2) ; we have
jAj = Bj +
j 1X
l=1
cj lBj; j  2: (3.2.3)
From (3:2:1) ; (3:2:2), (3:2:3) and Lemma 2.11.4; it follows that
jAjj 
(j (k; )j)j 1
j!
+
m j (k; )j
2j
j 1X
l=1
j (k; )jl 1
(l   1)! : (3.2.4)
We obtain the desire result from (3:1:2) and (3:2:4) : Similarly we can demonstrate the
following.
Theorem 3.2.8. Let f 2 k  MUK (m;; ) and be given by (2:7:1). Then
jajj  d(j + 1  )
(1 +  (j   1)) d(j + 1) d(2  )

8<:
2((k;))j+1
((k;)+1)((k;)+2)j(j+1)!
+
m
2j
j (k; )j
n
1 +
Pj 1
l=1
2j(k;)jl+1
((k;)+1)((k;)+2)(l+1)!
o
9=; :
Theorem 3.2.9. Let F 2 k   UK (m;; ) and let f(z) = IaF (z) ; where Ia is the
integral operator dened by (2:11:3). Then f2 k   UK (m;; ) for z 2E:
Proof. Since IaF (z) =  (z)  F (z) ; where
a (z) =
1X
j=1
1 + a
j + a
zn; Re fag > 0;
is convex in E; see [112]: Proof follows immediately by applying Theorem 3.2.5 , and
hence f(z) 2 k   UK (m;; ) for z in E:
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Theorem 3.2.10. Let G 2 k MUK (m;; ) and let f (z) = I"G (z) ; where I" is the
integral operator dened by (2:11:4). Then f 2 k MUK (m;; ) for Re
n
z(zg(z))0
zg(z)
o
<
2  ; 0   < 1 and z 2E:
Proof. As I"G (z) = 	 (z) G (z) ; where
	" (z) =
1
z
+
1X
j=0
"
1 + j + "
zj; Re f"g > 0:
Now z2	" (z) =  (z) ; with " = 1 + a: Proof follows immediately by applying Theorem
3.2.6 , and hence f 2 k  MUK (m;; ) for z in E:
Theorem 3.2.11. Let for a >  1; IaF (z) 2 k   UK (m;; ) : Then F 2 k  
UK (m;; ) for jzj < ra = a+12+p3+a2 :
Proof. From (2:11:3) ; we can write
F (z) =
a
a+ 1
f (z) +
1
a+ 1
zf 0 (z) ; with f (z) = IaF (z) ;
which can be written as
F (z) = 'a (z)  f (z) ;
where
'a (z) =
a
a+ 1
z
1  z +
1
a+ 1
z
(1  z)2 ;
is a convex function for jzj < ra = a+12+p3+a2 : Thus we obtain the required result by using
Theorem 2.2.5.
Likewise, we can have the following theorem..
Theorem 3.2.12. Let for Re
n
z(zf(z))0
zf(z)
o
< 2   ; 0   < 1 and " > 1; I"G (z) 2
k  MUK (m;; ) : Then G 2 k  MUK (m;; ) for jzj < r" = "
2+
p
3+(" 1)2
:
3.3 Conclusion
Using the class Pm (pk;) ; we dened new classes k UK (m;; ) and k MUK (m;; )
of analytic and meromorphic k uniformly alpha quasi-convex functions those involved
the fractional derivative operator of order : Many known classes of functions can be
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obtained from k UK (m;; ) and k MUK (m;; ) as special cases. We proved in-
clusion results, coe¢ cient problems and some other interesting properties. Investigation
of these properties is based on the familiar techniques called convolution and di¤erential
subordination.
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Chapter 4
Applications of a Di¤erential Operator to the Class of Meromorphic
Univalent Functions
44
Functions with bounded turning have remained a source of great inspiration for re-
searcher in geometric function theory. In this regard many e¤orts have been made by
several eminent mathematicians, see [23; 30; 127]: While tackling various problems, the
techniques used are the Hadamard product (convolution), classical analytic approach and
di¤erential subordination. In this chapter, we shall use the convolution and di¤erential
subordination techniques to solve our problems. In the rst section, we shall dene a sub-
class of meromorphic functions of bounded turning which involve a di¤erential operator.
In the next section, we shall study some convolution properties, inclusion results, and
su¢ cient conditions for this class of functions. The contents of this chapter are published
in Journal of the Egyptian Mathematical Society, see [90].
4.1 Introduction
Let MS () and MC () denote the usual classes of meromorphic starlike and convex
functions of order ; 0   < 1 respectively. The class of meromorphic functions of
bounded turning was introduced and studied by Ganigi and Uralegaddi [30] and it was
shown that this class is a subclass of meromorphic close-to-convex functions and hence
is univalent. Further Cho and Owa [23] and Wang and Guo [127] and several others
studied this class. Now using a di¤erential operator analyzed in section 2.11.3, we state
the following denition.
Denition 4.1.1. Let f 2M. Then f 2Mn(; `; ), i¤
 Re
n
z2 (Dnf (z))
0o
> ; z 2 E; (n 2 N0) :
When n = 0, we obtain the classMK () of meromorphic functions, which was studied
in [23, 30, 127].
The following denition is due to Singh and Singh [118].
Denition 4.1.2. A sequence of non-negative numbers is said to be a convex null
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sequence if ck ! 0 as k !1 and
c0   c1  c1   c2  :::cj   cj+1  :::  0:
Following lemma is prerequisite to our key results.
Lemma 4.1.1. [29] Let fckg1k=0 be a convex null sequence, then
p (z) =
c0
2
+
1X
j=1
cjz
j; z 2 E;
is analytic and Rep (z) > 0 in E:
4.2 Main results
This unit is devoted to the investigation of our key theorems of this chapter.
Theorem 4.2.1. Let n 2 N0;  > 0; 0   < 1 and let f belong toMn+1(; `; ). Then
f belongs to Mn(; `; ). Further
 z2 (Dnf (z))0  q (z)  1 + (2  1) z
1 + z
; z 2 E;
where
q (z) =
`
z
`

Z z
0
1 + (2  1) z
1 + z
t
`

 1dt: (4.2.1)
Proof. Let f 2Mn+1(; `; ). Then, from Denition 4.1.1, we have
 Re
n
z2
 
Dn+1f (z)
0o
> ; z 2 E; (n 2 N0) :
Set
p(z) =  z2 (Dnf (z))0 : (4.2.2)
Then p is analytic in E with p(0) = 1: Di¤erentiation of (4:2:2) with the use of (2:11:6) ;
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yields
p(z) +

`
zp
0
(z) =  z2  Dn+1f (z)0 ;
which can be written as
p(z) +
zp
0
(z)

=  z2  Dn+1f (z)0  h (z) = 1 + (2  1) z
1 + z
;
where  = `

: Using Lemma 2:2:1, we have
p (z)  q (z)  h (z) , z 2 E;
where q is given in (4:2:1) :
Following special case yields as a consequence of Theorem 4.2.1, for n = 0.
Corollary 4.2.1. For 0   < 1 and  > 0. Let f 2M, satisfy the following inequality
Re

 z2

1 +
2
`

f
0
(z) +

`
zf
00
(z)

> ;
then
 Rez2f 0 (z) > ;
that is f 2MK () :
Remark 4.2.1. Since M0 () = MK () ; which is contained in the class MK, the
univalence of members in Mn (; `; ) is a consequence of Theorem 4.2.1.
Theorem 4.2.2. Let n 2 N0;  > 0; 0   < 1: Let q be convex with q (0) = 1 and let
h be a function such that
h (z) = q (z) + zq
0
(z) ; z 2 E:
If f 2Mn+1(; `; ) and fulls the subordination
 z2  Dn+1f (z)0  h (z) , z 2 E;
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then
 z2 (Dnf (z))0  q (z) , z 2 E:
Proof. Set
p (z) =  z2 (Dnf (z))0 ; (4.2.3)
then p has a representation given by equation (2:2:1) : Di¤erentiating (4:2:3) and using
(2:11:6), yields
p(z) +

`
zp
0
(z) =  z2  Dn+1f (z)0  h (z) = q (z) + zq0 (z) :
By making use of Lemma 2.2.2 for  = 
`
; we get
p (z)  q (z) ;
or
 z2 (Dnf (z))0  q (z) ; z 2 E;
and sharpness can be attained from Lemma 2.2.2.
Theorem 4.2.3. Let f 2 M,  6= 0 and 0 <   1
2
: Suppose that for arbitrary
r (0 < r < 1) ; f satises the conditions
min
jzjr
Re

 z2 (Dnf (z))0

= min
jzjr
 z2 (Dnf (z))0 ;
and
`

Re
"
(Dn+1f (z))
0
(Dnf (z))
0   1
#
>   1; z 2 E:
Then, we have
f (z) 2Mn(; `; ):
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Proof. Let
p1 (z) =  z2 (Dnf (z))
0
; (4.2.4)
then p1 has a representation given by equation (2:2:1) : Now using (2:11:6), it follows
that
p1 (z)
z
=  

`

 
Dn+1f (z)
  1 + `


(Dnf (z))

;
which, on di¤erentiation, yields
zp
0
1 (z)
p1 (z)
= 1 +
(
`

(Dn+1f (z))
0
(Dnf (z))
0  

1 +
`

)
:
Now by the hypothesis of theorem and using a result by Wang and Guo [127; Lemma2:2],
we have
Rep1 (z) > ; z 2 E:
This completes the proof.
For n = 0, we get corollary 4.2.2 as a particular case.
Corollary 4.2.2. Let f 2M and 0 <   1
2
: Suppose that, for arbitrary r (0 < r < 1) ;
f satises the conditions
min
jzjr
Re

 z2f 0 (z)

= min
jzjr
 z2f 0 (z) ;
and
Re
0B@1 +

zf
0
(z)
0
f
0
(z)
1CA >   1; z 2 E:
Then, we have
f (z) 2MK () :
Theorem 4.2.4. Let f 2M and 1
2
<  < 1: Suppose that, for arbitrary r (0 < r < 1) ;
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f satises the conditions
min
jzjr
Re

 z2 (Dnf (z))0

= min
jzjr
 z2 (Dnf (z))0 ;
and
`

Re
"
(Dn+1f (z))
0
(Dnf (z))
0   1
#
>

2
  1; z 2 E:
Then, we have
f (z) 2Mn(; `; ):
Proof. Let
p1 (z) =  z2 (Dnf (z))
0
;
then p1 has a representation given by equation (2:2:1) : Continuing in likewise manners
as in previous theorem, we have
zp
0
1 (z)
p1 (z)
= 1 +
(
`

(Dn+1f (z))
0
(Dnf (z))
0  

1 +
`

)
;
and with same argument, we have
Rep1 (z) > ; z 2 E:
Corollary 4.2.3. Let f 2M and 1
2
<  < 1: Suppose that for arbitrary r (0 < r < 1) ;
f satises the conditions
min
jzjr
Re

 z2f 0 (z)

= min
jzjr
 z2f 0 (z) ;
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and
Re
0B@1 +

zf
0
(z)
0
f
0
(z)
1CA > 
2
  1; z 2 E:
Then, we have
f (z) 2MK () :
Theorem 4.2.5. If f 2M0() =MK () ; then
z
"
f (z)  s (1  2z)
z (1  z)2
#
  1 6= 0;  2 [0; 2) and z 2 E;
where
s =
 
1 + ei
  
1 + (2  1) e i
1 + (2  1)2 + (2  1) cos : (4.2.5)
Proof. If f 2M0() =MK () ; then by denition, we have
 Re

z2f
0
(z)

> ;
or using subordination we can write
 z2f 0 (z)  1 + (2  1) z
1 + z
:
Now according to the denition of subordination, there exist a Schwarz function w such
that
 z2f 0 (z) = 1 + (2  1)w (z)
1 + w (z)
, z 2 E:
Or, equivalently
 z2f 0 (z)
 
1 + ei

1 + (2  1) ei   1 6= 0; z 2 E and  2 [0; 2): (4.2.6)
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Since
 zf 0 (z) = f (z)  1  2z
z (1  z)2 ;
then (4:2:6) yields
z

f (z)  s (1  2z)
z (1  z)2

  1 6= 0;  2 [0; 2) and z 2 E;
where s is given by (4:2:5) ; which is the desired convolution condition. This completes
the proof.
Theorem 4.2.6. The class Mn(; `; ); is a convex set.
Proof. Let the functions
f 1(z) =
1
z
+
1X
j=0
aj1z
j;
and
f 2(z) =
1
z
+
1X
j=0
aj2z
j;
be in the class Mn(; `; ): For t 2 (0; 1), we need to demonstrate that
h (z) = (1  t)f 1 (z) + tf 2 (z) 2Mn(; `; ):
Since
h (z) =
1
z
+
1X
j=0
[(1  t) aj1 + taj2 ] zj;
then
 z2 (Dnh (z))0 = 1 +
1X
j=0
 j (1  t)

`+  (1 + j)
`
n
aj1z
j+1
+
1X
j=0
 jt

`+  (1 + j)
`
n
aj2z
j+1;
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from which we can write
 Rez2 (Dnh (z))0 = (1  t)Re
(
1 +
1X
j=0
 j

`+  (1 + j)
`
n
aj1z
j+1
)
+tRe
(
1 +
1X
j=0
 j

`+  (1 + j)
`
n
aj2z
j+1
)
: (4.2.7)
Since f 1 and f 2 belongs to M
n(; `; ), this implies that
Re
(
1 +
1X
j=0
 j

`+  (1 + j)
`
n
ajiz
j+1
)
> ; (i = 1; 2) : (4.2.8)
From (4:2:7) and (4:2:8), we have
Re
n
 z2 (Dnh (z))0
o
> :
This completes the proof.
Theorem 4.2.7. Let f 2Mn(; `; ) and g 2M such that
Re (zg (z)) >
1
2
:
Then (f  g) (z) 2Mn(; `; ):
Proof. Let
h (z) = (f  g) (z) :
Using convolution properties, we have
 z2 (Dnh (z))0 =  z2 (Dnf (z))0  zg (z) ; z 2 E: (4.2.9)
Since f 2Mn(; `; ) and
Re (zg (z)) >
1
2
;
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then it follows from Lemma 2.4.3
(f  g) (z) 2Mn(; `; ); z 2 E:
This completes the proof.
Theorem 4.2.8. For  > 1; let f and g belong to Mn(; `; ); with
f(z) =
1
z
+
1X
j=1
ajz
j,
and
g(z) =
1
z
+
1X
j=1
bjz
j; z 2 E:
Then (f  g) (z) 2Mn(; `; ); where
   = 4   (2+ 1)  1
2 (1  ) :
Proof. Since g 2Mn(; `; ), we have
Re
(
1 +
1X
j=1
 j

`+  (1 + j)
`
n
bjz
j+1
)
> , z 2 E: (4.2.10)
For  xed and greater than 1: Let c0 = 1 and
cj =
  1
j

`
`+  (1 + j)
n
; j  1:
Then fcjg1j=0 is a convex null sequence. Therefore by Lemma 4.1.1, we have
Re
 
1 +
1X
j=1
  1
j

`
`+  (1 + j)
n
bjz
j+1
!
>
1
2
; z 2 E: (4.2.11)
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Now taking the convolution of (4:2:9) and (4:2:10) and applying Lemma 2.4.3, to have
Re
 
1 +
1X
j=1
(1  ) bjzj+1
!
> ; z 2 E:
Or
Re (zg (z)) = Re
 
1 +
1X
j=1
bjz
j+1
!
>
  
(1  ) :
Thus
Re

zg (z)  2    1
2 (1  )

>
1
2
:
Since f 2Mn(; `; ); applying Lemma 2.4.3, we obtain
Re

 z2 (Dnf (z))0 

zg (z)  2    1
2 (1  )

> ;
or we can write
Re

 z2 (Dnf (z))0  zg (z)

>
4   (2+ 1)  1
2 (1  ) :
Hence the result follows from (4:2:9) :
4.3 Conclusion
We generalized the class MK(); by making use of the di¤erential operator Dnf (z)
dened in section 2.11.3 and introduced the classMn(; `; ): It is shown that functions
belonging to this class are univalent. We investigated inclusion results, some su¢ cient
conditions and convolution conditions for the functions belonging to this class. Some
special cases of these results are also highlighted.
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Chapter 5
A Class of Meromorphic Bazileviµc Type Functions Dened by a Di¤erential
Operator
56
In 1955 Bazileviµc [11] introduced a class of functions f in jzj < 1 dened by the
following relation:
f(z) =


1 + 2
Z z
0
(p(t)  i) t  i1+2 1g 1+2 (t)dt
 1+i

; z 2 E;
where p 2 P ; g 2 S;  is any real number and  > 0: Many authors, using di¤erent
techniques, studied Bazileviµc functions and related concepts. For some details, see [106],
[117] and [124].
The classes of meromorphic Bazileviµc functions were studied by many authors, for in-
stance, Thomas [125], introduced the class B of all meromorphic Bazileviµc functions of
order  and in [36] the estimates for the initial coe¢ cients of the meromorphic Bazileviµc
functions were obtained.
In this chapter, we shall dene a class of meromorphic Bazileviµc functions by using the
concept of generalized Janowski functions(P (A;B; ) ; discussed in section 2.5) along
with the meromorphic functions of bounded radius rotation,MRm (A;B; ). Our major
interests are to obtain a necessary condition, maximum value, arc length problem and
coe¢ cient problem for the functions belonging to this new subclass of meromorphic func-
tions.
5.1 Introduction
Now making use of the classes P (A;B; ) and Pm; we state the followings
Denition 5.1.1. Let f 2M. Then f 2MRm(A;B; ), m  2;  1  B < A  1 and
0   < 1 i¤
 zf
0(z)
f(z)
2 Pm (A;B; ) ; z 2 E:
Using (2:8:3) one can easily prove the following representation formula for the class
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MRm(;A;B)
f (z) =
8>>><>>>:
1
z
exp (1 )(B A)
2B
R 2
0
log (1 +Bze it) d (t) ; B 6= 0;
1
z
exp (  1) A
2
R 2
0
ze itd (t) ; B = 0;
z 2 E; (5.1.1)
where  fulls the conditions given in (2:8:2). Note that for special values of the para-
meters involved we have
i) For m = 2,  = 0; we have the class MR2(A;B) = MS (A;B) investigated by Ali
et-al [5]:
ii) For A = 1 and B =  1; we have the class MRm() studied by Dziok [26].
iii) For A = 1;B =  1 and  = 0; we have the class MRm studied in [99].
We can state class MVm (A;B; ) as
f (z) 2MVm (A;B; ),  zf 0 (z) 2MRm (A;B; ) ;
and the representation formula for this class is given by
f 0 (z) =
8>>><>>>:
  1
z2
exp (1 )(B A)
2B
R 2
0
log (1 +Bze it) d (t) ; B 6= 0;
  1
z2
exp (  1) A
2
R 2
0
ze itd (t) ; B = 0;
z 2 E; (5.1.2)
where  fulls the conditions
Z 2
0
d(t) = 2;
Z 2
0
jd(t)j  m and
Z 2
0
e itd (t) = 0:
Next following Pommerenke [103], we dene the class MR (A;B) as:
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Denition 5.1.2. A function h of the form
h () =  + c0 +
c1

+ :::;
analytic in 1 < jj <1 is said to belong to the class MR (A;B) if it satises
h0 ()
h ()
2 P (A;B) ; jj > 1:
Finally using the di¤erential operator dened by equation (2:11:7), we state the following
denition.
Denition 5.1.3. Let f 2M. Then f 2MBm;(; n; ;A;B) i¤ there exists a function
Dng 2MRm(;A;B) such thatarg

Dn+1 f (z)
 
Dnf (z)
1 
Dng(z)
  2 ; z 2 E; (5.1.3)
where n 2 N [ f0g ;  real,   0; m  2;  1  B < A  1 and 0   < 1:
Special cases
i) For n = 0,  =  1;  = 0; A = 1; B =  1; m = 2 and  = 1

;  6= 0; we have the class
of functions introduced in [125].
ii) For n = 0,  =  1;  = 0; A = 1; B =  1 and  = 1; we obtain the meromorphic
analogue of the class dened by Noor [83].
iii) For n = 0,  =  1;  = 0; A = 1;B =  1 andm = 2; we get the class of meromorphic
close to convex functions studied by Libera et al [48].
5.2 Preliminary Results
Followings are prerequisites to our main results.
Lemma 5.2.1. Let f be in MRm(;A;B): Then for m  2;  1  B < A  1 and
0   < 1
f (z) =
1
z
(zf1 (z))
1  ; z 2 E;
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where f1 2MRm(A;B):
Proof. The proof is a direct signicance of the representation formula given in (5:1:1) :
The following result is an extension of the result due to Pommerenke [103].
Lemma 5.2.2. Let f 2MS(A;B),  1  B < A  1 with B 6= 0: Let f1 be dened by
f1 () = f

1


; jj > 1: Then
 
1 +Br 1
 (B A)
B 
f1 ()
   1 Br 1 (B A)B : (5.2.1)
Proof. Let f1 () = f

1


2 MR(A;B),  1  B < A  1 with B 6= 0: Then for
jj > 1; f1 can be written as
f1 () = exp
(B  A)
B
Z 2
0
log
 
1 +B 1eit

d (t) ; B 6= 0; (5.2.2)
where  is a non-decreasing function in [0; 2] such that
R 2
0
d(t) = 1: From the above
equation and using the fact that geometric mean is not greater than the arithmetic mean,
we see that
 1f1 () 2BB A  Z 2
0
1 +B 1eit2 d (t)
=
Z 2
0
 
1 +B2r 2

d (t) + 2Re

 1
Z 2
0
eitd (t)

: (5.2.3)
Also from (5:2:2)
a0 = (B  A)
Z 2
0
eitd (t) :
Hence
ja0j  A B:
Now (5:2:3) can be written as
 1f1 () 2BB A  1 +B2r 2 + 2 ja0jBr 1
B  A 
 
1 Br 12 ;
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from which we obtain the inequality (5:2:1) : We shall now prove the second part. Since
f 01 ()
f1 ()
= 1  a0 1 + ::: and f
0
1 ()
f1 ()
 1 + A
1 +B
;
therefore, the function
 () = 
f 01()
f1()
  1
 B zf 01()
f1()
+ A
=   a0
A B + :::; (5.2.4)
is analytic in jj > 1 and satises j ()j < 1: Then
@
@r
log
 1f1 () =  1
r
+Re

 1f 01 ()
rf1 ()

 a0
A B
  1 ()r  1 +B 1 ()
 : (5.2.5)
If l = j (1)j = ja0j
A B ; then, from [32, p. 287], we have
j ()j  lr + 1
l + r
;
hence by (5:2:5)
@
@r
log
 1f1 ()  (A B) lr + 1
r (r2 + l (1 +B) r +B)
:
Integration over [r;+1] gives
log
 1f1 ()
 B  A
2B
0BB@ l (1 B)
2
r
l(1+B)
2
2
 B
+ 1
1CCA log
0@1 +
0@ l (1 +B)
2
 
s
l (1 +B)
2
2
 B
1A r 1
1A
+
B  A
2B
0BB@ l (1 B)
2
r
l(1+B)
2
2
 B
  1
1CCA log
0@1 +
0@ l (1 +B)
2
+
s
l (1 +B)
2
2
 B
1A r 1
1A :
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Since l = ja0j
A B = j (1)j  1; therefore, we have
 1f1 ()   1 +Br 1B AB :
This completes the proof.
Lemma 5.2.3. Let f 2 MRm (A;B), m  2 and  1  B < A  1: Then there exist
functions f1; f2 2MS (A;B) such that for all z 2E
f (z) =
1
z
(zf1 (z))
m+2
4
(zf2 (z))
m 2
4
:
Proof. Since f 2MRm (A;B), therefore, we have
 zf
0 (z)
f (z)
=

m+ 2
4

zf 01 (z)
f1 (z)
 

m  2
4

zf 02 (z)
f2 (z)
; z 2 E;
where f1 and f2 belong to MS (A;B) : Now
f 0 (z)
f (z)
+
1
z
=

m+ 2
4

f 01 (z)
f1 (z)
+
1
z

 

m  2
4

f 02 (z)
f2 (z)
+
1
z

; z 2 E;
which on integration gives the required result.
5.3 Main Results
This unit is devoted for the investigation of our key theorems of this chapter.
Theorem 5.3.1. Let f 2 MRm (;A;B) ; m  2; 1  B < A  1 and 0   < 1:
Then with z = rei and 0  1 < 2  2;Z 2
1
Re

zf 0 (z)
f (z)

d <

A B
1 B

(1  )
m
2
  1

:
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Proof. Since P (A;B)  P (),  = 1 A
1 B ; therefore, from Lemma 5.2.1, one can write
f (z) =
1
z
(zs (z))(1 )(
A B
1 B ) ; z 2 E;
where f 2MRm (;A;B) and s 2MRm: Taking argument on both sides and di¤erenti-
ating with respect to  from 1 to 2 with 0  1 < 2  2; we have
Im

@
@
log zf (z)

= Im

A B
1 B

(1  ) @
@
log zs (z)

:
This nally yields
Re

1 +
zf 0 (z)
f (z)

=

A B
1 B

(1  ) Re

1 +
zs0 (z)
s (z)

:
Upon integrating from 1 to 2 with 1 < 2 and taking argument to be continuous for
jzj < 1; we get
Z 2
1
Re

zf 0 (z)
f (z)

d =

A B
1 B

(1  )
Z 2
1
Re

zs0 (z)
s (z)

d: (5.3.1)
But Noonan [65] proved that
Z 2
1
Re

(zs01 (z))
0
s01 (z)

d <
m
2
  1

;
where s1 2 MVm: Using the well known Alexander relation between the classes MVm
and MRm; we have Z 2
1
Re

zs0 (z)
s (z)

d <
m
2
  1

: (5.3.2)
Thus from (5:3:1) and (5:3:2), we have
Z 2
1
Re

zf 0 (z)
f (z)

d <

A B
1 B

(1  )
m
2
  1

:
63
Theorem 5.3.2. A function f 2MBm;(; n; ;A;B), i¤
Z 2
1
Re J(; ; ; n; )d <

 +

A B
1 B

(1  )
m
2
  1

;
where m  2, 0  1 < 2  2, 0   < 1, n 2 N0; z = rei, 0 <   1;  1  B < A 
1;   0;  real and
J(; ; ; n; ) =



Dn+2 f(z)
Dn+1 f(z)
  (1 + )

+
1  


Dn+1 f(z)
Dnf(z)
  (1 + )

: (5.3.3)
Proof. For z = rei, r 2 (0 1) and  real, we dene the following classes of functions
F (r; ) = arg
n
(Dn+1 f (z)
 
Dnf(z)
1 o
(5.3.4)
and
G(r; ) = arg

Dng(z)
	
: (5.3.5)
Since f 2MBm;(; n; ;A;B); therefore from (5.1.3), it follows
jF (r; ) G(r; )j   
2
;  2 (0 1]:
Since Dng 2MRm(;A;B); therefore, by using Theorem 5:3:1, we get
Z 2
1
Re

z(Dng)
0(z)
Dng(z)

d < (1  )

A B
1 B
m
2
  1

: (5.3.6)
Now, from (5.3.4), (5.3.5) and (5.3.6), we obtain
jF (r; 1)  F (r; 2)j = jF (r; 2) G(r; 2)j   jF (r; 1) G(r; 1)j+ jG(r; 2) G(r; 1)j


 + (1  )

A B
1 B
m
2
  1

:
64
Moreover, from (5.3.4), we have
d
d
F (r; ) =




Dn+2 f(z)
Dn+1 f(z)
  (1 + )

+
1  


Dn+1 f(z)
Dnf(z)
  (1 + )

:
Thus we obtain
Z 2
1
Re J(; ; ; n; )d <

 +
m
2
  1
A B
1 B

:
Corollary 5.3.1. For  = 0; A = 1; B =  1;  =  1; n = 0 and  =  = 1; we have
f 2MKm and Z 2
1
Re

1 +
zf 00(z)
f 0 (z)

d <
m
2
:
Corollary 5.3.2. [48] For  = 0; A = 1; B =  1;  =  1; n = 0, m = 2 and  =  = 1;
we have f 2MK and Z 2
1
Re

1 +
zf 00(z)
f 0 (z)

d < :
Theorem 5.3.3. Let F = Dnf : Then F 2 MBm;1(0; n; 1;A;B); m  2;  1  B <
A  1 and n 2 N0; i¤
F
0
(z) =   1
z2
"
(u1)
m+2
4
(u2)
m 2
4
#
; z 2 E;
where u1 and u2 are suitable meromorphic functions.
Proof. Let f 2MBm;1(0; n; 1;A;B): Then from denition (5:1:3) ; we get
Dn+1f (z) = G (z) p (z) ;
65
where G = Dng 2MRm (A;B) and p 2 P (A;B) : Using (2:11:8) with  =  1; we have
 z (Dnf (z))0 = G (z) p (z) : (5.3.7)
Using Lemma 5.2.3, we get
F 0 (z) = (Dnf (z))0 =   1
z2
(zh1 (z))
m+2
4
(zh2 (z))
m 2
4
p (z) ;
where hi 2MS (A;B) : We can write the above equation as
F
0
(z) =   1
z2
[zh1 (z) p]
(m+24 )
[zh2 (z) p]
(m 24 )
=   1
z2
"
(u1)
m+2
4
(u2)
m 2
4
#
; z 2 E: (5.3.8)
Theorem 5.3.4. A function f 2 MBm;1(0; 0; 1;A;B); m  2 and  1  B < A  1;
if and only if there exists a function h 2 Km (A;B) such that
  1
z2F 0 (z)
= h0 (z) ; z 2 E:
Proof. Equation (5:3:7) ; yields
F 0 (z) = G01 (z) p (z) ; z 2 E; (5.3.9)
where G1 2 MVm (A;B) and p 2 P (A;B) : Now using the representation formulas
(5:1:2) and (2:9:2) with the fact that
2b2 =
(1  ) (A B)
2
Z 2
0
e itd (t) ;
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we obtain
 1
z2G0 (z)
= 0 (z) ; z 2 E; (5.3.10)
where  (z) = z +
P1
n=2 bnz
n 2 Vm (A;B) ; with b2 = 0: From (5:3:9) and (5:3:10), we
have
  1
z2F 0 (z)
= p1 (z)
0 (z) = h0 (z) ;

p1 (z) =
1
p (z)

:
Theorem 5.3.5. Let F = Dnf 2MBm;1(0; n; 1;A;B); m  2; 1  B < A  1 and
n 2 N0: Then for z = rei; 0 < r < 1
(1  Ar) (1 +Br)
(m+24 )(
B A
B )
(1 Br)(m 24 )(B AB )+1
 z2F 0 (z)  (1 + Ar) (1 Br)(m+24 )(B AB )
(1 +Br)(
m 2
4 )(
B A
B )+1
:
Proof. From (5:3:8), we have
F 0 (z) =   1
z2
(zh1 (z))
m+2
4
(zh2 (z))
m 2
4
p (z) :
Using Lemma 2:5:1 and Lemma 5.2.2; we have
z2F 0 (z)  (1 Br)(m+24 )(B AB )
(1 +Br)(
m 2
4 )(
B A
B )

1 + Ar
1 +Br

;
or equivalently z2F 0 (z)  (1 + Ar) (1 Br)(m+24 )(B AB )
(1 +Br)(
m 2
4 )(
B A
B )+1
:
Similarly we can prove the other case.
Theorem 5.3.6. A function f 2 MBm;(; n; ;A;B), m  2,  1  B < A  1;
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n 2 N0;  > 0  > 0 and 0   < 1; if and only if
Dnf(z) =
(
1
z
1+

Z z
0
t
1

 1 [th(t)]
(1 )
 p

 (t)dt
)
; z 2 E;
where h 2MRm (A;B) and p 2 P (A;B) :
Proof. From (5.1.3), one can write

Dn+1 f (z)
 
Dnf (z)
1 
= h1 (z) p
 (z);
where h1 = Dng 2MRm (;A;B) and p 2 P (A;B) : Using (2:11:8), we have
1

z(Dnf(z))
0 Dnf (z) 1 1 + 1 + 

Dnf (z)
 1
 =
1

h
1

1 (z) p

 (z):
Multiplying with z
1+

 1 and using Lemma 5.2.1, we have
h
z
1+
 [Dnf(z)]
1

i0
=
1

z
1

 1 (zh (z))
(1 )
 p

 (z):
We obtain the required result by integrating the above expression from 0 to z:
Theorem 5.3.7. Let f 2MBm;(; n; ;A;B), m  2, B 2 [ 1; 0);A 2 [0; 1] ; n 2 N0;
 > 0;  > 0, 0   < 1 and M(r) = max
jzj=r
Dnf  with 0    2: Then
M
1
 (r)  1
r
1

(1 B)(m+24 )( 1  )(B AB ) (1 + A)  (1 +Br) (m 24 )( 1  )(B AB )   
2F1

1;

m  2
4

1  


B  A
B

+


;
1

+ 1;
Br
1 +Br

;
where 2F1 is the hypergeometric function.
Proof. From Theorem 5.3.6, we have

Dnf(z)
 1
 =
1
z
1+

Z z
0
t
1

 1 [th(t)]
(1 )
 p

 (t)dt; z 2 E;
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where h 2MRm (A;B) and p 2 P (A;B) : Using Lemma 5.2.3, we get

Dnf(z)
 1
 =
1
z
1+

Z z
0
t
1

 1
"
[tf1(t)]
m
4
+ 1
2
[tf2(t)]
m
4
  1
2
# 1 

[p(t)]

 dt; z 2 E:
Since fi 2 MS (A;B) for i = 1; 2 and p 2 P (A;B), therefore, by using Lemma 2.5.1
and Lemma 5.2.2 with suitable simplications, we have
M
1
 (r)  1
r
1

(1 B)(m+24 )( 1  )(B AB ) (1 + A)  
r 
1

Z z
0
r
1

 1(1 +Br) (
m 2
4 )(
1 
 )(
B A
B )   dt
=
1
r
1

(1 B)(m+24 )( 1  )(B AB ) (1 + A)  (1 +Br) (m 24 )( 1  )(B AB )   
2F1

1;

m  2
4

1  


B  A
B

+


;
1

+ 1;
Br
1 +Br

;
where 2F1 is the hypergeometric function.
Theorem 5.3.8. Let f 2 MBm(; ; ; ), 0 <   1;  1  B < A  1; 0   < 1;
 6= 0 a real, m >
h
2 + (1 B)
(1 )(A B)
i
and 0 <  < 2 : Then for F = Dnf and M(r) =
max
jzj=r
Dnf  ;
LrF (z)  2r
1 + 1
M (r) +C (x)M (r)1  1  11  r
(m 22 )( 1  )(A B1 B )+  1
; (r  ! 1);
where C (x) is a constant depending upon m;A;B; ;  and :
Proof. It is known that
LrF (z) =
Z 2
0
z2 Dnf(z)0 d  z = rei; 0 < r < 1; 0    2
=
Z 2
0
jzj
 1z 1 (zh (z)) 1   Dnf (z)1  1 p  (z) 

1 +
1


Dnf (z)
 d;
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where we have used (5:1:3) and (2:11:8). A short computations show that
LrF (z)  2r
1 + 1
M (r) + 1
r
1

 1M
1  1
 (r)
Z 2
0
jzh (z)j 1  jp (z)j  :
Using Lemma 5.2.3, we have
LrF (z)  2r
1 + 1
M (r) + 1
r
1

 1M
1  1
 (r)
Z 2
0
jzf1 (z)j(
m+2
4 )
1 

jzf2 (z)j(
m 2
4 )(
1 
 )
jp (z)j  d:
Since f i; for i = 1; 2 2 MS (A;B)  MS () with  = 1 A
1 B ; therefore, using Lemma
5.2.1 in a modied form, we have
LrF (z)  2r
1 + 1
M (r) + 1
r
1

 1M
1  1
 (r)
Z 2
0
jzs1 (z)j(
m+2
4 )(
1 
 )(
A B
1 B )
jzs2 (z)j(
m 2
4 )(
1 
 )(
A B
1 B )
jp (z)j  d;
where si 2MS for i = 1; 2: Using Schwarzs inequality and the fact that the functions
1
si
; i = 1; 2 belong to S, therefore, jzs1 (z)j < 4 and
[zs2 (z)]
 1  (1  z) 2 :
Thus
LrF (z)  2r
1 + 1
M (r) + 2(m+22 )( 1  )(A B1 B )
r
1

 1 
M1 
1
 (r)
 Z 2
0
1
j1  zj(m 2)( 1  )(A B1 B )
d
! 1
2 Z 2
0
jp (z)j 2 d
 1
2
:
Since p 2 P (A;B)  P ; therefore, by using a result due to Hayman [39] that for
p 2 P and z = rei;
2Z
0
jp1 (z)j d  c () 1
(1  r) 1 ;
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where c () is a constant depending upon : Thus; we have
LrF (z)  2r
1 + 1
M (r) + 2(m+22 )( 1  )(A B1 B )+ 
r
1

 1 C ( ; )

1
1  r
 

  1
2

M1 
1
 (r)
 Z 2
0
1
j1  zj(m 2)( 1  )(A B1 B )
d
! 1
2
:
But Pommerenke [104] has shown that
Z 2
0
1
(1  z) d  c ()
1
(1  r) 1 (r ! 1) ;
whenever  > 1: Since (m  2)

1 

  
A B
1 B

> 1, therefore, we have
LrF (z)  2r
1 + 1
M (r) + C (x)M1  1 (r) 11  r
(m 22 )( 1  )(A B1 B )+  1
;
where C (x) is a constant based upon m;A;B; ;  and :
Theorem 5.3.9. Let f 2MBm(; ; ; ), 0 <   1;  1  B < A  1; 0   < 1;  6=
0 a real, m >
h
2 + (1 B)
(1 )(A B)
i
and 0 <  < 2 : Then
jajj  O (1) j(
m 2
2 )(
1 
 )(
A B
1 B )+


 1:
Proof. For F (z) = 1
z
+
P1
j=oAjzj with z = rei; it is known that
jAj = 1
2rj+1
LrF (z) :
Using Theorem 5.3.8, we have
j jAjj  1
2rj+1
"
2r
1 + 1
M (r) + C (x) 11  r
(m 22 )( 1  )(A B1 B )+  1#
:
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Take r = 1  1
n
and Aj = [1 +  (j + 1)]n aj; to have
jajj  O (1) j(
m 2
2 )(
1 
 )(
A B
1 B )+


 (2  1):
This completes the proof.
5.4 Conclusion
We generalized the class of meromorphic Bazileviµc type functions by making use of the
classes P (A;B; ) andMRm(;A;B) and introduced the classMBm;(; n; ;A;B):We
discussed its various aspects including su¢ cient condition for the functions belonging to
this class, maximum value problem, arc length problem and coe¢ cient problem. We also
discussed some special classes, obtained by substituting special values to the parameters
involved. We included some preliminaries results related with the class MRm(;A;B)
in order to prove our main results.
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Chapter 6
On Certain Subclasses of Meromorphic Univalent Functions Associated with
a Di¤erential Operator
73
In this chapter, we are mainly dealing with a classical problem in geometric function
theory, concerning with the study of a functional made up of combinations of the coef-
cients of the original function. Usually there is a parameter over which the extremal
values of the functional is needed. The chapter concerns with one essential functional of
this type called the Fekete-Szegö functional, which is dened by
f = a1   a20; 0 <  < 1 and f 2M:
This classical functional is derived from the Fekete-Szegö inequality. Beside this we study
some inclusion results also.
6.1 Introduction
For k; e 2C with e 6= 0; 1; 2; : : : ; Lui and Srivastava [51] introduced meromorphic analogue
of the Carlson-Sha¤er operator [17] as follows
L (k; e) f(z) = ' (k; e)  f(z); (6.1.1)
with ' (k; e) = 1
z
+
P1
j=0
(k)j
(e)j
zj; where (#)n are the Pochhammer symbol dened by
(#)n =
8<: 1 if n = 0;# (#+ 1) (#+ 2) : : : (#+ n  1) if n 2 f1; 2; : : :g :
We dene the linear multiplier di¤erential operator analogue to the operator dened in
[7, 8], as follows
D0f(z) = f(z);
D1 (k; e) f(z) = (1  )L (k; e) f(z) + 
(z2L (k; e) f(z))
0
z
;  2 R; (6.1.2)
D2 (k; e) f(z) = D
1
 (k; e)
 
D1 (k; e) f(z)

;
Dn (k; e) f(z) = D
1
 (k; e)
 
Dn 1 (k; e) f(z)

; n 2 f3; 4; : : :g : (6.1.3)
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If f is given by (2:7:1) ; then by (6.1.1), (6.1.2) and (6.1.3), we can write
Dn (k; e) f(z) =
1
z
+
1X
j=0
"
(k)j
(e)j
(1 +  (j + 1))
#n
ajz
j: (6.1.4)
In terms of convolution, (6:1:4) can be written as
Dn (k; e) f(z) =

' (k; e)  g(z)  : : :  ' (k; e)  g(z)| {z }

 f(z); (6.1.5)
n  times ' and g
where
g(z) =
1  (1  ) z
z (1  z2) : (6.1.6)
For di¤erent values of parameters we have many known operators. For k = e = 1; the
operator Dn (1; 1) f(z) has been studied in [6]. For n = 1 and  = 0, the operator
D10 (k; e) f(z) is studied in [51]. For k = e =  = 1, the operator D
n
1 (1; 1) f(z) has been
studied in [121]. Also the operator Dn (k; e) f(z) is the inverse, in the sense of Hadamard
product of the operator studied in [63]. We now state the followings.
Denition 6.1.1. Let h be convex univalent with h (0) = 1: Assume that n 2 N0; k;
e 2 C with e 6= 0; 1; 2; : : : ;  and  is real. Let f 2M: Then f 2MKn; (k; e; h), i¤
(1 + )

zDn (k; e) f(z)

+ z2
 
Dn (k; e) f(z)
0  h(z); z 2 E: (6.1.7)
For  = k = e = 1,  =  1 and h(z) = (1 + Az)=(1 +Bz),  1  B < A  1, (6:1:7)
becomes the following subordination
 z2 (Dn1 (1; 1) f(z))0 
1 + Az
1 +Bz
; z 2 E;
which was studied in [121]. For n = 0; and  =  1; we have class of functions with
bounded turning studied in [23, 30].
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Denition 6.1.2. Let h be a convex univalent with h (0) = 1: Assume that n 2 N0; k;
e 2 C with e 6= 0; 1; 2; : : : ; and  is real. Let f 2M: Then f 2MSn (k; e; h), i¤
 z
 
Dn (k; e) f(z)
0
Dn (k; e) f(z)
 h(z); z 2 E:
For n = 0; we have the class of functions studied in [116], and for n = 0 and h(z) =
(1 + z)=(1  z), we have the class of meromorphic starlike functions studied in [19, 103].
6.2 Main Results
This unit is devoted for the investigation of key theorems of this chapter.
Theorem 6.2.1. Let h be a convex univalent function with h (0) = 1: Assume that k;
e 2 C with e 6= 0; 1; 2; : : : ;  > 0; and  is real. If f 2MKn; (k; e; h), then
f(z) 2MKn;0 (k; e; h);
or, equivalently 
zDn (k; e) f(z)
  h(z):
Moreover 
zDn (k; e) f(z)
  q(z)  h(z);
where q, given by
q(z) =
1
z1=
Z z
0
h (t) t
1

 1dt;
is the best dominant.
Proof. Let f 2MKn; (k; e; h) and set
p(z) =

zDn (k; e) f(z)

;
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then simple calculations illustrates that
p(z) +
zp0(z)
1=
= (1 + )

zDn (k; e) f(z)

+ z2
 
Dn (k; e) f(z)
0  h(z):
The result follows by using Lemma 2.2.1 with  = 1=.
Theorem 6.2.2. Let h be a convex univalent with h (0) = 1 and Re fh(z)g < 2   ,
0   < 1: Assume that 0 < e  k; k  2 or k+ e  3; 0 6=  < 1. If f 2MSn+1 (k; e; h),
then
f 2MSn (k; e; h):
Further
 z  Dn (k; e) f(z)0
Dn (k; e) f(z)
 q(z)  h(z);
where the function q is the best dominant.
Proof. First we shall show that if L (k; e) f(z) 2MSn (k; e; h); then
f(z) 2MSn (k; e; h):
Using (6:1:1) and (6:1:5), we can write Dn (k; e) f(z) in terms of D
n
 (k; e)L (k; e) f(z) as
Dn (k; e) f(z) = ' (e; k) Dn (k; e)L (k; e) f(z);
and by the property of convolution, we have
 z  Dn (k; e) f(z)0 = ' (e; k)   z  Dn (k; e)L (k; e) f(z)0 :
Now
 z  Dn (k; e) f(z)0
Dn (k; e) f(z)
=
z2' (e; k)   z(D
n
 (k;e)L(k;e)f(z))
0
Dn (k;e)L(k;e)f(z)
z2Dn (k; e)L (k; e) f(z)
z2' (e; k)  z2Dn (k; e)L (k; e) f(z)
: (6.2.1)
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Since
 z  Dn (k; e)L (k; e) f(z)0
Dn (k; e)L (k; e) f(z)
 h(z);
then by hypothesis, Re fh(z)g < 2  , 0   < 1; we get
Re
(
 z  Dn (k; e)L (k; e) f(z)0
Dn (k; e)L (k; e) f(z)
)
< 2  ; (0   < 1) :
Therefore,
Re
(
z
 
z2Dn (k; e)L (k; e) f(z)
0
z2Dn (k; e)L (k; e) f(z)
)
> :
Hence
z2Dn (k; e)L (k; e) f(z) 2 S ()  S(0) = S: (6.2.2)
Also it is known that [87, 112]
z2' (e; k) 2 C; (0 < e  k; k  2 or k+ e  3) : (6.2.3)
Using Lemma 2.4.2 with (6:2:1), (6:2:2) and (6:2:3), we have f 2MSn; 1 (0; k; e; h): Now
let f 2MSn+1; 1 (0; k; e; h); then
 z  Dn+1 (k; e) f(z)0
Dn+1 (k; e) f(z)
 h(z):
By the denition of Dn (k; e) f(z); one can write
Dn+1 (k; e) f(z) = (1 + )D
n
 (k; e)L (k; e) f(z) + z
 
Dn (k; e)L (k; e) f(z)
0
;
and
 
Dn+1 (k; e) f(z)
0
= (1 + 2)
 
Dn (k; e)L (k; e) f(z)
0
+ z
 
Dn (k; e)L (k; e) f(z)
00
:
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Set
p(z) =
 z (Dn (k; e)L (k; e) f(z))0
Dn (k; e)L (k; e) f(z)
:
Di¤erentiating above equation and after some computations, we have
p(z) +
zp0(z)
1 + 1

  p(z) =
 z  Dn+1 (k; e) f(z)0
Dn+1 (k; e) f(z)
 h(z):
By using Lemma 2.2.3, we obtain
f(z) 2MSn (k; e; h):
This completes the proof.
Theorem 6.2.3. Let h be a convex univalent function with h (0) = 1. For 0 < k  e;
e  2 or k+ e  3;  > 0;  real and let f be given by (2:7:1) : If
(1 + )

zDn (k; e) f(z)

+ z2
 
Dn (k; e) f(z)
0  h(z); (6.2.4)
then
zf(z)  [z	 (k; e; )  h(z)] ;
with
	(k; e; ) =
f'(e; k)  (g(z))( 1)g  : : :  f'(e; k)  (g(z))( 1)| {z }g
n  times
;
where
(g(z))
( 1)  g(z) = 1
z (1  z) ;
and g is dened by (6:1:6) :
Proof. Since
Dn(k; e)f(z) =

f'(k; e)  g(z)g  : : :  f'(k; e)  g(z)g| {z }

 f(z);
n  times
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therefore, one can write
zf(z) =
24 z' (e; k)  z (g(z))( 1)  : : :  z' (e; k)  z (g(z))( 1)| {z }
n  times
35  zDn (k; e) f(z): (6.2.5)
In [8] it is shown that the function z (g(z))
( 1) is convex univalent in E and also it is
known that [87, 112], for 0 < k  e; e  2 or k + e  3; z2' (e; k) ; is convex univalent in
E, then we have Re
n
z2'(e;k)
z
o
> 1
2
; see [59, p.68]: Now, by applying Lemma 2.4.3 n-times,
we get that z	 (k; e; ) is convex. From (6:2:4), (6:2:5), Theorem 6.2.1 and Lemma 2.4.1,
we have
zf(z)  [z	 (k; e; )  h(z)] :
This completes the proof.
We now give some new and known Fekete-Szegö inequalities for the classesMKn; (k; e; h)
and MSn (k; e; h) and also mention some special cases.
Theorem 6.2.4. Let h(z) = 1+B1z +B2z2 +B3z3 + : : : : If f given by (2:7:1) belong to
the class MKn; (k; e; h) and  is a real number, then
a1   a20 
8>>>>>>>>><>>>>>>>>>:
 en
kn(1+2)(1+2)n
h
 B2 + B
2
1(1+2)
(1+)2

kn(1+2)n
en(1+)2n
i
if   1;
 enB1
kn(1+2)(1+2)n
if 1    2;
 en
kn(+2)(1+2)n
h
B2   B
2
1(+2)
(+)2

kn(1+2)n
en(1+)2n
i
if   1;
where
1 =
2 (1 + )2 (B2 + B1)
2B21 (1 + 2) kn (1 + 2)n
en (1 + )2n ;
and
2 =
2 (1 + )2 (B2   B1)
2B21 (1 + 2) kn (1 + 2)n
en (1 + )2n :
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Proof. If f 2MKn; (k; e; h); then
(1 + )

zDn (k; e) f(z)

+ z2
 
Dn (k; e) f(z)
0
= h (w(z)) ; z 2 E;
where w is Schwarz function: Now let us construct a function
p(z) =
1 + w(z)
1  w(z) = 1 + p1z + p2z
2 + : : : .
It is clear that p (0) = 1 and Re fp(z)g > 0: This implies that
w(z) =
p(z)  1
p(z) + 1
:
Therefore
h (w(z)) = 1 +
1
2
B1p1z +

1
2
B1

p2   p
2
1
2

+
1
4
B2p21

z2 + : : : . (6.2.6)
Similarly
(1 + )

zDn (k; e) f(z)

+ z2
 
Dn (k; e) f(z)
0
= 1 + (1 + ) (1 + )n a0z + (1 + 2)

kn (1 + 2)n
en
a1

z2 + : : : . (6.2.7)
From (6:2:6) and (6:2:7), we have
a0 =
B1p1
2 (1 + ) (1 + )n
;
and
a1 =
en
kn (1 + 2)n
 B1p2
2 (1 + 2)
 
 B1   B2
4 (1 + 2)

p21

:
Now
a1   a20 =
B1en
2 (1 + 2) kn (1 + 2)n
 
p2   p21

;
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where
 =
1
2

1  B2B1 +
B1 (1 + 2)
(1 + )2


kn (1 + 2)n
en (1 + )2n

:
Now by using Lemma 2:3:4; we obtain the required result.
If in Theorem 6:2:4, we set h(z) =
p
1 + z; n = 0 and  = 
+
; ;  > 0 with 0 < +  1;
then, we have
Corollary 6.2.1. If f given by (2:7:1) belong to the class MS0; + (1;p1 + z) and  is
a real number, then
a1   a20 
8>>>>>>>>><>>>>>>>>>:
 (+)
8
h
1
(+3)
+ 2(+)
(+2)2
i
if    5(+2)2
2(+)(+3)
;
 (+)
2(+3)
if  5(+2)
2
2(+)(+3)
   3(+2)2
2(+)(+3)
;
(+)
8
h
1
(+3)
+ 2(+)
(+2)2
i
if   3(+2)2
2(+)(+3)
:
Theorem 6.2.5. Let h(z) = 1 + B1z + B2z2 + B3z3 + ::: . If f given by (2:7:1) belong to
the class MSn (k; e; h) and  is a real number, then
a1   a20 
8>>>>>>>>><>>>>>>>>>:
 en
kn(2)(1+2)n
h
 B2 + 2B
2
1


 1
2
+ k
n(1+2)n
en(1+)2n
i
if   1;
 enB1
kn(2)(1+2)n
if 1    2;
 en
kn(2)(1+2)n
h
B2   2B
2
1


 1
2
+ k
n(1+2)n
en(1+)2n
i
if   1;
where
1 =
 (B2 + B1) + B21
2B21kn (1 + 2)n
en (1 + )2n ;
and
2 =
 (B2   B1) + B21
2B21kn (1 + 2)n
en (1 + )2n :
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In Theorem (6:2:5), if we set h(z) =
p
1 + z; then, we have
Corollary 6.2.2. If f given by (2:7:1) belong to the class MSn (k; e;
p
1 + z) and  is a
real number, then
a1   a20 
8>>>>>>>>><>>>>>>>>>:
en
8kn(1+2)n
h
3
2
  21kn(1+2)n
en(1+)2n
i
if   1;
en
4kn(1+2)n
if 1    2;
en
8kn(1+2)n
h
 3
2
+ 2k
n(1+2)n
en(1+)2n
i
if   1;
where
1 =
 1
4kn (1 + 2)n
en (1 + )2n ;
and
2 =
7
4kn (1 + 2)n
en (1 + )2n :
In Theorem (2:6:5), if we set n = 0; we have previously known result, see Ali et al. [5].
Theorem 6.2.6. Let h(z) = 1+B1z +B2z2+B3z3+ : : : . If f given by (2:7:1) belong to
the class MSn; (k; e; h) and  is a complex number, then for B1 6= 0, we have
a1   a20

 B1en(1 + 2) kn (1 + 2)n
max1;  B2B1 + B1 (1 + 2)(1 + )2


kn (1 + 2)n
en (1 + )2n
 ;
while for B1 = 0, we have
ja1j 
 B2en(1 + 2) kn (1 + 2)n
 :
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Proof. Since
a1   a20 =
B1en
2 (1 + 2) kn (1 + 2)n
 
p2   p21

;
therefore using Lemma 2:3:5, we get the required result.
By taking n = 0;  =  1; we get the following special case, which is due to [116].
Corollary 6.2.3. Let h(z) = 1+B1z +B2z2 +B3z3 + : : :. If f given by (2:7:1) belong to
the class MS0; 1 (k; e; h) and  is a complex number, then
a1   a20  jB1j2 max

1;
 B2B1 + B1 (1  2)
 ; B1 6= 0;
ja1j 
B22
 ; B1 = 0:
6.3 Conclusion
We dened and studied two new classes MKn; (k; e; h) and MSn (k; e; h), those general-
ized the concept of functions with bounded turning and meromorphic starlikeness. We
investigated certain properties of these classes and mentioned their relevant connections
with those results that are already known in literature. Moreover, we highlighted many
known classes that are obtained from these classes as special cases.
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Chapter 7
Applications of Conic Type Regions to Subclasses of Meromorphic
Univalent Functions with Respect to Symmetric Points
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Noor and Sarfraz [81] introduced the class k P [A;B] ; concerning with the domain
k [A;B]. The domain k [A;B] relates conic domain with the Janowski functions. This
concept opened new dimensions for the researchers in this eld. The detail over view is
given in section 2.6. This chapter is fully devoted to the study of subclasses of meromor-
phic functions associated with this particular domain.
7.1 Introduction
Based on the domain k [A;B] and the class k   P [A;B] we now dene the following
subclasses of meromorphic functions.
Denition 7.1.1. Let f 2M. Then f 2 k  MUSs [A;B] ; k  0; 1  B < A  1; i¤
Re

(B  1)F (z)  (A  1)
(B+ 1)F (z)  (A+ 1)

> k
(B  1)F (z)  (A  1)(B+ 1)F (z)  (A+ 1)   1
 ;
or, equivalently
F (z) 2 k   P [A;B] ; (7.1.1)
where
F (z) =
 2zf 0 (z)
f (z)  f ( z) :
Special cases
We now discuss some special cases
i) For k = 0;B =  1;A = 1; we have f (z) 2 0  MUSs [ 1; 1] ; that is, the class of
meromorphic starlike functions with respect to symmetric points introduced and studied
in [131].
ii) For k = 0; we have the class of meromorphic Janowski starlike functions.
Denition 7.1.2. Let f 2M. Then f 2 k  MUCs [A;B] ; k  0; 1  B < A  1; i¤
Re

(B  1)G(z)  (A  1)
(B+ 1)G(z)  (A+ 1)

> k
(B  1)G(z)  (A  1)(B+ 1)G(z)  (A+ 1)   1
 ;
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or, equivalently
G(z) 2 k   P [A;B] ; (7.1.2)
where
G(z) =
 2 (zf 0 (z))0
(f (z)  f ( z))0 :
Special case
i) For k = 0;B =  1;A = 1; we have f (z) 2 0  MUCs [ 1; 1] ; that is, the class of
meromorphic convex functions with respect to symmetric points introduced and studied
in [131].
Denition 7.1.3. Let f 2 M: Then f 2k  MUSs [k; e;A;B] ; k  0; k; e 2 C with
e 6= 0; 1; 2; : : : ; 1  B < A  1; i¤ L (k; e) f 2 k  MUSs [A;B] ; the operator
L (k; e) f is dened in equation (6:1:1) :
Denition 7.1.4. Let f 2 M: Then f 2 k  MUCs [k; e;A;B] ; k  0; k; e 2 C with
e 6= 0; 1; 2; : : : ; 1  B < A  1; i¤ L (k; e) f 2 k  MUCs [A;B] ; the operator
L (k; e) f is dened in equation (6:1:1) :
7.2 Main Results
This unit is devoted for the investigation of key theorems of this chapter.
Theorem 7.2.1. Let f 2 k  MUSs [k; e;A;B] ; k  0; 1  B < A  1 and k; e 2 C
with e 6= 0; 1; 2; : : : : Then, the function
' (z) =
1
2
L (k; e) (f (z)  f ( z)) ; (7.2.1)
belongs to k  MUSs [A;B] in E:
Proof. Taking logarithmic di¤erentiation of (7:2:1) ; it follows that
z'0 (z)
' (z)
=
z (L (k; e) f (z))0 + z (L (k; e) f ( z))0
L (k; e) (f (z)  f ( z)) :
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We have
 z'
0 (z)
' (z)
=
1
2
  2z (L (k; e) f (z))0
L (k; e) (f (z)  f ( z)) +
 2z (L (k; e) f ( z))0
L (k; e) (f ( z)  f (z))

=
1
2
[p1 (z) + p2 (z)] ; for z 2 E; p1; p2 2 k   P [A;B] :
Since k   P [A;B] is a convex set, it follows that   z'0(z)
'(z)
2 k   P [A;B] and thus ' 2
k  MUSs [A;B] :
Theorem 7.2.2. For k  0; 1  B < A  1: A function f 2 k  MUSs [A;B] ; i¤
z

f(z) 

1  z + Tz2
z (1  z)2 (1 + z)

6= 0; z 2 E; 0   < 2; (7.2.2)
for all
T =
2

(B  1)  (B+ 1) pk(ei)

(A B) (1  pk(ei)) ; (7.2.3)
and also for T = 0:
Proof. The following convolution properties can be attained by simple computations
f (z)  1
z (1  z2) =
1
2
[f(z)  f( z)] ; f (z)  1  2z
z (1  z)2 =  zf
0 (z) ; (7.2.4)
for all z 2E; and for any function f 2M: Since f 2 k  MUSs [A;B] is analytic in E,
then, it follows that (f(z)  f( z)) =2 6= 0; for all z 2E; that is z (f(z)  f( z)) =2 6= 0
for z 2E: Using the rst convolution condition in (7:2:4), we obtain the desired result for
T = 0:
Since f is an arbitrary function, then from (7:1:1), we have
  2zf
0 (z)
[f(z)  f( z)] 
(A+ 1) pk(z)  (A  1)
(B+ 1) pk(z)  (B  1) ; z 2 E: (7.2.5)
From (7:2:5) , according to the denition of the subordination, there exists a w 2  such
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that
  2zf
0 (z)
[f(z)  f( z)] =
(A+ 1) pk(w(z))  (A  1)
(B+ 1) pk(w(z))  (B  1) ; z 2 E:
A simple computations gives
z
8<:  zf 0 (z)

(B+ 1) pk(e
i)  (B  1)  1
2
[f(z)  f( z)]
(A+ 1) pk(e
i)  (A  1)
9=; 6= 0; (7.2.6)
for z 2E,  2 [0; 2). Using the convolution properties given in (7:2:4), we have
z
(
f(z) 
"
(1  2z) (B+ 1) pk(ei)  (B  1)
z (1  z)2 ) 
(A+ 1) pk(e
i)  (A  1)
z (1  z2)
#)
;
doesnt vanish. Thus
z
8>><>>:f(z) 
2664

1  z +

2[(B 1) (B+1)pk(ei)]
(A B)(1 pk(ei))

z2

(A B)  pk(ei)  1
z (1  z)2 (1 + z)
3775
9>>=>>; 6= 0; (7.2.7)
for z 2E,  2 [0; 2), which is the required condition. Conversely, suppose that the
condition (7:2:2) hold for T = 0; it follows that z
2
(f(z)  f( z)) 6= 0; for all z 2E: Thus
the function h(z) = 2zf
0(z)
(f(z) f( z)) is analytic in E; and h (0) = 1: Since we have shown that
(7:2:6) and (7:2:7) are equivalent, thus, we get
  2zf
0 (z)
f(z)  f ( z) 6=
(A+ 1) pk(e
i)  (A  1)
(B+ 1) pk(ei)  (B  1) ; z 2 E: (7.2.8)
Suppose that
H (z) =
(A+ 1) pk(z)  (A  1)
(B+ 1) pk(z)  (B  1) ; z 2 E:
Now from relation (7:2:8) it is clear that H (@E) \ h (E) = : Therefore, the simply
connected domain h (E) is contained in a connected component of CnH (@E) : The uni-
valence of the function h together with the fact H (0) = h (0) = 1; shows that h  H
which shows that f 2 k  MUSs [A;B] :
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If we take k = 0; B =  1; A = 1; we get the following special case of Theorem 7.2.1.
Corollary 7.2.1. A function f 2 0 MUSs [1; 1] ; i¤
z
(
f(z) 
"
1  z   e i   1 z2
z (1  z)2 (1 + z)
#)
6= 0; z 2 E; 0   < 2:
Theorem 7.2.3. If f 2M; then f 2 k  MUCs [A;B] ; i¤
z

f(z)  1 + 2z
3 + [T   3] z2   3T z4
z (1  z)3 (1 + z)2

6= 0; z 2 E; 0   < 2;
where  1  B < A  1; k  0 and T is given in 7.2.3.
Proof. Let
g (z) =
26641  z +

2[(B 1) (B+1)pk(ei)]
(A B)(1 pk(ei))

z2
z (1  z)2 (1 + z)
3775 ;
then
 zg0 (z) = 1 + 2z
3 + (T   3) z2   3T z4
z (1  z)3 (1 + z)2 :
The result follows at once by using the Alexander type relation between k MUSs [A;B]
and k  MUCs [A;B] ; the identity
 zf 0 (z)  g (z) = f (z)   zg0 (z) ;
and the previous Theorem.
Theorem 7.2.4. For k; e 2 C with e 6= 0; 1; 2; : : : ; 1  B < A  1: A function
f 2 k  MUSs [k; e;A;B] ; i¤
1 +
1X
j=1
(k)j
(e)j
a2j 1z2j 6= 0; z 2 E; (7.2.9)
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and
1 +
1X
j=1
(k)j
(e)j

(1 + jT ) a2j 1z2j + ja2jT z2j+1
 6= 0; z 2 E; (7.2.10)
where T is given by (7:2:3).
Proof. From, Theorem 7.2.2, we have a function f 2 k  MUSs [k; e;A;B] ; i¤
z

L (k; e) f (z) 

1  z + T z2
z (1  z)2 (1 + z)

6= 0; z 2 E; 0   < 2; (7.2.11)
where T is dened in (7:2:3). Now
1  z + T z2
z (1  z)2 (1 + z) =
1
z
+
1X
j=1

(1 + jT ) z2j 1 + jT z2j

; (7.2.12)
1
z (1  z2) =
1
z
+
1X
j=1
z2j 1; (T = 0) ; (7.2.13)
and
L (k; e) f (z) =
1
z
+
1X
j=1
(k)j
(e)j
ajz
j: (7.2.14)
Thus from (7:2:11), (7:2:12), (7:2:13) and from (7:2:14), we have the required result.
Theorem 7.2.5. For k; e 2 C with e 6= 0; 1; 2; : : : ; 1  B < A  1: A function
f 2 k  MUCs [k; e;A;B] ; i¤
1 +
1X
j=1
(k)j
(e)j
(1  2j) a2j 1z2j 6= 0; z 2 E; (7.2.15)
and
1 +
1X
j=1
(k)j
(e)j

(1 + jT ) (1  2j) a2j 1z2j   2j2a2jT z2j+1
 6= 0; z 2 E; (7.2.16)
where T is given by (7:2:3).
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Proof. From Theorem 7.2.3, we have a function f 2 k  MUCs [k; e;A;B] ; i¤
z

L (k; e) f (z)  1 + 2z
3 + [2T   3] z2   3T z4
z (1  z)3 (1 + z)2

6= 0; z 2 E; 0   < 2; (7.2.17)
where T is dened in (7:2:3). Since
g (z) =

[1  z + T z2]
z (1  z)2 (1 + z)

=
1
z
+
1X
j=1

(1 + jT ) z2j 1 + jT z2j

;
therefore
 zg0 (z) = 1
z
 
1X
j=1

(1 + jT ) (2j   1) z2j 1 + 2j2T z2j ;
 zg0 (z) = 1
z
 
1X
j=1
(2j   1) z2j 1; (T = 0) :
Now the result follows at once from (7:2:17).
Theorem 7.2.6. For k; e 2 C with e 6= 0; 1; 2; : : : ; 1  B < A  1: If f 2 M; is
given by (2:7:1), and satises the inequalities
1X
j=1
(k)j
(e)j
ja2j 1j < 1; (7.2.18)
and 1X
j=1
(k)j
(e)j
[(1 + j jT j) ja2j 1j+ j ja2jj jT j] < 1: (7.2.19)
Then f 2 k  MUSs [k; e;A;B] :
Proof. We have1 +
1X
j=1
(k)j
(e)j
a2j 1z2j 1
  1 
1X
j=1
(k)j
(e)j
ja2j 1j
z2j 1
= 1 
1X
j=1
(k)j
(e)j
ja2j 1j r2j 1:
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Letting r ! 1; and using the condition (7:2:18) ; we have1 +
1X
j=1
(k)j
(e)j
a2j 1z2j 1
 > 0:
Thus the condition (7:2:9) is satised. Also1 +
1X
j=1
(k)j
(e)j

(1 + jT ) a2j 1z2j 1 + ja2jT z2j

 1 
1X
j=1
(k)j
(e)j
[(1 + j jT j) ja2j 1j+ j ja2jj jT j]
> 0; z 2 E;
which shows that (7:2:10) holds. Using Theorem 7.2.4, we obtain the required result.
Theorem 7.2.7. Let f 2 k  MUSs [k; e;A;B] ; 1  B < A  1; k  0; n 2 N0: Then
f 2 0 MUS [k; e;A;B; ] ; where  = k
k+1
:
Proof. Since f 2 k  MUSs [k; e;A;B] ; then, from Denition, we have
Re
0@(B  1)  2z(L(k;e)f(z))0L(k;e)(f(z) f( z))   (A  1)
(B+ 1)  2z(L(k;e)f(z))
0
L(k;e)(f(z) f( z))   (A+ 1)
1A
> k
(B  1)
 2z(L(k;e)f(z))0
L(k;e)(f(z) f( z))   (A  1)
(B+ 1)  2z(L(k;e)f(z))
0
L(k;e)(f(z) f( z))   (A+ 1)
  1

>  kRe
0@(B  1)  2z(L(k;e)f(z))0L(k;e)(f(z) f( z))   (A  1)
(B+ 1)  2z(L(k;e)f(z))
0
L(k;e)(f(z) f( z))   (A+ 1)
1A+ k
After suitable manipulations, we have
Re
0@(B  1)  2z(L(k;e)f(z))0L(k;e)(f(z) f( z))   (A  1)
(B+ 1)  2z(L(k;e)f(z))
0
L(k;e)(f(z) f( z))   (A+ 1)
1A > k
k + 1
:
This completes the proof.
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Theorem 7.2.8. For k; e 2 C with e 6= 0; 1; 2; : : : ; 1  B < A  1; k  0: A
function f 2M is in the class k  MUSs [k; e;A;B] ; if it fulls the condition
1X
j=1
(k)j
(e)j
[(2k + 1 B) j jajj+ (2k + A+ 3) ja2j 1j] < A B: (7.2.20)
Proof. Assume that (7:2:20) hold, then it is enough to prove that
k
(B  1)H (z)  (A  1)(B+ 1)H (z)  (A+ 1)   1
 Re(B  1)H (z)  (A  1)(B+ 1)H (z)  (A+ 1)   1

< 1;
where
H (z) =
 2z (L (k; e) f (z))0
L (k; e) (f (z)  f ( z)) :
We have
k
(B  1)H (z)  (A  1)(B+ 1)H (z)  (A+ 1)   1
 Re(B  1)H (z)  (A  1)(B+ 1)H (z)  (A+ 1)   1

 (k + 1)
  (B  1) z (L (k; e) f (z))
0   (A  1) 1
2
(L (k; e) (f (z)  f ( z)))
  (B+ 1) z (L (k; e) f (z))0   (A+ 1) 1
2
(L (k; e) (f (z)  f ( z)))   1

 2 (k + 1)
 z (L (k; e) f (z))
0 + 1
2
(L (k; e) (f (z)  f ( z)))
  (B+ 1) z (L (k; e) f (z))0   (A+ 1) 1
2
(L (k; e) (f (z)  f ( z)))

= 2 (k + 1)

P1
j=1
(k)j
(ej)
(jajz
j + a2j 1z2j 1)
(B  A) 1
z
 P1j=1 (k)j(ej) [(B+ 1) jajzj + (A+ 1) a2j 1z2j 1]


P1
j=1
 (k)j(ej)2 (k + 1) (j jajj+ ja2j 1j)
jB  Aj  P1j=1  (k)j(ej) [(B+ 1) jajzj + (A+ 1) a2j 1z2j 1] :
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Right hand side of the above inequality is limited by 1 if
1X
j=1
(k)j
(ej)
[(2k + 1 B) j jajj+ (2k + A+ 3) ja2j 1j] < A B:
This completes the proof.
Corollary 7.2.2. For k = 0;A = 1;B =  1; k = e = 1; we have f 2 M is in the class
0 MUSs [1; 1; 1; 1] ; if it satises the condition
1X
j=1
[j jajj+ 2 ja2j 1j] < 1:
Theorem 7.2.9. Let f 2 k  MUSs [k; e;A;B] and is of the form (2:7:1). Then
ja1j  jkj (A B) (e)1
4 (k)1
;
and
ja2j 1j 
jkj (A B) (e)j
2 (k)j (j + 1)
j 1Y
l=1

1 +
jkj (A B) (e)l
2 (l + 1) (k)l

; j  2: (7.2.21)
Proof. From the Denition 7.1.3, we have
 2z (L (k; e) f (z))0
L (k; e) (f (z)  f ( z)) = p (z) ; (7.2.22)
where
p (z)  (A+ 1) pk (z)  (A  1)
(B+ 1) pk (z)  (B  1) ;
proceeding in a similar way as Noor et-al. [81], we obtain
p (z)  1 + 1
2
(A B) k + : : : ;
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and if p (z) = 1 +
P1
j=0 djz
j; then
jdjj  1
2
(A B) k:
Now from (7:2:22), we have
 z (L (k; e) f (z))0 = 1
2
L (k; e) (f (z)  f ( z)) p (z) :
Using the series representations, we have
1
z
 
1X
j=1
(k)j
(e)j
jajz
j =
"
1
z
+
1X
j=1
(k)j
(e)j
a2j 1z2j 1
#"
1 +
1X
j=1
djz
j
#
;
which is equivalent to
 
1X
j=1
(k)j
(e)j
ja2j 1z2j 1  
1X
j=1
(k)j
(e)j
ja2jz
2j (7.2.23)
=
1X
j=1
djz
j 1 +
1X
j=1
(k)j
(e)j
a2j 1z2j 1
+
 1X
j=1
djz
j
! 1X
j=1
(k)j
(e)j
a2j 1z2j 1
!
:
In view of (7:2:23), we have
 (k)1
(e)1
a1 =
(k)1
(e)1
a1 + d2; (7.2.24)
and
(k)j
(e)j
ja2j 1 = d2j +
(k)j
(e)j
a2j 1 +
n 1X
j=1
a2j 1d2(n j) : (7.2.25)
From (7:2:24) and (7:2:25), we have
ja1j  jkj (A B) (e)1
4 (k)1
;
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and
ja2j 1j 
jkj (A B) (e)j
2 (k)j (j + 1)
"
1 +
j 1X
l=1
ja2l 1j
#
: (7.2.26)
Now, we shall prove that
jkj (A B) (e)j
2 (k)j (j + 1)
"
1 +
j 1X
l=1
ja2l 1j
#
 jkj (A B) (e)j
2 (k)j (j + 1)
j 1Y
l=1

1 +
jkj (A B) (e)l
2 (l + 1) (k)l

; j  2:
For this we use the mathematical induction.
For j = 2; from (7:2:26), we have
ja3j  jkj (A B) (e)2
2 (k)2 (2 + 1)

1 +
jkj (A B) (e)1
4 (k)1

; (1)
which is true for j = 2:
For j = 3; we have
ja5j  jkj (A B) (e)3
2 (k)3  4
24 1 + jkj(A B)(e)14(k)1 +
jkj(A B)(e)2
2(k)2(2+1)
h
1 +
jkj(A B)(e)1
4(k)1
i
35 ;
which is hold for j = 3:
Assume that (7:2:21) hold true for j = q; that is
ja2q 1j 
jkj (A B) (e)q
2 (k)q (q + 1)
q 1Y
l=1

1 +
jkj (A B) (e)l
2 (l + 1) (k)l

:
We have to show that the result is true for j = q + 1; that is
97
ja2q+1j 
jkj (A B) (e)q+1
2 (k)q+1 (q + 2)

1 +
jkj (A B) (e)1
4 (k)1
+ : : :
+
jkj (A B) (e)q
2 (k)q (q + 1)
q 1Y
l=1

1 +
jkj (A B) (e)l
2 (l + 1) (k)l
#
=
jkj (A B) (e)q+1
2 (k)q+1 (q + 2)
qY
l=1

1 +
jkj (A B) (e)l
2 (l + 1) (k)l

:
Therefore, result holds for j = q + 1 and hence by applying mathematical induction,
(7:2:21) holds true for all j  2.
7.3 Conclusion
We introduced the class k MUSs [k; e;A;B] of meromorphic k-uniformly starlike func-
tions and the corresponding class k MUCs [k; e;A;B] of meromorphic k-uniformly convex
functions with respect to symmetric points. These classes are linked with the domain
k [A;B] and linear operator L (k; e) : Some other classes, that are special cases of these
two classes are also studied. We investigated inclusion results, a su¢ cient condition and
coe¢ cient bounds.
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Chapter 8
Subclasses of Meromorphic Univalent Functions
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Linear operators both the di¤erential and integral are of particular interest in geomet-
ric function theory. Under a certain linear operator, at the same time we are investigating
the properties of several classes of functions which is the most signicant thing behind
this study. This chapter is concerned with some subclasses of meromorphic univalent
functions dened under a convolution operator. The contents of this chapter are pub-
lished in Acta Universitatis Apulensis, see [89].
8.1 Introduction
Salagean [113] dened a di¤erential operator Kn (z) ; n 2 N0; by
Knf1 (z) = z +
1X
j=1
(j)n ajz
j; z 2 E; (8.1.1)
where f1 (z) = z+
P1
j=2 ajz
j; analytic in E: Using convolution, we here dene an operator
analogue of the operator dened in (8:1:1). Let
h (z) =
1  2z
z(1  z)2 =
1
z
 
1X
j=1
jzj; z 2 E:
We dene a function fn(z) by
fn(z) = h(z)  h(z)  :::  h(z)| {z } : (8.1.2)
n-times
Next we dene the di¤erential operator |n , n 2 N0, by
|nf(z) = fn(z)  f(z)
=
1
z
+
1X
j=1
( j)n ajzj; z 2 E: (8.1.3)
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Clearly D0f = f and D1f =  zf 0 : It is noted that
z (|nf(z))
0
=  |nf(z); z 2 E: (8.1.4)
Next we dene an integral operator by using the same technique as Noor [91] and Noor
et al. [92] used for analytic case. Let f 1n (z) be dened as
f 1n (z)  fn(z) = h(z):
Then
Inf(z) = f
 1
n (z)  f(z)
=
1
z
+
1X
j=1
( j)1 n ajzj, z 2 E:
Following identity holds for In
z (In+1f(z))
0
=  Inf(z):
Using the operator dened in (8:1:3) ; we state the followings:
Denition 8.1.1. Let f 2M: Then f 2MS(n), i¤,
 Re
(
z (|nf (z))
0
|nf (z)
)
> 0; z 2 E; (n 2 N0) : (8.1.5)
Using subordination, we can write the above relation as
 
(
z (|nf (z))
0
|nf (z)
)
 1 + z
1  z ; z 2 E; (n 2 N0) ;
Special cases
i) When n = 0, we have the class MS, which has been studied by Clunie [19] and
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Pommerenke [103].
ii) When n = 1, we obtain the class C. See [61, 62].
Denition 8.1.2. For  real and n 2 N0, the class MS(n) consists of functions
f(z) 2M satisfying, |nf 6= 0, |nf 6= 0 in E and

(1  )|
nf (z)
|nf (z)
+ 
|nf (z)
|nf (z)

 1 + z
1  z , z 2 E:
Special cases
i) For n = 0, we get the class MS, studied in [5].
ii) For n = 0 = , we have the class MS; studied by Clunie [19] and Pommerenke
[103].
iii) For n = 0 and  = 1, we obtain the class MC; investigated by Miller [61, 62].
8.2 Main Results
Now we shall demonstrate key results of this chapter.
Theorem 8.2.1.
MS(n+ 1) MS(n); for n 2 No:
Proof. Let f 2MS(n+ 1), then, from Denition 8.1.1, we have
Re

|nf (z)
|nf (z)

> 0; z 2 E:
Set
p(z) =
|nf (z)
|nf (z)
: (8.2.1)
Then p(z) is analytic in E with p(0) = 1: Di¤erentiating logarithmically (8.2.1), and
after manipulations, we obtain
zp
0
(z)
p (z)
=
z (|nf (z))
0
|nf (z)
  z (|
nf (z))
0
|nf (z)
:
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Now (8.1.4) coupled with (8.2.1), yields
p(z)  zp
0
(z)
p(z)
=
|nf (z)
|nf (z)
;
that is
Re

p(z)  zp
0
(z)
p(z)

> 0; z 2 E.
Now application of Lemma 2.2.1, yields
f 2MS(n); z 2 E.
Corollary 8.2.1. For n = 0, we obtain the result of Nunokawa [94] that every mero-
morphic convex function is meromorphic starlike function.
From Theorem 8.2.1, one has
MS(n+ 1) MS(n)::: MS(1) MS(0); n 2 N0:
Theorem 8.2.2. Let n 2 N0 and let M(r) =Maxjzj<1 j|
nf j. Suppose
f(z) 2MS(n).
Then
LrG(z) = Lr|nf (z) = 2rM(r).
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Proof. It is know that
LrG(z) =
Z 2
0
 z2G0(z) d

Z 2
0
 z2 (|nf (z))0 d
= rM(r)
Z 2
0
d
= 2rM(r),
where we have used (8.1.4).
Theorem 8.2.3. Let n 2 N0 and let M(r) =Maxjzj<1 j|
nf (z)j. Suppose
f(z) 2MS(n).
Then
jajj = O(1)j (1+n); (j  2) :
Proof. For
G(z) = |nf (z) =
1
z
+
1X
j=1
Ajzj;
with z = rei, 0 < r < 1 and Aj = ( j)n aj, then using Theorem 8.2.2, we have
jjAjj = 1
2rj+1
LrG(z)
 1
2rj+1
2rM(r),
from which, we have
jAjj  M(r)
rj
j 1:
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We take r = 1  1
j
and Aj = ( j)n aj, to have
jajj = O(1)j (1+n);
which is the required result. The function zf
0
n(z); shows that the bounds are sharp, where
fn (z) is dened in (8.1.2).
Corollary 8.2.2. For n = 0, we have f 2MS(0) =MS: Then for j  2
jajj = O(1)j 1:
This result is same to that of Clunie [19].
Corollary 8.2.2. For n = 1, we have f 2MS(1) =MC: Then for j  2
jajj = O(1)j 2,
which is same to that obtained by Noonan in [65], for the case m = 2:
Next, we derive an integral representation of functions belonging to the class MS (n) :
Theorem 8.2.4. Let f 2MS (n) : Then
|nf (z) = z 1:exp
Z z
0
2w (t)
t (w (t)  1)dt; (8.2.2)
where w 2 .
Proof. Let f 2MS (n) : Then denition 8.1.1, yields
 z (|nf (z))0
|nf (z)
=
1 + w (z)
1  w (z) ;
where is w analytic in E with
w (0) = 0 and jw (z)j < 1; z 2 E:
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From which, we have
(|nf (z)))
0
|nf (z)
+
1
z
=
2w (z)
z (w (z)  1) ;
which upon integration yields
ln (z|nf (z)) =
Z z
0
2w (t)
t (w (t)  1)dt: (8.2.3)
The assertion (8:2:2) can easily be obtained from (8:2:3) :
Theorem 8.2.5. A function f 2MS (n) ; n 2 N0; i¤, g 2MS (n) ; such that
|ng (z) =
1
z
[z|nf (z)]1 
h
 z2 (|nf (z))0
i
, (8.2.4)
for all z 2E:
Proof. Di¤erentiation of (8:2:4), coupled with (8:1:4), yields
|ng (z)
|ng (z)
=

(1  )|
nf (z)
|nf (z)
+ 
|nf (z)
|nf (z)

:
If the right hand side belongs to P ; the class of Caratheodory functions, so does the left
hand side and conversely.
Theorem 8.2.6. Let n 2 N0 and  < 1 < 0. Then
MS(n) MS1 (n) :
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Proof. Let f 2MS (n) : Then
(1  1)
|nf (z)
|nf (z)
+ 1
|nf (z)
|nf (z)

=

(1  1

)
|nf (z)
|nf (z)
+
1


(1  )|
nf (z)
|nf (z)
+ 
|nf (z)
|nf (z)

= (1  1

)G1 (z) +
1

G2 (z) ; G1 (z) ; Gz (z) 2 P ; z 2 E;
= G (z) ; G (z) 2 P ; z 2 E:
As P is a convex set. Therefore f 2MS1 (n) : This completes the proof.
Theorem 8.2.7. Let n 2 N0 and Re
n
1


1+z
1 z
o
< 0. Then f 2 MS(n), we have
f 2MS(n): Further
|nf (z)
|nf (z)
 q(z)  1 + z
1  z , z 2 E; (8.2.5)
where 8>>>>><>>>>>:
q(z) = zF
0
(z)
F (z)
=
h
H(z)
F (z)
i 1

; with
F (z) =

 1

R z
0
h
H(t)
t
i 1

t (1+
1

)dt
 
; and
H(z) = z
(1 z)2 :
(8.2.6)
Proof. Let f 2MS(n), where n 2 N0. Set
(z) = z [z|nf (z)] 1 ;
and
r1 = sup fr : (z) 6= 0, 0 < jzj < 1g :
Then  is single valued in 0 < jzj < r1 and using (8.1.4), it follows that the function p1
given by
p1 (z) =
z
0
(z)
 (z)
=
|nf (z)
|nf (z)
; (8.2.7)
is analytic in jzj < r1 and p1 (0) = 1. Now di¤erentiating (8.2.7) and with the use of
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(8.1.4), we have
p1 (z)  zp
0
1 (z)
p1 (z)
=
|nf (z)
|nf (z)
.
This implies
p1 (z) +
zp
0
1 (z)
 1

p1 (z)
=

(1  )|
nf (z)
|nf (z)
+ 
|nf (z)
|nf (z)

 1 + z
1  z : (8.2.8)
Now from the hypothesis of the theorem and using Lemma 2.2.3 with  =  1

and  = 0,
we get
p1 (z)  q(z)  1 + z
1  z ;
where q is given by (8.2.6). From (8.2.8) and the hypothesis of the theorem it can be seen
that Rep1 (z) > 0 in jzj < r1: Now (8.2.7) ; shows that  is starlike univalent in jzj < r1.
Thus it is not possible that  vanishes in jzj < r1; if r1 < 1. So we conclude that r1 = 1.
Therefore p1 (z) is analytic in E. Thus from (8.2.7) and (8.2.8), we have the required
result.
Theorem 8.2.8. Let n 2 N0 and  < 0: Then f 2 MS(n), we have f 2 MS(n) for
jzj < r0;
r0 <
1p
 +
p
2   1
;  = 2 (1  )2   1: (8.2.9)
Proof. Let
p (z) =
|nf (z)
|nf (z)
:
Now proceeding as in previous theorem, we have
Re

(1  )|
nf (z)
|nf (z)
+ 
|nf (z)
|nf (z)

= Re

p (z)  zp
0
(z)
p (z)

: (8.2.10)
Using Lemma 2.3.3, with t =   > 0;  = 0; we get
Re

p (z)  zp
0
(z)
p (z)

> 0; jzj < r0;
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where r0 is given by (8:2:9) : Consequently from (8:2:10), it follows that
(1  )|
nf (z)
|nf (z)
+ 
|nf (z)
|nf (z)
2 P ; for jzj < r0:
Theorem 8.2.9. Let F = I"G, be dened by (2:11:4) with f 2MS (n) ; " >  1: Then
F 2MS (n) :
Proof. From(2:11:4), one can easily derive the formula
z (|nF (z))
0
= "|nf (z)  (1 + ")|nF (z) : (8.2.11)
Let
p1 (z) =
|nF (z)
|nF (z)
;
where p1 has a representation given by equation (2:2:1) : From (2:11:4) and (8:2:11) ; we
have
c|1+nf (z) = (1 + ")|1+nF (z) + z
 
|1+nF (z)
0
= (1 + ") [p1 (z)|nF (z)] + z (p1 (z)|nF (z))
0
=
h
(1 + ") p1 (z) + zp
0
1 (z)  p21 (z)
i
|nF (z) : (8.2.12)
Similarly, we have
c |nf (z) = [(1 + ")  p1 (z)]|nF (z) : (8.2.13)
Now from (8:2:12) and (8:2:13) ; we have
|nf (z)
|nf (z)
= p1 (z) +
zp
0
1 (z)
1 + "  p1 (z) : (8.2.14)
Take
p1 (z) =
1  w (z)
1 + w (z)
;
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then from (8.2.14), we have
|nf (z)
|nf (z)
=
1  w (z)
1 + w (z)
  2zw
0
(z)
(1 + w (z)) ("+ (2 + ")w (z))
: (8.2.15)
We claim that jw (z)j < 1 for z 2E: Otherwise there exists a point z0 in E such that
max
jzjz0 jw (z)j = jw (z0)j = 1: Then from a well known result due to Jack [42], there is a
real number   1 such that
z0w
0
(z0) = w (z) : (8.2.16)
From (8:2:15) and (8:2:16), we have
|nf (z)
|nf (z)
=
1  w (z)
1 + w (z)
  2w (z)
(1 + w (z)) ("+ (2 + ")w (z))
:
Therefore
Re

|nf (z)
|nf (z)

  1
2 (1 + ")
< 0;
a contradiction. Hence jw (z)j < 1 for z 2E: Thus we have F (z) 2MS (n) :
8.3 Conclusion
We generalized the class of meromorphic  convex functions by using meromorphic ana-
logue of Salagean operator and introduced the class MS (n) : We also studied the case
when  = 0: Along with other interesting properties of these classes, we extended a result
that every meromorphic convex function is meromorphic starlike.
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In this thesis, we have used analytic and geometric approach to study some subclasses
of analytic and meromorphic functions. The thesis comprises of seven chapters those
contain research work. The necessary details about these chapters are given below
In chapter 2, we have briey discussed some elementary concepts from geometric
function theory. More than thirty denitions and fteen basic lemmas are given. All
these contents are known and we have cited them properly. Most of the basic lemmas
are due to Miller, Mocanu and Ruscheweyh.
Chapter 3 concerned with two new classes k UK (m;; ) and k MUK (m;; ) of
functions. The class k UK (m;; ) is dened on the space of analytic functions while
the class k  MUK (m;; ) is meromorphic analogue of the class k   UK (m;; ).
In rst four theorems we have established inclusion relationships between the classes
discussed in this chapter. In particular, we have presented connection of the class k  
UK (m;; ) with k UK0 (m;; ) and k UK1 (m;; ) with k UK2 (m;; ) ; 0 
1 <    2 < 1. Same relationships have been proved for the class k  MUK (m;; )
under the hypothesis, Re
n
z(zg(z))0
zg(z)
o
< 2   ; 0   < 1: A function class is said to be
invariant under convex convolution or closed under convex convolution if for any function
say f from this particular class and g a convex function their convolution is again in that
particular class. The next two theorems dealt with this problem. We have also studied
some applications of these results. Specically using these results, we have proved that
our new classes are preserved under generalized Barnardi integral operator. Further we
have proved coe¢ cient problems for these classes. Analysis of these properties has based
on the familiar techniques called convolution and di¤erential subordination.
A function f 2 A has a bounded turning if Ref 0 (z) > 0; z 2 E; while for f 2 M;
that is, if f is meromorphic then we have the condition  Rez2f 0 (z) > 0; z 2 E; instead
of Ref
0
(z) > 0:
In chapter 4, we have generalized this concept for meromorphic functions and dened
a new class Mn (; `; ) which involved a di¤erential operator Dn (; `) f(z). We have
investigated inclusion results for the class Mn (; `; ) : An immediate consequence of
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rst theorem is
Mn+1 (; `; ) Mn (; `; )  ::: M0 (; `; ) =MK () ;
which clearly indicates the univalency of functions belonging to the class Mn (; `; ).
We have also proved some su¢ cient conditions for functions belonging to the class
Mn (; `; ) : Some particular cases that are obtained from these results have been men-
tioned. At the end we have derived some convolution conditions.
Let f 2 M: Then f is called meromorphic Bazileviec function of type   0; if it
satisfying
 Re zf
0 (z)
f (z)1  g (z)
 0; z 2 E;
where g 2MS:
In chapter 5, we have dened the classMBm;(; n; ;A;B) of meromorphic Bazileviec
type functions by using a di¤erential operator Dng (z) :We have also dened some other
classes likeMRm(;A;B) andMVm(;A;B) and proved some interesting results related
with the class MRm(;A;B); which were used as basic lemmas to establish our main
results. We have mainly focused on the class MBm;(; n; ;A;B) and demonstrate
its relationships with already known classes. We have settled the su¢ ciency criteria
for the class MBm;(; n; ;A;B): We have developed relationship between the classes
MKm (A;B) and MBm;1(0; 0; 1;A;B). Further we have proved growth theorem for
the classMBm;1(0; n; 1;A;B): An integral representation for the functions in the class
MBm;(; n; ;A;B) has also been exhibited. We have also derived the value of maxi-
mummodulus of functions in this class. At the end we have proved arc length problem for
this class and as an immediate consequence of it we have proved growth of the coe¢ cient
for this class.
In chapter 6, we have focused on a typical problem in geometric function theory
regarding the behaviour of a functional made up of combinations of the coe¢ cients of
the original function. Usually, there is a parameter over which the value of the func-
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tional is needed. The chapter concerns with one important functional of this type
called the Fekete-Szegö functional. We have dened two new classes MKn; (k; e; h) and
MSn (k; e; h) of meromorphic functions. The former is a generalization of meromorphic
functions with bounded turning and later is a generalization of meromorphic starlike
functions. We have presented many new and known classes as a special cases of these
classes. First two theorems are inclusion results in which we have proved relationship of
MKn; (k; e; h) with MKn;0 (k; e; h) and MSn+1 (k; e; h) with MSn (k; e; h): Furthermore
we have proved Fekete-Szegö inequalities for these classes. We have highlighted many
new and known results as a special cases of these results by giving particular values to
the parameters involved.
In chapter 7, we have introduced the class k  MUSs [k; e;A;B] and the correspond-
ing class k  MUCs [k; e;A;B]. These classes are linked with the domain k [A;B] and
the linear operator L (k; e) : It has shown that these classes are contained in the class of
meromorphic close to convex functions. Some other classes, like k  MUSs [1; 1;A;B]
and k  MUCs [1; 1;A;B] that are special cases of these two classes are also studied.
We have also proved inclusion relationship between the classes k MUSs [k; e;A;B] and
0 MUSs [k; e;A;B] : Some convolution conditions for the classes k  MUSs [1; 1;A;B]
and k   MUCs [1; 1;A;B] are derived. As consequences of these convolution condi-
tions we have proved coe¢ cient bounds for the classes k  MUSs [k; e;A;B] and k  
MUCs [k; e;A;B] :We have also established su¢ ciency criteria for the class k MUSs [k; e;A;B] :
At the end we have proved coe¢ cient bounds for k  MUSs [k; e;A;B] :
In chapter 8, we have dened a new di¤erential operator analogue of Salagean operator
and introduced the classesMS (n) andMS (n) :We have proved inclusion relationship
of the class MS (n) with MS (n) ; MS1 (n) with MS2 (n) and MS (n+ 1) with
MS (n) :We have proved arc length problem for the classMS (n) and using this result
we have derived growth of the coe¢ cients for this class. We have also pointed out many
known results that are particular cases of our results. We have also derived integral
representation for the function belonging to the class MS (n) : At the end we have
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showed that the class MS (n) is preserved under Barnardi integral operator.
Figure 9.1, summarizes the classes of meromorphic functions discussed in this thesis.
We used three colors. Blue color represents those classes which are new and are dened by
us. Gray color represents those classes that are new and are obtained from blue colored
classes for special values of the parameters involved. Green color represents well known
classes. The arrows indicate that these classes coincides with each other for special values
of some parameters.From the above gure we see that
i) For  =  = 0 = k;m = 2; f (z) = g (z) ; the class k  MUK (m;; ) leads to the
class 0  MUK (2; ; 0) = MS10 (2; 2   ; ) which is also a special case of the class
MSn (k; e; h); for k = 2; e = 2  ; n = 1;  = 0; h = 1 (2 1)z1 z :
ii) For  =  = 0;m = 2; f (z) = g (z) ; the classMBm;(; n; ;A;B) reduces to the class
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MB2;0(0; n; ;A;B) =MSn (A; B) which can be obtain from the classMSn (k; e; h) for
k = e = 1; h (z) = 1+Az
1+Bz
:
iii) Further MS (n) for n = 0 yields the class MS which for  = 0 gives the class of
meromorphic starlike functions. Similarly for n = 0 and  = 1 inMS (n) we obtain the
class C:
At the end, we would like to mention our publications. The list is given below.
1. Noor, K.I., Ahmad, Q.Z., & Noor, M.A. (2015) : On some subclasses of analytic
functions dened by fractional derivative in the conic regions, Appl. Math. Inf.
Sci. 9, 819-824.
2. Noor, K.I., & Ahmad, Q.Z. (2014) : Subclasses of meromorphic univalent functions,
Acta Uni. Apul. 40, 219-231.
3. Noor, K.I., Ahmad, Q.Z., & Sokol, J. (2015) : Applications of the di¤erential oper-
ator to a class of meromorphic univalent functions, J. Egyptian Math. Soc. 23, 6
pages.
116
Chapter 10
References
117
1. Acu, M. (2006). On a subclass of n-uniformly close to convex functions, General
Math. 14, 55-64.
2. Acu, M. (2005). On a subclass of n-starlike functions associated with some hyper-
bola, General Math. 13, 91-98.
3. Acu, M. (2005). On a subclass of n-close to convex functions associated with some
hyperbola, General Math. 13, 23-30.
4. Alexander, J.W. (1915). Functions which map the interior of the unit circle upon
simple regions, Ann. Math. 17, 1222.
5. Ali, R.M., & Ravichandran, V. (2010). Classes of meromorphic alpha-convex func-
tions, Taiwanese J. Math. 14, 1479-1490:
6. Al-Oboudi, F.M., & Al- Zkeri, H.A. (2005) : Applications of Briot-Bouquet di¤er-
ential subordination to certain classes of meromorphic functions, Arab J. Math.
Sci. 12; 1-14.
7. Al-Oboudi, F.M., & Al-Amoudi, K.A. (2008) : On classes of analytic functions
related to conic domains, J. Math. Anal. Appl. 339, 655667.
8. Al-Oboudi, F.M., & Al-Amoudi, K.A. (2009) : Subordination results for classes
of analytic functions related to conic domains dened by a frictional operator, J.
Math. Anal. Appl. 354, 412420.
9. Aydogan, M. (2012) : Some results on Janowski close-to-convex mapping, Mathe-
matica Aeterna, 2, 172-176.
10. Bajpai, S.K. (1977). A note on a class of meromorphic univalent functions, Rev.
Roum. Math. Pures Appl. 22, 295-297.
11. Bazileviµc, I.E. (1955) : On a class of integrability in quadratures of a Loewner-
Kufarev equation, Math. Sb. 37, 471-476.
118
12. Bernardi, S.D. (1969). Convex and starlike univalent functions, Trans. Amer.
Math. Soc. 135, 429-446.
13. Brannan, D.A. (1968-1969). On functions of bounded boundary rotations, Proc.
Edin. Math. Soc. 2, 339-347.
14. Brannan, D.A., Clunie, J.G., & Kirwan, W.E. (1973). On the coe¢ cient problem
for functions of bounded boundary rotations, Ann. Acad. Sci. Fenn. A. I. 523,
1-18.
15. Brown, J.E. (1989). Images of disks under convex and starlike functions, Math. Z.
202, 457462.
16. Bulboaca, T., Aouf, M.K., & Ashwah, R.M. (2012). Convolution properties for
subclasses of meromorphic univalent functions of complex order, Filomat, 26, 153-
163.
17. Carlson, B.C., & Sha¤er, D.B. (1984) : Starlike and prestarlike hypergeometric
functions, SIAM J. Math. Anal. 15, 737745.
18. Chandrashekar, R., Ali, R.M., Lee, S.K., & Ravichandran, V. (2011). Convolutions
of meromorphic multivalent functions with respect to n ply points and symmetric
conjugate points, Appl. Math. Comput. 218, 723-728.
19. Clunie, J. (1959). On meromorphic schlicht functions, J. London Math. Soc. 34,
215-216.
20. Cho, N. E., & Yoon, M. (2013). Inclusion relationships for certain classes of analytic
functions involving the Choi-Saigo-Srivastava operator, J. Ineq. Appl. 2013, 1-10.
21. Cho, N.E., & Noor, K.I. (2006). Inclusion properties for certain classes of mero-
morphic functions associated with the ChoiSaigoSrivastava operator, J. Math.
Anal Appl. 320, 779-786.
119
22. Cho, N.E., Kwon, O.S., & Srivastava, H.M. (2004). Inclusion and argument prop-
erties for certain subclasses of meromorphic functions associated with a family of
multiplier transformations, J. Math. Anal. Appl. 300, 505-520.
23. Cho, N.E., & Owa, S. (2001) : Su¢ cient conditions for meromorphic starlikeness
and close-to-convexity of order ; Int. J. Math. Math. Sci. 26; 317-319.
24. Das, R.N., & Singh, P. (1977) : On subclasses of schlicht mappings, Indian J. Pure
Appl. Math. 8, 864-872.
25. Duren, P.L. (1983). Univalent Functions, Grundlehren der Math. Wissenchaften,
Springer-Verlag, New York-Berlin.
26. Dziok, J. (2014) : Meromorphic functions with bounded boundary rotation, Acta
Math. Sci. 34, 466-472:
27. de-Branges, L. (1985). A proof of the Bieberbach conjecture, Acta Math. 154(1),
137-152.
28. El-Ashwah, R.M. (2009) : A note on certain meromorphic p-valent functions, Appl.
Math. Lett. 22; 1756-1759.
29. Fejer, L. (1925) : Uber die positivital von summen, die nach trigonometrischen order
Legendresch funktionen fortschreiten, Acta Litt. Ac Soc. Szeged, 2; 75-86.
30. Ganigi, M.D., & Uralegaddi, B.D. (1989) : Subclasses of mermorphic close-to-convex
functions, Bull. Math. Soc. Sci. Math. R. S. Roum. (N: S:) ; 33; 105-109.
31. Goluzin, G.M. (1961). On a variational method in the theory of analytic functions,
Amer. Math. Soc. Trans. 18, 1-14.
32. Golusin, G.M. (1957) : Geometrische Funktionentheorie, Berlin.
33. Goodman, A.W. (1991). On uniformly convex functions, Ann. Polon. Math. 56,
87-92.
120
34. Goodman, A.W. (1991). On uniformly starlike functions, J. Math. Anal. Appl.
155, 364-370.
35. Goodman, A.W. (1983). Univalent Functions, Vol. I & II, polygonal publishing
house, Washington, New Jersey.
36. Halim, S.A., Hamidi, S.G., & Ravichandran, V. (2013) : Coe¢ cient estimates for
meromorphic bi-univalent functions, Comp. Ren. Math. 351, 349-352.
37. Hallenbeck, D.J., & Ruscheweyh, S. (1975). Subordination by convex functions,
Proc. Amer. Math. Soc. 52, 191195.
38. Hayami, T., & Owa, S. (2011). The Fekete-Szegö Problem for p-Valently Janowski
Starlike and Convex Functions. Int. J. Math. Math. Sci. 2011.
39. Hayman, W.K. (1961). On functions with positive real part, J. London Math. Soc.
36, 34-48:
40. Herglotz, G. (1911). Uber potenzreiher mit positirem, reelen Teil Im einheitskreis,
S. B. Sâchs, Akad. Wiss. Leipzig Math. Natur. K I. 63, 501-511.
41. Janowski, W. (1973). Some extremal problems for certain families of analytic
functions, Ann. Polon. Math. 28, 297-326.
42. Jack, I.S. (1971) : Functions starlike and convex of order ; J. London Math. Soc.
3, 469-474.
43. Kanas, S., & Srivastava, H.M. (2000). Linear operator associated with k-uniformly
convex functions, Integ. Transf. Spec Funct. 9, 121-132.
44. Kanas, S., & Wisniowska, W. (2000). Conic domains and starlike functions, Rev.
Roum. Math. Pures Appl. 45, 647-657.
45. Kanas, S., & Wisniowska, W. (1999). Conic regions and k-uniform convexity, J.
Comp. Appl. Math. 105, 327-336.
121
46. Kaplan, W. (1952) : Close-to-convex schlicht functions, Michigan Math. J. 1, 169-
185.
47. Krantz, S.G. (1999) :Meromorphic functions and singularities at innity, Handbook
of complex variables. Boston, MA: Birkhauser, 63-68.
48. Libera, R.I., & Robertson, M.S. (1961), Meromorphic close-to-convex functions,
Michigan Math. J. 8, 167-175.
49. Ling, Y., & Ding, S. (1994). A class of analytic functions dened by fractional
derivative, J. Math. Anal. Appl. 186, 504-513.
50. Liu, J.L., & Srivastava, H.M. (2004). Certain properties of the Dziok Srivastava
operator, Appl. Math. Comput. 159, 485-493.
51. Liu, J.L., & Srivastava, H.M. (2001). A linear operator and associated families of
meromorphically multivalent functions, J. Math. Anal. Appl. 259, 566581.
52. Livingston, A.E. (1990). Convex meromorphic mappings. Ann. Polon Math. 59(3),
275-291.
53. Löwner, K. (1917). üntersuchungen ü¸ber die verzerrung bei konformen Abbildun-
gen des Eingeitschkreises jzj < 1 die durch Functionen mit nicht verschwindender
Ableingtung geliefert warden, Ber. Verh. Sächs. Ges. Wiss. Leipzig 69, 89-106.
54. Löwner, K. (1919). über Extremumsätze bei der konformen Abbildung des Äusseren
des Einheitskreises. Math. Zeit. 3, 65-77.
55. Lindelöf, E. (1909). MÈmoire sur certaines inÈgalitis dans la thÈorie des functions
monogÈnses et sur quelques propriÈtÈs nouvelles de ces fonctions dans levoisinage
díun point singulier essentiel, Ann. Soc. Sci. Fenn. 35(7), 1-35.
56. Littlewood, J.E. (1944). Lectures on the theory of functions, Oxford University
Press, Oxford and London.
122
57. Littlewood, J.E. (1925). On inequalities in the theory of functions, Proc. Lond.
Math. Soc. 23(2), 481-519.
58. Ma, W., & Minda, D. (1994). A unied treatment of some special classes of univa-
lent functions, Proceedings of the conference on complex analysis (Tianjin, 1992),
Conf. Proc. Lecture Notes Anal., Int. Press, Massachusetts, 157-169.
59. Miller, S.S., & Mocanu, P.T. (2000). Di¤erential Subordination Theory and Appli-
cations. Marcel Dekker Inc., New York, Basel.
60. Miller, S.S., & Mocanu, P.T. (1985) : On some classes of rst-order di¤erential
subordinations, Michigan Math. 32, 185-195.
61. Miller, J.E. (1970) : Convex meromorphic mappings and related functions, Proc.
Amer. Math. Soc. 25, 220-228.
62. Miller, J.E. (1980) : Convex and starlike meromorphic functions, Proc. Amer.
Math. Soc. 80, 607-613.
63. Mishra, A.K., Panigrahi, T., & Mishra, R.K. (2013) : Subordination and inclusion
theorems for subclasses of meromorphic functions with applications to electromag-
netic cloaking, Math. Comput. Modell. 57, 945962.
64. Mocanu, P.T. (1969). Une propriete de convexite generlise dans la theorie de la
representation conforme, Mathematica (Cluj ). 11, 127-133.
65. Noonan, J. (1971) : Meromorphic functions of bounded boundary rotation, Michi-
gan Math. J. 18, 343-352.
66. Noor. K.I. (1992). Radius problems for subclass of close-to-convex univalent func-
tions. Int. J. Math. Math. Sci. 15(4), 719-726.
67. Noor. K.I. (1988). Some classes of alpha-quasi-convex functions. Int. J. Math.
Math. Sci. 11(3), 497-502.
123
68. Noor, K.I. (1991). On radii of convexity and starlikeness of some classes of analytic
functions, Int. J. Math. Math Sci. 14(4), 741-746.
69. Noor, K.I. (1991). On some integral operators for certain families of analytic func-
tion, Tamkang J. Math. 22, 113-117.
70. Noor, K.I. (1988). Some radius of convexity problems for analytic functions of
bounded boundary rotation, Punjab Univ. J. Math. 21, 71-81.
71. Noor, K.I., Noor, M.A., & Al-Said, E.A. (2011). On analytic functions of bounded
boundary rotation of complex order, Comp. Math. Appl. 62(4), 2112-2125.
72. Noor, K.I., Noor, M.A., & Al-Said, E.A. (2011). On certain analytic functions with
bounded radius rotation, Comp. Math. Appl. 61(10), 2987-2993.
73. Noor, K.I., Noor, M.A., & Al-Said, E.A. (2011). On multivalent functions of
bounded radius rotations, Appl. Math. Lett. 24(7), 1155-1159.
74. Noor, K.I. (2006). On certain classes of meromorphic functions involving integral
operators, J. Ineq. Pure Appl. Math. 7(4), 1-8.
75. Noor, K. I., & Amber, A. (2012). On certain classes of meromorphic functions
associated with conic domains, Abstr. Appl. Anal., 2012.
76. Noor, K.I., & Amber, A. (2012). On some generalized integral operators, World
Appl. Sci. J. 18(12), 1783-1789.
77. Noor, K.I., & Yousaf, K. (2011) : On classes of analytic functions related with
generalized Janowski functions, World Appl. Sci. J. 13, 40-47:
78. Noor, K.I., Fayyaz, R., & Noor, M.A. (2014) : Some classes of k-uniformly functions
with bounded radius rotation, Appl. Math. Inf. Sci. 8, 527-533.
79. Noor, K.I. (1983) : On subclasses of close-to-convex functions of higher order, Int.
J. Math. Math. Sci., 6, 327-334.
124
80. Noor, K.I., Arif, M., & Haq, W. (2009) : k uniformly close-to-convex functions of
complex order, Appl. Math. Comp. 215, 629635.
81. Noor, K.I., & Malik, S. N. (2011). On coe¢ cient inequalities of functions associated
with conic domains, Comp. Math. Appl. 62, 2209-2270.
82. Noor, K.I. (2011). On a generalization of uniformly convex and related functions,
Comp. Math. Appl. 61, 117-125.
83. Noor, K.I. (1981) : On generalizations of close-to-convexity, Mathematica, 23, 217-
219.
84. Noor, K.I. (1987) : On quasi-convex functions and related topics, Int. J. Math.
Math. Sci. 10, 241-258.
85. Noor, K. I., & Thomas, D.K. (1980) : Quasi-convex univalent functions, Int. J.
Math. Math. Sci. 3, 255-266.
86. Noor, K.I., & AL-Oboudi, F.M. (1984). Alpha quasi convex univalent functions,
Carr. Math. J. 3, 1-8.
87. Noor, K.I. (2006) : Integral operators dened by convolution with hypergeometric
functions, Appl. Math. Comput. 182, 18721881.
88. Noor, K.I., Ahmad, Q.Z., & Noor, M.A. (2015) : On some subclasses of analytic
functions dened by fractional derivative in the conic regions, Appl. Math. Inf.
Sci. 9, 819-824.
89. Noor, K.I., & Ahmad, Q.Z. (2014) : Subclasses of meromorphic univalent functions,
Acta Uni. Apul. 40, 219-231.
90. Noor, K.I., Ahmad, Q.Z., & Sokol, J. (2015) : Applications of the di¤erential oper-
ator to a class of meromorphic univalent functions, J. Egyptian Math. Soc. 23, 6
pages.
125
91. Noor, K.I. (1999) : On new classes of integral operators, J. Natur. Geom., 16, 71-80.
92. Noor, K.I., & Noor, M.A. (1999) : On integral operators, J. Math. Anal. Appl.
238, 341-352.
93. Noshiro, K. (1934-35). On the theory of schlicht functions, J. Fac. Sci., Hokkaido
Univ. 2, 129-155.
94. Nunokawa, M. (2000). On meromorphically convex and starlike functions, Institute
for math. stress recorded. 1164, 57-62.
95. Owa, S., Murugusundarmoorthy, G., Rosy, T., & Kavitha, S. (2010). A Unied
Class of Uniformly Convex Functions Involving Cho-Kim Operator, Int. J. Open
Problems Complex Analysis. 2(2), 2074-2827.
96. Owa, S., & Srivastava, H. M. (1987). Univalent and starlike generalized hypergeo-
metric functions, Canad. J. Math. 39, 1057-1077.
97. Paatero, V. (1933). Uber Gebiete von beschrankter Randdrehung, Ann. Acad. Sci.
Fenn. Ser. A, 37(9), 20pages.
98. Paatero, V. (1931). Uber"die"konforme"Abbildung"von"Gebieten," deren Ränder
von beschränkter Drehung sind, Ann. Acad. Sci. Fenn. Ser. A 33(9), 77pages.
99. Pfaltzgra¤, J., & Pinchuk, B. (1971) : A variational method for classes of meromor-
phic functions, J. Analy. Math. 24, 101-150:
100. Pinchuk, B. (1971). Functions of bounded boundary rotations, Isr. J. Math. 10,
6-16.
101. Pinchuk, B. (1969) : A variational method for functions of bounded boundary ro-
tation, Trans. Amer. Math. Soc. 138, 107-113.
126
102. Polatoglu, Y., Bolcal, M., Sen, A., & Yavuz, E. (2006). A study on the general-
ization of Janowski functions in the unit disc, Acta Math. Acad. Paed. Nyire, 22,
27-31.
103. Pommerenke, C. (1963). On meromorphic starlike functions, Pacic J. Math. 13,
221-235.
104. Pommerenke, C. (1962) : On the coe¢ cients of close-to-convex functions, Michigan
Math. J. 9, 259-269:
105. Ponnusamy, S. (1993). Convolution properties of some classes of meromorphic
univalent functions, Proc. Math. Sci. 103 1, 73-89.
106. Raza, M., & Noor, K.I. (2011) : A class of Bazileviµc type functions dened by
convolution operator, J. Math. Ineq. 5, 253-261.
107. Rogosunki, W. (1943) : On the coe¢ ceints of subordinate functions, Proc. London
Math. Soc. 48, 48-82.
108. Rønning, F. (1991). On starlike functions associated with parabolic regions, Ann.
Univ. Mariae Curie-Sklodowska, Sect A. 45, 117-122.
109. Rønning, F. (1993). Uniformly convex functions and a corresponding class of star-
like functions, Proc. Amer. Math. Soc. 118, 189-196.
110. Ruscheweyh, S., & Singh, V. (1976) : On certain extremal problems for functions
with positive real parts, Amer. Math. Soc. 61, 329-334.
111. Ruscheweyh, S., & Stankiewicz, J. (1985) : Subordination under convex univalent
functions, Bull. Pol. Acad. Sci. Math. 33, 189196.
112. Ruscheweyh, S. (1982) : Convolutions in Geometric Function Theory, Sem. Math.
Sup. 83, Presses Univ. de Montreal.
127
113. Salagean, S.G. (1983) : Subclasses of univalent functions, Lecture Notes in Math.
Springer, Verlag, Berlin. 1013, 362-372.
114. Sakaguchi, K. (1959) : On a certain univalent mapping, J. Math. Soc. Jpn. 11,
72-73.
115. Shareef, Z., Hussain, S., & Darus, M. (2012) : Convolution operators in the geo-
metric function theory, J. Ineq. Appl. 2012, 11 pages.
116. Silverman, H., Suchithra, K., Stephen, B., & Gangadharan, A. (2008) : Coe¢ cient
bounds for certain classes of meromorphic functions, J. Ineq. Appl. 2008, 19.
117. Singh, R. (1973) : On Bazileviµc functions, Proc. Amer. Math. Soc. 38, 261-271.
118. Singh, R., & Singh, S. (1989) : Convolution properties of a class of starlike functions,
Proc. Amer. Math. Soc. 106, 145-152.
119. Srivastava, H.M., Shanmugam, T.N., Ramachandran, C., & Sivasubramanian, S.
(2007). A new subclass of k-uniformly convex functions with negative coe¢ cients,
J. Ineq. Pure Appl. Math. 8, 14 pages.
120. Srivastava, H.M., Yang, D.G., & Xu, N. (2008) : Some subclasses of meromorphi-
cally multivalent functions associated with a linear operator, Appl. Math. Comput.
195, 1123.
121. Srivastava, H.M., & Patel, J. (2005) : Applications of di¤erential subordination to
certain subclasses of meromorphically multivalent functions, J. Ineq. Pure Appl.
Math. 6, 115.
122. Study, E. (1913). Konforme Abbildung Einfachzusammenhangender Bereiche. B.
C. Teubner, Leipzig und Berlin.
123. Tammi, O. (1952). On the maximization of the coe¢ cients of schlicht and related
functions, Ann. Acad. Sci. Fenn. Ser. AI, Math. Phys. 114, 51 pages.
128
124. Thomas, D.K. (1968) : On Bazileviµc functions, Trans. Amer. Math. Soc. 132,
353-361.
125. Thomas, D.K. (1975) :On the coe¢ cients of meromorphic univalent functions, Proc.
Amer. Math. Soc. 47, 161-166.
126. Turhan, N., Kahramaner, Y., & Polatoglu, Y. (2014) : Janowski harmonic close-to-
convex functions, Int. J. Math. Anal. 8, 387-394.
127. Wang, J., & Guo, L. (2013) : Su¢ cient conditins for subclasses of certain meromor-
phic functions, Int. J. Eng. Innov. Tec. 3, 318-320.
128. Wang, G.Z., Jiang, X.P., & Srivastava, H.M. (2009) : Classes of meromorphi-
cally multivalent functions associated with the generalized hypergeometric function,
Comp. Math. Appl. 57, 571586.
129. Warschawski, S.E. (1935). On the higher derivatives at the boundary in conformal
mappings, Trans. Amer. Math. Soc. 38, 310-340.
130. Haq, W., & Mahmood, S. (2013) : Certain properties of a class of close to convex
functions related to conic domains, Abstr. Appl. Anal. 2013, 6 pages.
131. Zhong-zhu, Z., & Zhuo-ren, W. (2003) : On functions meromorphically starlike with
respect to symmetric points, J. Math. Resear. Expos. 23, 7176.
132. Zill, D.G., & Shanahan, P.D. (2003). Complex Analysis with Applications, Jones
and Bartlet Publishers, Sudbury, Massachusetts.
129
