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1. - APPARITION ET ÉNONCÉ DU PROBLÈME 
DE LA RATIONALISATION D’UN RÉSEAU DE MESURE 
Tout réseau de points de mesure du milieu physico-climatique est composé de trois ensembles 
dans lesquels ces points sont qualifi& de stations primaires, secondaires ou tertiaires : 
- Les stations primaires sont théoriquement pérennes et fixes. 
- Les stations secondaires sont théoriquement déplaçables après une certaine durée de fonc- 
tionnement en un point donné. 
Les stations primaires et secondaires constituent l’ossature de base du réseau. 
- Les stations tertiaires sont à vocation exclusivement pratique et sont spécifiques d’un pro- 
blème posé. Elles n’ont a priori aucune raison d’être pérennes si leur but ne l’exige pas, et en 
conséquence beaucoup d’entre elles fonctionnent souvent moins de cinq ans. 
Ce catalogue des points de mesure du réseau en trois ensembles paraît avoir une consistance 
un peu thkorique. Il importe maintenant de justifier pourquoi et comment cette notion et cette 
définition du réseau ont vu le jour. 
Toutes les démarches de l’analyse qui va suivre sont récapitulées dans l’organigramme de 
l’annexe 1. 
1 .l. - Le stade antérieur à la création du réseau. 
A l’origine, les points de mesure sont’installés pour résoudre un problème précis ou simple- 
ment pour constituer un ensemble dont la repartition géographique paraît satisfaisante, quand 
les difficultés d’implantation n’obligent pas à s’éloigner d’une telle répartition. 
Une distinction peut être décidée entre diverses catégories de points de mesure quand on 
considère que : 
u) la fermeture d’un point de mesure est toujours possible quand le problème qui l’a motivé 
estrésolu ; cette fermeture entraîne un tarissement de l’information collectée. Or les études à 
base de statistique exigent des chroniques de longue durée que cette information limitée dans 
le temps ne fournit pas. Maintenir des stations de mesure permanentes et complètes est donc une 
nécessité ; 
b) le coût de la création d’un nombre considérable de postes de mesure doit être minimisé. 
Il faut obtenir le maximum d’informations pour le moindre coût. La solution paraît être dans 
la disponibilité de stations permanentes, sources d’une information riche susceptible de valoriser 
les observations de courte durée collectées aux points de mesure installés pour répondre à un 
besoin précis. 
1.2. - La création du réseau. 
Ainsi se justifient la notion de réseau et la hiérarchie établie entre les stations de base - pri- 
maires et secondaires - lieux pérennes d’observations complètes, et, les stations tertiaires, à 
vocation pratique et limitée soit dans la portée, sort aans le temps. 
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Mais il est logique que l’objectif tertiaire ait été et reste prioritaire dans la création de stations. 
La notion de reseau lui est postérieure.. Si l’ensemble des stations tertiaires ne constitue pas un 
réseau, celui-ci s’édifie a posteriori et de préférence par prélèvement dans cet ensemble tertiaire 
pour mettre en place l’ossature de base primaire-secondaire. 
1.3. - Le développement du réseau. 
C’est la réalisation effective du groupe des stations de base. On parle alors de réseau minimal, 
c’est-à-dire qui assure une couverture correcte, sans lacune, du paysage géographique du terri- 
toire. Il est fortement conseillé de procéder à une planification de ce réseau minimal, comme on 
le verra plus loin. 
-A un stade ultérieur de développement, le réseau de base ayant selon toute vraisemblance 
dépassé le niveau minimal précédent, et son ancienneté devenant notable, il faut procéder à sa 
rationalisation, de laquelle doit sortir un réseau optimal. Le réseau optimal a une densité suffi- 
sante et une répartition adéquate pour permettre l’estimation, directe ou par extension statistique, 
de toute caractéristique observée en une station de base quelconque, et cela avec une précision 
connue et en admettant un certain risque choisi. Ce réseau permet également. de valoriser au 
maximum, par extension statistique, toute information de courte durée collectée en une station 
tertiaire quelconque. 
1.3.1. - Les critères du développement. 
Au début, le réseau minimal se crée en quelque sorte librement par choix a priori ou par 
ponction dans l’ensemble tertiaire. Cette liberté peut subsister sans entrave jusqu’à ce qu’un 
certain seuil de densité soit franchi ; alors il importe de procéder à la plani$cation du réseau 
minimal. 
On admet également que franchi un autre seuil de densité; le degré de développement du 
réseau appelle une rationalisation. 
Ces seuils de densité constituent des critères à utiliser pour statuer sur l’état de développe- 
ment du réseau et décider de l’opportunité ou de l’urgence d’une planification ou d’une 
rationalisation. 
Remarque. 
En matière de planification, on peut admettre que si les stations de plus de 10 ans sont intou- 
chables jusqu’à leur rationalisation, les stations récentes par contre peuvent sans scrupules être 
déplacées : perte réduite d’information ponctuelle au lieu abandonné, gain présumé de poids 
régional de l’information avec le nouveau site. 
1.3.2. - Exemple concret de l’état de développement d’un réseau. 
Nous avons étudié particulièrement le réseau pluviométrique d’Alsace, tel qu’il se présentait 
à la fin de 1965. 
Pour une superficie totale de- 8 400 km”, on dénombrait alors 152 stations soit en exploi- 
tation, soit abandonnées, correspondant donc à une densité de 18 stations pour 1000 kme, ou 
1 station pour ‘55 km”. 
Or, les normes établies dans le Guide de 1’O.M.M. conseillent 1 station pour 100 à 250 km” 
en région accidentée pour le réseau minimal : ce stade de développement du réseau est donc lar- 
gement atteint, et il semble qu’on aurait dû planifier le développement il y a déjà longtemps. 
On se trouve donc 8 la f?n de 1965 en,présence d’un réseau pratiquement deux fois plus dense 
que le réseau minimal, et il est probable que la planification n’ayant pas été faite à temps, n’est 
plus à faire : il s’agit maintenant de rationaliser ce réseau. 
5 
En effet, une telle rationalisation est possible à partir du moment où la densité dépasse la 
valeur normalisée pour un réseau minimal, même si l’on ne prend en compte que les stations 
susceptibles d’être élevées au rang de primaires. 
Dans le cas de l’Alsace, on devait prochder, pour faire cette sélection, à l’élimination de : 
- 27 stations où les observations ne sont compl&tes qu’en été ; 
- 40 stations observées moins de 8 années, dont l’étude statistique peut être jugée impossible ; 
- 15 stations observhes seulement un peu plus de 8 années, ces observations étaut antéxieures à 
1936 (ce qui peut faire craindre que la remise en exploitation éventuelle ne soit pas possible 
dans les mêmes conditions exactes d’environnement). 
Sur 152, il restait donc 70 stations susceptibles d’être élevées au rang de primaires, et comme 
ce chiffre correspond à une densité de 1 pour 120 kma, on peut dire qu’il est urgent de rationaliser 
le Aseau. 
Remarque. 
11 n’est pas inutile de constater que la phase de d&eloppement planifié ayant été supprimée, 
certaines imperfections peuvent subsister dans le réseau même rationalisd : lacunes dans la cou- 
verture ghographique des régions montagneuses les moins accessibles par exemple. Nous verrons 
que la mise en omvre du plan de développement rationalisé permet cependant d’y rem&lier, à 
condition d’être prévenu, par le choix judicieux des déplacements de stations secondaires. 
1.4. - Essai de définition génkale d’un objectif de rationalisation. 
Si l’on se propose de rationaliser un réseau de mesures, cela signifie que l’on part d’une 
« situation » concrète à une date déterminée, et que l’on recherche les moyens à mettre en œuvre 
pour obtenir, au bout d’un certain délai qu’on définira par une date d’échi5ance J : 
a) soit une « situation » optimale pour un coût fixé à l’avance ; 
b) soit une « situation » amdliorée fixée à l’avance pour le coût minimal. 
Ce que nous appelons « situation » peut être décrit par : 
- la densité et la répartition géographique des points faisant partie ou ayant fait partie du 
réseau, à la date considérée ; 
- la pAision avec laquelle est comme la valeur ponctuelle de la grandeur physico-climatique 
considér&e, en chacun de ces points ; 
- la probabilité du risque de non-satisfaction de cette précision (notion pratiquement indis- 
sociable de celle de pr&ision). 
Remarque. 
-Notons que cette description est, celle d’un certain volume d’information élaborée, qui est 
fonction d’un volume de données d’observations disponibles ; si l’on se place à un stade intermé- 
diaire de l’élaboration de l’information, on voit que le volume de celle-ci est fonction à la fois : 
- du volume de dotinées d’observations disponibles, chaque station étant considérée indépen- 
damment des autres ; 
- du gain obtenu à partir de ces données grâce à des opérations stàtistiques d’extension. 
1.4.1. - Coût $xé à l’avance, recherche #une « situation optimale ». 
On peut, si les frais d’implantation des stations sont négligeables vis-à-vis des frais dexploi- 
tation, exprimerce coût en nombre de stations-années d’observations. 
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L’optimisation peut alors s’entendre comme la recherche : 
- soit d’un nombre maximal d’emplacements où l’on possèdera des données ; 
- soit d’une précision p maximale sur ces donn6es ; 
- soit d’un minimum du risque a associé à cette précision. 
Il est donc possible d’optimiser l’une des trois variables citées ci-dessus,. à condition de se 
fixer a priori les deux autres. 
a) Dans le cas du premier de ces modèles d’optimisation, il est logique de se fixer les valeurs 
des deux variables « précision » et « risque » avec une certaine souplesse, car il est impossible 
d’obtenir l’uniformisation géographique de ces variables : on se fixera deux ‘seuils, et l’optimi- 
sation sera considérée comme approchée chaque fois que toutes les données satisferont B la fois 
à ces deux seuils ; la meilleure approximation correspondra comme on l’a vu a un nombre maximal 
d’emplacements, et il paraît évident qu’elle correspondra aussi au « gaspillage » minimal; si 
l’on peut appeler ainsi le nombre d’emplacements où ces données sont obtenues, sans qu’on l’ait 
voulu,, avec une prkision supérieure ou un risque inférieur aux seuils choisis (en réalité, précision 
et risque peuvent être, comme on le verra plus loin, repr&ent& par une seule fonction f (p, u) 
et il suffit alors de considérer un seul seuil fO sachant que plus f est faible, meilleure est la connais-’ 
sance de la grandeur : la condition s’exprime alors par f < fO). 
6) Les second et troisième modèles d’optimisation peuvent être, pour simplifier, réduits à 
un seul, dans lequel on se fixe à l’avance le nombre d’emplacements N où des données devront 
être disponibles, et l’on cherche, en même temps que ce résultat, à obtenir qu’en chaque point 
la « fonction de précision et risque » f (p, u soit telle que, pour l’ensemble du réseau, la valeur ) 
maximale fi de f soit la plus faible possible. 
‘. Tout comme dans le premier modèle, l’optimisation s’obtient par la comparaison des dwerses 
situations possibles. Si l’on imagine un couple de situations dont : 
- la première est telle qu’en chacun des N points du réseau, la fonction f (p, a) est bornée infé- 
rieurement par fmr et supérieurement par fi1 : 
fmr <.f <fa ; 
- la seconde est telle que l’on a de même : 
c’est la situation correspondant à la plus faible des valeurs fzI et fz2 qui est la meilleure (même 
si, ce qui est probable, elle correspond à la plus forte des valeurs fmr et fnt2, ce fait exprimant 
seulement un plus faible « gaspillage » au sens défini plus haut). 
Cependant, ces second ou troisième modeles d’o+nisation sont très di5ciles à mettre en 
œuvre, car la d6finition à l’avance d’un nombre d’emplacements N est une décision que peu 
d’utilisateurs peuvent formuler : 
- d’une part, ces. modèles d’optimisation reposent sur l’hypothèse que l’on a choisi N inférieur 
au nombre total d’emplacements où l’on possède des données à la date de la rationalisat3on ; 
or on est, généralement à juste titre, enclin à considérer que les données déjà recueillies en 
un point doivent tôt ou tard pouvoir être « étendues » et l’on risque, ici, de voir cette extension 
retardée pour certains points jusqu’à la date d’échéance d’un objectif ultérieur ; 
- d’autre part, le mécanisme d’optimisation que l’on peut imaginer dans ces modèles est suscep- 
tible de conduire, si l’on n’y prend pas garde, à une situation où les N emplacements choisis 
seront groupés dans une faible fraction de la surface totale de la région étudi&e ; il est nécessaire 
de préciser a priori un seuil de « mauvaise répartition géographique » à ne pas dépasser, et 
il y a là une di5culté supplémentaire. 
En conclusion, le coût étant fixé à l’avance, le modèle de rationalisation que nous retiendrons 
est le premier des trois que nous avons imaginés (paragraphe 1.4.1. a). 
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Remarque. 
dans 
Si les frais d’implantation des stations sont importants, le coût fixé à l’avance sera réparti, 
chaque éventualité de conduite du développement du réseau, entre deux postes de dépenses, 
les investissements et le fonctionnement. Ceci viendra compliquer les modéles d’optimisation, 
et en particulier celui que nous avons retenu, mais dans le cas d’un réseau pluviométrique, on 
peut négliger peut-être le poste des investissements. 
1.4.2. - Une « situation » à a.tteindre est fixée ~2 l’avance. 
Si l’on veut dé,@ir cette situation, afin de rechercher un moyen de l’atteindre pour un coût 
minimal, il ne faut évidemment pas la définir de façon absolument rigide : comme nous le disions 
à propos ‘du premier des modèles envisagés ‘(paragraphe 1.4.1. a), il faudra se contenter d’un 
seuil pour la fonction f (p, a) ;‘la liste des N emplacements où des données devront être disponibles 
peut par contre, pour simplifier, être fixée à l’avance, et ce sera par exemple la liste des empla- 
cements où il y a déjà des données accumulées pendant au moins 8 ans, avant la date de la rationa- 
lisation. (N pourrait être un nombre très supérieur, inclnant phrsieurs emplacements successifs 
prévus pour chaqùe station secondaire.) 
Le coût minimal peut être obtenu en choisissant une des combinaisons possibles des voca- 
tions de chaque emplacement (obtention des données au point considéré avec ou sans extension 
par une autre série, extension ou non d’une ou plusieurs séries de données en des points voisins), 
les périodes d’observations en chaque point étant différentes pour chaque combinaison. 
Cependant, on a ‘ici un modèle ne permettant pas de hxer définitivement les stations pri- 
maires, et il faut même, pour le mettre en œuvre, que celles-ci soient déjà fixées, afin que l’on 
puisse interdire leur fermeture dans le mécanisme de recherche du coût minimal. 
Le modèle de rationalisation ainsi défini peut être éventuellement compliqué en tenant 
compte d’un poste de dépenses d’investissement, où entreraient les frais de déplacement des 
stations secondaires. _. 
Remarque. 
Si ce modèle est mis en œuvre pour différentes dates d’échéances J de plus en plus rappro- 
chées, le coût déterminé sera de plus en plus élevé puisqu’on pourra compter de moins en moins 
sur un « gain » important d’information. Mais il est possible qu’il existe une date Jo, correspon- 
dant à un coût limite tel, que l’augmentation. de coût rapportée au temps gagné devienne prohi- 
bitive au-delà de ce seuil. La détermination de Jo n’a d’intérêt que si l’on part d’éléments très 
bien déiînis de prospective économique. 
D ‘1 e p us, si l’on considère une échéance JN très éloignée, telle que plusieurs étapes de ratio- 
nalisation comme l’étape de 0 à J soient réalisables, suivant le modèle 1.4.2., avant la date JN, 
il se peut qu’il apparaisse une durée d’étape optimale, qui corresponde à la meilleure « situation » 
à la date JN rapportée au coût giobal correspondant. Mais encore faudrait-il qu’on sache exprimer 
la valeur d’une situation en termes économiques, et que la situation à la date JN soit à coup sûr 
celle qui doit faire l’objet de la prospective, de préférence aux situations escomptées, pour la fin 
de ,chaque étape intermédiaire. 
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II. - CHOIX DE LA VARIABLE A CONSIDf%ER 
POUR RATIONALIStiR UN RÉSEAU 
(CAS D’UN RESEAU PLUVIOMETRIQUE ET ALLUSIONS RAPIDES 
A _ D’AUTRES CAS) 
La grandeur physique mesurée étant la hauteur des précipitations, les données ont toujours 
la structure d’une fonction intégrale de la variable temps : on peut considérer une infinité de va- 
riates qui sont chacune une intégrale définie par un intervalle de temps de base différent : heure, 
jour, mois, année, etc. 
Ces variates elles-mêmes doivent être étudiées par une méthode statistique afin de déter- 
miner de nouvelles variates, chacune caractéristique d’un point de réseau : on peut alors s’in- 
téresser par exemple à une valeur moyenne, ou bien à une valeur rare de fréquence donnée, mais 
nous verrons que le premier de ces deux choix paraît souvent le seul%réaliste (voir paragraphe 2.2.6). 
2.1. - Point de vue utilitaire. 
La rationalisation ne peut être recherchée que pour une variate à la fois, et ‘les résultats 
obtenus pour deux variates peuvent être très différents. On peut alors : 
- soit rationaliser pour une seule variate, qu’il faut choisir avec soin ; 
- soit faire successivement plusieurs études de rationalisation pour diverses variates, et mettre 
en application les résultats qui s’avèrent les plus exigeants (solution qui peut être envisagée 
pour un réseau hydrométrique). 
L’étude du cas de l’Alsace nous a montré que pour rationaliser un réseau pluviométrique, 
il faut choisir la variate 3, hauteur moyenne des précipitations annuelles, choix commandé d’abord 
par un critère d’utilité. Pour qui dispose des résultats d’une étude de rationalisation faite avec 
la variate P, il est possible en première approximation d’utiliser ces résultats si l’on s’intéresse 
en plus à certaines variates autres que‘P, et dont la connaissance n’exige pas unréseau plus serré. 
Nous pensons ici essentiellement à des hauteurs journalières de précipitations de faible 
fréquence au dépassement (par exemple, de fréquence décëiinale : ,pplo). 
En effet, jplo, et P, considérées comme deux fonctions de la variable « position dans l’espace », 
sont en général étroitement liées, et la variabilité propre de jp10 est faible. Il en est de même si 
l’on s’intéresse à des intensités-durées à une échelle de temps plus courte que la journée, et le 
fait bien connu que l’on accepte un réseau d’implantation des pluviographes moins dense que 
celui des pluviomètres trouve ici une justification. 
2.2. - Point de vue mathématique. 
. . 
o) Plaçons-nous d’abord, pour simplifier, dans le cas où la variate choisie est la moyenne 
interannuelle d’une variate gaussique définie directement à partir de séries chronologiques 
(exemple de variate choisie : I! définie plus haut). 
Le calcul du gain, étape indispensable de l’étude de rationalisation, peut être effectué sans 
di5cultés comme nous le montrerons au passage dans l’exposé suivant. 
5 
On sait qu’une estimation Y de la moyenne en B (moyenne de Y), compte tenu des obser- 
vations X à la station primaire 4, est donnée par l’équation de la droite de régression de Y en X, - 
où l’on donne à X la valeur X. Si n est le nombre d’années d’observations de X, k le nombre Id’années 
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d’observations simultanées de X et Y et r le cot$cient de corrélation entre les variables X et Y, la 
précision avec laquelle est connue P par l’estimation G est la même que par l’estimation que 
fournirait une série de k’ années d’observations directes en B, avec : 
E=l +(1-i) [1-fJ2)r2]; 
(on voit que k’ est compris entre k et n, et le gain, si on veut l’expliciter, est G = k’ - IE). 
L’efticacité relative, représentée par cette expression E, tend vers la valeur snivante quand 
n croît indéfiniment : 
E + s (1- re) si 72-z-w. 
Nous pouvons raisonner en nous plaçant dans ce cas limite sans nuire à la généralité de 
l’exposé. 
L’exigence simultanée d’une précision relative p% sur P et d’un risque inférieur ou égal à 
uO/o s’exprime par l’inégalité : x 
pT 
t (écart-type de y) < loo ; 
(où t est la variable réduite‘de Gauss associée à M, par exemple t = 1,645 pour CC = 1Oyo). 
Or, l’écart-type de T peut être estimé : 
L’inégalité fondamentale devient, en adoptant la valeur limite de E pour l’efticacité relative : 
t% ,Q @-- 2) (1 - r2) 2 “2 
k (k - 3) 
Y . 
On peut introduire ici le coeficient de variation: 
et poser a3 = 
( ). 
kt ’ que nous appellerons plus loin «fonction précision - risque », et Son a : 
(k - 2) (1 - r-) aa 
k (k - 3) Gc,1. 
(La fonction a2 n’est autre qu’urne expression de la fonction définie plus haut dans le cas 
général par f (p, a).) 
En se plaçant dans le cas de l’égalité des deux membres, la résolution fournit le seuil de 
durée d’observation nécessaire k à la station B. 
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Cette résolution conduit à une expression simple à condition de poser : 
On doit alors choisir pour k la valeur de l’une des deux racines d’une équation du second 
degré : 
k = us & q(u” - 2)2 + 2. 
Les deux racines sont des fonctions croissantes de ~3, ce qui ne permet pas de choisir entre 
elles. 
Si l’on exige une pr&ision infiniment grande (donc si p est infiniment petit), US tend vers 
l’infini et k Bgalement s’il est l’une des deux racines de l’équation (bien que la plus petite racine 
soit un infiniment grand d’ordre inférieur) : on ne peut choisir entre ces racines en raisonnant 
ainsi. 
Si l’on considère une corrélation infiniment forte (donc si r tend vers 1), u3 tend vers 1,5 
et les racines k de l’équation du second degré tendent respectivement vers 0 et 3. Il est évident 
que la plus grande racine seule convient, puisque pour k = 0 aucune extension n’est possible. 
On a donc : 
k = u2 + d(u2 - 2)2 + 2. 
Finalement, on voit que k peut être calculé, en chaque point du réseau actuel, en fonction 
du coefficient de variation (CV) de la variable Y, du coe5cient de corr6lation (r) entre les variables 
X et Y (la s6rie X étant observée à l’une des stations primaires), et de la « fonction précision - 
risque » (u2). 
b) Il nous semble inutile de traiter théoriquement le cas où la variate choisie est un quantile 
défini à partir d’une variate gaussique (exemple de variate choisie : hauteur annuelle de pr&i- 
pitations de faible fréquence au non-dépassement, ou si l’on veut, plus précisément, sp10 valeur 
décennale séche) . 
. 
En effet un tel quantile n’est pas lui-même une variate gaussique, et l’exposé (a) n’est plus 
valable, à commencer par les formules permettant le calcul du gain : le probléme est sensiblement 
plus complexe. D’ailleurs, on doit dire que c’est aussi un problème sans intérêt pratique en plu- 
viométrie mais il nous faut raisonner en supposant qu’un essai de résolution a été fait, pour situer 
le niveau de la connaissance d’un quantile dans le cas où le réseau a été rationalis6 pour la 
moyenne. 
Il semble évident que la conclusion de l’exposé mathématique précédent reste .valable sur 
le plan qualitatif : possibilité de calcul de k en fonction de C V, r et as, et même prévision du sens 
de variation de k lorsque CU croît (k doit croître également) et lorsque r croît (k doit alors décroître). 
Sachant que C, est plus élevé pour un quantile que pour une valeur moyenne et que selon 
toute vraisemblance t doit être au maximum du même ordre, on peut dire que si la rationalisation 
faite pour la moyenne exige un certain volume d’observations, celles-ci seront insuffisantes pour 
atteindre un même objectif pour ce qui concerne un quantile (et même très insu5santes si le 
quantile est inférieur A la moyenne). 
c) Dans certains cas, la variate choisie peut être la moyenne ou un quantile d’une variate 
non-gaussique définie directement à partir de séries chronologiques (exemple de variate choisie : 
moyenne interannuelle de la hauteur pluviométrique d’un mois ddterminé). 
Ne pouvant aisément traiter le probleme du calcul de k, nous pouvons admettre que ce 
alcul fait intervenir CV et r dans le même sens qne précédemment (b). 
11 
Supposons encore une foi8 que la rationalisation a été faite pour la variate F, et que les 
calculs reposaient sur des valeur8 (Cl& et rp fournies par les séries chronologiques P de hauteurs 
annuelles de précipitations. 
Si la variate non-gaussique P’, considérée maintenant, présente à la fois des valeurs (C,),‘, 
supérieures à (CV), et des valeurs rp’ infhrieures à rp, le volume d’observations fourni par le - 
réseau rationalisé pour P sera tel que la « situation », à une date future, sera toujours « moins 
bonne » pour P’ que pour P; la proposition inverse peut également être énoncée. Mais si l’on 
ne peut affirmer que les inégalités : 
(GJP’ > (G)P ou (GJP’ < (Cv)P : 
sont nettement toutes de même sens en tous les points, du réseau, et qu’il en est de même des 
inégalités : 
rp’<rp. ou rp > rp ; 
il est difficile de juger a priori si la rationalisation faite pour P sera trop ou pas assez exigeante 
en volume .d’observations pour satisfaire à la connaissance de pi. 
On peut suggérer ,alors que le problème de la rationalisation pour Ï?’ soit traité indépen- 
damment des résultats obtenus pour P, et par la même méthode, à condition de commencer par 
effectuer un changement de variable x’ = ‘p (P’) tel que 19 soit une variate normale. 11 faut 
ajouter que dans cette entreprise, on ,doit aussi définir un intervalle de confiance « élargi » 
1 C (P’) centré sur Pr et calculé conventionnellement de telle sorte qu’il enveloppe dans tous les 
cas l’intervalle correspondant à 1 C (7) : 1 a rationalisation (faite en réalité pour 77) sera trans- 
posable à PI avec une certaine perte de précision, ce qui signiiie par conséquent qu’elle,répondra 
seulement d’une manièrè approximative à l’objectif d’optimisation. 
Remarque. 
Si l’on prend, comme nous l’avons fait, la précaution.de rationaliser le réseau pour P dans 
diverses hypothèses où l’exigence de qualité de l’information -est forte (faibles ,valeurs de 
a3 =f@e) h c oisies), l’information concernant une variate quelconque P” sera accessible à 
partir de P et la qualité obtenue sera acceptable même si la liaison entre P et P” n”est pas linéaire 
et n’est pas très forte, (alors qu’en rationalisant un réseau hydrométrique, on risque de trouver 
des variates quasiment indépendantes). 
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III. - GRNÉRALITÉS SUR LES MÉTHODES DE RATIONALISATION 
3.1. - Exposé général des diverses méthodes. 
3.1.1. - Méthode sommaire d’approche: comptabilizxztion d’un volume d’observations aux 
stations secondaires. 
Nous avons imaginé tout d’abord que le réseau pouvait comporter un certain nombre de 
stations primaires observées assez longtemps pour que leur durée d’observation n soit consid6rée 
’ comme infinie. 
Les nombres d’années k calculés station par station grâce aux opérations décrites plus haut 
(paragraphe 2.2, a) peuvent être cumulés et fournir ainsi un volume total V d’observations 
nécessaires aux stations secondaires. 
Ce volume doit être logiquement d’autant plus faible que le nombre de stations primaires 
est .plus élevé, puisqu’en choisissant judicieusement pour chaque secondaire SS la station pri- 
maire à utiliser dans le calcul de kt, on peut minimiser chacun des nombres kg. 
Le coût des opérations conduisant à une « situation » donnée à une date fixée J (assez 
kloignée dans le futur pour qu’en toute hypothèse toutes les stations secondaires soient connues 
comme on l’exige), dépend du volume V, du nombre de stations primaires, et d’un facteur correctif 
lié à la-durée réelle (non infinie) des observations disponibles aux stations primaires à la date J. 
Il est donc peut-être intéressant de calculer les volumes V dans diverses hypothèses de 
choix de stations primaires plus ou moins nombreuses, sachant que l’optimisation ne doit pas 
être forcément la maximisation de V, et sachant que l’on pratique ainsi une méthode d’approche 
dont l’intérêt sera au moins de vérifier si toutes les stations primaires choisies peuvent effecti- 
vement remplir leur rôle. 
3.1.2. - Comptabilisation des stations primaires. 
Toujours dans l’hypothèse ou les durées II, d’observation des stations primaires peuvent 
être considérées comme infinies, nous avons imaginé en outre que la durée d’observations des 
stations secondaires était uniformément limitée à quelques dizaines d’années. 
Quelle sera la méthode à adopter pour étudier le réseau en admettant ces hypothèses? La 
définition d’une durée limite paraît impliquer celle d’une date J dans le futur, à laquelle on se 
réfère pour fixer un objectif de rationalisation. 
En réalité, les périodes d’observation des stations commençant dans le passé à des dates 
très variées, la méthode que nous cherchons à définir fournira des résultats qu’il sera assez labo- 
rieux de traduire en termes de consignes de rationalisation, que celle-ci soit faite suivant un 
modèle à « situation » fixée à l’avance ou à coût fixé à l’avance. 
La méthode adoptée, dénombrement des stations qui doivent être primaires pour que les 
données soient connues en satisfaisant à une condition f (p, u) < fO, aura au moins, en dehors de 
toute référence à la poursuite d’un objectif, l’intérêt de mettre en œuvre un mécanisme de selec- 
tion des stations primaires. 
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En pratique, cette sélection peut être effectuée après avoir décidé de choisir un certain nom- 
bre de stations «primaires initiales ». Si la première méthode décrite (paragraphe 3.1.1.) permet 
de conclure que quelques stations peuvent jouer ce rôle, il suffit d’appliquer la deuxiéme méthode 
pour sélectionner de « nouvelles stations primaires » : le mécanisme de sélection étant complexe, 
il est plus économique d’agir ainsi, plutôt que d’utiliser ce mécanisme pour la sélection de toutes 
les stations primaires. 
3.2. - Exploitation des méthodes de rationalisation. 
Avec les résultats obtenu8 par les deux méthodes que nous venons de voir, on doit élaborer 
des consignes de rationalisation. 
C’est ici qu’il faut décider si l’objectif sera une situation fixée à l’avance ou un coût fixé 
à l’avance. 
3.2.1. - Situation jixée à l’avance, recherche du coût minimal. 
Exploitant les résultats fournis par la deuxième méthode, (paragraphe 3.1.1.), la recherche 
d’un coût minimal peut être faite en ajoutant au « volume » V (nombre de stations-années d’obser- 
vations aux stations secondaires), le nombre de stations-années d’observations aux stations 
primaires, jusqu’a la date J fixée pour échéance (cc volume » Vp). 
En toute rigueur, il faut d’ailleurs augmenter V de A V pour compenser le fait que les stations 
primaires ne seront pas observées indéfiniment. Une étude sommaire des correction8 à apporter 
a k (durée pendant laquelle une station secondaire doit être observée) pour quelques couples 
« primaire - secondaire » permettrait sans doute de corriger globalement V sans erreur appréciable. 
Il se peut qu’on obtienne la valeur minimale de (V + A V + VP) avec l’hypothhse du lot 
de stations primaire8 le plus important : en pareil cas, il faudrait appliquer une deuxième fois 
la méthode du paragraphe 3.1.1. (une fois connus les résultats de la sélection des «nouvelles 
primaires » par la méthode du paragraphe 3.1.2.) pour découvrir un nombre optimal de stations 
primaires correspondant au minimum de (V + A V + V,). 
Remarque. 
En supposant que l’on applique à la lettre les consignes de rationalisation qui résultent 
de cette recherche du coût minimal, les dépenses seront réparties en : 
- frais d’exploitation du réseau secondaire pendant n, 
vant les stations) ; 
années (par exemple 20 à 50 ans sui- 
- frais d’exploitation du réseau primaire pendant n, + np années (en tout, par exemple 200 
à 220 ans suivant les stations). . 
Il n’est pas inutile de signaler que l’optimisation doit être recherchée en tenant compte 
d’une ‘formule d’actualisation du prix unitaire des .stations-années d’observation. Devant un plan 
de rationalisation à échr5ance tr&s éloignée, il est certain que les décisions prises dans l’hypoth&se 
d’un prix unitaire invariable seraient très peu réalistes. Elles risquent d’ailleurs de l’être’encore, 
à un moindre .degré, si le taux dfactualisation est mal choisi. 
3.2.2. - Coût jixé à l’avance, recherche de la situation optimale. 
. . 
cobjeetion qui vient d’être soulevée se justifie moins si l’on définit le nombre optimal de 
stations primaires par la comparaison de divers plans de développement du réseau dans lesquels 
le nombre total de station8 en exploitation reste inchangé jusqu’à l’échéance du plan. 
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Il suffit de décider que chaque station secondaire sera déplacée dès qu’on y aura obtenu la 
grandeur physico-climatique étudiée, en satisfaisant aux conditions de précision et de risque 
associé : 
f(P9 4 <.fo ;
(ceci est d’ailleurs conforme a la vocation des stations dites secondaires). 
A partir des résultats obtenu8 par la première méthode (paragraphe 3.1.1.), on peut effec- 
tuer une opération analogue à celle que nous avons décrite ci-dessus (paragraphe 3.2.1.), mais 
au lieu de s’arrêter au calcul (V + A V + V,), traduire les nombres d’années en nombres d’em- 
placements de mesure, en fonction de la décision prise : si la base de temps est T années (jusqu’à 
la date J), chaque station primaire compte pour 1 emplacement et chaque secondaire pour la- 
T 
quelle on a ,déterminé un nombre k compte pour k emplacements (quotient arrondi à l’unité 
inférieure) ou - ;i-1 si à la date 0 on a déjà suffisamment de données à cette station. 
Comme dans le modèle d’exploitation précédent (paragraphe 3.2.1.) et bien plus probable- 
ment ici, l’apparition d’un nombre optimal de stations primaires sera seulement obtenue en pre- 
nant en compte des « nouvelles primaires » en plus « des primaires initiales ». 
3.2.3. - Politique à suivre à court terme. 
Les deux méthodes décrites plus haut (paragraphes 3.1.1. et 3.1.2.) peuvent donc, en prin- 
cipe, être appliqu6es de façon conjuguée pour définir un plan de développement ,partant de la 
date 0, date de l’étude de rationalisation. 
3.2.3.1. - ÉTABLISSEMENT DU PLAN DE RATIONALISATION POUR L’ÉCHÉANCE J. 
Il suffit, semble-t-il, d’opérer en trois étapes : 
a) Sélectionner a priori Nsp~ « stations’ primaires initiales », en vérifiant par la méthode du 
paragraphe 3.1.1. que ce choix est judicieux ; 
b) Déterminer des lots de Nspp « stations primaires présélectionnées », chaque lotvcompor- 
tant les Ns~1 plus un certain nombre de « nouvelles primaires » (par la méthode du paragraphe 
3.1.2.) ; 
c) Déterminer le lot de Nsps « stations primaires sélectionnées », parmi les lots Nspp, en 
appliquant la méthode du paragraphe 3.1.1., modifiée de telle sorte que le calcul des durbes k 
tienne compte des durées n d’observation des stations primaires arrêtées à la date J d’échéance 
du plan de développement (la sélection du lot Nsps étant basée sur le calcul du nombre total 
d’emplacements escomptés avant la date J, recherche de situation optimale définie au para- 
graphe 3.2.2.). 
Cependant, la « présélection » (deuxième étape) a été établie dans l’hypothèse où les « nou- 
velles primaires » comme les « primaires initiales » sont des stations observée8 indéfiniment, et 
les lots de Nspp stations ne sont donc pas en toute rigueur ceux qu’il faut considérer au départ 
de la troisiéme étape. Il pourrait en être à peu près ainsi si l’on se fixait une date J très loin- 
taine, mais ceci serait peu réaliste. 
On pourrait essayer de modifier la methode du paragraphe 3.1.2. ‘afin -de prendre en compte 
les durées n d’observation des stations primaires arrêtées a une date J. Le résultat obtenu serait 
une série différente de lots de I\Tspp stations, et même plusieurs séries différentes entre elles sui- 
va,nt la date, J choisie. Chaque série servirait alors au départ d’une troisième étape. 
La mise au point d’une méthode adéquate pour la deuxième étape nous paraît très difficile 
et doit conduire B un mécanisme de sélection d’emploi coûteux même en calcul automatique. 
Nous avons préféré proposer un plan de rationalisation en deux phases. 
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3.2.3.2. - ÉTABLISSEMENT DU PLAN DE RATIONALISATION AVEC UNE ÉCHÉ,~NCE INTER- 
MÉDIAIRE J’. 
a) La première phase de développement, jusqu’à la date J’ (échéance intermédiaire), pourrait 
avoir pour but d’homogénéiser la connaissance de la grandeur mesurée aux divers points du 
réseau, tout en augmentant le plus possible le nombre de ces points. 
b) On entre alors dans la deuxième phase. Pour établir des consignes valables dans cette 
phase on mettra en œuvre à la date J’ le processus de rationalisation décrit en trois étapes de 
calcul au paragraphe 3.2.3.1. 
Grâce à « l’homogénéisation de la connaissance » déjà obtenue le résultat de la présélection 
de la deuxieme étape est, plus qu’a la date 0, voisin de ce que fournirait la méthode parfaitement 
adéquate que nous avons renoncé à mettre au point : le résultat final (sélection du lot de Nsps 
stations) n’en est que meilleur pour ce qui concerne l’optimisation recherchée jusqu’à la date J. 
De plus, chacun des lots NSPP et en particulier le lot NSP,C, est, plus que celui qu’on déterminerait 
a la date 0, satisfaisant pour ce qui concerne des objectifs futurs très éloignés, car la sélection 
effectuée dans la deuxième étape utilise évidemment des coeflicients de variation et des coefh- 
cients de corrélation interstations pour le calcul du gain, et ces parametres Cv et r sont connus 
avec plus de précision si l’on tient compte des observations poursuivies jusqu’a la date J’. 
Remarques. 
a) « L’homogénéisation de la connaissance » de la grandeur mesurée peut être obtenue 
grossièrement en fermant A la date 0 les stations déja observées depuis longtemps et non retenues 
parmi les « primaire8 initiales 99. 
Ceci permet, dans l’hypothèse où le nombre d’emplacements reste fixe jusqu’à la date J’, 
d’utiliser l’équipement des stations fermées pour de nouveaux emplacements. Il suffit de choisir 
une date J’ assez éloignée (dans 20 ans par exemple pour la variate p considérée en Alsace), pour 
que les nouveaux emplacements soient connus à cette date de façon assez satisfaisante ; de plus, 
disons que puisque l’homogénéisation recherchée concerne surtout l’ensemble des stations sus- 
ceptibles de devenir primaires, peu importe si l’ensemble des nouvelles stations est nettement 
moins bien connu. Le choix des emplacements nouveaux doit éventuellement tendre à combler 
les lacunes du réseau, si l’étape de « développement planifié 99 n’a pas été réalisée (voir para- 
graphe 1.3.2.). 
b) Si l’on veut que la première phase du plan de développement soit vraiment une étape 
de rationalisation, il faut que les consignes visant « l’homogénéisation de la connaissance 99 de 
la grandeur mesurée aient une efficacité maximale. 
La méthode que nous proposons repose sur l’étude de toutes les possibilités d’extension de8 
séries observées par corrélation interstations avec calcul du gain par la formule non simplifiée 
(voir paragraphe 2.2. a, expression de E pour n fini) ; ne pourront être fermées que les stations S : 
- non « primaire8 initiales 99; 
- où la grandeur mesurée est déjà connue a la date 0 en satisfaisant à une condition : 
grâce aux observations à cette station ou à .l’extension effectuée à partir d’une autre station ; 
- ne devant pas rester ouvertes jusqu’à la -date J’ pour une raison dépendant d’une autrè sta- 
tion S’ quelconque (car dans certains cas, la seule possibilité pour la station S’ de satisfaire 
à la condition f (p, ct) <f. à la date J’ est que la série d’observations en S’ soit étendue à 
partir de la série S connue également jusqu’à la date J’). 
(Trois conditions à remplir simultanément.) 
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IV. - PRÉPARATION DES DONNÉES POUR L’ÉTUDE 
DE LA RAT~ONALISATPON D’UN RÉSEAU PLUVIOMÉTRIQUE 
(rationalisation pour la hauteur moyenne annuelle de pr&ipitations.) 
La première phase de notre étude a été consacrée au calcul systématique des paramètres 
statistiques des séries observées, des coeficients de corrélation entre les séries prises deux à deux, 
et des moyennes et variantes estimées par extension dans certains cas. 
Ces calculs ont été effectués grâce au programme POH 113, que nous allons décrire, et qui 
fait l’objet de l’annexe II. 
4.1. - Dounées à introduire. 
Pour chaque station : 
u) Une carte d’identification où figurent dans l’ordre, le numéro de la station, son nom, sa 
latitude et sa longitude (exprimées en millimètres et lues sur un quadrillage conventionnel surim- 
posé A la carte au 1/200 000), son altitude (en mètres) et enfin l’indice qui, s’il n’est pas nul, 
caractérise les stations « primaires initiales ». 
Cette carte a pour format : 
15,16X, 6A4,17, 18, 14, 5X, Il. 
b) Les cartes de hauteurs annuelles de précipitations (hauteurs classées dans l’ordre chrono- 
logique), avec sur chaque carte le numéro de la station, et au minimum 10 hauteurs annuelles 
précédées chacune du millésime correspondant représenté par ses trois derniers chiffres. 
Ces dernières cartes ont pour format : 
15, 10 (13,14). 
Elles doivent être perforées sans laisser aucun blanc en cas de lacune (les deux millésimes 
encadrant cette lacune et qui apparaissent alors successivement, diffèrent de plus de 1). 
Si l’on introduit les données de N stations, il faudra N + 1 cartes blanches, 1 après la der- 
nière carte de données de chaque station et 1 supplémentaire à la fin du lot de cartes de données. 
4.2. - Opérations effectuées. 
4.2.1. - Impressions des séries de hauteurs annuelles de précipitations, avec le même format 
que le format d’entrée (dans un but de vérification). 
4.2.2. - Calcul et impression des paramètres suivants calculés pour les séries observées: 
- moyenne ; 
- variante ; 
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- écart-type ; 
- coefhcient de variation ; 
- nombre d’années d’observations. 
4.2.3. - Calcul et impression des pa.ramètres suivants calculés pour les séries d’observations 
simultanées : 
- distance entre les stations couplées ; 
- moyenne, variante et écart-type de la variable X ( nom donné aux hauteurs, de précrpitations 
de la première station du couple) ; 
- moyenne, variante et écart-type de la variable Y (pour la deuxième station du couple); 
- coefbcient de corrélation ; 
- nombre d’années d’observations simultanées. 
Si l’on a introduit les données de N stations, les calculs précédents seront effectués dans 
l’ordre suivant : 
a) couple de la première et de la deuxième station, 
couple de la première et de la troisième station, etc., 
couple de la première et de la Neme station ; 
b) couple de la deuxième et de la troisième station, 
couple de la deuxième et de la quatri&me station, etc. 
43.2.4. - Dans les cas des couples dont la première station est une « primaire initiale », aux 
calculs précédents s’ajoutent les calculs (avec leur impression), des paramètres suivants : 
- moyenne étendue de Y; 
- variante étendue de Y; 
- écart-type étendu de Y; 
- coeflicient de variation étendu de Y. 
Remarques. 
a) Afin que toutes les combinaisons soient étudiées, les résultats décrits plus haut (para- 
graphe 4.2.3.) et concernant des couples où le numéro d’ordre de la première station est inférieur 
à celui de la deuxième, sont transférés en mémoire. 
Les calculs d’extension sont alors possibles pour toutes les stations et quelle que soit la 
station primaire. 
b) Si le nombre d’années observées de la série X est égal au nombre d’années observées 
simultanément dans les séries X et Y, c’est-à-dire s’il n’y a pas d’observations effectuées seu- 
lement à la première station du couple, les calculs décrits ici (paragraphe 4.2.4.) ne sont pas 
exécutés et l’impression commandée est : 
« Extension impossible actuellement. » 
Cette inscription est suivie de la liste des paramètres présentés comme des paramètres 
« étendus » (même format), mais qui sont ceux déjà calculés pour la série observée à la deuxième 
station du couple. 
c) S’il n’y a que 0, 1 ou 2 années d’observations simultanées, les calculs décrits aux para- 
graphes 4.2.3. et 4.2.4. sont simplifiés : 
- pas de calcul du coefficient de corrélation; 
- pas de calcul d’extension. 
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Que la première station du couple soit « primaire initiale » ou non, l’impression commandée 
est la même, pour simplifier la présentation : 
« Pas d’extension (... années d’observations conimunes). » 
d) Remarque concernant le calcul de la variante étendue et des paramètres qui en dépendent 
(écart-type Etendu et coefllcient de-variation étendu). 
Cette variante semble devoir être estimée dans tous les cas par la méthode d’extension 
appliquée dans les calculs du paragraphe 4.2.4., ceci pour mettre à profit au maximum l’infor- 
mation disponible. 
n 
Cependant afin d’éviter le risque d’adopter une estimation trop nettement biaisée par défaut, 
on ne conserve le résultat du calcul de ce paragraphe 4.2.4. que si : 
- ou bien il est plus élevé que l’estimation de la variante non étendue; 
- ou bien, quelle que soit sa valeur, l’extension qui l’a fourni repose sur une corrélation très 
forte (coefficient de corrélation supérieur à 0,95). 
4.2.5. - Résultats fournis sur cartes perforées. 
u) Premier lot de cartes : 
Une carte par station «primaire initiale », avec : 
- le numéro de la station; 
- le nombre d’années d’observations; 
- le coe&cient de variation. 
b) Second lot de cartes : 
Une carte pour chacun des couples de stations où la première est l’une des « primaires ini- 
tiales », et la seconde une quelconque des stations (<< primaires initiales » ou non). 
Les données perforées sont les suivantes (la signification de X et Y étant toujours celle qui 
a été précisée plus haut) : 
- numéro de la première station du couple; 
- nombre d’années d’observations de la s6rie X; 
- coeflicient de variation de X; 
- numéro de la deuxième station du couple; 
- distance des deux stations (en km) ; 
- nombre d’années d’observations simultanées ; 
- coefficient de corrélation; 
- coeflicient de variation étendu de Y. 
Ces cartes peuvent être lues pour une exploitation automatique ultérieure, dans le format : 
5 X, 14, 5X, 12, 7X, F5.3, 6X, 14, 3 X, F7.0, 5X, 12, 5X, F6.3, 4X, F5.3. 
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v. - CALCUL D’UN NOMBRE DE STATIONS-ANNÉES 
D’OBSERVATIONS DANS UN CAS PARTICULIER 
D’EXPLOITATION DU RFSEAU 
La deuxième phase de notre étude a consisté à mettre en œuvre la méthode décrite au para- 
graphe 3.1.1. : nous nous plaçons dans l’hypothèse où en un certain nombre de stations Pr:- 
maires r (au maximum, l’ensemble dit des « primaires initiales B), on possède des observations 
sur une période infinie. 
Dans le traitement automatique, les opérations arithmétiques sont déjà définies par le pré- 
ambule théorique du paragraphe 2.2. a. Passons à la description de ce traitement (programme 
POH 114, qui fait l’objet de l’annexe III). 
5.1. - Introduction des données pour le traitement automatique. 
5.1.1. - Valeurs de la «fonction précision-risque » (CG). 
Nous avons choisi 9 valeurs correspondant à des seuils de précision de 2 à 5% et des proba- 
bilités de non-satisfaction de 2 à 10%. Les valeurs de a2 choisies sont : 
P % 2 3 4 5 
cc F 2 '$, (t = 2,327) 0,000074 0,000166 
cc = 5 oh (t = 1,960) 0,0q0104 0,000234 0,000417 0,000651 
cc = 10 yo (t = 1,645) 0,000148 0,000332 0,000522 
En langage Fortran, as a été appelé FONPR (K) t e nous avons introduit les 9 valeurs ~2, 
classées dans l’ordre croissant, dans une carte lue dans le format 9 F 8.6. 
5.1.2. - Paramètres statistiques fournis par le programme POH 113. 
Ces paramètres sont introduits en utilisant le deuxième lot de cartes perforées fourni par 
le programme POH 113. 
Cependant, ce lot doit être complété par une carte de données conventionnelles à chaque 
emplacement où l’on aurait trouvé les résultats de « l’extension » d’une station « primaire ini- 
tiale » par elle-même, si les instructions de contrôle du programme POH 113 n’avaient empêché 
l’exécution d’une telle « extension ». 
Les valeurs conventionnelles adoptées. sont : 
0 pour les nombres d’années ; 
9 pour les coeflicients de variation; 
0 pour les coefllcients de corrélation ; 
0 pour la distance. 
D’autre part, il faut intercaler une carte blanche après chaque ensemble de cartes de données 
d’extension des séries Y, sachant que celles-ci sont fournies dans l’ordre suivant : 
- un ensemble pour l’extension à partir de la première station « primaire initiale 1); 
- un ensemble correspondant à la deuxième « primaire initiale », etc. 
Enfin, deux cartes blanches au lieu d’une doivent être placées après le dernier des ensembles 
ci-dessus. 
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5.2. - Opérations effectuées. 
52.1. - Calcul des nombres k cl’wznées d’observations nécessaires à chaque station pour que 
l’extension à partir de chaque «primaire initiale » fownisse p en satisfaisant aux 
exigences exprimées par a” (FONPR (K) en Fortran). 
L’instruction format commandant l’impression des résultats impose la disposition suivante : 
- définition sur une ligne du couple de stations appelées « station X » pour la « primaire ini-. 
tiale » servant de base pour l’extension, et « station Y » pour l’autre station (cette définition 
est suivie de la série des 9 valeurs de k, écrites sur une ligne correspondant aux 9 valeurs de a’J) ; 
- ensemble des résultats écrit en autant de paragraphes successifs qu’il y a de stations « pri- 
maires iuitiales », et classé à l’intérieur de chacun de ces paragraphes dans l’ordre initial 
d’introduction des stations, pour les « stations Y ». 
5.2.2. - Pour la première des 9 valeurs de a2 (celle qui conduit aux valeurs les plus &randes 
de k), sélection de la « station X » («primaire initiale >>) qui permet d’avoir la plus 
faible valeur de h. 
Cette sélection est évidemment à effectuer pour chacune des « stations Y » (qui sont des 
stations ordinaires ou des « primaires initiales D), et celles-ci sont traitées dans l’ordre initial 
d’introduction des stations. 
5.2.3. - Impression des résultats de la sélection précédente avec la disposition suivante: 
- une ligne par « station Y », et sur cette ligne : 
- indication du numéro de la « station X » sélectionnée, 
- liste des 9 valeurs de 3s obtenues pour ce couple X, Y. 
5.2.4. - Calcul des 9 sommes des valeurs de k, chaque somme correspondant à une valeur de a2 
et étant étendue à l’ensemble des «stations Y », exception faite de celles qui sont des 
«primaires initiales ». 
Le calcul est exécutë par une instruction cumulative, au fur et à. mesure qu’avance .l’exé- 
cution de la sélection décrite plus haut. 
L’impression des résultats, qui sont appelés « nombres de stations-années », est effectuée à 
la suite des résultats cités ci-dessus (paragraphe 52.3.). 
5.2.5. - É. bl’ ta assement 8u.n vecteur L%OT (i) qui permet d’utiliser successivement divers lots de 
« stations primaires conservées », obtenus par diminution du lot de «primaires 
initiales ». 
Nous avons exposé les opérations dans un ordre qui ne correspond pas à celui de leur exé- 
cution, afin que le lecteur sache déjà ce que l’on attend du traitement d’un lot de stations pri- 
maires, au moment où nous décrivons la définition des lots effectivement’traités dans le programme 
POH 114. 
Nous avons, en somme, suivi un ordre de complexité croissante qui a été celui de la mise 
au point de la logique du programme. 
Le vecteur INOT (1) a p our éléments le chiffre 0, le chiffre 9999, et chacun des numéros 
d’ordre (augmentés de 1 unité), des stations « initialement primaires » (dans l’ordre d’introduc- 
tion des données. : numéros 2 à (IZ + 1) s’il y a IZ « primaires initiales D). 
Chacun de ces chiffres figure un certain nombre de fois comme élément du vecteur, et la 
séquence complète est composée suivant la règle ci-dessous : 
IZ listes de.(IZ-1) numéros d’ordre, chacune suivie de 0; 
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c IZ-2 IZ listes de (IZ-2) numéros d’ordre, chacune suivie de 0; 
1 liste des IZ num&os d’ordre, suivie de 0 ; 
IZ numéros d’ordres égaux respectivement à 1, 2, 3 . . . IZ et chacun suivi de 0 ; 
C 2 IZ listes de 2 numéros d’ordre, chacune suivie de 0; 
1 1 dernier élément, le chiffre 9999. 
On aura reconnu la notation C P désignant le nombre de combinaisons de m objets p à 
p, et on aura noté que : 
ci c 
2 (IZ)! ZZZ 
IZ = (2)! (IZ-2)!’ 
Pour fixer les idées, disons que s’il y a IZ = 6 « primaires initiales », la séquence complète 
des éléments du vecteur INOT (1) comporte, sans parler des éléments 0 et 9999 : 
-. 6listesde5; 
- 15 listes de 4; 
- lliste de6; 
- 6 éléments isolés; 
- 15 listes de 2; 
soit 43 combinaisons en tout. 
Dans le cas oit il y a IZ = 4 « primaires initiales », la séquence comporte de même : 
- 4listesde3; 
- 6listesde2; 
- lliste de4; 
- 4 éléments isolés; 
soit 15 combinaisons en tout. 
Une instruction de contrôle évite en effet d’établir une deuxième fois 6 listes de 2 éléments 
en pareil cas, et si l’on avait IZ < 4, d’autres contrôles interviendraient à temps, afin d’éviter 
par la suite des calculs « redondants ». 
La prise en compte des éléments successifs du vecteur INOT (1) permet de traiter successive- 
ment les op&rations décrites aux paragraphes 5.2.2. à 5.2.4., avec des lots de « stations primaires 
conservées » définis par les num&os de ces stations : 
- avec IZ lots de (IZ-1) stations « primaires conservées »; 
C IZ-2 - avec Iz lots de (IZ-2) stations « primaires conservées », etc. 
La correspondance entre une « liste » (ou combinaison d’« éléments » successifs non nuls 
du vecteur INOT (1)) et 1’ ensemble des numéros des stations d’un lot de « primaires conservées » 
est la suivante : chaque « élément » est diminué de 1 et devient ainsi l’indice IM permettant de 
retrouver un numéro de station dans le vecteur NOSTAP (IM) où sont enregistrés les IZ numéros 
des « urimaires initiales ». 
Dès que IZ est grand, les nombres C 2 IZ sont très grands, et les nombres C.jz- CA, etc., 
le sont encore plus. C’est pourquoi nous avons renoncé à Etudier le résultat de la suppression d’un 
nombre de stations à la fois superieur a 2 et inférieur à (12-2) : dans le cas général, le traitement 
de tous les cas imaginables de suppression de stations serait prohibitif, mêmeen calculautomatique. 
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VI. - ÉTUDE DE~ CORRELATIONS INTER-STATIONS 
Dans notre étude, cette phase prend place ici, avant la mise en œuvre de la deuxième méthode 
envisagée pour la rationalisation (méthode du paragraphe 3.1.2.), car nous avons craint que cette 
méthode ne fournisse aucun résultat pratique si l’on éliminait toutes les possibilités de sélection 
de stations primaires reposant sur des corrélations non suffisamment établies. 
Nous partons ici des résultats fournis par le programme POH 113. 
Disposant de l’ensemble des coefficients de corrélation entre les séries d’observations prises 
deux à deux, il était intéressant de chercher si ces coefficients ne sont pas fortement liés à la distance 
des stations couplées, ou à leur différence d’altitude, ou à la différence ou au rapport des moyennes 
pluviométriques à ces stations. 
6.1. - Considérations théoriques sur un cas particulier idéal. 
Si l’on pouvait, grâce à une corrélation calculée à partir des résultats du programme POH 113, 
estimer -avec une grande précision le coefficient de corrélation caractérisant un couple de points 
quelcouque en fonction de la distance de ces points, on essaierait par ailleurs de tracer sur la carte 
les lignes d’égales valeurs du coefticient de variation de Y. Si là encore l’opération ne présentait 
pas de difficultés, en ce sens qu’elle permettrait l’estimation précise de CV en un point quelconque 
de la carte, on pourrait alors, autour de chaque station « primaire initiale » A tracer par points, 
en opérant de proche en proche par tâtonnements, les courbes d’égales valeurs du nombre d’années 
7Ê (durée d’observation nécessaire pour l’extension désirée en B tenant compte des données de A, 
l’extension désirée étant définie par une valeur de a”). 
Ces courbes « iso - k » pourraient évidemment être tracées avec plus de facilité à partir des 
résultats du programme POH 114. Mais le tracé préalable des courbes « iso - C, » et la connais- 
sance de la loi liant le coe5cient de corrélation à la distance permettent de tracer les courbes « iso- 
k » autour d’un point quelconque, et d’envisager, au moins théoriquement, une « rationalisation » 
plus poussée que si l’on s’en tient à la définition classique de la rationalisation. 
Considérant par exemple les courbes (le = k,) autour de trois stations « primaires initiales » 
Al, AZ, As, ces courbes peuvent se couper ou non en définissant un certain nombre de régions où 
les conditions d’extension peuvent présenter les 8 variantes suivantes : 
- régions où k <k, si l’on choisit indifféremment l’une des trois stations AI, AZ ou Aa pour cal- 
culer l’extension; 
- régions où k < k, si l’on choisit indifféremment A1 ou AZ; 
- régions où k < k, si l’on choisit indifféremment AZ ou As; 
- xégions où k < k. si l’on choisit judifféremment As ou Al; 
- régions où k < k, seulement si l’on choisit AI; 
- régions où k < k, seulement si l’on choisit Aa; 
- régions où k < k, seulement si l’on choisit As; 
- régions où k > k, quel que soit le choix de AI, AZ ou As. 
S’il existe des régions où se rencontre la huitième de ces variantes, cela signifie que l’extension 
désirée ne peut être obtenue en tout point de la carte sans créer de « nouvelles stations primaires » 
qui devront être en principe, comme les « primaires initiales », observées indéfiniment. 
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Le choix du nombre et de l’emplacemeut de ces « nouvelles stations primaires » peut être 
effectué par tâtonnements af?n d’en retenir le plus faible nombre possible : l’opération paraît 
théoriquement assez facile puisqu’on peut autour d’un point quelconque Ai tracer la courbe (k = 
k,) relative à ce point, et voir s’il reste, après ce tracé, des points où k > k, quel que soit le choix 
de AI, AZ, As OU Ai. 
6.2. - Résultats d’une exploitation graphique des résultats du programme POH 113. 
Malheureusement, les corrélations recherchées se sont avérées très lâches. (D’ailleurs, on a 
jugé superflu d’ajuster des formules par la methode des moindres carrés.) 
Cependant, on a déterminé graphiquement des branches d’hyperboles pouvani représenter, 
avec une bonne approximation, la valeur la plus probable r du coe#cient de corrélation, en fonction 
de la distance d des stations couplées, et. éventuellement (pour un correctif à ajouter) en fonction 
du rapport c des moyennes pluviométriques. 
Malgré la grande dispersion résiduelle des valeurs observées du coefhcient de corrélation autour 
des valeurs fournies par ces formules, l’opération effectuée était la seule qui permettait d’estimer 
un coefficient de corrélation quand les deux stations ne présentent aucune observation simultanée. 
Si la période d’observation simultanée NC est inférieure ou égale à trois ans, le coefficient de 
corrélation déduit éventuellement de ces données n’a pas de signification. 
Si elle est supérieure à 3 ans mais inférieure à 8 ans, le calcul de l’écart-type de la transformée 
de FISHER : 
est possible, puisque celui-ci a pour expression : 
mais la valeur de cet écart-type est toujours très élevée et ne permet pratiquement jamais de dire 
que le coefficient de corrélation est significativement positif. 
Nous avons décidé de substituer aux valeurs non significatives, les valeurs estimées à partir 
des formules défmies plus haut, en fonction de d et de c. Donc, lorsque NC est inférieure à 8, par 
convention, nous faisons cette substitution. 
Quand NC prend l’une des valeurs de 8 à 14 ans, la méthode des transformées de FISHER per- 
met de définir un intervalle de confiance à p %. 
Nous pouvons admettre alors que, si la méthode << géographique » d’estimation du coefhcient 
de corrélation fournit une valeur située à l’extérieur de cet intervalle, cette méthode « géograpbi- 
que » est préférable. 
Cependant le seuil de probabilité p yO à choisir doit dépendre de la dispersion résiduelle obser- 
vée lors de l’établissement des formules de la méthode « géographique » d’estimation. 
Nous avons essayé trois valeurs de p : 
50 %, 80 % et 90 %. 
Le choix définitif pouvait être décidé grâce à un test comparant la dispersion résiduelle que 
nous évoquions ci-dessus, pour deux ensembles distincts de coefhcients de corrélation : 
- ceux qui correspondent à des valeurs NC 2 15 ans (en pareil cas, la méthode « géographique » 
d’estimation n”a jamais été retenue) ; 
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- ceux qui correspondent à des valeurs NC : 
8 > NC > 14, 
et pour lesquels la méthode « géographique » d’estimation n’a pas été retenue. 
Les calculs ont été effectués automatiquement grâce à un programme qui fournit, pour carac- 
tériser la dispersion résiduelle dans chacun de ces ensembles, la valeur de l’écart absolu moyen. 
Il se trouve que c’est avec le seuil de 80 o/. que l’on obtient la plus faible différence entre les 
écarts absolus moyens caractéristiques des deux ensembles. 
Finalement, le choix entre la valeur CR du coe%cient de corrélation déduite des observa- 
tions simultanées, et la valeur CREG fournie par la méthode « géographique », est le suivant : 
NC < 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . CREG; 
CREG si CREG est extérieur à l’intervalle de 
8 < NC < 14 . . . . . . . . . . . . . . . . . . . . . . . . . . 
i 
confiance à 80% de CR ; 
CR dans le cas contraire; 
NC > 15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . CR. 
Donnons pour terminer la forme générale des relations retenues pour le calcul des valeurs 
CREG (branches d’hyperboles) : 
7-1 = a1 d + a3 + sl jla3 a? + a4 d + us ; 
rz = bl c+ bz+ sz 4th C‘J + b4 cf b, ; 
r=rr+rs=CREG. 
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VII. - COMPTARILISATION DES STATIONS PRIMAIRES 
DANS UN NOUVEAU CAS PARTICULIER D’EXPLOITATION 
DU RÉSEAU 
Cette phase de notre étude correspond à la mise en œuvre de la méthode décrite ai paragra- 
phe 3.1.2. 
7.1. - Objectif du programme POH 115. 
Ce programme est présenté dans l’annexe IV. 
Les considérations théoriques du paragraphe 6.1., ont montré que l’on pourrait en principe 
déterminer un certain nombre d’emplacements de « nouvelles stations primaires », en des points 
où se trouve déjà ou non une station. 
Cependant, cette détermination est d’autant plus laborieuse que les courbes « iso - k » défi- 
nies dans ce paragraphe doivent être remplacées par des bandes plus larges, du fait de la dispersion 
résiduelle des liaisons de r et d. En pratique, avec la grande dispersion que nous avons trouvée, 
le probleme ne peut &re abordé de cette manière, et d’ailleurs il dépasserait le cadre classique 
de la rationalisation puisque celle-ci, tout comme la « planification », ne prévoit jamais, en même 
temps qu’elle envisage une station à créer, si celle-ci sera ou non primaire. 
Nous sommes alors obligés de considérer comme seuls emplacements possibles des e nouvelles 
stations primaires », des stations existantes. 
Le programme POH 115 permet de considérer successivement les 36 combinaisons des 9 va- 
leurs de as (G fonction précision-risque » définie aux paragraphes 2.2.a et 5.1.1.) et de 4 valeurs 
k, = 30,40,60 et 100 ans. 
A chacune de ces combinaisons, correspond une solution optimale au problème du choix 
des « nouvelles stations primaires ». 
Nous avons cherché le moyen d’approcher cet optimum, qui ne pourrait d’ailleurs être atteint 
de manière rigoureuse qu’au prix d’opérations très laborieuses. 
a) Première approximation. 
Nous appellerons liaison d’une station A vers une station B (ou d’une station B par une station 
A), le fait que dans l’hypothèse où as et k, ont des valeurs déterminées, l’extension de la série 
d’observations en B, tenant compte de la série d’observations en A, nécessite un nombre d’années 
d’observations en B : 
k < k,. 
Le traitement automatique choisi consiste à faire le dénombrement des nL1 « liaisons de A 
vers B », pour chaque station non « primaire initiale » considérée successivement comme la station 
A, les stations B étant seulement celles qui ne sont pas « liées par » une des « primaires initiales ». 
La station Ar présentant le nombre nL1 le plus fort est choisie comme première « nouvelle 
primaire », qu’elle soit ou non elle-même « liée par » une des « primaires initiales ». 
Les stations B considérées dans l’opération de choix de la deuxième « nouvelle primaire » 
Aa ne sont phrs alors que les stations non « liées par » une des « primaires initiales » ni par A1 : 
compte tenu de ceci, de nouveaux nombres I~L, soit nLz, sont calculés pour toutes les stations 
non « primaires initiales 99 sauf Al, et la station Aa présentant le nombre nLa le plus fort est choisie. 
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Un tel mécanisme est reproduit autant de fois que c”est nécessaire pour arriver à régler le 
sort de l’ensemble des stations non « primaires initiales D; chaque fois que le mécanisme est repro- 
duit, les stations B prises en considération sont moins nombreuses. 
Le mécanisme tel qu’il est décrit est donc remis en marche à la fin de chaque série d’opéra- 
tions au cours de laquelle il a mis en évidence un nombre NSQL, supérieur ou égal à 2, de stations 
A « liées » un certain nombre de fois « vers » des stations B : en effet, à la limite avec NSQL = 2, 
l’une des deux stations A sera retenue comme « nouvelle primaire » et il faudra ensuite vérifier 
si l’autre est encore « liée vers » des stations B, (voir la remarque suivante). 
Lorsque le nombre NSQL est devenu inférieur à ,2, on est arrivé à la dernière phase de sélec- 
tion et les dernières « nouvelles primaires » sont : 
- soit, si NSQL = 1, l’unique station A, comptabilisée par ce « compteur » NSQL, ainsi que 
toutes les stations B non « liées par » A, ; 
- soit, si NSQL = 0, l’ensemble des stations B. 
Remarque. 
L’existence de cette alternative dans la dernière phase justifie bien que le mécanisme de sélec- 
tion ait dû être remis en marche à la suite de la sélection de la plus liée de deux stations; a fortiori, 
quand NSQL = 3,4, ou davantage, on voit qu’il y a encore plusieurs phases de sélection à effectuer. 
b) Reclzerclze plus précise de la solution optimale. 
Le mécanisme sélectionnant de proche en proche les « nouvelles primaires » d’après leur 
nombre de « liaisons » n’est pas rigoureusement celui qui doit conduire au choix du nombre mini- 
mal de « nouvelles primaires ». 
En effet, lors des premières phases de la sélection, on ne tient pas compte de la dispersion 
dans l’espace plus ou moins grande des stations dont le sort n’est pas encore décidé : parmi ces 
dernières, il faudra d’autant plus de « nouvelles primaires » que leur dispersion est grande, car la 
variable k croît avec la distance (bien que cette liaison soit, on l’a vu, assez faible). 
Première tentative. 
Nous avons d’abord pensé que l’optimisation pouvait être mieux approchée grâce à l’artifice 
suivant : 
En raisonnant comme si la liaison entre k et la distance jouait un rôle dans l’orientation de 
la sélection, le choix comme première « nouvelle primaire » d’une station située vers le centre 
de la région étudiée est assez probable puisque là, les « liaisons » peuvent apparaître vers des 
stations B dans toutes les directions. Mais alors la dispersion des stations du nouveau lot B sera 
grande, puisque y entreront surtout des stations périphériques. 
II suffisait peut-être, pour approcher l’optimum désiré, de tester plusieurs coefbcients de 
réduction cI du « nombre de liaisons » nL. Nous avons essayé pour c,. une fonction linéaire des 
« nombres de liaisons » v L, cumulés pour l’ensemble des stations B « liées par » A : 
rz~ était alors remplacé par z = nL 
c 
nL 
1sa 1 VL 
Avec l’une des valeurs essayées pour c(, nous espérions obtenir un nombre minimal de « nou- 
velles primaires ». 
Cette nouvelle méthode a dû être abandonnée car pour les quelques valeurs de CL essayées 
(comprises entre 0,Ol et 0,30) les listes de « nouvelles primaires » correspondant à un même 
couple (a2, i&,) étaient trop souvent identiques. 
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Deuxième telttative. 
Le raisonnement que nous avons fait pour introduire l’exposé de la première tentative, 
peut être repris ici. 
Nous avons essayé ici d’effectuer la sélection d’une manière un peu différente : chaque fois 
qu’ayant d&erminé les « nombres de liaisons » 72~~ on s’apprête à choisir une « nouvelle pri- 
maire », on va choisir non pas celle qui présente le plus grand nL, mais la ième station classée 
dans l’ordre des nL décroissants. 
Nous avons ainsi défini 4 méthodes de « sélection 99, numérotées de 1 à 4 pour i = 1 à 4. 
Si la sélection est effectuée avec chacune de ces 4 méthodes, elle donne des résultats diffé- 
rents, le plus faible nombre de « nouvelles primaires 99 étant obtenu en général par la méthode no 1, 
mais pas toujours. 
Ceci nous autorise à compliquer la logique du programme pour que la sélection soit effectuée 
successivement avec les 4 méthodes. 
On a donc en tout 4 x 9 x 4 = 144 combinaisons de paramètres régissant les conditions de 
la sélection. 
7.2. - Mode d’introduction des données dans le programme POH 115. 
L’ordre de l’introduction est le suivant : 
7.2.1. - Précision et risqzie de non-satisfaction de cette précision. 
Les neuf valeurs du paramètre a2 (appelé FONPR en Fortran), sont introduites, comme dans 
le programme précédent, par une carte perforée dans le format 9F8.6. 
7.2.2. - Seuils adoptés pour la dzcrée d’observation. 
Les quatre valeurs du seuil k, (appelé KS en Fortran), sont introduites par une carte perforée 
dans le format 415. 
7.2.3. - Durées d’observation nécessaires en chaczz.ne des stations disti7tctes des «primaires 
initiales 99, et coeficie7z.t de variation,. 
Précisons; en prenant l’exemple d’une région où l’on a 4 stations « primaires initiales » et 
35 autres stations (susceptibles de devenir primaires), que les données seront introduites par 
35 cartes perforées oiî entrent : 
- le numéro de la station ; 
- les neuf valeurs du nombre d’années d’observations nécessaires pour que Y soit connu (avec 
la précision désirée et le risque accepté dans chacun des neuf cas envisagés), l’extension étant 
effectuée grâce à celle des 4 « primaires initiales » permettant que cette durée soit minimale 
(résultats fournis par le programme POH 114) ; 
- le coefficient de variation de Y à la station considérée (nous avons choisi le coeikient calculé 
d’après la série d’observations directes). 
Le lot des 35 cartes décrites ci-dessus doit être suivi d’une carte blanche. 
7.2.4. - Coejkients de corrélation en.tre séries directement observées, pour tous les couples de 
stations susceptibles de devenir primaires. 
Les coefficients à introduire sont appelés CR (1, J) en Fortran. Si l’on prend toujours l’exem- 
ple numérique, ils doivent être perforés dans l’ordre suivant (dans des cartes de format 13F6.3) : 
- une série des 34 coe5cients CR (1, J),, (il faut évidemment utiliser 2 cartes entièrement per- 
forées et une troisième où figureront seulement les 8 derniers coefficients, dans les colonnes 
1 à 48, et aucun des coefficients CR (2, J)) ; 
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- série des 33 coefficients CR (2, J), etc. ; 
- série des 26 coefficients CR (9, J), (il suffit ici d’utiliser 2 cartes entièrement perforées, mais la 
lecture correcte des cartes, compte tenu des instructiens du programme, exige la présence 
d’une carte blanche pour que soit lue au moins une valeur nulle de CR avant d’aborder la 
série CR [9 + 1, J] et les suivantes), etc. ; 
- les coefficients CR (33, 34) et CR (33, 35), (avant-dernière carte) ; 
- le coe5cient CR (34, 35), (dernière carte). 
Remarqzze. 
Les coefficients de corrélation utilisés sont ceux qui ont été calculés par le premier programme 
POH 113 sauf quand on a préféré retenir le résultat de la méthode géographique d’estimation 
(voir la description des opérations annexes qui conduisent à ce choix, paragraphe 6.2.). 
7.3. - Opérations effectuées par le programme POM 115. 
7.3.1. - Calcul des durées d’observation nécessaires à chaque station pour que Y soit connzc à 
cette station (en satisfaisant aux conditions exprimées par a-) quand l’extension est 
efectuée à partir de chacune des autres stations. 
Les résultats sont imprimés dans un format où apparaissent alternativement : 
- une ligne définissant le couple de stations ; 
- une ligue où figurent les neuf valeurs de la durée MA calculées pour chacune des valeurs de a”. 
Remarque. 
Contrairement au coefficient de corrélation CPI, dont la définition ne dépend pas de l’ordre 
des stations couplées (en effet : CR (1, J) = CR (J, 1), ce qui a permis d’introduire les données 
sous la forme décrite ci-dessus), les durées KA sont caractérisées par : KA (1, J) # KA (J, 1) ; 
dans yexemple numérique envisagé, les résultats de cette phase de calcul comportent donc : 
35 x 34 = 1 190 séries de 9 valeurs de KA. 
7.3.2. - Détermination des lots de stations dwant devenir primaires, pour que Y soit connu à 
toutes les stations en satisfaisant aux conditions exprimées par a2, sans que la durée 
d’observation n’ait à excéder k,. 
Les opérations sont effectuées dans l’ordre imposé par trois boucles imbriquées : 
- une boucle où le compteur JK, variant de 1 à 4, permet successivement le choix des 4 valeurs 
de lc, introduites dans le vecteur KS (comme cela a été dit plus haut, nous avons choisi 30’ans, 
40 ans, 60 ans et 100 ans) ; 
- à l’intérieur de cette boucle, une seconde où le compteur JF, variant de 1 à 9, permet succes- 
sivement le choix des 9 valeurs de a2 ; 
- à l’intérieur de ces boucles, une troisième où le compteur MVAR, variant de 1 à 4, permet 
successivement le choix des 4 méthodes de sélection décrites plus haut (paragraphe 7.1. Ii), 
deuxième tentative). 
L’impression des résultats étant effectuée au fur et à mesure de ces calculs (chaque fois 
qu’un lot de « nouvelles stations primaires 99 est déterminé) la présentation de ces résultats obéit 
à l’ordre qui découle immédiatement de la « logique » ci-dessus. 
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VIII. - EXPLOITATION DES RÉSULTATS 
L’exploitation des résultats fournis par les programmes POH 114 et POH 115 a été entre- 
prise dans l’optique de la recherche d’une situation optimale au bout d’un délai donné pour un 
coût fixé à l’avance (coût d’un réseau comportant un nombre invariable, fixé à l’avance, de ata- 
tions en exploitation). 
C’est le modèle d’exploitation décrit au paragraphe 3.2.2. 
Nous avons commencé l’exploitation comme si nous devions la mener à bien par la méthode 
indiquée au paragraphe 3.2.3.1. : les opérations des deux premières étapes ont été réalisées, mais 
nous ne pouvions aborder la troisième étape avec une méthode adéquate. 
8.1. - Choix des stations « primaires initiales » (et première justification de ce choix). 
En prenant l’exemple, déjà évoqué à diverses repriaes, d’une partie du réseau pluviométrique 
d’Alsace (étudiée séparément du reste du réseau), nous considérons 39 stations réparties sur 
environ 5 480 km2, superficie dé6nie par un contour stylisé (ce contour s’écarte plus ou moins 
de chacune des stations périphériques, d’autant plus que la densité du réseau est plus faible 
aux alentours de cette station). 
Nous avons choisi a priori quatre stations « primaires initiales ». 
Les résultats fournis par le programme POH 114, sous la forme décrite au paragraphe 5.2.3., 
permettent de vérifier que, si le lot de quatre stations « primaires initiales » est conservé en entier, 
les stations secondaires peuvent être classées en quatre ensembles d’effectifs peu différents, au 
sein de chacun desquels l’extension la plus rapide est obtenue pour toutes les stations grâce à 
la même primaire initiale. Il apparaît ainsi quatre zones géographiques centrées sur les stations 
« primaires initiales », se recouvrant en partie mais de superficies voisines, et qui sont définies 
par les quatre ensembles de stations secondaires : c’est un résultat montrant que la répartition 
géographique des quatre stations « primaires initiales » était judicieusement choisie. 
8.2. - Recherche d’un optimum pour le nombre de stations primaires supposées avoir déjà 
été observées pendant une durée illimitée (et deuxième justification du choix des « pri- 
maires initiales >>). 
Nous nous sommes fixé un délai de 200 ans et avons supposé : 
- que les stations « primaires initiales » et « nouvelles primaires » avaient déja été observées 
pendant une durée illimitée avant la fin de ce délai ; 
- que les observations aux autres stations (secondaires) ont commencé toutes à la même date 0. 
Entre les dates 0 et 200, chaque station secondaire peut occuper divers emplacements suc- 
cessifs, d’autant plus nombreux qu’il y a davantage de stations primaires, puisqu’il y a alors 
davantage de choix entre celles-ci pour obtenir l’extension la plus rapide des données de chaque 
secondaire. 
Le programme POH 115 f ournit la composition de 144 lots de «nouvelles stations pri- 
maires », sous la forme indiquée au paragraphe 7.3.2. 
Il n’était pas prohibitif de faire manuellement un certain nombre d’opérations concernant 
quelques lots de stations primaires convenablement choisis : 
a) Détermination, d’après les résultats du programme POH 114 (fournis sous la forme indi- 
qu6e au paragraphe 5.2.3.) et ceux du programme POH 115 (fournis sous la forme indiquée au 
30 
paragraphe 7.3.1.), de la station primaire permettant l’extension la plus rapide de chacune des 
secondaires. 
b) Calcul du nombre possible d’emplacements ‘pour chacune des secondaires pendant la 
période de [ZOO ans considérée (avec le choix d’une seule valeur 0,000417 pour as, à titre d’exemple). 
c) Calcul du nombre total possible ne d’emplacements de mesures dans le réseau pendant 
ces 200 ans (en comptant un emplacement par station primaire). 
d) Comparaison des nombres n, obtenus à partir de lots d’un même effectif Niu de stations 
primaires : nous avons sélectionné le nombre N, le plus grand, et l’avons considéré comme une 
fonction de Np. 
e) Trace du graphique de la figure 1 représentant les variations de N, en fonction de Np. 
P z 
P 
z 
500- 
400- 
3 
300- 
, 
(t) * + + + 
+ 
+ 
(+) 
+ 
+ 
-. .- 
(+) + 
(4 
+ Colcut de Ne en supposant les 
stations primaires déjo observées 
pendant une période infinie avant 
La fin des 200 ans. 
0 Calcul de N'e en supposant.les 
stations primaires observées 
seulement pendant les 200ons. 
(+)Un seul Lot de stations .primoires 
testé. 
~Calculs éffectuésen adoptant 
a2=0000L17,c'est-à-dire 
p =4X et o( = 5 % ) 
(+) 
0 I NP 
1 l I I l 
0 5 q 10 15 20 25 
FIG. 1. - Nombre possible d’emplacements de mesure en une période de 200 ans, si le réseau comporte Np 
stations primaires. 
Interprétation du graphique de la figure 1. 
Notons d’abord que les nombres N, correspondent à des lots de stations primaires sélec- 
tionnés parmi 2 à 5 lots, sauf dans quelques cas où nous n’avons pu disposer que d’un seul lot 
d’effectif ND. 
Le procédé de sélection a toujours désigné, ‘et c’était prévisible, un des lots d’effectif min:- 
mal (tels qu’ils sont définis par l’exposé de la « deuxième tentative » paragraphe 7.1. b) par-ni 
4 lots déterminés par le programme POH 115 pour une même valeur de as et une même valeur 
de kO, 
La forme de la liaison entre Np et N, se caractérise par l’existence d’un maximum de N,, 
obtenu approximativement tout au long d’un palier, pour des valeurs de ND comprises entre 
6 et 12. 
Ce dernier résultat est d’autant plus sûr que la liaison paraît plus régulière entre Np et N,, 
malgré la dualité que nous avons admise dans les méthodes de sélection des lots de stations 
primaires : en effet, si la sélection d’après les nombres n e est appliquée uniformément quel que 
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soit Np, elle intervient seulement pour parfaire une première sélection qui, elle, ne reposait que 
sur une appréciation qualitative pour ce qui concerne les « primaires initiales » (N, < 4) ou bien 
était fournie par un mécanisme plus élaboré pour ce qui concerne les « nouvelles primaires ». 
Remarques. 
u) Deuxième justification du choix des 4 stations « primaires initiales » : ce choix n’est 
certainement pas mauvais puisque la courbe de variation de N, en fonction de Np ne présente 
pratiquement pas de points d’inflexion dans sa branche ascendante aux alentours de NIp = 4 
(dans un cas extrême de très mauvais choix, cette branche présenterait deux tronçons distincts 
reliés par un segment de très forte pente entre Nÿ = 4 et 5). 
b) Nous avons vérifié que l’existence d’tm maximum pour le nombre Ne n’est pas remise 
en question dans un cas réel où les stations primaires ne sont observées que pendant des durées 
limitées. 
Pour cela nous avons préparé des abaques permettant l’application rapide des formules 
indiquées au paragraphe 2.2. a,. 
Après quoi nous avons corrigé les quelques valeurs de N, voisines du maximum trouvé, en 
supposant que les stations primaires étaient observées seulement à partir de la date 0 (donc pen- 
dant 200 ans). Le calcul de pefficacité a été effectué avec la formule complète donnée au para- 
graphe 2.2. a pour n fini. Cela nous a conduits aux nombres d’emplacements Ne, qui sont environ 
les 213 des nombres N, trouvés avec les mêmes lots de stations primaires : autrement dit, le maxi- 
mum de N’, existe et se ]Place dans la même gamme des valeurs de ND que le maximum de N,. 
c) Les paliers des courbes de variation de N, et N’, sont assez étendus pour que le choix du lot 
optimal de stations primaires bénéficie quasiment d’un degré de liberté supplémentaire : ceci 
permet de tenir compte des durées réelles d’observation des stations des divers lots, et, si besoin est, 
de faire intervenir des impératifs de gestion ou des contraintes locales. 
8.3. - Recherche d’une orientation immédiate du développement du réseau. 
La méthode de rationalisation en deux phases que nous proposions plus haut (paragraphe 
3.2.3.2.) a été appliquée, semble-t-il avec succès. 
8.3.1. - Traitemefzt automatique. c 
Un programme, dont la présentation détaillée était sans doute superflue, a permis de sélec- 
tionner les stations qui peuvent être fermées dès la date 0 de mise en application des consignes de 
rationalisation, compte tenu de l’inventaire de l’information acquise. Rappelons que chacune des 
stations sélectionnées remplit les trois conditions énoncées à la fin du paragraphe 3.2.3.2. 
Cette sélection a été effectuhe 50 fois, 50 étant le nombre de combinaisons obtenues en faisant 
5 hypothèses de délais différents pour la première phase de développement (date J’ dans 20, 30, 
40.0~ 50 ans), et 10 hypothèses de seuils f0 différents pour la fonction « précision-risque » a2 (hy- 
pothèses de faible exigence allant de [p = 3%, a = 5o/ol à [p = 5%, a = ZOo/ol). 
8.3.2.- Ch.oix parmi les divers plans de fermetu.re de station,s. 
L’homogénéisation maximale de la connaissance de la grandeur mesurée (parmi les stations 
susceptibles d’être sélectionnées à la date J’ comme primarres) doit vraisemblablement être ob- 
tenue en fermant à la date 0 à peu près autant de stations (soit NI) qu’il y aura de stations laissées 
ouvertes pour que le seuilf, def (p, a) y soit atteint à la date J’ (soit Nz). 
Mais en pratique, on devra surtout rechercher pour la date J’ une homogénéisation de la 
connaissance des stations non sélectionnées une ou plusieurs fois dans les lots de 2 à 8 « nouvelles 
primaires » par le programme POH 115 car les stations ainsi sélectionnées le seront assez proba- 
blement à nouveau (au moins certaines d’entre elles) par les opérations prévues pour la date J’ 
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(remise en œuvre du programme ‘POH 115) : ces dernières stations devront donc rester ouvertes 
au même titre que les 4 « primaires initiales », avec lesquelles elles peuvent constituer des lots 
de 6 à 12 stations primaires, et l’on préparera ainsi une deuxième phase de développement rationa- 
lisé plus satisfaisante (de J’ à J) surtout si J n’est pas une date très lointaine. 
Cette dernière considération conduira sans doute à choisir un des plans de développement 
proposant la fermeture immédiate d’environ 15 stations sur 39, avec transfert de leur équipement 
en des points où la densité du réseau est plus faible. 
Nous pouvons maintenant faire remarquer que ce qui était appelé théoriquement, plus haut, 
« fermeture d’une station » peut n’être que la consécration d’un état de fait : en un tel cas, si l’on 
décide de créer quand même un nouvel emplacement de mesure a la date 0, cela sieguifie que l’on 
accepte de faire un certain investissement. Cependant, le but principal du plan de développement 
rationalisé de 0 à J’ n’étant pas la création de nouveaux emplacements, on pourra toujours pren- 
dre une décision utilisant les résultats des opérations décrites au paragraphe 8.3.1., et n’obligeant 
pas pour autant à augmenter le nombre réel des équipements en service à la date 0. 
Par- ailleurs, on peut vouloir tenir compte du fait qu’environ 30% des stations devant être 
observées jusqu’à la date J’ sont des stations « B remettre en exploitation » après une longue 
interruption. Il faut alors envisager le risque suivant, si les nouvelles séries observdes accusent une 
certaine hétérogénéité avec les anciennes : gain d’information moins grand que ce qu’on pouvait 
escompter entre les dates 0 et J’. Le remède sera peut-être de fermer un peu moins de 15 stations. 
8.4. - Récapitulation des résultats. 
Si l’on veut bien prendre toujours l’exemple déjà évoqué (une partie du réseau pluviométrique 
de l’Alsace), indiquons tout d’abord quelle est la composition du réseau de stations existant ala 
date 0 ou ayant existé avant. 
8.4.1. - Etat initial de développement du réseau. 
Parallèlement à la description faite au paragraphe 1.3.2., on peut signaler un total de 82 sta- 
tions, dont il ne reste que 39 après en avoir retiré pour l’étude de rationalisation : 
- 17 stations où les observations ne sont complètes qu’en été ; 
- 20 stations observées moins de 8 années, dont l’étude statistique peut être jugée impossible ; 
- 6 stations observées seulement un peu plus de 8 années, ces observations étant antérieures 
à 1936 (ce qui peut f aire craindre que la remise en exploitation éventuelle ne soit pas possible 
dans les mêmes conditions exactes d’environnement). 
8.4.2. - Nombre optimal de stations primaires. 
C’est avec 6 à 12 stations primaires que l’on obtiendra après un long délai une information 
de qualité donnée en un plus grand nombre d’emplacements de stations secondaires, si l’on déplace 
celles-ci (de telle sorte que les possibilités d’extension des séries qu’on y observe restent les mêmes 
après déplacement), dés que la qualité de l’information y est atteinte. 
8.4.3. - Décisions à prendre pour une première étape de développement rationalisé. 
Nous avons vu au paragraphe 8.3.2., qu’il était judicieux de considérer que parmi les 39 sta- 
tions utilisées dans l’étude de rationalisation, environ 15 devaient être .fermées pendant une pre- 
mière étape, car cela permettra pendant cette étape, de rattraper en 15 autres stations environ 
le niveau minimal de qualité de l’information disponible aujourd’hui aux stations à fermer. 
Le sort de chaque station peut être décidé en adoptant une des listes fournies par le dernier 
programme de calcul automatique. Il existe par exemple une liste de 18 stations à fermer ;‘il faut 
remarquer que sur ces 18 stations, 4 sont des stations généralement sélectionnées par le programme 
POH 115 dans les lots de 2 à 8 « nouvelles primaires » (lots correspondant, avec les 4 « primaires 
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initiales », à 6 à 12 primaires) ; on ne devrait donc conserver fermées, pendant la première étape 
considérée, que 14 des 18 stations de la liste ; compte tenu de l’inventaire des stations déjà fermées 
avant le début de l’étape, on aurait : 
- 9 stations à réouvrir (dont 7 après une longue interruption, et dont 4 ont par ailleurs de fortes 
chances de devenir définitivement primaires) ; 
- 16 stations à maintenir ouvertes (dont les 4 stations « primaires initiales » qui resteront pres- 
que sûrement primaires, et 4 stations ayant de fortes chances de le devenir) ; 
- 3 stations à fermer ; 
- 11 stations à maintenir fermées. 
Remarque. 
La liste prise en exemple a été déterminée dans le cas d’une durée d’étape de 30 ans, le seuil 
de « précision-risque » étant a2 = 0,000772 (p = 4%, u= 15%). Cette liste pourrait être diffé- 
rente si l’on voulait adopter une durée d’étape de 20 ans, et il faudrait pour s’en assurer faire un 
nouveau traitement automatique des données par le dernier programme cité, en demandant quel- 
ques listes de stations à fermer dans l’hypothèse « 20 ans », chaque liste correspondant à une 
valeur de a2 (on sait seulement que l’opération devrait être faite pour quelques valeurs de a2 com- 
prises entre 0,000772 et 0,000924). 
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IX. - CONCLUSION 
Nos réflexions sur les problè.mes posés par la rationalisation d’un réseau de mesures physico- 
climatiques ont pu être résumées sur un graphe situé en annexe. Elles sont étayées par quelques 
résultats concrets : un modèlf; de rationalisation, pour un délai fixé et un coût global fixé, paraît 
donner satisfaction dans le cas d’un réseau pluvioinétrique rationalisé pour la hauteur moyenne 
annuelle des précipitations ponctuelles F. 
Le développement du réseau est orienté grâce aux opérations effectuées, de telle manière que 
soit maximisé le nombre des emplacements où un intervalle de confiance de P sera inférieur à un 
certain seuil. 
Si l’on considere une catégorie de réseau tout à fait différente, celle des réseaux hydrométri- 
@es, on se heurte à des difficultés plus grandes : 
a) Le choix de la variate pour laquelle on doit rationaliser n’est pas en général évident. Par 
exemple, les trois variates « module », « débit de crue » et « débit d’étiage » présentent chacune 
un intérêt pratique important et chacune peut dans certains cas être préférée aux deux autres. 
b) Dans le cas où il paraît judicieux de s’intéresser à deux variates, on peut être obligé de 
faire deux études distinctes de rationalisation, quitte à prendre les décisions qui sont imposées 
par les conclusions les plus exigeantes. 
. 
c) Sur le terrain mathématique, des approximations seront nécessaires en général, car même 
dans le cas où la variate choisie sera une moyenne, elle risque fort d’être définie à partir d’une 
variate-temps non gaussique (cas assez fréquent pour les modules, cas général pour les étiages...). 
Quel que soit l’objet de l’optimisation recherchée, celle-ci risque d’être moius parfaite. 
d) Enfin, les méthodes à mettre au point devront tenir compte de deux caractères de la gran- 
deur physique « débit » : _ 
- cette grandeur ne peut être définie qu’en certains points privilégiés de l’espace (le long du 
réseau hydrographique) et elle présente des variations discontinues (à chaque confluent) ; 
- ses variations concomitantes en deux points peuvent être liées de deux manières différentes 
par le fait que le débit est représentatif d’une surface (liaison entre débits de bassins imbriqués, 
ou entre débits de bassins adjacents ou éloignés). 
Malgré ces difficultés, la rationalisation d’un réseau hydrométrique est un problème que nous 
nous proposons d’aborder en 1970 au Service Hydrologique de 1’O.R.S.T.O.M. 
ROCHE (M.). - 1967. - u Composition et rationalisation des réseaux hydrométéorologiques. u Cahiers O.R.S.T:O.ïk, 
Série Hydrologie, vol. IV, no 3, pp. 47-60. 
DUBREUIL (P.). - 1969. - u Étude de l’extension rationelle du réseau hydrométrique du Mini&--. de l’Agriculture. 3 
Ministère de l’Agriculture, Service de l’IEydraulique, O.R.S.T.O.M., Paris. 
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ANNEXE I 
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ANNEXE II _ POH’113 
113.1 
Nota : Ce programme devra être modifié pour pouvoir assurer le traitement sy.+tématique des 
données hydropluviométriques du service hydrologique de I’ORSTOM . 
-modifications des formats d’entrée ( plusieurs variantes à prévoir) . 
-traitement statistique poussé au moins jusqu.‘au calcul du gain . 
llS- 2 
Nota : Dans cet exemple ,seule la station no71 (MULHOUSE) joue le rôle de primaire. 
38 
ANNEXE III _ POH 114 
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S7.W 1 ,l l4,~‘l.A”.S7.P.RO 21 ,5”1, 1** 8, 61 55 39 2% 23 1, 11 
57.1111 4 ,K “,~1.AY.S7.P.*I! 7,. ,,syr 51 3, .?h 2, 1, 13 10 II ” 
I,.NO r, ‘,I’fllsi.nv.sr.r.so 71 ,771~ 125 90 64 $7 41 ZP 24 17 16 
l,, - a 
N&a : Les 9 nombres: de stations-années sont les totaux des 9 colonnes de 
nombres d’années à cela prés que les lignes correspondant aux 5 stations 
prima.ires ne sont pas prises en compte. 
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ANNEXE IV _ POH 115 
Exemple de sorties imprimées 

