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Abstract: The large-scale behaviour of LoRaWAN networks has been studied through mathematical
analysis and discrete-time simulations to understand their limitations. However, current literature is
not always coherent in its assumptions and network setups. This paper proposes a comprehensive
analysis of the known causes of packet loss in an uplink-only LoRaWAN network: duty cycle
limitations, packet collision, insufficient coverage, and saturation of a receiver’s demodulation paths.
Their impact on the overall Quality of Service (QoS) for a two-gateway network is also studied. The
analysis is carried out with the discrete-event network simulator NS-3 and is set up to best fit the real
behaviour of devices. This approach shows that increasing gateway density is only effective as the
gateways are placed at a distance. Moreover, the trade-off between different outage conditions due to
the uneven distribution of spreading factors is not always beneficial, diminishing returns as networks
grow denser and wider. In particular, networks operating similarly to the one analysed in this paper
should specifically avoid SF11 and 12, which decrease the average overall PDR by about 7% at 10%
nodes increment across all configurations. The results of this work intend to homogenise behavioural
assumptions and setups of future research investigating the capability of LoRaWAN networks and
provide insight on the weight of each outage condition in a varying two-gateway network.
Keywords: LoRaWAN; low-power wide area network (LPWAN); Internet of Things; discrete-time
simulation; stochastic geometry; uplink outage; quality of service; multi-gateway network
1. Introduction
The Internet of Things (IoT) is a term that defines electronic systems with sensors
and actuators which are connected wirelessly. Such a network requires a way of transfer-
ring data between devices which has low power consumption, a high maximum range,
and can potentially deal with a very large amount of wirelessly interconnected devices
simultaneously [1]. One protocol that has gathered much attention in the past few years is
LoRaWAN (Long Range WAN): a low power wide area network protocol (LPWAN) which
satisfies the fundamental IoT requirements. The LoRaWAN framework is made up of two
layers, the MAC layer and the PHY layer. The MAC layer, the proprietary LoRa (Long
Range) technology, uses chirp spread spectrum (CSS) modulation to achieve long range
communication. LoRa usually uses the licence-free, region-dependent ISM (Industrial,
Scientific, and Medical) frequency bands: 863–870 MHz for Europe and 902–928 MHz for
the US [2]. This makes it cheaper but also restricts the maximum achievable data rate
because of regulations on available air time per device on those frequencies. This makes
LoRa unsuitable for high data rate applications.
LoRaWAN networks are typically organised in a star-of-stars topology where end
devices (nodes) do not have a direct connection to any single gateway but broadcast to all
gateways in range, as shown in Figure 1. Each gateway relays the data it receives from
all nodes in range to the network server it is associated with, where identical packets are
de-duplicated. No handshake is required between nodes and gateways. This is in direct
contrast to Wireless Sensor Networks, which are mostly organised in a mesh topology [1,3].
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Figure 1. LoRaWAN star-of-stars network topology, including visual representation of the various
outage conditions for an uplink-only network.
Communication is bidirectional, so devices can send data to the network via uplink
and receive messages via downlink. Direct communication between two nodes is not
available with standard LoRaWAN, requiring data to always pass through a gateway
for both uplinks and downlinks. The gateways are restricted by the same duty cycle
regulations on outgoing traffic as the nodes, so downlink messages are much rarer than
uplink ones. Moreover, including downlink capabilities adds increased complexity in
the network server design, increases the energy consumption per device, and lowers the
overall QoS of a network by creating additional interferers. These limits preclude the use
of LoRaWAN for time-critical, low-latency applications and have been extensively studied,
especially those concerning its scalability [4]. To overcome some of these limits, a number
of configurable parameters can be used to vary the maximum achievable communication
range, power consumption, and data rate. The most important is the Spreading Factor
(SF), commonly ranging from 7 to 12. This relates to the number of chirps that are used
to modulate the signal. Larger spreading factors increase the communication range, at
the cost of increased energy consumption and longer air-time for each packet. Given the
practical infeasibility of setting up large-scale LoRaWAN deployments, to help analyse their
performance, both stochastic geometry models [5–9] and discrete-time simulations [10,11]
have been implemented across the literature. However, these studies lack a cohesive
behavioural model and a comprehensive list of the possible outage conditions that a packet
in an uplink-only network has to survive to be correctly received and decoded. Generally,
due to the mathematical complexity of modelling a thoroughly accurate network, most
research dealing with stochastic geometry limits the scope of the analysis to simpler, less
realistic configurations, usually by reducing the number of variables. Moreover, none of
these studies tries to compare their results with discrete-time packet level simulations, such
as the ones performed with NS-3 or LoRaSim.
We have developed a model for the discrete-time simulator NS-3 to assess the relative
impact of each of the known outage conditions on a two-gateway network. This was
achieved by evaluating the Packet Delivery Ratio (PDR) of various network configura-
tions upon varying parameters, such as the number of nodes deployed, the area they are
deployed over, and the distance between the two gateways used.
The contributions of this paper are twofold:
• First, we develop a comprehensive list of the known outage conditions in a practical,
uplink-only, LoRaWAN network.
Electronics 2021, 10, 2197 3 of 15
• Then, using the NS-3 discrete-time simulator, the weight of each outage condition on
the overall QoS of a two-gateway LoRaWAN network is also assessed, as a factor of
the inter-gateway distance.
The rest of this paper is structured as follows: first, we bring forward the known
outage conditions and discuss the relevant literature in Sections 2 and 3. We then describe
the simulation settings in Section 4 before discussing the results in Section 5. Finally, the
outcomes of this work are summarised in Section 6.
2. LoRaWAN Outage Conditions
Before highlighting the limits of the current literature, it is appropriate to first define
the various outage conditions that can affect a LoRaWAN packet in an uplink-only network.
All the following conditions need to be true during the lifetime of a packet to achieve
correct transmission and decoding, as shown in Figure 1. A single failure will cause the
data to be lost, either by dropping a packet, not decoding it properly, or not sending it
in the first place. As such, they should all be accounted for in any LoRaWAN model
or simulation.
2.1. Duty Cycle Limitations
In the EU, the enforced duty cycle is 1% for the commonly used frequency sub-bands
of 863.00–868.00 MHz and 868.00–868.60 MHz [4]. Each sub-band must remain “silent” for
a period of time that is proportional to the time-on-air of the last transmitted packet and






Tsilence = time-of-silence required after transmission;
Tair = time-on-air;
dc = duty cycle.
The time-on-air of a LoRaWAN packet can be calculated via the following [12]:
Tair = Tpreamble + Tpayload, (2)
with Tpreamble and Tpayload being the time duration for the preamble and the payload,
respectively.
Tpreamble = (Npreamble + 4.25)× Tsym, (3)
with Npreamble being the number of programmed preamble symbols, 8 for the UK [13], and
Tsym being a symbol’s duration.
Tpayload = pdsym × Tsym, (4)





pdsym = 8 + max(d
2PLb − SF + 11− 5H
SF− 2DE e × (CR + 4), 0), (6)
with:
max = the maximum operator, selecting the highest value between the two inputs;
PLb = number of payload bytes, including 13 additional bytes if header is present;
SF = Spreading Factor;
H = 0 if header is present, or 1 if not;
DE = 0 or 1, depending on whether low data rate optimisation is present;
Electronics 2021, 10, 2197 4 of 15
CR = Coding Rate from 1 to 4 (being 4/4 + CR).
As the transmission interval between packets (T) is set up by the designer, transmitting
above the duty cycle limit is usually disregarded as a possible outage condition. However,
if an adaptive duty cycle algorithm is enabled, a device might end up trying to transmit
over its duty cycle limit after switching to a higher SF. For instance, a device that was
set to transmit a packet of 10 bytes every 90 s on a single sub-band would be working
as expected on SF7 with an air time of 61.7 ms and Tsilence of 6.1 s (Equations (1) and (2))
but would be over its duty cycle limit if set to SF12 without adjusting the transmission
interval, with an air time of now 1482.8 ms and Tsilence of 146.8 s. This could result in what
is essentially “invisible” packet loss. Most LoRa transceivers are set up to abide to this
limit, so the transmission would be stopped on the node by the chip itself [14]. The data
would not be queued up for retransmission unless the device’s algorithm was specifically
designed to do so. This behaviour can be manually overwritten, but doing so could violate
the law if transmitting above the duty cycle limit.
2.2. Device out of Coverage Range
The coverage probability of a node is determined by the device location, the sensitivity
of the SF used for transmission and the propagation loss of the network. The sensitivity of
a receiver can be calculated with the following [12]:
S = −174 + 10log10BW + NF + SNR, (7)
where the bandwidth (BW) is typically 125 kHz, the noise figure (NF) between 3 dB and
6 dB [6], and the SNR depends on the SF of the transmission, according to Table 1.
The propagation model used in the simulations performed in this paper is the log-
distance propagation model [15]:





PL0 (dB) being the path loss at the reference distance d0, calculated using the Friis free-space
path loss model;
d is the distance between the transmitter and the receiver;
d0 is the reference distance;
γ is the path loss exponent;
Xg is a variable that can be used to model slow and fast fading.
Temporarily ignoring the effect of interference and fading, the packet will suffer
outage if:
Ptx − PL ≤ Ss f , (9)
with:
Ptx is the power of the transmission, 14 dBm, the maximum allowed by legal limits in the
UK [16];
PL is the path loss as defined above;
Ss f is the sensitivity of the receiver for the specific SF of the transmission, based for this
work on the values in Table 1.
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Table 1. Parameters for a network with a single gateway placed at the origin, using the log-distance
path loss model, ignoring shadowing and fading
SF SNRmin @ Rx (dB) a SGW (dB) b Rmax (m) c AoD (km2) d
7 −7.5 −124.5 3011 28
8 −10 −127 3509 10.2
9 −12.5 −129.5 4089 13.84
10 −15 −132 4766 18.83
11 −17.5 −134.5 5554 25.54
12 −20 −137 6473 34.72
a Minimum SNR at the receiver, from Reference [17]. b Gateway Sensitivity, using Equation (7). c Maximum
distance from a gateway that a node at each SF can be placed at, using Equation (10). dArea of deployment for
nodes operating on each SF, based on Rmax.
2.3. Demodulator Channels Saturation
A practical fail case in commercially available gateways is the saturation of the re-
ceiver’s demodulation channels. Packet reception involves a gateway “locking on” a packet
preamble and decoding it, provided the RX power satisfies the sensitivity conditions of
the receiver. If the packet is received, this process will occupy one of the demodulating
paths of the receiver for a time that is proportional to the air time of the packet, plus a
delay that is based on the distance between the node sending the packet and the gateway
receiving it. If all demodulating paths are occupied by packets being decoded, the next
packet arriving will not be received. In commercially available gateways, there are usually
8 parallel demodulators [18]. The probability of channel saturation depends on packets air
time, nodes location and density, the nodes transmission interval, and the capacity of the
network gateways.
2.4. Packet Collision
Finally, under the assumption of perfect orthogonality between different spreading
factors, each packet will experience interference from packets sent at the same time, on
the same frequency, and using the same SF. However, it has been proven that the quasi-
orthogonality of the different SFs can have a big impact on the overall network quality and
scalability, with each packet also experiencing interference from signals sent at the same
time, on the same frequency, but on a different SF [19].
Because of the capture effect, a packet can still be received over this interference if it
achieves a minimum power difference from the strongest interferer. These thresholds have
been modelled according to the work of Reference [20]. They show how a packet will be
received over another on the same SF if the first is at least 6 dB stronger than the second.
More recent research conducted by Reference [19] shows that different thresholds
are obtained with an experimental setup. Here, only 1 dB separation is needed for the
strongest packet to be correctly received over the total interference on the same SF.
The overall chance of packet collision is affected by the nodes’ location and density, as
well as their SF, packet transmission interval, and packet air time.
3. Related Works
The impact of increased gateway density and their positioning in LPWANs has been
extensively studied in literature. In Reference [21], the authors perform an analysis of
optimal placement of 16 and 25 gateways with different strategies, and show that, while 25
gateways generally outperform 16, using a placing algorithm based on Fuzzy C-Means can
boost the performance of 16 gateways to match that of 25 gateways. In Reference [22], both
a practical and a theoretical method are provided to find the optimum location of gateways
in a transmit-only network.
An overview of different LoRaWAN simulators is given in Reference [23], along with
details of their native capabilities, though crucially not considering the ability to model
the demodulators’ saturation outage condition. In Reference [24], the authors develop
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the LoRaSim simulator and use it to confirm that LoRa networks scale well if dynamic
transmission parameters selection or additional gateways are introduced. Similarly, in
Reference [10], the authors develop NS-3 modules for simulating LoRaWAN and propose a
scalability analysis, including different SF assignment methods, multiple gateway scenarios,
and retransmission algorithms. However, they ignore the channel saturation outage
condition. Another approach is proposed in Reference [25], where the focus is shifted onto
the power consumption of the nodes, with the creation of NS-3 modules able to model it
alongside accurate collision behaviour. However, both the quasi-orthogonality of different
SFs and the limit of having a finite number of demodulator paths available at the receiver
are not taken into account. Finally, in Reference [11], the authors develop their own NS-3
modules to demonstrate how a gateway can ideally support up to 104 nodes and how
increasing the number of gateways so that every gateway covers 6 km2 can improve the
coverage probability of a node to above 90%. This model is highlighted in Reference [23]
as one of the best possible to perform accurate LoRaWAN analysis.
A number of papers have also analysed the problem of scalability by creating math-
ematical models for LoRa networks using stochastic geometry. In Reference [26], the
authors perform a thorough study of collision and frame loss in a network including the
possibility of re-transmissions, though they do not extend the analysis to other possible
outage conditions. In Reference [5,6], Georgiou et al. model a single gateway network,
with uniform and non-uniform node distributions, respectively. These analyses assume
perfect orthogonality between different SFs, ignoring the effect of inter-SF interference.
They also neglect the effects of the demodulator channel saturation on the overall outage
probability. The same scenario, with the same limitations, is expanded to include a second
gateway in Reference [7]. In Reference [9], the authors provide a similar setup, but this
time incorporating the effect of quasi-orthogonality of the spreading factors, and using
the collision matrix calculated in Reference [19]. This work again ignores the practical
limitation of a finite number of parallel demodulation paths on the receiver. To the best
of our knowledge, this outage condition is only taken into consideration for simulation
purposes by Reference [8]. This paper analyses a single gateway network, limiting the
concurrent demodulation paths available to 8, while assuming perfect SF orthogonality.
This outage condition, along with collision behaviour, is also validated via a series of
different experimental deployments carried out by the authors in Reference [27]. This
work, however, fails to address the duty cycle as a possible cause of outage in case an
adaptive duty cycle algorithm is active at the network server. Moreover, this study is
an experimental validation of the specifications provided by SEMTECH for LoRaWAN,
without a formal analysis either in terms of stochastic geometry or discrete time simulation.
Given the number of variables involved in modelling a realistic network, most research
models simplify the underlying LoRaWAN assumptions to keep the complexity of the
resulting analysis low. With our simulation model, we tried to recreate an uplink-only
network’s behaviour as faithfully as possible.
4. System Model and Simulation Setup
The simulation is performed in NS-3, using a modified version of the modules devel-
oped by Magrin et al. [11].
At the core of the simulation is the propagation model. This is the log-distance model,
approximating the losses in an urban environment. The parameters for γ, PL0, and d0 are
the ones used by Magrin et al. [11] and are in Table 2.
To calculate the maximum distance a node can be placed from any gateway, no
fading is considered. Only the relative distance between a node and a gateway is used to
calculate the overall power loss, using the log-distance model. By inserting the parameters
into Equation (8) and solving for d, the maximum distance a signal of a given SF can be
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The results for the different gateway sensitivities for each SF, using the parameters
found in Table 2, are in Table 1.
Table 2. Simulation parameters.




Tx Power 14 dBm
Sim. Time 3600 s




Noise Figure (NF) 6 dB
Nodes (N) 500, 1000, 2000, 5000
Radius (R) 3011, 3509, 4089, 4766, 5554, 6473 m
Distance between GWs (D) 0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, 1
Simulation Hardware 11th Gen Intel Core i7 @ 3GHz
The path loss and fast fading along with the total interference due to inter- and
intra-SF collisions are all used to determine whether a packet is successfully delivered
and decoded. The payload of each packet is set to 10 bytes, which, together with the
13 mandatory LoRaWAN header bytes, makes it so the time-on-air for a SF12 transmission
will be 1482.8 ms, as per Equation (2) [12]. The time between transmissions, T, is set for
all nodes to 180 s, so to allow for the 1% duty cycle restrictions to be satisfied for any SF,
according to Equation (1). The overall simulation time is set so that each node will send a
total of 20 packets throughout the run. The SF allocation is the standard distance-based
allocation method. Each node is assigned the lowest spreading factor that still achieves a
good link with at least one gateway. No Adaptive Data Rate (ADR) algorithm is applied,
meaning that the SF does not change for any node and remains what it was set up to
be as the simulation started. In addition, no downlink transmissions or re-transmission
algorithms are taken into consideration. The rejection matrix proposed by Reference [20]
is used to check for packet collisions. Finally, modelling the limitations due to the finite
demodulation paths on a receiver, each gateway can “lock on” to, at most, 8 packets at
a time.
The simulation is performed by varying the total number of nodes N = {500, 1000,
2000, 5000}, the radius the nodes are uniformly distributed on R = {3011, 3509, 4089, 4766,
5554, 6473} metres and the distance between the two gateways as a factor of the network
radius D = {0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, 1}, with 0 being the centre of the
network and 1 being the whole radius length on either side of the origin, i.e., for D = 0.5,
the two gateways will be placed at 0.5 × R on either side of the deployment origin, giving
an inter-gateway distance of R; see Figure 2.
The gateway distances (D) were chosen to give a good spread of possible inter-gateway
distances, as was the total amount of nodes (N), which reflect typical values found in
literature [9,28].
The radius (R) values were chosen to be as close as possible to the calculated “bound-
aries” between SF. For instance, every node transmitting in a network with a single gateway,
operating under the parameters we have configured, will be able to operate at SF7 if the net-
work has radius R = 3011 m. Conversely, in the same network but with radius R = 6473 m,
all SFs will have to be used, with SF8 being selected for devices in the first annulus bound
by 3011 m < R < 3509 m, and so on.
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(a)
(b)
Figure 2. Two examples of network topologies, showcasing the different SFs distributions with vary-
ing network parameters N, D, and R. (a) 2 gateways, N = 5000, D = 0, R = 6473 m. (b) Two gateways,
N = 2000, D = 1, R = 3011 m.
This is no longer true for a two-gateway system. Having calculated that the maximum
distance a single gateway can cover is a circle of radius 6473 m around itself, it will
be impossible in a network with nodes distributed over a radius of 6473 m for the two
gateways to be placed anywhere else than the origin and cover the whole deployment area.
This is illustrated in Figure 3.







Rmax = maximum distance a node can be from a gateway on a given SF, from Table 1;
Rd = radius of the network deployment.
Results for z for the different network radii are given in Table 3. This represents the
maximum distance between two gateways that can guarantee all nodes will be within
range of at least one gateway. We then only perform simulations with D ≤ z to ensure this.
As an example, for simulations with R = 6473 m, only D = 0 is taken into consideration; for
those with R = 4766 m, every value, except for D = 1, can be used.
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(a) D = 1, R = 3011 m
(b) D = 0.5, R = 6473 m
Figure 3. Examples of different gateway distance (D) and network radius (R, black circle) scenarios.
(a) All nodes deployed are covered by both gateways. (b) A portion of the deployed nodes are not
covered by either.
The whole simulation is first performed as described, specifically ignoring any fast
fading effects, and then performed again, this time including fast fading. The fast fading is
modelled using the Nakagami-m model with m = 1, to equate the Rayleigh distribution [29],
and simply concatenated with the path loss already described in the NS-3 simulator.
The simulation results, obtained with NS-3, were further analysed and plotted
through MATLAB.
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Table 3. Maximum distance of a symmetrical pair of gateways from the centre of the deployment so
that all devices will be covered by the combined coverage of the two gateways, z.
SF Rmax (m) z Range of Valid D for Full Coverage
7 3011 1.9 0–1
8 3509 1.55 0–1
9 4089 1.22 0–1
10 4766 0.91 0–0.875
11 5554 0.59 0–0.5
12 6473 0 0
5. Simulation Results
Key metric to quantify the QoS of a LoRaWAN network is its Packet Delivery Ratio
(PDR), which provides an estimate of the quantity of data that is successfully transmitted
and decoded, with a higher PDR meaning a network where fewer packets are dropped.
This is formally defined as
PDR = 100× packetsReceived
packetsSent
. (12)
Results in Figure 4 show how increasing the number of nodes or increasing the
network radius has the general effect of lowering the overall PDR. This result is true across
all possible setting combinations, and it is a widely documented limitation of LoRaWAN
scalability [4]. Similarly, increasing the network radius also decreases the overall PDR across
all configurations, with nodes having to switch to higher spreading factors to stay within
reach of a gateway, thus increasing the chance of collision. More interestingly, the results
show how increasing the distance between two gateways generally increases the PDR. The
benefits of increasing gateway density are well understood in literature for both LPWAN
and LoRaWAN, with a direct correlation between number of gateways and PDR [10,11,24].
Figure 4. Three-dimensional scatter plots for the PDR across all simulations with fast fading enabled performed in this
study, highlighting how low D simulations have lower PDR compared with higher D with otherwise identical configuration.
However, in a LoRaWAN network, this benefit is also heavily dependent on the gate-
way positioning, due to specific features, such as the star-of-stars topology and the capture
effect. In an unrealistic scenario where two identical gateways with identical antennas
are placed in the same location (D = 0), the second gateway would contribute nothing
towards the PDR of the network. In LoRaWAN, packets delivered to multiple gateways are
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de-duplicated by the network server and have no inherent use except redundancy in case
of gateway failure. This is clear from Figure 4 where lower distances between gateways
(D) tend to yield lower PDR relative to the same configuration. A similar drop in PDR
can also be noticed for the largest D values in most configurations, making values of D
around 0.5 generally the best for the same settings. This decrease in the overall PDR when
excessively distancing gateways can be explained by looking at the effects this has on all
possible outage conditions, as is shown in Table 4.
Table 4. Breakdown of the weight of different outage conditions on a selected range of network
configurations, all with fast fading enabled.
N R D Under Sensitivity Loss% Collision Loss% Ch. Saturation Loss%
500 3011 0 14.17 7.95 0
500 3011 1 27.91 1.94 0
5000 3011 0 24.1605 49.8485 0
5000 3011 1 41.585 16.522 0
500 4089 0 21.395 4.255 0
500 4089 1 38.41 1.64 0
5000 4089 0 31.8035 31.291 0.0445
5000 4089 1 47.639 13.258 0.044
500 6473 0 31.825 10.605 0
5000 6473 0 30.697 23.1245 24.2625
The number of packets under sensitivity increases as the two gateways are positioned
further apart. This is because more nodes will be able to transmit with a lower SF as a
result of the gateways diverging from the network’s origin. As a result, packets from some
of the nodes that decreased their SF will only be received by the closer of the two gateways,
making it more likely that interference and fast fading will cause outage.
This has the opposite effect on the collision probability. As the distance between
the two gateways increases, the probability of collision decreases. This is because of the
introduction of higher SFs in the network. In networks where all nodes can transmit at
SF7, for instance, the chance of collision will be high, but, by moving the gateways apart,
higher SFs will have to be introduced, hence decreasing this probability. This is visible in
Figure 2b, where moving the two gateways to D = 1 introduces SF8, 9, and 10 to a network
that, with both gateways placed at the origin, would consist of SF7 only.
Channel saturation only becomes an issue for networks with a great number of nodes
(≥2000) and with a radius, such as higher SFs (≥11), are needed. In the case of Figure 5b,
with a 6473 m radius and more than 2000 nodes, it is shown that this kind of loss also rises
much more sharply than the others. In this case, it appears that the inter-gateway distance
can be increased provided the resulting distance between nodes and either gateway allows
them to transmit with an SF not greater than 10.
Overall, results in Table 4 and Figure 5a show how the trade-off between different
losses makes it beneficial to introduce higher SFs in a network operating under the as-
sumptions described in Section 4, having low node density and low overall network
radius. However, this benefit quickly disappears and turns into a hindrance as the network
deviates from this configuration.
For a network radius of R = 3011 m, it can be seen that, with N = 5000, increasing
D from 0 to 1 increases the “under sensitivity” loss by roughly 17% but decreases the
collision probability by 35%, giving a better overall PDR for D = 1. For a network radius
of R = 4089 m and the same number of devices, N = 5000, increasing D from 0 to 1 has no
additional effect on the difference between the two “under sensitivity” loss percentages,
which stays around 16%. However, now the collision probability does not decrease as
much by increasing D from 0 to 1, with a decrease of just 18%.
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(a)
(b)
Figure 5. Total loss percentages for the different outage conditions across multiple N, with fast fading
enabled. (a) R = 3011 m. (b) R = 6473 m.
By raising the chances of collision (inter- and intra-SF) and channel saturation due
to the elongated time-on-air, the negative effects SF11 and 12 have on the PDR of similar
dense networks are greater than the benefits they introduce by reducing the chance of
“under sensitivity” outage and same SF collision. This is contrary to the intuitive idea that
establishing the strongest possible link between a node and a gateway is always favourable,
as confirmed in Reference [30]. Figure 6 depicts the lines of best fit through all simulations
performed for this study. Increasing the percentage of nodes operating at any given SF is
especially bad on the average PDR for SF11 and 12, while the increasing slope of the SF7
line shows that, ideally, a network operating with the setup described in this work is best
set up with as many nodes operating at SF7 as possible.
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Figure 6. Average PDR of a whole network as a function of the percentage of nodes operating at each
SF in the same network, with fast fading enabled.
This is not always possible, but SF11-12 should never be selected for such networks,
either by keeping the deployment size small enough that they are not needed, by increasing
the number of gateways or by developing appropriate and more involved SFs allocating
algorithms [28,31].
Following these results, it appears that, in a network operating in a similar fashion,
with equivalent device density and distribution, similar and fixed T, and the same SF
allocation method, gateways are best placed at a distance that is roughly equal to the
network radius, R, and equidistant from each other. Furthermore, the SF allocation method
based on spreading all the possible SFs to nodes seems to be detrimental for larger and
denser networks operating under an equivalent setup as the one described in this study. In
such networks, the goal should be to minimise as much as possible the amount of nodes
transmitting with larger SFs. As we have shown, the QoS of a similar network decreases
rapidly as more devices operating at SF11 and 12 are added, with an approximate loss of
7% PDR for each 10% increment on the amount of nodes operating with those SFs.
6. Conclusions
Taking as a reference a network with two gateways, a correlation between their relative
distance and the network QoS was established via NS-3. This is not only regarding the
network’s overall PDR, but to the weight of each outage condition in an uplink-only
scenario. In particular, to maximise the PDR, two gateways should not be placed either too
close or too far, and ideally, for a similar deployment, at a distance of about a whole network
radius. The known outage conditions were also catalogued in a comprehensive way for
easy reference to homogenise behavioural assumptions for future research investigating
the capability of LoRaWAN networks, as well as informing real-life network designers.
In future work, the scope of the problem will be expanded upon by including additional
factors, such as downlink traffic, variable packet transmission delay, the introduction of
multiple channels, and frequency hopping, as well as packet re-transmission algorithms.
The impact of all these theoretical improvements on scalability should also be coupled
with an energy consumption analysis. This would make sure that the best trade-off
between performance and power can be achieved when translating research into real
life deployments.
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