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2Abstract
MicroRNAs (miRNAs) are endogenous non-coding RNAs that regulate gene expression 
at the posttranscriptional level by binding to the complementary sites in the 3' 
untranslated region (UTR) of the target mRNAs and repress its translation or initiate its 
degradation. The deregulations of genes, controlled by miRNAs, along with the modified 
miRNA expression are associated with many diseases such as cancer, cardiovascular, 
metabolic and neurodegenerative disorders. Hence, it is of the utmost importance to 
forecast accurately candidate miRNA targets which might participate in these diseases. 
However, finding a functional miRNA target constitutes an arduous task, due to the vast 
number of miRNAs and potential targets as well as the exorbitant experimental 
prediction design. Consequently, sophisticated computational methodologies for miRNA 
target identification comprise cornerstones in miRNA research.
There is a plethora of available tools for miRNA target prediction, which encompass a 
range of diverse computational approaches, from the modeling of physical interactions to 
the integration of machine learning. In this study, the origins, the biogenesis and the 
fundamental functionality of miRNAs are presented along with the compendium of in 
vivo experimental techniques that validate predicted interactions. Furthermore, thirteen 
(13) currently available and frequently used target prediction algorithms are examined 
and their characteristics are analyzed. These characteristics include training data, test 
data, machine learning models, binding regions and features.
Subsequently, the performance of the tools is evaluated by conducting an in-depth 
analysis of miRNA-gene and miRNA-site interactions. The algorithms are tested on two 
(2) sets of experimentally validated true miRNA-target pairs, obtained from DIANA- 
TarBase repository in order the shared interactions to be revealed. It is corroborated that 
TargetScan outperforms the other miRNA target prediction tools in terms of gene and 
site level. Finally, insights on future directions are discussed.
Keywords: miRNA, target prediction, binding site, experimental techniques, 
machine learning models, features, interaction, performance.
3Περίληψη
Τα microRNAs (miRNAs) είναι ενδογενή μη κωδικά RNAs που ρυθμίζουν την 
γονιδιακή έκφραση στο μετα-μεταγραφικό επίπεδο, προσδένονταςστις συμπληρωματικές 
θέσεις της 3 'αμετάφραστης περιοχής (UTR) των mRNA στόχων και καταστέλλουν τη 
μετάφρασή ή ξεκινούν την αποικοδόμηση. Η αππορύθμιση των γονιδίων που ελέγχονται 
από miRNAs μαζί με την τροποποιημένη έκφραση του miRNA, σχετίζονται με πολλές 
ασθένειες όπως ο καρκίνος, οι καρδιαγγειακές, οι μεταβολικές και οι νευροεκφυλιστικές 
διαταραχές. Ως εκ τούτου, είναι εξαιρετικά σημαντικό να προβλεφθούν με ακρίβεια 
υποψήφιοι στόχοι miRNA που θα μπορούσαν να συμμετέχουν σε αυτές τις ασθένειες. 
Ωστόσο, η εύρεση ενός λειτουργικού στόχου miRNA αποτελεί ένα δύσκολο έργο λόγω 
του μεγάλου αριθμού miRNAs και των πιθανών στόχων καθώς και του υπερβολικά 
κοστοβόρου σχεδιασμού πειραματικής πρόβλεψης. Συνεπώς, οι εξελιγμένες 
υπολογιστικές μεθοδολογίες για τον προσδιορισμό των στόχων miRNA αποτελούν 
ακρογωνιαίο λίθο στην έρευνα των miRNA.
Υπάρχει μια πληθώρα διαθέσιμων εργαλείων για την πρόβλεψη στόχων miRNA, τα 
οποία περιλαμβάνουν μια σειρά διαφορετικών υπολογιστικών προσεγγίσεων, από τη 
μοντελοποίηση των φυσικών αλληλεπιδράσεων έως την ενσωμάτωση της μηχανικής 
μάθησης. Σε αυτή τη μελέτη παρουσιάζονται η προέλευση, η βιογένεση και η 
θεμελιώδης λειτουργικότητα των miRNAs μαζί με τη σύνοψη των in vivo πειραματικών 
τεχνικών που επικυρώνουν τις προβλεπόμενες αλληλεπιδράσεις. Επιπλέον, εξετάζονται 
δεκατρείς (13) διαθέσιμοι και συχνά χρησιμοποιούμενοι αλγόριθμοι πρόβλεψης στόχων 
και αναλύονται τα χαρακτηριστικά τους. Αυτά τα χαρακτηριστικά περιλαμβάνουν 
δεδομένα εκπαίδευσης, δεδομένα δοκιμών, μοντέλα μηχανικής μάθησης, περιοχές 
πρόσδεσης και χαρακτηριστικά.
Στη συνέχεια, η απόδοση των εργαλείων αξιολογείται διεξάγοντας μία εις βάθος 
ανάλυση των αλληλεπιδράσεων μεταξύ miRNAsκαι γονιδίων και μεταξύ miRNAs και 
περιοχής πρόσδεσης. Οι αλγόριθμοι δοκιμάζονται σε δύο (2) σύνολα πειραματικά 
επικυρωμένων αληθινών ζευγών miRNA-στόχου, που λαμβάνονται από τη βάση 
δεδομένων DIANA-TarBase με σκοπό να αποκαλυφθούν οι κοινές αλληλεπιδράσεις. 
Επιβεβαιώνεται ότι ο TargetScan ξεπερνά τα υπόλοιπα εργαλεία πρόβλεψης στόχων 
miRNA σε επίπεδο γονιδίων και περιοχής πρόσδεσης. Τέλος, συζητούνται ιδέες για τις 
μελλοντικές κατευθύνσεις.
Λέξεις-κλειδιά: miRNA, πρόβλεψη στόχου, περιοχή πρόσδεσης, πειραματικές 
τεχνικές, μοντέλα μηχανικής μάθησης, χαρακτηριστικά, αλληλεπίδραση, απόδοση.
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The central dogma of molecular biology explains the flow of genetic information within 
a biological system. In particular, the process, during which the coded genetic 
information into DNA is transcribed into messenger RNA (mRNA), which is then 
translated into proteins. In general, the classic view of central dogma of biology reflects 
how molecular biological data are organized within databases (e.g. by molecule type 
such as genomic DNA, mRNA and protein). However, many challenges to this dogma 
emerge due to the in-depth study of the genome in recent years. For instance, some 
segments of the DNA, transcribed into the mRNA precursor (pre-mRNA), even though 
they do not necessarily encode proteins, are known to regulate the expression of various 
types of functional RNAs. As a result, non-coding RNAs are generated and are abundant 
in the human genome (nearly 95%).
MicroRNAs (miRNAs) are a class of single-stranded, evolutionary conserved, 
endogenous non-coding RNA molecules ~22 nucleotides (nt) in length with 5’-phosphate 
and 3’-hydroxyl ends. They play a significant role in the regulation of gene expression in 
many eukaryotes as they bind to the 3’ untranslated regions (UTRs) of target mRNAs, 
inhibiting their translation [1].
1.1 miRNA Discovery
Victor Ambros’ laboratory first discovered the lin-4 RNA in an attempt to identify the 
timing of stem-cell division and differentiation in Caenorhabditis elegans in 1993 [2]. 
Simultaneously, Gary Ruvkun’s laboratory identified lin-4’s first microRNA protein­
coding target gene, lin-14 [3]. From the above experiments, it was found that there are 
multiple sites in the 3’UTR (untranslated region) of lin-14 that are complementary to lin- 
4 and cause inhibition of lin-14 protein expression [2, 3]. Almost a decade later, a second 
miRNA, the let-7, was identified in various species from C. elegans to humans [4, 5]. 
Indeed, let-7 is considered the first known human miRNA that regulates the late larval 
development by inhibiting lin-41 expression in some tissues [5, 6]. The homology 
search, with the use of let-7 sequence, revealed that let-7 and its family members are 
highly conserved across many organisms during the larval stage. The same applies in the 
case of lin-41. The misregulation of let-7 leads to the increase of cell-based diseases such
as cancer.
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Figure 1. The predicted stem loops for lin-4 (left) and let-7 (right) in C. elegans [2, 5]. 
The sequences of mature miRNAs are shown in red [7].
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The novel detection of miRNAs lin-4 and let-7 contributed to the subsequent large 
numbers of miRNAs that were discovered by low-throughput and high-throughput 
experimental methods along with computational approaches in multiple biological 
procedures. In the recent years, it is evident that miRNAs are a profuse class of gene 
regulators, appearing daily in various databases.
miRBase is the major online repository for compiling published miRNA sequences and 
associated annotations [8]. Each entry represents a predicted hairpin portion of a miRNA 
transcript (termed mir in the database), with information on the location and sequence of 
the mature miRNA sequence (termed miR). According to the latest release of miRBase 
(miRBase 21), in total, 4,196 new hairpin sequences and 5,441 new mature products 
have been added compared to the previous version. Consequently, 28,645 entries, which 
represent hairpin precursor miRNAs, expressing 35,828 mature miRNA products, are 
now present in 223 species. Indeed, until now, 2,585 human and 1,899 mouse miRNAs 
have already been identified and this number is rapidly growing.
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1.2 Biogenesis of miRNA: Gene Transcription and Maturation
MicroRNAs are derived from the double-stranded region of a 60-70 nt RNA hairpin 
precursor [9]. MiRNA precursors are commonly found within intergenic regions and 
introns of protein-coding genes [10]. The identification of intergenic miRNA and 
protein-coding intronic miRNA revealed that miRNAs are transcribed by RNA 
polymerase II (Pol II), which is responsible for the transcription of DNA into mRNA and 
polymerase III (Pol III) which contributes to the regulation of cell growth and the cell 
cycle, generating precursors that undergo a series of cleavage events to form mature 
microRNA.
The conventional biogenesis pathway consists of two cleavage events, one nuclear and 
one cytoplasmic and depends on both DiGeorge syndrome critical region 8 (Drosha- 
DGCR8) and Dicer-TRBP (transactivation-response RNA-binding protein) complexes. 
In animals, the nuclear RNase III Drosha and DGCR8/Pasha cleave long primary 
transcripts 500-3,000 nt in length (pri-miRNAs) to release double-stranded hairpin­
shaped pre-miRNAs, approximately 60-100 nt in length [11, 12, 13, 14, 15]. Pre- 
miRNAs are then exported from the nucleus by Exportin-5 and RAN GTPase [16] and 
are cut by the cytoplasmic RNase III Dicer to produce double-stranded miRNA duplexes. 
Therefore, a mature miRNA sequence, approximately 20 nt in length and its short-lived 
complementary sequence, which is denoted miR, are generated. In plants, this two-step 
processing of pri-miRNA into mature miRNA occurs completely in the nucleus and is 
carried out by a single RNase III enzyme, DCL1 (Dicer-like 1).
Once incorporated into the Argonaute 2 protein, containing miRNA-induced silencing 
complexes (miRISCs) in the cytoplasm, single-stranded miRNAs function as post­
transcriptional regulators. The thermodynamic stability of the 5’end of the miRNA 
duplex determines which strand will be incorporated into miRISCs. Indeed, the guide 
strand with relatively unstable 5’end is selected and is integrated into RISC, while the 
passenger strand is discarded. Then, the RNA-induced silencing complex (RISC) is 
formed. Even though the composition of RISC remains to be meticulously examined, its 
most important protein is the AGO2. RISC guides the miRNA to the target mRNA based 
on a 2-8 nucleotide sequence, namely the seed, at the 3’UTR of the target mRNA. 
Subsequently, the miRNA impedes the translation of the mRNA by two possible 
pathways. When the guide strand binds with perfect complementarity at the 3’UTR of 
the target mRNA, RISC cleaves the target mRNA [17, 18]. In the case of imperfect 
complementarity to target mRNAs, reduced translation and/or stability of target mRNAs 
is provoked. In any case, inhibition of gene expression is carried out. Figure 2 illustrates 
the canonical pathway of miRNA biogenesis and its mechanisms, controlled by post­
transcriptional gene regulation.
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Figure 2. MicroRNA biogenesis and function in animal cells. miRNAs are transcribed as 
long primary transcripts (pri-miRNAs) in the nucleus. The pri-miRNAs are processed by 
the RNase III-type Drosha, yielding pre-miRNAs of ~70 nucleotides (nt). The pre- 
miRNAs are exported to the cytoplasm by exportin-5 and are further cleaved into ~21 to 
22 nucleotide miRNA duplex by another RNase III enzyme Dicer. Subsequently, the 
mature single strand is incorporated into RISC. Finally, once the miRNA bounds to the 
binding site within the 3’UTR of the targeted transcript, mRNA decay and translation 
repression are exerted, eliminating protein levels [19].
Even though the rules of the binding of miRNAs in the target mRNAs are not yet fully 
discovered, existing research proposes a few specific features about miRNA base 
pairing. miRNAs are predominantly found in 3’ untranslated regions (3’UTRs) of target 
genes but in some cases they exist in coding regions, 5’UTRs and open reading frames 
(ORFs) [20]. Indeed, miRNA target sites in plants are within ORFs of target genes and 
nearly perfect complementarity is obliged between miRNAs and their target transcripts 
[21]. In animals, target sites are not located within 3’UTR but they rather tend to 
concentrate at both ends of 3’UTR [22]. Moreover, the 3' UTR of the target mRNA can 
include multiple sites for the same miRNA accelerating the possibility of binding [23].
The perfect pairing is more frequent in a region called the “seed”, often defined as the 
2nd-8th nt from the 5' end of the miRNA and characterized by a strict or almost strict 
Watson-Crick pairing between miRNA and its target site. It is crucial to mention that 
rigid complementarity between the miRNA and the target site is a rare phenomenon. 
MiRNAs typically have imperfect Watson-Crick base pairing with the corresponding
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miRNA response elements (MREs) which are usually present within the 3 '-untranslated 
regions (3'UTRs) of target mRNAs [24]. Nevertheless, perfect pairing is not necessary as 
far as miRNA-target interactions are concerned due to the fact that imperfect pairing in 
the seed region can be compensated by the complimentary sites at the 3' end of the 
miRNA.
1.4 SiRNAs
Small interfering RNAs (siRNAs) are another class of small noncoding RNAs that 
regulate gene expression in a similar manner as miRNAs. However, their main difference 
lies in their origins [1]. SiRNAs are generated from long, double-stranded RNAs or long 
hairpins, usually of exogenous origin and in most cases, target sequences at the same 
locus or another location in the genome, contributing to gene silencing [25]. This 
phenomenon is called RNAi. On the other hand, miRNAs are endogenous, as they are 
encoded within the genome and are derived from endogenous short hairpin precursors, 
targeting sequences at other loci.
1.5 Clinical applications of miRNAs
Advancements in the miRNA field are increasing rapidly. One of the first clinical 
applications of miRNAs constitutes their embryonic ability as biomarkers for diagnosis, 
subtyping and estimation of disease progression [26, 27]. In addition, miRNAs are 
utilized as markers of drug response [28, 29]. However, their direct use for the 
development of therapeutic strategies is the most breathtaking one. Recently, miRNA 
research has been accelerated by technological innovation in RNA-based therapies. The 
misregulation of several miRNAs is chained with the enhancement of certain diseases in 
humans and other organisms. It is substantiated that the rejuvenation of misregulated 
miRNAs to their normal levels, can reduce or even eradicate diseases including tumors in 
animal models. Due to the existence of miRNAs as naturally occurring molecules, their 
application as therapeutic agents presents certain tangible benefits. Worldwide, the 
theory of “miRNA replacement therapy” is authenticated and includes the insertion of 
synthetic miRNAs (S-miRNA) or miRNA mimetics into diseased tissues in an effort to 
rehabilitate normal proliferation, apoptosis, cell cycle and other cellular functions that 
have been affected by the misregulation of one or more miRNAs.
On the other hand, miRNA inhibitors such as antagomirs, LNA-modified 
oligonucleotides and miRNA erasers (sponges) have been used with the aim of 
enhancing the endogenous levels of therapeutic proteins. Consequently, theoretically, 
impediment of a specific miRNA, connected to a given disease, can remove the block of 
expression of a therapeutic protein. However, the administration of a miRNA mimetic 
can enlarge the endogenous miRNA population, therefore stifling a deleterious gene. In
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many cases, the reactivation or inhibition of these miRNA-regulated pathways generate 
significant therapeutic responses.
Innovative teams of specialized pharmaceutical companies have initiated studies on 
devising feasible therapeutic candidates with miRNA inhibitors and miRNA mimetics in 
diverse fields such as cancer, cardiovascular diseases, neurodegenerative diseases as well 
as metabolic disorders. The process of building miRNA therapeutics is similar to drug 
discovery and development. In the discovery and development of miRNA therapeutics, 
the steps shown in Figure 3 are engaged.
Figure 3. Process of microRNA discovery and development [30].
• Identification of signature miRNA (performed by miRNA profiling in disease)
• Validation of signature miRNA (loss/gain of function studies in vitro and in 
animal models)
• Pharmacological analysis (in vivo miRNA delivery studies, 
pharmacokinetics/pharmacodynamics, (absorption, distribution, metabolism, 
excretion and toxicity studies)
• Clinical trials (studies on the evaluation of efficacy and safety)
Hence, miRNA expression analysis has a crucial diagnostic value and normalizing 
miRNA levels constitutes one of the most promising therapeutic approaches in creating a 
new generation of drugs. [31] Table 1, Figure 4 summaries notable therapeutics miRNA 
which traverse their development phase and embody a bright future in the combat again 
diseases.
Table 1. Significant therapeutics miRNA that are in the Development Phase, their 
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MGN-9103 treatment of chronic miRagen targets miR-208; it
heart failure Therapeutics is in the pipeline
Figure 4. Specific miRNAs that are currently being pursued as clinical candidates [32a].
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1.6 miRNA Target Features
Several in silico tools are available for identifying putative miRNA targets. The basic 
features used by these tools can be gathered and divided into three categories: duplex 
features, local context features and global context features [33]. On the one hand, duplex 
features include seed match, 3' contribution, seed pairing stability (SPS) [33], 
heteroduplex free energy and p-value [34]. The aforementioned parameters assess the 
hybridization of the miRNA to its target gene. Seed match evaluates the number of nts 
that can bind to the mRNA target in the seed region. The 3' contribution calculates the 
possibility of binding at the 3' position of the miRNA [35]. The types of nts which
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compose the seed region are encompassed in seed pairing stability (SPS) [36]. In 
addition, heteroduplex free energy evaluates whether the minimum free energy between 
the miRNA and its target is sufficient to establish hybridization, while the p-value 
measures whether the probability of a selected interaction has been forecasted by chance.
On the other hand, mRNA sequence properties that straightly influence target 
identification such as site accessibility (SA), presence of flanking AU and target-site 
abundance, are included in the local context features. Site accessibility (SA) evaluates 
the capacity of the mRNA to unfold into a potential secondary structure in the region 
containing the miRNA cognate sequence, which is known as the miRNA recognition 
element (MRE) [37]. The flanking AU refers to the number of A and U nts flanking the 
MRE region. High concentrations of flanking A and U nts enhance miRNA regulation 
[38]. What is more, target-site abundance is a measure of the number of target sites, 
which occur in a 3' UTR [36].
Global context features incorporate mRNA sequence properties with indirect influence 
on target recognition, namely transcript length, 3'UTR length, transcriptome abundance, 
pairing position at the 3 'UTR and sequence conservation. Sequence length evaluates the 
total length of the string analyzed, since the chances of false prediction burgeon with 
target length [34]. Moreover, the 3'UTR length finds the length of the 3'UTR of the 
potential miRNA targets, since larger 3'UTRs are regulated more stringently than shorter 
ones [39]. Transcriptome abundance reveals the number of MREs of a miRNA within the 
transcriptome. Pairing position assesses the position of the MRE within the 3'UTR, due 
to the fact that MREs near the ends of the 3 'UTR contain stronger regulatory potential 
[38]. Finally, sequence conservation evaluates the extent of conservation of the MREs 
among species. Together, all these binding metrics decisively regulate the determination 
of potential miRNA-target pairs.
Among the aforementioned features, the most commonly used in target prediction tools 
include seed match, sequence conservation, free energy and site accessibility. Thus, they 
will be described in the following sections with details.
a) miRNA:mRNA pairing: Seed match
miRNAs regulate the gene expression by binding to the corresponding mRNA. The seed 
sequence is critical for the binding of the miRNA to the mRNA. The seed sequence or 
seed region is a conserved sequence which is located at positions 2-8 from the 5' end of 
the miRNA toward the 3' end [40] and has perfect Watson-Crick complementarity to the 
5' part of miRNAs. A Watson-Crick (WC) match between a miRNA and mRNA occurs 
when adenosine (A) pairs with uracil (U) and guanine (G) pairs with cytosine (C) 
(Figure 5). A perfect seed match between the miRNA and the mRNA target has no gaps 
in alignment within the WC matching.
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Figure 5. miRNA:mRNA pairing. Graphical analysis of a miRNA interaction with its 
mRNA target. MiRNA position number is depicted with blue. The seed match refers to 
nucleotides in miRNA position number 2-8. Flank refers to the mRNA sequence on 
either side of the region, corresponding to the miRNA seed sequence. WC matches in the 
seed region are demonstrated in red. An example of G-U wobble in the seed region is 
shown in green [41].
Seed matching can be categorized in four different types depending on the combination 
of the nucleotides in position 1 and 8 (Figure 6):
1. 6-mer: Perfect seed matching (WC) for six nucleotides between the miRNA seed 
sequence and the mRNA. Often, miRNAs within this site type downregulate 
target mRNAs.
2. 7mer-m8: Perfect seed match (WC) between 2-8 nucleotides of miRNA seed 
sequence. It is the most abundant type of sites, taking into account only those 
sites targeted by highly conserved miRNAs.
3. 7mer-A1: Perfect seed match (WC) between 2-7 nucleotides of miRNA seed 
sequence in addition to an adenine (A) across from the miRNA nucleotide 1. The 
presence of A creates conservation and contributes to the increased degree of 
gene silencing.
4. 8-mer: Perfect seed match (WC) between nucleotides 2-8 of miRNA seed 
sequence in addition to an A across from the miRNA nucleotide 1. The presence 
of adenine (A) creates conservation.
5. Offset 6mer: Shifted 6mer at positions 3-8 of miRNA seed sequence 
Additional site types were discovered later:
1. 3’ supplementary: Perfect seed match (WC) between 2-7 and 13-16 nucleotides 
of miRNA seed sequence.
2. 3’ compensatory: Mismatch or G: U wobble in the seed region of the miRNA and 
perfect seed match (WC) between 13-16 nucleotides of miRNA seed sequence.
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Figure 6. Canonical site types that match the seed region of every miRNA including all 
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Wobble base pair constitutes a non-Watson-Crick base pair model. In RNA molecules, 
four main types of wobble base pairings have been discovered namely guanine-uracil (G­
U), hypoxanthine-uracil (I-U), hypoxanthine-adenine (I-A) and hypoxanthine-cytosine 
(I-C). Due to its unique physical, dynamic and ligand binding capacity and acceptable 
thermodynamic stability, G-U wobble pair plays a fundamental role in various biological 
processes [43]. Recent studies have demonstrated that most of the target prediction 
algorithms, which do not take into account non-Watson-Crick seed pairing, fail to 
achieve good prediction accuracies.
A summary of all site types, along with their Base pairing, their mRNA: miRNA 
interactions and their referenced datasets are shown in Figure 7.
Figure 7. Canonical and non-canonical miRNA target sites. Representative examples of 
each type are indicated as widespread canonical (A), a few observed non-canonical (B) 
and widespread non-canonical types (C). Key binding regions are highlighted in red and 
subtly contributing regions are in purple. Solid lines indicate Watson-Crick base pairing 
and dots indicate G:U wobble pairs [43a].
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b) Conservation
Conservation can be described as the maintenance of a sequence across species. 
Conservation analysis focuses on regions in the 3' UTR, the 5' UTR, the miRNA, or any 
combination of the three. In general, miRNA seed region is by far more conserved than 
the non-seed region [40]. In a small proportion of miRNA:mRNA target interactions, the 
3' end of the miRNA consists of conserved pairing, compensating for seed mismatches 
and these sites are called 3' compensatory sites [44]. The conservation analysis is 
performed with the aid of phylogenetic and evolutionary distance calculations. This 
analysis aims to prove that a predicted miRNA target is functional due to its selection by 
positive natural selection. As a result, a higher degree of conservation arguably reflects a 
more reliable prediction. In addition, the genomic regions flanking the miRNA gene and 
miRNA target genes present to be the most compelling for conservation analysis. For 
instance, many applications of conservation analysis constitute in the promoter regions of 
miRNAs and their target genes [45] and in the co-localization of independently 
transcribed miRNAs and flanking protein coding genes [46].
In site conservation, the conservation of the binding site is counted by the number of 
species with the same sequence and/or by the phylogenetic distance between the species 
sharing the same sequence. For instance, in TargetScan a highly conserved miRNA or a 
conserved miRNA in PACCMIT and PACCMIT-CDS shares the same seed sequence 
(positions 2-8) in different species.
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c) Free energy
Free energy (or Gibbs free energy) measures the stability of a biological system. If the 
binding of a miRNA to a candidate target mRNA is predicted to be stable, it is more 
prone to be a true target of the miRNA. Thus, the lower the free energy, the greater the 
RNA:RNA binding, increasing the probability that this interaction will actually occur. 
Due to the adversity in calculating free energy directly, the alteration in free energy 
during a reaction is considered ^G ). Systems with increased stability are derived from 
reactions with a negative Δ ^  which units constitute the kcal/mol and contain less energy 
available to react in the future. By predicting how the miRNA and its candidate target 
hybridize, regions of high and low free energy can be found (Figure 8) and the overall 
ΔG indicates how strongly bound these regions are [47]. To measure this energy, most 
miRNA:mRNA prediction tools utilize the Vienna RNA package.
Figure 8. Schematic overview of free energy ^ G ) analysis of predicted RNA 
hybridization structure. A hairpin loop is shown with the loop corresponding to a region 
of high free energy (a positive ΔG) and the stem corresponding to a region of low free 
energy (a negative ΔG) [47].
Region of high free energy
Region of low free energy
d) Site accessibility
Site accessibility counts the ease with which a miRNA can locate and hybridize with an 
mRNA target. After transcription, mRNA assumes a secondary structure [48] which can 
interfere with a miRNA's ability to bind to a target site. MiRNA:mRNA hybridization 
involves a two-step process in which a miRNA binds first to a short accessible region of 
the mRNA. Additionally, the mRNA secondary structure unfolds as the miRNA 
completes binding to a target [49]. Therefore, the evaluation of the predicted amount of 
energy required to render a site accessible, aids in forecasting whether a mRNA is the 
target of a miRNA. [41, 50, 51]
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1.7 Experimental methods for the identification of miRNA: 
mRNA interactions
MiRNA target prediction algorithms are a cornerstone of miRNA-related research. 
Nevertheless, results derived even from state of the art implementations should be 
corroborated by molecular evidence, in order a putative miRNA to be considered valid. 
Experimental data is critical not only in the identification of a specific interaction, but 
also in the investigation of features that characterize miRNA-mRNA interactions as well 
as in the assessment of the accuracy of the proposed computational approaches. As a 
result, it is integral to introduce the experimental methodologies, which are used to detect 
novel miRNA-target interactions and validate predicted interactions.
Experimental techniques can be divided in two classes, depending on the type of 
supporting information provided: direct or indirect. In addition, the experimental data 
can also be classified, depending on the resultant size of dataset: individual studies or 
high throughput. Low-yield techniques include reporter gene-assays, qPCR (quantitative 
polymerase chain reaction), western blotting and ELISA (enzyme-linked immunosorbent 
assay). In particular, reporter gene-assays concentrate on the recognition and evaluation 
of specific miRNA-binding site, while qPCR, western blotting and ELISA indirectly 
identify events such as diminution of mRNA or protein concentration leading to mRNA 
degradation or translation suppression respectively.
Direct validation of miRNA target genes is based on the attachment of a reporter 
construct [e.g. Luciferase or Green Fluorescent Protein (GFP)] to the genes of interest 
and the measurement of the expression of the reporter gene before and after the insertion 
of the miRNA to the cell. Even though such methods can provide direct support to 
miRNA:mRNA interactions, they fail to detect the specific miRNA recognition elements 
(MREs) responsible for the understanding of the structural characteristics of the 
interaction. Consequently, reporter genes should bind to the original and mutated 
sequences of the gene of interest. Gene expression in both samples is then computed 
before and after miRNA transfection. Therefore, the identification of the specific site of 
interaction is enabled.
Due to the fact that the experimental data size that uses reporter gene assays is limited, a 
different experimental evaluation strategy is adopted. The measurement of expression of 
genes is now implemented through overexpression or knockdown of a specific gene. In 
the former case, a decrease in expression of target mRNAs and proteins is expected 
(down regulation) with increased expression of miRNAs [52], while in the latter case, an 
increase in expression of target mRNAs and proteins is expected (upregulation) with the 
miRNA expression silenced in cells [53].
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On the other hand, high-throughput techniques including microarrays, proteomics as well 
as sequencing-based methodologies such as RNA-Seq [54], HITS-CLIP [55], PAR-CLIP 
[56] and Degradome-Seq [57] (Table 2) indirectly recognize various miRNA targets and 
measure differential gene expression in the presence or absence of a miRNA in the cell.
In particular, microarrays detect putative miRNA-gene interactions, as a high-throughput 
version of qPCR and northern blotting. Similarly, quantitative proteomic techniques such 
as stable isotope labelling by/with amino acids in cell culture (SILAC) [58] and pSILAC 
(pulsed SILAC) [59] are considered a high-yield generalization of ELISA assays and 
western blots, which are able to provide a high throughput dataset by using mass 
spectrometry (MS).
The rapid development in next-generation sequencing (NGS) has provided novel insights 
in the way miRNA-gene interactions are detected. These methods concentrate on NGS 
sequencing of mRNA sites bound by the Argonaute (AGO) protein. Indeed, RNA 
immunoprecipitation together with sequencing (RIP-seq) enables the detection of RNAs 
bound by a protein of interest. In addition, ribosome profiling sequencing (RPF-seq) is a 
sensitive method that enables the quantification and identification of the mRNAs at the 
ribosome as well as calculates the efficiency and speed of translation.
CLIP-based techniques involve RNA-protein cross-linking followed by 
immunoprecipitation against a protein of interest and concentrate on the transcriptome­
wide recognition of RNA-protein binding regions. HITS-CLIP (high-throughput 
sequencing of RNA isolated by crosslinking immunoprecipitation) was the first method 
that mapped miRNA binding sites in the transcriptome [55]. Nevertheless, due to the vast 
range of the detected regions, the site where the miRNA exactly binds is difficult to be 
defined. On the other hand, PAR-CLIP (Photoactivatable-Ribonucleoside-Enhanced 
Crosslinking and Immunoprecipitation), which incorporates 4-thiouridine (4SU) into 
transcripts of cultured cells, identifies the RNA binding sites by scoring for thymidine 
(T) to cytidine (C) transitions in the sequenced cDNA in the AGO-miRNA-RNA cross- 
linked regions [60]. In this technique, the detected binding locations are limited in length 
and edgier compared to those obtained by HITS-CLIP, whereas the precise MREs are 
easier to be found taking into account the T-to-C mutations near the region possessed by 
the RNA-induced silencing complex (RISC) [61]. However, the aforementioned methods 
fail to define the concrete miRNA that participates in the interaction experimentally. 
Recent altered versions of the above techniques, such as CLEAR-CLIP [62] and CLASH 
[63] protocols, contain an extra ligation step which connects miRNA molecules with 
their respective target-binding site in the mRNA, generating and sequencing hundreds of 
chimeric miRNA-mRNA fragments.
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Table 2. Overview of experimental methods for miRNA-Gene interaction Identification 
[64, 65, 66]
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th e  m iR N A  o f  
in te re s t sh o u ld  ta rg e t
V a lid a tio n  and  
id e n tif ic a tio n  o f  
in te ra c tin g  
m iR N A -G e n e  
reg io n s
N o rth e rn  B lo ttin g  
[5 4 ]
L o w In v e s tig a te  th e  leve l 
o f  m iR N A  o r  m R N A  
o f  in te re s t w ith  
T a q M a n  o r  S y b r 
g re e n  p ro b e s
E ffe c t o f  m iR N A  
o n  m R N A  lev e ls
q P C R  [54] L o w In v e s tig a te  th e  leve l 
o f  m iR N A  o r  m R N A  
o f  in te re s t w ith  
T a q M a n  o r  S y b r 
g re e n  p ro b e s
Q u a n tific a tio n  o f  
m iR N A  e ffe c t on  
m R N A  lev e ls
W e s te rn  B lo t [54] L o w E le c tro p h o re s is  to  
sep a ra te  p ro te in s  b y  
m o le c u la r  m ass, 
w h ic h  are  th e n  
id e n tif ie d  w ith  
a n tib o d ie s  co n c re te  to  
th e  ta rg e t  p ro te in
E v a lu a tio n  o f  
m iR N A  e ffe c t on  
p ro te in  
c o n c e n tra tio n
E L IS A  [54] L o w E L IS A  d e te c t 
a n tib o d ie s  o r 
in fe c tio u s  ag e n ts  in  
s im p le  en zy m e 
assa y s
Q u a n tific a tio n  o f  
m iR N A  e ffe c t on  
p ro te in  
c o n c e n tra tio n
5 ' R L M -R A C E  
[54]
L o w A n  R N A  a d a p te r  is 
lig a te d  to  th e  free  5 ' 
p h o sp h a te  o f  an  
u n c a p p e d  m R N A . 
T h e  lig a tio n  p ro d u c t 
is re v e rse  tra n sc rib e d  
u s in g  a  fo rw ard  
p r im e r  d irec ted  
a g a in s t th e  lin k e r  an d  
a  g en e  sp ec if ic  
re v e rse  p r im e r  w h ich  
is th e n  am p lified , 
c lo n e d  a n d  id en tified  
b y  se q u e n c in g
Id e n tif ic a tio n  o f  
c le a v e d  m R N A  
ta rg e ts
M ic ro a rra y s  [54] - H ig h H y b rid iz a tio n  o f  
m iR N A s o r  g e n e s  to
H ig h -th ro u g h p u t 
ev a lu a tio n  o f
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th e  co m p le m e n ta ry  
im m o b iliz e d  p ro b es , 
id e n tif ie d  v ia  
f lu o re scen c e
m iR N A  e ffe c t on  
m R N A  e x p re ss io n
R N A -S e q  [54] H ig h M ass iv e  p a ra lle l 
seq u e n c in g  o f  
c o m p o n e n ts  o f  D N A  
fro m  a  s im p le  sam p le
H ig h -th ro u g h p u t 
ev a lu a tio n  o f  
m iR N A  e ffe c t on  
m R N A  e x p re ss io n
Q u an tita tiv e
P ro te o m ic s(
S IL A C /p S IL A C )
[56]
H ig h P ro te in  a b u n d a n ce  is 
e s tim a te d  b y  m ass 
sp e c tro m e try  o f  
sam p les  ca te g o rize d  
w ith  separa te  
iso to p es
H ig h -th ro u g h p u t 
ev a lu a tio n  o f  
m iR N A  e ffec ts  on  
p ro te in  
c o n c e n tra tio n
A G O -IP H ig h Id e n tif ic a tio n  o f  
en r ic h e d  tra n sc rip ts  
(m iR N A s an d  
m R N A s) in  A G O  
im m u n o p rec ip ita te  
s
H IT S -C L IP  [55] ✓ H ig h U V  lig h t to  c ro ss-lin k  
th e  R IS C  c o m p le x  
in c lu d in g  m iR N A - 
m R N A  -A G O 2, 
fo llo w e d  b y  
im m u n o p re c ip ita tio n  
a n d  seq u e n c in g  o f  
m iR N A  a n d  m R N A
S eq u en c in g  o f  
A G O  b in d in g  
re g io n s  on  ta rg e te d  
tra n sc rip ts
P A R -C L IP  [56] ✓ H ig h In c o rp o ra tio n  o f  4 - 
th io u rid in e  in to  
tra n sc rip ts  o f  c u ltu re d  
ce lls , id e n tif ic a tio n  o f  
th e  R N A  b in d in g  
s ites  b y  sco rin g  fo r 
th y m id in e  (T ) to  
cy tid in e  (C ) 
tra n s itio n s  in  th e  
seq u e n c e d  cD N A  in  
A G O -m iR N A -R N A  
c ro ss- lin k e d  reg io n s
S eq u en c in g  o f  
A G O  b in d in g  
re g io n s  on  ta rg e te d  
tra n sc rip ts
C L A S H  [63 ]/
C L E A R -
C L IP [62 ]
✓ H ig h S eq u en c in g  o f  
A G O  b in d in g  
re g io n s  on  ta rg e te d  
tran sc rip ts . 
P ro d u c tio n  o f  
ch im eric  
m iR N A :m R N A  
re ad s  fo r  th e  
d e te c tio n  o f  
in te ra c tio n s
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B io tin  m iR N A  
ta g g in g  [54]
H ig h /L o w T ra n sfe c tio n  o f  ce lls  
w ith  b io tin y la te d  
m iR N A  d u p le x e s  an d  
c a p tu re  o f  
m iR N A :m R N A  
c o m p le x e s  fro m  ce ll 
ly sa te s  u s in g  
s tre p ta v id in  b ead s
P u ll-d o w n  o f  
b io tin - ta g g e d  
m iR N A s an d  
a p p ro x im a tio n  o f  
b o u n d  tra n sc rip t 
c o n te n t u s in g  
q P C R  (L o w  y ie ld ), 
m ic ro a rra y s  an d  
R N A -S eq  (H ig h - 
th ro u g h p u t)
IM P A C T -S eq
[67]
H ig h H ig h  p u ll-d o w n  o f  
b io tin - ta g g e d  
m iR N A s, 
id e n tif ic a tio n  o f  
in te ra c tin g  p a irs  
an d  b in d in g  
reg io n s
P A R E  /
D e g ra d o m e -S e q
[57]
H ig h G e n o m e -w id e  
id e n tif ic a tio n  o f  the  
m iR N A -in d u c e d  
c lea v ag e  p ro d u c ts , 
an a ly s is  o f  p a tte rn s  
o f  R N A  d e g ra d a tio n
D e te c tio n  o f  
c le a v e d  m R N A  
ta rg e ts
3 L ife  [68] ✓ H ig h - H ig h -th ro u g h p u t 
re p o rte r  g en e  assay
Experimentally supported miRNA interactions remain disperse in various publications, 
supplementary material and raw NGS datasets. Consequently, several repositories have 
been created in an effort to collect, curate, analyze and deliver a centralized access to 
miRNA-gene experimentally corresponding interactions [64].
DIANA-TarBase’s eighth version [60] is the largest currently available manually curated 
target database, which indexes approximately 670,000 unique experimentally supported 
miRNA-gene pairs, contributing to the insertion of >1 million miRNA-gene entries. 
This repository assembles interactions supported by >33 experimental distinct 
methodologies and applied to ~600 cell types/tissues under ~451 experimental 
conditions. Since its initial release in 2006, TarBase is constantly increasing its list of 
experimentally validated miRNA interactions.
The current updated version introduces ~300,000 entries since the previous version. In 
particular, ~419 manually curated publications and >245 high-throughput datasets, 
containing both direct and indirect interactions, are incorporated. Indeed, the database 
provides information concerning the methodology, cell type and tissue of positive and 
negative miRNA-gene interactions for 18 species, enabling the user to avoid a specific 
miRNA/gene query to the primer sequences used for cloning experiments.
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In the case of direct methodologies, information of the exact miRNA-binding location as 
detected experimentally and in silico is listed along with the primer sequences used for 
cloning experiments. TarBase also combines throughput and sequencing experiments 
including methodologies like reporter genes, western blot, qPCR, proteomics, biotin 
miRNA tagging, CLIP-seq, CLEAR-CLIP, CLASH, CLIP-chimeric, IMPACT-seq, 
AGO-IP, RPF-seq, RIP-seq, Degradome, RNA-seq, TRAP, microarrays, HITS-CLIP and 
PAR-CLIP. The interactions supported by these techniques have been obtained from the 
analysis of other publications or from Gene Expression Omnibus (GEO) [69] and DNA 
Data Bank of Japan (DDBJ) [70] repositories.
miRTarBase [71] is another comprehensive database, which collects miRNA-target 
interactions by implementing a systematic text-mining procedure to select research 
articles pertinent to functional studies of miRNAs. The updated version of miRTarBase 
integrates 422,517 curated validated miRNA-target interactions from 4,076 miRNAs and 
23,054 target genes gathered from over 8,500 articles for 18 species. The interactions are 
validated experimentally by low-yield and high-throughput methodologies such as 
reporter assays, western blot and microarray experiments with overexpression or 
knockdown of miRNAs. In addition, the database integrates miRNA/mRNA expression 
profiles obtained from the Cancer Genome Atlas (ACGA) [72].
miRecords [73] indexes a relatively small number of interactions compared to DIANA- 
TarBase and miRTarBase and the latest version was released in 2010. The validated 
targets component in this database involves a vast, high-quality manually curated 
database of experimentally validated miRNA-target interactions with scrupulous 
documentation. This current component of the database embodies 1,135 records of 
validated miRNA-target interactions between 301 miRNAs and 902 target genes in 
seven (7) animal species. The Predicted Targets component stores predicted miRNA 
targets generated by 11 miRNA target prediction programs. miRecords incorporates 
interactions from low-yield techniques mainly from reporter genes assays and the 
majority of data in the database supports a direct type of validation.
Apart from the aforementioned databases, there exist repositories that aim at integrating 
CLIP-Seq experimental outcomes from diverse RNA binding proteins, while combining 
them with target prediction algorithms. A pertinent example is StarBase [74], which 
deciphers miRNA-target interactions and gathers RNA binding proteins from 108 CLIP- 
Seq (HITS-CLIP, PAR-CLIP, iCLIP, CLASH) datasets.
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Chapter II
2. Computational Approaches for the identification of miRNA- 
mRNA predicted interactions
The introduction of target prediction algorithms accelerates the need to assess the 
precision and authenticity of resulting scores in order to evaluate their efficiency and 
select the optimal ones. The existence/non-existence of an interaction between the 
miRNA and the corresponding target transcript constitutes the fundamental notion of 
target prediction programs. The performance of the programs can be measured with two 
(2) statistical parameters, namely sensitivity and specificity. The first one represents the 
percentage of correctly predicted targets out of total correct ones, whereas the latter one 
the percentage of correctly predicted among overall predicted ones. In particular,
Sensitivity = true positive /  (true positive + false negative)
Specificity = true negative /  (true negative + false positive)
Below, thirteen (13) de novo target prediction programs are analyzed and their 
characteristics are described in detail.
2.1 TargetScan
TargetScan [75] is the first algorithm that predicts miRNA targets in vertebrates. Since 
then, this tool has been updated to new versions that ameliorate accuracy in prediction. 
As an option, users can provide as an input the miRNA name, gene name of broadly 
conserved, conserved, or poorly conserved miRNA families across several species. As 
output, the algorithm, with the use of multiple regression, detects miRNA target genes in 
the 3'UTR of protein-coding transcripts by searching for the presence of 8mer, 7mer and 
6m (7mer-m8 < 8mer) or within open reading frames (ORFs). Indeed, the program has 
the capacity to predict conserved sites as well as sites with mismatches in the seed region 
that are compensated by conserved 3' pairing and centered sites.
In particular, predictions are ranked based on the predicted efficacy of targeting as 
computed using cumulative weighted context++ score of the sites or the probability of 
conserved targeting (PCT) [44]. Since within a 3' UTR multiple target sites can be 
identified, an aggregate PCT is necessary. In comparison with previous version, new 
determinants have been integrated in the current release of TargetScan that improve its 
targeting efficacy when defining the score. As a result, the context++ model considers 26 
features such as 3' UTR profiles, which indicate the fraction of mRNA containing each 
site, updated miRNA families, 3' compensatory pairing, local AU content, position 
contribution, calculation of free energy predicted duplexes, seed-pairing stability, target- 
site abundance, ORF target-site abundance, identification of nucleotide at position 1, 8, 9 
and 10, distance from stop codon, 5'-UTR length, AU content at 5'-UTR, 3'-UTR and 
ORF as well as the number of 7mer-m8, 7mer-A1, 6mer and 8mer sites in the ORF.
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2.1.1 Trained Features
From all these features that context++ model integrates, Table 3 summarizes the 14 
features that are robustly selected through stepwise regression for a specific site.
Table 3. The description of 14 features that context++ model takes into account through 
stepwise regression [75]
F ea tu r e D e sc r ip tio n
m iR N A
3 '-U T R  ta rg e t-s ite  
ab u n d a n ce
N u m b e r  o f  s ites  in  a ll a n n o ta te d  3 ' U T R s
P re d ic te d  see d -p a irin g  
s tab ility
S PS  P re d ic te d  th e rm o d y n a m ic  s tab ility  o f  seed  
p a irin g
sR N A  p o s itio n  1 Id e n tity  o f  n u c leo tid e  a t p o s itio n  1 o f  th e  sR N A
sR N A  p o s itio n  8 Id e n tity  o f  n u c leo tid e  a t p o s itio n  8 o f  th e  sR N A
Site
S ite p o s itio n  8 Id e n tity  o f  n u c leo tid e  a t p o s itio n  8 o f  th e  site
L o ca l A U  co n ten t A U  c o n te n t n e a r  th e  site
3 ' su p p lem en ta ry S u p p le m en ta ry  p a ir in g  a t th e  m iR N A  3 ' en d
P re d ic te d  s tru c tu ra l 
access ib ility
lo g 1 0 (P ro b a b ility  th a t  a  14 n t  seg m en t ce n te re d  on  
th e  m a tc h  to  sR N A  p o s itio n s  7 a n d  8 is 
u n p a ire d )
M in im u m  d is tan ce lo g 1 0 (M in im u m  d is tan ce  o f  site  fro m  s top  c o d o n  o r  
p o ly a d e n y la tio n  site)
P ro b a b ility  o f  c o n se rv ed  
ta rg e tin g  (P CT)
P ro b a b ility  o f  site  c o n se rv a tio n  th a t  co n tro ls  
d in u c leo tid e  e v o lu tio n  an d  site  c o n te x t
m R N A O R F  le n g th lo g 1 0 (L e n g th  o f  th e  O R F )
3 '-U T R  le n g th lo g 1 0 (L e n g th  o f  th e  3 ' U T R )
3 '-U T R  o ffse t-6 m e r sites N u m b e r  o f  o ffse t-6 m e r s ites  in  th e  3 ' U T R
O R F  8 m er sites N u m b e r  o f  8 m er sites in  th e  O R F
The characteristics of TargetScan are described below:
• 3’ pairing contribution: Reflection of consequential miRNA target 
complementarity outside the seed region. A more negative score demonstrates a 
more favorable site.
• Local AU content: Reflection of the transcript AU content 30 nt upstream and 
dowstream of predicted site.
• Position contribution: Reflection of the distance to the nearest end of the 
annotated UTR of the target gene
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• Target site abundance (TA) contribution to context+ score: Reflection of the 
abundance of target sites of miRNA family in a set of distinct 3’UTRs. A more 
negative score is associated with lower target site abundance in the set of 
3’UTRs.
• Seed-pairing stability contribution to context+ score: Reflection of the stability of 
a miRNA-target duplex, which is a function of the concentration of (A+U) in the 
seed region. A more negative score is associated with a weaker seed-pairing 
stability.
After scrutiny of the results delivered by TargetScan, the following parameters play a 
pivotal role in its function:
1. Cumulative weighted context++ score: this score estimates the total repression 
expected from multiple sites of the same miRNA, for each mRNA target 
predicted.
2. Branch-length score: the sum of phylogenetic branch lengths between species that 
contain a matching site.
a. 8mer: Score >0.8
b. 7mer-m8: Score >1.3
c. 7mer-A1: Score >1
3. PCT score: The higher the score, the greater the conservation and the greater 
mRNA destabilization expected.
a. 0< Per score<1
4. Aggregate Per: For each miRNA, this parameter includes the conserved 3' UTR 
targets with multiple sites that were missed in the human 3' UTR annotation, but 
were present in the mouse annotations
The datasets that were used in the analysis of this algorithm are summarized in Table 4.
Table 4. The set of datasets that were used in the build of the contex++ model [75]
Gene expression omnibus (GEO) ID, 
ArrayExpress ID, or data source
Reference
GSM854425, GSM854430, GSM854431, 
GSM854436, GSM854437, GSM854442, 
GSM854443
(Bazzini et al., 2012) [76]
GSM1012118, GSM1012119, 
GSM1012120, GSM1012121,
(Loeb et al., 2012) [77]
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GSM1012122, GSM1012123






(Helwak et al., 2013) [63]
GSM538818, GSM538819, GSM538820, 
GSM538821
(Hafner et al., 2010) [79]
GSM156524, GSM156532, GSM210897, 
GSM210898, GSM210901, GSM210903, 
GSM210904, GSM210907, GSM210909, 
GSM210911, GSM210913, GSM37599, 
http://psilac.mdc-berlin.de/download/ 
(let7b 32h, miR-30 32h, miR-155 32h, 
miR-16 32h)
(Lim et al., 2005 [52]; Grimson et al., 
2007 [23];
Linsley et al., 2007 [80]; Selbach et 
al.,2008 [56])
E-MTAB-2110 (Tan et al., 2014) [81]
GSM1479572, GSM1479576, 
GSM1479580, GSM1479584
(Eichhorn et al., 2014) [82]
GSM210897, GSM210898, GSM210901, 
GSM210903, GSM210904, GSM210907, 
GSM210909, GSM210911, GSM210913, 
GSM37599, GSM37601
(Lim et al., 2005 [52]; Grimson et al., 
2007 [23])
74 datasets compiled in Supplementary 
data 4 of Garcia et al. (2011), used as is or 
after normalization (Supplementary file 
1); GSM119707, GSM119708, 
GSM119710, GSM119743, GSM119745, 
GSM119746, GSM119747, GSM119749, 
GSM119750, GSM119759, GSM119761, 
GSM119762, GSM119763, GSM133685, 
GSM133689, GSM133699, GSM133700, 
GSM134325, GSM134327, GSM134466, 
GSM134480, GSM134483, GSM134485, 
GSM134511, GSM134512, GSM134551, 
GSM210897, GSM210898, GSM210901, 
GSM210903, GSM210904, GSM210907, 
GSM210909, GSM210911, GSM210913, 
GSM37599, GSM37601; E-MEXP-1402 
(1595297366, 1595297383, 1595297389, 
1595297394, 1595297399, 1595297422, 
1595297427, 1595297432, 1595297491, 
1595297496, 1595297501, 1595297507, 
1595297513, 1595297518, 1595297524, 
1595297530, 1595297535, 1595297564, 
1595297588, 1595297595, 1595297605,
(Lim et al., 2005 [52]; Birmingham et 
al.,2006 [83]; Schwarz et al., 2006 [84]; 
Jackson et al., 2006a [85]; Jackson et al., 
2006b [86];
Grimson et al., 2007 [23]; Anderson et al., 
2008 [87])
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1595297614, 1595297621, 1595297627, 







GSM95614, GSM95615, GSM95616, 
GSM95617, GSM95618, GSM95619








(Nam et al., 2014) [89]
http://icb.med.cornell .edu/faculty/b etel/l ab 
/betelab v1/Data.html





(Selbach et al., 2008) [56]
GSM416753 (Mayr and Bartel, 2009) [91]
GSM156522, GSM156580, GSM156557, 
GSM156548, GSM156533, GSM156532, 
GSM156524, processed and normalized
(Linsley et al., 2007) [80]
GSM37601 (Lim et al., 2005) [52]
GSM363763, GSM363766, GSM363769, 
GSM363772, GSM363775, GSM363778
(Hausser et al., 2009) [92]
2.1.2 Training data
In the study, 1000 bootstrap samples were used, each including 70% of the data from 
each transfection experiment of the compendium of 74 filtered datasets. For each type of 
site, stepwise regression was implemented, creating a set of features that was chosen as 
those that were selected for at least 99% of the bootstrap samples of at least two site 
types. This set of features along with the entire compendium of 74 datasets as a training 
set was utilized in a multiple linear regression model for each site type. As a result, 
scores for 8mer, 7mer-m8, 7mer-A1 and 6mer sites were selected to be no greater than 
-0.03, -0.02, -0.01, and 0 respectively for each site.
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2.1.3 Test data
Samples which contained the remaining 70% of the data from each transfection 
experiment of the compendium of 74 filtered datasets were reserved and used as a test 
set.
The overall procedure followed in the build, training and testing Targetscan is indicated
in Figure 9.







Ca cu ate context++ score for each site
Weight each context++ score by its affected isoform ratio (AIR)
Generate 3' UTR profiles Partition 3' UTRs by conservation Calculate site conservation metrics
b ro a d ly \(  Calculate BLS o f each site fo r sites to
Aggregate normalized 3P-seq clusters for each conserved miRNAsCalculate m edian branch leng th  score (BLS)
reference 3 'UTR Assign conservation status using BLSo f each 3 ' UTR a lignm en tBuild profiles o f tandem isoforms thresholdsPartition 3' UTRs in to  10 conservation binsCalculate 3 UTR isoform ratios along UTR length
Calculate FVTfro m  BLS
Collect aligned 3' UTRs
Get coordinates o f reference 3' UTRs 
Mask regions overlapp ing  ORFs in o th e r 
transcripts
Extract m u ltiz  a lignm entsV________ __ ________ /
Find seed-matched sites
/  "  \
Find 6mer, 7mer-A1, 7m er-m 8, and 8m er sites 
in all reference 3 'UTRs and th e ir o rtho logs  
G roup overlapp ing  sites in d iffe ren t species
V _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
Group miRNAs into families
/  G roup miRNAs w ith  the  same sequence \  
a t positions 2 - 8  in to  fam ilies 
Iden tify  miRNA fam ilies th a t are conserved 
am ong m am m als o r are m ore broad ly 
conserved am ong vertebrates 
Curate a lterna tive  isoform s o f conserved 
Y  fam ilies___________________________________ J
Define reference 3 'UTRs Collect ORFs Define miRNAs
Get 3' UTR coordinates o f p ro te in -cod ing
Acquire miRNA annota tions fo r keyGencode transcripts Iden tify  set o f representative ORF coordinates vertebrate  species
Compare to  o th e r gene m odel resources corresponding to  each reference 3' UTR M od ify  anno ta tion  o f conserved miRNAsLink 3P-seq clusters to  gene models Extract ORF sequences fro m  m u ltiz  a lignm ents based on miRNA catalogs
^  Infer longest 3 UTR fo r each stop codon
Summarize target predictions
^Calcu late  cum ulative  w e igh ted  co n te x t+ +  ' 
scores (CWCSs)
Calculate aggregate PCTS (fo r sites to  broad ly 
conserved miRNA fam ilies) fo r reference 
3 'UTRs
For each miRNA fam ily, ta lly  th e  num ber o f 
> sites o f  each typ e  per targe t
Load database and create download files
Load all data in to  MySQL database 
Create dow n load  files
Create web interface
f  Design scripts to  access database and d is p la y ^  
results by miRNA fam ily  o r g ene/transcrip t 
ID fo r each organism  
Provide o p tions  to  rank targe ts fo r each 
miRNA and miRNAs ta rge ting  each mRNA
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2.1.4 Results
This model performs significantly better than existing programs and is characterised the 
best high-throughput method in vivo crosslinking approaches. This is evident due to the 
fact that no more false-positive predictions are generated than the best experimental 
datasets and the union of the CLIP supported targets. In addition, it confirms that 
miRNAs bind to non-canonical sites despite their inefficacy. In case of canonical sites 
only, it is observed that the set of canonical CLIP-supported targets outperforms the 
predictions of Targetscan in some cases, while the repression of the predictions of its 
contex++ model, with the aid of pulldown-seq or IMPACT-seq data, is more effective 
than using mRNAs identified biochemically without crosslinking. Finally, it achieves 
high performance in terms of sensitivity and precision.
2.2 PACCMIT
PACCMIT (Prediction of ACcessible and/or Conserved MIcroRNA Targets) [93, 94] is 
an algorithm that filters potential miRNA binding sites in 3’UTR regions by their 
conservation, accessibility, or both and then ranks the predictions according to the over­
representation of sites complementary to the miRNA seed, using a Markov-based model.
The algorithm filters the seed matches according to one or the two following criteria and 
allows looking for shorter or longer matches as well as for matches with varying starting 
position:
• Accessibility (unrestricted location): for all 4-mers in the seed match, the 
probability Pu that the 4-mer is accessible (is contained within a single-stranded 
region of RNA) is calculated. Only the "partially accessible" seed matches 
(contain at least one 4-mer with Pu>= Pcutoff ) is chosen.
• Accessibility (restricted location): seed matches are considered as "partially 
accessible" only in cases where the 4-mer opposite to positions 2 to 5 of the 
miRNA has Pu>= Pcutoff.
• Conservation: Only the seed matches that are conserved in the human, chimp, 
rhesus and mouse 3'UTRs are selected.
However, the results of this study take into account 7-mers complementary matching to 
the positions 2-8 of miRNA. As a result, the above possible filters take the form:
• Accessibility: ‘access’ (only accessible 7-mers are counted) or
• Conservation: ‘cons’ (only conserved 7-mers are counted or
• Accessibility-Conservation: ‘cons+access’ (only 7-mers that are both conserved 
and accessible are counted)
• No filter: whole 3UTR and all seed matches are considered
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Then, for each target sequence the number ca ter of seed matches that meet the filter 
requirements is computed. In addition, the probability PSH, that there are at least cfilter 
seed matches in a random background sequence with the same dinucleotide composition 
as the real sequence, is calculated. The probability PSH measures the over-representation 
of the seed matches in a given target sequence. As a result, lower PSH values (higher 
over-representation) demonstrate higher chances of biological functionality.
2.2.1 Training data
In order to evaluate the conservation filter, the proteomics dataset of Baek et al. [58] and 
Selbach et al [56] are used. The latter dataset covers three highly conserved miRNAs. In 
particular, an arbitrary classification of the miRNA-gene pairs between functional and 
non-functional is performed based on the log2 fold changes (log2FC) in protein 
expression. Specifically, miRNA-gene pairs with log2FC<-0.2 are considered functional 
targets, while the remaining pairs are considered non-functional targets.
2.2.2 Test data
Positive and negative datasets using the binding sites reported in the PAR-CLIP 
experiments [79] are formed, in order the effect of different filters on sensitivity and 
precision of target predictions for highly and weakly conserved miRNAs, to be tested.
2.2.2.1 Positive datasets
Only the 100 most abundant miRNAs from [79] are utilized and are divided into two 
groups containing 74 highly conserved and 26 weakly conserved miRNAs. In each 
group, in functional miRNA-gene pairs at least one 7-mer matching miRNA positions 2­
8 is found between positions 21 and 30 of the regions mapped to the 3'UTRs. Overall, 
3,698 such positive interactions are found.
2.2.2.2 Negative datasets
Initially, all genes, for which there is no evidence of AGO binding in the entire transcript 
but they contain seed matches in their 3' UTR, are gathered. Then, for each group of 
miRNAs, all possible combinations between the miRNAs and the previous genes are 
produced. As a result, the negative datasets of non-functional pairs are constructed by 
randomly selecting N pairs from the previously generated combinations, where N equals 
the number of functional pairs found for the same group of miRNAs. In the case of 
highly conserved miRNAs, N=3,586, while in the case of weakly conserved miRNAs, 
N=112. Given to the abundance of negative interactions, only 3,698 randomly chosen 
negative interactions are used for the analysis for the purpose of balancing positives and 
negatives sets.
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Due to the analysis of the statistical significance of the precision and sensitivity values of 
the different methods, each dataset of 2*N validated pairs (N functional and N non­
functional) is partitioned into three smaller sets. The subsets of highly conserved 
miRNAs contain 25, 25 and 24 miRNAs. The subsets of weakly conserved miRNAs 
contain 9, 9 and 8 miRNAs. The statistical significance of the difference between various 
methods is evaluated with the one-sided ttest.
2.2.3 Computation of accessibility
Accessibility is used in two of the aforementioned criteria that filter the seed matches. 
Indeed, any 7-mer in the 3'UTR sequence (including seed matches) is labeled as 
accessible if it contains at least one 4-mer unpaired with a probability Pfree>Pcutoff, where 
Pcutoff has an optimized value of 0.2. Calculation of Pfree values for all 4-mers in all the 
human 3'UTR sequences is implemented with the program RNAplfold with parameters 
W(window)=80 and a maximum pairing distance L=40.
2.2.4 Scoring scheme
The predicted miRNA-3'UTR interactions are ranked according to the single hypothesis 
P value (Ps h ), which considers simultaneously single and multiple binding sites as well 
as facilitates accessibility and/or conservation filters. PSH is defined as an approximate 
probability that a given oligomer (e.g., a 7-mer), complementary to the miRNA seed, is 
found by chance at least c times in the corresponding 3'UTR. Lower values of PSH imply 
that the interaction is more likely to be functional. PSH is computed as:
( 1)
Where tfilter is the number of 7-mers in a 3'UTR sequence that meet the filter requirement 
and cfilter is the number of seed matches that meet the filter requirement.
In case both accessibility and conservation filters are used, PSH is computed using Eq. (1) 
where tfilter equal to the total number tcons+access of 7-mers in the 3'UTR that are both 
conserved and accessible (regardless of their complementarity to the seed) and cfilter 
equals to the number ccons+access of conserved and accessible seed matches.
2.2.5 Results
The conservation of the binding site is counted by the number of species with the same 
sequence and/or by the phylogenetic distance between the species sharing the same 
sequence. In site conservation, the following approaches are used:
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• “Any-species” (Any-S) approach: the seed match must be present in the aligned 
sequences of at least S species (including the human), regardless of their distance 
from the human.
• “Selected-species” (Selected-S) approach: the seed match must be present in the 
aligned sequences of specific S species. The (S+1)st added species is pre-selected 
and is more distant from the human than the preceding S species. Only the 
species, in which the seeds of the eight miRNAs from the proteomics datasets 
that are conserved, are included.
As a result, for both implementations and for all levels of stringency of the conservation 
filter, PACCMIT has better performance with the conservation filter than without it and 
S=12 is chosen to be the cut-off.
In addition, it is found that for highly conserved miRNAs, the conservation filter finds 
more true targets per miRNA and the precision is higher than in the accessibility filter, as 
both sensitivity and precision are higher among the top predictions. However, in the case 
of weakly conserved miRNAs, the conservation filter has worst performance not only 
compared to the accessibility filter but in many cases also to the algorithm with no filter 
at all, proposing that the site conservation is not equally effective in rejecting false 
positive predictions for all miRNAs. Consequently, criteria such as accessibility should 
be considered. Alltogether, 48.5 targets per highly conserved miRNA and only 4.3 
targets per weakly conserved miRNA are obtained. This difference is justifiable due to 
the fact that highly conserved miRNAs possibly accumulate more targets throughout 
evolution. Moreover, the combined filter of conservation and accessibility appears to 
slightly improve the sensitivity, precision, and quality (measured by downregulation of 
targets) of the top predictions of highly conserved miRNAs compared to the application 
of each filter separately. Finally, it is concluded that the top ranking predicted miRNA- 
gene interactions correspond to more downregulated proteins than do the lower ranking 
predicted miRNA-gene interactions.
2.3 PACCMIT-CDS algorithm
PACCMIT-CDS [93, 95] is an unbiased algorithm, which predicts both conserved and 
non-conserved miRNAs targets within coding sequences (CDS) by searching for 
conserved motifs that are complementary to the microRNA seed region. Then, miRNA- 
gene interactions are ranked according to overrepresentation of conserved seed matches 
preserving the codon usage and the amino acid sequence. Indeed, the best scoring 
interactions are mapped to complementary sites that are preserved only for gene 
regulation. The algorithm succeeds a lower rate of false positives and better ranking of 
predictions than existing methods in the 3' UTR.
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2.3.1 Training data
Genomic coordinates of Ensembl human genes in hg18 are used to derive the human 
coding sequences available at the UCSC Table browser subject to the formation of the 
mRNA sequences. Overall, 21,426 coding sequences are examined. Similarly, 1,919 
miRNA sequences used in this study are extracted from the miRBase v18 [96] 
(http://www.mirbase.org).
2.3.2 Important parameters
The extent of overrepresentation is calculated by defining the probability PSH, which 
denotes that a specific seed match would be found in a specific sequence at least c times 
by chance. c declares the number of seed matches in the real sequence.
Lower PSH values and therefore stronger overrepresentation contain a higher likelihood 
of biological functionality. Specifically, probability PSH is computed as:
i V c  n u m b er o f  r a n d o m  sequences w ith at lea st c seed m a tc h es
P s H  —  ---------- =  ----------------------------------------------------------------------------------------------------------------
Ntotal total n u m b er o f  r a n d o m  sequences
The precision of the algorithm is further increased by implementing the conservation 
filter of the seed match. In particular, if ccons is the number of conserved seed matches 
observed in the real sequence, the formula is modified as:
PSH =
Nccons number o f  random  sequences w ith  at least ccons conserved seed matches 
Ntotai to ta l number o f  random sequences
PSH intervals are declared as 10 (n+1) < PSH< 10 n, for n = 0, 1 ..., 7. Due to the fact that 
the best resolution of PSH with 108 random sequences is 10-8 , the last interval is simply 
defined as PSH<10- 8 .
Another crucial parameter in this analysis is the signal-to-noise ratio, which is defined 
for a given PSH interval: the ratio between the predictions within this PSH interval in two 
genomes: the real genome (signal) and the random background (noise).
Moreover, due to the fact that conservation of seed matches in the human genome among 
different species is considered, a 28-species alignment file (MAF file) is utilized, which 
is available at the UCSC Table browser. In particular, as in the case of PACCMIT, the 
“Any-species” approach introduced by Marin and Vanicek [94] is employed. Indeed, a 
seed match is conserved if it is displayed in the aligned sequences of at least S species 
(including the human), regardless of their phylogenetic distance from the human. The 
threshold S = 12 is concluded to be the ideal cut-off, as is shows that conservation in 12 
species increases the performance of the algorithm in terms of precision.
47
The online predictions are available at https://lcpt.epfl.ch/PACCMIT-CDS, consider 7-mer 
seed matches and use the PS+CU protocol.
2.3.3 Generation of random background sequences
4 different protocols are utilized in the production of random background sequences:
NR: No restrictions imposed. Each codon is accidentally replaced by any other codon of 
the genetic code, even if it was present or absent in the original sequence
PS: Preservation of the protein sequence. Each codon is replaced randomly only with 
synonymous codons
CU: Preservation of codon usage by shuffling all the codons present in the real sequence
PS + CU: Preservation of protein sequence and codon usage. Shuffling only of codons 
that encode the same amino acids.
The shuffling in CU and PS + CU is implemented by a modified version of the Fisher- 
Yates shuffling algorithm (Knuth [97]). In an array with N elements, the following steps 
are carried out:
• Traversal of array elements with indices i from 1 to N-1
• Selection of a random integer j, for each index i, satisfying i < j < N
• Swap of ith and jth elements
The shuffling algorithm achieves linear complexity in N in contrast to the original 
quadratic implementation of Fisher and Yates. More significantly, all N! different 
permutations are generated with equal likelihood.
2.3.4 Test data
For the computation of the precision and sensitivity of the algorithm, 4,376 interactions, 
which are included in the positive and negative data sets and use the binding sites 
reported in the PAR-CLIP experiments, [79] are considered. In particular, PAR-CLIP 
experiments provide direct information about physical binding between miRNA and 
mRNA. In addition, following the procedure from Marin and Vanicek [94], from a set of 
100 most abundant miRNAs, 74 conserved miRNAs are selected. As a result, 2,188 
highly reliable positive interactions are obtained, defining true targets as genes whose 
coding region contains at least one seed match, overlapping with an AGO-bound region.
As far as the negative data set is concerned, genes for which no seed match overlaps with 
any region of the whole transcript (5' UTR, CDS, or 3' UTR) are taken into account. 
Among these unbound genes, only those, which contain at least one 7-mer
48
complementary to positions 2-8 of any of the 74 conserved miRNAs, are retained. As a 
result, the negative data set of nonfunctional pairs is formed by randomly selecting 2,188 
pairs from the list of unbound pairs.
Moreover, proteomics data of [56], which provide the protein fold changes calculated 
after overexpression of five conserved miRNAs, are also tested.
2.3.5 Results
In the study of PACCMIT-CDS, PS + CU protocol is the background model which is 
finally employed due to the least contaminated noise. In addition, applying conservation 
of binding sites throughout evolution increases the signal-to-noise ratio as well as the 
likelihood that the predictions in that PSH interval are highly probable to be functional. 
As far as the precision curves of the algorithm are concerned, the PS + CU protocol, as a 
background model, removes more false positives than other randomization schemes and 
site conservation increases the precision of the algorithm by as much as ~20%, 
independently of the background used. Another experiment includes the effect of the 
alteration of the length of the seed match on sensitivity and precision of the algorithm. In 
examining 6-, 7-, and 8-mers, it is found that 7-mers outperforms the 6-mers and 8-mers 
in terms of precision in most of the sensitivity range and that 7-mers are more reliable 
than 8-mers. The same behavior is observed both in PAR-CLIP and proteomics data sets, 
requesting always site conservation.
2.3.6 Web Server
Both PACCMIT and PACCMIT-CDS algorithms are incorporated in a web server at 
http://paccmit.epfl.ch. Initially, the user must select one of the two existing algorithms, 
either PACCMIT for transcripts targeted in the 3' UTRs or PACCMIT-CDS for 
transcripts targeted in the CDSs. As an option, the user can also increase the precision of 
the selected algorithm by enforcing conservation (available for both PACCMIT and 
PACCMIT-CDS) and/or accessibility (available for PACCMIT only) filters. In addition, 
the user defines the miRNAs and mRNAs to be analyzed. Then, the web server detects 
candidate miRNA-target pairs, ranks them according to a P-value, assesses the statistical 
significance according to the false discovery rate and provides the predictions, containing 
a list of miRNA/mRNA pairs in multiple downloadable formats. The algorithm only 
predicts if the given mRNA as a whole is possible to be targeted by the given miRNA. 
An overview of the web server is showed in Figure 10.
Figure 10. Review of the main user interface of the PACCMIT/PACCMIT-CDS web 
server. (a) Selection of the algorithm: either PACCMIT or PACCMIT-CDS. Application 
of filters: accessibility (PACCMIT only) and/or conservation (PACCMIT and 
PACCMIT-CDS. Selection of the genome, assembly and track of interest. PACCMIT
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supports the subsequent database combinations i. NCBI36/hg18, Ensembl genes, 
ii.GRCh38/hg38, Ensembl genes, iii.GRCh38/hg38, RefSeq genes. PACCMIT-CDS 
supports only the NCBI36/hg18, Ensembl genes option. (b) Insertion of miRNAs of 
interest. miRNAs are pasted as accession numbers directly into the web site or are 
uploaded as a text file. Duplicates are automatically eliminated. (c) Insertion of mRNAs 
of interest. mRNAs are inserted either as transcript IDs or RefSeq IDs (d) Specification 
of the output parameters. The predicted miRNA/mRNA pairs can be exported to 
Microsoft Excel (version 97 and newer) and CSV files. In case the format of the output 
file is not specified, the predictions are displays within the browser as HTML format. In 
the results generated from the database, apart from the unique miRNAs and mRNAs (if 
any), items not found in the search (‘discarded’) and miRNA accession numbers or 
mRNA transcript IDs present in the database and thus in the search, appear in tabular 
form. The miRNA target predictions contain the following columns: Transcript ID, Gene 




MIRZA-G (MIRZA-Genome-wide) [98] constitutes a method that can predict canonical, 
non-canonical miRNA targets and siRNA off-targets with similarly high accuracy, using 
evolutionary conservation. A fundamental part of the model includes the miRNA-target 
interaction energy predicted by the MIRZA biophysical model that had been inferred 
from Argonaute 2 crosslinking and immunoprecipitation (Ago2-CLIP) data [99]. This 
model’s implementation assigns base binding energies on the candidate miRNA-mRNA 
duplexes. Along with the MIRZA-predicted energy of interaction, the model includes 
features such as the nucleotide (nt) composition around putative target sites, their 
structural accessibility and location within 3' untranslated regions (3' UTRs), predictive 
for functional miRNA target interactions. The training and testing of the algorithm was 
performed using two generalized linear models (GLMs) with the logit function (logistic 
regression) against miRNA/siRNA transfection microarray and proteomics datasets.
2.4.1 Training Data
For the training and the evaluation of the model, 26 experiments were carried out by 
seven different groups, in which the changes in gene expression are induced by the 
transfection of individual miRNAs, are measured. A summary of the experimental data 
sets is presented in Table 5. Data are processed to obtain the log2 fold changes in gene 
expression levels upon transfection of individual miRNAs. Similarly, the changes in 
gene expression, induced by 12 different siRNA transfected individually, are measured 
by Birmingham et al. [83] and processed by van Dongen et al. [100] to infer siRNA off- 
target presence.
Table 5. Summary of the experimental data sets utilized for training and assessing the 
model.
Reference Data source (Gene 
Expression Omnibus 
(GEO) accession / URL)
miRNAs in the data set
Dahiya et al. [101] GSE10150 miR-200c, miR-98
Frankel et al. [102] GSE31397 miR-101
Gennarino et al. [103] GSE12100 miR-26b, miR-98
Hudson et al. [104] GSE34893 miR-106b
Leivonen et al. [105] GSE14847 miR-206, miR-18a, mir- 
193b, miR-302c
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Linsley et al. [80] GSE683 miR-103, miR-215, miR- 
17, miR-192, let-7c, miR- 
106b, miR-16, miR-20a, 
miR-15a, miR-141, miR- 
200a
Selbach et al. [56] http://psilac.mdc-
berlin.de/download/
miR-155, let-7b, miR- 
30a, miR-1, miR-16
Jackson et al. [86] http://www.ncbi.nlm.nih.go
v/geo/














Preparation o f samples 
24 h after transfection
2.4.2 Trained Features
2.4.2.1 M IR Z A  ta rg e t q u a lity  score
The computation of the MIRZA target quality score is essential for the prediction of 
miRNA/siRNA target sites. Windows of fixed length, 50 nts, in 3' UTRs are utilized due 
to the dependence of target quality score on the length of the putative target site. Initially, 
a minimization of target quality score that results from the reanalysis of 2,998 sites from 
Khorshid et al. [99] is crucial for training the MIRZA model. Then, for each site, the 
miRNA with the highest target quality score is detected and the calculation of the 
highest-scoring hybrid structure between this miRNA and the CLIPed site takes place. 
What is more, each putative site is classified as canonical or non-canonical and those 
with target site quality scores greater or equal to 50 are retained.
2.4.2.2 P osition  o f  the  ta rg e t site in  3 ' U TR s
The minimum between the distance from the beginning of the seed-complementary 
region to the stop codon and to the poly-A tail.
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2.4.2.3 N uc leo tide  con ten t
‘Flanks G content’: proportion of G nts within 50 nt upstream and 50 nt downstream of 
the miRNA seed-matching region.
‘Flanks U content’: U nts, respectively, within 50 nt upstream and 50 nt downstream of 
the miRNA seed-matching region.
2.4.2.4 A ccess ib ility
Structural accessibility of the target site is declared as the probability that the 21 
nucleotide long region (located on the right-hand side by the nucleotide matching the 5'- 
most nucleotide of the miRNA seed) is in single-stranded conformation, across all 
possible secondary structures. The calculation of this probability is implemented with 
CONTRAfold, a method for RNA secondary structure prediction that is based on 
conditional log-linear models (CLLMs). In addition, the indispensable energy which 
opens the secondary structure of the target region is computed with the RNAup program 
from the Vienna package. Accessibilty is also computed in the seed-complementary 
region and in extended target site.
2.4.2.5 B ra n ch  leng th  score
For the computation of the branch length score, the following alignments are necessary:
• Alignment of the 3' UTR sequences to the human genome (hg19) with GMAP (A 
Genomic Mapping and Alignment Program for mRNA and EST Sequences)
• Pairwise alignments of the human genome (hg19) to genomes of 41 other species 
from UCSC (http://hgdownload.cse.ucsc.edU/downloads.html#human)
• Assessment of the level of evolutionary conservation of putative target sites 
through the genomic region of the human 3' UTRs serving as anchor
• Phylogenetic tree of 46 species (including Homo sapiens) 
(http://hgdownload.cse.ucsc.edu/goldenPath/hg19/multlz46way/)
• Elimination of species for which pairwise alignments to human are unavailable
For each putative target site in humans the following steps are performed:
• Extraction of the region that corresponds to the putative target site in the human 
3' UTR in all other species.
• Computation of the target quality score of the putative target sites with the human 
miRNA and consideration of the target site when the target quality score was at 
least 50.
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• Computation of the fraction of the total evolutionary distance in the phylogenetic 
tree along (branch length score). All manipulations of the phylogenetic tree were 
performed with DendroPy package.
• Comparison of the estimates of selection pressure obtained beforehand with the 
posterior probabilities that individual putative target site are under evolutionary 
selective pressure, calculated with the ElMMo method [106]. The aforementioned 
method supports seed-matching miRNA-complementary sites only.
2.4.3 Machine Learning Models - Training of the generalized 
linear model
Two generalized linear models (GLMs) are trained with the logit function (logistic 
regression) to classify the training data. The first model includes the branch length score 
as a feature, while the second model is not. For each experiment, the 100 most 
downregulated and the 100 least-changing (whose log fold-change is closest to 0) 
transcripts are extracted with a single putative miRNA binding site in the 3' UTR. 
Therefore, these transcripts provided the 100 positive and the 100 negative target sites in 
the experiment. Furthermore, for each site the trained features described above are 
computed. The evaluation of the power of the trained features is implemented with the 
use of two-sample t-tests for the difference of the mean values of a given feature between 
the positive and negative target sites in each experiment. Finally, the subset of 
experiments, in which the differences between the positive and the negative subsets of 
sites are the most significant (most significant t-values), is used to train the model.
2.4.4 Test data
In the test dataset only putative canonical sites of miRNAs are utilized. The other subset 
of experiments, in which the differences between the positive and the negative subsets of 
sites are not the most significant, is used for testing the model.
Figure 11. Value of t-statistic in comparing the mean values of features used in the 
model (rows) among functional and non-functional miRNA seed-complementary sites 
across 26 experiments (columns). The data from the experiments labeled in blue were 
used to train the model and those from experiments labeled in red were used in testing 
the model.
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In this study, four different models are implemented, which lead to the prediction of 
diverse target site types. The features that each model incorporates and the site type that 
target are summarized in Table 6.
Table 6. Four alternative MIRZA-G models
Model name Features Target site type
seed-MIRZA-G MIRZA target quality 
score, structure 
accessibility, nucleotide 
composition of flanks, 
distance to boundary
canonical
seed-MIRZA-G-C MIRZA target quality 
score, structure 
accessibility, nucleotide 
composition of flanks, 
distance to boundary, 
evolutionary conservation
canonical
MIRZA-G MIRZA target quality 
score, structure 
accessibility, nucleotide 








composition of flanks, 
distance to boundary, 
evolutionary conservation
As far as the impact siRNAs provoke to pathways is concerned, 3' UTRs are scanned for 
matches to the seed regions of all siRNAs, therefore obtaining ~50 million distinct 
matches. For each of these putative target sites, the trained features described above are 
calculated. In the end, per-gene scores for all siRNAs are determined.
2.4.5 Results
The MIRZA-G variant that uses evolutionary conservation performs better than currently 
available methods, in predicting canonical miRNA target sites. What is more, it 
undergoes the strongest down-regulation in response to miRNA transfection and predicts 
non-canonical miRNA target sites with similarly high accuracy. In addition, it is found 
that the most predictive feature that contributes to the mRNA degradation is the branch 
length score, which can readily be computed for non-canonical sites. Furthermore, 
MIRZA-G variants predict siRNA off-target sites with accuracy unmatched by currently 
available programs, whether only canonical or both canonical and non-canonical sites are 
taken into account. Especially, in case of evolutionary conservation of the siRNA- 
complementary sites, a stronger downregulation of the predicted mRNA targets is 
observed.
2.5 RNA22
RNA22 [34] consists of a pattern-based approach for the discovery of microRNA 
binding sites and their corresponding microRNA/mRNA complexes. RNA22 has high 
sensitivity, does not rely upon cross-species conservation, is resilient to noise and can be 
applied to the analysis of any genome without requiring genome-specific retraining. Its 
characteristic of avoiding the use of a cross-species sequence conservation filter, permits 
the discovery of microRNA binding sites that may not be present in closely related 
species. Putative microRNA binding sites can be identified when the identity of the 
targeting microRNA is unknown, thus enabling the identification of binding sites, even if 
the targeting microRNA is not among those currently known.
In addition, the method’s fundamental idea was extended to a low-error microRNA- 
precursor-discovery scheme. As a result, the true numbers of microRNA precursors of a 
genome, microRNA binding sites and affected gene transcripts may be substantially 
higher than currently hypothesized and in along with 3’-UTRs, numerous binding sites 
likely exist in 5’-UTRs and CDSs.
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The flowchart, shown in Figure 12, presents the various steps of the RNA22 method. 
Firstly, during input preparation, all duplicates and seldom identical entries are extracted 
from the set of mature sequences. Through the pattern discovery step, salient, conserved 
sequence features are identified and are portrayed with the aid of patterns. As a whole, 
these patterns reflect the original body of knowledge but in a diverse and superfluous 
way. During the identification of Target Sites’ step, sequence segments from the primary 
input are illustrated by multiple patterns, each of which appears in two or more 
sequences. The term “target island” is applied to any hot spot where the reverse 
complement of mature microRNA patterns aggregated. Due to the high number of 
patterns clustering around specific UTR locations and the “guilty-by-association” 
approach [107], such “hot spots” are matched with putative microRNA binding sites. 
Finally, during the association of MicroRNAs with Target Islands step, putative 
microRNA binding sites, in the form of a target islands, are allocated and the 
establishment of the identity of the microRNA(s) that will bind to it, is taking place. 
Indeed, each one of the available microRNAs is paired with each generated target island, 
for all possible relative offsets.
Figure 12. Flowchart shows the Various Steps of the Method.
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2.5.1 Training data - Input Preparation
644 mature microRNA sequences, obtained from Release 3.0 (January, 2004) of RFAM 
[108] were processed. The 2-year-old release of the RFAM database was necessary in 
order to measure the ability of the method to deduce from a small repository of available 
knowledge. Before processing, identical and near-duplicate entries from this collection 
were eliminated using a scheme [109] in reference to BLASTN [110]. Indeed, no two 
remaining sequences from the ultimate set of 354 ones advocate on more than 90% of 
their positions.
2.5.1.1 E xtension  to  the  D iscovery o f  M ic ro R N A  P recursors
The 719 microRNA precursor sequences, contained in Release 3.0 of RFAM (01/2004), 
were utilized as training dataset. A no redundant set of 530 sequences arose posterior to 
the extraction of identical and near-duplicate entries. Moreover, the experiment was 
repeated by considering the precursor sequences contained in the December 2005 
instance of RFAM as training data.
2.5.2 Test data
As far as testing data are concerned, three main validation methodologies were applied. 
The first one includes the prediction of the microRNA binding sites of previously 
reported heteroduplexes. The aforementioned was facilitated by the training of RNA22, 
utilizing a January 2004 instance of the RFAM database. As a result, any binding sites 
that RNA22 forecasted and appeared in the literature after January 2004, were equivalent 
to fitting de novo predictions. Indeed, RNA22 effectively distinguish 81%, or 17 out of 
the 21 full-length binding sites, for instance sites with base-pairing that extends beyond 
the microRNA's seed or nucleus region.
The second method aims at the identification of the correct microRNA for previously 
reported heteroduplexes. After the determination of all target islands in a given UTR, it 
was crucial to shape complexes between the islands and each candidate microRNA as 
well as report the microRNA which satisfies the user-specified M, G and E parameters. 
For this purpose, this process was employed to the 17 previously reported, full-length 
binding sites. Consequently, RNA22 precisely identified the primary reported microRNA 
as the one binding to the found site.
The third method consists of the experimental support for novel predictions of RNA22. 
Luciferase-reporter assays were implemented to test binding the sites predicted by 
RNA22. Each predicted microRNA binding site was introduced as a single copy directly 
downstream of a Renilla luciferase open reading frame (ORF). Three murine microRNAs 
(mmu-miR-375, mmu-miR-296 and mmu-miR-134) were part of the analysis. Setting a
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minimum of M = 14 matching base pairs between the microRNA and a target, at most G 
= 1 unpaired bases in the seed region and binding energies [E = -22 Kcal/mol for the 
microRNA/mRNA complex], 2292, 271 and 2318 targets for miR-375, miR-296 and 
miR-134 respectively, were predicted. Due to the inability to test all the predictions, 
solely 44 predicted targets for miR-375, 24 for miR-296 and 158 for miR-134 were 
tested. Thus, Luciferase activity was suppressed by at least 30% for 168 out of the 226 
tested predictions. Indeed, for more than half of the tested predictions, suppression 
ranged between 40% and 80%.
Finally, false positive rate, sensitivity and resilience in the presence of random sequences 
were also calculated.
2.5.3 Machine Learning Models
In the stage of Pattern Discovery, the Teiresias algorithm [111] was applied to discover 
variable-length motifs (“ patterns” ) in the mature microRNA sequences of the cleaned- 
up input. The aforementioned motifs incorporate a minimum of L = 4 nucleotides, 
contain at least 30% of their positions specified (i.e.,W = 12) and appear a minimum of 
K = 2 times in the processed input.
Conserved sequence segments are represented by regular expressions with varying 
degrees of descriptive power [112]. In this analysis, expressions with a combination of 
literals (solid characters from the alphabet of permitted symbols), wildcards (each 
denoted by “ .’’ and representing any character) and sets of equivalent literals, which can 
occupy the corresponding position, were employed. For instance, 
[AT][CG].TTTTT[CG]G..[AT] is one such pattern. In particular, all instances of it 
contain either an A or T on their first position, a C or G on their second position, any 
nucleotide on their third position and a T on their fourth position. These patterns are 
called ‘‘rigid patterns’ due to the fact that the distance between two consecutive occupied 
positions remains intact across all instances of the pattern. Furthermore, a second-order 
Markov chain was trained in order to estimate each pattern’s statistical significance. All 
patterns with estimated log-probability > -38 were rejected. As a result, 233,554 mature 
microRNA patterns abided after the implementation of this stage.
2.5.4 Results
The following results are concluded from the analysis of RNA22 algorithm.
2.5.4.1 In s u lin  secretion in  M u rin a e
Validated target #2 of miR-375 is included in the 3'UTR of Kv2, a member of the 
voltage-dependent K+ channel family. In addition, validated target #14 is contained in
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the 3'UTR of a GLP-2 receptor. Both of these targets are linked to insulin secretion [113, 
114].
2.5.4.2 A  single m ic ro R N A  can have num erous ta rgets
From the studies obtained for miR-134 and miR-375, it was concluded that a huge 
portion of the predicted miR-134 and miR-375 targets are plausibly true.
2.5.4.3 R e v is iting  the n u m b e r and loca tion  o f  m ic ro R N A  b in d in g  sites
Since the presented pattern recognition method is not biased in any way in favor of 
3'UTRs, it was also applied to the analysis of the 5'UTRs and CDSs of the four genomes. 
Between 31% and 53% of the known 5'UTR sequences, they are forecasted to contain 
one or more targets. Concerning CDSs, almost every amino acid coding sequence was 
predicted to contain one or more targets. In all regions, namely 5'UTR, CDS and 3'UTR, 
the number of discovered target islands was roughly 1/100 of the number of examined 
nucleotides. Thereupon, microRNA regulation may be effected through the 5'UTRs and 
CDSs of gene transcripts in animals, along with 3'UTRs.
The 3'UTRs of C.elegans, D. melanogaster, M. musculus and H. sapiens were analyzed 
and the number of microRNA binding sites they contain, was calculated. Table 7 
aggregates the results. Indeed, according to the genome, between 74% and 92% of the 
known 3'UTRs one or more target islands are contained, each of which corresponds to at 
least one putative binding site.
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Number of 3'UTRs 
Containing One or 










C. elegans 13.186 9752 (73.9%) 3.048.704 27.700
D. m elanogaster 14.965 13.104 (87.6%) 6.671.035 63.918
M. m usculus 20.257 18.597 (91.8%) 18.058.224 180.157






Number of 5'UTRs 
Containing One or 










C. elegans 11,713 3654 (31.2%) 797.941 7085
D. m e lanogaster 15.461 12.139(32.7%) 4.129.409 37.078
M. m usculus 19.978 10.298(51.5%) 4.398.970 31.967






Number of CDSs 
Containing One or 










C. elegans 25.811 23.515(91.1%) 34.476.529 362.110
D. m elanogaster 19.177 19.059 (99.4%) 32.199.294 270.617
M. m usculus 31.535 31.345(99.4%) 42.926.064 420.238
H. sapiens 33.869 33.545 (99.0%) 50.737.171 476.677
(A) Results from the analysts of 3'UTRs.
(B) Results from the analysis of 5'UTRs.
(C) Results from the analysts of CDSs.
2.5.4.4 R ev is iting  the  n u m b e r o f  m ic ro R N A  precursors
According to the analysis of the four model organisms, the number of endogenously 
encoded microRNA precursors may in fact be substantially higher than currently 
hypothesized, in all four studied genomes (Table 8). This statement is further buttressed 
from the method’s estimated low false-positive. In addition, for each predicted precursor, 
RNA22 reports the mature microRNA(s) contained therein.
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Table 8. RNA22’s Estimates of the Number of MicroRNA Precursors for the Worm, 
Fruit Fly, Mouse and Human Genomes.
Genome
Number of MicroRNA 
Precursors Contained 
in the Used Training 
Set
Number of MicroRNA 
Precursors that 
Are in the Training 
Set and Can Be 
Detected by ma22
Total Number of 
MicroRNA Precursors 
Detected by ma22 
Including Already 
Known Ones 
5  25 Kcal/mol 
( < -1 8  Kcal/mol)
Estimated Error when 
Predicting MicroRNA 
Precursors 
5 25 Kcal/mol 
( < -1 8  Kcal/mol)
C. elegans 106 78 (73.6%) 359 (745) 51 %  (52% )
D. m e lanogaste r 78 62 (79.5%) 654 (1.236) 51 %  (52% )
M . m uscu lus 202 165(81.7%) >25.000 (>44.000) 51 %  (52% )
H. sap iens 176 154(87.5%) >25.000 (>55.000) 51 %  (52% )
Results are  reported for two folding energy cutoffs: -2 5  Kcal/mol and - 18 Kcal/mol.
2.6 TargetRank
TargetRank [115] constitutes a method which enables improved siRNA off-target 
prediction, permits integrated ranking of conserved and no conserved miRNA targets as 
well as demonstrates that targeting by endogenous and exogenous miRNAs/siRNAs 
involves similar or identical determinants. Vertebrate mRNAs are frequently targeted for 
post-transcriptional repression by microRNAs through mechanisms involving pairing of 
3’ UTR seed matches to bases at the 5’ end of miRNAs. Through analysis of expression 
array data following miRNA or siRNA overexpression or inhibition, it was found that 
mRNA fold change increases multiplicatively (i.e., log-additively) with seed match count 
and that a single 8mer seed match is more susceptible to the mediation of down- 
regulation comparable to two (2) 7mer seed matches. Thus, several targeting 
determinants that improve seed match-associated mRNA repression, along with the 
presence of adenosine opposite miRNA base 1 and of adenosine or uridine opposite 
miRNA base 9, independent of complementarity to the siRNA/miRNA, were identified. 
Independently, increased sequence conservation in the ~50 bases 5’ and 3’ of the seed 
match and increased AU content 3’ of the seed match were each associated with 
burgeoned mRNA down-regulation.
2.6.1 Datasets
2.6.1.1 3 ’ -U T R  datasets
Genome coordinates for 3’ UTRs were obtained using Refseq annotations and 
alignments of hg17 with 16 other vertebrate genomes, available from UCSC 
(http://hgdownload.cse.ucsc.edu) for human (hg17, May 2004), mouse (mm5, May 
2004) and zebrafish (danRer3, May 2005). Only Refseq transcripts mapping uniquely to
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the genome were considered. Annotated 3’ UTRs shorter than 50 nt were excluded and 
solely Refseq transcripts mapping uniquely to the genome were taken into consideration.
The 3’-UTR sequences were examined for no overlapping seed matches to relevant 
miRNAs or siRNAs of the types, as shown in Figure13. As far as human and mouse 
analysis is concerned, multiple alignments were obtained for each 3’ UTR by extracting 
the relevant region from genomic alignments available in multiple alignment format 
(MAF) from UCSC in order conservation to be assessed 
(http://hgdownload.cse.ucsc.edu, hg17 alignments of 17 vertebrate genomes). Seed 
matches with perfect conservation in aligned human, mouse, rat and dog (HMRD) UTRs 
were labeled as conserved.
Figure 13. (A) Seed match types and numbering system, illustrated for miR-1. Positions 
in the miRNA are numbered 5’-3’. (Seed match 6 mer) WC inverse complement of 
miRNA bases 2-7; (A1) presence of adenosine opposite miRNA base 1; (M8) WC match 
to miRNA base 8.
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2.6.1.2 m iR N A  and s iR N A  tra ns fe c tion  datasets
Microarray expression data for miR-1 and miR-124 HeLa transfection experiments [52] 
were obtained from GEO accession GSE2075. Array platform information for these 
experiments was obtained from GEO accession GPL1749. Indeed, probes were mapped 
to the human genome using BLAST and subsequently mapped to Refseq annotated 3’ 
UTRs using Refseq genomic mapping files, available from UCSC 
(http://hgdownload.cse.ucsc.edu/goldenPath/hg17/database/).
Microarray expression data for siRNA HeLa transfection experiments were obtained 
from http://www.m.com/publications/2003/nbt831.html and from GEO accession 
GSE5814 [116, 117, 84] and GSE5291 [116, 117, 84]. Only values with Refseq IDs were
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retained. To remove poorly expressed genes, genes with log2 intensity <4.0 were 
excluded for both datasets.
2.6.1.3 Z e b ra fish  em bryo  D ice r kn o cko u t datasets
Microarray expression data for zebrafish wild-type and MZdicer mutant embryos [88] 
were obtained from GEO (accession GSE4201). Probe information for the Affymetrix 
Gene-Chip Zebrafish Genome Array was also obtained from GEO (accession GPL1319). 
Probes were mapped to Refseqs using genomic mapping information for zebrafish 
Affymetrix Exemplar sequences from the UCSC annotation database. Only probes with a 
present (P) call were considered.
2.6.1.4 b ic /m ir-1 5 5  kno cko u t datasets
Microarray expression data for mouse wild-type and miR-155 deficient Th1 cells [78] 
were obtained from ArrayExpress (accession E-TABM-232). TargetRank algorithm 
considered only probes mapping to mouse Refseqs.
2.6.2 Methods
2.6.2.1 C o n d itio n a l D ic e r kn o cko u t m ice and M E F s
Male mice carrying one copy of the pCAGGCre-ER allele [118] and one Dicer floxed 
allele [119] were crossed to Dicer floxed/floxed females harboring also a LacZ reporter 
(R26R) for detection of Cre activity [120]. Timed-pregnant females were sacrificed at 
embryonic day 16 and embryos were dissected and dissociated to generate mouse 
embryonic fibroblast (MEF) primary culture [121]. After 72 h of incubation, cells were 
frozen in aliquots.
2.6.2.2 C e ll cu ltu re  and trea tm ents
MEFs were thawed prior to experiments, grown in DMEM supplemented with 10% FCS, 
penicillin/streptomycin and glutamine, split once, and induced for loss of functional 
Dicer by addition of 4-orthohydroxy). Following 4 d (and daily change of media and 
drug), total RNA and total protein were extracted. Control MEFs derived from wild-type 
mice were subjected to the same treatments.
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2.6.2.3 R N A  e x trac tion
Total RNA was extracted using TRIzol reagent (Sigma) and RNA quality was measured 
using an Agilent Bioanalyzer.
2.6.2.4 M E F  m iR N A  m ic ro a rra y  analysis
MicroRNA microarrays were printed using a Cartesian PixSys 5500 Arrayer on epoxy 
slides (Corning) using Ambion's miRvana amine-modified DNA oligonucleotide probe 
set and scanned using an Axon Scanner GenPix 4000.
2.6.2.5 N o rth e rn  analysis
Thirty micrograms of total RNA was separated in 15% TBE-UREA gels (Bio-Rad), 
transferred to a GeneScreen Plus membrane (Perkin Elmer) using semidry electroblot 
apparatus (Owl) in 1x TBE (90 mM Tris-base, 2 mM EDTA, 90 mM Boric acid) at 350 
mA for 35 min. Prehybridization and hybridization were carried out in PerfectHyb Plus 
Hybridization Buffer (Sigma) supplemented with Salmon Sperm DNA (20 μg/mL) for 2 
and 16 h, respectively, at 42°C, with a radiolabeled probe added to the latter. Washes 
were done in 2* SSC + 0.2% SDS (twice), then 1x SSC + 0.2% SDS (once) for 5 min at 
50°C. Membranes were exposed to a Phosphorlmager cassette for 3 d, then scanned 
(PhosphorImager, Molecular Dynamics, 445 SI) and quantitated (ImageQuant, 
Molecular Dynamics).
2.6.2.6 M E F  m R N A  m ic ro a rra ys
Affymetrix GeneChip Mouse Genome 430_2 Array labeling, hybridization, and scanning 
were performed. The data were deposited in NCBI's Gene Expression Omnibus (GEO, 
http://www.ncbi.nlm.nih.gov/geo/) and were accessible through GEO Series accession 
number GSE6046. To map probes on the Affymetrix Mouse 430_2 array to Refseq 
transcripts, custom CDF file MM430_MM_REFSEQ_6 were downloaded from 
http://brainarray.mbni.med.umich.edu/Brainarray/Database/CustomCDF, the custom 
CDF project site. Refseq transcript expression levels were then calculated using GCRMA 
(GCRMA package, Bioconductor in R environment) using default settings. Genes with 
normalized log2 intensity below 3 were excluded from the analysis.
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2.6.3 TargetRank Scoring System
TargetRank scores the seed matches in a UTR relative to a given siRNA or miRNA and 
then calculates an overall score for the mRNA as a whole by summing the scores for all 
seed matches present in the 3' UTR. The score for each seed match is based on
• its seed match type
• the base composition at position t9
• flanking AU content (of the 50 nt immediately 3' of the seed match)
• flanking conservation (of the 50 nt immediately 5' of the seed match)
In cases where multiple input siRNA/miRNA sequences are provided and the seed 
match type is ambiguous (i.e. the same 3' UTR sequence can be interpreted as a different 
seed match type depending on which input siRNA/miRNA is considered), then the 
TargetRank score for each possible seed match type is calculated separately and the final 
score for the seed match is the average of the possible scores. Only targets with scores 
above 0.2 are reported. Also, the relative ranking given by TargetRank is probably more 
useful than the score itself, since the overall magnitude of miRNA- or siRNA-associated 
repression will vary in different systems.
2.6.4 Software - Statistical analyses
All test statistics were estimated using R (http://www.r-project.org). The Wilcoxon rank 
sum test was preferable compared to the t-test because it does not assume normality of 
the underlying distributions, and because it is more intuitive and familiar than 
nonparametric alternatives such as the Kolmogorov-Smirnov (KS) test. Moreover, a P- 
value cutoff of 0.05 was employed for all analyses.
2.6.5 Results
The analysis of the effects on global mRNA expression in miRNA and siRNA 
overexpression studies as well as the outcomes on mRNA expression of endogenous 
mouse miRNAs, analyzed following knockout of the Dicer1 gene, led to novel rules and 
determinants for targeting in both endogenously expressed miRNAs and exogenous 
miRNAs and siRNAs. These rules include:
a) An hierarchy of extended seed match types associated with different degrees of 
target down-regulation
b) Seed match hierarchy supported by siRNA, comparative genomic and luciferase 
data
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c) Evidence for direct recognition of t1 adenosines by the silencing complex
d) Stronger down-regulation of mRNAs with conserved seed matches
e) Inducible inhibition of endogenous miRNA expression in mouse embryonic 
fibroblasts
f) Targeting rules inferred from derepression of mRNAs following Dicer knockout
g) Fold change increases multiplicatively with seed match count for both 
endogenous miRNAs and exogenous miRNAs/siRNAs
h) Evidence for A or U at position t9 as a targeting determinant
i) Increased conservation and AU content flanking siRNA seed matches associated 
with increased mRNA repression
2.7 mirSVR
mirSVR [33] algorithm contributes to the prediction of the likelihood of target mRNA 
down-regulation from sequence and structure features in microRNA/mRNA predicted 
target sites. It uses miRanda algorithm version 2.0 with score cutoff (-sc) of 120, gap 
opening and gap extension (-go -ge) of -9 and -4 respectively in order to obtain candidate 
predicted target sites followed by a support vector regression to score them. Each target 
site is represented by a feature vector that incorporates information on microRNA- 
mRNA interactions such as site accessibility, AU flanking content, position of the target 
site within the 3' UTR, UTR length and conservation. Indeed, accessibility scores were 
computed with the aid of RNAplfold [122] with the following parameters: w = 80, L = 
40 and u = 8 on a window of 160 bases around the target site and phastCons scores [123] 
were calculated for measuring the conservation of nucleotide positions across multiple 
vertebrates. The program also generates pre-computed results which are available online 
and has the potential to identify a significant number of experimentally determined non­
canonical and non-conserved sites.
After scrutiny of the results delivered by mirSVR, the following parameters play an 
important role in its function:
1. mirSVR score: This score is an estimate of the miRNA effect on the mRNA 
expression level and is based on sequence, context, accessibility, conservation 
and UTR relevant features. The more negative the score, the greater the effect is.
a. mirSVR score< 0
2. PhastCons score: 0<PhastCons score< 1
2.7.1 Training data
MirSVR is trained on a set of 9 microRNA transfection experiments from Grimson et al 
[23] (GEO: GSE8501) dataset including expression arrays from HeLa cells transfected 
by miR-122a, miR-128a, miR-132, miR-133a, miR-142, miR-148b, miR-181a, miR-
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7and miR-9. In transfection experiments, only signal intensities above median are 
considered. During training, two (2) different models were created : “Canonical-only” 
mode incorporates training genes that contain a single canonical site in the 3’ UTR while 
“all-sites” mode incorporates training on genes that contain a single canonical or non­
canonical site in the 3’ UTR, enabling non-canonical sites with exactly one G:U wobble 
or mismatch in the 6-mer seed region.
2.7.2 Test data
MirSVR is tested on 17 independent microRNA transfection experiments using mRNA 
expression profiling from Linsley et al. [80] data set [GEO:GSE6838] which involves 
expression data from let-7c, miR-103, miR-106b, miR-141, miR-15a, miR-16, miR-17- 
5p, miR-192,miR-20, miR-200a and miR-215 all measured after 24 hours. In addition, 
the algorithm is tested on 5 microRNA transfection experiments using protein expression 
data from Selbach et al. data set [56] (let-7b,miR-155, miR-16, miR-1, and miR-30a). 
Changes in protein expression are calculated as the median of the log2 expression 
changes of its measured peptides between transfection and control experiments. Only 
proteins with unique peptide count > 10 contribute to unique protein identification.
3 microRNA inhibition experiments in conjunction with mRNA expression profiling are 
also tested. The datasets consist of miR-106b 2'-O-methyl inhibition, A172 glioma cells 
treated with anti-miR-21 and LNA inhibition of miR-122 and are derived from GEO: 
GSM155605] [80], GEO:GSM298113] [124] and [125]. Moreover, the performance of 
MirSVR is tested on microarray data from AGO IP experiments. The generation of a test 
set of mRNA targets for endogenously expressed microRNAs includes the use of the 
Landthaler et al. dataset [126] that incorporates miRNAs from seed families (hsa-miR- 
16, hsa-miR-30e-5p, hsa-miR-19b, hsa-miR-32, hsa-miR-20a and hsa-miR-21) and 
searches for their target sites in genes that are enriched in the immunoprecipitates (IP) of 
the four AGO1-4 proteins in HEK293 cells. Microarray data from the IP experiments can 
be found in [127], their normalization is implemented with the GCRMA R package and 
log enrichment values is done with the limma package.
Finally, CLIP data provided by the authors of the publication is used. The sequence 
traces identified by the CLIP method predict non-canonical target sites given that they 
match 3' UTRs regions, while the ones that match coding regions or 5'UTRs are 
eliminated. Non-canonical sites that overlap with the CLIP-bound sequences in 3' UTR 
are labeled as true sites and all other non-canonical candidate sites for the same miRNAs 
are predicted as false predictions. As a result, a data set of 4,692 negative sites and 883 
positive sites for 54 microRNAs is generated.
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2.7.3 Results
mirSVR is a score-based method, which is independent of seed classification and can be 
compared with other miRNA target prediction methods when tested on mRNA and 
protein expression changes as it accurately predicts target site efficiency. Moreover, 
mirSVR scores ameliorate ranking of canonical sites and identify genes with functional 
non-canonical sites taking into account data from microRNA transfections and CLIP 
experiments. The model predicts genes regulated by multiple endogenous microRNAs 
and considers site conservation as a feature rather than a filter. Finally, the algorithm 
incorporates a variety of microRNA::site duplex and contextual features and is created so 
that it avoids overfitting and scores multiple sites.
2.8 MBSTAR
MBSTAR (Multiple instance learning of Binding Sites of miRNA TARgets) [128] 
algorithm accurately predicts true or functional miRNA binding sites. Due to the fact that 
the actual binding sites in the target mRNAs are unknown, multiple instance learning is 
adopted as an approach. In MBSTAR, due to the fact that six different multiple instance 
learning frameworks are taken into account, a random forest model achieves the highest 
accuracy within the training set. From a compendium of 31 structural and 340 sequence 
extracted features, the 40 most relevant features are selected in order the classifier model 
to be built.
The process flowchart of the complete method of MBSTAR is described in the following 
Figure 14. Firstly, human 3'-UTR genome sequence and 2,042 mature miRNA 
sequences are extracted. Biologically verified positive examples of miRNA-mRNA pairs 
are collected as well as non-target examples are taken from previous work [129]. In 
addition, sequence and structural features are extracted from PBSs of miRNA and 
transcript pairs. Laplacian unsupervised feature selection is utilized to rank the features 
on their importance and the top 40 features are selected to train the classifier.
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Figure 14. Process flowchart of the proposed MBSTAR.
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2.8.1 Training data
In MBSTAR, miRNA-mRNA pairs, corresponding to mature miRNA sequences and 
3'UTRs of mRNAs, are considered as training data. The 3’UTR sequence of human 
assembly hg19 is extracted from UCSC Genome Browser [130], while 2,042 mature 
human miRNA sequences are extracted from miRBase database [96].
To train the random forest classifier 286 negative (non-target) examples are taken as 
described in [129]. In particular, 2 data sets containing expressions of both mRNA and 
miRNA in the same tissue are considered. The pairs that are over-expressed or under­
expressed in the same tissue are extracted as potential negative examples, while those
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that show poor interactions in terms of interaction energy score (> 0 K cal/mol) are also 
eliminated. Finally, all those pairs that have a high conservation score (> 0.5) are 
removed. Therefore, a set of miRNA-mRNA pairs that are unlikely to be targets, is 
formed. As far as experimentally validated positive examples are concerned, 286 miRNA 
and validated transcript pairs from the miRecords database are taken. It is essential to 
note that the same number of positive and negative examples is considered so that a 
balanced classifier model is devised.
For each miRNA-mRNA pair, the complementary matching sites in the 3'-UTR of the 
mRNA, corresponding to the seed site of the miRNA, are first identified. These are 
called PBSs. The algorithm considers single G-U wobble pair while finding the PBSs. 
PBSs that are positioned neither too close (< 15 nt) to the stop codon nor near the middle 
of the 39-UTR, are taken as instances in MBSTAR. In addition, feature extraction is 
carried out from the PBSs and their neighboring regions.
2.8.2 Feature extraction
Regions surrounding a PBS play a significant role in determining binding site 
accessibility of miRNA. Based on this observation, 630 nucleotides flanking regions 
around a PBS were taken into consideration to extract 371 features. These features 
consist of both sequence as well as structural ones. The sequence features comprise 
single, di-, tri- and quad-nucleotide frequencies from the flanking regions of the PBS. 
Vienna RNA package version 2.0.723 was used to calculate the duplex structure and 
estimate features such as (a) internal-loops or interior loops which are found in RNA if 
non Watson-Crick base pairing between the nucleotides separates the double stranded 
RNA, (b) bulge loop which is a single stranded region connecting two adjacent base- 
paired segments in shape of a ‘‘bubble’ ’ in the middle of a double helix on one side, (c) 
hairpin loop which is a structure with two ends of a single-stranded region (loop) 
connecting a base-paired region (stem) and (d) multibranch loop which is a loop that 
brings three or more base-paired segments in close vicinity forming a multi-furcated 
structure.
Furthermore, the minimum free energy was another feature, calculated using RNAcofold 
program for the entire flanking region including the seed matching site.
2.8.3 Feature selection
A total of 371 features were extracted for each PBS in both target and non-targets. 
Feature selection is utilized to extract noisy and redundant features from the extracted 
feature set for better classification accuracy. Laplacian score based feature selection 
(LSFS), unsupervised discriminative feature selection (UDFS) and multiclass feature 
selection (MCFS) techniques were developed to distinguish the best set of features
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within 5 fold cross validation. All the MIL algorithms were trained on selected features 
in each fold and the method with the most robust accuracy was selected. It was found 
that LSFS outperformed the other two methods and with the aid of Laplacian score, the 
top 40 features from training data, were selected. It is important to mention that 
Laplacian score depends on the fact that data belonging to the same class are often close 
to each other.
2.8.4 Machine Learning Models-Training an MIL random 
forests classifier
With the aid of the aforementioned selected features, an MIL random forests (MIL-RF) 
classifier with 50 trees was used. The top 40 features, according to the Laplacian scores, 
out of the 371 initial features were utilized to train the classifier. The cooling parameter 
of deterministic annealing was set to -0.25. As a result, Hinge loss function and bagging 
with refine sampling were most likely to make a balanced prediction result with 
sensitivity 0.755 and specificity 0.685 using 5-fold cross validation.
Multiple instance learning (MIL) constitutes the fourth learning paradigm following 
supervised, unsupervised and reinforcement learning. A graphical representation of MIL 
problem is depicted in Figure 15. The ellipsoids denote the individual bags, whereas the 
star and the small ellipsoids represent positive and negative instances respectively. The 
hyperplane, which divides the instances, is illustrated by a dotted line.
Figure 15. Classification of positive and negative instances by multiple instance learning 
methodology, when only the bag label is known.
72
In addition, Diverse Density (DD), Expectation-Maximization DD (EM-DD), Citation 
kNN and two variations of multiple instance SVM (MI-SVM) classifiers with the same 
dataset were trained and performed a 5-fold cross validation. Ten different sets seed 
points for DD and EM-DD algorithm were used and the results were aggregated. As far 
as Citation kNN is concerned, both Euclidean and cosine distance were measured with 
varying the values of reference and citers from 1 to 10. It was found that the Euclidean 
distance with reference 2 and citation 4 presented the best result. For both the SVM 
variants, linear polynomial and Radial Basis Function (RBF) kernels were used, varying 
the respective parameters, with RBF kernel with gamma value 0.05 giving the most 
accurate result. The results are reported in the following Table 9. It is observed that the 
MIL-RF provides the highest accuracy among all MIL classifiers for the given dataset. 
Citation kNN achieves second highest accuracy and is able to beat SVM based 
approaches with a high margin.
Table 9. Comparative study of 5-fold cross validation accuracies for different MIL 
frameworks.
Method Bag level accuracy
MIL-RF 0.7202
Citation kNN 0.6854





All biologically verified positive interactions were derived from TarBase 6.0 database 
[131]. After converting genes to corresponding reference sequence identifiers for NCBI 
standard, a total of 31,456 unique positive interactions were obtained. Experimental 
methodologies, such as reporter gene assay, western blotting, northern blotting, 
microarray analysis, proteomics (such as pSILAC), sequencing (RNA-Seq, HITS-CLIP, 
PAR-CLIP), qPCR and others (ELISA, RACE, immunohistochemistry, etc.), have been 
used in order to verify the aforementioned interactions. These unique interactions 
contained a total of 145 miRNAs and 16,944 mRNAs. This dataset was compared with 
PAR-CLIP cluster data of the human genome downloaded from starBase [132].
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Moreover, this analysis includes Biological complexity (BC) greater than or equal to one. 
BC of an experiment is a measure of reproducibility between biological experiments. 
Indeed, in one experiment, at least, the PAR-CLIP cluster is targeted by miRNAs. Due to 
the fact that for canonical seed matching to occur, at least a 6-mer site, including a 
possible single G-U wobble pair should be present in the PAR-CLIP cluster, all clusters 
corresponding to TarBase 6.0 positive dataset were isolated. Furthermore, the clusters 
which contain at least one 6-mer site, corresponding to high confidence miRNA-mRNA 
pairs and obtained from TarBase 6.0 database, were chosen. As a result, 16,824 clusters 
corresponding to 121 miRNAs and 5120 mRNAs were selected. These clusters could be 
mapped to 9,582 miRNA-mRNA interactions. Any common interactions among the data 
were removed in the construction of the model and 9,531 interactions and 16,681 clusters 
were obtained. These 9,531 positive miRNA-mRNA interactions (which had no overlap 
with the training data) were used as 9,531 bags for independent testing. Also, 973 non­
target pairs of miRNA-mRNA from TarBase 6.0 database were extracted.
2.8.6 Results
It is found that MBSTAR achieves the highest number of overlapping binding sites with 
PAR-CLIP with maximum F-Score of 0.337. Compared to the other methods, MBSTAR 
also predicts target mRNAs with highest accuracy of 78.24% for the validated positive 
interactions. Another analysis on biological complexity and number of T ^  C 
conversion shows that MBSTAR is able to predict many more relevant binding sites 
compared to other methods.
Based on its performance, it can be concluded that MBSTAR will play a fundamental 
role on future laboratory experiments for obtaining functional miRNA binding sites. 
Apart from the evaluation of binding sites in 3’-UTRs and canonical binding sites, 
binding sites in the coding regions ought to be investigated. In addition, due to the 
inaccuracy of PAR-CLIP data and the inability of clusters to identify all of the 
experimentally verified results, research on the exact set of miRNAs binding to a 
particular cluster, is planned to occur.
2.9 SVMicrO
SVMicrO [133] is a machine-learning approach appropriate for mammalian miRNAs 
that incorporates a 2-stage structure that consists of a site support vector machine (SVM) 
followed by a UTR-SVM. It considers a set of 113 site and 30 UTR features, selecting as 
best predictors of miRNA regulation, 21 optimal site features and 18 optimal UTR 
features during training such as seed match, conservation, free energy, site accessibility 
and target-site abundance. SVMicrO utilizes these features to predict candidate 
miRNA:mRNA target pairs. The performance of the algorithm has been implemented on 
the training data, proteomics data, and immunoprecipitation (IP) pull-down data. Finally,
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when compared with other available miRNA target prediction programs, SVMicrO 
appears to enhance specificity, sensitivity and precision in forecasting miRNA targets.
Firstly, the 3'UTR sequence of miRNAs is scanned in order potential binding sites to be 
identified. This measure improves the efficiency of the algorithm. In particular, it is 
found that more than 20% true miRNA-site and 20% true miRNA-target pairs do not 
contain a 6-mer seed match. Therefore, a relatively looser seed match rule should be 
applied to gain higher sensitivity and the number of false positives to be reduced. After 
experimentation and investigation, it is concluded that the application of the following 5 
seed match rules on regions of the 3'UTR sequence identify the latter as potential sites, 
achieve near 96% sensitivity on both experiment validated targets and sites as well as 
succeed less false positive sites:
1. There are more than 4 consecutive W-C matches
2. There are more than 5 consecutive matches (including G:U pair) and more than 2 
consecutive W-C matches
3. There are more than 6 matches in total and 3 consecutive W-C matches; no gap 
allowed
4. 2~4 nucleotides of miRNA are W-C match, there is more than 3 W-C matches 
and more than 4 matches in total; no gap allowed
5. There are more than 5 matches and 5 W-C matches, and only one gap is allowed 
on either miRNA sequence or 3'UTR
In addition, the identified sites are entered in the Site-SVM classifier. Consequently, 
features from each site are extracted and a score is assigned revealing the prediction 
confidence of the site as a true site. In the end, the scores of the sites along with other 
UTR features are taken into account by the UTR-SVM classifier in order the final 
prediction of the UTR, as a target, to be generated.
Figure 16. The block diagram of SVMicrO. SVMicrO includes three steps. First, a site 
filter is applied to find the potential binding sites of the probing miRNA. Second step, 
Site-SVM extracts features from each potential site and assigns a score to indicate the 
prediction confidence of the site as a true site. Final step, the site scores, together with 
other UTR features are considered by the UTR-SVM to produce the final prediction of 




Positive data are obtained from the most up-to-date miRNA target depository called 
miRecords. They focus on the records of human (1,020 records), mouse (166 records), 
and rat (133 records). Thus, 324 miRNA-site pairs are taken from 187 miRNA-target 
pairs and 709 additional miRNA-target pairs are also extracted but without site 
information.
2.9.1.2 Negative data
Negative data result from 20 microarray data each produced by over-expressing a 
different miRNA, taken from NCBI Gene Expression Omnibus [69]. High quality 
negative data are obtained by considering the most confident up-regulated genes by 
restricting the differential expression p-value, fold change and consistency of the samples 
over time whenever available. In the end, 3,542 negative miRNA-target pairs are 
generated.
2.9.2 Feature Selection
Feature selection selects the most distinctive features for site and UTR. A total of 113 
site features and 30 UTR features are extracted.
2.9.2.1 Site Features
7 groups of site features describe the characteristics of target recognition within a site.
2.9.2.2 P erfect seed m a tch  features
The existence of a perfect seed match in the site.
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2.9.2.3 P a ir-w ise  b in d in g  s tru c tu re  features
Overall, 39 pair-wise binding structure features are extracted. These include the binding 
energy of seed region, the binding energy of 3' region and exact boundaries of each 
region. Based on the secondary structure, the following types of nucleotide matches as 





2.9.2.4 R eg iona l b in d in g  s tru c tu re  features
The 18 regional features in each binding reagion are considered:
• total number of W-C matches in miRNA
• total number of G-U matches in miRNA
• total number mismatches in miRNA
• total number of gaps in miRNA
• number of bulged structures on mRNA
• number of bulged nucleotides on mRNA
2.9.2.5 C onserva tion  features
The conservation score of each nucleotide in the site is obtained from the 
phastCons28way in the UCSC [130]. Then, the average conservation scores of seed 
binding region, 5' context region and 3' context region are formed.
2.9.2.6 E nergy  features
Due to the fact that a true binding site results from a stable structure, the binding energy 
features of the seed region, 3' region and total region are assessed by miRNAbind. 
Moreover, the accessibility is studied as an energy feature.
2.9.2.7 Seed con text features
Context region: the contiguous upstream and downstream sequences of the seed region.
To an end of a locally AU-rich context, two 10-nt long sequences on both ends of seed 
binding regions are isolated as context regions. 20 context features are obtained from the 
calculation of the single nucleotide and 2-mer compositions for each context regions. 
Moreover, the nucleotide compositions of all positions in these 2 regions are considered 
as another 20 context nucleotide type features.
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2.9.2.8 Site loca tion  features
To examine the fact that binding sites are more frequently observed at the two ends of a 
3'UTR but not too close to the stop codon, 3 features are considered:
• the distance from the potential site to stop codon
• the distance from the potential site to the nearest end of 3'UTR
• the ratio of the distance from the potential site to the nearest end over the length 
of 3'UTR
2.9.2.9 U T R  Features
3 groups of UTR features describe the characteristics of target recognition within the 
3'UTR.
2.9.2.10 L e ng th  o f  3 ’U T R
Since a target 3'UTR includes multiple binding sites, the length of the 3' UTR affects 
miRNA targeting. On average, the positive targets have longer length than the negative 
targets.
2.9.2.11 Site density  features
Since the efficacy of binding is reduced when the distances among the sites are large, the 
global site density feature is calculated as the ratio of the number of potential/positive 
binding sites over the length of 3'UTR. Moreover, a 100-nt window detects a region with 
the maximum number of potential/positive binding sites and these maximum numbers 
are considered as two (2) additional features.
2.9.2.12 B in d in g  site score features
The Site-SVM classifier generates a score for each candidate site which is considered the 
prediction confidence for this site. Consequently, the higher the confidence of site 
predictions, the higher the possibility that an UTR is a target.
Potential sites: sites identified by the filter.
Positive sites: potential sites predicted positive by the Site-SVM (SVM score >0).
The total score of positive sites, the number of potential sites and the number of positive 
sites are considered as 25 features.
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2.9.3 Machine Learning Models - Training of the model
5-fold cross validation is carried out to train the parameters and select features for both 
SVMs. In each round of cross validation, a minimal redundancy maximal relevance 
algorithm is implemented in order the features that best contribute to the forecast of 
miRNA regulation, to be determined. As a result, 21 optimal site features (Table 10) and 
18 optimal UTR features (Table 11) are extracted from cross-validation. Specifically, 
two parameters need to be optimized:
• penalty constant C of SVM
• parameter γ of the RBF kernel
Table 10. The group of optimized site features
Features
6mer seed match Binding energy of seed region
Conservation score of 3' context region Seed conservation score
Number of matches in seed region nucleotide content at the 7th position from 
the 5' end of miRNA match status
7mer_A1 seed match Context nt type of the sequence in the end 
of 5' context region
7mer m8 seed match Binding energy of total region
7mer m1 seed match conservation score of 5' context region
8mer A1 seed match Number of mismatches in seed region
Accessibility energy nucleotide content at the 5th position from 
the 5' end of miRNA match status
8mer m1 seed match nucleotide content at the 2th position from 
the 5' end of miRNA match status
6th 2mer status nucleotide content at the 12th position 
from the 5' end of miRNA match status
Number of matches in total region
Table 11. The group of optimized UTR features
Features
Top site score Number of positive sites with 8mer m1
Total positive score top score with 8mer m1
Positive site number top score 7mer_m1
Max No. of positive sites within 100 nts top score with 7mer A1
Density of positive sites top score with 6mer
Number of potential sites with 8mer A1 top score without perfect seed
Number of positive sites with 8mer_A1 Number of potential sites with 7mer_A1
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Top score with 8mer A1 Number of postive sites with 7mer A1
Number of potential sites with 8mer_m1 length of utr
2.9.4 Test data
Genome-wide target prediction is tested on proteomics data such as human miR-1, miR- 
16, miR-30a, miR-124, miR-155 and let-7b. Moreover, the same validation is carried out 
for miR-16, miR-30a, miR-155 and let-7b. However, due to the presence of noise in 
protein quantification, the prediction of miR-124 and miR-1 is further evaluated with the 
aid of IP pull-down data. In particular, in the experiments each miRNA is transfected in 
293 cells, immunoprecipitation of the AGO2 protein is done and the gene expression of 
possible miRNA targets is analyzed by microarrays. Particularly, 388 and 56 highly 
expressed genes are treated as the true targets of miR-124 and miR-1, respectively.
2.9.5 Results
After a close investigation of the set of the optimal trained features resulted after cross­
validation, it is found that 7mer and 8mer seed matches are sufficient for miRNA site 
recognition along with 6-mer seed match. Moreover, conservation of the 3'context region 
or 10 nts downstream of the seed region is more important than the seed conservation. 
Among energy features, accessibility energy and binding energy of seed regions are the 
most important features. However, accessibility energy feature is considered to be more 
crucial, pointing that the secondary structure of potential site influences the ability of 
miRNA binding. As far as UTR features are concerned, the UTR length does not affect 
the miRNA target prediction as proposed by the histograms of UTR length in this study. 
Another outlook resulting from the analysis of SVMicro is the fact that the more accurate 
the sites are predicted, the more accurate the UTR prediction is. Indeed, the most crucial 
feature in the UTR-SVM classifier appears to be the Site-SVM score, a higher value of 
which increases the possibility that the 3'UTR is a real target.
The validation on training data demonstrates that SVMicrO retains the largest AUC and 
achieves the highest True Positive Rate especially for low False Positive Rate. As a 
result, SVMicrO achieves improved prediction sensitivity, specificity and precision 
compared to available algorithms.
2.10 MirMark
MirMark [134] predicts putative targets at both the site and UTR level by considering 
predictive features such as complementarity, evolutionary conservation, structural 
accessibility and composition as well as using the latest experimentally verified miRNA 
target data. It incorporates MiRanda for the initial identification of candidate miRNA
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binding sites. The algorithm extensively uses several statistical or machine learning 
methods with a random forest model to outperform all the other classifiers for target-site 
and miRNA-UTR interaction evaluation. MirMark’s performance is assessed with the 
use of PAR-CLIP data.
The structure of miRNA target predictors of MirMark is illustrated in Figure 17A. To 
begin with, the identification of candidate target sites (CTSs) of the miRNA on the 3' 
UTR of the mRNA takes place. CTSs are discovered using the alignment algorithm 
implemented in MiRanda [135]. The alignment favors, but does not require, seed 
matches to allow for weak seed targets such as 3' compensatory target sites.
Having the list of CTSs of the miRNA, together with their predicted alignments (Figure 
17B), the site-level classifier assigns a posterior probability that the given CTS is a target 
site of the miRNA. This prediction is made on the basis of features such as the presence 
of a seed match, free energy of the duplex and the accessibility of the target site.
Finally, due to the CTSs and their posterior probability of being a true target as computed 
by the site-level classifier, the UTR-level classifier assigns a posterior probability that 
the miRNA targets the mRNA overall. This prediction can be made on the basis of 
features such as the number of CTSs, the number of CTSs of a particular seed type and 
the length of the 3' UTR. The above step allows the integration of the information, 
provided by the set of CTSs, improving the accuracy of the prediction (Figure 17A).
Figure 17. Structure of mirMark and miRNA-target region duplex. (A) mirMark consists 
of two levels of classifiers, site-level and UTR-level, depending on the type of prediction 
desired. First, candidate target sites (CTSs) of the miRNA on the 3' UTR are found. The 
alignment of the CTSs and various other features concerning accessibility, conservation 
and structural information are then used by the site-level classifier to find the strongest 
CTSs. On the other hand, the UTR-level classifier integrates the CTSs to determine if the 
gene is a target of the given miRNA. (B) An illustration of the site-level binding between 
miRNA and target regions of the 3' UTR. Information about the type of bindings that 





The positive data appropriate for training are obtained from miRecords [136] and 
miRTarBase [137]. Indeed, at the site-level, only human miRNA-mRNA pairs with 
validated target site information are taken from miRecords. At the UTR level, 
experimentally validated human miRNA-gene pairs are obtained from (1) all human 
gene and miRNA pairs from miRecords and (2) the subset of miRNA-gene pairs that are 
not labelled as weakly supported from mirTarBase. Consequently, a list of 507 miRNA- 
target site pairs is utilized as the site-level positive set as well as a list of 2,937 miRNA- 
gene pairs are utilized as the UTR-level positive set.
2.10.1.2 Negative data
The negative data are produced using mock miRNAs. A mock miRNA is a random 
mutation of a real mature miRNA sequence that does not overlap with the seed 
sequences from known miRNAs. At the site level, for each real miRNA-gene pair in the
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positive dataset, a corresponding mock miRNA-gene pair is produced and replaces the 
positive miRNA in the miRNA-gene pair. At the UTR level, mock miRNA-gene pairs 
are generated for each real miRNA-gene pair in the UTR-level positive dataset. Overall, 
520 mock miRNA-site pairs corresponding to the real miRNA-site pairs are generated 
using MiRanda’s predicted alignments. This dataset is split and 80% is used for training 
and 10-fold cross-validation and the rest 20% reserved as a test set for independent 
evaluation.
2.10.2 Test data
From the previously discussed dataset, the rest 20% is used for independent evaluation. 
In addition, PAR-CLIP data are utilized for evaluation of the algorithm.
2.10.3 Feature selection
The most relevant, yet least redundant, set of features for site- and UTR-level prediction 
are taken into consideration. 151 site-level features are considered, which belong to the 
following categories:
Total minimum free energy
• Seed match type:
o Seed_match_8mer: p1-p8 Watson-Crick (WC) match 
o Seed_match_8merA1: p1 match/mismatch to A, p2-p8 WC match 
o Seed_mach7mer1: p1-p7 WC match 
o Seed_match7mer2: p2-p8 WC match
o Seed_match7merA1: p1 match/mismatch to A, p2-p7 WC match 
o Seed_match6mer1: p1-p6 WC match 
o Seed_match6mer2: p2-p7 WC match
o Seed_match6mer1GU: p1-p6 WC match allowing only one GU wobble 
o Seed_match6mer2GU: p2-p7 WC match allowing only one GU wobble
• miRNA pairing: Information of the type of target duplex pairing for the first 20 nt 
of the miRNA in seed region, 3' region and total miRNA region
o number of G-C matches 
o number of A-U matches 
o number of GU wobbles 
o number of mismatches 
o number of bulges
o number of nucleotides in bulges in the seed region of the miRNA
• Target site accessibility. The following characteristics are considered:
o accessibility of entire seed region 
o accessibility of the 5' half of the seed region
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o accessibility of the 3' half of the seed region 
o position-wise accessibility of each seed position of the CTS 
o accessibility of the regions 10 nt upstream of seed region 
o accessibility of the regions 10 nt downstream of seed region 
o position-wise accessibility of the regions 10 nt upstream of seed region 
o position-wise accessibility of 10 nt downstream of seed region 
Target site composition. The following characteristics are considered: 
o nucleotide and dimer composition of CTS 
o flanking 70 nt regions upstream and downstream of CTS 
o flanking AU score, which is a weighted count of AU composition 
flanking the seed region
Target site conservation (Per base conservation scores of human 3' UTRs are obtained 
from PhastCons46way [51]). The following characteristics are considered:
o average per base conservation score of the seed region of CTS 
o average per base conservation score of the entire CTS
o average per base conservation score of 70 nt upstream and downstream flanks of 
the CTS
Location of target site
o Computation of distance of the CTS to the closest 3' UTR end point/ length of the 
3' UTR for scale
From the above features, 12 site-level features are selected by feature selection, 
performed on the training set and are summarized in Table 12.
Table 12. Selected site-level features by correlation-based feature selection.
F ea tu r e D e sc r ip tio n
m iR  m a tc h  P01 M a tc h  s ta tu s  o f  m iR N A  p o s itio n  1
m iR  m a tc h  P03 M a tc h  s ta tu s  o f  m iR N A  p o s itio n  3
m iR  m a tc h  P 04 M a tc h  s ta tu s  o f  m iR N A  p o s itio n  4
m iR  m a tc h  P08 M a tc h  s ta tu s  o f  m iR N A  p o s itio n  8
m iR  m a tc h  P15 M a tc h  s ta tu s  o f  m iR N A  p o s itio n  15
S eed _ b u lg e N u m b e r  o f  b u lg e s  in  see d  reg io n
T o ta l_ A U N u m b e r  o f  A U  m a tc h e s  in  ta rg e t site
T o ta l m ism a tc h N u m b e r  o f  m ism a tc h e s  in  ta rg e t site
T o ta l bu lg e N u m b e r  o f  b u lg e s  in  ta rg e t site
T o ta l_ b u lg e _ n t N u m b e r  o f  n u c le o tid e s  w ith in  b u lg es  
in  ta rg e t site
S eed _ P 0 1 _ ac c A c c e ss ib ili ty  sco re  p o s itio n  1 o f  seed  
re g io n
S eed  co n s  sco re C o n se rv a tio n  sco re  o f  see d  re g io n
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624 UTR-level features are considered which belong to the following categories:
• Summary of site-level features
o Calculation of total, minimum, maximum and mean values of the 151 
site-level features of the CTSs of a miRNA-gene pair 
o Total, minimum, maximum and mean values of the posterior probability 
from the random forest-based site-level classifier 
o MiRanda alignment score 
o CTS start and end positions
• Length of the 3' UTR
• Number of CTSs for a miRNA-gene pair
• CTS density is calculated as a) number_sites/UTR_length or b) counting the 
maximum number of CTSs that lie within 100 nt of each other
From the above features, 15 UTR-level features are selected by feature selection 
performed on the training set and are summarized in Table 13.
Table 13. Selected UTR-level features by correlation-based feature selection.
F ea tu r e D e sc r ip tio n
M ira n d a _ sc o re .m a x M a x im u m  a lig n m e n t sco re  b e tw e e n  m iR N A  
an d  ta rg e t  sites
S eed _ m atc h _ 6 m e r2 .m e an P ro p o rtio n  o f  ta rg e t s ites  w ith  P 0 2 -P 0 7  W C  
m atch
m iR  m a tc h  P 0 1 .m in M a tc h  s ta tu s  o f  m iR N A  p o s itio n  1
S eed _ m atc h _ 7 m e r2 .m a x P ro p o rtio n  o f  ta rg e t s ites  w ith  P 0 2 -P 0 8  W C  
m atch
S eed _ m atc h _ 7 m e r1 .m e an P ro p o rtio n  o f  ta rg e t s ites  w ith  P 0 1 -P 0 7  W C  
m atch
S eed  M F E .m in M in im u m  M F E  o f  see d  re g io n  o f  m iR N A :site  
d u p lex es
X 3 p  M F E .m ea n  
T  a rg e t_ U  C _ co m p .m ea n
M e a n  M F E  o f  3 ' re g io n  o f  m iR N A :site  
d u p lex es
U C  d im e r  co m p o s itio n  o f  th e  C T S
m iR  m a tc h  P 0 9 .m ea n M a tc h  s ta tu s  o f  m iR N A  p o s itio n  9
m iR  m a tc h  P 0 2 .m in M a tc h  s ta tu s  o f  m iR N A  p o s itio n  2
S eed _ G U .m ea n M e a n  n u m b e r  o f  G U  m a tch e s  in  ta rg e t site 
see d  re g io n s
m iR  m a tc h  P 0 7 .m ea n M a tc h  s ta tu s  o f  m iR N A  p o s itio n  7
S ta rt_ p o s itio n .m in M in im u m  d is tan ce  o f  ta rg e t  s ites  to  th e  5 ' end  
o f  th e  3 ' U T R
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m iR  m a tc h  P 1 9 .m in M a tc h  s ta tu s  o f  m iR N A  p o s itio n  19
m iR  m a tc h  P 1 5 .m in M a tc h  s ta tu s  o f  m iR N A  p o s itio n  15
2.10.4 Software
In this study, RNAduplex, RNAfold and RNAplfold [138] in Vienna RNA package are 
used for energy and accessibility calculations. Nucleotide composition is computed using 
BioPerl [139]. Weka 3 data mining software [140] and entropy package [141] in R are 
used for features selection, classifier training and evaluation.
2.10.5 Results
MirMark selects the most relevant and minimally redundant features from a set of over 
700 features and exhibits a significantly improved predictive performance at both the site 
and UTR levels. In comparison with existing available tools for human miRNA target 
prediction, MirMark is advanced in terms of evaluation, using the random forest 
classification method.
2.11 ChimiRic (miRNA target site detection: CLIP-seq 
analysis)
ChimiRic [142] is a model for miRNA target prediction which uses discriminative 
learning on transcriptome-wide AGO CLIP [79, 61] and CLASH [63] profiles. The 
algorithm predicts biochemical miRNA-target site interactions, instead of the extent of 
regulation, in order to increase the sensitivity of miRNA target prediction. In fact, 
chimiRic provides more accurate predictions than state-of-the-art methods based on 
indirect measurements. In addition, novel features of miRNA-mRNA interactions such as 
potential collaboration with specific RNA-binding proteins are incorporated in the 
model.
2.11.1 Training data
The training set of miRNA-mRNA interactions includes many non-canonical pairings 
captured by chimeric reads in the CLASH data, which is combined with canonical AGO 
binding sites identified by CLIP. In particular, the training of the duplex model uses 
CLASH data in HEK293 cells [63], Argonaute PAR-CLIP data in HEK293 cells [61], 
focusing on the top 59 expressed miRNAs in 21 miRNA seed families, HITS-CLIP in 
mouse CD4+ T cells [77] and HITS-CLIP in HeLa cells [55, 143]. In all the above 
datasets, interactions are retained according to the following criteria:
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• the binding sites are located in the 3’UTR
• the binding sites complementary match to the 6-mer seed of the corresponding 
miRNA with edit distance of 0 or 1
• interactions are advocated by non-chimeric reads
In the training of the AGO binding model, the corresponding examples are 3’UTR sites 
that match to the 6-mer seed of one of the highly expressed miRNAs and are not bound. 
For instance, in human HEK293 PAR-CLIP cells, 59 miRNAs from 21 miRNA families 
are considered and in mouse CD4+ T cells, 58 miRNAs from 24 miRNA families are 
considered.
2.11.1.1 Positive data
The duplex model contains 1,727 (miRNA, site) pairs supported by chimeric reads 
CLASH data, of which 1,228 are non-canonical sites and 11,211 are AGO CLIP binding 
sites, containing a 6-mer seed match (or longer seed) for each highly expressed miRNA 
and interacting with the corresponding miRNAs. As far as the AGO binding model is 
concerned, the overlapping of a seed match with an Argonaute binding site in the CLIP 
data is categorized as a positive example for the analogous miRNA. Otherwise, if a seed 
overlapped with no Argonaute CLIP reads, it is consireded to be a negative example.
2.11.1.2 Negative data
The duplex model randomly selects a subset of negative examples from a total of 25,411 
(miRNA, site) pairs for the training procedure. Negative examples constitute sites that 
are paired with another miRNA from the same seed family based on CLASH chimeric 
read data or canonical miRNA seed matches with no AGO CLIP confirmation and are 
unlike to interact with the miRNAs. As far as the AGO binding model is concerned, the 
separation of a seed match with Argonaute CLIP data, infers that the example is 
negative.
2.11.2 Test data
iPAR-CLIP data in C. elegans [144] and CLEAR-CLIP data in mouse brain [62] are used 
for testing the performance of the algorithm. What is more, as test data are also used 
array data, which involve the change in the expression of genes in eight individual 
miRNA transfection experiments in HCT116 cells (miR-15a, miR-16, miR-215, miR-17, 
miR-20a, let-7c, miR-106b and miR-103a with their corresponding GEO data sets 
GSM156545, GSM156546, GSM156548, GSM156553, GSM156554, GSM156557, 
GSM156576 and GSM156580).
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2.11.2.1 Positive test data
From the training data, all HEK293 CLASH interactions for a single miRNA seed family 
are extracted.
2.11.2.2 Negative test da ta
Targets sites interact with other miRNAs based on chimeric reads.
Figure 18. Outline of the chimiRic prediction model. (A) The first segment of the 
chimiRic model is the duplex SVM, which is trained to predict and score miRNA-mRNA 
duplex alignments from CLASH and CLIP-seq data. The optimal alignments of the 
training examples (miRNA, site pairs) are generated through an iterative training process 
(right). (B) The second segment of chimiRic is the AGO binding SVM, which utilizes 
the positional bias of the AGO binding sites and the local positional k-mer sequence 
features. Mouse and human ApA atlases based on 3’ end sequencing data (bottom) give 
the coordinates of 3’ ends, essential in this study.
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2.11.3 Feature selection
The representation of features in this study is similar with that of MIRZA [99]. 
Specifically, the following features are contained in the description of structures between 
miRNA-mRNA interactions:
• the type of base pair (GU, UG, AU, UA, GC, CG) at each position in the 
alignment
• the bases where a loop is opened, symmetrically extended or asymmetrically 
extended in the duplex structure
• binary variables for each position in the miRNA sequence representing if it is 
paired to an mRNA base or not.
• the first base in the miRNA is paired with an Adenine in the mRNA sequence 
mRNA sites contain two types of UTR features:
• local sequence context
• global positional context
The sequence context is depicted by positional k-mer features (k = 1, ..., 6) from 30 nt 
sequences upstream and downstream of the miRNA seed match. For each site, the 
following positional context features are calculated:
• the distance to the nearest stop codon
• the distance to the next end of a 3’UTR isoform
• the distance to the previous end of a 3’UTR isoform. The re-normalization is 
achieved by a radial basis kernel.
2.11.4 Training and testing duplex and context models
An innovative miRNA target prediction model is trained on CLASH and on AGO CLIP 
interactions based on 6-mer seed complementarity. The model combines two SVM 
classifiers, the first forecasts and ranks miRNA-mRNA duplex alignments and the 
second learns AGO’s local UTR sequence preferences and positional bias in 3’UTR 
isoforms. As far as the duplex SVM model is concerned, it facilitates the prediction of 
non-canonical target sites and is advantageous due to the utilization of weights as 
parameters for local pairwise alignment. Given the description of features φ ^ ^ Ν Α , 
site) for a duplex alignment, the alignment score can be depicted as: w* φ (miRNA, site). 
The conversion of this score to an SVM discriminant function, requests the definition of 
a match/mismatch score that relies on the position in the miRNA sequence along with the 
aligned nucleotides, the penalties for loop opening as well as symmetric and asymmetric 
loop extensions.
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To assess the performance of the duplex model, for each different miRNA family, 
chimiRic produces and scores the duplexes between miRNAs in the seed family and 
mRNA site sequences in the test set. Another experiment that shows the superiority of 
the duplex model is the prediction of duplexes for non-canonical miRNA target sites, 
which have already been evaluated in the past.
The evaluation of the combined chimiRic model is implemented by extracting for each 
miRNA seed family, all HEK293 positive and negative site sequences. In the positive 
site sequences, canonical and non-canonical sites, advocated by chimeric reads from 
CLASH data as well as canonical sites with AGO CLIP data that are undeniably assigned 
to the specific seed family, are included.
Moreover, in an attempt to predict the extent of mRNA downregulation of miRNA 
targets, the performance of chimiRic is tested on eight miRNA transfection experiments 
in HCT116 cells.
Figure 19. Depiction of the iterative procedure of the duplex model. The following 
procedure is repeated twelve times until the convergence of the model. a) Iterative 
optimization of w given the currents alignments. b) Computation of optimal alignments 
given current w (simultaneous optimization of duplexes and scoring model) c) Initial 
duplex structure for each pair is predicted by duplexfold (in ViennaRNA package) d) 
Corresponding duplex feature vectors are used to train a linear SVM classifier e) w were 
used as local alignment parameters to update the duplex structure between the miRNA 
and mRNA site sequences.
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Concerning the AGO binding model, when its training embodies CLIP data from a single 
cell type, a regular SVM classifier is applied to the UTR kernel matrix. On the other 
hand, the mix of data sets from various and different cell types requires the multi-task 
learning approach. After an alteration of the kernel matrix, the multi-task SVM is created 
as follows:
Kst(x, z) = (μ + Sst) K(x, z)
The free parameter μ manages how close are the task-specific models to the average 
model, while its optimal value is established through five-fold cross-validation.
In the study of sequence features in the AGO binding model, positional oligomer 
importance matrix (POIM) [145] approach is utilized in order to determine the more 
significant positional k-mers in Argonaute binding sequences.
Consequently, the enrichment of these k-mers in RNAcompete data across all RNA 
binding protein motifs takes place and the significance relative to an empirical null 
model based on training SVMs on random permutations of the class labels, is computed.
2.11.5 Results
It is found that the duplex model more accurately distinguishes true from false 
interactions in comparison to MIRZA [99] algorithm, which is trained in the same 
HEK293 PAR-CLIP data set as chimiRic. Similarly, the duplex model outperforms again 
MIRZA in the prioritization of observed interactions for each miRNA seed family 
against interactions with targets sites of other miRNAs in C. elegans and mouse brain. 
The dominance of the duplex model is again demonstrated as not only the interacting 
miRNAs are correctly detected above the other highly expressed miRNAs, in spite of the 
absence of exact 6-mer seed matches, but also the predicted non-canonical modules 
include GU wobbles, mismatches and bulges in the seed region as well as 
complementary base pairings in the 3’ region.
The results derived from the validation of the combined chimiRic models manifest that 
chimiRic’s top-ranked predictions provide at least the same level of accuracy as other 
available methods trained on AGO CLIP data sets.
According to the extent of mRNA downregulation of miRNA targets, it is corroborated 
that chimiRic presents alike amount of regulation compared to TargetScan, whereas it 
achieves better performance than mirSVR.
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Taking into account the results from previous studies, it is concluded that there is a 
plethora of AGO-bound sites near the stop codons and near the end of the 3’UTR, 
compared to miRNA seeds with no AGO binding in CD4+ T cells across mouse 
transcripts. Furthermore, for multi-UTR transcripts, abundant AGO-bound sites in the 
region upstream of internal 3’ cleavage sites (as mapped by PolyA-seq) are observed. It 
is also reported an increased number of ~200nt positive site examples downstream of 
internal cleavage sites. Additionally, HEK293 AGO binding sites are discovered to be in 
abundance upstream of internal 3’ cleavage sites based on the human 3’ end atlas 
(mapped by 3’-seq) and also downstream.
When examining the effect of POIMs method, it is found that the AU content, flanking 
the miRNA seed matches, presents high value and more complicated sequence features 
are ready to be explored.
In the search of potential RNA binding protein motifs near miRNA target sites, it is 
verified that the position-specific k-mers in upstream and downstream sequences are 
compatible with known RBP motifs. In the common AGO-binding model, an AC-rich 
motif upstream of the seed match that corresponds to an AGO RNAcompete experiment, 
is detected and in the downstream component of the common model, Pumilio is 
identified. Finally, it is verified that Pumilio plays a pivotal transcriptome-wide role in 
the AGO binding. Indeed, the comparison of HEK293 AGO CLIP to PUM2 PAR-CLIP 
in the same cell type [79] results in a 16.4% overlap between the AGO sites in HEK293 
and PUM2 binding sites.
2.12 DIANA microT-CDS
DIANA microT-CDS [146] is the 5th version of the DIANA microT algorithm that 
incorporates General Linear Models and Logistic regression to identify miRNA targets 
extracted from photoactivatable-ribonucleoside-enhanced cross-linking 
immunoprecipitation (PAR-CLIP) data by [79]. Indeed, the target prediction program is 
trained on a positive and a negative set of miRNA Recognition Elements (MREs) and 
learns the features associated with miRNAs, whose binding site is located both in coding 
sequences (CDs) and 3'UTRs. Features that are included in the miRNA target prediction 
are the identification of miRNAs and their predicted location of MREs both in the coding 
sequences (CDS) and in the 3'-UTR, the binding category weight, conservation of MREs 
targeted CDS or 3'-UTR in 16 and 39 species respectively, the distance to the nearest end 
of the region (CDS or 3'UTR) or to an adjacent binding site, the predicted free energy of 
the duplex and AU content. It is crucial to mention that this algorithm selects for analysis 
the longest annotated transcript, which is the one with the longest 3'- UTR sequence for 
each gene. In the following flowchart (Figure 20), the implementation of DIANA 
microT-CDS is described in detail.
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Figure 20. Flowchart of the analysis on the PAR-CLIP data. MREs specified by the 
PAR-CLIP data, are divided in two categories according to the genomic region in which 
they lie (A). For these two datasets, several features are extracted and the most 
informative of them are selected by comparing true MREs with false MREs (B). The 
selection is performed through a three-fold cross-validation (C). For each identified 
miRNA MRE, the selected features (depending on the gene region it lies in) are 
combined into an MRE score through generalized linear models (D). For each gene, the 
CDS score and the 3'-UTR score is defined by summing the MRE scores that lie in CDSs 
and 3'-UTRs, respectively. These two scores are linearly combined into a final score (E). 
To test for the overall performance of this scoring approach, an independent test on the 
high-throughput proteomics data of Selbach et al. [56] is performed (F) [146].
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After scrutiny of the results delivered by DIANA microT-CDS, the following parameters 
play an essential role in its function (Table 14):
Table 14. Important parameters of DIANA microT-CDS.
Feature Range Description
miTG score 0<miTG score<1 Combined score that 
measures the potency of 
each miRNA-gene 
interaction. The greater the 
score and close to 1, the 
greater the confidence
Binding type
6mer, 7mer, 8mer, 9mer 
and miRNA bugle
The matching sites between 
the miRNA and the mRNA
Score 0<Score<1 The site contribution score 
in the miTG score
Conservation >0
Number of species where 
the predicted interaction is 
conserved
Signal-to-noise ratio
>0 This score calculates the 
capacity of identification of 




from 0 to 1 The score indicates the 
false-positive rate in a 
miTG interaction
Apart from PAR-CLIP data, microarray data, proteomics data and HITS-CLIP data are 
also used in the analysis of this study. In particular, microarray data are downloaded 
from ArrayExpress (http://www.ebi.ac.uk/microarray-as/ae) and from Gene Expression 
Omnibus (http://www.ncbi.nlm.nih.gov/geo). The datasets that are used come from 
Gennarino et al. (2009) [103]: E-GEOD-12091 (mir-26b), E-GEOD-12092 (mir-98); 
from Wang and Wang (2006) [147]: E-GEOD-6207 (miR-124), E-GEOD-9586 (miR- 
335); from Linsley et al. (2007) [80]: GSM155604 (miR-106b); from Grimson et al. 
(2007) [23]: GSM210897 (miR-7), GSM210898 (miR-9), GSM210901 (miR-122a), 
GSM210903 (miR-128a), GSM210904 (miR-132), GSM210909 (miR-142),
GSM210911 (miR-148b), GSM210913 (miR-181a). Proteomics data, as calculated in
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Selbach et al. (2008) [56], are downloaded from http://psilac.mdc-berlin.de and HITS- 
CLIP data are downloaded from Chi et al. (2009) [55].
As far as feature extraction is concerned, a dynamic programming algorithm that 
identifies the optimal alignment between the miRNA-extended seed sequence (1-9 nt 
from the 5' end of miRNA) and every 9 nt window on the 3' UTR or CDS, is being 
implemented. A separate prediction model is built for the 3' UTR and CDS regions and 
then these are combined to calculate the final miRNA:mRNA interaction score.
2.12.1 Training data
The algorithm is trained on a positive and a negative set of MREs defined by PAR-CLIP 
data of Hafner et al. (2010) [79]. The true set of MREs consists of MREs which contain 
the highest number of Watson Crick binding nucleotides, in case there are multiple 
possible miRNA bindings in the same region. On the other hand, the false set contains all 
aligned locations that do not overlap with the PAR-CLIP data. In particular, it is found 
that out of the 17,310 PAR-CLIP peaks throughout the genome, 5,075 overlap with 
MREs in 3'-UTRs and 6,057 overlap with MREs in CDSs.
2.12.2 Test data
The algorithm is tested on a group of experimentally supported targets for five miRNAs, 
identified through a high-throughput proteomics method and HITS-CLIP data as defined 
in Selbach et al. (2008) [56].
2.12.3 Results
The novel computational model provides a significant increase in sensitivity compared to 
the 3 '-UTR-only region model (65% vs 52%), keeping the specificity at the same level of 
32%. Indeed, 293 additional correctly predicted targets were identified. When compared 
with other miRNA target prediction programs, DIANA microT-CDS demonstrates the 
highest sensitivity at any level of specificity. Interestingly, a high increase in sensitivity 
is observed at lower specificity values. In addition, it was found that genes with shorter 
3'-UTR (3'-UTRs <500 nt) have significantly more targets in coding regions and 
subsequently higher CDS target score.
Chapter III
Output Description of Algorithms
3.1 TargetScan
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For the analysis, the files Conserved site context++ scores, and Non conserved site 
context++ scores in all predictions for representative transcripts section have been 
obtained. These files consist of the precomputed predictions, derived from TargetScan. 
The columns of the respective files are described below.
Columns of Conserved site context++ scores file
Gene ID, Gene Symbol, Transcript ID, Species ID, miRNA, Site type, UTR start, UTR 
end, 3' pairing contribution, local AU contribution, position contribution, context++ 
score, context++ score percentile
Columns of Nonconserved site context++ scores file
Gene ID, Gene Symbol, Transcript ID, Species ID, miRNA, Site type, UTR start, UTR 
end, 3' pairing contribution, local AU contribution, position contribution, context++ 
score, context++ score percentile
3.2 PACCMIT
PACCMIT algorithm contains precomputed predictions. In particular, its predictions are 
based on accessibility filter and on accessibility and conservation filter and are described 
below (Table 15).
Table 15. Description of PACCMIT prediction files









location of the 
nucleation region, 














positions 2-5 are 
considered. This 
was shown to 
increase the 
precision of the 
algorithm with 
respect to the 
case, in which 
any accessible 4- 
mer within the 
seed match was 
enough to label 
the site as 
accessible. An 
optimized
Pcutoff of 02 
was used.
3.3 PACCMIT-CDS
PACCMIT-CDS contains precomputed predictions. The file predictions_human.txt.zip 
includes the final predictions obtained using the PACCMIT-CDS program without 
conservation and the file predictions_human_cons.txt.zip embraces the final 
predictions obtained using the PACCMIT-CDS program with conservation. Furthermore, 
paccmit-data.xz holds the full genome and miRNA data files, which can be 
decompressed on Linux with tar -xJvf paccmit-data.xz. In this analysis, only the 
predictions_human.txt.zip and predictions_human_cons.txt.zip predictions have been 
used.
Below, the basic usage of PACCMIT-CDS is portrayed. A Linux-like operating system 
running on x86-64 architecture is assumed.
1) The PACCMIT-CDS program package paccmit-cds.tgz should be downloaded.
2) It can be decompressed via the command tar -xzvfpaccmit-cds.tgz
3) The program can be compiled with the command make
4) The program should run in two basic ways:
> if the conservation of target sites is not required:
./paccmit-cds -g ./data/genes_noncons_example.fa -m ./data/miRNAs_example.fa\ 
-i 8
> if the conservation of target sites is required (e.g., in at least 12 species):
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./paccmit-cds -g ./data/genes_cons_example.fa -m ./data/miRNAs_example.fa -i 
8\ -x 27—M ”>11”
The Concise User's manual (paccmit-cds_concise_manual.pdf) contains all the details 
concerning the installation and the run of PACCMIT-CDS algorithm.
3.4 MIRZA-G
The files MIRZA-G per-gene scores for miRNA target sites found with MIRZA itself 
(mirza-g_all_mirnas_per_gene_scores.tab) and MIRZA-G per-gene scores for miRNA 
target sites found with seed scan (seed-mirza-g_all_mirnas_per_gene_scores.tab) 
contain the precomputed predictions for the MIRZA-G algorithm.
The aforementioned files contain 4 columns:
1. Gene (correspond to GeneID in the NCBI database)
2. miRNA ( miRNA name in MirBase 20)
3. Total score without conservation
4. Total score with conservation
As far as the installation of the pipeline of MIRZA-G is concerned, the instructions can 
be found in this online manual.
Dependences useful for the installation of the pipeline include the MIRZA package, the 
CONTRA fold package, Jobber python library for workflow management as well as 
other python packages such as drmaa (useful for submission to the cluster), statsmodels, 
pandas, BioPython, dendropy, numpy and scipy.
3.5 RNA22
This application uses RNA22 v2 to find putative microRNA binding sites in each 
sequence and then identifies the targeting microRNA. For the analysis, the full set of 
predictions (Homo Sapiens, mRNA, ENSEMBL 78, mirBase 21 and RNA22v2) has 
been obtained. The columns of the respective files are described below. Each line of the 
miR file is a predicted target site for that miR.
Column 1 (and filename): name of miR
Column 2: Ensembl Gene ID, Ensembl Transcript ID, chromosome, and strand (-1 for 
reverse, 1 for sense)
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Column 3 & 4: Both of these columns are used to calculate the start/end location of the 
predicted target site that the miR targets -  see section below.
Column 5: always test.seq (this can be ignored)
Column 6: binding energy in -Kcal/mol of the predicted heteroduplex between 
microRNA and the targeted messenger RNA
Column 7: target site sequence
Column 8: miR sequence
Column 9-10: shows you where the base pairings are for the formed heteroduplex
Column 11 & 12: always the same, the number of paired nucleotides in the heteroduplex
Column 13: the span/length of the predicted target (will be used to calculate the start/end 
location of the predicted target site that the miR targets)
Column 14-15: please ignore and do not use
Column 16: for RNA22v1.0, this column (quality_estimate) should be ignored. For 
RNA22v2.0 this column represents the p-value. The p-value represents the likelihood 
that the target site loci is random. In particular, a lower p-value represents a greater 
chance that the loci contains a valid MRE
Column 17: region information (5'UTR, CDS, 3'UTR) for the predicted target site. It is 
crucial to note that a predicted target could overlap in both parts in which both parts will 
be specified
In order to calculate the local (1-based index) coordinates (these coordinates are relative 
to the start of the cDNA of the transcript) of the predicted target site, the following 
procedure is executed:
1. Use columns 3, 4, and 13
2. The 4th column is an offset. So for the example above:
a) the start location is 3557 (from column 3) + 321 (from column 4) = 3878
b) the end location is 3557 (from column 3) + 321 (from column 4) + 18 (from 
column 13) -  1 = 3895
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3.6 TargetRank
The output file of TargetRank lists the ranked targets for each miRNA available in 
miRBase version 10.0. The file for the human species has only been used. Each human 
miRBase miRNA gene name has been extracted from 
hsa_miRBase_miR_ranked_targets.txt file and entered into the web application due to 
the fact that the aforementioned file did not contained the score value. The output of the 
web server is formatted as described below.
R a n k
Each 3' UTR is assigned a rank based on its TargetRank score. The 3' UTR with the 
highest score (predictive of greatest down-regulation in the presence of the 
siRNA/miRNA) is given a rank of 1. 3' UTRs with identical scores are given the same 
rank.
Gene Nam e
The gene name for the corresponding Refseq (field links to the Entrez Gene database 
entry).
G ene/Iso fo rm  D escrip tion
Descriptive name for the corresponding Refseq.
Refseq ID
ID for the mRNA isoform scored by TargetRank.
T a rg e tR a n k  Score
Score assigned by TargetRank to a Refseq's 3' UTR.
Seed M a tc h  T o ta l
Combined count of conserved and non-conserved 8mer, 7mer and 6mer seed matches.
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Conserved Seed M atches
Seed Matches perfectly conserved across aligned human, mouse, rat and dog genomes. If 
multiple input sequences/miRNA names are provided and a seed match type is 
ambiguous (i.e. the same 3' UTR sequence can be interpreted as a different seed match 
type, depending on which input siRNA/miRNA is considered), then all seed match types 
are assigned a value of 'NA'.
N on-conserved Seed M atches
Seed Matches with at least one nucleotide difference in one of the other three aligned 
genome regions (e.g. for a human seed match, at least one nucleotide difference in the 
aligned mouse, rat, or dog sequence). If multiple input sequences/miRNA names are 
provided and a seed match type is ambiguous (i.e. the same 3' UTR sequence can be 
interpreted as a different seed match type, depending on which input siRNA/miRNA is 
considered), then all seed match types are assigned a value of 'NA'.
3.7 MirSVR
The microRNA target predictions and expression data for precomputed results are 
available as tab delimited files. In the analysis, the files Good mirSVR score, Non­
conserved miRNA (hg19_predictions_S_0_aug2010.txt) and Good mirSVR score, 
Conserved miRNA (hg19_predictions_S_C_aug2010.txt) are used. “Good” mirSVR 
score refers to miRNA targets with <-0.1 score. In particular, there is a large overlap 
between score ranges for 8-mer sites and the 7 (m8) sites and only a subtle difference 
between the 7 (A1) and 6-mer distributions. In addition, MirSVR contains executable 
code, which is described below.
Basic Installation instructions
The simplest way to compile this package is:
1) cd to the directory containing the package's source code (miRanda-3.3a 
directory)
2) Give execute permission to your script:
i. chmod +x configure
3) type ./configure to configure the package for your system. Running configure 
takes a while. While running, it prints some messages telling which features is 
checking for.
4) Type make to compile the package.
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5) Optionally, type make check to run any self-tests that come with the package.
6) Type make install to install the programs and any data files and documentation.
7) You can remove the program binaries and object files from the source code 
directory by typing make clean. To also remove the files that configure created 
(so you can compile the package for a different kind of computer), type make 
distclean.
Documentation is contained in the man subdirectory. Some Example files are contained 
in the examples subdirectory.
The algorithm is running as:
Generally
miranda file l file2 [-sc score] [-en energy] [-scale scale] [-strict] [-go X] [-ge Y] [-out 
fileout] [-quiet] [-trim T]
[-noenergy] [-restrict file] miRanda reads RNA sequences (such as microRNAs) from 




Displays help, usage information and command-line options.
--version -v --license
Display version and license information.
-sc score
Set the alignment score threshold to score. Only alignments with scores >= score will be 
used for further analysis.
-en energy
Set the energy threshold to energy. Only alignments with energies <= energy will be 
used for further analysis. A negative value is required for filtering to occur.
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-scale scale
Set the scaling parameter to scale. This scaling is applied to match / mismatch scores in 
the critical 7bp region near the 5' end of the microRNA. Many known examples of 
miRNA:Target duplexes are highly complementary in this region. This parameter can be 
thought of as a contrast function to more effectively detect alignments of this type.
-strict
Require strict alignment in the seed region (offset positions 2-8). This option prevents the 
detection of target sites which contain gaps or non-cannonical base pairing in this region.
-go X
Set the gap-opening penalty to X for alignments. This value must be negative.
-ge Y
Set the gap-extend penalty to Y for alignments. This value must be negative.
-out fileout
Print results to an output file called fileout.
-quiet
Quiet mode, omit notices of when scans are starting and when sequences have been 
loaded from input files.
-trim T
Trim reference sequences to T nucleotides. Useful when using noisy predicted 3'UTRs as 
reference sequences.
-noenergy
Turn off thermodynamic calculations from RNAlib. If this is used, only the alignment 
score threshold will be used. The -en setting will be ignored.
-restrict file
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Restrict scans to those between specific miRNAs and UTRs. file should contain lines of 
tab separated pairs of sequence identifiers: miRNA_id <tab> target_id.
If we consider the example files as input, miRanda is runned as:
miranda ./examples/bantam_stRNA.fasta
./examples/hidUTRfasta -  sc 120 -en 1 -go -9 -ge -4 -out miranda_out.txt 
miRanda algorithm produces miranda_out.txt as output.
3.8 MBSTAR
Download Instructions:
• Download the MBStar package
• Unzip and extract all its files.
• Go to MBStar directory. Type 'chmod +xMBStar' and 'chmod +xMIL-Forest'.
• Type: ./MBStar -test < filename > -3utr < filename > -mir < filename >to 
execute MBStar.
Usage:
Type: ./MBStar --help to see its usage.
Parameters:
test file: A Tab delimited, two columns input file. First column contains the miRNA 
name (ex: >hsa-miR-155-5p) and the second column contains the Refseq id (ex: 
NM_182715) of mRNA. The last line of file should end with a '>'.
• 3utr file: A fasta format file, containing the 3'UTR sequences.
• mir file: A fasta format file, containing the miRNA sequences.
Download zip file contains:
• hg19_3utr.txt: Human 3'UTR database file.
• mirbase_hsa_latest.txt: MicroRNA sequence file.
• positive_train_instance_index: An index file to train the classifier. 
negative_train_instance_index: An index file to train the classifier.
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• positive_train40: Data file for training the classifier.
• negative_train40: Data file for training the classifier.
• config.conf: Configuration file for classifier.
• MBStar_example.txt: Some example interactions for MB Star.
The result is obtained by the following command:
./MBStar -testMBStar_example.txt -3utr hg19 3utr.txt -mir mirbase_hsa_latest.txt 
The result is saved in the file named: MBStar_predicted_binding_sites.txt 
The result columns are as follows:
Column 1: miRNA Name
Column 2: mRNA Name
Column 3: Binding sites with flanking regions
Column 4: miRNA Sequence
Column 5: Site type
Column 6: Binding position
MBSTAR also contains precomputed predictions, which can be downloaded from the 
option: Genome wide target prediction for MBStar.
The result columns are as follows:
Column 1: miRNA Name
Column 2: mRNA Name
Column 3: Binding sites with flanking regions
Column 4: miRNA Sequence
Column 5: Seed type




In s ta lla tio n
The source code of MirMark is runned on Linux. Firstly, if any dependencies are 
missing, they should be installed as follows:
• sudo add-apt-repository ppa:j-4/vienna-rna
• sudo apt-get update
• sudo apt-get -y install python-software-properties software-properties-common
• sudo apt-get -y install gbrowse
• sudo apt-get -y install default-jdk
• sudo apt-get -y install vienna-rna wget
• cd /tmp && wget http://mn.eng.hawaii.edu/~garmire/weka.jar && sudo cp 
weka.jar /usr/lib/jvm/default-java/jre/lib/ext/.
• sudo apt-get -y install build-essential
• cd /tmp && wget http://cbio.mskcc.org/microrna_data/miRanda-aug2010.tar.gz 
&& tar zxvf miRanda-aug2010.tar.gz && cdmiRanda-3.3a && ./configure 
&& make && sudo make install
• cd /tmp && wget http://mn.eng.hawaii.edu/~garmire/MirMarkRNApl.tgz && tar 
zxvf MirMarkRNApl.tgz && sudo cpMirMarkRNApl/*.pl /usr/share/perl5
• cd /tmp && wget http://mn.eng.hawaii.edu/~garmire/MirMark.tgz && tar zxvf
MirMark.tgz && sudo cpMirMark/*.pl /usr/local/bin
In addition, the following repository should be downloaded to the local machine:
git clone --depth 1 https://github.com/lanagarmire/MirMark.git
After downloading the repository, in the 'Core/' folder all the scripts are shown:
• cd MirMark/Core
• ls
In order for them to run properly, they should be copied into the local 'bin' directory: 
cp * /usr/local/bin/
Now, the scripts on the test files under 'MirMark/Test' folder can be tested.
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There exist two separate scripts for predicting targets in site and UTR level respectively.
1) The script for predicting targets in site level contains the following arguments:
siteFeaturesARFF.pl <mir-fasta-file><utr-fasta-file><phastcon-utr-
scores><pair-file><output-prefix> MirMark/Test/rf.site.model
For '<mir-fasta-file>', it can be retrieved from mirbase.org.
For '<utr-fasta-file>', queries from the UCSC table browser are necessary.
The format for <phastcon-utr-scores>' is:
... seeMirMark/Test/fast.txt for example
The <Pair file>' is a TSV of miR and UTR ids, corresponding to fasta file IDs. 
The '<output-prefix>' is the output files without the extensions.





In MirMark/Core the following commands are run:
siteFeaturesARFF.pl ../Test/mirs.fa ../Test/utrs.fa ../Test/fast.txt ../Test/pairs.txt 
../Test/site_features ../Test/rf.site.model
utrFeaturesARFF.pl ../Test/mirs.fa ../Test/utrs.fa ../Test/fast.txt ../Test/pairs.txt 
../Test/utr_features ../Test/rf.utr.model
The output files are embraced In Results_siteFetauresARFF and 
Results_utrFeaturesARFF folders.
Input_files involves the files that were used for the run of the algorithm.
The input files involve the following files:
fast.txt (file with conservation): this file contains records such as:
NM_006009_utr3_0_0_chr12_49578578_r 0.987 0.916 0.957 0.995 1.000 1.000 1.000
1.000 0.998 0.998 1.000 1.000 1.000 1.000 1.000 0.993 0.990 0.996 0.993 1.000 1.000
1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.995 0.999 1.000
1.000 1.000 0.997 0.998 1.000 1.000 0.988 0.937 0.932 0.938 0.960 0.902 0.561 0.432
0.043 0.038 0.066 0.963 0.988 0.990 0.992 0.982 0.542 0.537 0.482 0.361 0.393 0.390
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0.200 0.043 0.019 0.000 0.000 0.000 0.017
1.000 1.000 1.000 1.000 1.000 1.000 1.000
1.000 1.000 1.000 1.000 0.999 0.997 0.999 
0.970 0.973 0.977 0.998 0.999 0.988 0.986
1.000 1.000 1.000 1.000 0.997 0.988 0.980 
0.979 0.977 0.924 0.116 0.003 0.003 0.003 
0.054 0.060 0.046 0.008 0.006 0.009 0.008 
0.010 0.003 0.006 0.000 0.000 0.004 0.018 
0.993 0.997 0.996 0.998 0.999 1.000 1.000
1.000 1.000 1.000 1.000 1.000 0.998 0.999
1.000 1.000 1.000 1.000 1.000 0.996 0.103 0
0.039 0.361 0.754 0.885 0.893 1.000 1.000 
1.000 1.000 1.000 1.000 1.000 1.000 1.000 
0.998 1.000 1.000 0.993 0.992 0.996 0.986 
0.987 0.977 0.998 1.000 1.000 1.000 1.000 
0.898 0.950 0.951 0.988 0.996 0.995 0.996 
0.002 0.001 0.000 0.000 0.000 0.011 0.037 
0.454 0.961 0.961 0.896 0.882 0.874 0.679 
0.999 1.000 1.000 1.000 1.000 1.000 0.998 
1.000 1.000 1.000 1.000 1.000 1.000 1.000 
1.000 1.000 1.000 1.000 1.000 1.000 1.000 
.095 0.095 0.028 0.015 0.000
mirs.fa: this file contains orthologous miRNA sequences 
utrs.fa: this file contains Refseq mRNA IDs (NM) 
pairs.txt: this file contains pairs miRNA-NM 
The output files consist of the columns below:
site_features.txt, site_features.csv:
Miranda_score, miR_ID, mRNA_ID, Start_position, End_position, 
miR_match_P01,miR_match_P03,miR_match_P04, miR_match_P08, miR_match_P 15, 
Seed_bulge, Total_AU, Total_mismatch, Total_bulge, Total_bulge_nt, Seed_P01_acc, 
Seed_cons_score
site_features.weka:
inst# , actual predicted error prediction
utr_features.txt, utr_features.csv, utr_features.weka:
Miranda_score, miR_ID, mRNA_ID, Start_position, End_position, Seed_match_6mer2, 
miR_match_P01, Seed_match_7mer2, Seed_match_7mer1, Seed_MFE, X3p_MFE, 




All the related materials, including source code and genome-wide prediction of human 
targets of SVMicrO are available here. However, due to forbidden access at their server, 
neither source code, nor precomputed results were accessible. As a result, SVMicrO was 
not incorporated into the target prediction analysis.
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Chapter IV
4. Overview of miRNA Target Prediction Programs
All the aforementioned computational algorithms for miRNA target predictions are 
surveyed. Indeed, in Tables 16 - 19, the information of each algorithm, including their 
supported organism, websites, approaches, features, binding sites, assembly type and 
miRBase version, is summarized.
Table 16. Algorithms for computational target prediction
Programs Website Type Organisms Reference




h, m, r, d, cn, 
c, rh, cw, o, 
fr, z, f, w
[75]
PACCMIT http://paccmit. epfl. ch/ 






PACCMIT-CDS http://paccmit. epfl. ch/ 


































































h,m, f, w, n [146]
Organisms: h, human; m, mouse; r, rat; d, dog; cn, chicken; c, chimpanzee; rh, rhesus; 
cw, cow; o, opossum; fr, frog; z, zebrafish; f, fly; w, worm; p, pufferfish; mq, mosquito; 
n: caenorhabditis elegans (nematode)
Type: a source code available; □ source code not available; ?Github; v: C; H:PerlScript; n 
C++; YJava; x:Python
Table 17. Target Prediction Duplex and Local Context Features














TargetScan ✓ c,s ✓ ✓ ✓ ✓












✓ c ✓ ✓
RNA22 ✓ c ✓ ✓ ✓
TargetRank ✓ ✓
MirSVR ✓ c ✓ ✓ ✓
MBSTAR ✓
SVMicrO ~ c ✓ ✓ ✓




✓ c ✓ ✓ ✓
* Seed Pairing Stability, ** Site Accessibility
3’Contribution : c,3' Compensatory Pairing; s,3’ Supplementary Pairing
Seed Match: ✓ , perfect seed match; ~, partial seed match





























TargetScan ✓ ✓ ✓ ✓ c,n 3u SR,MR































TargetRank ✓ ✓ ✓ c 3u NA




MBSTAR c,n 3u RF
SVMicrO ✓ ✓ ✓ ✓ c,n 3u SVM,
UTR-
SVM
MirMark ✓ ✓ ✓ ✓ c,n 3u RF,
Gaussian
SVM
ChimiRic c,n 3u SVM
DIANA-
microT-CDS




Binding Type: c, canonical sites; n, non-canonical sites: mismatch in seed region; 
cleavage sites; centered sites; bulges
Region: 3u,3’UTR; 5u,5’UTR; cd,CDS(coding region);
Machine Learning Model: GLM, General Linear Model(Logistic Regression); SVR, 
Support Vector Regression; RF, Random Forest Classifier; SR,Stepwise Regression; 
MR, Multiple Regression; NA: No Machine Learning
Prior to the comparison of Target prediction programs, they are adjusted so that they use 
miRBase version 18. In Table 4, conversion files for each program are summarized.
























/database _ f 
iles/)














































































/database _ f 
iles/)
release 78 Relative ✓ /-/-/-
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SVMicrO release 12 - - - -/-/-/-












/database _ f 
iles/)
release 69 Absolute and 
Relative
✓ /-/-/-
*Various versions of Ensembl are found here.
** Gene: Gene Stable ID, Refseq: Refseq mRNA ID, Transcript: Transcript Stable ID, 
NCBI: NCBI Gene ID
Table 20. Characteristics of Datasets
Test Datasets miRBase Release Ensembl Release
Test Dataset 1 release 18 release 83
Test Dataset 2 release 18 release 83
Table 21. miRNA:mRNA human interactions across all programs
Programs
Predictions
Conserved Non Conserved All
TargetScan 1,450,123 38,310,305 39,760,429
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PACCMIT Access - - 1,698,192
PACCMIT Access + Cons - - 204,699




MIRZA-G (Mirza Analysis) 
Conservation
- - 4,071,768
MIRZA-G (Mirza Analysis) 
Without Conservation
- - 4,757,171
MIRZA-G (Seed Analysis) 
Conservation
- - 3,787,775
MIRZA-G (Seed Analysis) 
Without Conservation
- - 4,391,410
RNA22 - - 251,888,722
TargetRank - - 376,856
MirSVR 1,097,064 3,320,820 4,417,884
MBSTAR - - 47,466,965
DIANA-microT-CDS - - 14,611,757
All programs were compared with Test Dataset 1 which contains the positive set of 
experimentally predicted targets in human
(Human_experimentally_validated_interactions.txt file) and Test Dataset 2 which 
contains the exact binding positions of miRNA interactions in experimental 
methodologies. Additional information is given on the coordinates of the binding 
positions in the reference genome
(Human_experimentally_validated_interactions_Reporter_Chimeric.txt).
The columns of Test Dataset 1 are described as follows:
1. miRNA: The name of the microRNA. The version, from which the name of the 
microRNA is taken, is miRBase 18 (http://www.mirbase.org/).
2. Ensembl_Gene_id: The Gene Stable ID derived from Ensembl genome Browser. 
The version is Ensembl 83 (http://dec2015.archive.ensembl.org/index.html).
3. Method: The experimental methodology with which the target miRNA has been 
confirmed.
4. MTMAT: The name of the microRNA. The MIMAT does not change between 
the miRBase versions. Thus, the results of each program are calculated based on 
MIMAT.
5. Gene_name: The name of the gene. It is used only in cases where Ensembl Gene 
id is not known as the name of a gene may not be unique.
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The columns of Test Dataset 2 are described as follows:
1. chr: The chromosome.
2. start: The genomic site that initiates the miRNA binding site.
3. end: The genomic position that terminates the miRNA binding site.
4. strand: The type of chain that the miRNA binds (“+”, “-“).
Due to the fact that Test Dataset 1 contains Gene Stable ID as a column, all programs 
should be converted in order to involve Gene Stable ID in their datasets. Consequently, 
the following conversions have been made:
A. Refseq mRNA ID ^  Gene Stable ID
When RefSeq mRNA ID is known and has to be converted to Gene Stable ID, the 







Click MARTVIEW (top menu)
Choose ENSEMBL 91 for database and Homo sapiens genes
GRCh38.p10 for dataset
Click "Filters" (left menu) and expand REGION
3.1. Select Chromosome/scaffold: 1-22, MT, X, Y
3.2. In filters expand GENE, choose in Input external references ID list 
: "RefSeq mRNA ID " and paste your ID(s) or upload a file of IDs. 
In particular, a file is uploaded.
Click "Attributes" (left menu) and expand GENE
4.1. Check Ensembl Gene ID, Gene Name
4.2. In EXTERNAL : select RefSeq mRNA ID 
Click "Results" (top left menu)
B. Transcript Stable ID ^  Gene Stable ID
When Transcript Stable ID is known and has to be converted to Gene Stable ID, 
the following steps should be pursued at the BioMart website for Ensembl 91 
archive:
1. Click MARTVIEW (top menu)
2. Choose ENSEMBL 91 for database and Homo sapiens genes 
GRCh38.p10 for dataset 




3.1. Select Chromosome/scaffold: 1-22, MT, X, Y
3.2. Choose "Ensembl Transcript ID(s)" and paste your ID(s) or upload 
a file of IDs. In particular, a file is uploaded
Click "Attributes" (left menu) and expand GENE 
4.1. Check Ensembl Gene ID, Transcript ID 
Click "Results" (top left menu)
C. NCBI Gene ID ^G ene Stable ID
When NCBI Gene ID is known and has to be converted to Gene Stable I, the 







Click MARTVIEW (top menu)
Choose ENSEMBL 91 for database and Homo sapiens genes
GRCh38.p10 for dataset
Click "Filters" (left menu) and expand REGION
3.1. Select Chromosome/scaffold: 1-22, MT, X, Y
3.2. In filters expand GENE, choose in Input external references ID 
list: "NCBI gene ID " and paste your ID(s) or upload a file of IDs. 
In particular, a file is uploaded.
Click "Attributes" (left menu) and expand GENE
4.1. Check Ensembl Gene ID, Gene Name
4.2. In EXTERNAL : select NCBI gene ID 
Click "Results" (top left menu)
Additional information concerning the number of miRNA:mRNA interactions, miRNAs, 
Genes and the source of Test Dataset 1 is summarized in Table 22.
Table 22. Basic information of Test Datasets
Test Dataset 1 Test Dataset 2
Total experimentally verified 25,901 2,380
interactions
Unique miRNAs 887 257
Unique Genes 10,638 1600
Source DIANA-TarBase DIANA-TarBase
From the analysis of all programs, the following datasets were extracted as shown in
Table 23:
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• miRNAs Subset: The common set of miRNAs among all programs that is 
subset of Test Dataset 1
• Genes Subset 1: The common set of Genes among all programs
• Genes Subset 2: The common set of Genes among all programs that is 
subset of Test Dataset 1
Table 23. Common set of miRNAs and Genes across all programs
Total
miRNAs Subset 360
Genes Subset 1 7,620
Genes Subset 2 7,570
Due to the large number of predictions that some algorithms achieve, the threshold 
values in the scores of each program, as indicated in Table 24, were set. The definition 
of threshold values for each program aims at increasing the precision and reducing the 
sensitivity of each program. In Table 24, the first column indicates the name of the 
programs while the second and third ones the cutoff values applied for each program.




TargetScan 8mer: Score* >0.8 
7mer-m8: Score* >1.3 
7mer-A1: Score* >1.6“
PACCMIT Pcutoff > 0.2 -
PACCMIT-CDS P-value > 0.05 
(Default)
-
MIRZA-G (Mirza Analysis) Mirza Score >0.12 -
MIRZA (Seed Analysis) Mirza Score >0.12
RNA22 > 60 pattern instance 




TargetRank P-value > 0.05 -
MirSVR mirSVR score < -0.1s -
MBSTAR P-value > 0.5 P-value > 0.5
DIANA-microT-CDS P < 0.05 P-value > 0.5
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6-mer and offset 6-mer sites are always classified as non-conserved 
s: Best predictions of mirSVR present good have PhastCOns score >0.57 
*: conservation cutoffs for each site type at different branch-length scores. These cutoffs 
correspond only to conserved sites.
Due to the extremely long processing of the vast number of prevalent protein coding 
genes, used by target prediction tools in order to produce the expected results, 
precomputed results of each program are employed. These precomputed results are 
downloaded and their datasets are adjusted to the proper format in order the finding of 
miRNA-gene interactions to be facilitated. For the sake of an example, due to the fact 
that the source of the 3’ UTR sequences of each algorithm is derived from Ensembl 
[148] database, using BioMart data mining tool
(http://dec2017.archive.ensembl.org/index.html)), the University of California Santa Cruz 
(UCSC) [130] database or different assemblies, major differences between the prediction 
outcomes of the target prediction tools are manifested, rendering their comparison 
difficult and inaccurate. In particular, the aforementioned problem is due to diverse 
positive and negative training sets, test sets, feature selection and machine learning 
models among all tools. As a result, three (3) test cases are examined in order the precise 
evaluation of the miRNA prediction models to be achieved.
Firstly, according to Test Case I the predictions of each program are filtered at the 
common set of miRNAs among all programs that is subset of the positive set (Test 
Dataset 1). In this case, an initial abstract approximation of the performance of the 
algorithms can be gained because they are by far different from each other and their 
common set of miRNAs is inadequate to provide a holistic common base. Moreover, 
Test Case II examines the predictions that are retained after the application of the 
common set of miRNAs among all programs that is subset of the positive set and the 
common set of Genes among all programs. In comparison to the previous case, this case 
presents to be more judicious with the concept of comparing tools under the same base. 
Test Case III, which filters at the common set of miRNAs among all programs that is 
subset of the positive set as well as the common set of Genes among all programs that is 
subset of the positive set, appears to be the most appropriate case because it provides 
similar results with those that derive after running of all miRNA tools under the same 
conditions.
Table 25 presents the abbreviations, which are utilized in the following figures.





NCS No Site Conservation
A Accessibility
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AC Accessibility & Conservation
CM miRNA Conservation
NCM No miRNA Conservation
4.1 Test Case I
The predictions of each program were filtered at the common set of miRNAs among all 
programs that is subset of the positive set. In addition, a threshold of P-value < 0.05 for 
RNA22, P-value > 0.5 for MBSTAR and P-value > 0.5 for DIANA microT-CDS is 
considered.
In Figure 21, Total predictions and True positive experimentally validated predictions 
(shared miRNA-Genes interactions with Test Dataset 1) of all programs are shown in 
blue and yellow respectively. The results are calculated without taking into account the 
score of each miRNA-Gene interaction. Figure 22 illustrates the same results as Figure 
21 with the exception that thresholds for RNA22 and MBSTAR have been applied. The 
threshold for DIANA microT-CDS has been applied to all test cases. From both Figures 
21, 22 it is evident that TargetScan outperforms the other target prediction programs, 
while RNA22 has a vast number of predictions and therefore is highly sensitive.
Figure 21. Total and True positive set for Target Prediction Algorithms without 
considering the score according to Test Dataset 1 (Test Case I).
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Figure 22. Total and True positive set for Target Prediction Algorithms without 
considering the score and setting threshold on RNA22 and MBSTAR according to Test 
Dataset 1 (Test Case I).
Figure 23 illustrates Total Predictions and Experimentally Predicted Targets of all 
programs, for corresponding score values. The number of correctly predicted targets is 
shown by different scores for increasing numbers of total predictions. All predictions, 
whether conserved, non-conserved or total are filtered on the true positive set of 
miRNAs.
In Figure 23A, it is evident that conserved predictions present an optimized performance 
compared to non-conserved predictions. In addition, it is observed that TargetScan CS 
has the optimal performance when compared to other target prediction algorithms due to 
the fact that it achieves high accuracy and its sensitivity is almost nonexistent. Indeed, 
the curve that corresponds to Targetscan CS initially starts with a relatively small 
number of Total predictions and maps them to a large number of experimentally verified 
predictions. Hierarchically, following TargetScan CS, MirSVR CM, DIANA microT- 
CDS, MIRZA-G Seed C and MIRZA-G C present the greatest performance among target 
prediction tools. MBSTAR and RNA22 appear to be very sensitive due to the fact that, 
although they find a larger number of experimentally supported targets, compared to 
other programs, at the beginning their Total predictions are proportionally very high. 
PACCMIT AC, PACCMIT-CDS C, PACCMIT A and PACCMIT-CDS WC seem to
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hold a small number of Total predictions leading to a tiny number of verified targets.
From Figure 23B, conserved miRNA:gene human interactions outperform the Total 
interactions due to the fact that Total predictions constitute the sum of conserved and 
non-conserved interactions. For instance, TargetScan CS presents better performance 
compared to TargetScan. Moreover, conserved miRNA predictions of MirSVR (MirSVR 
CM) are less sensitive than the one of MirSVR.
Figure 23. Total Predictions vs Experimentally Predicted Targets of all programs when 
considering step= 0.01 for score values filtered on the true positive set of miRNAs. 
Between miRNA-gene interactions with the same score, those with the maximum scoring 
scheme are selected (Test Case I). A) Conserved and Non-conserved predictions. B) 
Total and Conserved predictions.
In Figure 23, between miRNA-gene interactions with the same score, the maximum of 
their scoring scheme is selected. On the other hand, in Figure 24, the aggregated score of 
the corresponding interactions is considered. After careful examination of the plots in the 
latter case, it is observed that the performance of the algorithms remains intact despite 
the application of the aggregation filter, with the exception of TargetScan NCS. This is 
due to the fact that TargetScan assigns a score in each site and not in the entire miRNA- 
gene interaction as other target prediction programs (e.g DIANA microT-CDS).
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In Figure 25 applies the same graphical analysis as in Figure 23, with the sole difference 
that the predictions of RNA22 with P-value > 0.05 have been cut off. As a result, for a 
relatively large number of Total predictions, RNA22 achieves a larger number of 
experimentally verified predictions compared to TargetScan CS. As far as MBSTAR is 
concerned, the application of the threshold of 0.5 do not alter its predictions, as all 
miRNA-gene interactions have scores greater or equal to 0.5 prior reaching the stage of 
implementing the aforementioned threshold.
In Figure 25, between miRNA-gene interactions with the same score, the maximum of 
their scoring scheme is selected. On the other hand, in Figure 26, the aggregated score of 
the corresponding interactions is considered. After careful examination of the plots in the 
latter case, it is observed that the performance of the algorithms remains intact despite 
the application of the aggregation filter, with the exception of TargetScan NCS. This is 
due to the fact that TargetScan assigns a score in each site and not in the entire miRNA- 
gene interaction as other target prediction programs (e.g DIANA microT-CDS).
Figure 24. Total Predictions vs Experimentally Predicted Targets of all programs when 
considering step = 0.01 for score values filtered on the true positive set of miRNAs. 
Between miRNA-gene interactions with the same score, the aggregation of their scoring 
scheme is selected (Test Case I). A) Conserved and Non-conserved predictions. B) Total 
and Conserved predictions (Test Case I).
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Figure 27 shows the Predicted Targets per miRNA and the corresponding number of 
correctly predicted targets for different scores. Predicted Targets per miRNA constitute 
the average value of Total predictions of all miRNAs in each program, having been 
grouped by score and they indicate the sensitivity of the examined models. Correctly 
predicted targets are calculated as the average value of experimentally verified targets of 
all miRNAs in each program, having been grouped by score. Figures 23 and 27 share 
the same conclusions as far as the performance of target prediction algorithms is 
concerned.
In Figure 28, despite the selection of the aggregated score of the corresponding miRNA- 
gene interactions, all algorithms present the same performance as prior to the application 
of this filter, with the exception of TargetScan NCS.
Figure 25. Total Predictions vs Experimentally Predicted Targets of all programs when 
considering step = 0.01 for score values filtered on the true positive set of miRNAs and 
setting threshold on RNA22 and MBSTAR. Between miRNA-gene interactions with the 
same score, those with the maximum scoring scheme are selected (Test Case I). A) 
Conserved and Non-conserved predictions. B) Total and Conserved predictions.
Figure 29 demonstrates the Predicted Targets per miRNA and the corresponding number 
of correctly predicted targets for different scores after thresholds for RNA22 and 
MBSTAR have been employed. In Figure 29 applies the same graphical analysis as in 
Figure 27, with the sole difference that the predictions of RNA22 with P-value > 0.05
125
have been cut off. Conclusions are compatible with those in Figure 25.
In Figure 30, the selection of the aggregated score of the corresponding miRNA-gene 
interactions does not alter the performance of the algorithms, except for TargetScan 
NCS.
Figure 26. Total Predictions vs Experimentally Predicted Targets of all programs when 
considering step = 0.01 for score values filtered on the true positive set of miRNAs and 
setting threshold on RNA22 and MBSTAR. Between miRNA-gene interactions with the 
same score, the aggregation of their scoring scheme is selected (Test Case I). A) 
Conserved and Non-conserved predictions. B) Total and Conserved predictions.
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Figure 27. Predicted Targets/miRNA vs Experimentally Predicted Targets. The number 
of correctly predicted targets is shown by different scores for increasing numbers of 
predicted targets per miRNA, when considering a step of 0.01. All predictions were 
filtered on the true positive set of miRNAs. Between miRNA-gene interactions with the 
same score, those with the maximum scoring scheme are selected (Test Case I). A) 
Conserved and Non-conserved predictions. B) Total and Conserved predictions.
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Figure 28. Predicted Targets/miRNA vs Experimentally Predicted Targets. The number 
of correctly predicted targets is shown by different scores for increasing numbers of 
predicted targets per miRNA, when considering a step of 0.01. All predictions were 
filtered on the true positive set of miRNAs. Between miRNA-gene interactions with the 
same score, the aggregation of their scoring scheme is selected (Test Case I). 
A) Conserved and Non-conserved predictions. B) Total and Conserved predictions.
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Figure 29. Predicted Targets/miRNA vs Experimentally Predicted Targets by setting 
threshold on RNA22 and MBSTAR. The number of correctly predicted targets is shown 
by different scores for increasing numbers of predicted targets per miRNA, when 
considering a step of 0.01. All predictions were filtered on the true positive set of 
miRNAs. Between miRNA-gene interactions with the same score, those with the 
maximum scoring scheme are selected (Test Case I). A) Conserved and Non-conserved 
predictions. B) Total and Conserved predictions.
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Figure 30. Predicted Targets/miRNA vs Experimentally Predicted Targets by setting 
threshold on RNA22 and MBSTAR. The number of correctly predicted targets is shown 
by different scores for increasing numbers of predicted targets per miRNA, when 
considering a step of 0.01. All predictions were filtered on the true positive set of 
miRNAs. Between miRNA-gene interactions with the same score, the aggregation of 
their scoring scheme is selected (Test Case I). A) Conserved and Non-conserved 
predictions. B) Total and Conserved predictions.
In Figure 31, it is observed that all algorithms share 142,821 common Total predictions. 
DIANA microT-CDS contains individually 536,301 total predictions while all algorithms 
except TargetScan CS share 271,861 predictions. In addition, MIRZA-G C, MIRZA-G 
Seed C and DIANA microT-CDS share 143,205 total predictions.
In Figure 32, it is shown that DIANA microT-CDS, TargetScan and mirSVR share 
760,247 common Total predictions. In particular, DIANA microT-CDS and TargetScan 
contain 349,389 shared initial predictions, while TargetScan has individually 326,900 
Total predictions.
In Figure 33, all algorithms share 2,893 correctly verified miRNA-gene interactions, 
which is a subset of Test Dataset 1. DIANA-microT-CDS predicts individually 2,328 
miRNA-gene interactions while all algorithms except TargetScan CS predict 1,457
130
common interactions.
Figure 31. Venn Diagram of the total predictions between MirSVR Conserved miRNAs, 
TargetScan Conserved Sites, MIRZA-G Mirza with conservation, DIANA-microT-CDS 
and MIRZA-G Seed with conservation. These algorithms present the best performance 
according to previous comparisons (Test Case I).
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Figure 32. Venn Diagram of the total predictions between MirSVR, TargetScan and 
DIANA microT-CDS. These algorithms do not differentiate conserved and non 
conserved predictions (Test Case I).
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Figure 33. Venn Diagram of the experimentally verified predictions between MirSVR 
Conserved miRNAs, TargetScan Conserved Sites, MIRZA-G Mirza with conservation, 
DIANA-microT-CDS and MIRZA-G Seed with conservation. These algorithms present 
the best performance according to previous comparisons (Test Case I).
In Figure 34, it is shown that DIANA microT-CDS, TargetScan and mirSVR share 
5,092 common experimentally validated miRNA-gene interactions. Indeed, DIANA 
microT-CDS and TargetScan intersect in 1,934 interactions, while TargetScan predicts 
individually 703 miRNA-gene targets. Consequently, it is obvious that TargetScan can 
forecast correctly both its and other algorithms’s interactions, concluding that the 
combination of itself with other miRNA target prediction programs, would not enhance 
its performance.
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Figure 34. Venn Diagram of the experimentally verified predictions between MirSVR, 
TargetScan and DIANA microT-CDS. These algorithms do not differentiate conserved 









Figures 32, 34 are implemented with the purpose of examining the performance of the 
most optimal target prediction tools.
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4.2 Test Case II
The predictions of each program were filtered by the common set of miRNAs among all 
programs that is subset of the positive set and the common set of Genes among all 
programs. A threshold of P-value < 0.05 for RNA22, P-value > 0.5 for MBSTAR and 
P-value > 0.5 for DIANA microT-CDS, is considered.
In Figure 35, Total predictions and True positive experimentally validated predictions 
(shared miRNA-Genes interactions with Test Dataset 1) of all programs are shown in 
blue and yellow respectively, after having applied threshold for RNA22 and MBSTAR 
algorithms. The results are calculated without taking into account the score of each 
miRNA-gene interaction. The threshold for DIANA microT-CDS has been applied to all 
test cases. It is evident that TargetScan outperforms the other target prediction programs, 
while RNA22 has a vast number of predictions and therefore is highly sensitive.
Figure 35. Total and True positive set for Target Prediction Algorithms without 
considering the score and setting threshold on RNA22 and MBSTAR according to Test 
Dataset 1 (Test Case II).
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Figure 36 illustrates Total Predictions and Experimentally Predicted Targets of all 
programs for corresponding score values. The number of correctly predicted targets is 
shown by different scores for increasing numbers of total predictions. All predictions, 
whether conserved, non-conserved or total are filtered on the true positive set of miRNAs 
and the common set of genes among all programs. Also, the predictions of RNA22 with 
P-value > 0.05 have been cut off. As a result, for a relatively large number of Total 
predictions, RNA22 achieves a larger number of experimentally verified predictions 
compared to TargetScan CS. As far as MBSTAR is concerned, the application of the 
threshold of 0.5 do not alter its predictions, as all miRNA-gene interactions have scores 
greater or equal to 0.5 prior reaching the stage of implementing the aforementioned 
threshold.
In Figure 36A, it is evident that conserved predictions present an optimized performance 
compared to non-conserved predictions. In addition, it is observed that TargetScan CS 
has the optimal performance when compared to the other target prediction algorithms 
due to the fact that it achieves high accuracy and its sensitivity is almost nonexistent. 
Indeed, the curve that corresponds to Targetscan CS initially starts with a relatively small 
number of Total predictions and maps them to a large number of experimentally verified 
predictions. Hierarchically, following TargetScan CS, MirSVR CM, DIANA microT- 
CDS, MIRZA-G Seed C and MIRZA-G C present the greatest performance among target 
prediction tools. MBSTAR appears to be very sensitive due to the fact that, although they 
find a larger number of experimentally supported targets, compared to other programs, at 
the beginning their Total predictions are proportionally very high. PACCMIT AC, 
PACCMIT-CDS C, PACCMIT A and PACCMIT-CDS WC seem to hold a small 
number of Total predictions leading to a tiny number of verified targets.
From Figure 36B, conserved miRNA:gene human interactions outperform the Total 
interactions due to the fact that Total predictions constitute the aggregation of conserved 
and non-conserved interactions. For instance, TargetScan CS presents better performance 
compared to TargetScan. Moreover, conserved miRNA predictions of MirSVR (MirSVR 
CM) are less sensitive than the one of MirSVR.
In Figure 36, between miRNA-gene interactions with the same score, the maximum of 
their scoring scheme is selected. On the other hand, in Figure 37, the aggregated score of 
the corresponding interactions is considered. After careful examination of the plots in the 
latter case, it is observed that the performance of the algorithms remains intact despite 
the application of the aggregation filter, with the exception of TargetScan NCS. This is 
due to the fact that TargetScan assigns a score in each site and not in the entire miRNA- 
gene interaction as other target prediction programs (e.g DIANA microT-CDS).
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Figure 36. Total Predictions vs Experimentally Predicted Targets of all programs when 
considering step = 0.01 for score values filtered on the true positive set of miRNAs and 
the common set of genes among algorithms. A threshold on RNA22 and MBSTAR is set. 
Between miRNA-gene interactions with the same score, those with the maximum scoring 
scheme are selected (Test Case II). A) Conserved and Non-conserved predictions. B) 
Total and Conserved predictions.
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Figure 37. Total Predictions vs Experimentally Predicted Targets of all programs when 
considering step = 0.01 for score values filtered on the true positive set of miRNAs and 
the common set of genes among algorithms. A threshold on RNA22 and MBSTAR is set. 
Between miRNA-gene interactions with the same score, the aggregation of their scoring 
scheme is selected (Test Case II). A) Conserved and Non-conserved predictions. B) Total 
and Conserved predictions.
Figure 38 shows the Predicted Targets per miRNA and the corresponding number of 
correctly predicted targets for different scores, after thresholds for RNA22 and MBSTAR 
have been employed. Predicted Targets per miRNA constitute the average value of Total 
predictions of all miRNAs in each program, having been grouped by score and thery 
indicate the sensitivity of the examined models. Correctly predicted targets are calculated 
as the average value of experimentally verified targets of all miRNAs in each program, 
having been grouped by score. Figures 36 and 38 share the same conclusions as far as 
the performance of target prediction algorithms is concerned.
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Figure 38. Predicted Targets/miRNA vs Experimentally Predicted Targets by setting 
threshold on RNA22 and MBSTAR. The number of correctly predicted targets is shown 
by different scores for increasing numbers of predicted targets per miRNA, when 
considering a step of 0.01. All predictions were filtered on the true positive set of 
miRNAs and the common set of genes among algorithms. Between miRNA-gene 
interactions with the same score, those with the maximum scoring scheme are selected 
(Test Case II). A) Conserved and Non-conserved predictions. B) Total and Conserved 
predictions.
In Figure 39, despite the selection of the aggregated score of the corresponding miRNA- 
gene interactions, all algorithms present the same performance as prior to the application 
of this filter. The selection of the aggregated score of the corresponding miRNA-gene 
interactions only alters the performance of TargetScan NCS, due to the existence of site 
score instead of score for the entire miRNA-gene interaction.
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Figure 39. Predicted Targets/miRNA vs Experimentally Predicted Targets by setting 
threshold on RNA22 and MBSTAR. The number of correctly predicted targets is shown 
by different scores for increasing numbers of predicted targets per miRNA, when 
considering a step of 0.01. All predictions were filtered on the true positive set of 
miRNAs and the common set of genes among algorithms. Between miRNA-gene 
interactions with the same score, the aggregation of their scoring scheme is selected (Test 
Case II). A) Conserved and Non-conserved predictions. B) Total and Conserved 
predictions.
In Figure 40, it is observed that all algorithms share 91,843 common Total predictions. 
DIANA microT-CDS contains individually 246,776 total predictions while all algorithms 
except TargetScan CS share 157,585 predictions. In addition, MIRZA-G C, MIRZA-G 
Seed C and DIANA microT-CDS share 87,570 total predictions.
In Figure 41, it is shown that DIANA microT-CDS, TargetScan and mirSVR share 
453,918 common Total predictions. In particular, DIANA microT-CDS and TargetScan 
contain 140,219 shared initial predictions, while TargetScan has individually 138,935 
Total predictions.
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Figure 40. Venn Diagram of the total predictions between MirSVR Conserved miRNAs, 
TargetScan Conserved Sites, MIRZA-G Mirza with conservation, DIANA microT-CDS 
and MIRZA-G Seed with conservation. These algorithms present the best performance 












Figure 41. Venn Diagram of the total predictions between MirSVR, TargetScan and 
DIANA microT-CDS. These algorithms do not differentiate conserved and non 
conserved predictions (Test Case II).
In Figure 42, all algorithms share 2,067 correctly verified miRNA-gene interactions, 
which is a subset of Test Dataset 1. DIANA microT-CDS predicts individually 1,354 
miRNA-gene interactions while all algorithms except TargetScan CS predict 885 
common interactions.
In Figure 43, it is shown that DIANA microT-CDS, TargetScan and mirSVR share 
3,457 common experimentally validated miRNA-gene interactions. Indeed, DIANA 
microT-CDS and TargetScan intersect in 1,074 interactions, while TargetScan predicts 
individually 377 miRNA-gene targets. Consequently, it is obvious that TargetScan can 
forecast correctly both its and other algorithms’s interactions, concluding that the 
combination of itself with other miRNA target prediction programs would not enhance 
its performance.
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Figure 42. Venn Diagram of the experimentally verified predictions between MirSVR 
Conserved miRNAs, TargetScan Conserved Sites, MIRZA-G Mirza with conservation, 
DIANA microT-CDS and MIRZA-G Seed with conservation. These algorithms present 




Figure 43. Venn Diagram of the experimentally verified predictions between MirSVR, 
TargetScan and DIANA microT-CDS. These algorithms do not differentiate conserved 
and non conserved predictions (Test Case II).
Figures 41, 43 are implemented with the purpose of examining the performance of the 
most optimal target prediction tools.
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4.3 Test Case III
The predictions of each program were filtered at the common set of miRNAs among all 
programs that is subset of the positive set as well as the common set of Genes among all 
programs that is subset of the positive set. In addition, a threshold of P-value < 0.05 for 
RNA22, P-value > 0.5 for MBSTAR and P-value > 0.5 for DIANA microT-CDS is 
considered.
In Figure 44, Total predictions and True positive experimentally validated predictions 
(shared miRNA-Genes interactions with Test Dataset 1) of all programs are shown in 
blue and yellow respectively. The results are calculated without taking into account the 
score of each miRNA-Genes interaction. Figure 45 illustrates the same results as Figure 
44 with the exception that thresholds for RNA22 and MBSTAR have been applied. The 
threshold for DIANA microT-CDS has been applied to all test cases. From both Figures 
44, 45 it is evident that TargetScan outperforms the other target prediction programs, 
while RNA22 has a vast number of predictions and therefore is highly sensitive.
Figure 44. Total and True positive set for Target Prediction Algorithms without 
considering the score according to Test Dataset 1 (Test Case III).
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Figure 45. Total and True positive set for Target Prediction Algorithms without 
considering the score and setting threshold on RNA22 and MBSTAR according to Test 
Dataset 1 (Test Case III).
Figure 46 illustrates Total Predictions and Experimentally Predicted Targets of all 
programs for corresponding score values. The number of correctly predicted targets is 
shown by different scores for increasing numbers of total predictions. All predictions, 
whether conserved, non-conserved or total are filtered on the true positive set of miRNAs 
and the common set of genes among all programs and the positive set.
In Figure 46A, it is evident that conserved predictions present an optimized performance 
compared to non-conserved predictions. In addition, it is observed that TargetScan CS 
has the optimal performance when compared to the other target prediction algorithms 
due to the fact it achieves high accuracy and its sensitivity is almost nonexistent. Indeed, 
the curve that corresponds to Targetscan CS initially starts with a relatively small 
number of Total predictions and map them to a large number of experimentally verified 
predictions. Hierarchically, following TargetScan CS, MirSVR CM, DIANA-microT- 
CDS, MIRZA-G Seed C and MIRZA-G C present the greatest performance among target 
prediction tools. MBSTAR and RNA22 appear to be very sensitive due to the fact that 
although they find a larger number of experimentally supported targets, compared to
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other programs, at the beginning their Total predictions are proportionally very high. 
PACCMIT AC, PACCMIT-CDS C, PACCMIT A and PACCMIT-CDS WC seem to 
hold a small number of Total predictions leading to a tiny number of verified targets.
From Figure 46B, conserved miRNA:gene human interactions outperform the Total 
interactions due to the fact that Total predictions constitute the aggregation of conserved 
and non-conserved interactions. For instance, TargetScan CS presents better performance 
compared to TargetScan. Moreover, conserved miRNA predictions of MirSVR (MirSVR 
CM) are less sensitive than the one of MirSVR.
Figure 46. Total Predictions vs Experimentally Predicted Targets of all programs when 
considering step = 0.01 for score values filtered on the true positive set of miRNAs and 
the common set of genes among algorithms and Test Dataset 1. Between miRNA-gene 
interactions with the same score, those with the maximum scoring scheme are selected 
(Test Case III). A) Conserved and Non-conserved predictions. B) Total and Conserved 
predictions.
In Figure 46, between miRNA-gene interactions with the same score, the maximum of 
their scoring scheme is selected. On the other hand, in Figure 47, the aggregated score of 
the corresponding interactions is considered. After careful examination of the plots in the 
latter case, it is observed that the performance of the algorithms remains intact despite
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the application of the aggregation filter, apart from TargetScan NCS. The performance of 
TargetScan NCS is altered because TargetScan assigns a score in each site and not in the 
entire miRNA-gene interaction as other target prediction programs (e.g DIANA microT- 
CDS).
Figure 47. Total Predictions vs Experimentally Predicted Targets of all programs when 
considering step = 0.01 for score values filtered on the true positive set of miRNAs and 
the common set of genes among algorithms and Test Dataset 1. Between miRNA-gene 
interactions with the same score, the aggregation of their scoring scheme is selected (Test 
Case III). A) Conserved and Non-conserved predictions. B) Total and Conserved 
predictions.
In Figure 48 applies the same graphical analysis as in Figure 47, with the sole difference 
that the predictions of RNA22 with P-value > 0.05 have been cut off. As a result, for a 
relatively large number of Total predictions, RNA22 achieves a larger number of 
experimentally verified predictions compared to TargetScan CS. As far as MBSTAR is 
concerned, the application of the threshold of 0.5 do not alter its predictions, as all 
miRNA-Gene interactions have scores greater or equal to 0.5 prior reaching the stage of 
implementing the aforementioned threshold.
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Figure 48. Total Predictions vs Experimentally Predicted Targets of all programs when 
considering step = 0.01 for score values filtered on the true positive set of miRNAs and 
the common set of genes among algorithms and Test Dataset 1. A threshold on RNA22 
and MBSTAR has been set. Between miRNA-gene interactions with the same score, 
those with the maximum scoring scheme are selected (Test Case III). A) Conserved and 
Non-conserved predictions. B) Total and Conserved predictions.
In Figure 48, between miRNA-gene interactions with the same score, the max of their 
scoring scheme is selected. On the other hand, in Figure 49, the aggregated score of the 
corresponding interactions is considered. After careful examination of the plots in the 
latter case, it is observed that the performance of the algorithms remains intact despite 
the application of the aggregation filter, without considering TargetScan NCS algorithm.
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Figure 49. Total Predictions vs Experimentally Predicted Targets of all programs when 
considering step = 0.01 for score values filtered on the true positive set of miRNAs and 
the common set of genes among algorithms and Test Dataset 1. A threshold on RNA22 
and MBSTAR has been set. Between miRNA-gene interactions with the same score, the 
aggregation of their scoring scheme is selected (Test Case III). A) Conserved and Non­
conserved predictions. B) Total and Conserved predictions.
Figure 50 shows the Predicted Targets per miRNA and the corresponding number of 
correctly predicted targets for different scores. Predicted Targets per miRNA constitute 
the average value of Total predictions of all miRNAs in each program, having been 
grouped by score and they indicate the sensitivity of the examined models. Correctly 
predicted targets are calculated as the average value of experimentally verified targets of 
all miRNAs in each program, having been grouped by score. Figures 46 and 50 share 
the same conclusions as far as the performance of target prediction algorithms is 
concerned.
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Figure 50. Predicted Targets/miRNA vs Experimentally Predicted Targets. The number 
of correctly predicted targets is shown by different scores for increasing numbers of 
predicted targets per miRNA, when considering a step of 0.01. All predictions were 
filtered on the true positive set of miRNAs and the common set of genes among 
algorithms and Test Dataset 1. Between miRNA-gene interactions with the same score, 
those with the maximum scoring scheme are selected (Test Case III). A) Conserved and 
Non-conserved predictions. B) Total and Conserved predictions.
In Figure 51, despite the selection of the aggregated score of the corresponding miRNA- 
gene interactions, all algorithms, except TargetScan NCS, present the same performance 
as prior to the application of this filter.
Figure 52 demonstrates the Predicted Targets per miRNA and the corresponding number 
of correctly predicted targets for different scores after thresholds for RNA22 and 
MBSTAR have been employed. In Figure 52 applies the same graphical analysis as in 
Figure 50, with the sole difference that the predictions of RNA22 with P-value > 0.05 
have been cut off. Conclusions are compatible with those in Figure 46.
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Figure 51. Predicted Targets/miRNA vs Experimentally Predicted Targets. The number 
of correctly predicted targets is shown by different scores for increasing numbers of 
predicted targets per miRNA, when considering a step of 0.01. All predictions were 
filtered on the true positive set of miRNAs and the common set of genes among 
algorithms and Test Dataset 1. Between miRNA-gene interactions with the same score, 
the aggregation of their scoring scheme is selected (Test Case III). A) Conserved and 
Non-conserved predictions. B) Total and Conserved predictions.
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Figure 52. Predicted Targets/miRNA vs Experimentally Predicted Targets by setting 
threshold on RNA22 and MBSTAR. The number of correctly predicted targets is shown 
by different scores for increasing numbers of predicted targets per miRNA, when 
considering a step of 0.01. All predictions were filtered on the true positive set of 
miRNAs and the common set of genes among algorithms and Test Dataset 1. Between 
miRNA-gene interactions with the same score, those with the maximum scoring scheme 
are selected (Test Case III). A) Conserved and Non-conserved predictions. B) Total and 
Conserved predictions.
In Figure 53, the selection of the aggregated score of the corresponding miRNA-gene 
interactions does not alter the performance of the algorithms, with the exception of 
TargetScan NCS.
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Figure 53. Predicted Targets/miRNA vs Experimentally Predicted Targets by setting 
threshold on RNA22 and MBSTAR. The number of correctly predicted targets is shown 
by different scores for increasing numbers of predicted targets per miRNA, when 
considering a step of 0.01. All predictions were filtered on the true positive set of 
miRNAs and the common set of genes among algorithms and Test Dataset 1. Between 
miRNA-gene interactions with the same score, the aggregation of their scoring scheme is 
selected (Test Case III). A) Conserved and Non-conserved predictions. B) Total and 
Conserved predictions.
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In Figure 54, it is observed that all algorithms share 91,636 common Total predictions. 
DIANA microT-CDS contains individually 244,607 total predictions while all algorithms 
except TargetScan CS share 157,191 predictions. In addition, MIRZA-G C, MIRZA-G 
Seed C and DIANA microT-CDS share 87,581 total predictions.
In Figure 55, it is shown that DIANA microT-CDS, TargetScan and mirSVR share 
452,805 common Total predictions. In particular, DIANA microT-CDS and TargetScan 
contain 138,577 shared initial predictions, while TargetScan has individually 138,202 
Total predictions.
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Figure 54.Venn Diagram of the total predictions between MirSVR Conserved miRNAs, 
TargetScan Conserved Sites, MIRZA-G Mirza with conservation, DIANA microT-CDS 
and MIRZA-G Seed with conservation. These algorithms present the best performance 
according to previous comparisons (Test Case III).
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Figure 55. Venn Diagram of the total predictions between MirSVR, TargetScan and 
DIANA microT-CDS. These algorithms do not differentiate conserved and non 








In Figure 56, all algorithms share 2,064 correctly verified miRNA-gene interactions, 
which is a subset of Test Dataset 1. DIANA microT-CDS predicts individually 1,352 
miRNA-gene interactions while all algorithms except TargetScan CS predict 886 
common interactions.
In Figure 57, it is shown that DIANA microT-CDS, TargetScan and mirSVR share 
3,453 common experimentally validated miRNA-gene interactions. Indeed, DIANA 
microT-CDS and TargetScan intersect in 1,071 interactions, while TargetScan predicts 
individually 372 miRNA-gene targets. Consequently, it is obvious that TargetScan can 
forecast correctly both its and other algorithms’s interactions, concluding that the 
combination of itself with other miRNA target prediction programs, would not enhance 
its performance.
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Figure 56. Venn Diagram of the experimentally verified predictions between MirSVR 
Conserved miRNAs, TargetScan Conserved Sites, MIRZA-G Mirza with conservation, 
DIANA-microT-CDS and MIRZA-G Seed with conservation. These algorithms present 








Figure 57. Venn Diagram of the experimentally verified predictions between MirSVR, 
TargetScan and DIANA microT-CDS. These algorithms do not differentiate conserved 
and non conserved predictions (Test Case III).
Figures 55, 57 are implemented with the purpose of examining the performance of the 
most optimal target prediction tools.
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4.4 miRNA-Site Interactions in Test Case II
The goal is to find the common shared miRNA - site interactions between each program 
and Test Dataset 2. When searching for the shared miRNA - site interactions, at least one 
nucleotide (binding site) of each program should exist, overlapping with the 
experimentally verified binding region, for instance of a luciferase or chimeric site. From 
the set of programs studied, only DIANA microT-CDS, TargetScan, mirSVR, RNA22 
and MBSTAR contain supplementary information regarding the coordinates of the 
binding sites on human genome.
What is more, DIANA microT-CDS contains interactions, which fall into splice 
junctions. As a result, two exons, with a continued MRE, can be contained in a record. 
For the analysis, each exon has been split into a single row. Due to the fact that the 
region of an MRE, shared in two exons, can be extensive enough, if a site in Test Dataset 
2 overlaps with both regions of MRE in two exons, then the shared region is taken into 
account once.
In the splicing of RNA, the site of a former intron in a mature mRNA embraces a splice 
junction. In molecular biology, splicing is the editing of the nascent precursor messenger 
RNA (pre-mRNA) transcript into a mature messenger RNA (mRNA). After splicing, 
introns are removed and exons are joined together. Figure 58 illustrates the two steps of 
canonical RNA processing, from pre-mRNA to spliced RNA and the intron lariat.
Figure 58. Diagram illustrating the two-step biochemistry of splicing [149].
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Most programs, as presented in Table 19, contain relative coordinates to the start or end 
of a gene, which corresponds to a specific mRNA. For more accurate comparisons, these 
coordinates are converted to absolute ones, indicating the precise location of the miRNA 
on the human genome. In addition, the consequent genome coordinates are converted to 
the appropriate assembly. In particular, all programs hold coordinates in hg19 assembly. 
Thus, this assembly is transformed to hg38 via LiftOver tool, which satisfies the 
aforementioned purpose.
The predictions of each program were filtered at the common set of miRNAs among all 
programs that is subset of the positive set and the common set of Genes among all 
programs. A threshold of P-value < 0.05 for RNA22, P-value > 0.5 for MBSTAR and 
P-value > 0.5 for DIANA microT-CDS is considered. Table 26 demonstrates the sizes of 
the common sets of miRNAs and Test Dataset 2 and genes among all programs 
respectively.





In Figure 59, Total predictions and True positive experimentally validated predictions 
(shared miRNA-site interactions with Test Dataset 2) of all programs are shown in blue 
and yellow respectively, after having applied threshold for DIANA microT-CDS, 
RNA22 and MBSTAR algorithms. The results are calculated without taking into account 
the score of each miRNA-Site interaction. It is evident that TargetScan outperforms the 
other target prediction programs, while DIANA microT-CDS has a vast number of 
predictions and therefore is highly sensitive.
Figure 60 demonstrates the shared miRNA-Site interactions with Test Dataset 2, as 
Figure 59, with the exception that the number of initial total predictions has been 
decreased due to the additional filtering of algorithms at the overlapping regions of the 
positive set. Subsequently, it is observed that TargetScan maintains optimal performance 
compared to other programs.
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Figure 59. Total and True positive set of overlapping sites for Target Prediction 
Algorithms without considering the score and setting threshold on DIANA microT-CDS 
according to Test Dataset 2. Between miRNA-site interactions with the same score, those 
with the maximum scoring scheme are selected.
Ie 6  1718038
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Figure 60. Total and True positive set of overlapping sites of Target Prediction 
Algorithms with the positive set without considering the score and setting threshold on 
DIANA-microT-CDS according to Test Dataset 2. Between miRNA-site interactions 
with the same score, those with the maximum scoring scheme are selected. All 
algorithms have been filtered at the overlapping regions of the positive set.
Ie 3  6413
Figure 61 illustrates Total Predicted Sites and Experimentally Predicted Sites of all 
programs for corresponding score values. The number of correctly predicted sites is 
shown by different scores for increasing numbers of total predicted sites. Between 
miRNA-site interactions with the same score, the maximum of their scoring scheme is 
selected. As a result, for a relatively large number of Total predicted sites, DIANA 
microT-CDS achieves a larger number of experimentally verified predicted sites (high 
sensitivity).
In Figure 61A, it is evident that conserved predicted sites present an optimized 
performance compared to non-conserved predicted sites. In addition, it is observed that 
TargetScan CS has the optimal performance when compared to the other target 
prediction algorithms due to the fact it achieves high accuracy and its sensitivity is 
almost nonexistent. Indeed, the curve that corresponds to Targetscan CS initially starts 
with a relatively small number of Total predicted sites and map them to a large number
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of experimentally verified predicted sites. Hierarchically, following TargetScan CS, 
MirSVR CM and DIANA microT-CDS present the greatest performance among target 
prediction tools. On the other hand, MBSTAR’s performance appears to fall drastically 
compared to miRNA-genes and miRNA-genes/miRNA interactions as far as specificity 
is concerned.
From Figure 61B, conserved miRNA:site human interactions outperform the Total 
interactions due to the fact that Total predictions constitute the aggregation of conserved 
and non-conserved interactions. For instance, TargetScan CS presents better performance 
compared to TargetScan. Moreover, conserved miRNA - site interactions of MirSVR 
(MirSVR CM) are less sensitive than the one of MirSVR.
Figure 61. Total Predicted Sites vs Experimentally Predicted Sites of all programs when 
considering step = 0.01 for Test Dataset 2. Threshold on DIANA microT-CDS is set. 
Between miRNA-site interactions with the same score, those with the maximum scoring 
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In Figure 62 applies the same graphical analysis as in Figure 61, with the sole difference 
that the total predicted sites have been declined due to the restrain of the total predicted 
sites of all algorithms at the overlapping regions of the positive set. Without 
discriminating the conserved from non conserved predicted sites, TargetScan contains 
the optimum performance, following by mirSVR and DIANA microT-CDS algorithms. 
In addition, DIANA microT-CDS outperforms mirSVR in miRNA-gene interactions’ 
level, while mirSVR presents a slight enhancement in performance in miRNA-site 
interactions, when compared with DIANA microT-CDS.
Figure 62. Total Predicted Sites vs Experimentally Predicted Sites of all programs when 
considering step = 0.01for Test Dataset 2. Threshold on DIANA microT-CDS is set. 
Between miRNA-site interactions with the same score, those with the maximum scoring 
scheme are selected. A) Conserved and Non-conserved predictions. B) Total and 
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Due to the complexity and the number of scripts devised in order to study and manipulate 
the precomputed predictions of all target prediction algorithms, a functional environment 
has been developed, depicting the entire architecture of the code. All the scripts of the 
code have been written in python programming language. Below, follows a detailed 
description of the functionality of all scripts and graphical representations of them for 
more accurate and circumstantial study.
Test Case I
For PACCMIT Accessibility and PACCMIT Accessibility & Conservation in script: 
Map_miRNA_to_MIMA T.py
1. Read the data into a dataframe (data_PACCIMIT )
2. Clear data_PACCIMIT dataframe from entries containing CDR in Gene ID 
column and anything else apart from hsa in miRNA column
3. Reformat values for Gene ID column by splitting in the ‘.’ character and 
holding only the left part. This procedure is performed using an unnamed 
lambda function.
4. Read the mirBase 18 conversion file into a dataframe (MirBase_version18)
5. Merge the data PACCIMIT and MirBase_version18 dataframes in order each 
miRNA to be mapped to a MIMAT in the appropriate MirBase version. In case 
of records that cannot be mapped to a MIMAT, due to the fact that their miRNA 
does not exist in the newer version of MirBase or is updated in another name, 




Ouput files (Accessibility &Conservation: 
data_PACCIMIT_access_cons_miRNA_18_all.csv
For PACCMIT-CDS with and without conservation in scripts:
Map_miRNA_to_MIMA T.py
1. Read the data into a dataframe (dataPACCIMITCDS)
2. In column “miRNAs_with_the_same_seed_sequence” some records contain 
more than one values split by the “,” character. These records are isolated in a 
dataframe (data_PACCIMIT_CDS_mult) and they are split to separate rows by 
holding the other columns intact.
3. data_PACCIMIT_CDS_mult dataframe is concatenated with the
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data_PACCIMIT_CDS dataframe, without the “special” records, into 
data_PACCIMIT_CDS_new dataframe.
4. Read the mirBase 18 conversion file into a dataframe (MirBase_version18)
5. Merge the data_PACCIMIT_CDS_cons_new and MirBase_version18
dataframes in order each miRNA to be mapped to a MIMAT in the appropriate 
MirBase version. In case of records that cannot be mapped to a MIMAT, due to 
the fact that their miRNA does not exist in the newer version of MirBase or is 
updated in another name, they are removed. The aforementioned are performed 
by merge() andpandas.notnullQ functions respectively.
Ouput files (conservation): data_PACCIMIT_CDS_cons_miRNA_18_all.csv 
Ouput files (without conservation): 
data_PACCIMIT_CDS_non_cons_miRNA_18_all.csv
Map_ENST_to_ENSG.py
1. Read the data (data_PACCrMIT_CDS_miRNA_18_all.csv) into a dataframe 
(data_PACCIMIT_CDS_new ).
2. Read the file of mapping (mart_export.txt ) between Transcript Stabe ID and 
Gene Stable ID into a dataframe (enst_to_ensg).
3. Merge the dataPACCIMITCDSnew  and ensttoensg  dataframes in order 
each transcript to be mapped to an ensembl gene ID. In case of records that 
cannot be mapped to an ensembl gene ID, they are removed. The 
aforementioned are performed by merge() and pandas.notnullQ functions 
respectively.
Ouput files (conservation): PACCMIT_CDS_Gene_stable_ID_ready
Ouput files (without conservation): PACCMIT_CDS_non_Gene_stable_ID_ready
For TargetScan Conserved and Non Conserved predictions, in script: 
Map_miRNA_to_MIMA T.py
1. Read the data into a dataframe (dataTargetScan )
2. Clear data_TargetScan dataframe from entries containing CDR in Gene ID 
column and anything else apart from hsa in miRNA column
3. Reformat values for Gene ID column by splitting in the ‘.’ character and 
holding only the left part. This procedure is performed using an unnamed 
lambda function.
4. Read the mirBase 21 conversion file into a dataframe (MirBase_version21)
5. Merge the data TargetScan dataframe and MirBase_version21 dataframes in 
order each miRNA to be mapped to a MIMAT in the appropriate MirBase 
version. In case of records that cannot be mapped to a MIMAT, due to the fact 
that their miRNA does not exist in the newer version of MirBase or is updated 
in another name, they are removed. The aforementioned are performed by 
merge() and pandas.notnullQ functions respectively.
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Ouput files: data_cons_TargetScan_MIMAT.csv, 
data_non_cons_TargetScan_MIMAT.csv




3. Concatenate data_cons_TargetScan_MIMAT.csv and 
data_non_cons_TargetScan_MIMAT.csv into a dataframe
Ouput files: data_Total_TargetScan_MIMAT.csv
For MIRSVR Conserved and Non Conserved predictions, in script: 
Conserved._Map_NM_to_ENSG.py
1. Read the data into a dataframe (MirSVR).
2. Read the file of mapping (NM_TO_ENG.txt ) between RefSeq mRNA ID and 
Gene Stable ID into a dataframe (NM_to_ENG).
3. Merge the MirSVR and N M toE N G  dataframes in order each RefSeq to be 
mapped to an ensembl gene ID. In case of records that cannot be mapped to an 
ensembl gene ID, they are removed. The aforementioned are performed by 
merge() andpandas.notnull() functions respectively.
Ouput files: MIRSVR_MIMAT_Gene_stable_ID_, 
MIRSVR_MIMAT_Gene_stable_ID_non




3. Concatenate MIRSVR_MIMAT_Gene_stable_ID_ and 
MIRSVR_MIMAT_Gene_stable_ID_non into a dataframe
Ouput files: MIRSVR_MIMAT_Gene_stable_ID_TOTAL
For MIRZA-G Mirza/Seed Analysis with and without conservation, in scripts: 
Mirza_Map_miRNA_to_MIMA T.py/Seed_Map_miRNA_to_MIMA T.py 123
1. Read the data into a dataframe (MIRZAGdata )
2. Read the mirBase 20 conversion file into a dataframe (MirBase_version20)
3. Merge the MIRZAG data and MirBase_version20 dataframes in order each 
miRNA to be mapped to a MIMAT in the appropriate MirBase version. In case 
of records that cannot be mapped to a MIMAT, due to the fact that their miRNA 
does not exist in the newer version of MirBase or is updated in another name,
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t h e y  a r e  r e m o v e d .  T h e  a f o r e m e n t i o n e d  a r e  p e r f o r m e d  b y  merge() a n d  
pandas.notnull() f u n c t i o n s  r e s p e c t i v e ly .
O u p u t  f i le s :  MIRZAG_data_MIMAT.csv (4) 1
Mirza Map gene id to ENSG.py /  Seed Map gene id to ENSG.py
1. R e a d  t h e  d a t a  i n t o  a  d a t a f r a m e  (MIRZAGdata).
2 . R e a d  t h e  f i l e  o f  m a p p i n g  ( g e n e _ t o _ e n s e m b l . t x t )  b e t w e e n  N C B I  G e n e  I D  a n d  
G e n e  S t a b l e  I D  in t o  a  d a t a f r a m e  ( g e n e _ i d _ t o _ e n s g ) .
3 . M e r g e  t h e  MIRZAG data a n d  g e n e id to e n sg  d a t a f r a m e s  i n  o r d e r  e a c h  N C B I  
G e n e  I D  t o  b e  m a p p e d  t o  a n  e n s e m b l  g e n e  I D .  I n  c a s e  o f  r e c o r d s  t h a t  c a n n o t  b e  
m a p p e d  t o  a n  e n s e m b l  g e n e  I D ,  t h e y  a r e  r e m o v e d .  T h e  a f o r e m e n t i o n e d  a r e  
p e r f o r m e d  b y  merge() a n d pandas.notnull() f u n c t i o n s  r e s p e c t i v e ly .
O u p u t  f i le s :  MIRZA_G_MIMAT_Gene_stable_ID_(2), 
MIRZA_G_Seed_Gene_stable_ID_ (2) 1
F o r  p r o g r a m s  R N A 2 2  a n d  T a r g e t R a n k ,  i n  s c r ip t s  
Filtering_ miRNAs_ on_ experiments_ data.py
1. R e a d  t h e  m i r B a s e  c o n v e r s i o n  f i l e  i n t o  a  d a t a f r a m e  (MirBase_version)
2 . R e a d  t h e  p o s i t i v e  s e t  f i l e  ( T e s t  D a t a s e t  1 ) i n t o  a  d a t a f r a m e  ( e x p e r i m e n t _ d a t a ) .
3 . M e r g e  MirBase_version and experimentdata dataframes i n  o r d e r  e a c h  
M I M A T  o f  T e s t  D a t a s e t  1 t o  b e  m a p p e d  t o  a  m i R N A  i n  t h e  a p p r o p r i a t e  
M i r B a s e  v e r s io n .  I n  c a s e  o f  r e c o r d s  t h a t  c a n n o t  b e  m a p p e d  t o  a  M I M A T  t h e y  
a r e  r e m o v e d .  T h e  a f o r e m e n t i o n e d  a r e  p e r f o r m e d  b y  merge() a n d  
pandas.notnull() f u n c t i o n s  r e s p e c t i v e ly .
4 . I t e r a t e  a l l  f i l e s  i n  d a t a _ d i r 2 d i r e c t o r y  a n d  r e m o v e  t h e  o n e  w h o s e  m i R N A  d o e s  
n o t  e x i s t  i n  T e s t  D a t a s e t  1. T h e  s u c c e s s f u l  r e m a i n i n g  f i l e s  a r e  h o l d  i n  l i s t  
( d a t a _ l i s t ) .
5 . d a t a _ l i s t  l i s t  i s  c o n v e r t e d  t o  d a t a f r a m e .
6 . M e r g e  MirBase_version and d a t a _ l i s t  d a t a f r a m e s  in  o r d e r  e a c h  m i R N A  t o  b e  
m a p p e d  t o  a  M I M A T  i n  t h e  a p p r o p r i a t e  M i r B a s e  v e r s io n .  I n  c a s e  o f  r e c o r d s  t h a t  
c a n n o t  b e  m a p p e d  t o  a  M I M A T ,  d u e  t o  t h e  f a c t  t h a t  t h e i r  m i R N A  d o e s  n o t  e x i s t  
in  t h e  n e w e r  v e r s i o n  o f  M i r B a s e  o r  i s  u p d a t e d  i n  a n o t h e r  n a m e ,  t h e y  a r e  
r e m o v e d .  T h e  a f o r e m e n t i o n e d  a r e  p e r f o r m e d  b y  merge() a n d  pandas.notnull() 
f u n c t i o n s  r e s p e c t i v e ly .
O u p u t  f i le s :  RNA22_df_MIMAT, HomoSapiens_mRNA_ENSEMBL78_dir_df 
( d a t a _ l i s t ) ,  TargetRank_df_MIMAT
F o r  M B S T A R ,  in  s c r ip t :
MBSTAR_Prep_for_common_comp.py 1
1. R e a d  t h e  m i r B a s e  2 0  c o n v e r s i o n  f i l e  i n t o  a  d a t a f r a m e  (MirBase_version20)
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2 . R e a d  t h e  p o s i t i v e  s e t  f i l e  ( T e s t  D a t a s e t  1 ) i n t o  a  d a t a f r a m e  ( e x p e r i m e n t _ d a t a ) .
3 . M e r g e  MirBase_version20 and experiment_data dataframes i n  o r d e r  e a c h  
M I M A T  o f  T e s t  D a t a s e t  1 t o  b e  m a p p e d  t o  a  m i R N A  i n  t h e  a p p r o p r i a t e  
M i r B a s e  v e r s i o n ( 2 0 ) .  I n  c a s e  o f  r e c o r d s  t h a t  c a n n o t  b e  m a p p e d  t o  a  M I M A T  
t h e y  a r e  r e m o v e d .  T h e  a f o r e m e n t i o n e d  a r e  p e r f o r m e d  b y  merge() a n d  
pandas.notnull() f u n c t i o n s  r e s p e c t i v e ly .
4 . I t e r a t e  a l l  f i l e s  i n  a l l  f o l d e r s 1 23 45 o f  M B S T A R _ G e n o m e _ W i d e _ p r e d _ r e s  d i r e c t o r y  
a n d  c r e a t e  a  f o l d e r  ( U P D A T E _ O u t p u t )  w i t h  t h e  f i l e s  w h o s e  m i R N A  o n ly  e x i s t  
in  T e s t  D a t a s e t  1. A l s o ,  t h e s e  f i l e s  a r e  i n c l u d e d  i n  a  l i s t  ( s u m _ m b s t a r _ f i l e s ) .
5 . s u m _ m b s t a r _ f i l e l i s t  i s  c o n v e r t e d  t o  d a t a f r a m e .
6 . M e r g e  MirBase_version20 and s u m _ m b s t a r _ f i l e  d a t a f r a m e s  i n  o r d e r  e a c h  
m i R N A  t o  b e  m a p p e d  t o  a  M I M A T  i n  t h e  a p p r o p r i a t e  M i r B a s e  v e r s io n .  I n  c a s e  
o f  r e c o r d s  t h a t  c a n n o t  b e  m a p p e d  t o  a  M I M A T ,  d u e  t o  t h e  f a c t  t h a t  t h e i r  m i R N A  
d o e s  n o t  e x i s t  i n  t h e  n e w e r  v e r s i o n  o f  M i r B a s e  o r  i s  u p d a t e d  i n  a n o t h e r  n a m e ,  
t h e y  a r e  r e m o v e d .  T h e  a f o r e m e n t i o n e d  a r e  p e r f o r m e d  b y  merge() a n d  
pandas.notnull() f u n c t i o n s  r e s p e c t i v e ly .
O u p u t  f i le s :  MB ST AR_df_MIMAT
F o r  D I A N A - m i c r o T - C D S ,  i n  s c r ip t :
Map_miRNA_to_MIMA T.py
1. R e a d  t h e  m i r B a s e  1 8  c o n v e r s i o n  f i l e  i n t o  a  d a t a f r a m e  (MirBase_version18)
2 . R e a d  t h e  d a t a  i n t o  a  d a t a f r a m e  (M icroTCD S ) i n  c h u n k s ,  w i t h  c h u n k  s i z e  =  
1 0 6.
3 . C l e a r  Micro T CDS d a t a f r a m e  f r o m  e n t r i e s  c o n t a i n i n g  C D R  i n  G e n e  I D  
c o l u m n  a n d  a n y t h i n g  e l s e  a p a r t  f r o m  h s a  i n  m i R N A  c o l u m n
4 . R e f o r m a t  v a l u e s  f o r  G e n e  I D  c o l u m n  b y  s p l i t t i n g  i n  t h e  ‘ . ’ c h a r a c t e r  a n d  
h o l d i n g  o n l y  t h e  l e f t  p a r t .  T h i s  p r o c e d u r e  i s  p e r f o r m e d  u s i n g  a n  u n n a m e d  
l a m b d a  f u n c t io n .
5 . M e r g e  MirBase_version18 andM icroTCDS  d a t a f r a m e s  i n  o r d e r  e a c h  m i R N A  
t o  b e  m a p p e d  t o  a  M I M A T  i n  t h e  a p p r o p r i a t e  M i r B a s e  v e r s io n .  I n  c a s e  o f  
r e c o r d s  t h a t  c a n n o t  b e  m a p p e d  t o  a  M I M A T ,  d u e  t o  t h e  f a c t  t h a t  t h e i r  m i R N A  
d o e s  n o t  e x i s t  i n  t h e  n e w e r  v e r s i o n  o f  M i r B a s e  o r  i s  u p d a t e d  i n  a n o t h e r  n a m e ,  
t h e y  a r e  r e m o v e d .  T h e  a f o r e m e n t i o n e d  a r e  p e r f o r m e d  b y  merge() a n d  
pandas.notnull() f u n c t i o n s  r e s p e c t i v e ly .
O u t p u t  f i l e s :  Micro_T_CDS_MIMAT.csv
A s  f a r  a s  t h e  f i n a l  r u n n i n g  o f  a l l  a l g o r i t h m s  f o r  t h e  p r o d u c t i o n  o f  p l o t s  i s  c o n c e r n e d ,
a l l  p r o g r a m s  f o l l o w  t h e  s u b s e q u e n t  g e n e r i c  s t e p s .
I n  s c r i p t  data_Total_Verified_Predictions.py:
1. R e a d  C o m m o n _ d f _ a l f o r i t h m s _ t o t a l  f i l e  i n t o  a  d a t a f r a m e .
2 . R e a d  a l g o r i t h m _ i n p u t  i n t o  d a t a _ T O T A L  d a t a f r a m e
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3 . M e r g e  C o m m o n _ d f _ a l f o r i t h m s _ t o t a l  a n d  d a t a _ T O T A L  d a t a f r a m e s  i n  o r d e r  t o  
f i l t e r  t h e  r e c o r d s  o f  e a c h  a lg o r i t h m  o n  t h e  M I M A T s  o f  T e s t  D a t a s e t  1 a n d  a l l  
a lg o r i t h m s .  T h e  r e s u l t  i s  s t o r e d  i n  d a t a _ T O T A L  d a t a f r a m e .
4 . R e a d  t h e  p o s i t i v e  s e t  f i l e  ( T e s t  D a t a s e t  1 ) i n t o  a  d a t a f r a m e  ( e x p e r i m e n t _ d a t a ) .
5 . C r e a t e  2  f l o w s  o f  c o d e .
5 .1 .  F l o w  o f  m a x i m u m  s c o r e s .
5 .1 .1 .  B e t w e e n  r e c o r d s  w i t h  t h e  s a m e  M I M A T  a n d  G e n e _ I D , t h e  o n e s  w i t h  
t h e  m a x i m u m  s c o r e 4 a r e  c h o s e n .
5 .1 .2 .  E x p o r t  o f  d a t a _ T O T A L  in t o  d a t a _ T O T A L _ r e a d y _ f o r _ 2 _ c o m p  f i le .
5 .1 .2 .1 .  M e r g e  d a t a _ T O T A L  a n d  e x p e r i m e n t _ d a t a  o n  
E n s e m b l _ G e n e _ i d -  M I M A T  in t e r a c t i o n s .  T h e  r e s u l t i s  s a v e d  in  
d a t a _ T O T A L _ f i r s t _ c o m p  f i le .
5 .1 .2 .2 .  E x p o r t  d a t a _ T O T A L _ f i r s t _ c o m p  f i l e  a l o n g  w i t h  t h e  n u m b e r  o f  
t o t a l  p r e d i c t i o n s  a n d  e x p e r i m e n t a l l y  v e r i f i e d  p r e d i c t i o n s  i n t o  
d a t a _ T O T A L _ f i r s t _ c o m p _ r e a d y  f i le .
S te p s  5 .1 .2 .1 ,  5 .1 .2 .2  c o n c e r n  t h e  c a s e  o f  f i n d i n g  t h e  c o m m o n  m i R N A - g e n e  
in t e r a c t i o n s  w i t h  T e s t  D a t a s e t  1 w i t h o u t  t a k i n g  i n t o  a c c o u n t  t h e  s c o r e .
5 .1 .3 .  F o r  e a c h  s c o r e  b e t w e e n  t h e  m a x i m u n  v a l u e  o f  d a t a  a n d  0  t h e  f o l l o w i n g  
s t e p s  ( 5 .1 .3 .1 ,  5 .1 .3 .2 )  a r e  r e p e a t e d .
5 .1 .3 .1 .  M e r g e  d a t a _ T O T A L  a n d  e x p e r i m e n t _ d a t a  o n  
E n s e m b l _ G e n e _ i d -  M I M A T  in t e r a c t i o n s .  T h e  r e s u l t s a r e  s a v e d  in  
V e r i f i e d _ p r e d _ p e r _ l o o p _ t o t a l  f i le .
5 .1 .3 .2 .  T o ta l  p r e d i c t i o n s  a n d  e x p e r i m e n t a l l y  v e r i f i e d  p r e d i c t i o n s  a r e  
a p p e n d e d  into(Total_pred_verified) d a ta f r a m e .
5 .1 .4 . Total_pred_verified d a t a f r a m e  i s  s a v e d  in t o  
d a t a _ T o t a l _ p r e d _ v e r i f i e d _ t o t a l  f i l e .
5 .2 .  F l o w  o f  a g g r e g a t e d  s c o r e s
5 .2 .1 .  B e t w e e n  r e c o r d s  w i t h  t h e  s a m e  M I M A T  a n d  G e n e _ I D ,  a  s o l e  r e c o r d  is  
c h o s e n  w i t h  s c o r e  t h e  a g g r e g a t i o n  o f  a l l  i n t e r m e d i a t e  s c o r e s .
5 .2 .2 .  E x p o r t  o f  d a t a _ T O T A L  in t o  d a t a _ T O T A L _ r e a d y _ f o r _ 2 _ c o m p _ s u m  
f i le .
5 .2 .2 .1 .1 .  M e r g e  d a t a _ T O T A L  a n d  e x p e r i m e n t _ d a t a  o n  
E n s e m b l _ G e n e _ i d -  M I M A T  in t e r a c t i o n s .  T h e r e s u l t  i s  s a v e d  in  
d a t a _ T O T A L _ f i r s t _ c o m p  f i le .
5 .2 .2 .1 .2 .  E x p o r t  d a t a _ T O T A L _ f i r s t _ c o m p  f i l e  a l o n g  w i t h  t h e  
n u m b e r  o f  t o t a l  p r e d i c t i o n s  a n d  e x p e r i m e n t a l l y  v e r i f i e d  
p r e d i c t i o n s  i n t o  d a t a _ T O T A L _ f i r s t _ c o m p _ r e a d y _ s u m  f i le .
S te p s  5 .2 .2 .1 .1 ,  5 .2 .2 .1 .2  c o n c e r n  t h e  c a s e  o f  f i n d i n g  t h e  c o m m o n  m i R N A - g e n e  
in t e r a c t i o n s  w i t h  T e s t  D a t a s e t  1 w i t h o u t  t a k i n g  i n t o  a c c o u n t  t h e  s c o r e .
5 .2 .3 .  F o r  e a c h  s c o r e  b e t w e e n  t h e  m a x i m u m  v a l u e  o f  d a t a  a n d  0  t h e
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following steps (5.2.3.1, 5.2.3.2) are repeated.
5.2.3.1. Merge data_TOTAL and experiment_data on 
Ensembl_Gene_id- MIMAT interactions. The resultsare saved 
in Verified_pred_per_loop_total_sum file .
5.2.3.2. Total predictions and experimentally verified predictions are 
appended into (Total_pred_verified) dataframe.





It is important to mention that thresholds are set to algorithms such as RNA22, 
MBSTAR and DIANA Micro-T-CDS. This step precedes the creation of two flows 
inthe procedure (step 5).
In script data_Total_Average_Verified_Predictions .py:
1. Read the positive set file (Test Dataset 1) into a dataframe (experiment_data).
2. Read data_TOTAL_ready_for_2_comp file into data_TOTAL dataframe
3. Create a flow for maximum score: For each score between the maximum value of 
data and 0 the following steps (3.1, 3.2) are repeated.
3.1. Merge data_TOTAL and experiment_data on Ensembl_Gene_id- MIMAT 
interactions.
3.2. Total predictions and experimentally verified predictions are appended into 
(Total_pred_verified) dataframe.
4. Total_pred_verified dataframe is grouped by score and two new columns are 
created. “Average_Total_Predictions” column contains the average value of 
“Total_Predictions” column while “Average_Correctly_Verified_Predictions” 
column contains the average value of “Correctly_Verified_Predictions’\
5. T^e new averagedf dataframe is saved into data_Total_pred_verified_total file.
6. .Read data_TOTAL_ready_for_2_comp_sum file into data_TOTAL dataframe
7. Create a flow for aggregated scores: For each score between the maximum value 
of PACCMIT and 0 the following steps (7.1, 7.2) are repeated.
7.1. Merge data_TOTAL and experiment_data on Ensembl_Gene_id- 
MIMATinteractions.
7.2. Total predictions and experimentally verified predictions are appended into 
(Total_pred_verified)dataframe.
8. Total_pred_verified dataframe is grouped by score and two new columns are 
created. “Average_Total_Predictions” column contains the average value of 
“Total_Predictions” column while “Average_Correctly_Verified_Predictions” 
column contains the average value of “Correctly_Verified_Predictions’\
9. T^e new average d f dataframe is saved into data_Total_pred_verified_total_sum 
file.
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O u t p u t  f i l e s :  data_Total_pred_verified_total, d a t a _ T o t a l _ p r e d _ v e r i f i e d _ t o t a l _ s u m
F o r  a l l  T e s t  C a s e s ,  t h e  d e v e l o p m e n t  o f  c o m m o n  s e t  o f  M I M A T  a m o n g  a l g o r i t h m s  a n d  
t h e  p o s i t i v e  s e t  (Common_TOTAL_Dataset_Extraction_among_algorithms.py), 
c o m m o n  s e t  o f  g e n e s  a m o n g  a l l  p r o g r a m s
(Common_TOTAL_Dataset_Extraction_Genes_among_algorithms.py) a n d  c o m m o n  
s e t  o f  g e n e s  a m o n g  a l l  p r o g r a m s  a n d  t h e  p o s i t i v e  s e t  
(Common_TOTAL_Dataset_Extraction_Genes_among_algorithms.py) i s  s h o w e d  
b e lo w :
1. R e a d  t h e  d a t a f r a m e s  o f  a l l  a l g o r i t h m s
2 . M e r g e  t h e m  t o g e t h e r  in  o r d e r  t o  c r e a t e  t h e  a p p r o p r i a t e  c o m m o n  s e t .
O u t p u t  f i l e s :  Common_df_alforithms_total,
Common_df_algorithms_genes_total(2) 1
T h e  f l o w  c h a r t  o f  t h e  p r o c e d u r e  o f  a n a l y z i n g  t h e  p r e c o m p u t e d  p r e d i c t i o n s  o f  e a c h  
t a r g e t  p r e d i c t i o n  a lg o r i t h m ,  a s  d e s c r i b e d  a b o v e ,  i s  s h o w n  in  Figure 63. F u r t h e r m o r e ,  
Figure 63A, 63B p o r t r a y  t h e  f o r m a t i o n  o f  s h a r e d  m i R N A - g e n e s  i n t e r a c t i o n s  w i t h  o r  
w i t h o u t  t a k i n g  i n t o  a c c o u n t  t h e  o p t i m a l  o r  t h e  a g g r e g a t e d  s c o r e  v a l u e s  r e s p e c t i v e ly .  
M o r e o v e r ,  t h e y  p r e s e n t  t h e  s h a r e d  m i R N A - g e n e s  i n t e r a c t i o n s  p e r  m i R N A  f o r  e a c h  
o n e  o f  t h e  a f o r e m e n t i o n e d  s c o r e  c a s e s .
T e s t  C a s e  I I  a n d  I I I  r e t a i n  t h e  s a m e  f u n c t i o n a l i t y  a s  T e s t  C a s e  I. C e r t a i n  d i f f e r e n c e s  
i n c l u d e  t h e  p r o d u c t i o n  o f  t h e  s c r ip t s  w h i c h  e x t r a c t  o n l y  t h e  g e n e s  o f  t h e  a l g o r i t h m s  o r  
t h e  o n e  o f  b o t h  t h e  a l g o r i t h m s  a n d  T e s t  D a t a s e t  1, a i m i n g  i n  t h e  g e n e r a t i o n  o f  t h e  
c o m m o n  s e t  o f  g e n e s  a m o n g  a l g o r i t h m s  o r  a l o n g  w i t h  t h e  p o s i t i v e  s e t .  S u c h  s c r ip t s  
i n c l u d e  t h e  Filtering genes on RNA22.py, Filtering genes on TargetRank.py a n d  
p y t h o n  Filtering genes on MBSTAR.py. F u r t h e r m o r e ,  in
data_Total_Verified_Predictions.py s c r ip t ,  u s e f u l  f o r  t h e  g e n e r a t i o n  o f  p lo t s ,  e a c h  
a l g o r i t h m  i s  f i l t e r e d  a d d i t i o n a l l y  o n  t h e  c o m m o n  s e t  o f  g e n e s  a m o n g  a l g o r i t h m s  f o r  
T e s t  C a s e  I I  a n d  t h e  c o m m o n  s e t  o f  g e n e s  a m o n g  a l l  p r o g r a m s  a n d  t h e  p o s i t i v e  s e t  f o r  
T e s t  C a s e  I I I .  A s  a  r e s u l t ,  p r i o r  t o  s t e p  4 , C o m m o n _ d f _ a l g o r i t h m s _ g e n e s _ t o t a l  f i l e  
s h o u l d  b e  r e a d  a n d  f i l t e r e d  w i t h  t h e  a lg o r i t h m .
T h e  s a m e  f l o w  c h a r t s  p r e s e n t e d  i n  T e s t  C a s e  I  a r e  a l s o  d e s i g n e d  f o r  T e s t  C a s e s  I I ,  I I I  
a n d  a r e  s h o w n  i n  Figure 64, Figure 64A, 64B.
I n  a d d i t i o n ,  t h e  o v e r a l l  e n v i r o n m e n t ,  d e p i c t i n g  t h e  e n t i r e  a r c h i t e c t u r e  o f  t h e  c o d e  f o r  T e s t  
C a s e s I ,  I I ,  I I I  i s  p r e s e n t e d  i n  Figures 65-71.
1 T h e  n u m b e r  i n s i d e  t h e  p a r e n t h e s i s  s y m b o l i z e s  t h e  n u m b e r  o f  r e p e t i t i o n s  o f  t h e  s p e c i f i c  
n a m e  i n  a l l  o u t p u t  f i l e s .
2 D a t a  d i r e c t o r y  f o r  R N A 2 2 :  H o m o S a p i e n s _ m R N A _ E N S E M B L 7 8 _ d i r ,  f o r  T a r g e t R a n k :  
T a r g e t R a n k _ o u t p u t .  T a r g e t R a n k _ o u t p u t  d i r e c t o r y  i s  c r e a t e d  b y  h a n d .  I n  p a r t i c u l a r ,  e a c h
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h u m a n  m i R B a s e  m i R N A  g e n e  n a m e  h a s  b e e n  e x t r a c t e d  f r o m  
hsa_m iRBase_m iR_ranked_targets.txt f i l e  ( T a r g e t R a n k  p r e c o m p u t e d  p r e d i c t i o n s )  a n d  
e n t e r e d  i n t o  t h e  w e b  a p p l i c a t i o n  d u e  t o  t h e  f a c t  t h a t  t h e  a f o r e m e n t i o n e d  f i l e  d id  n o t  
c o n t a i n e d  t h e  s c o r e  v a l u e .  T h e  o u t p u t  o f  t h e  w e b  s e r v e r  i s  s a v e d  i n t o  T a r g e t R a n k _ o u t p u t  
d i r e c to r y .
3
T h e  p r e c o m p u t e d  p r e d i c t i o n s  o f  M B S T A R  c o n t a i n  2 0  d i r e c t o r i e s  o f  p r e d i c t i o n s .
4 F o r  e a c h  p r o g r a m ,  m a x i m u m  s c o r e  r e f e r s  t o  t h e  o p t i m i z e d  s c o r e  f o r  e a c h  p r o g r a m .  
T a r g e t S c a n ,  P A C C M I T  a n d  M i r S V R  c o n t a i n  n e g a t i v e s  s c o r e  v a l u e s  a n d  t h e i r  m i n i m u m  
o n e s  c o n s t i t u t e  t h e i r  o p t i m i z e d  s c o r e .  O n  t h e  o t h e r  h a n d ,  P A C C M I T - C D S  a n d  R N A 2 2  
c o n s i s t  o f  p o s i t i v e  s c o r e  v a l u e s ,  w i t h  t h e  b e s t  b e i n g  t h e  o n e  c lo s e  t o  0 . F u r t h e r m o r e ,  
D I A N A - m i c r o T - C D S ,  M I R Z A - G ,  T a r g e t R a n k  a n d  M B S T A R  h o l d  p o s i t i v e  s c o r e  v a lu e s ,  
h a v i n g  t h e i r  m a x i m u m  a s  t h e i r  t o p  s c o r e .
Figure 63. F l o w  c h a r t  o f  a n a l y z i n g  a n d  p r o c e s s i n g  t h e  p r e c o m p u t e d  p r e d i c t i o n s  o f  
e a c h  t a r g e t  p r e d i c t i o n  a l g o r i t h m  i n  T e s t  C a s e  I.
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Figure 63A. Generation of shared miRNA-genes interactions with or without taking into
account the optimal score values. In addition, shared miRNA-genes interactions per 
miRNA are illustrated in Test Case I.
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Figure 63B. G en era tio n  o f  shared  m iR N A -g en es in te rac tio n s w ith  o r w ith o u t tak in g  in to
acco u n t the  agg reg a ted  score values. In  add ition , shared  m iR N A -g en es in te rac tio n s p er
m iR N A  are illu stra ted  in T es t C ase  I.
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Figure 64. Flow chart of analyzing and processing the precomputed predictions of each 
target prediction algorithm in Test Cases II, III.
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Figure 64A. G en era tio n  o f  shared  m iR N A -g en es in te rac tio n s w ith  o r w ith o u t tak in g  in to
acco u n t th e  op tim al score  values. In  add ition , shared  m iR N A -g en es in te rac tio n s per
m iR N A  are illu stra ted  in  T est C ase  II, III.
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Figure 64B. G en era tio n  o f  shared  m iR N A -g en es in te rac tio n s w ith  o r w ith o u t tak in g  in to
acco u n t the  agg reg a ted  score values. In  add ition , shared  m iR N A -g en es  in te rac tio n s p er
m iR N A  are illu stra ted  in  T est C ases II, III.
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Figure 65. Flow chart of Test Case I
Figure 66. Flow chart of Test Case II
TEST CASE II
Common sets of MIMAT Common sets of Genes
(Total) (Total)
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Figure 67. Flow chart of Test Case III
TEST CASE III
Common sets of Μ IMAT Common sets of Genes
(Total) (Total) with Test Dataset 1
___ I____ t____
Final Results -  Production of Plots
Figure 68. Production of the Common set of MIMAT among all algorithms and Test Dataset 1 (Test 
Cases I, II, III).
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Figure 69. Production of the Common set of Genes among all algorithms (Test Cases I, II, III).
Figure 70. Production of the Common set of Genes among all algorithms and Test Dataset 1(Test 
Cases I, II, III).
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Figure 71. Production of Plots for Test Cases I, II, III
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Binding Sites -  Test Case II
As far as the analysis of binding sites is concerned, for TargetScan, MirSVR, RNA22, 
MBSTAR and DIANA Micro-T-CDS, the following steps are pursued:
In script Map_hg19_to_hg38_coord.py:
1. Read the data, including the coordinates, into a dataframe. In case the size of data 
files is very large and cannot be loaded entirely in memory, it is read in chunks of 
106.
2. Remove the records, which involve chromosomes different than 1-22, X, Y, M, 
MT.
3. Convert the coordinates in the form chr: start position -  end position.
4. Export hg19_to_hg38_liftover file.
Ouput files: hg19_to_hg38_liftover
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Script Map_miRNA_to_MIMAT.py holds alike functionality as described in the
previous section.
In script data_Total_Verified_Predictions.py the generic steps below are
implemented:
1. Read Common_df_alforithms_total file into a dataframe.
2. Read algorithm_input into data_TOTAL dataframe
3. Merge (inner) Common_df_alforithms_total and data_TOTAL dataframes in 
order to filter the records of each algorithm on the MIMATs of Test Dataset 2 and 
all algorithms. The result is stored in data_TOTAL dataframe.
4. Read Common_TOTAL_Dataset_Extraction_Genes_among_algorithms.py into a 
dataframe.
5. Merge Common_TOTAL_Dataset_Extraction_Genes_among_algorithms and 
data_TOTAL dataframes in order to filter the records of each algorithm on the set 
of Gene Stable ID of all algorithms. The result is stored in data_TOTAL 
dataframe.
6. In case of algorithms, which are read in chunks, due to their large size, duplicate 
records are removed.
7. Read hglft_genome_bed file into a dataframe. This file is derived from LiftOver 
tool through the conversion of genome coordinates from hg19 assembly to hg38 
assembly.
8. Map old genome coordinates to the new ones (in assembly hg38).
9. Set threshold on data_TOTAL dataframe.
10. Read the positive set file (Test Dataset 2) into a dataframe (experiment_data).
11. Filter and overlapping sites/miRNA and retain the site with the optimal score.
12. Create 2 flows of code.
12.1. Filter solely on the overlapping regions of algorithm with Test Dataset 
2, not on MIMAT. In this case, the overlapping regions of the algorithm are 
chosen.
12.1.1.1. Merge (inner) data_TOTAL and experiment_data on MIMAT, 
chr, strand.
12.1.1.2. Find the percentage overlap between binding sites of algorithm 
and Test Dataset 2.
12.1.1.3. Remove records that percentage overlap equals to 0. The 
overlapping regions of Test Dataset 2are chosen.
12.1.1.4. Filter overlapping sites of the algorithm with the correctly verified 
sites and retain the ones containing the optimal score. The results are 
saved in Verified_pred_per_loop_total file.
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12.1.1.5. Export data_TOTAL_first_comp file along with the number of 
total predicted sites andexperimentally verified sites into 
data_TOTAL_first_comp_ready file.
Steps 12.1.1.1, 12.1.1.2, 12.1.1.3, 12.1.1.4 concern the case of finding the common 
miRNA-sites interactions with Test Dataset 2 without taking into account the score.
12.1.2. For each score between the optimal value of data and 0 the following 
steps (12.1.2.1, 12.1.2.2, 12.1.2.3 and 12.1.2.4) are repeated.
12.1.2.1. Merge (inner) data_TOTAL and experiment_data on MIMAT, 
chr, strand.
12.1.2.2. Find the percentage overlap between binding sites of algorithm 
and Test Dataset 2.
12.1.2.3. Remove records that percentage overlap equals to 0. The 
overlapping regions of Test Dataset 2are chosen.
12.1.2.4. Filter overlapping sites of the algorithm with the correctly 
verified sites and retain theones containing the optimal score. The 
results are saved in Verified_pred_per_loop_total file.
12.1.2.5. Total predicted sites and experimentally verified sites are 
appended into(Total_pred_verified) dataframe.
12.1.2.6. Total_pred_verified dataframe is saved into 
data_Total_pred_verified_total file.
12.2. No filter applied to the overlapping regions of algorithm with Test 
Dataset 2.
12.2.1.1. Merge (inner) data_TOTAL and experiment_data on MIMAT, 
chr, strand.
12.2.1.2. Find the percentage overlap between binding sites of algorithm 
and Test Dataset 2.
12.2.1.3. Remove records that percentage overlap equals to 0. The 
overlapping regions of Test Dataset 2 are chosen.
12.2.1.4. Filter overlapping sites of the algorithm with the correctly verified 
sites and retain the ones containing the optimal score. The results are 
saved in Verified_pred_per_loop_total file.
12.2.1.5. Export data_TOTAL_first_comp file along with the number of 
total predicted sites and experimentally verified sites into 
data_TOTAL_first_comp_ready file.
Steps 12.2.1.1, 12.2.1.2, 12.2.1.3, 12.2.1.4 concern the case of finding the 
common miRNA - sites interactions with Test Dataset 2 without taking into 
account the score.
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12.2.2. For each score between the optimal value of data and 0 the following 
steps (12.2.2.1, 12.2.2.2, 12.2.2.3and 12.2.2.4, 12.2.2.5) are repeated.
12.2.2.1. Merge (inner) data_TOTAL and experiment_data on MIMAT, 
chr, strand.
12.2.2.2. Find the percentage overlap between binding sites of algorithm 
and Test Dataset 2.
12.2.2.3. Remove records that percentage overlap equals to 0. The 
overlapping regions of Test Dataset 2are chosen.
12.2.2.4. Filter overlapping sites of the algorithm with the correctly 
verified sites and retain theones containing the optimal score. The 
results are saved in Verified_pred_per_loop_total file.
12.2.2.5. Total predicted sites and experimentally verified sites are 
appended into(Total_pred_verified) dataframe.
12.2.2.6. Total_pred_verified dataframe is saved into 
data_Total_pred_verified_total file.
Output files: Verified_pred_per_loop_total (2), data_Total_pred_verified_total
(2)
It is important to mention that thresholds are set to algorithms such as RNA22, 
MBSTAR and DIANA-microT-CDS (step 9).
The flow chart of the procedure of analyzing the precomputed predictions of each 
target prediction algorithm, as described above, is shown in Figure 72. Furthermore, 
Figure 72A, 72B portray the formation of shared miRNA-site interactions with or 
without filtering the overlapping sites per miRNA respectively.
In addition, the overall environment, depicting the entire architecture of the code for 
Test Case II as far as binding sites analysis is concerned, is presented in Figures 73­
76.
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Figure 72. Flow chart of analyzing and processing the precomputed predictions of 
each target prediction algorithm in Test Case II when binding sites are examined.
Algorithm read 
_ in chunks
liter and retain overlapping regions o 
algorithm with Test Dataset 2
lies
Read hgl9 to hg38 coordinates 
conversion file
4— Map hgl9 to hg38 coordinates 
in algorithm




Filter overlapping sites/miRNA of algorithm 
& hold sites with optimal score
Read Common Set of MIMAT
Read algorithm dataset
Filter algorithm on
Common Set of MIMAT
Read Common Set of Genes
Filter algorithm on
Common Set of Genes
Drop duplicates
186
Figure 72A. Generation of shared miRNA-site interactions with or without taking into 
account the optimal score values in Test Case II. All overlapping regions between each 
program and Test Dataset 2 are retained.
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Figure 72B. Generation of shared miRNA-site interactions with or without taking into
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Figure 73. Flow chart of Test Case II for binding sites analysis
TE S T  CASE I I
Common sets of MIMAT Common sets of Genes
(Total) (Total)
Figure 74. Production of the Common set of MIMAT among all algorithms and Test 
Dataset 2 in TestCase II for binding sites analysis.
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Figure 75. Production of the Common set of Genes among all algorithms in Test Case II 
for binding sites analysis.
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miRNA-gene interactions are considered the pillar of most miRNA target prediction 
studies and significant effort has been employed to deeply understand the underlying 
mechanisms concerning its function. The development of target prediction programs 
contributed to the enhancement of in silico miRNA research. The majority of the 
developed algorithms focused on the detection of miRNA binding sites solely on the 
3’UTR of mRNAs. However, current advancement in high-throughput sequencing 
reveals the presence of abundant target sites in CDS region. Numerous tools have been 
developed for de novo identification of miRNA-gene interactions. These in silico 
applications generate diverse outcome results due to the fact that manifold contextual 
features and experimental data are incorporated in the elaboration of each model. 
Consequently, the validation of miRNA target prediction tools is multifaceted and it 
takes into account various parameters. In this study, a variety of such algorithms is 
examined, considering the shared miRNA-gene and miRNA-site interactions among 
computational approaches and in vivo experimentally verified predictions.
Ten (10) target prediction algorithms are investigated, namely TargetScan, PACCMIT, 
PACCMIT-CDS, MIRZA-G (Mirza Analysis), MIRZA-G (Seed Analysis), RNA22, 
TargetRank, mirSVR, MBSTAR and DIANA microT-CDS. To evaluate their 
performance, two (2) testing datasets, including experimentally validated positive 
miRNA targets, were extracted from DIANA - TarBase. Bar plots and scatter plots of 
common miRNA-gene, miRNA-gene per miRNA and miRNA-site interactions of each 
algorithm were constructed. The bar plots display the experimentally validated 
interactions, derived from the analysis, without taking into consideration the score values 
of algorithms. The scatter plots reveal the relationship between total predictions and 
correctly verified predictions, either in gene or site interactions, for diverse score values. 
Furthermore, venn diagrams were devised, depicting the intersection among all programs 
as far as their shared interactions are concerned.
The major problem of target prediction algorithms constitutes the diversity of their 
results, which is due to the different positive and negative sets, employed for training and 
testing the models as well as the various trained features, incorporated in heterogeneous 
machine learning models. As a result, the aforementioned, followed by the utilization of 
different databases, assemblies and annotation files from target prediction tools, 
increases the necessity of achieving a precise assessment of miRNA prediction models 
under the same base and lead to the development of three (3) test cases. In Test Case I, a 
set of miRNAs, which contains the common miRNAs between algorithms and the 
positive set, is devised. In the other two (2) cases, a set of genes, which contains the
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common genes, either among algorithms or among both algorithms and the positive set, 
is devised. The goal of these sets is to create a fair set corresponding to all miRNA target 
prediction programs. Therefore, it is enabled the assessement of the performance of these 
tools, when shared groups of miRNAs and genes are assumed.
In addition, in the aforementioned cases, between miRNA-gene interactions of the same 
score, they are selected either the one with the max scoring scheme or the one with an 
aggregated scoring scheme. Certain algorithms such as TargetScan and TargetRank 
contain an aggregate score, which is applied to a specific binding site, whereas most 
algorithms in this analysis such as DIANA-microT-CDS assign this score to the entire 
miRNA-gene interaction. Consequently, the overall performance of all programs is 
evaluated in both cases in order to estimate if an alteration in their performance occurs. 
What is more, in case of miRNA-site interaction analysis, the initial total predicted sites 
are additionally filtered at the overlapping regions of the positive set.
From the preceding analysis, it is concluded that TargetScan Conserved Sites constitutes 
the optimal miRNA target prediction program due to its non-existent sensitivity and its 
accuracy in the predictions. Following TargetScan, mirSVR Conserved MiRNA and 
DIANA microT-CDS appear to present high performance in terms of miRNA-gene and 
miRNA-site interactions. In miRNA-gene level, MIRZA-G Seed Conserved and 
MIRZA-G Conserved present an intermediate sensitivity. MBSTAR and RNA22 are 
extremely sensitive as they detect a plethora of experimentally supported targets, 
however, in the basis that they contain a vast number of initial total predictions. 
Furthermore, conserved algorithms embrace lower sensitivity and thus improved 
performance compared to non-conserved algorithms. The distinction between optimal 
and aggregated scores does not bring any changes in the general performance of target 
prediction programs, with the exception of TargetScan Non Conserved Sites. The 
performance of the programs remains also intact after the application of filtering at the 
overlapping regions of the positive set in the case of searching the potential sites in 
which luciferase or chimeric sites bind. Aggregated scores are independent of binding 
sites; hence in binding sites analysis, they have not been examined. Overall, 
summarizing the results from the aforementioned cases, it is found that miRNA target 
prediction programs that consider conservation, present higher performance such as 
TargetScan CS, mirSVR CM and MIRZA-G C. Furthermore, without differentiating the 
conserved and non-conserved sites of programs, TargetScan, mirSVR and DIANA 
microT-CDS have optimal performance in terms of accuracy and precision in miRNA- 
gene and miRNA-site levels. In particular, in miRNA-gene level, DIANA microT-CDS 
performes better than mirSVR, while in miRNA-site level, mirSVR is slightly better than 
DIANA microT-CDS.
As far as the intersection of shared interactions among programs is concerned, all 
algorithms shared ~2000 experimantally validated interactions and DIANA microT-CDS
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embraces separately ~1350 miRNA-gene interactions, when compared to the optimal 
conserved programs. Moreover, TargetScan reaches ~370 interactions in comparison 
with high performed target prediction tools, such as mirSVR and DIANA microT-CDS. 
As a result, it is concluded that TargetScan and DIANA microT-CDS should be 
examined independently as their intersection with other programs will not enhance their 
performance. What is more, venn diagrams indicate the diversity of results of miRNA 
target prediction programs due to the utilization of different machine learning models 
and trained features.
Even though the currently available aforementioned miRNA target prediction tools 
identify several correctly predicted targets, it is estimated that even the most sensitive or 
the most optimal algorithm detects at most 25% of them in both gene and site levels. 
Consequently, due to the inability of these tools to predict correctly all the 
experimentally supported targets, it is imperative to devise a novel machine learning 
model that not only incorporates all information available in experimentally validated 
repositories (e.g TarBase) but also achieves high performance, presicion and accuracy 




I n  t h e  f u t u r e ,  t h e  a n a l y s i s  o f  t a r g e t  p r e d i c t i o n  a l g o r i t h m s  c a n  b e  f u r t h e r  e x p a n d e d  a n d  t h e  
p r e d i c t i o n s  o f  C h i m i r i c  a n d  M i r M a r k  a l g o r i t h m s  c a n  b e  i n c o r p o r a t e d  i n  t h e  u l t i m a t e  
r e s u l t s .  T h e  a f o r e m e n t i o n e d  a l g o r i t h m s  n e e d e d  t o  b e  e x e c u t e d  o n  s e r v e r s  d u e  t o  t h e i r  
e x t r e m e l y  l a r g e  s e t  o f  d a t a ,  r e n d e r i n g  t h e i r  e x e c u t i o n ,  t i m e  c o n s u m i n g  a n d  d i f f i c u l t  t o  b e  
i n c o r p o r a t e d  i n  t h e  p r e s e n t  r e s e a r c h .  M o r e o v e r ,  a n o t h e r  d i r e c t i o n  c o n s t i t u t e s  t h e  
u t i l i z a t i o n  o f  t h e  d a t a  o f  a l l  p r o g r a m s  a s  t r a i n i n g  s e t s  i n  v a r i o u s  m a c h i n e  l e a r n i n g  m o d e l s  
s u c h  a s  S V M s ,  D e c i s i o n  T r e e s  a n d  N e u r a l  N e t w o r k s  ( N N s ) ,  i n  o r d e r  t o  e x a m i n e  t h e i r  
p e r f o r m a n c e  a n d  o b s e r v e  t h e i r  b e h a v i o r  w h e n  m a n y  p r o g r a m s  i n t e r s e c t  w i t h  e a c h  o th e r .  
T h e  d a t a  o f  t h e  a l g o r i t h m s ,  w h i c h  w i l l  f e e d  t h e  c l a s s i f i e r s ,  w o u l d  h a v e  b e e n  d e r i v e d  f r o m  
t h e  p r o c e s s  a n d  a n a l y s i s  o f  t a r g e t  p r e d i c t i o n  a l g o r i t h m s  a s  f a r  a s  s h a r e d  m i R N A - g e n e ,  
m i R N A - g e n e  p e r  m i R N A  a s  w e l l  a s  m i R N A - s i t e  i n t e r a c t i o n s  a r e  c o n c e r n e d .
I t  i s  w i d e l y  k n o w n  t h a t  t h e  a v a i l a b l e  i m p l e m e n t a t i o n s  o f  a l g o r i t h m s  c a n  p r o d u c e  d i v e r s e  
o u t c o m e s ,  a s  a  r e s u l t  o f  t h e i r  d i v e r g e n t  a n a l y s i s  p i p e l i n e s .  E v e n  t h o u g h  c o m b i n i n g  
d i f f e r e n t  a l g o r i t h m s  w i t h  s e t - t h e o r e t i c  o p e r a t i o n s  ( e .g .  u n i o n  a n d  i n t e r s e c t i o n )  i s  a  
c o m m o n  p r a c t i c e ,  i t  h a s  b e e n  p r o v e n  n o t  a d v a n t a g e o u s  c o m p a r e d  t o  t h e  u s e  o f  j u s t  o n e  o f  
t h e  b e s t  a v a i l a b l e  i m p l e m e n t a t i o n s .  C o n s e q u e n t l y ,  a  f u t u r e  r e s e a r c h  w i l l  i n v o l v e  t o  w h a t  
e x t e n t  t w o  o r  m o r e  p r o g r a m s  c a n  b e  c o m p o u n d e d  i n  o r d e r  t o  p r o d u c e  r e s u l t s  c o m p a r a b l e  
t o  t h e  o n e s  g e n e r a t e d  b y  t h e  m o s t  a c c u r a t e  t a r g e t  p r e d i c t i o n  e x e c u t io n s .  A n  i n - d e p t h  
a n a l y s i s  o f  t h e  c o m p a r i s o n  o f  t h e  a f o r e m e n t i o n e d  m i R N A  t a r g e t  p r e d i c t i o n  p r o g r a m s  
c o u l d  b e  p r o c e d e d  b y  t h e  u t i l i z a t i o n  o f  n e g a t i v e  s e t s  f r o m  T a r B a s e .  S in c e  T a r B a s e  
c o n t a i n s  a  v a s t  n u m b e r  o f  n e g a t i v e  e x a m p l e s  t h a t  n e e d  t o  b e  e x p l o i t e d ,  v a l i d  n e g a t i v e  
s e t s  w o u l d  e n a b l e  t h e  e x a c t  c o m p u t a t i o n  o f  s e n s i t i v i t y  a n d  s p e c i f i c i t y  m e t r i c s  o f  t a r g e t  
p r e d i c t i o n  p r o g r a m s ,  c o n t r i b u t i n g  t o  a n  a d d i t i o n a l  a s s e s s e m e n t  o f  t h e i r  p e r f o r m a n c e .
C u r r e n t ly ,  t h e  m o s t  s i g n i f i c a n t  i s s u e  o f  m i R N A  t a r g e t  p r e d i c t i o n  a l g o r i t h m s  i s  t h e  
r e l a t i v e l y  s m a l l  p e r c e n t a g e  o f  e x p e r i m e n t a l l y  s u p p o r t e d  t a r g e t s  t h a t  t h e y  i d e n t i f y .  I n d e e d ,  
t h e  f a c t  t h a t  t h e  m o s t  s e n s i t i v e  o r  t h e  m o s t  o p t i m a l  a lg o r i t h m  d i s t i n g u i s h s  a t  m o s t  2 5 %  o f  
c o r r e c t l y  e x p e r i m e n t a l  t a r g e t s  i n  b o t h  g e n e  a n d  s i t e  l e v e l s ,  i n d i c a t e s  t h a t  s c i e n t i f i c  
c o m m u n i t y  s h o u l d  m i n d  t h e  g a p  o f  m i R N A  t a r g e t  p r e d i c t i o n  a lg o r i t h m s .  A s  a  r e s u l t ,  t h i s  
c o u l d  b e  a c h i e v e d  b y  t h e  c r e a t i o n  o f  a n  u n p r e c e d e n t e d  m a c h i n e  l e a r n i n g  m o d e l ,  w h i c h  
w o u l d  d r a m a t i c a l l y  i n c r e a s e  t h e  a c c u r a c y  o f  t h e  p r e d i c t i o n ,  b a l a n c i n g  s e n s i t i v i t y  a n d  
s p e c i f i c i t y  d u e  t o  t h e  f a c t  t h a t  i t  w o u l d  t a k e  i n t o  c o n s i d e r a t i o n  t h e  b r o a d  u n e x p l o i t e d  
e x p e r i m e n t a l  s u p p o r t e d  i n t e r a c t i o n s ,  d e r i v e d  f r o m  r e p o s i t o r i e s  s u c h  a s  T a r B a s e ,  
m i R e c o r d s  a n d  m i R T a r B a s e .
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d o i :  1 0 .1 0 0 2 /m e d .2 0 2 1 5 .
[ 2 8 ]  D u  L , P e r t s e m l i d i s  A  ( 2 0 1 2 ) .  M i c r o R N A  r e g u l a t i o n  o f  c e l l  v i a b i l i t y  a n d  d r u g  
s e n s i t i v i t y  i n  l u n g  c a n c e r .  E x p e r t  O p i n  B io l  T h e r  2 0 1 2 ; 1 2 : 1 2 2 1 - 3 9 .  d o i :  
1 0 .1 5 1 7 / 1 4 7 1 2 5 9 8 .2 0 1 2 .6 9 7 1 4 9 .
[ 2 9 ]  W a n g  H ,  T a n  G , D o n g  L ,  C h e n g  L ,  L i  K ,  W a n g  Z ,  e t  a l  ( 2 0 1 2 ) .  C i r c u l a t i n g  m i r -  
1 2 5 b  a s  a  m a r k e r  p r e d i c t i n g  c h e m o r e s i s t a n c e  i n  b r e a s t  c a n c e r .  P L o S  O n e  2 0 1 2 ; 7 : e 3 4 2 1 0 .  
d o i :  1 0 .1 3 7 1 / j o u r n a l .p o n e .0 0 3 4 2 1 0 .
[ 3 0 ]  A j a y  F r a n c i s  C h r i s t o p h e r ,  R a m a n  P r e e t  K a u r ,  G u n p r e e t  K a u r ,  A m a n d e e p  K a u r ,  
V i k a s  G u p ta ,  P a r v e e n  B a n s a l  ( 2 0 1 6 ) .  M i c r o R N A  th e r a p e u t i c s :  D i s c o v e r i n g  n o v e l  t a r g e t s  
a n d  d e v e l o p i n g  s p e c i f i c  t h e r a p y .  P e r s p e c t  C l i n  R e s .  2 0 1 6  A p r - J u n ;  7 ( 2 ) :  6 8 - 7 4 .
d o i :  1 0 .4 1 0 3 /2 2 2 9 - 3 4 8 5 .1 7 9 4 3 1 .
[ 3 1 ]  F a z l i  W a h i d ,  A d e e b  S h e h z a d ,  T a o u s K h a n ,  Y o u  Y o u n g  K i m  ( 2 0 1 0 ) .  M i c r o R N A s :  
S y n th e s i s ,  m e c h a n i s m ,  f u n c t i o n ,  a n d  r e c e n t  c l i n i c a l  t r i a l s .  B B A  - M o l e c u l a r  C e l l  
R e s e a r c h .  V o l u m e  1 8 0 3 ,  I s s u e  1 1 , N o v e m b e r  2 0 1 0 ,  P a g e s  1 2 3 1 - 1 2 4 3 .  d o i :  
1 0 .1 0 1 6 / j . b b a m c r .2 0 1 0 .0 6 .0 1 3 .
[ 3 2 ]  C h i r a n j i b  C h a k r a b o r t y ,  A s h i s h  R a n j a n  S h a r m a ,  G a r i m a  S h a r m a ,  C . G e o r g e  P r i y a  
D o s s ,  a n d  S a n g - S o o  L e e .  T h e r a p e u t i c  m i R N A  a n d  s i R N A :  M o v i n g  f r o m  B e n c h  t o  C l i n i c
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a s  N e x t  G e n e r a t i o n  M e d i c i n e .  M o l  T h e r  N u c l e i c  A c i d s .2 0 1 7  S e p  1 5 ; 8 : 1 3 2 -  
1 4 3 .d o i : 1 0 .1 0 1 6 / j . o m t n .2 0 1 7 .0 6 .0 0 5 .
[ 3 2 a ]  E v a  v a n  R o o i j ,  A n g e l a  L . P u r c e l l ,  A r t h u r  A . L e v i n  ( 2 0 1 2 ) .  D e v e l o p i n g  M i c r o R N A  
T h e r a p e u t i c s .  C i r c  R e s .  2 0 1 2 ; 1 1 0 : 4 9 6 - 5 0 7 .  d o i :  1 0 .1 1 6 1 / C I R C R E S A H A .1 1 1 .2 4 7 9 1 6 .
[ 3 3 ]  B e te l  D . ,  K o p p a  A . ,  A g i u s  P . ,  S a n d e r  C . ,  L e s l i e  C . ( 2 0 1 0 ) .  C o m p r e h e n s i v e  
m o d e l i n g  o f  m i c r o R N A  t a r g e t s  p r e d i c t s  f u n c t i o n a l  n o n - c o n s e r v e d  a n d  n o n - c a n o n i c a l  
s i te s .  G e n o m e  B i o l o g y  1 1 :R 9 0 .  d o i :  1 0 .1 1 8 6 / g b - 2 0 1 0 - 1 1 - 8 - r 9 0 .
[ 3 4 ]  K e v i n  C . M i r a n d a ,  T i e n  H u y n h ,  Y v o n n e  T a y ,Y e n - S i n  A n g ,  W a i - L e o n g  T a m ,  
A n d r e w  M . T h o m s o n ,  B i n g  L im  a n d  I s i d o r e  R i g o u t s o s  ( 2 0 0 6 ) .  A  P a t t e r n - B a s e d  M e t h o d  
f o r  t h e  I d e n t i f i c a t i o n  o f  M i c r o R N A  B i n d i n g  S i t e s  a n d  T h e i r  C o r r e s p o n d i n g  
H e t e r o d u p l e x e s .  C e l l  1 2 6 , 1 2 0 3 - 1 2 1 7 .  d o i :  1 0 .1 0 1 6 / j . c e l l . 2 0 0 6 .0 7 .0 3 1 .
[ 3 5 ]  W i t k o s ,  T . M . ,  K o s c i a n s k a ,  E . ,  a n d  K r z y z o s i a k ,  W .  J . ( 2 0 1 1 ) .  P r a c t i c a l  a s p e c t s  o f
m i c r o R N A  t a r g e t  p r e d i c t i o n .  C u r r .  M o l .  M e d .  1 1 , 9 3 - 1 0 9 .
d o i :  1 0 .2 1 7 4 / 1 5 6 6 5 2 4 1 1 7 9 4 8 5 9 2 5 0 .
[ 3 6 ]  G a r c ia ,  D . M . ,  B a e k ,  D . ,  S h in ,  C . ,  B e l l ,  G . W . ,  G r i m s o n ,  A . ,  a n d  B a r t e l ,  D .  P .
( 2 0 1 1 ) .  W e a k  s e e d - p a i r i n g  s t a b i l i t y  a n d  h i g h  t a r g e t - s i t e  a b u n d a n c e  d e c r e a s e  t h e  
p r o f i c i e n c y  o f  l s y - 6  a n d  o t h e r  m i c r o R N A s .  N a t .  S t r u c t .  M o l .  B io l .  1 8 , 1 1 3 9 - 1 1 4 6 .  d o i :  
1 0 .1 0 3 8 /n s m b .2 1 1 5 .
[ 3 7 ]  K e r t e s z ,  M . ,  I o v i n o ,  N . ,  U n n e r s t a l l ,  U . ,  G a u l ,  U . ,  a n d  S e g a l ,  E .  ( 2 0 0 7 ) .  T h e  r o l e  o f  
s i t e  a c c e s s i b i l i t y  i n  m i c r o R N A  t a r g e t  r e c o g n i t i o n .  N a t .  G e n e t .  3 9 ,  1 2 7 8 - 1 2 8 4 .  d o i :  
1 0 .1 0 3 8 /n g 2 1 3 5 .
[ 3 8 ]  G r i m s o n  A , F a r h  K K ,  J o h n s t o n  W K ,  G a r r e t t - E n g e l e  P ,  L i m  L P ,  B a r t e l  D P  ( 2 0 0 7 ) .  
M i c r o R N A  t a r g e t i n g  s p e c i f i c i t y  i n  m a m m a l s :  d e t e r m i n a n t s  b e y o n d  s e e d  p a i r i n g .  M o l  
C e l l  2 0 0 7 ,  2 7 : 9 1 - 1 0 5 .  d o i :  1 0 .1 0 1 6 / j .m o l c e l .2 0 0 7 .0 6 .0 1 7 .
[ 3 9 ]  S a n d b e r g ,  R . ,  N e i l s o n ,  J . R . ,  S a r m a ,  A . ,  S h a r p ,  P .  A . ,  a n d  B u r g e ,  C . B .  ( 2 0 0 8 ) .  
P r o l i f e r a t i n g  c e l l s  e x p r e s s  m R N A s  w i t h  s h o r t e n e d  3 'U T R s  a n d  f e w e r  m i c r o R N A  t a r g e t  
s i te s .  S c i e n c e  3 2 0 ,  1 6 4 3 - 1 6 4 7 .  d o i :  1 0 .1 1 2 6 / s c i e n c e .1 1 5 5 3 9 0 .
[ 4 0 ]  L e w i s  B P 1 ,  S h ih  I H ,  J o n e s - R h o a d e s  M W ,  B a r t e l  D P ,  B u r g e  C B  ( 2 0 0 3 ) .P r e d i c t i o n  
o f  m a m m a l i a n  m i c r o R N A  t a r g e t s .C e l l .  2 0 0 3  D e c  2 6 ;1 1 5 ( 7 ) :  7 8 7 - 7 9 8 .d o i :  
h t t p s : / / d o i  .o r g / 1 0 .1 0 1 6 / S 0 0 9 2 - 8 6 7 4 ( 0 3 ) 0 1 0 1 8 - 3 .
[ 4 1 ]  P e t e r s o n  S M , T h o m p s o n  J A ,  U f k i n  M L ,  S a t h y a n a r a y a n a  P ,  L i a w  L ,  C o n g d o n  C B  
( 2 0 1 4 ) .  C o m m o n  f e a t u r e s  o f  m i c r o R N A  t a r g e t  p r e d i c t i o n  t o o l s .F r o n t  G e n e t .  2 0 1 4  F e b  
1 8 ;5 :2 3 .  d o i :  1 0 .3 3 8 9 / f g e n e .2 0 1 4 .0 0 0 2 3 .
[ 4 2 ]  W e b s i t e  o f  T a r g e t S c a n  : http://www.targetscan.org/vert_72/.
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[ 4 3 ]  B r e n n e c k e  J . ,  S t a r k  A . ,  R u s s e l l  R .  B .  &  C o h e n  S . M  ( 2 0 0 5 ) .  P r i n c i p l e s  o f
m i c r o R N A - t a r g e t  r e c o g n i t i o n .P L o S  B io l .  3 , e 8 5  ( 2 0 0 5 ) .d o i :
1 0 .1 3 7 1 / j o u r n a l .p b i o .0 0 3 0 0 8 5 .
[ 4 3 a ]  H e e y o u n g  S e o k ,  J u y o u n g  H a m ,  E u n - S o o k  J a n g ,  S u n g  W o o k  C h i  ( 2 0 1 6 ) .  
M i c r o R N A  T a r g e t  R e c o g n i t i o n :  I n s i g h t s  f r o m  T r a n s c r i p t o m e - W i d e  N o n - C a n o n i c a l  
I n t e r a c t i o n s .  M o l e c u l e s  a n d  C e l l s  2 0 1 6 ;  3 9 ( 5 ) :  3 7 5 - 3 8 1 .
d o i :  h t t p s : / / d o i . o r g / 1 0 .1 4 3 4 8 / m o l c e l l s . 2 0 1 6 .0 0 1 3 .
[ 4 4 ]  F r i e d m a n  R .  C . ,  F a r h  K . K . ,  B u r g e  C . B . ,  B a r t e l  D . P .  ( 2 0 0 9 ) .  M o s t  m a m m a l i a n  
m R N A s  a r e  c o n s e r v e d  t a r g e t s  o f  m i c r o R N A s .  G e n o m e  R e s .  1 9 , 9 2 - 1 0 5 .  d o i :  
1 0 .1 1 0 1 / g r .0 8 2 7 0 1 .1 0 8 .
[ 4 5 ]  F u j i w a r a  T . ,  Y a d a  T . ( 2 0 1 3 ) .  m i R N A - t a r g e t  p r e d i c t i o n  b a s e d  o n  t r a n s c r i p t i o n a l  
r e g u l a t i o n .  B M C  G e n o m i c s  2 :S 3 .  d o i :  1 0 .1 1 8 6 / 1 4 7 1 - 2 1 6 4 - 1 4 - S 2 - S 3 .
[ 4 6 ]  O h l e r  U . ,  Y e k t a  S ., L i m  L . P . ,  B a r t e l  D . P . ,  B u r g e  C . B .  ( 2 0 0 4 ) .  P a t t e r n s  o f  f l a n k i n g  
s e q u e n c e  c o n s e r v a t i o n  a n d  a  c h a r a c t e r i s t i c  u p s t r e a m  m o t i f  f o r  m i c r o R N A  g e n e  
i d e n t i f i c a t i o n .  R N A  1 0 , 1 3 0 9 - 1 3 2 2 .  d o i :  1 0 .1 2 6 1 / r n a .5 2 0 6 3 0 4 .
[ 4 7 ]  Y u e  D ,  L i u  H ,  H u a n g  Y  ( 2 0 0 9 ) .  S u r v e y  o f  C o m p u t a t i o n a l  A l g o r i t h m s  f o r  
M i c r o R N A  T a r g e t  P r e d i c t i o n .C u r r  G e n o m ic s .  2 0 0 9  N o v ;  1 0 ( 7 ) :4 7 8 - 9 2 .  d o i :  
1 0 .2 1 7 4 / 1 3 8 9 2 0 2 0 9 7 8 9 2 0 8 2 1 9 .
[ 4 8 ]  M a h e n  E . M . ,  W a t s o n  P .  Y . ,  C o t t r e l l  J . W . ,  F e d o r  M . J . ( 2 0 1 0 ) .  m R N A  s e c o n d a r y  
s t r u c t u r e s  f o l d  s e q u e n t i a l l y  b u t  e x c h a n g e  r a p i d l y  i n  v iv o .  P L o S  B io l .  8 : e 1 0 0 0 3 0 7 .  
d o i :  1 0 .1 3 7 1 / j o u r n a l .p b i o .1 0 0 0 3 0 7 .
[ 4 9 ]  L o n g  D . ,  L e e  R . ,  W i l l i a m s  P . ,  C h a n  C . Y . ,  A m b r o s  V . ,  D i n g  Y . ( 2 0 0 7 ) .  P o t e n t  e f f e c t  
o f  t a r g e t  s t r u c t u r e  o n  m i c r o R N A  f u n c t i o n .  N a t .  S t r u c t .  M o l .  B io l .  1 4 , 2 8 7 - 2 9 4 .  d o i :  
1 0 .1 0 3 8 /n s m b 1 2 2 6 .
[ 5 0 ]  R i f f o - C a m p o s  A L ,  R i q u e l m e  I , B r e b i - M i e v i l l e  P  ( 2 0 1 6 ) .  T o o l s  f o r  S e q u e n c e - B a s e d  
m i R N A  T a r g e t  P r e d i c t i o n :  W h a t  t o  C h o o s e ?  U I - T E I  K ,  P i c h l e r  M ,  e d s .  I n t e r n a t i o n a l  
J o u r n a l  o f  M o l e c u l a r  S c ie n c e s .  2 0 1 6 ;1 7 ( 1 2 ) : 1 9 8 7 .  d o i :  1 0 .3 3 9 0 / i j m s 1 7 1 2 1 9 8 7 .
[ 5 1 ]  O l i v e i r a  A C ,  B o v o l e n t a  L A ,  N a c h t i g a l l  P G ,  H e r k e n h o f f  M E ,  L e m k e  N ,  P i n h a l  D . 
C o m b i n i n g  R e s u l t s  f r o m  D i s t i n c t  M i c r o R N A  T a r g e t  P r e d i c t i o n  T o o l s  E n h a n c e s  t h e  
P e r f o r m a n c e  o f  A n a ly s e s .  F r o n t i e r s  i n  G e n e t i c s .  2 0 1 7 ;8 : 5 9 .  
d o i :  1 0 .3 3 8 9 / f g e n e .2 0 1 7 .0 0 0 5 9 .
[ 5 2 ]  L .P .  L im ,  N .C .  L a u ,  P .  G a r r e t t - E n g e l e ,  A . G r im s o n ,  J .M .  S c h e l t e r ,  J . C a s t l e ,  e t  a l. 
( 2 0 0 5 ) .  M i c r o a r r a y  a n a l y s i s  s h o w s  t h a t  s o m e  m i c r o R N A s  d o w n r e g u l a t e  l a r g e  n u m b e r s  o f  
t a r g e t  m R N A s .  N a t u r e ,  4 3 3  ( 2 0 0 5 ) ,  p p .  7 6 9 - 7 7 3 .  d o i :  1 0 .1 0 3 8 /n a t u r e 0 3 3 1 5 .
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[ 5 3 ]  R .  J i ,  Y . C h e n g ,  J . Y u e ,  J . Y a n g ,  X . L iu ,  H . C h e n ,  e t  a l.  ( 2 0 0 7 ) .  R N A  e x p r e s s i o n  
s i g n a t u r e  a n d  a n t i s e n s e - m e d i a t e d  d e p l e t i o n  r e v e a l  a n  e s s e n t i a l  r o l e  o f  M i c r o R N A  in  
v a s c u l a r  n e o i n t i m a l  l e s i o n  f o r m a t i o n .  C i r c  R e s ,  1 0 0  ( 2 0 0 7 ) ,  p p .  1 5 7 9 - 1 5 8 8 .  
d o i : 1 0 .1 1 6 1 / C I R C R E S A H A .1 0 6 .1 4 1 9 8 6 .
[ 5 4 ]  T h o m s o n  D .W . ,  B r a c k e n  C .P . ,  G o o d a l l  G .J  ( 2 0 1 1 )  . E x p e r i m e n t a l  s t r a t e g i e s  f o r  
m i c r o R N A  t a r g e t  i d e n t i f i c a t i o n .  N u c l e i c  A c i d s  R e s .  2 0 1 1 ; 3 9 : 6 8 4 5 - 6 8 5 3 .  d o i :  
1 0 .1 0 9 3 /n a r /g k r 3 3 0 .
[ 5 5 ]  C h i  S .W . ,  Z a n g  J .B . ,  M e l e  A . ,  D a r n e l l  R .B  ( 2 0 0 9 ) .  A r g o n a u t e  H I T S - C L I P  d e c o d e s  
m i c r o R N A - m R N A  i n t e r a c t i o n  m a p s .  N a tu r e .  2 0 0 9 ; 4 6 0 : 4 7 9 - 4 8 6 .  d o i :  
1 0 .1 0 3 8 /n a t u r e 0 8 1 7 0 .
[ 5 6 ]  S e lb a c h  M ,  S c h w a n h a u s s e r  B ,  T h i e r f e l d e r  N ,  F a n g  Z ,  K h a n i n  R ,  R a j e w s k y  
N ( 2 0 0 8 ) .  W i d e s p r e a d  c h a n g e s  i n  p r o t e i n  s y n t h e s i s  i n d u c e d  b y  m i c r o R N A s .  N a t u r e  
2 0 0 8 ,  4 5 5 : 5 8 - 6 3 .  d o i :  1 0 .1 0 3 8 /n a t u r e 0 7 2 2 8 .
[ 5 7 ]  G e r m a n  M .A . ,  L u o  S ., S c h r o t h  G .,  M e y e r s  B .C . ,  G r e e n  P . J  ( 2 0 0 9 ) .  C o n s t r u c t i o n  o f  
P a r a l l e l  A n a l y s i s  o f  R N A  E n d s  ( P A R E )  l i b r a r i e s  f o r  t h e  s t u d y  o f  c l e a v e d  m i R N A  ta r g e t s  
a n d  t h e  R N A  d e g r a d o m e .  N a t  P r o t o c .  2 0 0 9 ; 4 : 3 5 6 - 3 6 2 .  d o i :  1 0 .1 0 3 8 /n p r o t .2 0 0 9 .8 .
[ 5 8 ]  D . B a e k ,  J . V i l l e n ,  C . S h in ,  F .D .  C a m a r g o ,  S .P . G y g i ,  D .P .  B a r t e l  ( 2 0 0 8 ) .  T h e  
i m p a c t  o f  m i c r o R N A s  o n  p r o t e i n  o u tp u t .  N a t u r e ,  4 5 5  ( 2 0 0 8 ) ,  p p .  6 4 - 7 1 .d o i :  
1 0 . 1 0 3 8 / n a t u r e 0 7 2 4 2 .
[ 5 9 ]  M . S e lb a c h ,  B .  S c h w a n h a u s s e r ,  N .  T h ie r f e ld e r ,  Z . F a n g ,  R .  K h a n i n ,  N  ( 2 0 0 8 ) .  
R a j e w s k y W i d e s p r e a d  c h a n g e s  i n  p r o t e i n  s y n t h e s i s  i n d u c e d  b y  m i c r o R N A s .  N a t u r e ,  4 5 5  
( 2 0 0 8 ) ,  p p .  5 8 - 6 3 .d o i :  1 0 .1 0 3 8 /n a t u r e 0 7 2 2 8 .
[ 6 0 ]  K a r a g k o u n i ,  D . ,  M . D . P a r a s k e v o p o u l o u ,  S . C h a t z o p o u l o s ,  I. S . V l a c h o s ,  S . 
T a s t s o g l o u ,  I. K a n e l l o s ,  D . P a p a d i m i t r i o u ,  e t  a l.  2 0 1 8 ) .  D I A N A - T a r B a s e  v 8 :  a  d e c a d e -  
l o n g  c o l l e c t i o n  o f  e x p e r i m e n t a l l y  s u p p o r t e d  m i R N A - g e n e  in t e r a c t i o n s .  N u c l e i c  A c i d s  
R e s e a r c h  4 6  ( D a t a b a s e  i s s u e ) :  D 2 3 9 - D 2 4 5 .  d o i :  1 0 .1 0 9 3 /n a r /g k x 1 1 4 1 .
[ 6 1 ]  K i s h o r e  S , J a s k i e w i c z  L , B u r g e r  L ,  H a u s s e r  J ,  K h o r s h i d  M ,  Z a v o l a n  ( 2 0 1 1 ) .A  
q u a n t i t a t i v e  a n a l y s i s  o f  C L I P  m e t h o d s  f o r  i d e n t i f y i n g  b i n d i n g  s i t e s  o f  R N A - b i n d i n g  
p r o t e in s .  N a t  M e t h o d s .  2 0 1 1  M a y  1 5 ; 8 ( 7 ) : 5 5 9 - 6 4 .  d o i :  1 0 .1 0 3 8 /n m e th .1 6 0 8 .
[ 6 2 ]  M o o r e  M J ,  S c h e e l  T K ,  L u n a  J M ,  P a r k  C Y ,  F a k  J J ,  N i s h i u c h i  E ,  R i c e  C M , 
D a r n e l l  R B  ( 2 0 1 5 ) .  m i R N A - t a r g e t  c h i m e r a s  r e v e a l  m i R N A  3 '- e n d  p a i r i n g  a s  a  m a j o r  
d e t e r m i n a n t  o f  A r g o n a u t e  t a r g e t  s p e c i f i c i t y .  N a t  C o m m u n .  2 0 1 5  N o v  2 5 ;  6 ( ) :8 8 6 4 .  
d o i :  1 0 .1 0 3 8 /n c o m m s 9 8 6 4 .
[ 6 3 ]  H e l w a k  A , K u d l a  G , D u d n a k o v a  T , T o l l e r v e y  D  ( 2 0 1 3 ) .  M a p p i n g  t h e  h u m a n  
m i R N A  i n t e r a c t o m e  b y  C L A S H  r e v e a l s  f r e q u e n t  n o n c a n o n i c a l  b in d i n g .  C e l l .  2 0 1 3  
A p r  2 5 ;  1 5 3 ( 3 ) :6 5 4 - 6 5 .  d o i :  1 0 .1 0 1 6 / j . c e l l . 2 0 1 3 .0 3 .0 4 3 .
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[ 6 4 ]  V l a c h o s  I .S . ,  G e o r g a k i l a s  G .,  T a s t s o g l o u  S ., P a r a s k e v o p o u l o u  M .D . ,  
K a r a g k o u n i  D . ,  H a t z i g e o r g i o u  A .G .  D e  P i e t r i  T o n e l l i  D . ,  e d i t o r  ( 2 0 1 7 ) .  
C o m p u t a t i o n a l  c h a l l e n g e s  a n d  - o m i c s  a p p r o a c h e s  f o r  t h e  i d e n t i f i c a t i o n  o f  m i R N A s  
a n d  t a r g e t s .  E s s e n t i a l s  o f  N o n c o d i n g  R N A  i n  N e u r o s c i e n c e .  2 0 1 7 ;  B o s to n :  
A c a d e m i c  P r e s s ;  3 9 - 6 0 .
[ 6 5 ]  V l a c h o s  I .S . ,  P a r a s k e v o p o u l o u  M .D . ,  K a r a g k o u n i  D . ,  G e o r g a k i l a s  G . ,  V e r g o u l i s  T .,  
K a n e l l o s  I . ,  A n a s t a s o p o u l o s  I .L . ,  M a n i o u  S ., K a r a t h a n o u  K . ,  K a l f a k a k o u  D .  e t  a l .  ( 2 0 1 5 ) .  
D I A N A - T a r B a s e  v 7 .0 :  i n d e x i n g  m o r e  t h a n  h a l f  a  m i l l i o n  e x p e r i m e n t a l l y  s u p p o r t e d  
m i R N A : m R N A  i n t e r a c t i o n s .  N u c l e i c  A c i d s  R e s .  2 0 1 5 ;  4 3 : D 1 5 3 - D 1 5 9 .  d o i :  
1 0 .1 0 9 3 /n a r /g k u 1 2 1 5 .
[ 6 6 ]  A n t o n i a  V la h o u ,  F u l v i o  M a g n i ,  H a r a l d  M i s c h a k ,  J e r o m e  Z o i d a k i s  ( 2 0 1 8 ) .
I n t e g r a t i o n  o f  O m i c s  A p p r o a c h e s  a n d  S y s t e m s  B i o l o g y  f o r  C l i n i c a l  A p p l i c a t i o n s .  2 0 1 8  
J o h n  W i l e y  &  S o n s ,  I n c .  P u b l i s h e d  : 2 7  J a n u a r y  2 0 1 8 .  2 0 1 8 .  p a g e s :  6 7 - 9 2 .
d o i :  1 0 .1 0 0 2 / 9 7 8 1 1 1 9 1 8 3 9 5 2 .
[ 6 7 ]  T a n  S .M . ,  K i r c h n e r  R . ,  J i n  J . ,  H o f m a n n  O . ,  M c R e y n o l d s  L . ,  H i d e  W . ,  L i e b e r m a n  J . 
( 2 0 1 4 ) .  S e q u e n c i n g  o f  C a p t i v e  T a r g e t  T r a n s c r i p t s  I d e n t i f i e s  t h e  N e t w o r k  o f  R e g u l a t e d  
G e n e s  a n d  F u n c t i o n s  o f  P r i m a t e - S p e c i f i c  m i R - 5 2 2 .  C e l l  R e p .  2 0 1 4 ; 8 : 1 2 2 5 - 1 2 3 9 .  
d o i :  1 0 .1 0 1 6 / j . c e l r e p .2 0 1 4 .0 7 .0 2 3 .
[ 6 8 ]  W o l t e r  J .M . ,  K o t a g a m a  K . ,  P i e r r e - B e z  A .C . ,  F i r a g o  M . ,  M a n g o n e  M . ( 2 0 1 4 ) .  
3 'L I F E :  a  f u n c t i o n a l  a s s a y  t o  d e t e c t  m i R N A  t a r g e t s  i n  h ig h - t h r o u g h p u t .  N u c l e i c  A c i d s  
R e s .  4 2 : 2 0 1 5 ,  e 1 3 2 .d o i :  1 0 .1 0 9 3 /n a r /g k u 6 2 6 .
[ 6 9 ]  B a r r e t t  T . ,  W i l h i t e  S .E . ,  L e d o u x  P . ,  E v a n g e l i s t a  C . ,  K i m  I .F . ,  T o m a s h e v s k y  M . ,  
M a r s h a l l  K .A . ,  P h i l l i p p y  K .H . ,  S h e r m a n  P .M . ,  H o l k o  M . ( 2 0 1 2 ) .  N C B I  G E O :  a r c h i v e  f o r  
f u n c t i o n a l  g e n o m i c s  d a t a  s e t s — u p d a te .  N u c l e i c  A c i d s  R e s .  2 0 1 2 ;  4 1 : D 9 9 1 - D 9 9 5 .  
d o i :  1 0 .1 0 9 3 /n a r /g k s 1 1 9 3 .
[ 7 0 ]  K o d a m a  Y . ,  S h u m w a y  M . ,  L e i n o n e n  R .  ( 2 0 1 1 ) .  T h e  s e q u e n c e  r e a d  a r c h i v e :  
e x p l o s i v e  g r o w t h  o f  s e q u e n c i n g  d a ta .  N u c l e i c  A c i d s  R e s .  2 0 1 1 ;  4 0 : D 5 4 - D 5 6 .  d o i :  
1 0 .1 0 9 3 /n a r /g k r 8 5 4 .
[ 7 1 ]  C h i h - H u n g  C h o u ,  S i r j a n a  S h r e s th a ,  C h i - D u n g  Y a n g ,  N a i - W e n  C h a n g ,  Y u - L i n g  L in ,  
K u a n g - W e n  L ia o ,  W e i - C h i  H u a n g ,  T i n g - H s u a n  S u n ,  S i a n g - J y u n  T u ,  W e i - H s i a n g  L e e ,  
M e n - Y e e  C h ie w ,  C h u n - S a n  T a i ,  T i n g - Y e n  W e i ,  T z i - R e n  T s a i ,  H s i n - T z u  H u a n g ,  C h u n g -  
Y u  W a n g ,  H s i n - Y i  W u ,  S h u - Y i  H o ,  P i n - R o n g  C h e n ,  C h e n g - H s u n  C h u a n g ,  P e i - J u n g  
H s i e h ,  Y i - S h i n  W u ,  W e n - L i a n g  C h e n ,  M e n g - J u  L i ,  Y u - C h u n  W u ,  X i n - Y i  H u a n g ,  F u n g  
L i n g  N g ,  W a r a d e e  B u d d h a k o s a i ,  P e i - C h u n  H u a n g ,  K u a n - C h u n  L a n ,  C h i a - Y e n  H u a n g ,  
S h u n - L o n g  W e n g ,  Y e o n g - N a n  C h e n g ,  C h a o  L ia n g ,  W e n - L i a n  H s u ,  H s i e n - D a  H u a n g  
( 2 0 1 8 ) .  m i R T a r B a s e  u p d a t e  2 0 1 8 :  a  r e s o u r c e  f o r  e x p e r i m e n t a l l y  v a l i d a t e d  m i c r o R N A -
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t a r g e t  i n t e r a c t i o n s ,  N u c l e i c  A c i d s  R e s e a r c h ,  V o l u m e  4 6 ,  I s s u e  D 1 ,  4  J a n u a r y  2 0 1 8 ,  P a g e s  
D 2 9 6 - D 3 0 2 ,  d o i :  1 0 .1 0 9 3 /n a r /g k x 1 0 6 7 .
[ 7 2 ]  J o h n  N .  W e i n s t e i n ,  E r i c  A . C o l l i s s o n ,  G o r d o n  B . M i l l s ,  K e n n a  M .  S h a w ,  B r a d  A . 
O z e n b e r g e r ,  K y l e  E l l r o t t ,  I l y a  S h m u l e v ic h ,  C h r i s  S a n d e r ,  J o s h u a  M . S tu a r ,  , C a n c e r  
G e n o m e  A t l a s  R e s e a r c h  N e t w o r k  ( 2 0 1 3 ) .  C a n c e r  G e n o m e  A t l a s  P a n - C a n c e r  A n a l y s i s  
P r o j e c t .  N a t  G e n e t .  2 0 1 3  O c t ;  4 5 ( 1 0 ) :  1 1 1 3 - 1 1 2 0 .  d o i :  1 0 .1 0 3 8 /n g .2 7 6 .
[ 7 3 ]  F e i f e i  X ia o ,  Z h i x i a n g  Z u o ,  G u o s h u a i  C a i ,  S h u l i  K a n g ,  X i a o l i a n  G a o ,  T o n g b i n  L i  
( 2 0 0 9 ) .  m i R e c o r d s :  a n  i n t e g r a t e d  r e s o u r c e  f o r  m i c r o R N A - t a r g e t  i n t e r a c t i o n s .  N u c l e i c  
A c i d s  R e s .  2 0 0 9  J a n ;  3 7 ( D a t a b a s e  i s s u e ) :  D 1 0 5 - D 1 1 0 .  d o i :  1 0 .1 0 9 3 /n a r /g k n 8 5 1 .
[ 7 4 ]  J u n - H a o  L i ,  S h u n  L iu ,  H u i  Z h o u ,  L i a n g - H u  Q u ,  J i a n - H u a  Y a n g  ( 2 0 1 4 ) .  s t a r B a s e  
v 2 .0 :  d e c o d i n g  m i R N A - c e R N A ,  m i R N A - n c R N A  a n d  p r o t e i n - R N A  i n t e r a c t i o n  n e t w o r k s  
f r o m  l a r g e - s c a l e  C L I P - S e q  d a ta .  N u c l e i c  A c i d s  R e s e a r c h ,  V o l u m e  4 2 ,  I s s u e  D 1 ,  1 
J a n u a r y  2 0 1 4 ,  P a g e s  D 9 2 - D 9 7 .  d o i :  1 0 .1 0 9 3 /n a r /g k t 1 2 4 8 .
[ 7 5 ]  V i k r a m  A g a r w a l ,  G e o r g e  W  B e l l ,  J i n - W u  N a m ,  D a v i d  P  B a r t e l  ( 2 0 1 5 ) .P r e d i c t i n g  
e f f e c t i v e  m i c r o R N A  t a r g e t  s i t e s  i n  m a m m a l i a n  m R N A s .E l i f e .d o i :  1 0 .7 5 5 4 /e L i f e .0 5 0 0 5 .
[ 7 6 ]  B a z z i n i  A A ,  L e e  M T ,  G i r a l d e z  A J .  ( 2 0 1 2 ) .  R i b o s o m e  p r o f i l i n g  s h o w s  t h a t  m i R -  
4 3 0  r e d u c e s  t r a n s l a t i o n  b e f o r e  c a u s i n g  m R N A  d e c a y  i n  z e b r a f i s h .  S c ie n c e .  
2 0 1 2 ; 3 3 6 : 2 3 3 - 2 3 7 .  d o i :  1 0 .1 1 2 6 / s c i e n c e .1 2 1 5 7 0 4 .
[ 7 7 ]  L o e b  G B , K h a n  A A ,  C a n n e r  D ,  H i a t t  J B ,  S h e n d u r e  J ,  D a r n e l l  R B ,  L e s l i e  C S , 
R u d e n s k y  A Y  ( 2 0 1 2 ) .  T r a n s c r i p t o m e - w i d e  m i R - 1 5 5  b i n d i n g  m a p  r e v e a l s  
w i d e s p r e a d  n o n c a n o n i c a l  m i c r o R N A  t a r g e t i n g .M o l  C e l l .  2 0 1 2  D e c  1 4 ; 4 8 ( 5 ) : 7 6 0 -  
7 0 .  d o i :  1 0 .1 0 1 6 / j .m o l c e l .2 0 1 2 .1 0 .0 0 2 .
[ 7 8 ]  R o d r i g u e z  A , V i g o r i t o  E ,  C l a r e  S , W a r r e n  M V ,  C o u t t e t  P ,  S o o n d  D R ,  v a n
D o n g e n  S , G r o c o c k  R J ,  D a s  P P ,  M i s k a  E A ,  V e t r i e  D ,  O k k e n h a u g  K ,  E n r i g h t  A J ,  
D o u g a n  G , T u r n e r  M ,  B r a d l e y  A  ( 2 0 0 7 ) .  R e q u i r e m e n t  o f  b i c / m i c r o R N A - 1 5 5  f o r  
n o r m a l  i m m u n e  f u n c t i o n .S c i e n c e .  2 0 0 7  A p r  2 7 ;  3 1 6 ( 5 8 2 4 ) : 6 0 8 - 1 1 .  d o i :
1 0 .1 1 2 6 / s c i e n c e .1 1 3 9 2 5 3 .
[ 7 9 ]  H a f n e r  M . ,  e t  a l  ( 2 0 1 0 ) .  T r a n s c r i p t o m e - w i d e  i d e n t i f i c a t i o n  o f  R N A - b i n d i n g  
p r o t e i n  a n d  m i c r o R N A  t a r g e t  s i t e s  b y  P A R - C L I P .C e l l  2 0 1 0 ,  v o l .  1 4 1  ( p g .1 2 9 -  
1 4 1 ) .d o i :  1 0 .1 0 1 6 / j . c e l l . 2 0 1 0 .0 3 .0 0 9 .
[ 8 0 ]  L i n s l e y  P S ,  S c h e l t e r  J ,  B u r c h a r d  J ,  K i b u k a w a  M ,  M a r t i n  M M , B a r t z  S R , 
J o h n s o n  J M ,  C u m m i n s  J M ,  R a y m o n d  C K , D a i  H ,  C h a u  N ,  C l e a r y  M ,  J a c k s o n  A L ,  
C a r l e t o n  M ,  L i m  L  ( 2 0 0 7 ) .T r a n s c r i p t s  t a r g e t e d  b y  t h e  m i c r o R N A - 1 6  f a m i l y  
c o o p e r a t i v e l y  r e g u l a t e  c e l l  c y c l e  p r o g r e s s i o n .  M o l  C e l l  B io l  2 0 0 7 ,  2 7 :2 2 4 0 - 5 2 .  
d o i :  1 0 .1 1 2 8 / M C B .0 2 0 0 5 - 0 6 .
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[ 8 1 ]  T a n  S M , K i r c h n e r  R ,  J i n  J ,  H o f m a n n  O , M c R e y n o l d s  L ,  H i d e  W ,  L i e b e r m a n  J  
( 2 0 1 4 ) .  S e q u e n c i n g  o f  c a p t i v e  t a r g e t  t r a n s c r i p t s  i d e n t i f i e s  t h e  n e t w o r k  o f  r e g u l a t e d  g e n e s  
a n d  f u n c t i o n s  o f  p r i m a t e - s p e c i f i c  m i R - 5 2 2 .C e l l  R e p .  2 0 1 4  A u g  2 1 ;  8 ( 4 ) : 1 2 2 5 - 3 9 .d o i :  
1 0 .1 0 1 6 / j . c e l r e p .2 0 1 4 .0 7 .0 2 3 .
[ 8 2 ]  E i c h h o r n  S W , G u o  H ,  M c G e a r y  S E , R o d r i g u e z - M i a s  R A ,  S h in  C , B a e k  D ,  H s u  
S H , G h o s h a l  K ,  V i l l e n  J ,  B a r t e l  D P  ( 2 0 1 4 ) .  m R N A  d e s t a b i l i z a t i o n  i s  t h e  d o m i n a n t  
e f f e c t  o f  m a m m a l i a n  m i c r o R N A s  b y  t h e  t i m e  s u b s t a n t i a l  r e p r e s s i o n  e n s u e s .  M o l  
C e l l .  2 0 1 4  O c t  2 ;  5 6 ( 1 ) : 1 0 4 - 1 5 .  d o i :  1 0 .1 0 1 6 / j .m o l c e l .2 0 1 4 .0 8 .0 2 8 .
[ 8 3 ]  B i r m i n g h a m  A ,  A n d e r s o n  E M ,  R e y n o l d s  A , I l s l e y - T y r e e  D ,  L e a k e  D ,  F e d o r o v  Y , 
B a s k e r v i l l e  S , M a k s i m o v a  E ,  R o b i n s o n  K ,  K a r p i l o w  J ,  M a r s h a l l  W S ,  K h v o r o v a  A  
( 2 0 0 6 ) .  3 ' U T R  s e e d  m a t c h e s ,  b u t  n o t  o v e r a l l  i d e n t i t y ,  a r e  a s s o c i a t e d  w i t h  R N A i  o f f -  
t a r g e t s .  N a t u r e  M e t h o d s .  2 0 0 6 ; 3 : 1 9 9 - 2 0 4 .  d o i :  1 0 .1 0 3 8 /n m e th 8 5 4 .
[ 8 4 ]  S c h w a r z  D S ,  D i n g  H L ,  K e n n i n g t o n  L ,  M o o r e  J T ,  S c h e l t e r  J ,  B u r c h a r d  J ,  L i n s l e y  
P S ,  A r o n i n  N ,  X u  Z S ,  Z a m o r e  P D  ( 2 0 0 6 ) .  D e s i g n i n g  s i R N A  t h a t  d i s t i n g u i s h  b e t w e e n  
g e n e s  t h a t  d i f f e r  b y  a  s i n g l e  n u c l e o t i d e .P L O S  G e n e t i c s .  2 0 0 6 ; 2 : 1 3 0 7 - 1 3 1 8 .  d o i :  
1 0 .1 3 7 1 / j o u r n a l .p g e n .0 0 2 0 1 4 0 .
[ 8 5 ]  J a c k s o n  A L ,  B u r c h a r d  J ,  L e a k e  D ,  R e y n o l d s  A , S c h e l t e r  J ,  G u o  J ,  J o h n s o n  J M ,
L i m  L ,  K a r p i l o w  J ,  N i c h o l s  K ,  M a r s h a l l  W ,  K h v o r o v a  A , L i n s l e y  P S  ( 2 0 0 6 ) .  
P o s i t i o n - s p e c i f i c  c h e m i c a l  m o d i f i c a t i o n  o f  s i R N A s  r e d u c e s  " o f f - t a r g e t "  t r a n s c r i p t  
s i l e n c i n g .  R N A .  2 0 0 6  J u l ;  1 2 ( 7 ) :1 1 9 7 - 2 0 5 .  d o i :  1 0 .1 2 6 1 / r n a .3 0 7 0 6 .
[ 8 6 ]  J a c k s o n  A L ,  B u r c h a r d  J ,  S c h e l t e r  J ,  C h a u  B N ,  C l e a r y  M ,  L i m  L ,  L i n s l e y  P S  
( 2 0 0 6 ) .  W i d e s p r e a d  s i R N A  " o f f - t a r g e t "  t r a n s c r i p t  s i l e n c i n g  m e d i a t e d  b y  s e e d  r e g i o n  
s e q u e n c e  c o m p l e m e n t a r i t y .R N A .  2 0 0 6  J u l ;  1 2 ( 7 ) :1 1 7 9 - 8 7 .  d o i :  1 0 .1 2 6 1 / r n a .2 5 7 0 6 .
[ 8 7 ]  A n d e r s o n  E M ,  B i r m i n g h a m  A , B a s k e r v i l l e  S , R e y n o l d s  A , M a k s i m o v a  E ,  
L e a k e  D ,  F e d o r o v  Y , K a r p i l o w  J ,  K h v o r o v a  A  ( 2 0 0 8 ) .  E x p e r i m e n t a l  v a l i d a t i o n  o f  
t h e  im p o r t a n c e  o f  s e e d  c o m p l e m e n t  f r e q u e n c y  t o  s i R N A  s p e c i f i c i t y .
R N A .  2 0 0 8  M a y ;  1 4 ( 5 ) :8 5 3 - 6 1 .  d o i :  1 0 .1 2 6 1 / r n a .7 0 4 7 0 8 .
[ 8 8 ]  G i r a l d e z  A J ,  M i s h i m a  Y , R i h e l  J ,  G r o c o c k  R J ,  V a n  D o n g e n  S , I n o u e  K ,  E n r i g h t  A J ,  
S c h i e r  A F  ( 2 0 0 6 ) .  Z e b r a f i s h  m i R - 4 3 0  p r o m o t e s  d e a d e n y l a t i o n  a n d  c l e a r a n c e  o f  m a t e r n a l  
m R N A s .  S c ie n c e .  2 0 0 6 ; 3 1 2 : 7 5 - 7 9 .  d o i :  1 0 .1 1 2 6 / s c i e n c e .1 1 2 2 6 8 9 .
[ 8 9 ]  N a m  J W ,  R i s s l a n d  O S ,  K o p p s t e i n  D ,  A b r e u - G o o d g e r  C ,  J a n  C H , A g a r w a l  V , 
Y i l d i r i m  M A ,  R o d r i g u e z  A , B a r t e l  D P  ( 2 0 1 4 ) .  G lo b a l  a n a l y s e s  o f  t h e  e f f e c t  o f  
d i f f e r e n t  c e l l u l a r  c o n t e x t s  o n  m i c r o R N A  t a r g e t i n g .  M o l  C e l l .  2 0 1 4  M a r  2 0 ;  
5 3 ( 6 ) : 1 0 3 1 - 1 0 4 3 .  d o i :  h t t p s : / / d o i . o r g / 1 0 .1 0 1 6 / j .m o l c e l . 2 0 1 4 .0 2 .0 1 3 .
[ 9 0 ]  L i p c h i n a  I , E l k a b e t z  Y , H a f n e r  M ,  S h e r i d a n  R ,  M i h a i l o v i c  A , T u s c h l  T , S a n d e r  
C ,  S t u d e r  L ,  B e t e l  D  ( 2 0 1 1 ) .  G e n o m e - w i d e  i d e n t i f i c a t i o n  o f  m i c r o R N A  t a r g e t s  in  
h u m a n  E S  c e l l s  r e v e a l s  a  r o l e  f o r  m i R - 3 0 2  i n  m o d u l a t i n g  B M P  r e s p o n s e .  G e n e s
203
D e v .  2 0 1 1  O c t  1 5 ; 2 5 ( 2 0 ) : 2 1 7 3 - 8 6 .  d o i :  1 0 .1 1 0 1 / g a d .1 7 2 2 1 3 1 1 .
[ 9 1 ]  M a y r  C , B a r t e l  D P  ( 2 0 0 9 ) .  W i d e s p r e a d  s h o r t e n i n g  o f  3 'U T R s  b y  a l t e r n a t i v e  
c l e a v a g e  a n d  p o l y a d e n y l a t i o n  a c t i v a t e s  o n c o g e n e s  i n  c a n c e r  c e l l s .  C e l l .  2 0 0 9  A u g  
2 1 ;  1 3 8 ( 4 ) :6 7 3 - 8 4 .  d o i :  1 0 .1 0 1 6 / j . c e l l . 2 0 0 9 .0 6 .0 1 6 .
[ 9 2 ]  H a u s s e r  J , L a n d t h a l e r  M ,  J a s k i e w i c z  L , G a i d a t z i s  D ,  Z a v o l a n  M  ( 2 0 0 9 ) .  
R e l a t i v e  c o n t r i b u t i o n  o f  s e q u e n c e  a n d  s t r u c t u r e  f e a t u r e s  t o  t h e  m R N A  b i n d i n g  o f  
A r g o n a u t e / E I F 2 C - m i R N A  c o m p l e x e s  a n d  t h e  d e g r a d a t i o n  o f  m i R N A  t a r g e t s .  
G e n o m e  R e s .  2 0 0 9  N o v ;  1 9 ( 1 1 ) :2 0 0 9 - 2 0 .  d o i :  1 0 .1 1 0 1 / g r .0 9 1 1 8 1 .1 0 9 .
[ 9 3 ]  M i r o s l a v  S u lc  R a y  M .  M a r i n  H a r l a n  S . R o b i n s  J i n  V a n i c e k .  ( 2 0 1 5 ) .  
P A C C M I T / P A C C M I T - C D S :  i d e n t i f y i n g  m i c r o R N A  t a r g e t s  i n  3 '  U T R s  a n d  c o d i n g  
s e q u e n c e s .  N u c l e i c  A c i d s  R e s .  2 0 1 5  J u l  1 ; 4 3 ( W 1 ) :W 4 7 4 - 9 .  d o i :  
h t t p s : / / d o i . o r g / 1 0 .1 0 9 3 / n a r / g k v 4 5 7 .
[ 9 4 ]  M a r i n  R M ,  V a n i c e k  J  ( 2 0 1 2 ) .  O p t im a l  U s e  o f  C o n s e r v a t i o n  a n d  A c c e s s i b i l i t y  F i l t e r s
i n  M i c r o R N A  T a r g e t  P r e d i c t i o n .  P L o S  O N E  7 ( 2 ) :  e 3 2 2 0 8 .d o i :
1 0 .1 3 7 1 / j o u r n a l .p o n e .0 0 3 2 2 0 8 .
[ 9 5 ]  M . S u lc ,  R .  M . M a r i n ,  H . S . R o b i n s ,  a n d  J . V a n i c e k  ( 2 0 1 3 ) .  S e a r c h i n g  t h e  
c o d i n g  r e g i o n  f o r  m i c r o R N A  t a r g e t s .R N A .  2 0 1 3  A p r ;  1 9 (4 ) :  4 6 7 - 4 7 4 .
d o i :  1 0 .1 2 6 1 / r n a .0 3 5 6 3 4 .1 1 2 .
[ 9 6 ]  G r i f f i t h s - J o n e s  S , G r o c o c k  R J ,  v a n  D o n g e n  S , B a t e m a n  A , E n r i g h t  A J  ( 2 0 0 6 ) .  
m i R B a s e :  m i c r o R N A  s e q u e n c e s ,  t a r g e t s  a n d  g e n e  n o m e n c l a t u r e .  N u c l e i c  A c i d s  R e s  
3 4 :  D 1 4 0 - D 1 4 4 .  d o i :  1 0 .1 0 9 3 /n a r /g k j 1 1 2 .
[ 9 7 ]  K n u t h  D E  ( 1 9 9 7 ) .  T h e  a r t  o f  c o m p u t e r  p r o g r a m m i n g ,  v o l u m e  2 : S e m i n u m e r i c a l  
a lg o r i t h m s .  A d d i s o n - W e s l e y  P r o f e s s i o n a l .
[ 9 8 ]  R a f a l  G u m i e n n y  a n d  M i h a e l a  Z a v o l a n  ( 2 0 1 5 ) .  A c c u r a t e  t r a n s c r i p t o m e - w i d e  
p r e d i c t i o n  o f  m i c r o R N A t a r g e t s  a n d  s m a l l  i n t e r f e r i n g  R N A  o f f - t a r g e t s  w i t h  M I R Z A - G .  
N u c l e i c  A c i d s  R e s .  2 0 1 5  F e b  1 8 ;4 3 ( 3 ) :1 3 8 0 - 9 1 .  d o i :  1 0 .1 0 9 3 /n a r /g k v 0 5 0 .
[ 9 9 ]  K h o r s h i d  M . ,  H a u s s e r  J . ,  Z a v o l a n  M . ,  N i m w e g e n  E . ( 2 0 1 3 ) .  A  b i o p h y s i c a l
m i R N A - m R N A  i n t e r a c t i o n  m o d e l  i n f e r s  c a n o n i c a l  a n d  n o n c a n o n i c a l  t a r g e t s .  N a t u r e  
M e t h o d s .  2 0 1 3 ,  v o l .  1 0  (p g .  2 5 3 - 2 5 5 ) .  d o i :
h t t p s : / / w w w .n a t u r e . c o m / a r t i c l e s / n m e t h .2 3 4 1 .
[ 1 0 0 ]  V a n  D o n g e n  S ., A b r e u - G o o d g e r  C . ,  E n r i g h t  A . J . ( 2 0 0 8 ) .  D e t e c t i n g  m i c r o R N A  
b i n d i n g  a n d  s i R N A  o f f - t a r g e t  e f f e c t s  f r o m  e x p r e s s i o n  d a t a .N a t u r e  M e t h o d s .  2 0 0 8 .  
v o l .  5 ( p g .  1 0 2 3 - 1 0 2 5 ) .  d o i :  1 0 .1 0 3 8 /n m e th .1 2 6 7 .
[ 1 0 1 ]  D a h i y a  N . ,  S h e r m a n - B a u s t  C .A . ,  W a n g  T . - L . ,  D a v i d s o n  B . ,  S h ih  I . - M . ,  Z h a n g
Y . ,  W o o d  W .3 r d ,  B e c k e r  K .G . ,  M o r i n  P . J .  ( 2 0 0 8 ) .  M i c r o R N A  e x p r e s s i o n  a n d  
i d e n t i f i c a t i o n  o f  p u t a t i v e  m i R N A  t a r g e t s  i n  o v a r i a n  c a n c e r .P L o S  O n e .2 0 0 8 . ,  v o l .  3 
p g .  e 2 4 3 6 .
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d o i : h t t p : / / j o u r n a l s . p l o s . o r g / p l o s o n e / a r t i c l e ? i d = 1 0 .1 3 7 1 / j o u r n a l . p o n e .0 0 0 2 4 3 6 .
[ 1 0 2 ]  F r a n k e l  L .B . ,  W e n  J . ,  L e e s  M . ,  H 0y e r - H a n s e n  M . ,  F a r k a s  T . ,  K r o g h  A . ,  
J a a t t e l a  M . ,  L u n d  A .H .  ( 2 0 1 1 ) .m i c r o R N A - 1 0 1  i s  a  p o t e n t  i n h i b i t o r  o f  a u to p h a g y .  
E M B O  J . 2 0 1 1 ,  v o l .  3 0  ( p g .  4 6 2 8 - 4 6 4 1 ) .d o i :  1 0 .1 0 3 8 / e m b o j .2 0 1 1 .3 3 1 .
[ 1 0 3 ]  G e n n a r i n o  V .A . ,  e t  a l . ( 2 0 0 9 ) .  M i c r o R N A  t a r g e t  p r e d i c t i o n  b y  e x p r e s s i o n  
a n a l y s i s  o f  h o s t  g e n e s .G e n o m e  R e s .  2 0 0 9 ,  v o l .  1 9  (p g .  4 8 1  - 4 9 0 ) .d o i :  
1 0 .1 1 0 1 / g r .0 8 4 1 2 9 .1 0 8 .
[ 1 0 4 ]  H u d s o n  R .S . ,  Y i  M . ,  E s p o s i t o  D . ,  G ly n n  S .A . ,  S t a r k s  A .M . ,  Y a n g  Y . ,  S c h e t t e r  
A .J . ,  W a t k i n s  S .K . ,  H u r w i t z  A .A . ,  D o r s e y  T .H . ,  e t  a l.  ( 2 0 1 3 ) .  M i c r o R N A - 1 0 6 b - 2 5  
c l u s t e r  e x p r e s s i o n  i s  a s s o c i a t e d  w i t h  e a r l y  d i s e a s e  r e c u r r e n c e  a n d  t a r g e t s  c a s p a s e - 7  
a n d  f o c a l  a d h e s i o n  i n  h u m a n  p r o s t a t e  c a n c e r .  O n c o g e n e .2 0 1 3 ,  v o l .  3 2  (p g .  4 1 3 9 -  
4 1 4 7 ) .d o i :  1 0 .1 0 3 8 /o n c .2 0 1 2 .4 2 4 .
[ 1 0 5 ]  L e i v o n e n  S . - K . ,  M a k e l a  R . ,  O s t l i n g  P . ,  K o h o n e n  P . ,  H a a p a - P a a n a n e n  S ., 
K l e i v i  K . ,  E n e r l y  E . ,  A a k u l a  A . ,  H e l l s t r o m  K . ,  S a h lb e r g  N . ,  e t  a l.  ( 2 0 0 9 ) .  P r o t e i n  
l y s a t e  m i c r o a r r a y  a n a l y s i s  t o  i d e n t i f y  m i c r o R N A s  r e g u l a t i n g  e s t r o g e n  r e c e p t o r  
s i g n a l i n g  in  b r e a s t  c a n c e r  c e l l  l i n e s .O n c o g e n e .2 0 0 9 ,  v o l .  2 8  (p g .  3 9 2 6 - 3 9 3 6 ) .
d o i :  1 0 .1 0 3 8 /o n c .2 0 0 9 .2 4 1 .
[ 1 0 6 ]  G a i d a t z i s  D . ,  v a n  N i m w e g e n  E . ,  H a u s s e r  J . ,  Z a v o l a n  M .  ( 2 0 0 7 ) .  I n f e r e n c e  o f
m i R N A  t a r g e t s  u s i n g  e v o l u t i o n a r y  c o n s e r v a t i o n  a n d  p a t h w a y  a n a ly s i s .  B M C  
B i o i n f o r m a t i c s .  2 0 0 7 ,  v o l .  8  (p g .  6 9 - 9 0 ) .
d o i :  h t t p s : / / d o i .o r g / 1 0 .1 1 8 6 / 1 4 7 1 - 2 1 0 5 - 8 - 6 9 .
[ 1 0 7 ]  R .F .  D o o l i t t l e ,  M .W .  H u n k a p i l l e r ,  L .E .  H o o d ,  S .G . D e v a r e ,  K .C .  R o b b i n s ,  
S .A . A a r o n s o n ,  H .N .  A n t o n i a d e s  ( 1 9 8 3 ) .  S im ia n  s a r c o m a  v i r u s  o n c  g e n e ,  v - s i s ,  i s  
d e r i v e d  f r o m  t h e  g e n e  ( o r  g e n e s )  e n c o d i n g  a  p l a t e l e t - d e r i v e d  g r o w t h  f a c t o r .  S c ie n c e ,  
2 2 1  ( 1 9 8 3 ) ,  p p .  2 7 5 - 2 7 7 .  d o i :  1 0 .1 1 2 6 / s c i e n c e .6 3 0 4 8 8 3 .
[ 1 0 8 ]  G r i f f i t h s - J o n e s ,  S ., B a t e m a n ,  A . ,  M a r s h a l l ,  M . ,  K h a n n a ,  A . ,  a n d  E d d y ,  S .R  
( 2 0 0 3 ) .  R f a m :  a n  R N A  f a m i l y  d a t a b a s e .N u c l e i c  A c i d s  R e s .  2 0 0 3 ;  3 1 :  4 3 9 - 4 4 1 .
[ 1 0 9 ]  R i g o u t s o s ,  I . ,  H u y n h ,  T . ,  M i r a n d a ,  K . ,  T s i r i g o s ,  A . ,  M c H a r d y ,  A . ,  a n d  P l a t t ,  
D .P r o c  ( 2 0 0 6 ) .  S h o r t  b l o c k s  f r o m  t h e  n o n c o d i n g  p a r t s  o f  t h e  h u m a n  g e n o m e  h a v e  
i n s t a n c e s  w i t h i n  n e a r l y  a l l  k n o w n  g e n e s  a n d  r e l a t e  t o  b i o l o g i c a l  p r o c e s s e s .  N a t l .  
A c a d .  S c i .  U S A .  2 0 0 6 ;  1 0 3 : 6 6 0 5 - 6 6 1 0 .d o i :  1 0 .1 0 7 3 /p n a s .0 6 0 1 6 8 8 1 0 3 .
[ 1 1 0 ]  A l t s c h u l ,  S .F . ,  G is h ,  W . ,  M i l l e r ,  W . ,  M y e r s ,  E .W . ,  a n d  L i p m a n ,  D . J  
( 1 9 9 0 ) .B a s i c  lo c a l  a l i g n m e n t  s e a r c h  t o o l .A l t s c h u l ,  M o l .  B io l .  1 9 9 0 ;  2 1 5 :  4 0 3 -  
4 1 0 .d o i :  1 0 .1 0 1 6 / S 0 0 2 2 - 2 8 3 6 ( 0 5 ) 8 0 3 6 0 - 2 .
[ 1 1 1 ]  R i g o u t s o s ,  I. a n d  F l o r a t o s  ( 1 9 9 8 ) .  C o m b i n a t o r i a l  p a t t e r n  d i s c o v e r y  in  
b i o l o g i c a l  s e q u e n c e s :  T h e  T E I R E S I A S  a lg o r i t h m .  A .B i o i n f o r m a t i c s .  1 9 9 8 ;  1 4 : 5 5 -
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[ 1 1 2 ]  B r a z m a ,  A . ,  J o n a s s e n ,  I . ,  E i d h a m m e r ,  I . ,  a n d  G i lb e r t ,  D . J  ( 1 9 9 8 ) .A p p r o a c h e s  
t o  t h e  a u t o m a t i c  d i s c o v e r y  o f  p a t t e r n s  i n  b i o s e q u e n c e s .C o m p u t .B i o l .  1 9 9 8 ;  5 : 2 7 9 -  
3 0 5 . d o i : 1 0 .1 0 8 9 / c m b .1 9 9 8 .5 .2 7 9 .
[ 1 1 3 ]  K a w a i ,  K . ,  Y o k o t a ,  C . ,  O h a s h i ,  S ., W a t a n a b e ,  Y . ,  a n d  Y a m a s h i t a ,  K . 
( 1 9 9 5 ) .E v i d e n c e  t h a t  g l u c a g o n  s t i m u l a t e s  i n s u l i n  s e c r e t i o n  t h r o u g h  i t s  o w n  r e c e p t o r  
i n  r a t s .  D i a b e t o l o g i a .  1 9 9 5 ;  3 8 :  2 7 4 - 2 7 6 .
[ 1 1 4 ]  M a c D o n a l d ,  P .E . ,  H a ,  X .F . ,  W a n g ,  J . ,  S m u k l e r ,  S .R . ,  S u n ,  A .M . ,  G a i s a n o ,  
H .Y . ,  S a l a p a t e k ,  A .M . ,  B a c k x ,  P .H . ,  a n d  W h e e l e r ,  M .B .  M e m b e r s  o f  t h e  K v 1  a n d  
K v 2  v o l t a g e - d e p e n d e n t  K ( + )  c h a n n e l  f a m i l i e s  r e g u l a t e  i n s u l i n  s e c r e t i o n .M o l .  
E n d o c r i n o l .  2 0 0 1 ;  1 5 : 1 4 2 3 - 1 4 3 5 .d o i :  1 0 .1 2 1 0 /m e n d .1 5 .8 .0 6 8 5 .
[ 1 1 5 ]  C y d n e y  B . N i e l s e n ,  N o a m  S h o m r o n ,  R i c k a r d  S a n d b e r g ,  E r a n  H o r n s t e i n ,  J a c o b
K i t z m a n  a n d  C h r i s t o p h e r  B .  B u r g e  ( 2 0 0 7 ) .D e t e r m i n a n t s  o f  t a r g e t i n g  b y  e n d o g e n o u s  
a n d  e x o g e n o u s  m i c r o R N A s  a n d  s i R N A s .R N A  2 0 0 7 .  1 3 : 1 8 9 4 - 1 9 1 0 .  d o i :
1 0 .1 2 6 1 / r n a .7 6 8 2 0 7 .
[ 1 1 6 ]  J a c k s o n ,  A .L . ,  B a r t z ,  S .R . ,  S c h e l t e r ,  J . ,  K o b a y a s h i ,  S .V . ,  B u r c h a r d ,  J . ,  M a o ,
M . ,  L i ,  B . ,  C a v e t ,  G . ,  a n d  L i n s l e y ,  P .S .  ( 2 0 0 3 ) .  E x p r e s s i o n  p r o f i l i n g  r e v e a l s  o f f -  
t a r g e t  g e n e  r e g u l a t i o n  b y  R N A i .  N a t .  B i o t e c h n o l .  2 1 :  6 3 5 - 6 3 7 .  d o i :1 0 .1 0 3 8 / n b t8 3 1 .
[ 1 1 7 ]  J a c k s o n ,  A .L . ,  B u r c h a r d ,  J . ,  L e a k e ,  D . ,  R e y n o l d s ,  A . ,  S c h e l t e r ,  J . ,  G u o ,  J . ,  
J o h n s o n ,  J .M . ,  L im ,  L . ,  K a r p i l o w ,  J . ,  N i c h o l s ,  K . ,  e t  a l .  ( 2 0 0 6 ) .  P o s i t i o n - s p e c i f i c  
c h e m i c a l  m o d i f i c a t i o n  o f  s i R N A s  r e d u c e s  “ o f f - t a r g e t ”  t r a n s c r i p t  s i l e n c i n g .  R N A  
1 2 : 1 1 9 7 - 1 2 0 5 .d o i :  1 0 .1 2 6 1 / r n a .3 0 7 0 6 .
[ 1 1 8 ]  H a y a s h i ,  S . a n d  M c M a h o n ,  A .P .  ( 2 0 0 2 ) .  E f f i c i e n t  r e c o m b i n a t i o n  i n  d i v e r s e  t i s s u e s
b y  a  t a m o x i f e n - i n d u c i b l e  f o r m  o f  C r e :  A  to o l  f o r  t e m p o r a l l y  r e g u l a t e d  g e n e
a c t i v a t i o n / i n a c t i v a t i o n  i n  t h e  m o u s e .  D e v .  B io l .  2 4 4 :  3 0 5 -
3 1 8 . d o i : 1 0 .1 0 0 6 / d b i o .2 0 0 2 .0 5 9 7 .
[ 1 1 9 ]  H a r f e ,  B .D . ,  M c M a n u s ,  M .T . ,  M a n s f i e l d ,  J .H . ,  H o r n s t e i n ,  E . ,  a n d  T a b in ,  C .J .
( 2 0 0 5 ) .  T h e  R N a s e I I I  e n z y m e  D i c e r  i s  r e q u i r e d  f o r  m o r p h o g e n e s i s  b u t  n o t  p a t t e r n i n g  o f  
t h e  v e r t e b r a t e  l i m b .  P r o c .  N a t l .  A c a d .  S c i .  1 0 2 : 1 0 8 9 8 - 1 0 9 0 3 .d o i :
1 0 .1 0 7 3 / p n a s .0 5 0 4 8 3 4 1 0 2 .
[ 1 2 0 ]  S o r i a n o ,  P . ( 1 9 9 9 ) .G e n e r a l i z e d  l a c Z  e x p r e s s i o n  w i t h  t h e  R O S A 2 6  C r e  r e p o r t e r  
s t r a in .  N a t .  G e n e t .  2 1 :  7 0 - 7 1 .  d o i :  1 0 .1 0 3 8 /5 0 0 7 .
[ 1 2 1 ]  A b b o n d a n z o ,  S .J . ,  G a d i ,  I . ,  a n d  S t e w a r t ,  C .L .  ( 1 9 9 3 ) .D e r i v a t i o n  o f  e m b r y o n i c  s t e m  
c e l l  l i n e s .M e t h o d s  E n z y m o l .  2 2 5 :  8 0 3 - 8 2 3 .
[ 1 2 2 ]  T a f e r  H ,  A m e r e s  S L , O b e r n o s t e r e r  G , G e b e s h u b e r  C A , S c h r o e d e r  R ,  M a r t i n e z
67.
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J ,  H o f a c k e r  I L  ( 2 0 0 8 ) .  T h e  i m p a c t  o f  t a r g e t  s i t e  a c c e s s i b i l i t y  o n  t h e  d e s i g n  o f  
e f f e c t i v e  s i R N A s .  N a t  B i o t e c h n o l  2 0 0 8 ,  2 6 : 5 7 8 - 8 3 .  d o i :  1 0 .1 0 3 8 /n b t 1 4 0 4 .
[ 1 2 3 ]  S ie p e l  A ,  B e j e r a n o  G , P e d e r s e n  J S ,  H i n r i c h s  A S ,  H o u  M ,  R o s e n b l o o m  K ,
C l a w s o n  H ,  S p ie t h  J ,  H i l l i e r  L W ,  R i c h a r d s  S , W e i n s t o c k  G M , W i l s o n  R K ,  G ib b s  
R A ,  K e n t  W J ,  M i l l e r  W ,  H a u s s l e r  D  ( 2 0 0 5 ) .  E v o l u t i o n a r i l y  c o n s e r v e d e l e m e n t s  in  
v e r t e b r a t e ,  i n s e c t ,  w o r m ,  a n d  y e a s t  g e n o m e s  ( 2 0 0 5 ) .  G e n o m e  R e s  2 0 0 5 ,  1 5 : 1 0 3 4 - 5 0 .  
d o i :  1 0 .1 1 0 1 /g r .3 7 1 5 0 0 5 .
[ 1 2 4 ]  G a b r i e l y  G , W u r d i n g e r  T , K e s a r i  S , E s a u  C C ,  B u r c h a r d  J ,  L i n s l e y  P S ,  
K r i c h e v s k y  A M  ( 2 0 0 8 ) .  M i c r o R N A  2 1  p r o m o t e s  g l i o m a  i n v a s i o n  b y  t a r g e t i n g  
m a t r i x  m e t a l l o p r o t e i n a s e  r e g u l a to r s .  M o l  C e l l  B io l  2 0 0 8 ,  2 8 : 5 3 6 9 - 8 0 .
d o i :  1 0 .1 1 2 8 / M C B .0 0 4 7 9 - 0 8 .
[ 1 2 5 ]  E l m e n  J , L i n d o w  M ,  S i l a h t a r o g l u  A , B a k  M ,  C h r i s t e n s e n  M ,  L i n d - T h o m s e n  A ,
H e d t j a r n  M ,  H a n s e n  J B ,  H a n s e n  H F ,  S t r a a r u p  E M ,  M c C u l l a g h  K ,  K e a r n e y  P ,  
K a u p p i n e n  S  ( 2 0 0 8 ) .  A n t a g o n i s m  o f  m i c r o R N A - 1 2 2  i n  m i c e  b y  s y s t e m i c a l l y  
a d m i n i s t e r e d  L N A - a n t i m i R  l e a d s  t o  u p - r e g u l a t i o n  o f  a  l a r g e  s e t  o f  p r e d i c t e d  t a r g e t  
m R N A s  i n  t h e  l i v e r .  N u c l e i c  A c i d s  R e s  2 0 0 8 ,  3 6 :1 1 5 3 - 6 2 .  d o i :
1 0 .1 0 9 3 / n a r / g k m  1 1 1 3 .
[ 1 2 6 ]  L a n d t h a l e r  M ,  G a i d a t z i s  D ,  R o t h b a l l e r  A ,  C h e n  P Y ,  S o l l  S J ,  D i n i c  L ,  O jo  T , 
H a f n e r  M ,  Z a v o l a n  M ,  T u s c h l  T  ( 2 0 0 8 ) .  M o l e c u l a r  c h a r a c t e r i z a t i o n  o f  h u m a n  
A r g o n a u t e - c o n t a i n i n g  r i b o n u c l e o p r o t e i n  c o m p l e x e s  a n d  t h e i r  b o u n d
t a r g e t  m R N A s .  R N A  2 0 0 8 ,  1 4 :2 5 8 0 - 9 6 .  d o i :  1 0 .1 2 6 1 / r n a .1 3 5 1 6 0 8 .
[ 1 2 7 ]  R N A  r e g u l a t o r y  n e t w o r k s ,  Z a v o l a n  L a b .
[h t t p : / / w w w .h t t p : / / w w w .m i r z .u n i b a s . c h / ]
[ 1 2 8 ]  B a n d y o p a d h y a y  S ., G h o s h  D . ,  M i t r a  R .  &  Z h a o  Z .  ( 2 0 1 5 ) .  M B S T A R :  m u l t i p l e  
i n s t a n c e  l e a r n i n g  f o r  p r e d i c t i n g  s p e c i f i c  f u n c t i o n a l  b i n d i n g  s i t e s  i n  m i c r o R N A  t a r g e t s .  
S c i .  R e p .  5 , 8 0 0 4 . d o i : 1 0 .1 0 3 8 / s r e p 0 8 0 0 4 .
[ 1 2 9 ]  B a n d y o p a d h y a y ,  S . &  M i t r a ,  R .  ( 2 0 0 9 ) .  T a r g e t M in e r :  m i c r o R N A  t a r g e t  
p r e d i c t i o n  w i t h  s y s t e m a t i c  i d e n t i f i c a t i o n  o f  t i s s u e - s p e c i f i c  n e g a t i v e  e x a m p l e s .  
B i o i n f o r m a t i c s .  2 5 ,  2 6 2 5 - 2 6 3 1  .d o i :  1 0 .1 0 9 3 / b i o i n f o r m a t i c s / b t p 5 0 3 .
[ 1 3 0 ]  U n i v e r s i t y  o f  C a l i f o r n i a  S a n ta  C r u z .  U C S C  G e n o m e  B r o w s e r .A v a i l a b l e  a t: 
h t t p : / / g e n o m e .u c s c . e d u / .
[ 1 3 1 ]  V e r g o u l i s ,  T . e t  a l.  ( 2 0 1 2 ) .  T a r B a s e  6 .0 :  c a p t u r i n g  t h e  e x p o n e n t i a l  g r o w t h  o f  
m i R N A  t a r g e t s  w i t h  e x p e r i m e n t a l  s u p p o r t .  N u c l e i c  A c i d s  R e s .4 0 ,  D 2 2 2 - D 2 2 9  
( 2 0 1 2 ) .d o i :  1 0 .1 0 9 3 /n a r /g k r 1 1 6 1 .
[ 1 3 2 ]  J i a n h u a ,  Y . s t a r B a s e .  ( 2 0 1 0 ) .  A v a i l a b l e  
a t : h t t p : / / s t a r b a s e . s y s u . e d u . c n / d o w n l o a d .p h p .
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[ 1 3 3 ]  L i u  H . ,  Y u e  D . ,  C h e n  Y . ,  G a o  S . J . ,  H u a n g  Y . ( 2 0 1 0 ) .  I m p r o v i n g  p e r f o r m a n c e  o f  
m a m m a l i a n  m i c r o R N A  t a r g e t  p r e d i c t i o n .B M C  B i o i n f o r m a t i c s .d o i :  1 0 .1 1 8 6 / 1 4 7 1 - 2 1 0 5 -  
1 1 - 4 7 6 .
[ 1 3 4 ]  M a r k  M e n o r ,  T r a v e r s  C h in g ,  X u n  Z h u ,  D a v i d  G a r m i r e  a n d  L a n a  X . G a r m i r e  
( 2 0 1 4 ) .m i r M a r k :  a  s i t e - l e v e l  a n d  U T R - l e v e l  c l a s s i f i e r  f o r  m i R N A  t a r g e t  p r e d i c t i o n .  
G e n o m e  B io l .  2 0 1 4 ;  1 5 ( 1 0 ) :  5 0 0 .  d o i :  1 0 .1 1 8 6 / s 1 3 0 5 9 - 0 1 4 - 0 5 0 0 - 5 .
[ 1 3 5 ]  J o h n  B ,  E n r i g h t  A J ,  A r a v i n  A , T u s c h l  T , S a n d e r  C ,  M a r k s  D S  ( 2 0 0 4 ) .  H u m a n  
m i c r o R N A  t a r g e t s .  P L o S  B io l .  2 0 0 4 ; 2 : e 3 6 3 .  d o i :  1 0 .1 3 7 1 / j o u r n a l .p b i o .0 0 2 0 3 6 3 .
[ 1 3 6 ]  X i a o  F ,  Z u o  Z ,  C a i  G , K a n g  S , G a o  X , L i  T  ( 2 0 0 9 ) .  m i R e c o r d s :  a n  i n t e g r a t e d  
r e s o u r c e  f o r  m i c r o R N A - t a r g e t  i n t e r a c t i o n s .  N u c l e i c  A c i d s  R e s .  2 0 0 9 ; 3 7 : D 1 0 5 -  
D 1 1 0 .  d o i :  1 0 .1 0 9 3 /n a r /g k n 8 5 1 .
[ 1 3 7 ]  H s u  S D , T s e n g  Y T ,  S h r e s t h a  S , L i n  Y L ,  K h a l e e l  A , C h o u  C H , C h u  C F ,  H u a n g  
H Y ,  L i n  C M , H o  S Y , J i a n  T Y , L i n  F M ,  C h a n g  T H ,  W e n g  S L , L i a o  K W ,  L i a o  I E ,
L i u  C C ,  H u a n g  H D  ( 2 0 1 4 ) .  m i R T a r B a s e  u p d a t e  2 0 1 4 :  a n  i n f o r m a t i o n  r e s o u r c e  f o r  
e x p e r i m e n t a l l y  v a l i d a t e d  m i R N A - t a r g e t  i n t e r a c t i o n s .  N u c l e i c  A c i d s  R e s .  
2 0 1 4 ; 4 2 : D 7 8 - D 8 5 .  d o i :  1 0 .1 0 9 3 /n a r /g k t 1 2 6 6 .
[ 1 3 8 ]  L o r e n z  R ,  B e r n h a r t  S H , Z u  S i e d e r d i s s e n  C H ,  T a f e r  H ,  F l a m m  C , S t a d l e r  P F ,  
H o f a c k e r  I L  ( 2 0 1 1 ) .  V i e n n a R N A  P a c k a g e  2 0 .  A l g o r i t h m  M o l  B io l .  2 0 1 1 ; 6 : 2 6 .  d o i :  
1 0 .1 1 8 6 / 1 7 4 8 - 7 1 8 8 - 6 - 2 6 .
[ 1 3 9 ]  S t a j i c h  J E ,  B l o c k  D ,  B o u l e z  K ,  B r e n n e r  S E , C h e r v i t z  S A , D a g d i g i a n  C , 
F u e l l e n  G , G i l b e r t  J G ,  K o r f  I , L a p p  H . ( 2 0 0 2 ) .  T h e  B i o p e r l  t o o l k i t :  P e r l  m o d u l e s  f o r  
t h e  l i f e  s c i e n c e s .  G e n o m e  R e s .  2 0 0 2 ; 1 2 : 1 6 1 1 - 1 6 1 8 .  d o i :  1 0 .1 1 0 1 /g r .3 6 1 6 0 2 .
[ 1 4 0 ]  H a l l  M ,  F r a n k  E ,  H o l m e s  G , P f a h r i n g e r  B ,  R e u t e m a n n  P ,  W i t t e n  I H  ( 2 0 0 9 ) .
T h e  W E K A  d a t a  m i n i n g  s o f tw a r e :  a n  u p d a te .  A C M  S I G K D D  E x p l o r a t i o n s  
N e w s l e t t e r .  2 0 0 9 ; 1 1 : 1 0 - 1 8 .  d o i :  1 0 .1 1 4 5 / 1 6 5 6 2 7 4 .1 6 5 6 2 7 8 .
[ 1 4 1 ]  H a u s s e r  J ,  S t r i m m e r  K  ( 2 0 0 9 ) .E n t r o p y  i n f e r e n c e  a n d  t h e  J a m e s - S t e i n  
e s t i m a t o r ,  w i t h  a p p l i c a t i o n  t o  n o n l i n e a r  g e n e  a s s o c i a t i o n  n e t w o r k s . J M L R .  
2 0 0 9 ; 1 0 : 1 4 6 9 - 1 4 8 4 .  d o i :  h t t p s : / / a r x i v .o r g / a b s / 0 8 1 1 .3 5 7 9 .
[ 1 4 2 ]  L u  Y , L e s l i e  C S  ( 2 0 1 6 ) .  L e a r n i n g  t o  P r e d i c t m i R N A - m R N A  I n t e r a c t i o n s  f r o m  
A G O  C L I P  S e q u e n c i n g  a n d  C L A S H  D a ta .  P L o S  C o m p u t  B i o l  1 2  (7 ) :  e 1 0 0 5 0 2 6 .  
d o i : 1 0 .1 3 7 1 / j o u r n a l .p c b i .1 0 0 5 0 2 6 .
[ 1 4 3 ]  C h i  S W , H a n n o n  G J ,  D a r n e l l  R B  ( 2 0 1 2 ) .A n  a l t e r n a t i v e  m o d e  o f  m i c r o R N A  
t a r g e t  r e c o g n i t i o n .  N a t  S t r u c t  M o l  B io l .  2 0 1 2  F e b  1 2 ; 1 9 ( 3 ) :3 2 1 - 7 .  d o i :  
1 0 .1 0 3 8 /n s m b .2 2 3 0 .
[ 1 4 4 ]  G r o s s w e n d t  S , F i l i p c h y k  A , M a n z a n o  M ,  K l i r o n o m o s  F ,  S c h i l l i n g  M ,  H e r z o g
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M , G o t t w e i n  E ,  R a j e w s k y  N  ( 2 0 1 4 . )  U n a m b i g u o u s  i d e n t i f i c a t i o n  o f  m i R N A : t a r g e t  
s i t e  i n t e r a c t i o n s  b y  d i f f e r e n t  t y p e s  o f  l i g a t i o n  r e a c t io n s .  M o l  C e l l .  2 0 1 4  J u n  19 ; 
5 4 ( 6 ) : 1 0 4 2 - 1 0 5 4 .  d o i :  1 0 .1 0 1 6 / j .m o l c e l .2 0 1 4 .0 3 .0 4 9 .
[ 1 4 5 ]  S o n n e n b u r g  S , Z i e n  A , P h i l i p s  P ,  R a t s c h  G  ( 2 0 0 8 ) .  P O I M s :  p o s i t i o n a l
o l i g o m e r  i m p o r t a n c e  m a t r i c e s - - u n d e r s t a n d i n g  s u p p o r t  v e c t o r  m a c h i n e - b a s e d  s ig n a l  
d e t e c to r s .  B i o i n f o r m a t i c s .  2 0 0 8  J u l  1; 2 4 ( 1 3 ) : i 6 - 1 4 .  d o i :
1 0 .1 0 9 3 / b i o i n f o r m a t i c s / b t n 1 7 0 .
[ 1 4 6 ]  R e c z k o  M ,  M a r a g k a k i s  M ,  A l e x i o u  P ,  G r o s s e  I , H a t z i g e o r g i o u  A G .( 2 0 1 2 ) .  
F u n c t i o n a l  m i c r o R N A  t a r g e t s  i n  p r o t e i n  c o d i n g  s e q u e n c e s .B i o i n f o r m a t i c s . 2 0 1 2  J a n  
2 7 .d o i :  1 0 .1 0 9 3 / b i o i n f o r m a t i c s / b t s 0 4 3 .
[ 1 4 7 ]  W a n g  X . ,  W a n g  X . ( 2 0 0 6 ) .  S y s t e m a t i c  i d e n t i f i c a t i o n  o f  m i c r o R N A  f u n c t i o n s  b y  
c o m b i n i n g  t a r g e t  p r e d i c t i o n  a n d  e x p r e s s i o n  p r o f i l i n g .  N u c l e i c  A c i d s  R e s .  2 0 0 6 ,  v o l .  3 4  
(p g .  1 6 4 6 - 1 6 5 2 ) .  d o i :  1 0 .1 0 9 3 /n a r /g k l 0 6 8 .
[ 1 4 8 ]  B r o n w e n  L . A k e n ,  P r e m a n a n d  A c h u t h a n ,  W a s i u  A k a n n i ,  M .  R i d w a n  A m o d e ,
F r i e d e r i k e  B e r n s d o r f f ,  J y o t h i s h  B h a i ,  K o n s t a n t i n o s  B i l l i s ,  D e n i s e  C a r v a l h o - S i l v a ,  C a r l a  
C u m m i n s ,  P e t e r  C la p h a m ,  L a u r e n t  G i l ,  C a r l o s  G a r c i a  G i r 0 n ,  L e o  G o r d o n ,  T h i b a u t  
H o u r l i e r ,  S a r a h  E . H u n t ,  S o p h ie  H . J a n a c e k ,  T h o m a s  J u e t t e m a n n ,  S t e p h e n  K e e n a n ,  
M a t t h e w  R .  L a i r d ,  I l i a s  L a v i d a s ,  T h o m a s  M a u r e l ,  W i l l i a m  M c L a r e n ,  B e n j a m i n  M o o r e ,  
D a n i e l  N .  M u r p h y ,  R i s h i  N a g ,  V i c t o r i a  N e w m a n ,  M i c h a e l  N u h n ,  C h u a n g  K e e  O n g ,  
A n n e  P a r k e r ,  M a t e u s  P a t r i c i o ,  H a r p r e e t  S in g h  R i a t ,  D a n i e l  S h e p p a r d ,  H e l e n  S p a r r o w ,  
K i e r o n  T a y lo r ,  A n j a  T h o r m a n n ,  A l e s s a n d r o  V u l l o ,  B r a n d o n  W a l t s ,  S t e v e n  P .  W i l d e r ,  
A m o n i d a  Z a d i s s a ,  M y r t o  K o s t a d i m a ,  F e r g a l  J . M a r t in ,  M a t t h i e u  M u f f a t o ,  E m i l y  P e r r y ,  
M a g a l i  R u f f i e r ,  D a n i e l  M .  S t a i n e s ,  S t e p h e n  J . T r e v a n i o n ,  F i o n a  C u n n i n g h a m ,  A n d r e w  
Y a te s ,  D a n i e l  R .  Z e r b i n o ,  P a u l  F l i c e k ;  E n s e m b l  2 0 1 7 ,  N u c l e i c  A c i d s  R e s e a r c h ,  V o l u m e  
4 5 ,  I s s u e  D 1 ,  4  J a n u a r y  2 0 1 7 ,  P a g e s  D 6 3 5 - D 6 4 2 ,  d o i :
h t t p s : / / d o i . o r g / 1 0 .1 0 9 3 / n a r / g k w 1 1 0 4 .
[ 1 4 8 a ]  S c h u l t z  N . ,  M a r e n s t e i n  D .R . ,  D e  A n g e l i s  D .A . ,  W a n g  W . - Q . ,  N e l a n d e r  S ., 
J a c o b s e n  A . ,  M a r k s  D .S . ,  M a s s a g u e  J . ,  S a n d e r  C . ( 2 0 1 1 ) .  O f f - t a r g e t  e f f e c t s  d o m i n a t e  
a  l a r g e - s c a l e  R N A i  s c r e e n  f o r  m o d u l a t o r s  o f  t h e  T G F - β  p a t h w a y  a n d  r e v e a l  
m i c r o R N A  r e g u l a t i o n  o f  T G F B R 2 .  S i l e n c e .  2 0 1 1 ,  v o l .  2  p g .  3 . 
d o i :  1 0 .1 1 8 6 / 1 7 5 8 - 9 0 7 X - 2 - 3 .
[ 1 4 9 ]  R N A  s p l i c i n g :  https://en.w ikipedia.O rg/wiki/RNA_splicing#/.
