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LEFT IDEAL PRESERVING MAPS ON TRIANGULAR
ALGEBRAS
HOGER GHAHRAMANI
Abstract. Let A be a unital algebra over a commutative unital ring R. We
say that A is a SLIP algebra if every R-linear map on A that leaves invariant
every left ideal of A is a left multiplier. In this paper we study whether
a triangular algebra
(
A M
0 B
)
is a SLIP algebra and give some necessary
or sufficient conditions for a triangular algebra to be a SLIP algebra, and
various examples are given which illustrate limitations on extending some of
the theory developed. Then our results are applied to generalized triangular
matrix algebras and block upper triangular matrix algebras. Also, some SLIP
algebras other than triangular algebras are provided.
1. Introduction
Throughout this article R will denote a commutative ring with unity and all
algebras are associative over R with unity and all modules are unital, unless other-
wise is specified. The unity of an algebra is denoted by 1. Let A be an algebra and
X be a right A-module. Recall that an R-linear map ψ : A → X is said to be a
left multiplier if ψ(a) = ψ(1)a for all a ∈ A. It is called a local left multiplier if for
any a ∈ A there exists an element xa ∈ X such that ψ(a) = xaa. Clearly, each left
multiplier is a local left multiplier. The converse is, in general, not true. According
to [20] we say that an R-linear map ψ : A → A is LIP (left-ideal-preserving) if
ψ(J ) ⊆ J for any left ideal J of A. It is easily verified that the R-liear map
ψ : A → A is LIP if and only if ψ is a local left multiplier. So it is clear that
any left multiplier ψ : A → A is LIP map, but the converse is not necessarily true
(some examples will be given). It is natural an interesting to ask for which algebras
any LIP map is a left multiplier, so we have the next definition. The algebra A is
SLIP provided any LIP map is a left multiplier (the notion SLIP has been used
in [20]).
In the case that R is a field, to say that A is SLIP is the same as saying
that the algebra of left multipliers on A is algebraically reflexive [16]. Reflexivity
(algebraically or topologically) is an important part of operator theory, and have
been studied in ring theory and Banach algebra theory by several authors. Johnson
[23] has shown that if A is a semisimple Banach algebra with an approximate
identity and ψ : A → A is a bounded operator that leaves invariant all closed
left ideals of A, then ψ is a left multiplier of A. Hadwin and Li [21] have shown
that Johnsons Theorem holds for all CSL algebras. In particular Hadwin, Li and
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their collaborators [19, 20, 21, 22, 25] have been investigating questions of this type
for the past 20 years for various reflexive operator algebras. Recently Katsoulis
[24] has studied the reflexivity of left multipliers over certain operator algebras.
In the purely algebraic, Bres˘ar, S˘emrl and others have been investigating local
multipliers in various other settings [5, 6]. Also Hadwin in [20] has studied various
SLIP algebras and SLIP algebras (and reflexivity) in ring theory are studied in
[10, 11, 12, 17, 18, 27, 28, 29]. On the other hand recently, there has been a growing
interest in the study of preserving linear maps on triangular algebras (for example
linear maps that preserve zero products, Jordan products, commutativity, etc. and
derivable, Jordan derivable, Lie derivable maps at zero point, etc. for instance,
see [1, 2, 26, 30, 31] and the references therein. Motivated by the concepts and
results above, we will study whether a triangular algebra is a SLIP algebra and
give some sufficient conditions under which a triangular algebra is a SLIP algebra.
Our results are then applied to generalized triangular matrix algebras and block
upper triangular matrix algebras. Other SLIP algebras are also provided.
This article is organized as follows. In section 2 some preliminaries including
the introduction of triangular algebras, generalized triangular matrix algebras and
block upper triangular matrix algebras, are given. In section 3 we firstly study the
relation between zero product determined algebras and SLIP algebras. By using
this relationship we provide characterizations of the SLIP property for several
classes of algebras. Then by study the LIP maps on triangular algebras we obtain
a necessary condition and some sufficient conditions for a triangular algebra to be
a SLIP algebra. Also examples are given which illustrate limitations on extending
some of the theory developed. In section 4 the results in previous section are
applied to generalized triangular matrix algebras and block upper triangular matrix
algebras. Indeed, we prove that under certain conditions the generalized triangular
matrix algebras are SLIP algebras, and we apply these results to block upper
triangular matrix algebras.
2. Preliminaries
Recall that a triangular algebra Tri(A,M,B) is an algebra of the form
Tri(A,M,B) :=
{(
a m
0 b
) ∣∣∣∣ a ∈ A, b ∈ B, m ∈M
}
under the usual matrix operations, where A and B are unital algebras andM is an
(A,B)-bimodule. The most important examples of triangular algebras are upper
triangular matrices over an algebra A, block upper triangular matrix algebras, nest
algebras over a real or a complex Banach space X or a Hilbert space H, respectively
and generalized triangular matrix algebras.
Let A be an algebra. Recall that an idempotent e ∈ A is left semicentral in A if
Ae = eAe [3]. We use Sl(A) for the sets of all left semicentral idempotents. As is
well known [9], a left semicentral idempotent e induces a 2-by-2 triangular matrix
representation on A. In particular A ∼= Tri(eAe, eA(1− e), (1− e)A(1− e)), where
eAe and (1 − e)A(1 − e) are algebras over R with the addition and multiplication
of A, but different unities (e and 1 − e are the identity elements of eAe and (1 −
e)A(1− e), respectively) and eA(1− e) is a unital (eAe, (1− e)A(1− e))-bimodule.
If Sl(A) = {0, 1}, then we say A is semicentral reduced. For more information, we
refer to [4].
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We say A has a generalized triangular matrix representation if there exists a
R-algebra isomorphism:
θ : A →


A11 A12 · · · A1n
0 A22 · · · A2n
...
...
. . .
...
0 0 · · · Ann

 ,
where each Aii is an algebra with unity and Aij is a (Aii,Ajj)-bimodule for i < j.
An ordered set {e1, · · · , en} of nonzero distinct idempotents in A is called a set of
left triangulating idempotents of A if all the following hold:
(i) 1 = e1 + · · ·+ en;
(ii) e1 ∈ Sl(A); and
(iii) ek+1 ∈ Sl(fkAfk), where fk = 1 − (e1 + · · · + ek), for 1 ≤ k ≤ n − 1 (see
[4]).
Proposition 2.1. ([4, Proposition 1.3]) A has a set of left triangulating idempo-
tents if and only if A has a generalized triangular matrix representation.
In fact, by this proposition ifA has a set of left triangulating idempotents {e1, · · · , en},
then we have the R-algebra isomorphism:
A ∼=


e1Ae1 e1Ae2 · · · e1Aen
0 e2Ae2 · · · e2Aen
...
...
. . .
...
0 0 · · · enAen

 .
Conversely, if A has a generalized triangular matrix representation:
θ : A →


A11 A12 · · · A1n
0 A22 · · · A2n
...
...
. . .
...
0 0 · · · Ann

 ,
then the set {θ−1(E1), · · · , θ
−1(En)} is a set of left triangulating idempotents of
A, where Ek is the n-by-n matrix with the unity of Ak in the (k, k)-position and 0
elsewhere.
Remark 2.2. By the definition of a set of left triangulating idempotents and Propo-
sition 2.1 we see that if A has a set of left triangulating idempotents {e1, · · · , en},
then the set {e2, · · · , en} is a set of left triangulating idempotents of fAf , where
f = 1−e1. Since e1 ∈ Sl(A), it follows thatA has a triangular matrix representation
as A ∼= Tri(e1Ae1, e1Af, fAf). In this case we have the R-algebra isomorphism:
fAf ∼=


e2Ae2 · · · e2Aen
...
. . .
...
0 · · · enAen

 ,
and the (e1Ae1, fAf)-bimodule isomorphism:
e1Af ∼= (e1Ae2, · · · , e1Aen).
Also the set {e1, · · · , en−1} is a set of left triangulating idempotents of fAf , where
f = 1 − en. By [4, Lemma 1.2], ejAei = {0}, for all i < j ≤ n. So f ∈ Sl(A) and
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hence A has a triangular matrix representation as A ∼= Tri(fAf, fAen, enAen). In
this case we have the R-algebra isomorphism:
fAf ∼=


e1Ae1 · · · e1Aen−1
...
. . .
...
0 · · · en−1Aen−1

 ,
and the (fAf, enAen)-bimodule isomorphism:
fAen ∼=


e1Aen
...
en−1Aen

 .
LetMk×m(A) denotes the set of all k-by-mmatrices overA (we denoteMk×k(A)
byMk(A)). Let N be the set of all positive integers and let n ∈ N. For each positive
integer m with m ≤ n,we denote by k¯ = (k1, · · · , km) ∈ N
m an ordered m-vector
of positive integers such that n = k1 + · · ·+ km. The block upper triangular matrix
algebra Bk¯n(A) is a subalgebra of Mn(A) of the form
Bk¯n(A)
∼=


Mk1(A) Mk1×k2(A) · · · Mk1×km(A)
0 Mk2(A) · · · Mk2×km(A)
...
...
. . .
...
0 0 · · · Mkm(A)

 .
Note that Mn(A) is a special case of block upper triangular matrix algebras. In
particular, Bk¯n(A) =Mn(A) if and only if k¯ = (k1) with k1 = n.
The block upper triangular matrix algebras Bk¯n(A) has a generalized triangular
matrix representation and {F1, . . . , Fm} is a set of left triangulating idempotents of
Bk¯n(A) such that F1 =
∑k1
i=1Ei and Fj =
∑kj
i=1 Ei+k1+···+kj−1 for 2 ≤ j ≤ m, where
Ei is the n-by-n matrix with the unity of A in the (i, i)-position and 0 elsewhere.
We have FjB
k¯
n(A)Fj
∼=Mkj (A) for any 1 ≤ j ≤ m.
Let Tn(A) be the algebra of all n-by-n upper triangular matrices with entries
from A. If we consider k¯ = (k1, · · · , kn) ∈ N
n, whenever kj = 1 for any 1 ≤
j ≤ n, then Tn(A) = B
k¯
n(A) is a block upper triangular matrix algebra. In fact,
{E1, · · · , En} is a set of left triangulating idempotents of Tn(A), where A ∼= EjAEj
for each 1 ≤ j ≤ n.
The following terminology is used throughout this article. Let A be an algebra
and A be a left A-module, define the left annihilator of M by l.annAM = {a ∈
A : aM = {0}}. Also, we employ lower case letters to denote elements in algebras
and modules in the abstract setting and upper case letters to denote elements in
triangular matrix algebras. I stands for the identity element in matrix algebras
and 1 denotes the unity of algebras in general.
3. LIP maps on triangular algebras
Throughout this section Tri(A,M,B) denotes a triangular algebra, where A
and B are algebras and M is an (A,B)-bimodule. In this section we study the
LIP maps on triangular algebras and we obtain a necessary condition and some
sufficient conditions to that a triangular algebra be a SLIP algebra. Firstly we
check the relation between zero product determined algebras and SLIP algebras.
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The algebra A is called a zero product determined algebra if for every R-module
X and every R-bilinear map φ : A × A → X , the following holds: If φ(a, b) = 0
whenever ab = 0, then there exists anR-linear map L : A2 → X such that φ(a, b) =
L(ab) for all a, b ∈ A. Note that since A is unital, it follows that A2 = A. The
question of characterizing linear maps through zero products, etc. on algebras can
be sometimes effectively solved by considering bilinear maps that preserve certain
zero product properties (for instance, see [15] and the references therein). Motivated
by these reasons Bresˇar et al. [7] introduced the concept of zero product determined
algebras, which can be used to study the linear maps preserving zero product and
derivable maps at zero point. We will see that the zero product determined algebras
are SLIP algebras (and more). So by using this result we identify various SLIP
algebras.
Theorem 3.1. Let A be a zero product determined algebra. Then for any right
A-module X , every local left multiplier ψ : A → X is a left multiplier.
Proof. Define φ : A × A → X by φ(a, b) = ψ(a)b. So φ is an R-bilinear map. By
hypothesis for any a ∈ A, there is an element xa ∈ X such that ψ(a) = xaa. So for
a, b ∈ A with ab = 0, we have
φ(a, b) = ψ(a)b = xaab = 0.
Since A is a zero product determined algebra, it follows that there exists anR-linear
map L : A2 → X such that ψ(a)b = φ(a, b) = L(ab) for all a, b ∈ A. Therefore
ψ(ab) = L(ab) = ψ(a)b for all a, b ∈ A and hence ψ is a left multiplier. 
By this theorem it is clear that any zero product determined algebra is a SLIP
algebra. We will see the converse of this result is not necessarily true.
Bres˘ar showed that an algebra generated by its idempotents is a zero product
determined algebra [8, Theorem 4.1]. So from Theorem 3.1 we have the following
theorem.
Theorem 3.2. Let A be an algebra which is generated by its idempotents and X be
a right A-module. If ψ : A → X is a local left multiplier, then ψ is a left multiplier.
In particular A is a SLIP algebra.
In the following corollary some classes of SLIP algebras are given which are
generated by its idempotents.
Corollary 3.3. Let A be any of the following algebras. Then for any right A-
module X , every local left multiplier ψ : A → X is a left multiplier. Indeed, A is a
SLIP algebra.
(i) A =Mn(B), where B is an algebra and n ≥ 2.
(ii) A is a simple algebra containing a non-trivial idempotent.
(iii) A is an algebra containing an idempotent e such that the ideal generated by
e and 1− e, respectively, are both equal to A.
Proof. By [6] the algebra A is generated by its idempotents. The desired conclusion
thus readily follows from Theorem 3.2. 
It should be noted that the Corollary 3.3-(i) generalizes [20, Theorem 3].
Let Tri(A,M,B) be a triangular algebra. In [13, Theorem 2.1] it is shown that
Tri(A,M,B) is a zero product determined algebra if and only if A and B are zero
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product determined algebras. From this result and Theorem 3.1, we have the next
proposition.
Proposition 3.4. Let T = Tri(A,M,B) be a triangular algebra.
(i) If A and B are zero product determined algebras, X is a right T -module,
then every local left multiplier ψ : T → X is a left multiplier. So T is a
SLIP algebra.
(ii) If T is a zero product determined algebra, X1 and X2 are right A-module and
right B-module, respectively, then every local left multiplier ψ1 : A → X1
and ψ2 : B → X2 is a left multiplier. So A and B are SLIP algebras.
Now these questions are being raised: If the triangular algebra Tri(A,M,B) is a
SLIP algebra, is it true that Tri(A,M,B) is a zero product determined algebra? If
the triangular algebra Tri(A,M,B) is a SLIP algebra, are both of A and B, SLIP
algebras? If for any right A-module X1 and right B-module X2, every local left
multiplier ψ1 : A → X1 and ψ2 : B → X2 is a left multiplier, is Tri(A,M,B) a SLIP
algebra? We will see that if Tri(A,M,B) is a SLIP algebra, it is not necessarily
true that A is a SLIP algebra and so we obtain classes of SLIP triangular algebras
which are not zero product determined algebras. Also we show that if A is a SLIP
algebra and for any right B-module X , every local left multiplier ψ : B → X
is a left multiplier, then Tri(A,M,B) is a SLIP algebra. So these result is a
generalization of Proposition 3.4-(i) (since SLIP algebras are not necessarily zero
product determined algebras).
In the following lemma we describe the structure of LIP maps on triangular
algebras.
Lemma 3.5. Let T = Tri(A,M,B) be a triangular algebra and ψ : T → T be a
LIP map. Then there are R-linear maps α : A → A, τ : M →M, β1 : B → M
and β2 : B → B such that
ψ(
(
a m
0 b
)
) =
(
α(a) β1(b) + τ(m)
0 β2(b)
)
,
where α and β2 are LIP maps, β1 is a local left multiplier and τ(am) = α(a)m for
all a ∈ A and m ∈M.
Proof. Since
(
A 0
0 0
)
,
(
0 M
0 0
)
and
(
0 M
0 B
)
are left ideals of T and ψ is a LIP
map, it follows that for every a ∈ A, b ∈ B,m ∈M
ψ(
(
a 0
0 0
)
) =
(
α(a) 0
0 0
)
, ψ(
(
0 m
0 0
)
) =
(
0 τ(m)
0 0
)
and
ψ(
(
0 0
0 b
)
) =
(
0 β1(b)
0 β2(b)
)
,
where α : A → A, τ : M → M, β1 : B → M and β2 : B → B are R-linear
maps. The mapping ψ is a local left multiplier, since it is a LIP map. So for T =(
a 0
0 b
)
∈ T (a ∈ A, b ∈ B), there is an element XT =
(
aT mT
0 bT
)
∈ T , such that
ψ(T ) = XTT =
(
aTa mT b
0 bT b
)
. Hence α(a) = aTa, β1(b) = mT b and β2(b) = bT b
for all a ∈ A, b ∈ B. So these maps are local left multiplier. For any a ∈ A and
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m ∈ M, letting T =
(
a am
0 0
)
and S =
(
0 −m
0 1
)
. So TS = 0 and there is
an element XT ∈ T such that ψ(T ) = XTT . Thus
(
α(a) τ(am)
0 0
)(
0 −m
0 1
)
=
ψ(T )S = XTTS = 0. Therefore τ(am) = α(a)m for all a ∈ A,m ∈M. 
In the next theorem we obtain a necessary condition for that the triangular
algebra Tri(A,M,B) be a SLIP algebra.
Theorem 3.6. Let T = Tri(A,M,B) be a SLIP triangular algebra. Then B is a
SLIP algebra and every local left multiplier from B into M is a left multiplier.
Proof. Suppose that β1 : B → M and β2 : B → B are local left multipliers and
define the R-linear map ψ : T → T by ψ(
(
a m
0 b
)
) =
(
0 β1(b)
0 β2(b)
)
. For each b ∈ B,
there are elements cb ∈ B and nb ∈ M such that β1(b) = nbb and β2(b) = cbb. Now
according to any T =
(
a m
0 b
)
∈ T , letting XT =
(
0 nb
0 cb
)
. So we have
ψ(T ) =
(
0 nbb
0 cbb
)
= XTT.
Hence ψ is a LIP map and from hypothesis it is a left multiplier i.e., ψ(T ) = ψ(I)T
for all T ∈ T . So for all b ∈ B we see that(
0 β1(b)
0 β2(b)
)
= ψ(
(
0 0
0 b
)
) =
(
0 β1(1)
0 β2(1)
)(
0 0
0 b
)
=
(
0 β1(1)b
0 β2(1)b
)
,
where 1 is the unity of B. Thus β1 and β2 are left multipliers. 
By this theorem we get a necessary condition for that an idempotent in a SLIP
algebras be left semicentral.
Corollary 3.7. Suppose A is a SLIP algebra.
(i) If a ∈ A is a non-trivial idempotent (e 6= 0, 1) which is left semicentral,
then (1− e)A(1 − e) is a SLIP algebra.
(ii) If for any non-trivial idempotent e ∈ A, the algebra (1 − e)A(1 − e) is not
a SLIP algebra, then A is semicentral reduced.
In the following results we give some sufficient conditions to that a triangular
algebra be a SLIP algebra.
Theorem 3.8. Let T = Tri(A,M,B) be a triangular algebra. Let l.annAM =
{0}, B be a SLIP algebra and every local left multiplier from B into M is a left
multiplier. Then T is a SLIP algebra.
Proof. Suppose that ψ : T → T be a LIP map. By Lemma 3.5
ψ(
(
a m
0 b
)
) =
(
α(a) β1(b) + τ(m)
0 β2(b)
)
,
where β1 : B → M and β2 : B → B are local left multipliers and τ(am) = α(a)m
for all a ∈ A and m ∈M. By hypothesis
β1(b) = β1(1)b, β2(b) = β2(1)b (b ∈ B).
For every a, a′ ∈ A and m ∈M we have
τ(aa′m) = α(aa′)m.
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On the other hand,
τ(aa′m) = α(a)a′m.
By comparing the two expressions for τ(aa′m) and the hypothesis l.annAM = {0},
we arrive at α(aa′) = α(a)a′. So
α(a) = α(1)a, τ(m) = α(1)m (a ∈ A,m ∈ M).
Hence from these equations
ψ(T ) = ψ(I)T,
for all T ∈ T . 
Let X be an R-module. It is obvious that each R-linear local left multiplier from
R into X is a left multiplier. So by Theorem 3.8 we have the next corollary.
Corollary 3.9. Let A be an algebra (over R). Then the triangular algebra
Tri(A,A,R) =
(
A A
0 R
)
is a SLIP algebra.
LetM be a right B-module. Denote the algebra of all B-module endomorphisms
ofM by EndB(M). Let A = EndB(M). ThenM is an (A,B)-bimodule equipped
with φm := φ(m) (m ∈ M, φ ∈ A) and l.annAM = {0}. So by Theorem 3.6 and
Theorem 3.8 we conclude the following corollary.
Corollary 3.10. Let M be a right B-module. Then the triangular algebra
Tri(EndB(M),M,B) =
(
EndB(M) M
0 B
)
is a SLIP algebra if and only if B is a SLIP algebra and every local left multiplier
from B into M is a left multiplier.
In the following theorem we don’t require the condition l.annAM = {0}.
Theorem 3.11. Let T = Tri(A,M,B) be a triangular algebra. Let A and B be
SLIP algebras and every local left multiplier from B into M is a left multiplier.
Then T is a SLIP algebra.
Proof. Suppose that ψ : T → T be a LIP map. By Lemma 3.5
ψ(
(
a m
0 b
)
) =
(
α(a) β1(b) + τ(m)
0 β2(b)
)
,
where α : A → A and β2 : B → B are LIP maps, β1 : B → M is a local left
multiplier and τ :M→M satisfies τ(am) = α(a)m for all a ∈ A and m ∈M. By
hypothesis
α(a) = α(1)a, β1(b) = β1(1)b, β2(b) = β2(1)b and τ(m) = α(1)m ,
for all a ∈ A, b ∈ B,m ∈M. Therefore from these equations
ψ(T ) = ψ(I)T,
for all T ∈ T . 
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Now some examples are given which illustrate limitations on extending some of
the theory developed and and these examples show that the classes of triangular
algebras which are satisfying in conditions of Theorem 3.8 or Theorem 3.11 are
different from each other. So we firstly need to obtain some algebras which are not
SLIP algebras.
Remark 3.12. Every division SLIP algebra A is a field. Consider the arbitrary
elements a, b ∈ A and define the R-linear map ψb(a) = ab. Since A is a division
algebra, it follows that ψb is a LIP map. So by the hypothesis that A is SLIP, we
have ab = ψb(a) = ψb(1)a = ba. Hence A is commutative.
From Remark 3.12, it is concluded that the quaternion algebra H(R) over the
real field R is not a SLIP algebra. In the following example a non-division algebra
is provided which is not SLIP. This example is given in [24, Example 2.4].
Example 3.13. Let F be a field. Then
U :=
{(
λ µ
0 λ
) ∣∣∣∣λ, µ ∈ F
}
is an algebra over F. This algebra is not SLIP.
Now by Corollary 3.9 and these examples we can get a SLIP triangular algebra
Tri(A,M,B) such that A is not a SLIP algebra. Hence Tri(A,M,B) is not a zero
product determined algebra (by Theorem 3.1 and [13, Theorem 2.1]).
Example 3.14. Let T be any of the following triangular algebras.
Tri(H(R),H(R),R) or Tri(U ,U ,F),
where U is the algebra described in Example 3.13. Then by Corollary 3.9, T is a
SLIP algebra but H(R) and U are not SLIP algebras.
In this example T satisfies in conditions of Theorem 3.8 but doesn’t satisfy in
conditions of Theorem 3.11. This example also shows that the converse of Theorem
3.11 is not necessarily true.
The next example shows that the converse of Theorem 3.8 is not necessarily true.
Example 3.15. Assume that A is a zero product determined algebra. By [14, Propo-
sition 2.8], A ×A is a zero product determined algebra. By the following make A
into an ((A ×A),A)-bimodule:
(a, b)x := ax (a, b, x ∈ A),
and the right multiplication is the usual multiplication of A. By Proposition 3.4-(i),
the triangular algebra T = Tri(A×A,A,A) is a SLIP algebra while l.annA×AA =
{0} × A 6= {0}.
In Example 3.15, T satisfies in conditions of Theorem 3.11 but doesn’t satisfy
in conditions of Theorem 3.8.
In the following example we show that the conditions on A in Theorems 3.8 and
3.11 are not superfluous.
Example 3.16. Let A and B be algebras such that A is a zero product determined
algebra and B is not a SLIP algebra. By the following make A into an ((A×B),A)-
bimodule:
(a, b)x := ax (a, x ∈ A, b ∈ B),
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and the right multiplication is the usual multiplication of A. Now consider the
triangular algebra T = Tri(A × B,A,A) and we show that T is not a SLIP
algebra. Since B is not a SLIP algebra, there is a local left multiplier ρ : B → B
which is not a left multiplier. So for any b ∈ B there exist an element cb ∈ B, such
that ρ(b) = cbb. Define the R-linear map ψ : T → T by
ψ(
(
(a1, b) a2
0 a3
)
) =
(
(0, ρ(b)) 0
0 0
)
.
For any T =
(
(a1, b) a2
0 a3
)
∈ T , there is XT =
(
(0, cb) 0
0 0
)
such that
ψ(T ) = XTT.
So ψ is a LIP map which is not a left multiplier. Otherwise, if ψ(T ) = ψ(I)T for
all T ∈ T , then ρ is a left multiplier and this is a contradiction. In this example
l.annA×BA = {0} × B 6= {0} and by [20, Lemma 5], A×B is not a SLIP algebra.
In this example we can let the algebra A as any of the algebras in Corollary 3.3
and the algebra B as the quaternion algebra H(R) or the algebra U in Example
3.13.
4. Applications to generalized triangular matrix algebras and
block upper triangular matrix algebras
In this section our previous results in section 3 are applied to generalized trian-
gular matrix algebras and block upper triangular matrix algebras.
Theorem 4.1. Let the algebra A has a generalized triangular matrix representation
A =


A11 A12 · · · A1n
0 A22 · · · A2n
...
...
. . .
...
0 0 · · · Ann

 ,
where each Aii is an algebra with unity and Aij is a (Ai,Aj)-bimodule for i < j.
If any local left multiplier from Aii (1 ≤ i ≤ n) into Aki (1 ≤ k ≤ i) is a left
multiplier, then A is a SLIP algebra.
Proof. We denote the elements of Aij by aij , 1i for the unity of Aii and aijEij for
the n-by-n matrix with the aij ∈ Aij at the (i, j)-entry and 0 in all other entries.
Also Ei denotes the matrix 1iEii. The set {E1, · · · , En} is a set of left triangulating
idempotents of A (by Proposition 2.1).
The proof is by induction on n. If n = 1, then A = A11 and the result is obvious
in this case.
Assume n ≥ 2 and for each algebra that has a set of left triangulating idempo-
tents with n− 1 elements, the result is true.
Let A has a set of left triangulating idempotents {E1, · · · , En}. By Remark
2.2, A ∼= Tri(E1AE1, E1AF, FAF ) and {E2, · · · , En} is a set of left triangulating
idempotents of FAF , where F = I − E1 =
∑n
i=2Ei is the unity of FAF . Also we
have the R-algebra isomorphisms:
E1AE1 ∼= A11, FAF ∼=


A22 · · · A2n
...
. . .
...
0 · · · Ann

 ,
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and the (A11, FAF )-bimodule isomorphism:
E1AF ∼= (A12, · · · ,A1n).
From the hypothesis A11 is a SLIP algebra. Also by induction hypothesis FAF is
a SLIP algebra. Let ψ : FAF → E1AF be a local left multiplier, we show that ψ
is a left multiplier.
Since ψ is an R-linear map, there exist R-linear maps φkij : Aij → A1k such that
ψ(aijEij) =
n∑
k=2
φkij(aij)E1k,
where 2 ≤ i ≤ j ≤ n and 2 ≤ k ≤ n.
We complete the proof by checking some steps.
Step 1. φkii = 0 for all 2 ≤ i, k ≤ n with i 6= k.
For each aii ∈ Aii (2 ≤ i ≤ n), let T = aiiEi. Since ψ is local left multiplier,
there is XT ∈ E1AF such that ψ(T ) = XTT . Now T (F − Ei) = 0 and hence
ψ(T )(F − Ei) = 0. So
0 = (
n∑
k=2
φkii(aii)E1k)(F − Ei) =
n∑
k=2
φkii(aii)E1k − φ
i
ii(aii)E1i.
Therefore for all 2 ≤ i, k ≤ n with i 6= k, we have φkii = 0.
Step 2. φkij = 0 for all 2 ≤ i < j ≤ n , 2 ≤ k ≤ n with j 6= k.
For each aij ∈ Aij (2 ≤ i < j ≤ n), let T = aijEij . For any 2 ≤ k ≤ n with
j 6= k, we have TEk = 0. So by a similar argument as in Step 1 ψ(T )Ek = 0. Hence
0 = (
n∑
l=2
φlij(aij)E1l)Ek = φ
k
ij(aij)E1k.
The result now follows from the above equation.
Step 3. φjij(aij)E1j = φ
i
ii(1i)E1iaijEij for all 2 ≤ i < j ≤ n and aij ∈ Aij .
For all aij ∈ Aij , we have (Ei + aijEij)(−aijEij + Ej) = 0. So ψ(Ei +
aijEij)(−aijEij + Ej) = 0. By Steps 1, 2 we see that ψ(Ei) = φ
i
ii(1i)E1i and
ψ(aijEij) = φ
j
ij(aij)E1j . So
(φiii(1i)E1i + φ
j
ij(aij)E1j)(−aijEij + Ej) = 0,
and hence
φ
j
ij(aij)E1j = φ
i
ii(1i)E1iaijEij .
Step 4. φiii(aii)E1i = φ
i
ii(1i)E1iaiiEi for all 2 ≤ i ≤ n and aii ∈ Aii .
For each aii ∈ Aii (2 ≤ i ≤ n), let T = aiiEi. Since ψ is local left multiplier,
there is XT =
∑n
k=2 x1kE1k such that ψ(T ) = XTT . So by Step 1
φiii(aii)E1i = x1iaiiE1i
and hence φiii is a local left multiplier. From hypothesis φ
i
ii(aii) = φ
i
ii(1i)aii. Hence
φiii(aii)E1i = φ
i
ii(1i)E1iaiiEi.
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By Steps 1–4, it follows that ψ(T ) = ψ(F )T for all T ∈ FAF . So ψ is a left
multiplier.
Now from Theorem 3.11, it follows that the algebra A is a SLIP algebra. 
By the following theorems we will see the condition that Akk (1 ≤ k ≤ n− 1) be
SLIP algebras is not necessary for that A be a SLIP algebra.
Theorem 4.2. Suppose that the algebra A has a generalized triangular matrix
representation
A =


A11 A12 · · · A1n
0 A22 · · · A2n
...
...
. . .
...
0 0 · · · Ann

 .
Let any local left multiplier from Aii (2 ≤ i ≤ n) into Aki (1 ≤ k ≤ i) is a left
multiplier, and for some 2 ≤ k ≤ n, l.annA11A1k = {0}. Then A is a SLIP
algebra.
Proof. Let A has a set of left triangulating idempotents {E1, · · · , En}. By Remark
2.2, A ∼= Tri(E1AE1, E1AF, FAF ) and {E2, · · · , En} is a set of left triangulating
idempotents of FAF , where F = I − E1. From hypothesis the algebra
FAF ∼=


A22 · · · A2n
...
. . .
...
0 · · · Ann


satisfies in conditions of Theorem 4.1, and hence it is a SLIP algebra. A similar
proof as that of Theorem 4.1 shows that all local left multiplier from FAF into
E1AF is a left multiplier. Since for some 2 ≤ k ≤ n, l.annA11A1k = {0}, it follows
that l.annA11E1AF = {0}. Now by Theorem 3.8, A is a SLIP algebra. 
Theorem 4.3. Let A has a set of left triangulating idempotents {E1, · · · , En} with
the generalized triangular matrix representation
A =


A11 A12 · · · A1n
0 A22 · · · A2n
...
...
. . .
...
0 0 · · · Ann

 .
Let l.annFAFFAEn = {0}, where F = I − En and any local left multiplier from
Ann into Akn (1 ≤ k ≤ n) is a left multiplier. Then A is a SLIP algebra.
Proof. We use the same notations as that in proof of Theorem 4.1. Let F = I−En.
By Remark 2.2, A ∼= Tri(FAF, FAEn, EnAEn). In this case En is the unity of
Ann and we have the R-algebra isomorphism:
EnAEn ∼= Ann,
and the (FAF,Ann)-bimodule isomorphism:
FAEn ∼=


A1n
...
An−1,n

 .
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By hypothesis Ann is a SLIP algebra. Let ψ : Ann → FAEn be a local left
multiplier, we show that ψ is a left multiplier.
Since ψ is an R-linear map, there exist R-linear maps φkn : Ann → Akn (1 ≤ k ≤
n− 1) such that
ψ(annEn) =
n−1∑
k=1
φkn(ann)Ekn.
For each ann ∈ Ann, let T = annEn. Since ψ is local left multiplier, there is
XT =
∑n−1
k=1 xknEkn ∈ FAEn such that ψ(T ) = XTT . So
n−1∑
k=1
φkn(ann)Ekn =
n−1∑
k=1
xknannEkn,
and hence any φkn is a local left multiplier. From hypothesis each φ
k
n (1 ≤ k ≤ n−1)
satisfies
φkn(ann) = φ
k
n(1n)ann (ann ∈ Ann).
So
ψ(annEn) =
n−1∑
k=1
φkn(1n)annEkn = ψ(En)annEn,
for all ann ∈ Ann. So ψ is a left multiplier. Now by hypothesis and Theorem 3.8,
it follows that A is a SLIP algebra. 
The following proposition shows that the condition EnAEn be a SLIP algebra is
a necessary condition for the result that the algebraA with a set of left triangulating
idempotents {E1, · · · , En} be a SLIP algebra.
Proposition 4.4. If A is a SLIP algebra which has a set of left triangulating
idempotents {E1, · · · , En}, then EnAEn is a SLIP algebra.
Proof. Let F = I − En. By Remark 2.2, A ∼= Tri(FAF, FAEn, EnAEn). By
Theorem 3.6, it follows that EnAEn is a SLIP algebra. 
In continue we apply our results to block upper triangular matrix algebras. In
order to prove Theorem 4.6, we need the following lemma.
Lemma 4.5. Let A be a SLIP algebra and Mr×s(A) be the set of all r-by-s matri-
ces over A as a right A-module. Then any local left multiplier from A intoMr×s(A)
is a left multiplier.
Proof. We use the same notations as that in proof of Theorem 4.1. Let ψ : A →
Mr×s(A) be a local left multiplier. Then there exist R-linear maps φ
ij : A → AEij
(1 ≤ i ≤ r, 1 ≤ j ≤ s) such that
ψ(a) =
r∑
i=1
s∑
j=1
φij(a)Eij .
Since ψ is a local left multiplier, it is easily checked that each φij is a local left
multiplier. So by hypothesis and the fact that AEij ∼= A (as right A-module) we
have
φij(a) = φij(1)aEij ,
for all 1 ≤ i ≤ r, 1 ≤ j ≤ s. Thus ψ(a) = ψ(1)a for all a ∈ A i.e., ψ is a left
multiplier. 
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Theorem 4.6. Let Bk¯n(A) (n ≥ 1) be a block upper triangular matrix algebra,
where k¯ = (k1, · · · , km) ∈ N
m. Then we have the following.
(i) If km ≥ 2, then B
k¯
n(A) (n ≥ 2) is a SLIP algebra.
(ii) If If km = 1, then B
k¯
n(A) is a SLIP algebra if and only if A is a SLIP
algebra.
Proof. Let {F1, . . . , Fm} be a set of left triangulating idempotents of B
k¯
n(A) such
that F1 =
∑k1
i=1 Ei and Fj =
∑kj
i=1Ei+k1+···+kj−1 for 2 ≤ j ≤ m. Suppose
that F = I − Fm and l = k1 + ... + km−1. Then FB
k¯
n(A)F is a subalgebra of
Ml(A) and FB
k¯
n(A)Fm
∼= Ml×km . Since l.annMl(A)Ml×km = {0}, it follows that
l.annFBk¯n(A)F
FBk¯n(A)Fm = {0}.
(i) We have FmB
k¯
n(A)Fm
∼= Mkm(A) (km ≥ 2). By Corollary 3.3-(i), any
local left multiplier from FmB
k¯
n(A)Fm into any right FmB
k¯
n(A)Fm-module is a left
multiplier. From Theorem 4.3 we see that A is SLIP.
(ii) LetBk¯n(A) be a SLIP algebra. By Proposition 4.4, FmB
k¯
n(A)Fm
∼=Mkm(A) =
A (since km = 1) is a SLIP algebra.
Conversely, assume that A is a SLIP algebra. We have FBk¯n(A)Fm
∼=Ml×1 (in
this case Fm = En). Now by Lemma 4.5, each of Theorems 3.8 and 4.3 implies
that Bk¯n(A) is a SLIP algebra. 
The n-by-n upper triangular matrices Tn(A) (n ≥ 1) is the block upper triangular
matrix algebra Bk¯n(A), whenever k¯ = (k1, · · · , kn) ∈ N
n with kj = 1 for any
1 ≤ j ≤ n. Therefore, by Theorem 4.6, we obtain the following corollary.
Corollary 4.7. The algebra of upper triangular matrices Tn(A) (n ≥ 1) is a SLIP
algebra if and only if A is a SLIP algebra.
Since each R-linear local left multiplier from R into any R-module X is a left
multiplier, from Theorem 4.6, the next corollary is immediate.
Corollary 4.8. The block upper triangular matrix algebra Bk¯n(R) is a SLIP algebra
for every n ≥ 1. Especially, Tn(R) (n ≥ 1) is a SLIP algebra.
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