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Abstract
In this paper, we analyse the recovery properties of nonconvex regularized M-estimators, under the assumption
that the true parameter is of soft sparsity. In the statistical aspect, we establish the recovery bound for any stationary
point of the nonconvex regularized M-estimator, under restricted strong convexity and some regularity conditions on
the loss function and the regularizer, respectively. In the algorithmic aspect, we slightly decompose the objective
function and then solve the nonconvex optimization problem via the proximal gradient method, which is proved to
achieve a linear convergence rate. In particular, we note that for commonly-used regularizers such as SCAD and
MCP, a simpler decomposition is applicable thanks to our assumption on the regularizer, which helps to construct the
estimator with better recovery performance. Finally, we demonstrate our theoretical consequences and the advantage
of the assumption by several numerical experiments on the corrupted errors-in-variables linear regression model.
Simulation results show remarkable consistency with our theory under high-dimensional scaling.
Keywords:
Sparse recovery; Nonconvex regularized M-estimators; Recovery bound; Statistical consistency; Proximal gradient
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1. Introduction
High-dimensional data sets have posed both statistical and computational challenges in recent decades (Babu and
Djorgovski, 2004; Fan et al., 2014; Wainwright, 2014). In the “large n, small m” regime, where n refers to the problem
dimension and m refers to the sample size, it is well known that obtaining consistent estimators is impossible unless the
model is endowed with some additional structures. Consequently, in the statistical aspect, a variety of research have
imposed some low-dimensional constraint on the parameter space, such as sparse vectors (Bickel et al., 2009), low-
rank matrices (Recht et al., 2010), or structured covariance matrices (Li and Xiao, 2018). In the computational aspect,
a lot of well-known estimators are formulated as solutions to optimization problems comprised of a loss function
with a weighted regularizer, where the loss function measures the data fidelity and the regularizer represents the low-
dimensional constraint. Estimators with this formulation are usually referred to as regularized M-estimators (Agarwal
et al., 2012a; Negahban et al., 2012). For instance, in high-dimensional liner regression, the Lasso (Tibshirani, 1996)
is based upon solving a convex optimization problem, formed by a combination of the least squares loss and the `1-
norm regularizer. Significant progress has been achieved in studying the recovery bounds of convex M-estimators and
designing both effective and efficient numerical algorithms for optimization; see Agarwal et al. (2012a); Bickel et al.
(2009); Negahban et al. (2012) and references therein.
Though the convex M-estimation problems have gained a great success, nonconvex regularized M-estimators
have recently attracted increasing attention thanks to the better statistical properties they might enjoy. As an example,
nonconvex regularizers such as the smoothly clipped absolute deviation penalty (SCAD) (Fan and Li, 2001) and
minimax concave penalty (MCP) (Zhang, 2010) can eliminate the estimation bias to some extent and achieve more
refined statistical rates of convergence, while the convex `1-norm regularizer always induces significant estimation
bias for parameters with large absolute values (Wang et al., 2014; Zhang and Huang, 2008). Meanwhile, the loss
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function can also be nonconvex in real applications, such as error-in-variables linear regression; see Carroll et al.
(2006); Loh and Wainwright (2012) and references therein.
Standard statistical results for nonconvex M-estimators often only provide recovery bound for global solutions
(Fan and Li, 2001; Zhang, 2010; Zhang and Zhang, 2012), while several numerical methods previously proposed
to optimize nonconvex functions, such as local quadratic approximation (LQA) (Fan and Li, 2001), minorization-
maximization (MM) (Hunter and Li, 2005), local linear approximation (LLA) (Zou and Li, 2008), and coordinate
descent (Breheny and Huang, 2011), may attain the local solutions. This results in a noticeable gap between theory
and practice. Therefore, it is necessary to analyse the statistical properties of the local solutions obtained by certain
numerical procedures.
Recently, researchers in Wang et al. (2014) and Loh and Wainwright (2015) have independently investigated the
local solutions of nonconvex regularized M-estimators that can be formulated as
βˆ ∈ arg min
β∈Ω⊆Rn
{Lm(β) + Rλ(β)}, (1)
where Lm(·) is the loss function and Rλ(·) is the regularizer with regularization parameter λ. Both of Lm and Rλ
can be nonconvex. Wang et al. (2014) proposed an approximate regularization path-following method leveraging
the proximal gradient method (Nesterov, 2007) within each path-following stage. The recovery bounds for all the
approximate local solutions along the full regularization path were established. Loh and Wainwright (2015) considered
the M-estimator (1) with a convex side constraint Ω = {β : g(β) ≤ r}. They proved that any stationary points of
the nonconvex optimization problem lie within statistical precision of the true parameter and modified the proximal
gradient method to obtain a near-global optimum.
However, these works both focus on the sparsity assumption that the underlying parameter β∗ is exact sparse, i.e.,
‖β∗‖0 = s, which may be too strict for some problems. Let us consider the standard linear regression y = ∑nj=1 β∗j x j + e
with e being the observation noise. The exact sparsity assumption means that only a small subset of entries of the
regression coefficients β∗j’s are nonzeros or equivalently most of the covariates x j’s absolutely have no effect on the
response y, which is sometimes too restrictive in real applications. For instance, in image processing, it is standard
that wavelet coefficients for images always exhibit an exponential decay, but do not need to be almost 0 (see, e.g.,
Joshi et al. (1995); Lustig et al. (2007)). Other applications in high-dimensional scenarios include signal processing
(Cande`s et al., 2006), medical imaging reconstruction (Lustig et al., 2008), data mining (Orre et al., 2000) and so
on, where it is not reasonable to impose exact sparsity assumption on the model space. Therefore, it is necessary to
investigate the statistical properties of the nonconvex M-estimators when the exact sparsity assumption does not hold.
In addition, as for the algorithmic aspect, the numerical procedures proposed in Loh and Wainwright (2015) is based
on the regularity conditions on the regularizer. Particularly, for commonly-used regularizer such as the SCAD and
MCP, the side constraint is set as g(·) = 1
λ
{
Rλ(·) + µ2 ‖ · ‖22
}
for a suitable constant µ > 0, and thus g(·) is a piecewise
function. The iteration takes the form
βt+1 ∈ arg min
β∈Rn,g(β)≤r
{
1
2
∥∥∥∥β − (βt − ∇L¯m(βt)v
) ∥∥∥∥2
2
+
λ
v
g(β)
}
, (2)
where L¯m(·) = Lm(·) − µ2 ‖ · ‖22, and 1v is the step size. This process involves projection onto the sublevel set of a
piecewise function, which may cost a large amount of computation in the high-dimensional scenario.
Our main purpose in the present paper is to deal with the more general case that the coefficients of the true
parameter are not almost zeros and to design a algorithm with better recovery performance. More precisely, we
assume that for q ∈ [0, 1] fixed, the `q-norm of β∗ defined as ‖β∗‖qq := ∑nj=1 |β∗j |q is bounded from above by a constant.
Note that this assumption is reduced to the exact sparsity assumption aforementioned when q = 0. When q ∈ (0, 1],
this type of sparsity is known as the soft sparsity and has been used to analyse the minimax rate for linear regression
(Raskutti et al., 2011). In the aspect of computation, we apply the proximal gradient method (Nesterov, 2007) to solve
a modified version of the nonconvex optimization problem (1). The main contributions of this paper are as follows.
First, under the general sparsity assumption on the true parameter β∗ (i.e., ‖β∗‖qq ≤ Rq, q ∈ [0, 1]), we provide the `2
recovery bound for the stationary point β˜ of the nonconvex optimization problem as ‖β˜ − β∗‖22 = O(λ2−qRq). When
λ is chosen as λ = Ω
(√
log n
m
)
, the recovery bound implies that the any stationary point is statistically consistent; see
2
Theorem 1. Second, we consider the more general case that the regularizer can be decomposed asRλ(·) = Hλ(·)+Qλ(·),
whereHλ is convex andQλ is concave. By virtue of this assumption, we establish that the proximal gradient algorithm
linearly converge to a global solution of the nonconvex regularized problem; see Theorem 2. Since the proposed
algorithm relies highly on the decomposition of the regularizer, this more general condition provides us the potential
to consider different decompositions for the regularizer so as to construct different numerical iterations. In particular,
for the SCAD and MCP regularizer, we can chooseHλ(·) = λ‖ · ‖1, then the iterative sequence is generated as follows
βt+1 ∈ arg min
β∈Rn,‖β‖1≤r
{
1
2
∥∥∥∥β − (βt − ∇L¯m(βt)v
) ∥∥∥∥2
2
+
λ
v
‖β‖1
}
, (3)
where L¯m(·) = Lm(·)+Qλ(·), and 1v is the step size. This numerical procedure involves a soft-threshold operator and `2
projection onto the `1-ball of radius r, and thus requires lower computational cost than (2). The advantage of iteration
(3) is illustrated in Fig. 2 and 3.
The remainder of this paper is organized as follows. In section 2, we provide background on nonconvex M-
estimation problems and some regularity conditions on the loss function and the regularizer. In section 3, we establish
our main results on statistical consistency and algorithmic rate of convergence. In section 4, we perform several
numerical experiments to demonstrate our theoretical results. We conclude this paper in Section 5. Technical proofs
are presented in Appendix.
We end this section by introducing some notations for future reference. We use Greek lowercase letters β, δ to
denote the vectors, capital letters J, S to denote the index sets. For a vector β ∈ Rn and an index set S ⊆ {1, 2, . . . , n},
we use βS to denote the vector in which (βS )i = βi for i ∈ S and zero elsewhere, |S | to denote the cardinality of
S , and S c = {1, 2, . . . , n} \ S to denote the complement of S . A vector β is supported on S if and only if S = {i ∈
{1, 2, . . . , n} : βi , 0}, and S is the support of β denoted by supp(β), namely supp(β) = S . For m ≥ 1, let Im stand
for the m × m identity matrix. For a matrix X ∈ Rm×n, let Xi j (i = 1, . . . ,m, j = 1, 2, · · · , n) denote its i j-th entry,
Xi· (i = 1, . . . ,m) denote its i-th row, X· j ( j = 1, 2, · · · , n) denote its j-th column, and diag(X) stand for the diagonal
matrix with its diagonal entries equal to X11, X22, · · · , Xnn. We write λmin(X) and λmax(X) to denote the minimal and
maximum eigenvalues of a matrix X, respectively. For a function f : Rn → R, ∇ f is used to denote a gradient or
subgradient depending on whether f is differentiable or nondifferentiable but convex, respectively.
2. Problem setup
In this section we begin with a precise formulation of the problem, and then impose some suitable assumptions on
the loss function as well as the regularizer.
2.1. Nonconvex regularized M-estimation
Following the work of Negahban et al. (2012); Wainwright (2014), we first review some basic concepts on the
M-estimation problem. Let Zm1 := (Z1,Z2, · · · ,Zm) denote a sample of m identically independent observations of a
given random variable Z : S → Z defined on the probability space (S,F ,P), where P lies within a parameterized set
P = {Pβ : β ∈ Θ ⊆ Rn}. It is always assumed that there is a “true” probability distribution Pβ∗ ∈ P that generates
the observed data Zm1 and the goal is to estimate the unknown true parameter β
∗ ∈ Θ. To this end, a loss function
Lm : Rn × Zm → R+ is introduced, whose value Lm(β; Zm1 ) measures the “fit” between any parameter β ∈ Θ and the
observed data set Zm1 ∈ Zm and smaller value means better fit.
However, when the number of observations m is smaller than the ambient dimension n, consistent estimators can
no longer be obtained. Fortunately, there is empirical evidence showing that the underlying true parameter β∗ in the
high-dimensional space is sparse in a wide range of applications; see, e.g., Joshi et al. (1995); Lustig et al. (2007).
One popular way to measure the degree of sparsity is to use the `q-ball1, which is defined as, for q ∈ [0, 1], and a
radius Rq > 0,
Bq(Rq) := {β ∈ Rn : ||β||qq =
n∑
j=1
|β j|q ≤ Rq}. (4)
1Accurately speaking, when q ∈ [0, 1), these sets are not real “ball”s , as they fail to be convex.
3
Note that the `0-ball corresponds to the case of exact sparsity, meaning that any vector β ∈ B0(R0) is supported
on a set of cardinality at most R0, while the `q-ball for q ∈ (0, 1] corresponds to the case of soft sparsity, which
enforces a certain decay rate on the ordered elements of β ∈ Bq(Rq). The exact sparsity assumption has been widely
used for establishing statistical recovery bounds, while the soft sparsity assumption attracts relatively little attention.
Throughout this paper, we fix q ∈ [0, 1], and assume that the true parameter β∗ ∈ Bq(Rq) unless otherwise specified.
Now for the purpose of estimating β∗ based on the observed data Zm1 , many researchers proposed to consider the
regularized M-estimator (see, e.g., Agarwal et al. (2012a); Negahban et al. (2012)), which is formulated as
βˆ ∈ arg min
β∈Ω⊆Rn
{Lm(β; Zm1 ) + Rλ(β)}, (5)
where λ > 0 is a user-defined regularization parameter, and Rλ : Rn → R is a regularizer depending on λ and
is assumed to be separable across coordinates, written as Rλ(β) = ∑nj=1 ρλ(β j) with the decomposable component
ρλ : R → R specified in the following. The loss function Lm is required to be differentiable, but do not need to be
convex. The regularizer Rλ, which serves to impose certain type of sparsity constraint on the estimator, can also be
nonconvex. Due to this potential nonconvexity, we include a side constraint g : Rn → R+, which is required to be
convex and satisfy
g(β) ≥ ω‖β‖1, ∀β ∈ Rn (6)
for some positive number ω > 0. The feasible region is then specialized as
Ω := {β ∈ Rn : g(β) ≤ r}. (7)
The parameter r > 0 must be chosen carefully to ensure β∗ ∈ Ω. Any point β ∈ Ω will also satisfy ‖β||1 ≤ r/ω,
and provided that Lm and Rλ are continuous, it is guaranteed by the Weierstrass extreme value theorem that a global
solution βˆ always exists. Hereinafter in order to ease the notation, we adopt the shorthand Lm(·) for Lm(·; Zm1 ).
2.2. Nonconvex loss function and restricted strong convexity/smoothness
Throughout this paper, the loss function Lm is required to be differentiable with respect to β, but needs not to be
convex. Instead, some weaker conditions known as restricted strong convexity (RSC) and restricted strong smooth-
ness (RSM) are required, which have been discussed precisely in former literature (Agarwal et al., 2012a; Loh and
Wainwright, 2015). Specifically, the RSC/RSM conditions imposed on the loss function Lm are the same as those
used in Loh and Wainwright (2015), thus we here only provide the expressions so as to make this paper complete. For
more detailed discussions, see Loh and Wainwright (2015).
We begin with defining the first-order Taylor series expansion around a vector β′ in the direction of β as
T (β, β′) := Lm(β) − Lm(β′) − 〈∇Lm(β′), β − β′〉. (8)
Then concretely speaking, the RSC condition takes two types of forms, one is used for the analysis of statistical
recovery bounds, defined as
〈∇Lm(β∗ + δ) − ∇Lm(β∗), δ〉 ≥

γ1‖δ‖22 − τ1
log n
m
‖δ‖21, ∀‖δ‖2 ≤ 3, (9a)
γ2‖δ‖2 − τ2
√
log n
m
‖δ‖1, ∀‖δ‖2 > 3, (9b)
where γi (i = 1, 2) are positive constants and τi (i = 1, 2) are nonnegative constants; the other one is used for the
analysis of algorithmic convergence rate, defined in terms of the Taylor series error (8)
T (β, β′) ≥

γ3‖β − β′‖22 − τ3
log n
m
‖β − β′‖21, ∀‖β − β′‖2 ≤ 3, (10a)
γ4‖β − β′‖2 − τ4
√
log n
m
‖β − β′‖1, ∀‖β − β′‖2 > 3, (10b)
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where γi (i = 3, 4) are positive constants and τi (i = 3, 4) are nonnegative constants. In addition, the RSM condition is
also defined by the Taylor series error (8) as follows:
T (β, β′) ≤ γ5‖β − β′‖22 + τ5
log n
m
‖β − β′‖21, ∀β, β′ ∈ Rn, (11)
where γ5 is a positive constant and τ5 is a nonnegative constant.
2.3. Nonconvex regularizer and regularity conditions
Now we impose some regularity conditions on the nonconvex regularizer, which are defined in terms of the
decomposable component ρλ : R→ R.
Assumption 1.
(i) ρλ satisfies ρλ(0) = 0 and is symmetric around zero, that is, ρλ(t) = ρλ(−t) for all t ∈ R;
(ii) On the nonnegative real line, ρλ is nondecreasing;
(iii) For t > 0, the function t 7→ ρλ(t)t is nonincreasing in t;
(iv) ρλ is differentiable for all t , 0 and subdifferentiable at t = 0, with lim
t→0+
ρ′λ(t) = λL;
(v) ρλ is subadditive, that is, ρλ(t + t′) ≤ ρλ(t) + ρλ(t′) for all t, t′ ∈ R;
(vi) ρλ can be decomposed as ρλ(·) = hλ(·) + qλ(·), where hλ is convex, and qλ is concave with qλ(0) = q′λ(0) = 0,
qλ(t) = qλ(−t) for all t ∈ R, and for t > t′, there exists two constants µ1 ≥ 0 and µ2 ≥ 0 such that
− µ1 ≤
q′λ(t) − q′λ(t′)
t − t′ ≤ −µ2 ≤ 0. (12)
Conditions (i)-(iv) are the same as those proposed in Loh and Wainwright (2015), and we here explicitly add the
condition of subadditivity, though it is relatively mild and are satisfied by a wide range of regularizers. Note that the
last condition is a generalization of the weak convexity assumption (Loh and Wainwright, 2015, Assumption 1(v)):
There exists µ > 0, such that ρλ,µ(t) := ρλ(t) +
µ
2 t
2 is convex.
As we will see in the next section, one of the main advantage of adopting condition (vi) in Assumption 1 is that the
proposed algorithm to solve the optimization problem (5) highly depends on the decomposition in Assumption 1(vi)
for the regularizer. For general regularizers, condition (vi) provides us the potential to consider different decomposi-
tions so as to construct different estimators as well as the iterations. In particular, as is shown in Example 1, besides
the natural decomposition for the SCAD and MCP regularizer inspired by Loh and Wainwright (2015, Assumption
1(v)), there exists another simpler decomposition, which leads to iterations with simpler forms. Moreover, it is easy to
construct functions that satisfy our condition (vi) while do not satisfy Loh and Wainwright (2015, Assumption 1(v)),
but we omit the construction here as many commonly-used regularizers such as the `1-norm regularizer λ‖ · ‖1 (Lasso),
SCAD and MCP satisfy both our condition (vi) and Loh and Wainwright (2015, Assumption 1(v)).
It is easy to check that the Lasso regularizer satisfies all these conditions in Assumption 1. Other nonconvex
regularizers such as the SCAD and MCP regularizers are also contained in our framework. More precisely, it has been
shown in Loh and Wainwright (2015) that both the SCAD and MCP satisfy conditions (i)-(v) with L = 1 for condition
(iv). To verify condition (vi), in the following, we provide an example showing two different decompositions.
Example 1. Consider the SCAD regularizer:
ρλ(t) :=

λ|t|, if |t| ≤ λ,
− t2−2aλ|t|+λ22(a−1) , if λ < |t| ≤ aλ,
(a+1)λ2
2 , if |t| > aλ,
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where a > 2 is a fixed parameter, and the MCP regularizer:
ρλ(t) :=
{
λ|t| − t22b , if |t| ≤ bλ,
bλ2
2 , if |t| > bλ,
where b > 0 is a fixed parameter. To verify condition (vi), the first way is to set
hλ(t) =

λ|t| + t22(a−1) , if |t| ≤ λ,
2aλ|t|−λ2
2(a−1) , if λ < |t| ≤ aλ, qλ(t) = − t
2
2(a−1)
t2
2(a−1) +
(a+1)λ2
2 , if |t| > aλ,
(13)
for SCAD, and
hλ(t) =
{
λ|t|, if |t| ≤ bλ,
t2
2b +
bλ2
2 , if |t| > bλ, qλ(t) = − t
2
2b
(14)
for MCP, then both the two regularizers satisfy condition (vi). In fact, this decomposition is inspired by Loh and
Wainwright (2015, Assumption 1(v)). The other way is to set hλ(·) = λ| · | for both SCAD and MCP, then
qλ(t) =

0, if |t| ≤ λ,
− t2−2λ|t|+λ2(2(a−1) , if λ < |t| ≤ aλ,
(a+1)λ2
2 − λ|t|, if |t| > aλ,
(15)
for SCAD with µ1 = 1a−1 and µ2 = 0, and
qλ(t) =
{ − t22b , if |t| ≤ bλ,
bλ2
2 − λ|t|, if |t| > bλ,
(16)
for MCP with µ1 = 1b and µ2 = 0, respectively. Hence, both the SCAD and MCP regularizers satisfy our condition
(vi) in Assumption (1).
We shall see that the second decomposition plays an important role in constructing iterations with more simple
forms, so as to be solved more efficiently, with SCAD and MCP as regularizers in the next section.
Now for notational simplicity we define
Hλ(·) :=
n∑
j=1
hλ(·) and Qλ(·) :=
n∑
j=1
qλ(·), (17)
that is,Hλ and Qλ denote the decomposable convex component and concave component of the nonconvex regularizer
Rλ, respectively.
3. Main results
In this section, we establish our main results and proofs including statistical guarantee and algorithmic conver-
gence rate. We begin with several lemmas, which are beneficial to the proofs of Theorems 1 and 2. Recall the true
parameter β∗ ∈ Bq(Rq). Then for any positive number η > 0, we define the set corresponding to β∗:
S η := { j ∈ {1, 2, · · · , n} : |β∗j | > η}. (18)
Then, by a standard argument (see, e.g., Negahban et al. (2012)), one checks that
|S η| ≤ η−qRq and ‖β∗S cη‖1 ≤ η1−qRq. (19)
6
Lemma 1. Let β, δ ∈ Rn and S ⊆ {1, 2, · · · , n} be any subset with |S | = s. Let J ⊆ {1, 2, · · · , n} be the index set of the
s largest elements of δ in absolute value. Then one has that
Rλ(β) − Rλ(β + δ) ≤ λL(‖δJ‖1 − ‖δJc‖1) + 2λL‖βS c‖1. (20)
Proof. By the decomposiability and the subadditivity of the regularizer Rλ, one has that
Rλ(β) − Rλ(β + δ) ≤ Rλ(δS ) + Rλ(βS c ) − Rλ(βS c + δS c )
≤ Rλ(δS ) − Rλ(δS c ) + 2Rλ(βS c )
≤ Rλ(δJ) − Rλ(δJc ) + 2Rλ(βS c ),
(21)
where the last inequality is from the definition of the set J. Then it follows from Loh (2013, Lemma 6) (with A = J
and k = s) and Loh and Wainwright (2015, Lemma 4(a)) that
Rλ(δJ) − Rλ(δJc ) ≤ λL(‖δJ‖1 − ‖δJc‖1),
Rλ(βS c ) ≤ λL‖βS c‖1.
Combining these two inequalities with (21), we obtain (20). The proof is complete.
The following two lemmas tell us some general properties ofHλ and Qλ defined in (17), respectively.
Lemma 2. LetHλ be defined in (17). Then it holds that
Hλ(β) ≥ λL‖β‖1, ∀β ∈ Rn.
Proof. It suffices to show that for all t ∈ R,
hλ(t) ≥ λL|t|. (22)
When t = 0, (22) follows trivially by Assumption 1. To consider the case when t , 0, by the symmetry, we may
assume, without loss of generality, that t > 0. Then since hλ is convex, one has that for any t′ ∈ (0, t),
hλ(t) − hλ(0)
t − 0 ≥ h
′
λ(t
′) = ρ′λ(t
′) − q′λ(t′).
Taking t′ → 0+, we have that (22) holds. The proof is complete.
Lemma 3. Let Qλ be defined in (17). Then for any β, β′ ∈ Rn, the following relations are true:
〈∇Qλ(β) − ∇Qλ(β′), β − β′〉 ≥ −µ1‖β − β′‖22, (23a)
〈∇Qλ(β) − ∇Qλ(β′), β − β′〉 ≤ −µ2‖β − β′‖22, (23b)
Qλ(β) ≥ Qλ(β′) + 〈∇Qλ(β′), β − β′〉 − µ12 ‖β − β
′‖22, (23c)
Qλ(β) ≤ Qλ(β′) + 〈∇Qλ(β′), β − β′〉 − µ22 ‖β − β
′‖22. (23d)
Proof. By (12), we have that for any j = 1, 2, · · · , n,
−µ1(β j − β′j)2 ≤ (q′λ(β j) − q′λ(β′j))(β j − β′j) ≤ −µ2(β j − β′j)2,
from which (23a) and (23b) follow directly. Then by Nesterov (2013, Theorem 2.1.5 and Theorem 2.1.9), it follows
from (23a) and (23b) that the convex function −Qλ(β) satisfies
−Qλ(β) ≤ −Qλ(β′) + 〈∇(−Qλ(β′)), β − β′〉 + µ12 ‖β − β
′‖22,
−Qλ(β) ≥ −Qλ(β′) + 〈∇(−Qλ(β′)), β − β′〉 − µ22 ‖β − β
′‖22,
which respectively implies that the function Qλ(β) satisfies (23c) and (23d). The proof is complete.
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3.1. Statistical results
Recall that the feasible region Ω is specified in (7). We shall provide the recovery bound for each stationary point
β˜ ∈ Ω of the optimization problem (5), that is, β˜ satisfies the first-order necessary condition:
〈∇Lm(β˜) + ∇Rλ(β˜), β − β˜〉 ≥ 0, for all β ∈ Ω. (24)
Theorem 1. Let Rq > 0 and r > 0 be positive numbers such that β∗ ∈ Bq(Rq) ∩ Ω. Let β˜ be a stationary point
of the optimization problem (5). Suppose that the empirical loss function Lm satisfies the RSC conditions (9), and
γ1 >
2µ1−µ2
2 . Assume that the regularization parameter λ is chosen to satisfy
2
L
max
‖∇Lm(β∗)‖∞, γ2
√
log n
m
 ≤ λ ≤ γ2ω2rL , (25)
and the sample size satisfies
m ≥ 16r
2 max(τ21, τ
2
2)
γ22ω
2
log n. (26)
Then we have that
‖β˜ − β∗‖22 ≤ (
√
57 + 7)2Rq
(
2λL
2γ1 − 2µ1 + µ2
)2−q
, (27)
‖β˜ − β∗‖1 ≤ 4(2
√
57 + 15)Rq
(
2λL
2γ1 − 2µ1 + µ2
)1−q
. (28)
Proof. Set δ˜ := β˜−β∗. We first show that ‖δ˜‖2 ≤ 3. Suppose on the contrary that ‖δ˜‖2 > 3. Then one has the following
inequality by (9b):
〈∇Lm(β˜) − ∇Lm(β∗), δ˜〉 ≥ γ2‖δ˜‖2 − τ2
√
log n
m
‖δ˜‖1. (29)
Noting β∗ ∈ Ω, and combining (29) and (24) (with β∗ in place of β), we arrive at
〈−∇Rλ(β˜) − ∇Lm(β∗), δ˜〉 ≥ γ2‖δ˜‖2 − τ2
√
log n
m
‖δ˜‖1. (30)
Applying Ho¨lder’s inequality and the triangle inequality to the left-hand side of (30), and noting that Rλ satisfies
Assumption 1, one has by Loh and Wainwright (2015, Lemma 4) and (25) that
〈−∇Rλ(β˜) − ∇Lm(β∗), δ˜〉 ≤ {‖∇Rλ(β˜)‖∞ + ‖∇Lm(β∗)‖∞}‖δ˜‖1 ≤
{
λL +
λL
2
}
‖δ˜‖1.
Then combining this inequality with (30) and noting that ‖δ˜‖1 ≤ ‖β˜‖1 + ‖β∗‖1 ≤ g(β˜)/ω+ g(β∗)/ω ≤ 2r/ω (due to (6)),
we obtain that
‖δ˜‖2 ≤ ‖δ˜‖1
γ2
3λL2 + τ2
√
log n
m
 ≤ 2rγ2ω
3λL2 + τ2
√
log n
m
 .
Since λ satisfies (25) and m satisfies (26), we obtain that ‖δ˜‖2 ≤ 3, a contradiction. Thus, ‖δ˜‖2 ≤ 3. Therefore, by (9a),
one has that
〈∇Lm(β˜) − ∇Lm(β∗), δ˜〉 ≥ γ1‖δ˜‖22 − τ1
log n
m
‖δ˜‖21. (31)
On the other hand, it follows from (23a) and (23d) in Lemma 3 that
〈∇Rλ(β˜), β∗ − β˜〉 = 〈∇Qλ(β˜) + ∇Hλ(β˜), β∗ − β˜〉
≤ 〈∇Qλ(β∗), β∗ − β˜〉 + µ1‖β∗ − β˜‖22 + 〈∇Hλ(β˜), β∗ − β˜〉
≤ Qλ(β∗) − Qλ(β˜) + 2µ1 − µ22 ‖β
∗ − β˜‖22 + 〈∇Hλ(β˜), β∗ − β˜〉.
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Moreover, since the functionHλ is convex, one has that
Hλ(β∗) −Hλ(β˜) ≥ 〈∇Hλ(β˜), β∗ − β˜〉.
This, together with the former inequality, implies that
〈∇Rλ(β˜), β∗ − β˜〉 ≤ Rλ(β∗) − Rλ(β˜) + 2µ1 − µ22 ‖β
∗ − β˜‖22. (32)
Then combining (31), (32) and (24) (with β∗ in place of β), we obtain that
γ1‖δ˜‖22 − τ1
log n
m
‖δ˜‖21 ≤ −〈∇Lm(β∗), δ˜〉 + Rλ(β∗) − Rλ(β˜) +
2µ1 − µ2
2
‖β∗ − β˜‖22
≤ ‖∇Lm(β∗)‖∞‖δ˜‖1 + Rλ(β∗) − Rλ(β˜) + 2µ1 − µ22 ‖δ˜‖
2
2.
(33)
Let J denote the index set corresponding to the |S η| largest coordinates in absolute value of δ˜ (recalling the set S η
defined in (18). It then follows from Lemma 1 (with S = S η) that
Rλ(β∗) − Rλ(β˜) ≤ λL(‖δ˜J‖1 − ‖δ˜Jc‖1) + 2λL‖β∗S cη‖1. (34)
Then combining (34) with (33) and noting assumption (25), one has that
γ1‖δ˜‖22 − τ1
log n
m
‖δ˜‖21 ≤ ‖∇Lm(β∗)‖∞‖δ˜‖1 + λL(‖δ˜J‖1 − ‖δ˜Jc‖1) + 2λL‖β∗S cη‖1 +
2µ1 − µ2
2
‖δ˜‖22
≤ 3λL
2
‖δ˜J‖1 − λL2 ‖δ˜Jc‖1 + 2λL‖β
∗
S cη‖1 +
2µ1 − µ2
2
‖δ˜‖22.
This, together with the fact ‖δ˜‖1 ≤ 2r/ω and assumptions (25) and (26), implies that
2(γ1 − 2µ1 − µ22 )‖δ˜‖
2
2 ≤ 3λL‖δ˜J‖1 − λL‖δ˜Jc‖1 + 4τ1
r
ω
log n
m
‖δ˜‖1 + 2λL‖β∗S cη‖1
≤ 3λL‖δ˜J‖1 − λL‖δ˜Jc‖1 + γ2
√
log n
m
‖δ˜‖1 + 2λL‖β∗S cη‖1
≤ 7λL
2
‖δ˜J‖1 − λL2 ‖δ˜Jc‖1 + 2λL‖β
∗
S cη‖1.
(35)
Since γ1 >
2µ1−µ2
2 by assumption, we have by (35) that ‖δ˜Jc‖1 ≤ 7‖δ˜J‖1 + 4‖β∗S cη‖1. Consequently,
‖δ˜‖1 ≤ 8‖δ˜J‖1 + 4‖β∗S cη‖1 ≤ 8
√
|S η|‖δ˜J‖2 + 4‖β∗S cη‖1 ≤ 8
√
|S η|‖δ˜‖2 + 4‖β∗S cη‖1. (36)
Furthermore, (35) implies that
2
(
γ1 − 2µ1 − µ22
)
‖δ˜‖22 ≤
7λL
2
‖δ˜J‖1 + 2λL‖β∗S cη‖1 ≤ 28λL
√
|S η|‖δ˜‖2 + 16λL‖β∗S cη‖1. (37)
Combining (19) with (37) and setting η = λL
γ1− 2µ1−µ22
, we obtain (27). Moreover, it follows from (36) that (28) holds.
The proof is complete.
Remark 1. (i) Theorem 1 tells us that the `2 recovery bound for all the stationary points of the nonconvex optimization
problem (5) scales as ‖β˜ − β∗‖22 = O(λ2−qRq). When λ is chosen as λ = Ω
(√
log n
m
)
, the `2 recovery bound implies
that the estimator β˜ is statistically consistent. Note that this result is independent of any specific algorithms, meaning
that any numerical algorithm for solving the nonconvex optimization problem (5) can stably recover the true sparse
parameter as long as it is guaranteed to converge to a stationary point.
(ii) In the case when q = 0, the underlying parameter β∗ is of exact sparsity with ‖β∗‖0 = R0, and Theorem 1 is
reduced to Loh and Wainwright (2015, Theorem 1) up to constant factors. More generally, Theorem 1 provides the `2
recovery bound when β∗ ∈ Bq(Rq) with q ∈ [0, 1]. Note that the sparsity of β∗ is measured via the `q-norm, with larger
values meaning lesser sparsity, (27) indicates that the rate of the recovery bound slows down as q increases to 1.
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3.2. Algorithmic results
We now apply the proximal gradient method (Nesterov, 2007) to solve a modified version of the nonconvex
optimization problem (5) and then establish the linear convergence rate under the RSC/RSM conditions. Recall that
the regularizer can be decomposed as Rλ(·) = Qλ(·) +Hλ(·) by Assumption 1. In the following, we shall consider the
side constraint function specialized as
g(·) := 1
λ
Hλ(·),
which is convex by Assumption 1 and satisfies g(β) ≥ L‖β‖1 for all β ∈ Rn by Lemma 2, meeting our requirement (6)
with ω = L. The optimization problem (5) now can be written as
βˆ ∈ arg min
β∈Rn,g(β)≤r
{L¯m(β) +Hλ(β)}, (38)
with L¯m(·) := Lm(·)+Qλ(·). By means of this decomposition, the objective function is decomposed into a differentiable
but possibly nonconvex function and a possibly nonsmooth but convex function. Applying the proximal gradient
method proposed in Nesterov (2007) to (38), we obtain a sequence of iterates {βt}∞t=0 as
βt+1 ∈ arg min
β∈Rn,g(β)≤r
{
1
2
∥∥∥∥β − (βt − ∇L¯m(βt)v
) ∥∥∥∥2
2
+
1
v
Hλ(β)
}
, (39)
where 1v is the step size.
Given βt, one can follow Loh and Wainwright (2015) to generate the next iterate βt+1 via the following three steps;
see Loh and Wainwright (2015, Appendix C.1) for details.
(1) First optimize the unconstrained optimization problem
βˆt ∈ arg min
β∈Rn
{
1
2
∥∥∥∥β − (βt − ∇L¯m(βt)v
) ∥∥∥∥2
2
+
1
v
Hλ(β)
}
.
(2) If g(βˆt) ≤ r, define βt+1 = βˆt.
(3) Otherwise, if g(βˆt) > r, optimize the constrained optimization problem
βt+1 ∈ arg min
β∈Rn,g(β)≤r
{
1
2
∥∥∥∥β − (βt − ∇L¯m(βt)v
) ∥∥∥∥2
2
}
.
For specific regularizers such as SCAD and MCP, one could consider two different decompositions for the regularizer
as we did in Example 1. Particularly, if we use the first decomposition, then Hλ is a piecewise function (cf. (13),
(14), and (17)), and implementing iteration (39) may require large computational cost. However, if we use the second
decomposition, then (39) turns to
βt+1 ∈ arg min
β∈Rn,‖β‖1≤r
{
1
2
∥∥∥∥β − (βt − ∇L¯m(βt)v
) ∥∥∥∥2
2
+
λ
v
‖β‖1
}
, (40)
corresponding to first performing the soft-threshold operator and then performing `2 projection onto the `1-ball of
radius r, which can be computed rapidly inO(n) time using a procedure proposed in Duchi et al. (2008). The advantage
of iteration (40) is due to the more general condition (vi) in Assumption 1. We shall further compare these two
decompositions by simulations in section 4.
Before we state our main result that the algorithm defined by (39) converges linearly to a small neighbourhood
of any global solution βˆ, we shall need some notations to simplify our expositions. Let φ(·) := Lm(·) + Rλ(·) =
L¯m(·) +Hλ(·) denote the optimization objective function. The Taylor error T¯ (β, β′) for the modified loss function L¯m
is defined as follows:
T¯ (β, β′) = T (β, β′) + Qλ(β) − Qλ(β′) − 〈∇Qλ(β′), β − β′〉. (41)
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Recall the RSC and RSM conditions in (10) and (11), respectively. Throughout this section, we assume 2γi > µ1 for
all i = 3, 4, 5, and set γ := min{γ3, γ4} and τ := max{τ3, τ4, τ5}. Recall that the true underlying parameter β∗ ∈ Bq(Rq)
(cf. (4)). Let βˆ be a global solution of the optimization problem (5). Then unless otherwise specified, we define
¯stat := 8R
1
2
q
(
log n
m
)− q4 ‖βˆ − β∗‖2 + R 12q ( log nm
) 1
2− q4
 , (42)
κ :=
1 − 2γ − µ18v +
256Rqτ
(
log n
m
)1− q2
2γ − µ1

1 −
256Rqτ
(
log n
m
)1− q2
2γ − µ1

−1
, (43)
ξ := 2τ
log n
m
2γ − µ18v +
512Rqτ
(
log n
m
)1− q2
2γ − µ1 + 5

1 −
256Rqτ
(
log n
m
)1− q2
2γ − µ1

−1
. (44)
For a given number ∆ > 0 and an integer T > 0 such that
φ(βt) − φ(βˆ) ≤ ∆, ∀ t ≥ T, (45)
define
(∆) :=
2
L
min
(
∆
λ
, r
)
.
With this setup, we now state our main algorithmic result.
Theorem 2. Let Rq > 0 and r > 0 be positive numbers such that β∗ ∈ Bq(Rq) ∩ Ω. Let βˆ be a global solution of the
optimization problem (5). Suppose that the empirical loss functionLm satisfies the RSC/RSM conditions (10) and (11),
and γ > 12µ1. Let {βt}∞t=0 be a sequence of iterates generated via (39) with an initial point β0 satisfying ‖β0 − βˆ‖2 ≤ 3
and step size v ≥ max{2γ5 − µ2, µ1}. Assume that the regularization paramter λ is chosen to satisfy
4
L
max
‖∇Lm(β∗)‖∞, τ
√
log n
m
 ≤ λ ≤ 6γ − 9µ14r , (46)
and the sample size satisfies
m ≥ max
4r2L2 ,
(
128Rqτ
2γ − µ1
)1− q2  log n. (47)
Then for any tolerance ∆∗ ≥ 8ξ1−κ ¯2stat and any iteration t ≥ T (∆∗), we have that
‖βt − βˆ‖22 ≤
(
4
2γ − µ1
) (
∆∗ +
∆∗2
2τ
+ 4τ
log n
m
¯2stat
)
, (48)
where
T (∆∗) := log2 log2
( rλ
∆∗
) (
1 +
log 2
log(1/κ)
)
+
log((φ(β0) − φ(βˆ))/∆∗)
log(1/κ)
,
and ¯stat, κ, ξ are defined in (42)-(44), respectively.
Remark 2. (i) Note that in the case when q = 0, the underlying parameter β∗ is exact sparse with ‖β∗‖0 = R0, and
Theorem 2 is reduced to Loh and Wainwright (2015, Theorem 2) up to constant factors.
(ii) Generally speaking, Theorem 2 has established the linear convergence rate when β∗ ∈ Bq(Rq) with q ∈ [0, 1] and
pointed out some significant differences between the case of exact sparsity and that of soft sparsity. Specifically, it is
ensured that the algorithm in Loh and Wainwright (2015, Theorem 2) converges linearly to a small neighbourhood of
the global solution βˆ and the optimization error only depends on the statistical recovery bound ‖βˆ − β∗‖2. In contrast,
besides the statistical error ‖βˆ − β∗‖2, our optimization error (48) in the case when q ∈ (0, 1] also has an additional
term Rq
(
log n
m
)1− q2 (cf. (42)), which appears because of the statistical nonidentifiability over the `q-ball, and it is no
larger than ‖βˆ − β∗‖2 with overwhelming probability.
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Before providing the proof of Theorem 2, we give several useful lemmas with the corresponding proofs deferred
to Appendix.
Lemma 4. Under the conditions of Theorem 2, it holds that for all t ≥ 0
‖βt − βˆ‖2 ≤ 3. (49)
Lemma 5. Suppose that the conditions of Theorem 2 are satisfied, and that there exists a pair (∆,T ) such that (45)
holds. Then for any iteration t ≥ T, it holds that
‖βt − βˆ‖1 ≤ 4R
1
2
q
(
log n
m
)− q4
‖βt − βˆ‖2 + ¯stat + (∆).
Lemma 6. Suppose that the conditions of Theorem 2 are satisfied and that there exists a pair (∆,T ) such that (45)
holds. Then for any iteration t ≥ T, we have that
T¯ (βˆ, βt) ≥ −2τ log n
m
(¯2stat + 
2(∆))2, (50)
φ(βt) − φ(βˆ) ≥
(
2γ − µ1
4
)
‖βt − βˆ‖22 − 2τ
log n
m
(¯2stat + 
2(∆))2, (51)
φ(βt) − φ(βˆ) ≤ κt−T (φ(βT ) − φ(βˆ)) + 2ξ
1 − κ (¯
2
stat + 
2(∆)). (52)
By virtue of the above lemmas, we are now ready to prove Theorem 2.
Proof. (Proof of Theorem 2) We first prove the inequality as follows:
φ(βt) − φ(βˆ) ≤ ∆∗, ∀t ≥ T (∆∗). (53)
Divide the iterations t = 0, 1, · · · into a series of disjoint epochs [Tk,Tk+1] and define an associated sequence of
tolerances ∆0 > ∆1 > · · · such that
φ(βt) − φ(βˆ) ≤ ∆k, ∀t ≥ Tk,
as well as the associated error term k := 2L min
{
∆k
λ
, r
}
. The values of {(∆k,Tk)}k≥1 will be chosen later. Then at the
first iteration, we apply Lemma 6 (cf. (52)) with 0 = 2r/L and T0 = 0 to conclude that
φ(βt) − φ(βˆ) ≤ κt(φ(β0) − φ(βˆ)) + 2ξ
1 − κ (¯
2
stat +
4r2
L2
), ∀t ≥ T0. (54)
Set ∆1 :=
4ξ
1−κ (¯
2
stat +
4r2
L2 ). Noting that κ ∈ (0, 1) by assumption, one has by (54) that for T1 := d log(2∆0/∆1)log(1/κ) e,
φ(βt) − φ(βˆ) ≤ ∆1
2
+
2ξ
1 − κ
(
¯2stat +
4r2
L2
)
= ∆1 ≤ 8ξ1 − κ max
{
¯2stat,
4r2
L2
}
, ∀t ≥ T1.
For k ≥ 1, we define
∆k+1 :=
4ξ
1 − κ (¯
2
stat + 
2
k ) and Tk+1 :=
⌈
log(2∆k/∆k+1)
log(1/κ)
+ Tk
⌉
. (55)
Then Lemma 6 (cf. (52)) is applicable to concluding that for all t ≥ Tk,
φ(βt) − φ(βˆ) ≤ κt−Tk (φ(βTk ) − φ(βˆ)) + 2ξ
1 − κ (¯
2
stat + 
2
k ),
which implies that
φ(βt) − φ(βˆ) ≤ ∆k+1 ≤ 8ξ1 − κ max{¯
2
stat, 
2
k }, ∀t ≥ Tk+1.
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From (55), we obtain the following recursion for {(∆k,Tk)}∞k=0
∆k+1 ≤ 8ξ1 − κ max{
2
k , ¯
2
stat}, (56a)
Tk ≤ k + log(2
k∆0/∆k)
log(1/κ)
. (56b)
Then by (Agarwal et al., 2012b, Section 7.2), one sees that (56a) implies that
∆k+1 ≤ ∆k
42k+1
and
∆k+1
λ
≤ r
42k
, ∀k ≥ 1. (57)
Now let us show how to decide the smallest k such that ∆k ≤ ∆∗ by applying (57). If we are in the first epoch, (53) is
clearly from (56a). Otherwise, by (56b), we see that ∆k ≤ ∆∗ holds after at most
k(∆∗) ≥ log(log(rλ/∆
∗)/ log 4)
log(2)
+ 1 = log2 log2(rλ/∆
∗)
epoches. Combining the above bound on k(∆∗) with (56b), we conclude that φ(βt) − φ(βˆ) ≤ ∆∗ holds for all iterations
t ≥ log2 log2
( rλ
∆∗
) (
1 +
log 2
log(1/κ)
)
+
log(∆0/∆∗)
log(1/κ)
,
which proves (53). Finally, as (53) is proved, it follows from (51) in Lemma 6 and assumption (47) that, for any
t ≥ T (∆∗), (
2γ − µ1
4
)
‖βt − βˆ‖22 ≤ φ(βt) − φ(βˆ) + 2τ
log n
m
((∆∗) + ¯stat)2 ≤ ∆∗ + 2τ log nm
(
2∆∗
λL
+ ¯stat
)2
.
Consequently, by assumption (46), we conclude that for any t ≥ T (∆∗),
‖βt − βˆ‖22 ≤
(
4
2γ − µ1
) (
∆∗ +
∆∗2
2τ
+ 4τ
log n
m
¯2stat
)
.
The proof is complete.
4. Simulations on the corrupted linear regression model
In this section, we carry out several numerical experiments to illustrate our theoretical results and compare the
performance of the estimators obtained by two different decompositions for the regularizer. Specifically, we consider
high-dimensional linear regression with corrupted observations. Recall the standard linear regression model
yi = 〈β∗, Xi·〉 + ei, for i = 1, 2 · · · ,m, (58)
where β∗ ∈ Rn is the unknown parameter and {(Xi·, yi)}mi=1 are i.i.d. observations, which are assumed to be fully-
observed in standard formulations. However, this assumption is not realistic for many applications, in which the
covariates may be observed only partially and one can only observe the pairs {(Zi·, yi)}mi=1 instead, where Zi·’s are
corrupted versions of the corresponding Xi·’s. As has been discussed in Loh and Wainwright (2012, 2015), there are
mainly two types of corruption:
(a) Additive noise: For each i = 1, 2, · · · ,m, we observe Zi· = Xi·+Wi·, where Wi· ∈ Rn is a random vector independent
of Xi· with mean 0 and known covariance matrix Σw.
(b) Missing data: For each i = 1, 2, · · · ,m, we observe a random vector Zi· ∈ Rn, such that for each j = 1, 2 · · · , n,
we independently observe Zi j = Xi j with probability 1 − ϑ, and Zi j = 0 with probability ϑ, where ϑ ∈ [0, 1).
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Following a line of past works (Loh and Wainwright, 2012, 2015), we fix i ∈ {1, 2, · · · ,m} and use Σx to denote the
covariance matrix of the covariates Xi· (i.e., Σx = cov(Xi·)). The population loss function is L(β) = 12β>Σxβ − β∗>Σxβ.
Let (Γˆ, Υˆ) denote the estimators for (Σx,Σxβ∗) that depend only on the observed data {(Zi·, yi)}mi=1, and the empirical
loss function is then written as
Lm(β) = 12β
>Γˆβ − Υˆ>β. (59)
Substituting the empirical loss function (59) into (5), and recalling the side constraint (6) as well as the feasible region
Ω (7), the following optimization problem is used to estimate β∗ in the corrupted linear regression
βˆ ∈ arg min
β∈Ω
{(
1
2
β>Γˆβ − Υˆ>β
)
+ Rλ(β)
}
.
As discussed in Loh and Wainwright (2012), an appropriate choice of the surrogate pair (Γˆ, Υˆ) for the additive
noise and missing data cases is given respectively by
Γˆadd :=
Z>Z
m
− Σw and Υˆadd := Z
>y
m
,
Γˆmis :=
Z˜>Z˜
m
− ϑ · diag
(
Z˜>Z˜
m
)
and Υˆmis :=
Z˜>y
m
(
Z˜ =
Z
1 − v
)
.
The following simulations will be performed with the loss function Lm corresponding to linear regression with
additive noise and missing data, respectively, and three regularizers, namely the Lasso, SCAD and MCP. All numerical
experiments are performed in MATLAB R2014b and executed on a personal desktop (Intel Core i7-4790, 3.60 GHz,
8.00 GB of RAM).
The numerical data are generated as follows. We first generate i.i.d. samples Xi· ∼ N(0, In) and the noise term
e ∼ N(0, (0.1)2Im). Then the true parameter β∗ is generated as a compressible signal whose entries are all nonzeros but
obey a power low decay. Specifically, the signal β∗ is generated by taking a fixed sequence {5.0× i−2 : i = 1, 2, · · · , n},
multiplying the sequence by a random sign sequence and permuting at random finally. The data y are generated
according to (58). The corrupted term is set to Wi· ∼ N(0, (0.2)2In) and ϑ = 0.2 for the additive noise and missing data
cases, respectively. The problem size n and m will be specified based on the experiments. The data are then generated
at random for 100 times. The performance of the M-estimator βˆ is characterized by the relative error ‖βˆ − β∗‖2/‖β∗‖2
and is illustrated by averaging across the 100 numerical results.
As we have mentioned in the preceding sections, there are two different decompositions for the SCAD and MCP
regularizers, respectively, which result in two specific forms for (39) as follows:
βt+1 ∈ arg min
β∈Rn, 1λHλ(β)≤r
{
1
2
∥∥∥∥β − (βt − ∇L¯m(βt)v
) ∥∥∥∥2
2
+
1
v
Hλ(β)
}
, (60)
βt+1 ∈ arg min
β∈Rn,‖β‖1≤r
{
1
2
∥∥∥∥β − (βt − ∇L¯m(βt)v
) ∥∥∥∥2
2
+
λ
v
‖β‖1
}
, (61)
where L¯m(·) = Lm(·)+Qλ(·) withQλ(·) andHλ(·) specified in (13), (14), and (17) for (60), andQλ(·) given by (15), (16)
and (17) for (61). In the following, we use SCAD 1 and SCAD 2 to denote the estimators obtained by iterations (60)
and (61) with SCAD as the regularizer, respectively, and use MCP 1 and MCP 2 to denote the estimators produced
by iterations (60) and (61) with MCP as the regularizer, respectively. Note that for the Lasso regularizer, these
two iterations become the same one, and we use Lasso to stand for the estimator produced by either (60) or (61)
with Rλ(·) = λ‖ · ‖1. For all simulations, the regularization parameter is set to λ =
√
log n
m , r =
1.1
λ
Hλ(β∗) for (60) and
r = 1.1‖β∗‖1 for (61), to ensure the feasibility of β∗. Both (60) and (61) are implemented with the step size 1v = 12λmax(Σx)
and the initial point β0 = 0. We choose the parameter a = 3.7 for SCAD and b = 1.5 for MCP.
The first experiment is performed to demonstrate the statistical guarantee for corrupted linear regression in additive
noise and missing data cases with Lasso, SCAD and MCP as regularizers, respectively. For the sake of simplification,
we here only report results obtained by iteration (61) though iteration (60) is also applicable. Fig. 1 plots the relative
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error versus the rescaled sample size mlog n for three different vector dimensions n ∈ {256, 512, 1024}. The estimators
Lasso, SCAD 2 and MCP 2 are represented by solid, dotted and dashed lines, respectively. We can see from Fig. 1
that the three curves corresponding to the same regularizer in each panel (a) and (b) nearly match with one another
under different problem dimensions n, coinciding with Theorem 1. Moreover, as the sample size increases, the relative
error decreases to zero, implying the statistical consistency of the estimators.
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Figure 1: Statistical consistency for corrupted linear regression with Lasso, SCAD and MCP as the regularizers.
The second experiment is designed to compare the performance of the estimators produced by two different de-
compositions for the SCAD and MCP regularizer, namely the estimators obtained by iterations (60) and (61), re-
spectively. We have investigated the performance for a broad range of dimensions n and m, and the results are
comparatively consistent across these choices. Hence we here report results for n = 1024 and a range of the sample
sizes m = dα log ne specified by α ∈ {10, 30, 80}.
In the additive noise case, we can see from Fig. 2(a) that for the SCAD regularizer, there seems no difference in
the accuracy between the two decompositions across the range of sample sizes. However, for the MCP regularizer, it
is shown in Fig. 2(b) that estimators obtained by iteration (61) achieve a more accurate level and a faster convergence
rate than those produced by iteration (60) whenever the sample size is small or large.
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Figure 2: Comparison of decompositions for the SCAD and MCP regularizers in the additive noise case.
Fig. 3 depicts analogous results to Fig. 2 in the case of missing data. For the SCAD regularizer, we can see
from Fig. 3(a) that when the sample size is small (e.g., α = 10), the difference in accuracy between these two
decompositions is slight. Then as the sample size becomes larger (e.g., α = 30, 80), estimators obtained by iteration
(61) achieve a more accurate level and a faster convergence rate than those produced by iteration (60). For the MCP
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regularizer, it is illustrated in Fig. 3(b) that estimators obtained by iteration (61) outperform those obtained by iteration
(60) on both accuracy and convergence rate whenever the sample size is small or large.
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Figure 3: Comparison of decompositions for the SCAD and MCP regularizers in the missing data case.
In a word, estimators produced by iteration (61) perform better than those obtained by iteration (60) on both accu-
racy and convergence speed, especially in the missing data case. This advantage is due to the more general condition
(cf. Assumption 1(vi)), which provides the potential to consider different decompositions for specific regularizers and
then to design a more efficient algorithm.
5. Conclusion
In this work, we investigated the theoretical properties of local solutions of nonconvex regularized M-estimators,
where the underlying true parameter is assumed to be of soft sparsity. We provided guarantees on statistical consis-
tency for all stationary points of the nonconvex regularized M-estimators. Then we applied the proximal gradient
algorithm to solve a modified version of the nonconvex optimization problem and established the linear convergence
rate. Particularly, for SCAD and MCP, our assumption on the regularizer provides the possibility to consider differ-
ent decompositions so as to construct estimators with better performance. Finally, the theoretical consequences and
the advantage of the assumption on the regularizer were demonstrated by several simulations. However, there exist
some other regularizers that do not satisfy our assumptions, such as the bridge regularizers widely used in compressed
sensing and machine learning. We are still working to deal with this problem.
Appendix
Proof of Lemma 4
The conclusion will be proved by induction on the iteration count t. Note that in the base case when t = 0, the
conclusion holds by assumption. Now in the induction step, let k ≥ 0 be given and suppose that (49) holds for t = k.
Then it remains to show that (49) holds for t = k + 1. Suppose on the contrary that ‖βk+1 − βˆ‖2 > 3. By the RSC
condition (10b) and (41), one has that
T¯ (βk+1, βˆ) ≥ γ4‖βk+1 − βˆ‖2 − τ4
√
log n
m
‖βk+1 − βˆ‖1 + Qλ(βk+1) − Qλ(βˆ) − 〈∇Qλ(βˆ), βk+1 − βˆ〉.
It then follows from (23c) in Lemma 3 that
T¯ (βk+1, βˆ) ≥ γ4‖βk+1 − βˆ‖2 − τ4
√
log n
m
‖βk+1 − βˆ‖1 − µ12 ‖β
k+1 − βˆ‖22.
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Moreover, since the functionHλ is convex, one has that
Hλ(βk+1) −Hλ(βˆ) ≥ 〈∇Hλ(βˆ), βk+1 − βˆ〉.
This, together with the former inequality, implies that
φ(βk+1) − φ(β) − 〈∇φ(βˆ), βk+1 − βˆ〉 ≥ γ4‖βk+1 − βˆ‖2 − τ4
√
log n
m
‖βk+1 − βˆ‖1 − µ12 ‖β
k+1 − βˆ‖22.
Since βˆ is the optimal solution, one has by the first-order optimality condition 〈∇φ(βˆ), βk+1 − βˆ〉 ≥ 0 that
φ(βk+1) − φ(βˆ) ≥ γ4‖βk+1 − βˆ‖2 − τ4
√
log n
m
‖βk+1 − βˆ‖1 − µ12 ‖β
k+1 − βˆ‖22. (62)
On the other hand, since ‖βk − βˆ‖2 ≤ 3 by the induction hypothesis, applying the RSC condition (10a) on the pair
(βˆ, βk), we have by (23c) that
L¯m(βˆ) ≥ L¯m(βk) + 〈∇L¯m(βk), βˆ − βk〉 +
(
γ3 − µ12
)
‖βˆ − βk‖22 − τ3
log n
m
‖βˆ − βk‖21.
This, together withHλ(βˆ) ≥ Hλ(βk+1) + 〈∇Hλ(βk+1), βˆ − βk+1〉 and the assmption that γ > 12µ1, implies that
φ(βˆ) ≥ L¯m(βk) + 〈∇L¯m(βk), βˆ − βk〉 +Hλ(βk+1) + 〈∇Hλ(βk+1), βˆ − βk+1〉 +
(
γ3 − µ12
)
‖βˆ − βk‖22 − τ3
log n
m
‖βˆ − βk‖21
≥ L¯m(βk) + 〈∇L¯m(βk), βˆ − βk〉 +Hλ(βk+1) + 〈∇Hλ(βk+1), βˆ − βk+1〉 − τ3 log nm ‖βˆ − β
k‖21.
(63)
Applying the RSM condition (11) on the pair (βk+1, βk), one has by (23d) and the assumption v ≥ 2γ5 − µ2 that
φ(βk+1) ≤ L¯m(βk) + 〈∇L¯m(βk), βk+1 − βk〉 +Hλ(βk+1) +
(
γ5 − µ22
)
‖βk+1 − βk‖22 + τ5
log n
m
‖βk+1 − βk‖21
≤ L¯m(βk) + 〈∇L¯m(βk), βk+1 − βk〉 +Hλ(βk+1) + v2 ‖β
k+1 − βk‖22 + 4
r2τ5
L2
log n
m
.
(64)
Moreover, it is easy to verify that update (39) can be written equivalently as
βk+1 ∈ arg min
β∈Rn,g(β)≤r
{
L¯m(βk) + 〈∇L¯m(βk), β − βk〉 + v2 ‖β − β
k‖22 +Hλ(β)
}
. (65)
Since βk+1 is the optimal solution of (65), it follows that
〈∇L¯m(βk) + v(βk+1 − βk) + ∇Hλ(βk+1), βk+1 − βˆ〉 ≤ 0. (66)
Combining (63), (64) and (66), one has that
φ(βk+1) − φ(βˆ) ≤ v
2
‖βk+1 − βk‖22 + v〈βk − βk+1, βk+1 − βˆ〉 + τ3
log n
m
‖βˆ − βk‖21 + 4
r2τ5
L2
log n
m
≤ v
2
‖βk − βˆ‖22 −
v
2
‖βk+1 − βˆ‖22 + τ
log n
m
‖βˆ − βk‖21 + 4
r2τ
L2
log n
m
≤ v
2
‖βk − βˆ‖22 −
v
2
‖βk+1 − βˆ‖22 + 8
r2τ
L2
log n
m
.
This, together with (62) and the assumption v ≥ µ1, implies that
γ4‖βk+1 − βˆ‖2 − τ4
√
log n
m
‖βk+1 − βˆ‖1 ≤ v2 ‖β
k − βˆ‖22 −
v − µ1
2
‖βk+1 − βˆ‖22 + 8
r2τ
L2
log n
m
≤ 9v
2
− 3(v − µ1)
2
‖βk+1 − βˆ‖2 + 8 r
2τ
L2
log n
m
,
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where the last inequality follows from ‖βk − βˆ‖2 ≤ 3 by the induction hypothesis and ‖βk+1 − βˆ‖2 > 3 by assumption.
Since ‖βk+1 − βˆ‖1 ≤ ‖βk+1‖1 + ‖βˆ‖1 ≤ g(βk+1)/L + g(βˆ)/L ≤ 2r/L, it follows that(
γ +
3(v − µ1)
2
)
‖βk+1 − βˆ‖2 ≤ 9v2 + τ
√
log n
m
‖βk+1 − βˆ‖1 + 8 r
2τ
L2
log n
m
≤ 9v
2
+ 2
rτ
L
√
log n
m
+ 8
r2τ
L
log n
m
.
(67)
By assumptions (46) and (47), we obtain that 2 rτL
√
log n
m ≤ 32 (γ− 3µ12 ) and that 8 r
2τ
L2
log n
m ≤ 32 (γ− 3µ12 ). Combining these
two inequalities with (67), one has that(
γ +
3(v − µ1)
2
)
‖βk+1 − βˆ‖2 ≤ 3
(
γ +
3(v − µ1)
2
)
,
Hence, ‖βk+1 − βˆ‖2 ≤ 3, a contradiction. Thus, (49) holds for t = k + 1. By the principle of induction, (49) holds for
all t ≥ 0. The proof is complete.
Proof of Lemma 5
We first show that if λ ≥ 4L ‖∇Lm(β∗)‖∞, then for any β ∈ Ω satisfying
φ(β) − φ(β∗) ≤ ∆, (68)
it holds that
‖β − β∗‖1 ≤ 4R
1
2
q
(
log n
m
)− q4
‖β − β∗‖2 + 4Rq
(
log n
m
) 1
2− q2
+
2
L
min
(
∆
λ
, r
)
. (69)
Set δ := β − β∗. From (68), we obtain that
Lm(β∗ + δ) + Rλ(β∗ + δ) ≤ Lm(β∗) + Rλ(β∗) + ∆.
Then subtracting 〈∇Lm(β∗), δ〉 from both sides of the former inequality, one has that
T (β∗ + δ) + Rλ(β∗ + δ) − Rλ(β∗) ≤ −〈∇Lm(β∗), δ〉 + ∆. (70)
We now claim that
Rλ(β∗ + δ) − Rλ(β∗) ≤ λL2 ‖δ‖1 + ∆. (71)
The following argument is divided into two cases. First assume ‖δ‖2 ≤ 3. Then it follows from the RSC condition
(10a) and (70) that
γ3‖δ‖22 − τ3
log n
m
‖δ‖21 + Rλ(β∗ + δ) − Rλ(β∗) ≤ ‖∇Lm(β∗)‖∞‖δ‖1 + ∆ ≤
λL
4
‖δ‖1 + ∆.
By assumptions (46) and (47), we obtain that λL ≥ 8 rτL log nm . This, together with the facts that γ3 > 0 and that‖δ‖1 ≤ ‖β∗‖1 + ‖β‖1 ≤ g(β∗)/L + g(β)/L ≤ 2r/L, implies (71). In the case when ‖δ‖2 > 3, the RSC condition (10b)
yields that
γ4‖δ‖2 − τ4
√
log n
m
‖δ‖1 + Rλ(β∗ + δ) − Rλ(β∗) ≤ ‖∇Lm(β∗)‖∞‖δ‖1 + ∆ ≤ λL4 ‖δ‖1 + ∆,
thus by assumption (46), we also arrive at (71). Let J denote the index set corresponding to the |S η| largest coordinates
in absolute value of δ˜ (recalling the set S η defined in (18). It then follows from Lemma 1 (with S = S η) that
Rλ(β∗) − Rλ(β∗ + δ) ≤ λL(‖δJ‖1 − ‖δJc‖1) + 2λL‖β∗S cη‖1. (72)
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Summing up (72) and (71), one has that 0 ≤ 3λL2 ‖δJ‖1 − λL2 ‖δJc‖1 + 2λL‖β∗S cη‖1 + ∆, and consequently, ‖δJc‖1 ≤
3‖δJ‖1 + 4‖β∗S cη‖1 + 2∆λL . By the definition of the index set J and using the trivial bound ‖δ‖1 ≤ 2r/L, one has that
‖δ‖1 ≤ 4
√
|S η|‖δ‖2 + 4‖β∗S cη‖1 +
2
L
min
(
∆
λ
, r
)
. (73)
Combining (19) with (73) and setting η =
√
log n
m , we arrive at (69). We now verify that (68) is held by the vector βˆ
and βt, respectively. Since βˆ is the optimal solution, it holds that φ(βˆ) ≤ φ(β∗), and by assumption (45), it holds that
φ(βt) ≤ φ(βˆ) + ∆ ≤ φ(β∗) + ∆. Consequently, it follows from (69) that
‖βˆ − β∗‖1 ≤ 4R
1
2
q
(
log n
m
)− q4
‖βˆ − β∗‖2 + 4Rq
(
log n
m
) 1
2− q2
, and
‖βt − β∗‖1 ≤ 4R
1
2
q
(
log n
m
)− q4
‖βt − β∗‖2 + 4Rq
(
log n
m
) 1
2− q2
+
2
L
min
(
∆
λ
, r
)
.
By the triangle inequality, we then conclude that
‖βt − βˆ‖1 ≤ ‖βˆ − β∗‖1 + ‖βt − β∗‖1 ≤ 4R
1
2
q
(
log n
m
)− q4
(‖βˆ − β∗‖2 + ‖βt − β∗‖2) + 8Rq
(
log n
m
) 1
2− q2
+
2
L
min
(
∆
λ
, r
)
≤ 4R 12q
(
log n
m
)− q4
‖βt − βˆ‖2 + ¯stat + (∆).
The proof is complete.
Proof of Lemma 6
By the RSC condition (10a), Lemma 2 and Lemma 3 (cf. (23c)) , one has that
T¯ (βt, βˆ) ≥ (γ3 − µ12 )‖β
t − βˆ‖22 − τ3
log n
m
‖βt − βˆ‖21. (74)
It then follows from Lemma 5 and assumption (47) that
T¯ (βˆ, βt) ≥ (γ3 − µ12 )‖β
t − βˆ‖22 − τ3
log n
m
‖βt − βˆ‖21 ≥ −2τ
log n
m
(¯stat + (∆))2,
which establishes (50). Furthermore, it follows from the convexity ofHλ that
Hλ(βt) −Hλ(βˆ) − 〈∇Hλ(βˆ), βt − βˆ〉 ≥ 0, (75)
and the first-order optimality condition for βˆ that
〈∇φ(βˆ), βt − βˆ〉 ≥ 0. (76)
Combining (74), (75) and (76), one has that
φ(βt) − φ(βˆ) ≥ (γ3 − µ12 )‖β
t − βˆ‖22 − τ3
log n
m
‖βt − βˆ‖21.
Then using Lemma 5 to bound the term ‖βt − βˆ‖22 and noting assumption (47), we arrive at (51). Now we turn to prove
(52). Define
φt(β) := L¯m(βt) + 〈∇L¯m(βt), β − βt〉 + v2 ‖β − β
t‖22 +Hλ(β),
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which is the optimization objective function minimized over the feasible region Ω = {β : g(β) ≤ r} at iteration count
t. For any a ∈ [0, 1], it is easy to see that the vector βa = aβˆ+ (1− a)βt belongs to Ω by the convexity of Ω. Since βt+1
is the optimal solution of the optimization problem (39), we have that
φt(βt+1) ≤ φt(βa) = L¯m(βt) + 〈∇L¯m(βt), βa − βt〉 + v2‖βa − β
t‖22 +Hλ(βa)
≤ L¯m(βt) + 〈∇L¯m(βt), aβˆ − aβt〉 + va
2
2
‖βˆ − βt‖22 + aHλ(βˆ) + (1 − a)Hλ(βt),
where the last inequality is from the convexity ofHλ. Then by (50), one has that
φt(βt+1) ≤ (1 − a)L¯m(βt) + aL¯m(βˆ) + 2aτ log nm ((∆) + ¯stat)
2 +
va2
2
‖βˆ − βt‖22 + aHλ(βˆ) + (1 − a)Hλ(βt)
≤ φ(βt) − a(φ(βt) − φ(βˆ)) + 2τ log n
m
((∆) + ¯stat)2 +
va2
2
‖βˆ − βt‖22.
(77)
Applying the RSM condition (11) on the pair (βt+1, βt), one has by (23a) and the assumption v ≥ 2γ5 − µ2 that
T¯ (βt+1, βt) ≤
(
γ5 − µ22
)
‖βt+1 − βt‖22 + τ5
log n
m
‖βt+1 − βt‖21 ≤
v
2
‖βt+1 − βt‖22 + τ
log n
m
‖βt+1 − βt‖21.
AddingHλ(βt+1) to both sides of the former inequality yields that
φ(βt+1) ≤ L¯m(βt) + 〈∇L¯m(βt), βt+1 − βt〉 +Hλ(βt+1) + v2 ‖β
t+1 − βt‖22 + τ
log n
m
‖βt+1 − βt‖21
= φt(βt+1) + τ
log n
m
‖βt+1 − βt‖21.
This, together with (77), implies that
φ(βt+1) ≤ φ(βt) − a(φ(βt) − φ(βˆ)) + va
2
2
‖βˆ − βt‖22 + τ
log n
m
‖βt+1 − βt‖21 + 2τ
log n
m
((∆) + ¯stat)2. (78)
Define δt := βt − βˆ. Then it follows that ‖βt+1 −βt‖21 ≤ (‖δt+1‖1 + ‖δt‖1)2 ≤ 2‖δt+1‖21 + 2‖δt‖21. Combining this inequality
with (78), one has that
φ(βt+1) ≤ φ(βt) − a(φ(βt) − φ(βˆ)) + va
2
2
‖βˆ − βt‖22 + 2τ
log n
m
(‖δt+1‖21 + ‖δt‖21) + 2τ
log n
m
(¯stat + (∆))2.
To simlify the notations, we define ψ := τ log nm (¯stat + (∆))
2, ζ := τRq
(
log n
m
)1− q2 and ∆t := φ(βt) − φ(βˆ). Applying
Lemma 5 to bound the term ‖δt+1‖21 and ‖δt‖21, we obtain that
φ(βt+1) ≤ φ(βt) − a(φ(βt) − φ(βˆ)) + va
2
2
‖δt‖22 + 64Rqτ
(
log n
m
)1− q2
(‖δt+1‖22 + ‖δt‖22) + 10ψ
= φ(βt) − a(φ(βt) − φ(βˆ)) +
(
va2
2
+ 64ζ
)
‖δt‖22 + 64ζ‖δt+1‖22 + 10ψ.
(79)
Subtracting φ(βˆ) from both sides of (79), we have by (51) that
∆t+1 ≤ (1 − a)∆t + va
2 + 128ζ
γ − µ1/2 (∆t + 2ψ) +
128ζ
γ − µ1/2(∆t+1 + 2ψ) + 10ψ.
Setting a = 2γ−µ14v ∈ (0, 1), one has by the former inequality that(
1 − 256ζ
2γ − µ1
)
∆t+1 ≤
(
1 − 2γ − µ1
8v
+
256ζ
2γ − µ1
)
∆t + 2
(
2γ − µ1
8v
+
512ζ
2γ − µ1 + 5
)
ψ,
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or equivalently, ∆t+1 ≤ κ∆t + ξ(¯stat + (∆))2, where κ and ξ were previously defined in (43) and (44), respectively.
Finally, we obtain that
∆t ≤ κt−T ∆T + ξ(¯stat + (∆))2(1 + κ + κ2 + · · · + κtT +1)
≤ κt−T ∆T + ξ1 − κ (¯stat + (∆))
2 ≤ κt−T ∆T + 2ξ1 − κ (¯
2
stat + 
2(∆)).
The proof is complete.
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