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Abstrat
This study investigates and develops both the p- and h-versions of the Extended Finite
Element Method (XFEM). The p-version is realized by (i) aurately aounting for the
urvature of the interfae in the subell quadrature, (ii) using higher-order Lagrange shape
funtions for both the geometrial representation and the XFEM approximation and (iii)
appliation of the orreted XFEM to prelude problems in the blending elements. The
p-XFEM is applied to 2D elastostati problems whih exhibit either strong or weak dis-
ontinuities. Optimal onvergene rates for both quadrati and ubi approximations are
obtained. On the other hand, the h-version is applied to the simulation of moving interfae
problems. In this study, two-uid inompressible ow in both two and three dimensions
is onsidered. The h-XFEM employs a multilevel adaptive mesh renement realized via
hanging nodes on 1-irregular meshes. The mesh is rened in the viinity of the interfae
to ensure a high resolution of the interfae position and also the ability to apture steep
gradients. Due to the existene of surfae tension, the pressure eld is strongly disontinu-
ous aross the moving interfae. As suh, the sign-enrihment is employed for the XFEM
approximation whih aurately aounts for the jump in the pressure eld without mesh
manipulation. Further, the level-set method is used for the impliit representation of the
interfae whih an readily handle topologial hanges. The reinitialization of the level-set
is realized by solving the Hamilton-Jaobi equation to steady state in order to reover the
signed-distane property. For the modelling of the surfae tension, the Laplae-Beltrami
tehnique is employed whih avoids the expliit omputation of the urvature. The au-
ray of the ow solver is demonstrated by omputing the error norms in both pressure and
veloity for the ase of a stati bubble and also through omparison of terminal veloities
with model preditions for the ase of a rising droplet.
Zusammenfassung
Die vorliegende Arbeit untersuht und entwikelt sowohl die p- als auh die h-Versionen
der erweiterten Finite Elemente Methode (XFEM). Die p-Version ist folgendermaÿen re-
alisiert: (i) präzise Berüksihtigung der Interfae-Krümmung bei der Quadratur mit Hilfe
von Teil-Elementen (ii) Verwendung Lagranger Ansatzfunktionen hüherer Ordnung für die
geometrishe Repräsentation und die XFEM-Approximation und (iii) Anwendung der ko-
rrigierten XFEM, um Probleme in Übergangselementen zu vermeiden. Die p-XFEM wird
auf 2D elastostatishe Probleme angewendet, die entweder starke oder shwahe Diskon-
tinuitäten aufweisen. Für den Fall quadratisher und kubisher Approximation werden
optimale Konvergenzraten erzielt. Auf der anderen Seite wird die h-Version für die Simu-
lation von Problemen mit beweglihen Interfaes angewendet. Dabei werden inkompress-
ible Zweiphasenstrümungen in zwei und drei Dimensionen behandelt. Die h-XFEM ver-
wendet eine mehrstuge adaptive Gitterverfeinerung auf Basis von 1-regulären Gittern.
Das Gitter wird in der Umgebung des Interfaes verfeinert, um eine genaue Auüsung
der Interfae-Position siherzustellen und die Erfassung steiler Gradienten zu ermüglihen.
Auf Grund der Oberähenspannung beinhaltet das Drukfeld eine starke Diskontinuität
über das beweglihe Interfae hinweg. Daher wird die Signum-Anreiherung in der XFEM-
Approximation verwendet, wodurh Sprünge im Drukfeld präzise berüksihtigt werden
künnen, ohne das Gitter zu modizieren. Des Weiteren kommt die Level-Set Methode für
die implizite Repräsentation des Interfaes zum Einsatz, womit die Erfassung von topol-
ogishen Änderung direkt müglih ist. Zur Reinitialisierung des Level-Set-Feldes wird die
Hamilton-Jaobi Gleihung bis zu einem stationärer Zustand gelüst und damit die Ab-
standseigenshaft des Level-Set-Feldes wiederhergestellt. Unter Verwendung der Laplae-
Beltrami-Tehnik für die Modellierung der Oberähenspannung, kann die explizite Bereh-
nung der Interfae-Krümmung vermieden werden. Die Genauigkeit des Strümungslüsers
wird an Hand von Fehlernormen des Druks und der Geshwindigkeit einer statishen
Blase und einem Vergleih der Aufstiegsgeshwindigkeit mit Modell-Vorhersagen eines auf-
steigenden Tropfens demonstriert.
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Chapter 1
Introdution
1.1 An overview
Fluid ows with free moving interfaes (or surfaes) enompass a myriad of physial phe-
nomena and industrial proesses suh as bubbly ows found in bubble olumn hemial
reators, oean waves, propulsion of liquid-metal jets and liquid lms in oating and dry-
ing proesses. These phenomena are olletively known as two-uid ows. The purpose of
numerial modelling applied to two-uid ows is to provide insight into physial proesses
the time and length sales of whih are so small that reliable experimental observations
may either be too expensive or impossible to make.
In modelling two-uid ows, several intrinsi diulties exist. First, jumps in the uid
density and visosity aross the interfae need to be aounted for to satisfy the momentum
balane aross the interfae. Seond, as surfae tension eets play an important role in the
interfae dynamis, the modelling of the surfae tension should be based on physially sound
priniples so that it an be orretly inorporated into the governing equations. Third,
as topologial hanges of the interfae an our as it evolves with time, the numerial
method employed must have the apability of apturing hanges suh as the breaking
apart or merging of bubbles. Finally, a well-known problem in two-uid ow simulations
is the ourrene of unphysial spurious veloities in the viinity of the interfae (see
e.g. [1, 2℄). Various soures have been ited as being responsible for the existene of suh
parasiti urrents. For example, the approximation of the jump in the pressure eld, the
approximation of the urvature, the approximation of the normal vetors to the interfae
required for the omputation of the surfae tension and the approximation of the geometry
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of the interfae, et. all play a role. It is oneivable that unphysial movements of the
interfae an be generated by suh spurious veloities. Therefore, the development of a
numerial sheme whih suppresses (or at least minimizes) suh parasiti urrents is highly
desirable.
Among the plethora of numerial methods available for two-uid ow simulation, the nite
element (FE) method based on the weak formulation oers several intrinsi advantages
over the traditional nite dierene (FD) approah based on the strong formulation. First,
the singular surfae tension term is naturally inluded as a boundary ondition in the
weak form via a well-dened boundary integral. This is in ontrast to the FD approah
where the surfae tension term is introdued into the right-hand side of the momentum
equation as an interfae-onentrated soure term via a Dira delta funtion. As suh,
numerial smoothing of the delta funtion is needed and this inevitably results in interfae
smearing and loss of auray [3℄. Seond, the strong formulation requires the omputation
of the derivative of the visosity whih is disontinuous aross the interfae. This again
leads to the neessity of evaluating some kind of mollied delta funtion. In the nite
element ontext, this derivative is shifted to the test funtion, thus preluding the need
to evaluate a singular visosity term. Further, if the Extended Finite Element Method
(XFEM) [4, 5℄ is employed for the enrihment of the veloity and/or pressure elds, the
integration of the disontinuous visosity an be onveniently performed via a subell
integration proedure without the need for any smoothing. Other advantages of the FEM
are (i) minimal regularity requirements on the dependent variables to ensure the existene
of the unique solution (spatial derivatives of the dependent variables an often be shifted to
the test funtion via integration by parts) and (ii) loal mesh adaptivity whih allows one
to use a rened mesh only in regions where it is needed (i.e. in the viinity of the moving
interfae), thus ahieving omputational eieny. Studies where the FEM/XFEM have
been applied with suess to simulate two-phase inompressible ow inlude [1, 3, 616℄.
In inompressible two-uid ow, the veloity and pressure elds and/or their gradients
are disontinuous aross the interfae between the uids. As the interfae evolves with
time and uts through the elements, the standard nite element approximation performs
poorly unless onstant remeshing is arried out so that the element edges are aligned
with the moving interfae throughout the simulation. The XFEM, on the other hand,
ensures high auray even if the disontinuities lie within the elements, due to the enrihed
approximation spae whih is able to reprodue the disontinuous solution properties within
the elements. This allows for the onvenient use of a xed mesh throughout the simulation.
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Studies where the XFEM has been employed in two-uid ow simulations inlude [1113,
15℄.
An important feature of two-uid ow simulation is the desription of the moving interfae.
The interfae between the two uids is usually desribed by either of two lasses of methods:
(a) the interfae-traking methods [17,18℄ whih employ an expliit traking of the interfae
with a deforming mesh whih onforms to the interfae, and (b) the interfae-apturing
methods [1923℄ whih employ an impliit apturing of the interfae using a xed grid. The
interfae-traking methods in general enjoy a higher auray ompared to the interfae-
apturing methods sine the interfae is expliitly traked. However, due to the deforming
mesh used in the interfae-traking methods, they are only suited for problems with small
interfaial displaements with no topologial hanges. On the other hand, large interfaial
displaements and existene of topologial hanges do not pose a problem for the interfae-
apturing methods. Two popular and very similar interfae-apturing methods are the
volume-of-uid (VOF) method [19℄ (disontinuous approah) and the level-set (LS) method
[24℄ (ontinuous approah). In the VOF method, a disontinuous funtion is dened whih
takes on the value of unity in regions oupied by one of the uids and zero elsewhere.
The disontinuous funtion is then adveted with the veloity of the uid via a pure
advetion equation. A main disadvantage of the VOF method is the advetion of the
disontinuous funtion sine some kind of numerial smoothing is required so as not to inur
exessive osillations. Further, the reonstrution of the interfae in the VOF method is not
straightforward (see e.g. [25, 26℄). In ontrast, the LS method denes the interfae as the
zero-level of some ontinuous funtion (usually a signed-distane funtion). It is oneivable
then that the advetion of suh a ontinuous funtion does not pose a problem as is
enountered in the VOF method. It is noted, however, that the LS method usually performs
poorer than the VOF method in terms of mass onservation. Finally, it is remarkable
to point out that the LS method has been the method of hoie for desribing moving
interfaes when used in onjuntion with the XFEM (see e.g. Chessa and Belytshko [9,10℄
and Fries [15℄) presumably beause the LS method is an exellent omplement to the
XFEM as both require only a xed mesh to be used throughout the simulation and the LS
funtion an also be used to onstrut enrihment funtions within the XFEM framework.
The issue of ow-interfae oupling is an important aspet of two-uid ow modelling. In
general, two dierent approahes are available: an integrated (monolithi) approah and a
segregated (partitioned) approah. In the monolithi approah, the equations governing the
ow and the advetion of the interfae are solved simultaneously, resulting in a very large
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linear system of equations. For the partitioned approah on the other hand, the ow is rst
omputed with a xed interfae and then the omputed veloity eld is used to advet the
interfae to a new position. For the partitioned approah, we further distinguish between
two variants: (i) a weak oupling, and (ii) a strong oupling. For (i), the ow variables and
the level-set position are weakly oupled whih means that the ow variables for the urrent
time-level are solved by assuming an interfae position from the previous time-level. For
(ii), the proedure is idential to (i) exept that it is iterated until some onvergene in the
level-set position is ahieved. It an be shown that the results of (ii) are essentially idential
to that ahieved by a monolithi sheme and an be seen as a heaper iterative replaement
for the more expensive monolithi sheme. Further, the weak oupling proedure applied
to two-uid ow simulation may lead to instability (i.e. the iteration loop for the nonlinear
Navier-Stokes equations does not onverge) [27℄.
Finally, we disuss the important issue of the disretization of the inompressible Navier-
Stokes equations whih applies to both one-phase and two-phase ow systems. Two broad
lasses of methods are in general available: (i) the integrated approah (primitive variable
formulation) and (ii) the segregated approah. For (i), both pressure and veloity are
retained as unknowns leading to the so-alled mixed nite element methods. Although suh
methods are oneptually simpler and easier to implement, they typially lead to very large
algebrai systems whih is undesirable from a omputational point of view. Further, due to
the saddle-point nature of the resulting variational problem with the pressure playing the
role of a Lagrangian multiplier of the inompressibility onstraint, the approximation spaes
of veloity and pressure must satisfy the inf-sup ompatibility ondition, also referred to
as the Ladyzhenskaya-Babu²ka-Brezzi (LBB) ondition. If the nite element spaes fail to
satisfy this ondition, the numerial solution an be orrupted spurious pressure modes.
There are two ways of dealing with the LBB onditions: (a) satisfying it by hoosing an
appropriate veloity-pressure element pair (see e.g. Taylor and Hood [28℄, Arnold, Brezzi
and Fortin [29℄ and Crouzeix and Raviart [30℄) and (b) irumventing it by stabilizing the
disretized weak form (see e.g. Hughes and Frana [31℄). Although stabilization enables
the use of equal-order interpolations for pressure and veloity, the seletion of a suitable
artiial stabilization parameter is often not straightforward [32, 33℄. The seond lass
of methods - the segregated approahes - are based on the deoupling of the veloity
and pressure omputations. This implies the solution to smaller systems and therefore,
redued omputational ost. These approahes inlude, among others, the pressure Poisson
formulation [34℄, the penalty method [3537℄ and the projetion method [38℄. In partiular,
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the penalty method may be seen as a relaxation of the inompressibility onstraint suh that
the inompressible problem is now approximated by a slightly ompressible formulation.
To be more preise, the inompressibility onstraint ∇ · u = 0 is now replaed by ∇ · u =
− p
λ
where λ is the penalty parameter. When inserted into the momentum equations, the
new penalized momentum equations will then only ontain veloity as an unknown. It is
now lear that suh methods are very omputationally attrative as they allow for the
elimination of the pressure variable as an unknown and redue the size of the system
matrix.
In addition to the dierent methods lassied aording to the veloity-pressure oupling,
the handling of the onvetive nonlinearity may also divide the methods into two dierent
lasses: (i) integrated treatment of the onvetive and Stokes terms and (ii) splitting of
the onvetive term from the Stokes part - the so alled operator-splitting methods. The
latter lass of methods involve the well-known transport-diusion algorithm [39℄ and the
frational-step θ-sheme [40℄. Having given a brief overview of the various numerial teh-
niques (with an emphasis on nite element methods) available for takling two-phase ow
problems, we shall, in the next setion, outline the numerial strategies adopted in this
study.
1.2 The present study
For larity (and eonomy) of presentation, we will enumerate the various issues related to
simulating two-phase inompressible ow with eah ontaining a brief desription of the
orresponding numerial tehnique(s) employed in this study. Full desriptions of these
numerial tehniques will appear in later hapters.
1. Large distortions are typial in uid motion.
For the kinematial desription of the ow eld, we adopt the Eulerian formulation
where the omputational mesh is xed with respet to the laboratory and the uid
moves with respet to the mesh. The formulation failitates the treatment of large
distortions in the uid motion without the need for remeshing (as is the ase for a
Lagrangian desription). One drawbak of the Eulerian formulation is the presene
of a nonlinear onvetive term whih has speial signiane in the ontext of the
Galerkin nite element method (see next point).
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2. The nonlinear onvetive term leads to osillations in the veloity eld.
The onvetive operators in the Eulerian formulation of the Navier-Stokes momen-
tum equations are non-symmetri. Therefore, the best approximation property in the
energy norm of the Galerkin FEM is lost. As suh, the solution is orrupted by node-
to-node osillations, the severity of whih inreases with inreasing domination of the
onvetion proess. In this study, we employ the Streamline-Upwind Petrov-Galerkin
(SUPG) stabilization [41℄ proedure to stabilize the osillations by modifying the
weak formulation in a onsistent manner (i.e. the solutions to the modied weak
form and the strong form are idential).
3. The interfae is moving and deforming with possible topologial hanges.
As the interfae evolves, topologial hanges (i.e. breaking up of a bubble or merging
of several bubbles) may our. We employ the level-set (LS) method for adveting the
level-set funtion whose zero levelset desribes the interfae position. The LS method
is able to naturally handle topologial hanges of the interfae without the need for
ad-ho proedures (as is the ase for the interfae-traking tehniques). We note that
as the level-set funtion advets with the ow veloity, it will beome distorted (i.e.
eases to be a signed-distane funtion). This makes the determination of the inter-
fae position less aurate. Further, where the level-set funtion beomes too steep,
this amounts to the transport of an almost disontinuous funtion whih leads to
numerial osillations near the interfae. Therefore, a proedure is needed to reini-
tialize the level-set funtion intermittently so that it is one again a signed-distane
funtion. We employ the method of Sussman et al. [42℄ where a partial dierential
equation is solved to steady state when the signed-distane property (|∇φ| = 1.0)
is regained without shifting the interfae position. This proedure avoids expliitly
loating the interfae position by interpolation.
4. High gradients in the veloity eld an possibly exist aross the interfae.
For large visosity ratios between the two uids, high gradients an exist aross the
interfae. In this study, we employ an adaptive mesh renement proedure in the
viinity of the moving interfae to apture suh high gradients. The adaptive mesh
renement is realized via hanging nodes with onforming shape funtions satisfying
the partition-of-unity property. We note that in addition to resolving steep gradients,
the rened mesh around the interfae also improves the resolution of the interfae
desription.
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5. The presene of surfae tension leads to a jump in the pressure eld.
Due to the presene of surfae tension, a jump in the pressure eld exists aross the
moving interfae. Sine we are maintaining a xed mesh throughout the simulation,
the interfae will oneivably ut through the elements as it evolves with time. Due
to the fat that the mapped polynomial approximation spaes of the lassial FEM
annot reprodue suh jumps in the pressure eld within the elements, poor results
are usually obtained. In this study, we employ the Extended Finite Element Method
(XFEM) [4,5℄ to apture these jumps within elements by enrihing the approximation
spae with the sign-enrihment.
6. Evaluation of the urvature demands a very smooth level-set funtion.
For a signed-distane level-set funtion φ(x), the urvature may be omputed as
κ = ∆φ = ∇ · ∇φ. Being the Laplaian of the level-set funtion φ(x), it is natural
to expet that unless φ(x) is suiently smooth, the omputed urvature κ will be
noisy [1,7,13,15,16℄. In this study, the Laplae-Beltrami tehnique [43,44℄ is used to
reformulate the surfae tension term, thus avoiding the need to ompute urvature κ.
However, it is noted that the omputation of the normal vetors nˆ to the interfae still
annot be avoided. In our study, we demonstrate that omputing the normal vetors
using the denition nˆ = ∇φ
|∇φ|
leads to better results than using the normal vetors to
the interfae (pieewise linear in 2D and pieewise planar in 3D), a onlusion shared
also by Groÿ and Reusken [13℄.
7. The veloity-pressure formulation leads to a saddle-point problem.
In this study, we hoose to irumvent the LBB ondition by employing the Pressure-
Stabilizing Petrov-Galerkin (PSPG) stabilization tehnique [45℄, thus allowing for
equal-order interpolations (bilinear) for both pressure and veloity.
8. The enrihment funtion is time-dependent.
The inherent time-dependene of the enrihment funtion rules out the use of a
semi-disrete method (i.e disretizing spae before time) for the time-stepping. This
is beause in suh a formulation, time dependene is aounted for by the nodal
unknowns only and the shape funtions annot be time-dependent. Therefore, in the
ase of the XFEM, time is to be disretized before spae [46℄.
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1.3 Organization
The thesis is divided into 8 hapters. Chapter 1 gives an introdution to two-uid ow
modelling together with the motivation for the present study. Chapter 2 presents the gov-
erning Navier-Stokes and level-set transport equations used in this study with aompany-
ing boundary/interfaial onditions together with detailed derivations of the orresponding
weak formulations. Chapter 3 onsiders the topi of spatial disretization where the XFEM
is employed for the enrihment of the approximation spae. The topi of subell quadra-
ture is then onsidered in detail for both 2D and 3D. A disussion of higher-order XFEM
(p-XFEM) together with some numerial results are also inluded in the later part of the
hapter. Chapter 4 is devoted to a disussion of the multilevel mesh renement proedure
used in this study. The next hapter onsiders the important issue of the disretization
of the surfae tension. The Laplae-Beltrami tehnique is rst desribed. This is then fol-
lowed by a systemati disussion of the onstrution of the normal vetors to the interfae.
Chapter 6 onsiders the topis of temporal disretization, time-step size limit and dis-
retization of the reinitialization equation. In partiular, the remeshing proedure and the
strong oupling between the level-set and Navier-Stokes equations are desribed in detail
with aompanying owharts. All the ingredients neessary for the ow solver are sum-
marized before moving on to Chapter 7 where numerial results for several test ases in
both 2D and 3D are presented. Finally, the onlusion and outlook are given in Chapter 8.
Chapter 2
Governing equations
The governing inompressible Navier-Stokes and the level-set transport equations are pre-
sented in this hapter. The equations are rst given in strong form and the weak forms are
subsequently derived. The equations are aompanied by appropriate boundary onditions
inluding the interfaial onditions for the two-uid interfae.
2.1 The inompressible Navier-Stokes equations
We onsider a d-dimensional domain Ω ⊂ Rd with the boundary Γ = ∂Ω. The geometrial
situation is depited in Figure 2.1. The boundary Γ is deomposed into the Dirihlet and
Neumann boundary, Γu and Γh, respetively, suh that Γu ∪ Γh = Γ and Γu ∩ Γh = ∅.
The normal vetor on Γ is denoted by n. The domain Ω ontains two dierent, immisible
and inompressible Newtonian uids in Ω1 and Ω2, respetively, so that Ω = Ω1 ∪ Ω2. We
onsider Ω to be a time-independent, losed ontainer whereas Ω1 (t) and Ω2 (t) hange
in time. The (moving) interfae between the two uids is denoted by Γ
d
. nˆ is the normal
vetor on Γ
d
and points from Ω1 to Ω2.
The governing equations are now given in strong form (see e.g. [1, 20, 42℄). Let ui (x, t)
be the veloities and p (x, t) the pressure; ̺k and µk with k = (1, 2) are the density and
dynami visosity of the two uids, respetively; gi is the aeleration indued by external
fores (suh as gravity). The uids inside Ωk × (0, tend), k = (1, 2), are modeled by the
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n^
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Ω2
Ω1
Ω1
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n^
^t
n
Γ
Figure 2.1: The two uids in Ω1 and Ω2, separated by the interfae Γd.
instationary, inompressible Navier-Stokes equations in veloity-pressure formulation
̺k
(∂ui
∂t
+ uj
∂ui
∂xj
)
− ∂σij
∂xj
= ̺kgi, (2.1.1)
∂uj
∂xj
= 0, (2.1.2)
where (2.1.1) denotes the momentum equations and (2.1.2) denotes the ontinuity equation
(inompressibility onstraint). The stress tensor σij of the Newtonian uids is given as
σij (ui, p) = −pδij + 2µkεij, with εij = 1
2
(∂ui
∂xj
+
∂uj
∂xi
)
, (2.1.3)
where δij is the identity tensor and εij is the strain rate tensor (symmetri part of the velo-
ity gradient tensor). Dirihlet and Neumann boundary onditions on the outer boundary
of Ω are
ui = uˆi on Γu × (0, tend) , (2.1.4)
σijnj = hˆi on Γh × (0, tend) , (2.1.5)
where uˆi and hˆi are presribed veloities and stresses. As an initial ondition, a divergene-
free veloity eld uˆ0i is speied over Ω,
ui (x, 0) = uˆ0i (x) in Ω at t = 0. (2.1.6)
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2.1.1 Interfaial onditions
The situation at the interfae Γ
d
is now onsidered in more detail. The density and visosity
elds
̺ (xi, t) =
{
̺1 ∀xi ∈ Ω1 (t) ,
̺2 ∀xi ∈ Ω2 (t) .
µ (xi, t) =
{
µ1 ∀xi ∈ Ω1 (t) ,
µ2 ∀xi ∈ Ω2 (t) .
(2.1.7)
hange disontinuously at Γ
d
. As a onsequene, also the state variables suh as the ve-
loities and pressure elds involve disontinuities at the interfae. Disontinuities may be
lassied into strong or weak. In the ase of strong disontinuities, a jump and a hange
in the gradient is present in the eld. For weak disontinuities there is only a kink in the
eld, i.e. the eld is ontinuous with a disontinuous gradient.
The interfaial onditions express the ontinuity of mass and balane of momentum aross
the interfae. From momentum balane, the stress boundary ondition at an interfae
between the two uids in Ω1 and Ω2 an be expressed as [47℄
(
σ1ij − σ2ij
)
nˆj = γκnˆi +
∂γ
∂xi
, (2.1.8)
where γ is the surfae tension oeient (material parameter) and κ is the urvature of
Γ
d
. Applying (2.1.3) and denoting σ¯ij = 2µkεij as the visous stress tensor, we arrive at
(
p1 − p2) nˆi + (σ¯1ij − σ¯2ij) nˆj = γκnˆi + ∂γ∂xi . (2.1.9)
If we do not onsider the variation of the surfae tension oeient γ in the diretion
tangential to the interfae, we obtain
(
p1 − p2) nˆi + (σ¯1ij − σ¯2ij) nˆj = γκnˆi. (2.1.10)
Appliation of mass onservation leads to the following interfaial ondition for the veloity
[3℄
(u1i − u2i )nˆi = 0 (2.1.11)
whih depits the ontinuity of the normal veloity aross the interfae. Further, from
physial onsiderations alone, owing to the eets of visosity, ontinuity of the tangential
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veloity is also assumed [3℄. Li and Lai [48℄ further demonstrated that although the veloity
is ontinuous aross the interfae, the veloity gradient is not. Denoting un = ujnˆj and
ut = uj tˆj, the jumps in the tangential and normal veloity gradients aross the interfae
are
∂u1t
∂n
− ∂u
2
t
∂n
= −(µ1 − µ2)∂un
∂t
, (2.1.12)
∂u1n
∂t
− ∂u
2
n
∂t
= 0, (2.1.13)
respetively. Summarizing, the following onditions typially apply at the interfae
[ui]Γ
d
= 0 on Γ
d
× (0, tend) , (2.1.14)
[σij]Γ
d
nˆj = γκnˆi on Γd × (0, tend) , (2.1.15)[
∂ut
∂n
]
Γ
d
= − [µ] ∂un
∂t
on Γ
d
× (0, tend) . (2.1.16)
The jump notation [·]Γ
d
for a quantity f(xi) is dened as
[f(xi)]Γ
d
= f1 − f2, (2.1.17)
where
f1 = lim
xi∈Ω1→xi∈Γ
d
f(xi), (2.1.18)
f2 = lim
xi∈Ω2→xi∈Γ
d
f(xi). (2.1.19)
The interfaial ondition (2.1.14) states that the veloities are ontinuous aross Γ
d
, or,
in other words, that the jump in the veloity eld is zero. The seond interfae ondition
(2.1.15) states that the surfae tension balanes the jump of the normal stress at the inter-
fae. As a onsequene of (2.1.1)(2.1.2) and (2.1.14)(2.1.16), the veloity elds ui (x, t)
are weakly disontinuous aross Γ
d
, whereas the pressure eld p (x, t) has a strong dison-
tinuity at the interfae. In the ase where no surfae tension is onsidered, γ = 0 and the
jump in the pressure eld vanishes whih implies that p (x, t) has a kink aross Γ
d
. Finally,
we note that from (2.1.16), there will always be a kink in the tangential omponent of the
veloity us aross the interfae whether surfae tension exists or not; with the magnitude
of the kink being proportional to the visosity ratio of the two uids.
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2.1.2 Derivation of the weak formulation
We will now proeed to derive the weak form. We rst dene the trial and test spaes, Sh
and Vh for the veloities ui and pressure p as
Shui =
{
uhi
∣∣uhi ∈ (H1h)d , uhi = uˆhi on Γu} , (2.1.20)
Vhui =
{
whi
∣∣whi ∈ (H1h)d , whi = 0 on Γu} , (2.1.21)
Shp = Vhp =
{
qh
∣∣ qh ∈ L2h} , (2.1.22)
where H1h ⊆ H1 is the nite dimensional Sobolev spae with the spae H1 being the set of
funtions whih are, together with their rst derivatives, square-integrable in Ω. Further,
L2h ⊆ L2 is the nite dimensional Hilbert spae where the spae L2 is the set of funtions
whih are square-integrable in Ω. The hoie of these funtion spaes for the veloity and
pressure will beome apparent after the weak form is derived.
To derive the weak form, we start o with the strong form of the momentum equation
(2.1.1) whih we now multiply throughout by the test funtion wi and integrate over the
entire domain Ω to obtain∫
Ω
wi̺k
(
∂ui
∂t
+ uj
∂ui
∂xj
)
dΩ =
∫
Ω
wi
∂σij
∂xj
dΩ +
∫
Ω
̺kwigi dΩ . (2.1.23)
The rst term on the RHS of (2.1.23) an be further evaluated as
∫
Ω
wi
∂σij
∂xj
dΩ =
∫
Ω
[
∂
∂xj
(wiσij)− σij ∂wi
∂xj
]
dΩ , (2.1.24)
=
∫
Γu
S
Γh
S
Γd
wiσijnj dΓ−
∫
Ω
σij
∂wi
∂xj
dΩ , (2.1.25)
=
∫
Γh
wihˆi dΓ +
∫
Γ+
d
wi(σijnˆj)
+
dΓ +
∫
Γ−
d
wi(σijnˆj)
−
dΓ
−
∫
Ω
σij
∂wi
∂xj
dΩ , (2.1.26)
=
∫
Γh
wihˆi dΓ +
∫
Γd
winˆj
(
σ1ij − σ2ij
)
dΓ−
∫
Ω
σij
∂wi
∂xj
dΩ , (2.1.27)
=
∫
Γh
wihˆi dΓ +
∫
Γd
γκwinˆi dΓ−
∫
Ω
σij
∂wi
∂xj
dΩ , (2.1.28)
where the Gauss theorem has been used from (2.1.24) to (2.1.25), the denition of the
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test spae Vhui has been used from (2.1.25) to (2.1.26) (i.e. wi vanishes on the Dirihlet
boundary Γd), the interfae ondition (2.1.15) has been used from (2.1.27) to (2.1.28) and
nˆ+i is the unit normal vetor pointing from Ω1 to Ω2 and vie versa for nˆ
−
i . Substituting
(2.1.28) into (2.1.23), we obtain
∫
Ω
wi̺k
(
∂ui
∂t
+ uj
∂ui
∂xj
)
dΩ +
∫
Ω
σij
∂wi
∂xj
dΩ−
∫
Γh
wihˆi dΓ
=
∫
Ω
̺kwigi dΩ +
∫
Γd
γκwinˆi dΓ . (2.1.29)
The weak form of the ontinuity equation is found by multiplying (2.1.2) by the test
funtion, q and integrating over the entire domain Ω∫
Ω
q
∂uj
∂xj
dΩ = 0 . (2.1.30)
This is then added to (2.1.29) to obtain
∫
Ω
wi̺k
(
∂ui
∂t
+ uj
∂ui
∂xj
)
dΩ +
∫
Ω
σij
∂wi
∂xj
dΩ−
∫
Γh
wihˆi dΓ
+
∫
Ω
q
∂uj
∂xj
dΩ =
∫
Ω
̺kwigi dΩ +
∫
Γd
γκwinˆi dΓ . (2.1.31)
We now return to justify the hoies for the pressure and veloity funtion spaes hosen
earlier: (2.1.20)(2.1.22). From (2.1.31), we observe that only the rst spatial derivatives
of both the trial funtion ui and the test funtion wi appear in the weak form under
the integral sign. This suggests that the H1h ⊆ H1 nite-dimensional Sobolev spae is a
suitable hoie in this ase. Further, we see that the pressure appears by itself without any
spatial derivative under the integral sign. Therefore, the nite-dimensional L2h ⊆ L2 spae
of square-integrable funtions in Ω is a suitable hoie. We note that the integration by
parts in the weak formulation has redued the regularity requirements on the trial funtion
ui so that it an now ome from a less restritive spae.
Moving on to the boundary onditions, it is noted that the Neumann boundary ondition
(2.1.5) is inorporated as a natural boundary in the weak form. The Dirihlet boundary
ondition (2.1.4) is also aounted for by the proper hoie of the spae where the veloity
trial funtion ui belongs (2.1.20). Sine there are no expliit Dirihlet boundary onditions
on pressure, the trial and test funtion spaes for pressure are idential (2.1.22). As for the
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interfaial ondition (2.1.15), we see that it is one again inluded as a natural boundary
ondition in the weak form. The interfaial onditions (2.1.14) to (2.1.16) suggest that the
pressure has a jump and the veloity eld has a kink aross the interfae. These onditions
may be aounted for by enrihing the funtion spaes Shui , Vhui and Shp so that suh speial
solution harateristis an be reprodued aross the interfae within the elements. The
topi of enrihment of the approximation spaes (XFEM) will be disussed in more detail
in Chapter 3.
The disretized weak form an be formulated as: Find uhi ∈ Shui and ph ∈ Shp suh that
∀whi ∈ Vhui and ∀qh ∈ Vhp ,∫
Ω
whi ̺k
(
∂uhi
∂t
+ uhj
∂uhi
∂xj
)
dΩ +
∫
Ω
σij
∂whi
∂xj
dΩ−
∫
Γh
whi hˆi dΓ
+
∫
Ω
qh
∂uhj
∂xj
dΩ =
∫
Ω
̺kw
h
i gi dΩ +
∫
Γd
γκwhi nˆi dΓ , (2.1.32)
with k = (1, 2). Due to the existene of the nonlinear onvetive term and the saddle-point
nature of the veloity-pressure formulation, we further obtain the SUPG/PSPG-stabilized
version of the disretized weak form [45℄: Find uhi ∈ Shui and ph ∈ Shp suh that ∀whi ∈ Vhui
and ∀qh ∈ Vhp ,
∫
Ω
whi ̺k
(
∂uhi
∂t
+ uhj
∂uhi
∂xj
)
dΩ +
∫
Ω
σij
∂whi
∂xj
dΩ−
∫
Γh
whi hˆi dΓ +
∫
Ω
qh
∂uhj
∂xj
dΩ +
nel∑
e=1
∫
Ωele
τe
(
uhj
∂whi
∂xj
+
1
̺k
∂qh
∂xi
)
·
[
̺k
(
∂uhi
∂t
+ uhj
∂uhi
∂xj
− gi
)
− ∂σij
∂xj
]
dΩ
=
∫
Ω
̺kw
h
i gi dΩ +
∫
Γd
γκwhi nˆi dΓ, (2.1.33)
where the additional stabilization terms are found within the summation
∑nel
e=1. These
terms stabilize osillations in advetion dominated regions and enable equal-order inter-
polations of the veloity and pressure by irumventing the LBB ondition [49, 50℄. The
stabilization parameter τe is element-spei and is dened as [32℄
τe =

( 2
∆t
)2
+
(
2|uhavg|2
he
)2
+
(
4ν
h2e
)2−1/2 , (2.1.34)
where |uhavg|2 is the L2-norm of the average veloity omputed element-wise, ν is the kine-
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mati visosity whih takes on the weighted average of the two uids' visosities when the
element is ut by the interfae and he is omputed element-wise as
he =
√
2 · Aele /hdiag, (2.1.35)
with Aele being the element area and hdiag being the largest diagonal distane between the
nodes of the element [33℄.
2.2 The level-set transport equation
In this setion, we introdue the level-set method as a method for the impliit representation
of interfaes. An impliit interfae representation denes the interfae as the isoline of some
impliit funtion (alled the level-set funtion). It is to be noted that the spae on whih the
isoline is dened is one dimension lower than that of the level-set funtion. More generally,
if the level-set funtion φ(x) is a surfae dened for all x ∈ Rn, its isoline will then be
dened on the R
n−1
spae. For example, suppose our level-set funtion is dened by
φ(x) = |x|2 − c, ∀x ∈ R2, (2.2.1)
the equation of the isoline represented by φ(x) = 0 will then be given by:
y =
√
c− x2, ∀x ∈ [−√c,√c], c ∈ R+ (2.2.2)
whih is a irle with radius
√
c, entered at the origin of the R2 plane. The level-set
funtion is illustrated in Figure 2.2. We note that the irle is dened on [−√c,√c] whih
is one dimension lower than the R
2
spae on whih the level-set funtion φ(x) is dened.
Suh a representation of the interfae might at rst seem unneessarily wasteful sine the
level-set funtion is a surfae dened for all x ∈ R2 whereas the interfae is only a irle
with dimension R
1
. There are, however, several advantages assoiated with this higher
dimensional representation of the interfae. For example, the impliit representation an
handle dynami interfaes whih exhibit topologial hanges (pinhing apart of the interfae
or merging of several piees of the interfae) with ease whereas the Lagrangian mesh in
an expliit representation has to be resolved over and over again everytime piees of the
surfae merge together or pinh apart. For the impliit representation, onnetivity does
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not need speial treatment and a uniform Cartesian grid an be used with straightforward
generalization of the tehnique from R
2
to R
3
.
Figure 2.2: Representation of an interfae by an impliit funtion.
Suppose the level-set funtion (2.2.1) is time-dependent, it then divides the entire R
2
spae
into two distint regions, Ω−(t) and Ω+(t) whih along with the interfae Γ(t), are subjet
to the following onditions:
φ(x, t)


< 0 in Ω−(t)
= 0 on Γ(t)
> 0 in Ω+(t),
(2.2.3)
where x ∈ R2 and t ∈ R+. The above formulation an be applied to dimensions higher than
R
2
without loss of generality. The situation is illustrated in Figure 2.3. Now, we suppose
that the interfae, Γ(t) is moving with veloity u(x, t). Sine the interfae is dened by
φ (x(t), t) = 0, (2.2.4)
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we an take the total derivative and obtain:
dφ (x(t), t)
dt
= 0 , (2.2.5)
∂φ
∂t
+ u · ∇φ = 0 , (2.2.6)
∂φ
∂t
+ un|∇φ| = 0 , (2.2.7)
where in (2.2.6) and (2.2.7), we have made use of the following relations,
∇φ = |∇φ|n , and (2.2.8)
un = u · n , (2.2.9)
respetively. We note that un(x, t) represents the normal veloity at a ertain point x on
the moving interfae Γ(t). Equation (2.2.7), whih represents an advetion equation for the
moving interfae, is also known as the level-set equation. It was rst introdued by Osher
and Sethian [51℄ for numerial interfae evolution.
An important property of the interfae, espeially in two-uid ow problems, is the mean
urvature of the interfae, dened as the divergene of the normal n as
κ (x(t), t) = ∇ · n . (2.2.10)
Substituting n from (2.2.8) into (2.2.10), we obtain
κ (x(t), t) = ∇ ·
( ∇φ
|∇φ|
)
, (2.2.11)
whih represents the expression for the mean urvature dened in terms of the level-set
funtion φ.
A popular lass of funtions used for impliit surfae representations are known as the
signed-distane funtions. A distane funtion is dened as:
φd (x(t), t) = min
x
∗∈Γd
‖x− x∗‖ , ∀x ∈ Rn . (2.2.12)
The distane funtion φd is a legitimate level-set funtion sine φd = 0,∀x ∈ Γd. Geomet-
rially, for eah point x ∈ Rn, the value of φd is simply the shortest distane of the point
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Ω+(t)
φ(x, t) > 0Ω
−(t)
φ(x, t) < 0
Γ(t)
φ(x, t) = 0
x
y
Figure 2.3: Separation of the R
2
plane into domains Ω−(t) and Ω+(t) by the zero ontour
of the level-set funtion dened in (2.2.1) .
from the interfae, Γ. A desirable property of the distane funtion is that
|∇φd| = 1 (2.2.13)
whih immediately leads to the following simpliations in the level-set equation (2.2.7) and
the expression for the urvature (2.2.11),
∂φ
∂t
+ un = 0 , (2.2.14)
κ (x(t), t) = ∆φ , (2.2.15)
where∆ = ∇·∇ is the Laplaian operator. A main disadvantage of using distane funtions
as the level-set funtion is that they possess a kink at the interfae where φd = 0 is a loal
minimum. This auses problems in approximating derivatives on or near the interfae in
a disrete setting. To overome this problem, the signed-distane funtion is proposed and
is dened as
φsd (x(t), t)


= −φd ∀x ∈ Ω−(t)
= φd ∀x ∈ Ω+(t)
= φd = 0 ∀x ∈ Γ(t) .
(2.2.16)
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A more ompat denition is
φsd (x(t), t) = ± min
x
∗∈Γd
‖x− x∗‖ , ∀x ∈ Rn , (2.2.17)
where the orret sign to be taken is determined from (2.2.16). The signed-distane funtion
also possesses the desirable property (2.2.13) in addition to being monotone aross the
interfae. This means that problems in dierentiation at or near the interfae disappear.
The signed-distane representation of the interfae in (2.2.2) is shown in Figure 2.4.
Figure 2.4: Representation of an interfae by the signed-distane funtion.
2.2.1 Derivation of the weak formulation
The following trial Shφ and test Vhφ funtion spaes are hosen for the level-set funtion φ:
Shφ = Vhφ =
{
ψh
∣∣ψh ∈ H1h} , (2.2.18)
where H1h ⊆ H1 is the nite dimensional Sobolev spae with the spae H1 being the set of
funtions whih are, together with their rst derivatives, square-integrable in Ω. Note that
the trial and test funtion spaes oinide sine there are no inow/outow boundaries
in all the test ases onsidered in this study. In the ase where inow/outow boundaries
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exist, sine the level-set transport equation is a pure advetion (hyperboli) equation, only
Dirihlet boundary onditions may be speied at the inow boundary (see Gresho and
Sani [34℄).
Referring to (2.2.6), the SUPG-stabilized weak formulation an be stated as: Find φh ∈ Shφ
suh that ∀ψh ∈ Vhφ , ∫
Ω
ψh
(
∂φh
∂t
+ uhj
∂φh
∂xj
)
dΩ +
nel∑
e=1
∫
Ωele
τe
(
uhj
∂ψh
∂xj
)
·
[
∂φh
∂t
+ uhj
∂φh
∂xj
]
dΩ = 0 , (2.2.19)
where, one again, as for the weak formulation of the Navier-Stokes equations (2.1.33),
the additional stabilization terms are found within the summation
∑nel
e=1. Note that the
stabilization parameter τe has already been dened in (2.1.34) and the expression within
the square brakets denotes the residual of the disrete level-set equation. Finally, to justify
the hoie of the test and trial funtion spaes, we note from the weak form (2.2.19) that
only the rst spatial derivatives of both φh and ψh exist, thus the H1h spae is appropriate.
2.2.2 The reinitialization equation
At the beginning of the simulation, the level-set funtion φ is initialized to be the signed-
distane funtion φsd to the interfae Γ
0
. However, as the interfae evolves with time, the
level-set funtion may beome very steep or at in some regions, partiularly in the viinity
of the interfae, thus losing the desirable property |∇φ| = 1.0. This deterioration of the
level-set funtion is inevitable and is a natural onsequene of the advetion proess, but
it makes an aurate determination of the interfae diult. We illustrate this diulty
with respet to Figure 2.5 whih shows the level-set funtion being adveted in a single
time step within a omputational ell. Initially, the level-set funtion is initialized to be
the signed-distane funtion, i.e. φ0 = φsd. After one time step, the interfae has shifted to
position Γ1 whih is unknown to us sine only the nodal values of the new level-set funtion
φ1 are stored. If we employ a linear interpolation (shown as a red line in Figure 2.5) to
approximate the position of the interfae from the nodal level-set values, we will obtain Γ˜1
whih is not equal to the real interfae position at Γ1. We note that the loser the level-set
funtion is to the signed-distane funtion, the better is the approximation. This provides
the motivation for reinitializing the level-set funtion periodially, in addition to obtaining
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simpler expressions for the level-set equation (2.2.14) and the mean urvature (2.2.15). We
also note that in the viinity of the interfae, where the level-set funtion is too steep, the
interfae propagation problem amounts to the transport of a nearly disontinuous funtion,
whih requires a very ne mesh to suppress numerial osillations near the interfae [52℄.
Those osillations aet not only the interfae shape but also the quality of interfae normal
and urvature alulations.
b
b
b
b
b b b b
Γ0 Γ
1
Γ˜1
φ0 = φsd
φ1 6= φsd
Figure 2.5: Movement of the level-set funtion within a omputational ell in a single time
step.
Reinitialization of the level-set funtion has been an ative area of researh in the level-
set method, see e.g. [23, 5355℄. Reinitialization is simply the proess of replaing φ by
the signed-distane φsd whih has the same zero ontour as φ but is well-behaved (i.e.
possessing the desirable property |∇φ| = 1.0), and then using this new funtion for the
advetion until the next reinitialization.
A straightforward way to reinitialize the level-set funtion is to loate the position of the
interfae by some interpolation tehnique and then onstrut the signed-distane funtion
to this interpolated front, see e.g. [3, 56℄. The auray of the approximated interfae
loation depends on the auray of the interpolation method used. If a pieewise linear (or
pieewise planar in 3D) interfae representation is used, kinks will exist in the reinitialized
level-set funtion. Therefore, this proedure has the disadvantage that it may introdue
unwanted osillations in the urvature (2.2.15) whih is represented as the Laplaian of
the level-set funtion [15℄. This is highly undesirable in situations where suh geometri
quantities play a ruial role (as for two-uid ow where the urvature is needed to ompute
the surfae tension). See Setion 6.3.4 for a numerial demonstration of this fat.
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In Sussman et al. [53℄, the reinitialization is formulated as solving a partial dierential
equation together with initial ondition given by
∂φ
∂τ
+ sign(φ)(|∇φ| − 1) = 0 , ∀(x, τ) ∈ Ω× (0, Tsteady) , (2.2.20)
φ(x, 0) = φ0 , (2.2.21)
where
sign(φ) =


−1 if φ < 0
0 if φ = 0
1 if φ > 0,
(2.2.22)
φ0 is the initial level-set funtion at the beginning of the reinitialization and τ is the pseudo
time. The above equation is to be solved to steady state where Tsteady is the time taken
to reah steady state. We note that at steady state,
∂φ
∂τ
= 0 and hene, |∇φ| = 1.0. In
priniple, φ remains unhanged at the interfae (where sign(φ) = 0), therefore, the zero
isoline of φ and φ0 are the same. Away from the interfae, |∇φ| will onverge to 1.0. This
algorithm avoids expliitly loating the position of the interfae by interpolation.
We now reast (2.2.20) into a dierent (and more illuminating) form [57℄
∂φ
∂τ
+w · ∇φ = sign(φ), (2.2.23)
where
w = sign(φ)
∇φ
|∇φ| (2.2.24)
is the harateristi veloity of the hyperboli equation (2.2.23). We observe that w is
pointing outward from the interfae in the diretion of the normal. This means that φ(x, τ)
will be reinitialized to |∇φ| = 1 near the interfae rst. The impliation is that we typially
need muh fewer pseudo time-steps in order that the property |∇φ| = 1 is satised for grid
points lose to the interfae whih is what we really need. Grid points far away from the
interfae are inonsequential for the desription of the interfae.
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2.3 Closure
In this hapter, we have presented the governing equations essential to the simulation of
two-phase inompressible ow. The Navier-Stokes equations and the aompanying inter-
faial onditions are rst given in Setion 2.1. The interfaial onditions reveal that, in the
presene of surfae tension, a jump and a kink exist aross the interfae in the pressure
and veloity elds, respetively. A detailed derivation of the weak formulation is given in
Setion 2.1.2. We emphasize the fat that the seletion of suitable funtion spaes for the
dependent variables (i.e. pressure and veloity) depends on the manner in whih suh vari-
ables appear in the weak form. The weak formulation allows us to trade the dierentiation
between the trial and test funtions, leading to minimal regularity requirement for the trial
spae.
The desription of the moving interfae is realized by transporting a level-set funtion whose
zero level desribes the interfae position. The level-set equation together with its weak
formulation are given in Setion 2.2. An important onsequene of suh a pure advetion
problem is that the signed-distane property is not retained as the level-set funtion is
transported with the ow veloity. Therefore, a reinitialization proedure (Setion 2.2.2) is
mandatory. In this study, we employ the method of solving a partial dierential equation
to steady state suh that the desirable property |∇φ| = 1 is regained at least for points
lose to the interfae at intermediate steps during the simulation.
Chapter 3
Spatial disretization: XFEM
The Extended Finite Element Method (XFEM) [5℄ is a numerial method for modelling
arbitrary disontinuities in nite elements by extending the pieewise polynomial approxi-
mation spae of the standard FEM to inlude disontinuous funtion spaes in loal regions
of the omputational domain whih exhibit disontinuities. This is ahieved via a partition-
of-unity onept [58℄. In this hapter, an overview of the XFEM is rst given. This is then
followed by a desription of the standard XFEM approximation with enrihments for both
strong and weak disontinuities. The subell quadrature proedure essential to XFEM is
then presented. The next setion moves on to higher-order XFEM for urved disontinu-
ities (in 2D only). Numerial results demonstrating the higher-order auray for physial
problems involving both strong and weak disontinuities are then given.
3.1 An overview of the XFEM
The lassial FEM relies on the approximation properties of mapped polynomials. Optimal
auray is ahieved for smooth solutions and inner-element jumps and kinks lead to a
drasti derease in auray. It is, therefore, ruial in the lassial FEM to align the
element edges of the mesh with the interfaes where strong and weak disontinuities appear.
Furthermore, for strong disontinuities, a omplete deoupling of the elements adjaent to
the interfae is important. In appliations where the interfaes are moving, the mesh has
to be updated so that the elements always align with the moving interfae (i.e. interfae
traking).
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For the past deade, the need to model frature proesses (raks in onrete, fatigue
rak in adhesive bonded joints, et.) has provided the impetus for the development of
a new nite element tehnique based on the Partition-of-Unity (PUM) onept [58℄ to
model raks and rak growth whih do not require any remeshing. The idea is to take
into aount a priori known disontinuous solution properties and inorporating them as
non-lassial shape funtions into the standard FEM approximation spae via a partition-
of-unity onept. Finite element shape funtions are used to build a partition of unity and
to loalize the involved enrihment funtions. As suh, the XFEM is often alled a loal
PUM method.
The idea was rst oneived by Belytshko and Blak [59℄ who ahieved minimal remeshing
for the nite element method by adding disontinuous asymptoti rak tip displaement
enrihment funtions to the FEM approximation spae in order to aount for the presene
of the raks. However, urved raks were treated by a tedious mapping of the straight
rak enrihed eld and hene, their method is not readily appliable to long raks or
raks in three dimensions. In Moës et al. [5℄, not only were the nodes enrihed with
the asymptoti rak tip displaement solutions near the rak tip, but also with a step
funtion along the rak path whih takes into aount the jump of the displaement aross
the rak. The nite element mesh an then be dened independently of the rak geometry
and no remeshing was required. A signiant advanement of the XFEM was given by its
oupling with the level-set method (see e.g. Stolarska et al. [60℄). An advantage of this
oupling is that the proess of determining the nodes to be enrihed is failitated through
the level-set representation. The level-set method provides an exellent omplement to the
XFEM as both require only a xed mesh to be used throughout the simulation.
Ever sine the introdution of the XFEM in the pioneering works of Belytshko et al. [59℄
and Moës et al. [5℄, it has rapidly evolved into an extremely ative and fruitful eld of
researh with simulation results in XFEM presented for a multitude of physial problems
inluding modelling of branhed and interseting raks [61℄, holes and inlusions [62℄,
disloations [63℄, solidiation problems [6466℄, partiulate ows (partile-laden ows) [67,
68℄, two-phase ows [9, 10℄, boundary layer problems [69℄, et.
For ompleteness, we also mention two losely allied methods of whih the distintion
between them and the XFEM has blurred over time. These are the Partition-of-Unity
method (PUM) [70,71℄ and generalized nite element method (GFEM) [7274℄. Similar to
the XFEM, these methods are meshbased enrihment methods whih realize the enrihment
extrinsially by the partition-of-unity onept. Here, extrinsi enrihment means adding
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speial shape funtions to the standard polynomial approximation spae, resulting in more
unknowns in the approximation. This is in ontrast to an intrinsi enrihment where (some
of the) shape funtions in the polynomial approximation spae are replaed with speial
shape funtions apable of apturing non-smooth solutions [75℄. See Fries and Belytshko
[76℄ for a reent overview of these methods. Other overviews of the XFEM inlude Karihaloo
and Xiao [77℄ and Belytshko et al. [78℄.
3.2 The XFEM formulation
Consider a d-dimensional domain Ω ∈ Rd whih is disretized by nel elements, numbered
from 1 to nel. I is the set of nodes in the domain, I∗ ⊂ I is the nodal subset of the
enrihment and Ielk are the element nodes of element k ∈ {1, · · · , nel}. The standard XFEM
approximation of a funtion u(x),x ∈ Ω is given as:
uh (x) =
∑
i∈I
Ni (x)ui︸ ︷︷ ︸
Strd. FE approx.
+
∑
i∈I∗
N∗i (x)ψ (x) ai︸ ︷︷ ︸
enrihment
, (3.2.1)
where the individual variables are dened aording to
Ni (x) : FE interpolation funtion at node i,
ui : nodal unknown of the approximated funtion,
N∗i (x) : partition-of-unity funtion at node i,
ψ (x) : global enrihment funtion.
ai : unknown of the enrihment at node i.
The rst term on the RHS is the standard FE approximation and the seond term the
extended approximation whih is really the sum of the PU funtions N∗i (x) multiplied
with the enrihment funtion ψ (x) with orresponding extra (enrihed) degrees of freedom
ai. The global enrihment funtion ψ (x) inorporates the speial non-smooth solution
properties (i.e. jumps, kinks, singularities, et.) into the approximation spae. The produts
N∗i (x)ψ (x)may be termed loal enrihment funtions beause their supports oinide with
the supports of typial FE shape funtions, leading to sparsity of the disrete equations.
Note that only nodes in a nodal subset I∗ ⊂ I are enrihed.
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An important question remains as to whih nodes should be inluded in the subset, I∗ ⊂ I
in the above approximation? We shall answer this question with referene to Figure 3.1
where a artesian grid in two dimensions is rossed by a urved disontinuity. In order
to reprodue the disontinuity in the shaded elements (also alled reproduing elements),
we need the parition-of-unity funtions, N∗i (x) to build a partition-of-unity over suh
elements. It is then lear that all the nodes belonging to these reproduing elements are to
be inluded in the nodal set I∗ shown as dark-olored dots in the gure. We further note
the PU funtions N∗i (x) build a partition-of-unity in the orresponding loal part of the
domain where the enrihment is desired to be reprodued, i.e.
∑
i∈I∗
N∗i (x) = 1 ∀x ∈ Ω∗, (3.2.2)
where the domain Ω∗ is the union of all the reproduing elements (shown as the shaded
region in Figure 3.1).
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enrihed nodes, I∗
unenrihed nodes, I/I∗
disontinuity
reproduing elements
Figure 3.1: Disretized domain rossed by a urved disontinuity in two dimensions, dis-
playing the nodal set I∗ and the reproduing elements (shaded).
A more general form of the XFEM approximation for multiple enrihments is given by:
uh (x) =
∑
i∈I
Ni (x)ui︸ ︷︷ ︸
strd. FE approx.
+
m∑
j=1
∑
i∈I∗j
N∗i (x) a
j
iψ
j (x)
︸ ︷︷ ︸
enrihment
, (3.2.3)
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where the individual variables are dened aording to
Ni (x) , N
∗
i (x) , ui, I, I
∗ : dened as in (3.2.1),
m : total number of enrihments,
aji : unknown of the enrihment j at node i,
I∗j : nodal subset of enrihment j, I
∗
j ⊂ I,
ψj (x) : jth global enrihment funtion.
If only one enrihment is used, (3.2.3) reverts to (3.2.1). We further note that for eah
enrihment, the PU funtions N∗i (x) build a partition-of-unity in the orresponding loal
part of the domain where the enrihment is desired to be reprodued, i.e.
∑
i∈I∗j
N∗i (x) = 1 ∀x ∈ Ω∗j , ∀j = 1, · · · ,m, (3.2.4)
where the domain Ω∗j is the union of all the reproduing elements attahed to enrihment
j. Approximations of the form (3.2.1) do not, in general, possess the Kroneker-δ property.
Consequently, uh(xi) 6= ui whih renders the imposition of essential boundary onditions
diult. Further, the interpretation of results is not straightforward sine uh(xi) an only
be found by evaluating all terms in the approximation. It is therefore desirable to reover
the Kroneker-δ property by having enrihment terms whih vanish at all nodes. In view
of this, the shifted XFEM approximation is often preferred
uh (x) =
∑
i∈I
Ni (x)ui +
∑
i∈I∗
N∗i (x) [ψ (x)− ψ (xi)]ai. (3.2.5)
The shifted approximation was rst proposed in Belytshko et al. [4℄ where it was demon-
strated that the new formulation is still able to reprodue the enrihment funtion exatly.
44 The XFEM formulation
3.2.1 Enrihment for strong disontinuities
For strong disontinuities (jumps), the sign-enrihment ψ
sign
(x) is often used as the en-
rihment funtion leading to the following XFEM approximation
uh (x) =
∑
i∈I
Ni (x)ui +
∑
i∈I∗
N∗i (x)ψsign (x) ai, (3.2.6)
where ψ
sign
(x) is dened as
ψ
sign
(x) = sign (φ(x)) =


−1 if φ(x) < 0
0 if φ(x) = 0
1 if φ(x) > 0.
(3.2.7)
An important onsequene of using the shifted sign-enrihment is that it vanishes outside
the elements rossed by the interfae, so that only these reproduing elements need to be
onsidered when performing the quadrature of the disretized weak form.
3.2.2 Enrihment for weak disontinuities
For the ase of weak disontinuities (kinks), the abs-enrihment ψ
abs
(x) is often hosen as
the enrihment funtion leading to the following XFEM approximation
uh (x) =
∑
i∈I
Ni (x)ui +
∑
i∈I∗
N∗i (x)ψabs (x) ai, (3.2.8)
where ψ
abs
(x) is dened as
ψ
abs
(x) = abs (φ (x)) = |φ (x)| . (3.2.9)
However, for this partiular hoie, it is well known that only suboptimal onvergene
rates an be ahieved due to problems in blending elements, see e.g. [79, 80℄. In order to
avoid problems in blending elements for the abs-enrihment, a number of approahes have
emerged. The approahes onsidered in this work are desribed in Setion 3.4.
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Figure 3.2: The standard (a) bilinear 2D element and (b) trilinear 3D element.
3.3 Quadrature
An important onsequene of extending the FE approximation by the enrihment funtion
ψ (x) is that the jump or kink in the enrihment funtion is now inherited by the resulting
shape funtions of the enrihment part N∗i (x) · ψ(x). This has important onsequenes
in the quadrature of the weak form. Standard Gaussian quadrature for the weak form
requires smoothness of the integrands. In the presene of jumps or kinks, the auray
of the Gaussian quadrature and other methods whih assume smoothness is drastially
redued. Therefore, for disontinuous enrihments, speial proedures are required for the
quadrature of the weak form. In this setion, we rst desribe the quadrature proess in 2D
followed by a similar disussion in 3D. The proess is desribed only for standard bilinear
(2D) and trilinear elements (3D), see Figure 3.2. Higher-order approximation is desribed
in the next setion.
3.3.1 Quadrature in two dimensions
For integration purposes, a deomposition of the elements into subells that align with
the disontinuity is typially employed in the XFEM [4, 5℄. In this study, the interfae is
desribed impliitly by a disretized level-set funtion whih is interpolated by Lagrange
FE shape funtions so that the zero-level is given by
φh (x, t) =
∑
i∈I
Ni (x)φi(t) = 0. (3.3.1)
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It is oneivable that the interpolated interfae is, in general, urved (espeially when
higher-order shape funtions are employed in the interpolation). However, if linear inter-
polation is used (i.e. with shape funtions assoiated with 3-node triangular or 4-node
tetrahedral elements), then pieewise linear and planar interfaes result in 2D and 3D, re-
spetively. In this study, linear interpolation is employed sine suh pieewise linear/planar
interfaes failitate the subell integration proess by enabling a deomposition of the ut
elements into polygons in 2D and polyhedra in 3D. It is to be noted, however, that suh
pieewise linear/planar interfaes are in general urved when projeted to the real domain.
We rst note that Gaussian quadrature an be employed whih enables the exat integra-
tion of polynomials up to a ertain order in the referene element. However, this 'exat
integration' property is preserved only for triangular subells in the real domain. This is
beause the Jaobian for the projetion of the Gaussian points from the standard triangu-
lar referene element to the real triangular element is a onstant. On the other hand, this
Jaobian is not onstant for the ase of the quadrilateral element, thus losing the 'exat
integration' property. Therefore, in this study, the ut elements are always deomposed in
suh a manner that only triangular subells result.
The subell integration proedure is illustrated in Figure 3.3. The rst gure on the left
(a) shows the original interfae rossing the element. This ut element is then subdivided
into two triangular subells in (b) so that linear interpolation an be employed in eah,
resulting in a pieewise linear representation of the interfae (shown by the blue segments).
Finally, the quadrilateral subells are further subdivided so that only triangular subells
result for the integration.
3.3.2 Quadrature in three dimensions
In general, the interfae desribed by (3.3.1) is only pieewise planar if the shape fun-
tions Ni (x) employed in the interpolation are those belonging to the linear tetrahedral
element. From Figure 3.4, we observe that ut tetrahedra are either (a) two pentahedra
or (b) a tetrahedron and a pentahedron. Therefore, in order to have only pieewise planar
interfaes (to failitate subell integration), the hexahedral element is deomposed into
tetrahedral subells so that the interpolated interfae is planar within eah subell where
linear interpolation is employed. However, we note that the deomposition of the hexa-
hedron into tetrahedral subells is not unique. Two possible ongurations are shown in
Figure 3.5 where the hexahedron is deomposed into 6 tetrahedral subells and in Figure
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Figure 3.3: (a) shows the original interfae. In order to onsider only polygons to failitate
integration, the bilinear element is subdivided into two triangles where linear interpolation
is applied in eah, resulting in a pieewise linear representation of the interfae in (b). For
the quadrature, further subdivisions are made so that only triangular subells result.
(a) (b)
Figure 3.4: An embedded interfae in a tetrahedral element divides the element into (a)
two pentahedra and (b) a tetrahedron and a pentahedron.
3.6 where the hexahedron is deomposed into 5 tetrahedral subells. We note that the re-
sulting interpolated interfae also diers in the two ases even though the same disretized
level-set funtion has been used in both ases. In this study, we selet the deomposition
as shown in Figure 3.5 for the reason that the diagonals on opposite faes math so that
there will be no inompatilibility in the interpolated interfae on interelement faes of the
hexahedral mesh (i.e. there will be no disontinuities in the interpolated interfae aross
element faes). Figure 3.7 shows the deomposition of the ut hexahedron (from Figure
3.5) into six tetrahedral subells with the linearly interpolated interfae shown in eah.
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(a) (b)
Figure 3.5: (a) Deomposition of a hexahedral element into 6 tetrahedra, (b) pieewise
planar embedded interfae.
(a) (b)
Figure 3.6: (a) Deomposition of a hexahedral element into 5 tetrahedra, (b) pieewise
planar embedded interfae.
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Figure 3.7: Deomposition of a hexahedral element into six tetrahedra where linear in-
terpolation is employed in eah, resulting in a pieewise planar interfae. For eah of the
tetrahedral subells, the interfae further subdivides the tetrahedron into either a penta-
hedron and a tetrahedron or two pentahedra.
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3.4 Higher-order XFEM
This setion onsiders the topi of higher-order XFEM (p-XFEM). Optimal onvergene
rates have frequently been ahieved for linear elements and pieewise planar interfaes.
Higher-order onvergene for arbitrary urved interfaes relies on two major issues: (i)
an aurate quadrature of the Galerkin weak form for the ut elements and (ii) a areful
formulation of the enrihment whih should prelude any problems in the blending ele-
ments. For (i), we employ a strategy of subdividing the elements into subells with only
one urved side. Referene elements whih are higher-order on only one side are then used
to map the integration points to the real element. For (ii), we nd that enrihments for
strong disontinuities are easily extended to higher-order auray. In ontrast, problems
in blending elements may hinder optimal onvergene for weak disontinuities. Dierent
formulations are investigated, inluding the Correted XFEM [80℄. Numerial results for
two test ases involving strong or weak urved disontinuities are presented. Quadrati and
ubi approximations are investigated. Optimal onvergene rates are ahieved using the
standard XFEM for the ase of a strong disontinuity. Close-to-optimal onvergene rates
for the ase of a weak disontinuity are ahieved using the Correted XFEM. This setion
is based on the reent study by Cheng and Fries [81℄ and disussion is restrited to two
dimensions only.
3.4.1 An overview
Formally, the XFEM approximation may easily be extendedwith the aim to ahieve
higher-order onvergeneby using higher-order nite element shape funtions in the en-
rihed approximation. This has already been disussed in one of the rst studies on the
XFEM [5℄. However, this is not neessarily suient to obtain higher-order onvergene
rates for arbitrary urved interfaes for whih we nd two reasons.
The rst reason is that for higher-order onvergene, it is expeted that a higher-order
approximation is also required for the urved interfae desription [82℄. On the same grid,
this interfae desription is independent of the XFEM approximation. In XFEM appli-
ations, interfaes are typially desribed by means of the level-set method. Within the
ut elements, the zero-level of the level-set funtion is interpolated by means of standard
nite element (FE) shape funtions. The interfae position is then only an approxima-
tion of the exat interfae position and the extension to a higher-order approximation is
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straightforward by using higher-order FE shape funtions in the interpolation. The re-
sulting zero-level is then, in general, arbitrarily urved inside elements. As a result, the
jumps and kinks in the enrihment funtions of the XFEM-approximation our aross
urved interfaes. A deomposition of ut elements into polygonal (in 2D) or polyhedral
(in 3D) subelements for integration purposes, whih is standard in the XFEM [4, 5, 83℄, is
then no longer justied and leads to suboptimal onvergene rates as found in [84, 85℄. A
deomposition into subelements whih onsiders the urvature of the interfae is proposed
in [82℄. As suh, 6-node and 10-node triangles are used for quadrati and ubi elements,
respetively. Even though signiant improvements in the auray and onvergene rates
are reported, optimal onvergene rates have not been ahieved. The authors attributed
the suboptimal onvergene rates to approximations in the quadrature sheme. Another
approah for the quadrature in the presene of urved interfaes is given by Dréau et
al. [86℄. Elements ut by the interfae are suessively split into ner and ner subells for
quadrature. Though optimal onvergene rates in quadrature have been ahieved for up
to order three polynomial approximations; oneivably, a very large number of integration
points is required whih inreases the omputational ost drastially. Herein, we propose
a new approah whih subdivides the elements into triangular and quadrilateral subells
with only one urved side. Referene elements whih are higher-order on only one side are
then used to map the Gaussian integration points to the real element.
The seond issue whih requires areful onsideration for higher-order XFEM appliations
is the formulation of the enrihment. This is of partiular importane in the presene of
weak disontinuities (kinks). The enrihment terms are then typially based on the abs-
enrihment ψ
abs
(x). Problems in blending elements are well-known for the abs-enrihment
and have been reported e.g. in [79,87℄. These problems hinder an optimal onvergene even
for linear elements in the standard formulation of the XFEM approximation. A number
of general approahes for solving problems in blending elements have emerged: (i) The
orreted or weighted XFEM [80,88,89℄, (ii) the suppression of blending elements by ou-
pling fully enrihed and standard FE regions [90, 91℄, (iii) the use of speial, hierarhial
shape funtions in the blending elements [79, 92℄, and (iv) assumed strain blending ele-
ments [79,91℄. The following strategies to x problems in blending elements are restrited
to the ase of the abs-enrihment for weak disontinuities: (v) using enrihments for strong
disontinuities (whih do not have problems in blending elements) and enforing the onti-
nuity e.g. by means of Lagrange multipliers [93℄, (vi) using FE funtions of dierent order
in the standard FE part of the approximation and the enrihed part [82℄, and (vii) using
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the modied abs-enrihment as proposed in [94℄. For the extension to higher order, from
the approahes (i) to (iv), we hoose the orreted XFEM for its simpliity. We ompare
this with the results obtained by approahes (vi) and (vii).
Referenes that are onerned with higher-order results in the presene of jumps and kinks
within elements are found in [90,92℄ for straight interfaes. Curved interfaes are disussed
in [84, 85℄ where for integration purposes the urvature is negleted, and [82℄ where a
quadrature for urved interfaes is proposed. However, the onvergene studies in these
referenes indiate that only suboptimal onvergene is ahieved for urved interfaes. To
the best of the author's knowledge, the study by Cheng and Fries [81℄ is the rst to have
reported lose-to-optimal higher-order onvergene rates for arbitrary urved weak dison-
tinuities. In this setion, we present onvergene results for problems with both weak and
strong disontinuities and demonstrate that optimal/lose-to-optimal onvergene rates
have been ahieved for both types of disontinuities.
3.4.2 Subell quadrature for urved interfaes
To loate the interfae, the zero-isoline needs to be interpolated from the known disrete
values of the level-set funtion at the nodal points, φi = φ(xi). In this study, a lassial
FE interpolation is used,
φh (x) =
∑
i∈I
NFEMi (x)φi, (3.4.1)
with standard FE shape funtions NFEMi (x). I is the set of all nodes in the domain. The
representation of the disontinuity as the zero-level of φh (x) is only an approximation of
the real position, whih improves either with mesh renement or using higher-order FE
shape funtions. In this study, we use the same order of the FE shape funtions in the
interpolation (3.4.1) as in the standard FE part of the XFEM approximation in (3.2.1).
We propose an eient proedure for the subell division required for the Gaussian quadra-
ture of the Galerkin weak form. The referene element is rst divided into two triangular
subells. Then, (assuming that eah edge of the referene element is ut only one) any dis-
ontinuity whih rosses the element will only further subdivide the element into triangular
and quadrilateral subells with only one urved side, see Figure 3.8. We take advantage of
this fat and propose the standard referene elements as shown in Figure 3.9 for the proje-
tion of the integration points . As an be seen, we use speial 5-node triangular and 6-node
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quadrilateral referene elements. For both elements, 4 nodes are assigned on only one side
and 2 nodes on all other sides. The side with 4 nodes will be mapped to the urved side
of the triangular or quadrilateral subells. The same referene elements are used for both
quadrati and ubi XFEM approximations. We nd that 4 nodes along the edge whih
is mapped onto the urved interfae are suient to enable optimal onvergene rates for
quadrati and ubi elements. If higher orders are desired, more nodes along this edge
may be required, and this an be onsidered a straightforward extension of the proposed
quadrature. Proedures for onstruting the shape funtions orresponding to suh speial
referene elements an be found in [95℄. Figure 3.10 shows an example of the resulting
distribution of integration points in a ut quadrati element.
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into 2 triangular sub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(a) (b)
Figure 3.8: Illustration of subell division for integration: (a) shows 2 triangular subells
and 2 quadrilateral subells; (b) shows 2 triangular and 1 quadrilateral subells. In both
ases, triangular and quadrilateral subells with only one urved side result.
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Figure 3.9: Standard referene elements used to projet the Gaussian integration points to
the real domain: (a) shows a 5-node triangular element and (b) shows a 6-node quadrilateral
element.
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Figure 3.10: Distribution of integration points on a ut quadrati element; solid line rep-
resents the interpolated interfae; ∗ denotes the integration points and • denotes the nodal
points. The number of integration points is large for the purpose of illustration.
3.4.3 Higher-order XFEM formulations
In the ontext of higher-order XFEM, the same standard XFEM approximation (3.2.1)
an be used. However, the funtions Ni and N
⋆
i an be linear, quadrati or ubi shape
funtions of the Lagrange lass. The order is sometimes hosen dierently for Ni and N
⋆
i .
For weak disontinuities (kinks), the abs-enrihment is known to ahieve only suboptimal
onvergene rates due to problems in blending elements, see e.g. [79,87℄. Blending elements
are those elements where only some of the nodes are enrihed (i.e. those in I⋆). In ontrast,
elements with all their nodes in I⋆ are alled reproduing elements. See Figure 3.11 for an
illustration of blending and reproduing elements.
The reason for these problems is that the partition of unity funtions N⋆i , in fat, do not
build a partition of unity in the blending elements but only in the reproduing elements,
see Figure 3.12. As a onsequene, the enrihment funtion ψ an no longer be reprodued
exatly over the blending elements. More importantly, parasiti terms are introdued as
long as ψ is not onstant or zero in the blending elements. We refer the interested reader
to [79,80,8992℄ for more details on blending elements in the XFEM.
In this study, we will investigate the modied abs-enrihment [94℄, the Correted XFEM
[80℄, and the standard XFEM withN⋆i (x) of dierent order thanNi as suggested e.g. in [82℄.
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Figure 3.11: Illustration of reproduing elements, blending elements and nodal set I⋆ for a
omputational domain rossed by a disontinuity.
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Figure 3.12: Illustration of reproduing and blending elements. PU funtions build a
partition-of-unity only over the reproduing element.
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In the Correted XFEM, the approximation is
uh (x) =
∑
i∈I
Ni (x)ui +
∑
i∈J⋆
N⋆i (x) · ψ (x) ·R (x) ai, (3.4.2)
where J⋆ are the nodes of the ut elements and their neighboring elements. Furthermore,
a ramp funtion R (x) is employed whih loalizes the global enrihment funtion. This
funtion is onstruted by means of standard FE funtions
R (x) =
∑
i∈I⋆
N⋆i (x) , (3.4.3)
where I⋆ is still the set of nodes of elements ut by the interfae. See Figure 3.13 for a
graphial representation of the nodal sets J⋆ and I⋆. As an be seen, I⋆ ⊂ J⋆, i.e. more
nodes are enrihed in the orreted XFEM than in the standard XFEM.
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Figure 3.13: Nodal sets J⋆ and I⋆ for the orreted XFEM.
Moës [94℄ proposed the following modied abs-enrihment (also known as the ridge enrih-
ment) instead of (3.2.9) in the XFEM approximation (3.2.1)
ψ (x) =
∑
i∈I⋆
Ni (x) · |φ (xi) | −
∣∣∣∑
i∈I⋆
Ni (x) · φ (xi)
∣∣∣, (3.4.4)
where Ni (x) are FE shape funtions of the same order as Ni in (3.2.1) and N
FEM
i in (3.4.1).
Then, the kink in the modied abs-enrihment funtion onforms to the interpolated inter-
fae. The order of the PU funtions N⋆i (x) in (3.2.1) an, however, be hosen dierently.
Figure 3.14(b) shows the proedure for onstruting the modied abs-enrihment funtion.
Linear XFEM approximations using the modied abs-enrihment have been applied with
suess to both 2D and 3D problems with weak disontinuities [94℄.
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The modied abs-enrihment diers from the Correted XFEM in that only the nodes of the
ut elements I⋆ are enrihed, thereby leading to fewer degrees of freedom. Both are based
on the strategy of modifying the global enrihment funtion so that it is immediately zero
beyond the enrihed domain (i.e. the domain formed by the union of all elements with all
their nodes enrihed). Figure 3.14 ompares the proedures for onstruting the enrihment
funtions in one dimension for the Correted XFEM and the modied abs-enrihment.
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Figure 3.14: Proedures for onstruting the enrihment funtion in (a) the Correted
XFEM, and (b) the modied abs-enrihment.
3.4.4 Numerial results
In this setion, two test ases are presented. The rst test ase is that of an innite plate
with a irular hole. This test ase exhibits a strong disontinuity aross the boundary of
the void and has previously been onsidered by Daux et al. [61℄ and Sukumar et al. [62℄.
Optimal onvergene rates for bilinear elements were reported in [62℄. The seond test ase
is an elastostati problem of a bi-material solid with a irular inlusion. It has previously
been onsidered by Sukumar et al. [62℄, Legay et al. [82℄ and Fries [80℄. The problem exhibits
a weak disontinuity in the displaement eld aross the bi-material boundary. In [62℄, a
lose-to-optimal onvergene rate in the energy norm for bilinear elements was obtained
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based on a smoothed enrihment funtion. Legay et al. [82℄ onsidered 2nd order, 3rd order
and 4th order elements and reported optimal onvergene rate in the energy norm only
for the 2nd order elements. They attributed the suboptimality in the onvergene rates for
higher-order elements to deienies in the quadrature sheme. Fries [80℄ obtained optimal
onvergene rates for bilinear elements using the Correted XFEM.
For the gures presented in the following setions, we employ the following abbreviations
for the various methods introdued in the Setion 3.4.3:
std. XFEM : standard XFEM with the abs-enrihment,
orr. XFEM : orreted XFEM,
mod. abs-enr. : standard XFEM with the modied abs-enrihment.
Test ase 1: Innite plate with a irular hole
In this setion, we onsider an innite plate with a tration-free irular hole under uniaxial
tension (p = 1) along the x1-diretion. The exat solution to this problem an be found
in [96℄. A square omputational domain of size L × L with L = 2 and a hole radius a =
0.4+ 10−3 are hosen (see Figure 3.15). Exat trations are presribed on the boundary of
the square domain. To remove rigid body modes, displaements are presribed as u1(0,±1)
and u2(±1, 0). Plane strain onditions are assumed and the material properties are: Young's
modulus E = 105 and Poisson's ratio ν = 0.3.
The displaement omponents are given by
u1 (r, θ) =
a
8µ
[
r
a
(κ+ 1) cos θ +
2a
r
((1 + κ) cos θ + cos 3θ)− 2a
3
r3
cos 3θ
]
, (3.4.5)
u2 (r, θ) =
a
8µ
[
r
a
(κ− 3) sin θ + 2a
r
((1− κ) sin θ + sin 3θ)− 2a
3
r3
sin 3θ
]
, (3.4.6)
where µ is the shear modulus and κ = 3− 4ν for plane strain onditions.
For this test-ase, the standard XFEM with the sign-enrihment dened in (3.2.7) is used.
Nodal degrees of freedom for whih the supports lie entirely within the void are set to
zero during the simulation. Convergene studies for quadrati and ubi elements in the
L2-norm are arried out on mesh sizes Lh×Lh where Lh = {10, 20, 40, 80, 160, 320} for the
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Figure 3.15: Computational domain for the innite plate with a irular hole.
quadrati elements and Lh = {10, 20, 40, 80, 160} for the ubi elements. In this paper, we
use the normalized L2-norm dened as
‖ uex − uh ‖L2
‖ uex ‖L2
=
√∑
all Ωe
∫
Ωe
(
uex1 − uh1
)2
dΩe +
∑
all Ωe
∫
Ωe
(
uex2 − uh2
)2
dΩe
√∑
all Ωe
∫
Ωe
(uex1 )
2
dΩe +
∑
all Ωe
∫
Ωe
(uex2 )
2
dΩe
, (3.4.7)
where uexi and u
h
i are the exat and approximated displaements in the xi-diretion, re-
spetively, and Ωe refers to the element domain. We also onsidered the results in the
energy-norm but found no substantial dierenes exept that the onvergene rates are
then one order lower as expeted.
Convergene plots for quadrati and ubi elements are shown in Figures 3.16(a) and
(b), respetively. The onvergene rates shown are the average slopes of the respetive
onvergene urves. From Figure 3.16(a), we observe that both auray and onvergene
rate improve signiantly using higher order PU funtions N⋆i (x). The best onvergene
rate, obtained with seond order N⋆i (x), is 3.25 whih is even better than the optimal
rate of 3.0. From Figure 3.16(b), we again observe that the auray and onvergene rate
improve with higher order N⋆i (x), with the highest onvergene rate being 3.98 whih
ompares well with the optimal rate of 4.0.
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(a) Quadrati approximation.
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 approximation.
Figure 3.16: Convergene results for the 2D innite plate problem for (a) quadrati elements
and (b) ubi elements.
We onlude that optimal onvergene rates for quadrati and ubi elements are ahieved
for the ase of an arbitrary strong disontinuity using the standard XFEM with the pro-
posed quadrature sheme desribed in Setion 3.4.2. Optimal onvergene is ahieved by
employing PU funtions N⋆i (x) of the same order as the standard FE shape funtions
Ni (x). It is interesting to note that our ndings for urved strong disontinuities orrobo-
rate those of Laborde et al. [90℄ who investigated retilinear strong disontinuities.
Test ase 2: Bi-material with a irular inlusion
In this test ase, a weak disontinuity is present and the displaement eld is ontinuous
with disontinuous stresses and strains. Inside a irular plate of radius b, whose material
is dened by E1 = 10 and ν1 = 0.3, a irular inlusion with radius a of a dierent material
with E2 = 1 and ν2 = 0.25 is onsidered. The loading of the struture results from a linear
displaement of the outer boundary: ur(b, θ) = r and uθ(b, θ) = 0. The situation is depited
is Figure 3.17(a). The exat solution may be found in [62℄. The displaements are given as
ur(r, θ) =


[(
1− b2
a2
)
α+ b
2
a2
]
r, 0 ≤ r ≤ a,(
r − b2
r
)
α+ b
2
r
, a < r ≤ b,
(3.4.8)
uθ(r, θ) = 0. (3.4.9)
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The parameter α involved in these denitions is
α =
(λ1 + µ1 + µ2)b
2
(λ2 + µ2)a2 + (λ1 + µ1)(b2 − a2) + µ2b2 . (3.4.10)
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Figure 3.17: (a) Problem statement of the bi-material problem (the gray area is the nu-
merial domain). (b) the exat displaement solution.
For the numerial model, the domain is a square of size L×L with L = 2, the outer radius
is hosen to be b = 2 and the inner radius a = 0.4 + 10−3. Exat trations are presribed
on the boundary of the square domain. To remove rigid body modes, displaements are
presribed as u1(0,±1) and u2(±1, 0). Plane strain onditions are assumed. Results are
obtained for three dierent methods: the standard XFEM with the abs-enrihment, the
Correted XFEM and the standard XFEM with the modied abs-enrihment. We use
mesh sizes of N ×N where
N =
{
{10, 20, 40, 80, 160, 320} for quadrati elements
{10, 20, 40, 80, 160} for ubi elements.
The errors are measured in the L2-norm (3.4.7) and shown in Figure 3.18 and Figure 3.19.
The onvergene rates shown are the asymptoti onvergene rates. We rst fous on the
results for the quadrati elements shown in Figure 3.18(a) whih ompares the onvergene
results in the L2-norm between the standard XFEM and the Correted XFEM. It an
be seen that the Correted XFEM with N⋆i (x) of seond order yields almost optimal
results with a onvergene rate of 2.8 whih ompares well with the optimal value of 3.0.
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The standard XFEM and the Correted XFEM with N⋆i (x) one order lower yield very
similar results with a resulting onvergene rate of around 2.5. This similarity implies that
problems in blending elements with the standard XFEM disappear when rst order N⋆i (x)
are employed for a quadrati approximation. Figure 3.19(a) ompares the onvergene
results in the L2-norm between the standard XFEM with the abs-enrihment and with
the modied abs-enrihment. We observe that the latter yields onvergene rates whih
are suboptimal at around 2.4. Also, inreasing the order of N⋆i (x) yields only a slight
improvement in the auray, with almost no improvement in the onvergene rate.
We now fous on the results for the ubi approximation. Figure 3.18(b) ompares the
onvergene results in the L2-norm between the standard XFEM and the Correted XFEM.
One important observation is that using N⋆i (x) one order lower than Ni (x) in the standard
XFEM no longer seems to resolve the problems with the blending elements. This an be
seen from the onvergene plot for the standard XFEM with seond order N⋆i (x) where
only a suboptimal onvergene rate of 2.4 is ahieved. This ould be beause the enrihment
funtion for this 2D test-ase is not a linear funtion (plane) so that parasiti terms in the
blending elements are not neessarily ompensated for. This leaves a soure for suboptimal
onvergene rates in the standard XFEM. Therefore, it seems advisable to only use rst
order partition of unities in the standard XFEM for weak disontinuities. For this ase, the
onvergene rate is 3.4 whih is also the value ahieved using the Correted XFEM with
rst order N⋆i (x). The Correted XFEM ahieves a lose-to-optimal onvergene rate of
around 3.7 for both orders two and three N⋆i (x).
Finally, we ompare the onvergene results in the L2-norm between the standard XFEM
with the abs-enrihment and with the modied abs-enrihment in Figure 3.19(b) for ubi
elements. Again, as has been the ase for the quadrati elements, the onvergene rates
for the modied abs-enrihment are suboptimal, with only slight improvement in auray
and almost no improvement in the onvergene rate when higher-order N⋆i (x) are em-
ployed. More importantly, there is very little improvement in the onvergene rate between
quadrati and ubi approximations for the modied abs-enrihment. Table 3.1 summarizes
the asymptoti onvergene rates for the 2D bi-material problem.
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(a) Quadrati approximation.
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Figure 3.18: 2D bi-material problem: Comparison of onvergene results in the L2-Norm
between the standard XFEM and the Correted XFEM for (a) quadrati elements and (b)
ubi elements.
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(a) Quadrati approximation.
10−2 10−1
10−8
10−7
10−6
10−5
10−4
10−3
element size h
L2
 N
or
m
2D Bi−material, Cubic Elements
 
 
strd. XFEM, PU 1st order, m=3.72
strd. XFEM, PU 2nd order, m=2.38
mod. abs−enr., PU 1st order, m=2.42
mod. abs−enr., PU 2nd order, m=2.41
mod. abs−enr., PU 3rd order, m=2.4
(b) Cubi approximation.
Figure 3.19: 2D bi-material problem: Comparison of onvergene results in the L2-norm
between the standard XFEM using the abs or modied abs-enrihment for (a) quadrati
elements and (b) ubi elements.
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Table 3.1: Summary of asymptoti onvergene rates for the 2D bi-material problem.
strd. XFEM orr. XFEM mod. abs-enr.
PU1 PU2 PU3 PU1 PU2 PU3 PU1 PU2 PU3
Quadrati 2.5 - - 2.5 2.8 - 2.4 2.4 -
Cubi 3.4 2.4 - 3.4 3.7 3.7 2.5 2.5 2.5
3.5 Closure
In this hapter, we have rst given a brief overview of the XFEM with desriptions of
the standard enrihment funtions employed for both strong and weak disontinuities. The
issue of quadrature is disussed in Setion 3.3 where subell integration is employed in
the XFEM due to the disontinuous nature of the loal enrihment funtions Mi(x) =
N∗i (x) · ψ(x). Pieewise linear (2D) and planar (3D) interfaes are onsidered. In two
dimensions, the ut bilinear element is further subdivided into two triangular subells so
that linear interpolation of the interfae an be employed in eah, resulting in a pieewise
linear desription of the interfae. Thereafter, the resulting subells are further subdivided
so that only triangular subells result for the purpose of integration. In three dimensions,
the ut hexahedron is rst subdivided into 6 tetrahedral subells so that linear interpolation
of the interfae an be employed in eah to result in a pieewise planar desription of the
interfae. Subell integration an then be employed for eah of these 6 tetrahedral subells.
The seond part of this hapter has given a state-of-the-art review of higher-order XFEM.
Muh of this setion is based on the reent study by Cheng and Fries [81℄. While higher
order onvergene rates an be attained for strong disontinuities in a straightforward
manner by using higher-order equal-order shape funtions in the standard FE part (Ni)
and in the enrihment part (N⋆i ) together with a higher-order desription of the geometry,
onvergene rates for the ase of weak disontinuities are only lose-to-optimal even though
problems in blending elements are aounted for. Nevertheless, this is the rst study to
have reported lose-to-optimal higher-order onvergene rates for weak disontinuities in
the literature. It should be noted, however, that the methods of p-XFEM will not be applied
to the two-phase ow simulations onsidered in this study. A full disussion of the reasons
will be deferred to the last hapter on future outlook. This is deemed more appropriate
sine a thorough understanding of the points mentioned will require knowledge of later
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hapters.
The next hapter disusses the important topi of h-XFEM where adaptive multilevel mesh
renement (via hanging nodes) is realized in the viinity of the moving interfae. In this
study, only h-XFEM is applied to the simulation of two-uid inompressible ow.
Chapter 4
Adaptive multilevel mesh renement
In two-uid ow simulations, the most important phenomena our at the interfae (e.g.
surfae tension, topologial hanges, jump in the pressure eld and high gradients in the
veloity eld). It is thus important that suh phenomena get resolved adequately by the
underlying mesh. This provides the motivation for employing an eient adaptive mesh
renement strategy whih will oneivably inur only a fration of the omputational ost
assoiated with a uniform mesh renement. In this work, the disontinuity in the pressure
eld is aptured by means of the sign-enrihment ψsign(x, t). Steep gradients in the veloity
eld are aounted for by an adaptive mesh renement in the viinity of the interfae whih
also improves the resolution of the interfae position, leading to better approximations to
important terms suh as the surfae tension.
4.1 Hanging nodes
General mesh renements may either maintain the onformity of the mesh or lead to
irregular, i.e. non-onforming meshes. Irregular meshes involve hanging nodes that are
also referred to as irregular verties. The dierenes between these two approahes are
mainly found in the omplexity of the renement algorithm and the need for hanges in
the simulation odes that proess the rened meshes. It is found that onforming mesh
renements are more involved than those allowing for hanging nodes, in partiular for
three dimensions, f. [97, 98℄.
Loal mesh renements with hanging nodes are partiularly easy to realize ompared to
onforming renements. Hanging nodes are those whih exist not only in element orners
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(a) Renement near interfae (b) Renement near rak tip
Figure 4.1: Mesh renement with hanging nodes in (a) the viinity of a losed interfae and
(b) an open interfae whih ends in the domain. Only situation (a) is enountered in this
study where the elements with hanging nodes are never ut (and therefore never enrihed).
but also on element edges/faes of their neighboring elements. In this study, we aept
hanging nodes only in the enter of element edges (in 2D) and enter of element faes and
edges (in 3D) (2-to-1 property, 1-irregular mesh [99℄). The renement riteria employed
herein are heuristialin ontrast to using error estimatorsand based on physial on-
siderations: we rene a priori near interfaes where steep gradients are expeted or where
the resolution is to be inreased. In partiular, we only disuss the situation where the
enrihment is only realized in standard nite elements without hanging nodes, whih is in
ontrast to Fries et al. [100℄ where hanging nodes are also enrihed due to the onsidera-
tion of spei appliations (e.g. rak problems where the rak path an ross elements
with hanging nodes). This is justied sine for two-phase ow simulations, elements with
hanging nodes are never enrihed. The only enrihed elements are those ut by the moving
interfae where the underlying mesh has the highest resolution (and therefore no hanging
nodes), see Figure 4.1.
For the suess of adaptive mesh renement via hanging nodes, it is ruial that
1. a onforming set of shape funtions exist on the mesh with hanging nodes and
2. these shape funtions build a partition of unity.
We distinguish between two approahes depending on whether degrees of freedom (DOFs)
are assoiated with the hanging nodes or not. The latter is often referred to as onstrained
approximation, f. Ainsworth et al. [97, 101103℄, Solin et al. [104, 105℄ and Demkowiz et
al. [106, 107℄. In the rst approah where DOFs are present at hanging nodes, valid shape
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funtions for all regular and hanging nodes have to be found so that (i) onformity and (ii)
the partition of unity property are ahieved. We use the shape funtions of Gupta [108℄
in 2D and Morton et al. [109℄ in 3D. It is then found that the XFEM may be applied in
a straightforward manner: The same enrihment funtions and the same set of enrihed
nodes are used as in the standard ase of the XFEM on onforming meshes. Speial are
is needed for the quadrature in this approah asalready without the enrihmentthese
speial element shape funtions have kinks in the referene element (see Figure 4.5). Other
approahes for obtaining onforming shape funtions for the hanging nodes are e.g. pro-
posed in Baitsh and Hartmann [5℄ and Cho et al. [110,111℄.
In the seond approah (onstrained approximation), the elds at the hanging nodes are
onstrained to be the average of the neighbouring orner nodes of the hanging node. In
the rst step, one employs the non-onforming bi-linear shape funtions at the nodes and
assembles the system matrix in the usual way. In the seond step, the onstraints at the
hanging nodes are enfored expliitly through Lagrange multipliers. Thereby, the onfor-
mity (i) and partition of unity property (ii) are ensured. As dierent as both approahes
hanging nodes with and without DOFsmay seem, they still yield very similar results
(refer to Setion 7.1.1). Dierenes between the approahes may be found in the deni-
tion/onstrution of shape funtions adjaent to hanging nodes and the resulting number
of DOFs. Furthermore, it is mentioned that the quadrature is simpler for the onstrained
approximation where it is idential to the standard XFEM.
For irregular meshes, one may speify the irregularity index k whih denotes the maximum
dierene of renement levels between adjaent elements in the mesh [6℄. The meshes
used in this work are 1-irregular. That is, for bilinear elements, only one hanging node is
aepted in the enter of an element edge. For trilinear elements, only one hanging node is
aepted in the enter of an edge and in the enter of a fae. This is also alled the 2-to-1
ondition/property in the literature. A graphial representation of these irregular meshes
is given in Figure 4.2. Compared to meshes that employ no restrition on the index k,
i.e. whih allow for an arbitrary number of irregular nodes per edge (or fae), we nd the
following properties for 1-irregular meshes:
1. The bandwidth of the resulting system of equations is bounded whih does not ne-
essarily hold for any k ≥ 2 [6℄.
2. The mesh size varies gradually in the domain, beause the maximum ratio of adjaent
edge lengths is 2 in 2D and the maximum ratio of adjaent fae areas is 4 in 3D.
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(a) 1-irregular mesh (b) k-irregular mesh with k > 1
Figure 4.2: Examples of irregular meshes that are rened at the interfae. This study
employs only 1-irregular meshes.
This ensures that the mesh is not overly-resolved on one side of the interfae and yet
remains under-resolved on the other side, see Figure 4.2b.
3. The treatment of the hanging nodes in the simulation ode is simplied as the lo-
al onnetivity matries have an idential struture ompared to the situation for
arbitrary numbers of hanging nodes per edge or per fae [97℄.
4.2 Renement in two dimensions
4.2.1 Denition of 1-irregular mesh
Let Ω be a bounded polynomial area of R2. We start with a onforming (oarse) mesh
that disretizes the domain by n0
el
shape regular quadrilaterals/elements. The olletion of
these elements is alled P0 = {1, ..., n0
el
} . The element area of element k ∈ P0 is denoted
by w0k ⊆ Ω. Furthermore, let there hold: (i) the domain is the union of all elements,
Ω¯ =
⋃
k∈P0
w¯0k, and (ii) the intersetion of two distint elements, w¯
0
i
⋂
w¯0j , i, j ∈ P0, is
either empty, a vertex, or a shared edge.
Assume that based on this mesh, nref renement steps are desired. The result of eah
renement step is the olletion of shape regular elements Pl, 1 ≤ l ≤ nref , with related
element areas wlk ⊆ Ω, k ∈ Pl, that fulll the following properties: (i) Ω¯ =
⋃
k∈Pl
w¯lk, (ii)
w¯li
⋂
w¯lj, i, j ∈ Pl, i 6= j, is either empty, a vertex, a shared edge or part of a shared edge,
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(iii) all verties are either shared by other element verties and/or in the enter of element
edges.
Algorithmially, eah olletion Pl is obtained by applying the following proedure:
1. a set of elements W l−1ref ⊆ Pl−1 is onstruted whih marks elements for (another)
renement.
2. eah element in W l−1ref is rened by sub-dividing it into four hildren" elements
(isotropi renement) with nodes at the entroid and at the edge enters (the original
element is alled parent" from whih eah of the four new elements is oneived).
3. further elements may have to be rened until the 2-to-1 property is fullled, i.e. all
element verties are shared by other element verties and/or are in the enter of
element edges.
It is noted that the four sub-elements resulting from an element renement replae their
parent element. One may assoiate the term renement level with eah element indiating
the number of renements that have been realized until it was born. Clearly, dierent
renement levels are present in eah olletion of elements Pl. It is a diret onsequene
of (3) that all neighboring elements of eah element have a maximum dierene in the
renement level of 1.
For the nal olletion of elements, Pnref , let us now dene nodes whih will be assoiated
with shape funtions later on. So far we have only used the word vertex whih is related
rather to the geometry than to approximations. Espeially for higher-order shape funtions
on 1-irregular meshes, nodes and verties are learly not the same. Only for bi-linear
elements as onsidered here, nodes i with oordinates xi are plaed right at the verties.
The nodal set I involves all the nodes in the domain. Furthermore, the hanging nodes are
given in the subset Ih ⊂ I. All other nodes are alled regular nodes and are in the set
IΓ = I \ Ih . It is useful to assoiate a pair (2−tuple) with eah hanging node whih denes
the other two regular nodes that share the edge with the hanging node
Qk = {(i, j) : nodes i, j ∈ IΓ whih share the edge with hanging node k}, k ∈ Ih.(4.2.1)
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4.2.2 Renement riteria
As noted above, eah renement step l+1 starts with the marking of elements for (further)
renement, i.e., the onstrution of an element setW lref , 0 ≤ l ≤ nref−1. This an either be
ahieved based on mathematial onsiderations in the ontext of error estimation or based
on a priori knowledge of the solution. Examples for the latter ase are renements near
orners where singularities are expeted or renements in order to inrease the resolution
of interfaes. In this study, only the latter ase is onsidered.
For appliations where steep gradients are expeted near an interfae or where the reso-
lution of the interfae is ruial for the overall solution, the mesh renement is realized
in the viinity of the interfae. In this study, the signed-distane funtion φ(x, t) (2.2.17)
is employed to dene the renement riterion. Assume that a renement of all elements
whih lie ompletely within the distane d ∈ R+ from the interfae is desired, then
W lref =
{
k ∈ Pl : max
x∈wl
k
|φ(x, t)| < d
}
. (4.2.2)
An illustratration of the rened meshes for dierent levels of renement 1 ≤ nref ≤ 5 with
respet to a irular interfae is shown in Figure 4.3. We an see immediately that a ner
mesh (i.e. higher nref) around the interfae leads to a better resolution of the interfae
position.
4.2.3 Hanging nodes with DOFs
We distinguish two approahes depending on whether DOFs are assoiated with the hang-
ing nodes or not. The extension of the XFEM for the ase of hanging nodes with DOFs
is partiularly simple. The key aspet is the onstrution of a onforming nite element
spae on the 1-irregular mesh whih builds a partition of unity in the domain. In fat, the
PU-property is only needed where the enrihment in the XFEM is to be realized. However,
as shall be seen below, the funtion spae used herein builds a PU in the whole domain.
Shape funtions for two-dimensional 1-irregular meshes are proposed by Gupta in [108℄.
For general k-irregular meshes, Legendre-type shape funtions are proposed by Baitsh and
Hartmann in [112℄ and Karniadakis and Sherwin [113℄. An approah by Cho et al. [110,111℄
onstruts shape funtions for non-mathing interfae disretizations whih may also be
understood as hanging nodes.
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Figure 4.3: Resulting rened meshes for dierent levels of renement for a irular interfae.
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The shape funtions used herein have been proposed by Gupta [108℄. The denition is
based on the referene element Ω∗ = (−1, 1)×(−1, 1) with 4 orner nodes and 4 (potential)
hanging nodes on the element edge enters, see Figure 4.4. The referene shape funtions
assoiated with the hanging nodes are dened as
N∗5 =
1
2
(1− |ξ|) · (1− η) , (4.2.3)
N∗6 =
1
2
(1 + ξ) · (1− |η|) , (4.2.4)
N∗7 =
1
2
(1− |ξ|) · (1 + η) , (4.2.5)
N∗8 =
1
2
(1− ξ) · (1− |η|) , (4.2.6)
for all ξ, η ∈ Ω∗. If any of the hanging nodes is not present in a partiular element of the
olletion Pl, the orresponding shape funtion is set to zero. We say an element has no
hanging nodes if no nodes exist on the edge enters.
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Figure 4.4: A bilinear element with four hanging nodes (numbered 5, 6, 7 and 8).
To maintain the PU property, the original bilinear shape funtions at the orner nodes
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1− 4 are modied in the following manner
N∗1 =
1
4
(1− ξ) · (1− η)− 1
2
(N∗5 +N
∗
8 ) , (4.2.7)
N∗2 =
1
4
(1 + ξ) · (1− η)− 1
2
(N∗5 +N
∗
6 ) , (4.2.8)
N∗3 =
1
4
(1 + ξ) · (1 + η)− 1
2
(N∗6 +N
∗
7 ) , (4.2.9)
N∗4 =
1
4
(1− ξ) · (1 + η)− 1
2
(N∗7 +N
∗
8 ) . (4.2.10)
The orresponding element shape funtions in the physial domain Ω are obtained by a
bilinear mapping from the referene domain. The shape funtions Ni(x) for eah node at
xi result from the usual assembly of the element shape funtions. Figure 4.5 illustrates the
shape funtions for an element with a hanging node at only one edge. It is trivial to show
that these shape funtions build a partition-of-unity over the element. Sine ertain shape
funtions have a kink (see shape funtion assoiated with node 5 in Figure 4.5) aross the
ξ or η−axis, a speial quadrature is required in elements with hanging nodes: Gauss points
are plaed in 4 subells (-1, 0) × (-1, 0), (0, 1) × (-1, 0), (0, 1) × (0, 1), and (-1, 0) × (0,
1) of the referene element, see Figure 4.6.
In the ontext of the XFEM, if the element with hanging nodes is rossed by the interfae,
one has to further onsider that the loal enrihment shape funtions Mi(x, t) inherit the
ontinuity-properties of the orresponding enrihment funtion ψ(x, t). The shape fun-
tions are disontinuous aross Γd and this must be aounted for in the quadrature as
shown in Figure 4.6(b). The referene element is rst deomposed into four subells. Lin-
ear interpolation of the level-set funtion is then employed in two triangles that deompose
the referene element, resulting in a pieewise linear desription of the interfae. Further
subdivisions are made so that only triangular subells result eventually. However, in this
study, hanging node elements are never ut as already mentioned in the preeding setions.
Therefore, as far as quadrature of suh elements is onerned, only Figure 4.6(a) is relevant.
Before ending this setion, we summarize pertinent points onerning the approah where
hanging nodes possess DOFs
• Hanging nodes have DOFs with orresponding shape funtions.
• The support of eah regular or hanging node is the union of elements that share this
node.
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Figure 4.5: Illustration of shape funtions for a bilinear element with a hanging node (at
position 5). The shape funtions build a partition-of-unity over the element.
(a) Element not ut. (b) Element is ut by Γd
Figure 4.6: Integration points in a referene element with (at least one) hanging node. The
blue line depits interfae. Only (a) is relevant in this study sine elements with hanging
nodes are never ut.
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• Even without any enrihment, elements with hanging nodes have speial shape fun-
tions and the dimension of the element matries is variable. Speial integration is
required whih plaes Gaussian points in four subells of the referene element.
• Elements without hanging nodes are treated as standard FEM or XFEM-elements.
• The hoie of the enrihed nodes is straightforward and intuitive and is onsistent
with the situation for XFEM on onforming meshes.
4.2.4 Constrained approximation
The (standard) treatment of hanging nodes without DOFs may be summarized as follows:
In a rst step, hanging nodes are treated as regular nodes and the usual algorithms for
the assembly of the system matrix are arried out. In a seond step, onstraints for DOFs
assoiated with hanging nodes are introdued. This approah is frequently referred to as
onstrained approximation, see e.g. Ainsworth et al. [97, 103℄.
Eah hanging node k ∈ Ih is onstrained to be the average of its neighbouring orner nodes,
i.e.
uk =
1
2
ui +
1
2
uj for i, j ∈ Qk. (4.2.11)
For denitions of Ih and Qk, refer to setion 4.2.1. One may write (4.2.11) in vetor form
as
γk · u = 0, (4.2.12)
with γk being a zero-vetor with 1 at position k and −12 at positions i, j ∈ Qk, e.g.
γk = [0 . . . 0 −1/2︸ ︷︷ ︸
i
0 . . . 0 1︸︷︷︸
k
0 . . . 0 −1/2︸ ︷︷ ︸
j
0 . . . 0]T. (4.2.13)
Let C be the matrix of all vetors γk, k ∈ Ih,
C = [γ1 . . . γk], (4.2.14)
where the dimension of C is the number of all nodes times the number of hanging nodes.
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In a rst step, we assume that the shape funtions employed are the standard bilinear shape
funtions on the 1-irregular mesh. Only the orner nodes of eah element ontribute to the
element shape funtions. That is, a standard bilinear referene element is employed with
N∗1 , . . . , N
∗
4 as dened in (4.2.7) to (4.2.10) with N
∗
5 = N
∗
6 = N
∗
7 = N
∗
8 = 0. The resulting
shape funtions in the domain are learly non-onforming. Thus, the onformity must be
expliitly enfored through the onstraints (4.2.11). We assume that the following system
of equations results from a standard nite element assembly based on the non-onforming
shape funtions
Au = b. (4.2.15)
In a seond step, we introdue a Lagrange multiplier λk for eah hanging node k ∈ Ih. The
onstraint (4.2.11) is then imposed by
λk ·
(
uk − 1
2
ui − 1
2
uj
)
= 0. (4.2.16)
The original system of rquations (4.2.15) resulting from the use of the bilinear shape
funtions desribed above is then altered as follows[
A C
CT 0
]
·
[
U
λ
]
=
[
b
0
]
. (4.2.17)
The extension of the onstrained approximation to XFEM is straightforward in this study
sine elements with hanging nodes are never ut and therefore, never enrihed. For open
interfaes whih end within the omputational domain (as in the ase of rak tips), the
situation is slightly more involved and is disussed in detail in Fries et al. [100℄. It has also
been demonstrated in [100℄ that the rst approah (where hanging nodes possess DOFs)
yields slightly higher auray for simulations of various physial problems ompared to a
onstrained approximation. Therefore, only the rst approah (Setion 4.2.3) is employed
in this study.
Before ending this setion, we summarize pertinent points onerning the approah where
hanging nodes do not possess DOFs
• Hanging nodes have no DOFs and no assoiated (onforming) shape funtions.
• The system matrix results straightforwardly from the assembly of element matries
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using standard bilinear shape funtions.
• To ahieve onformity of the shape funtions, the onstraints on the hanging nodes
are imposed after the assembly using Lagrange multipliers, leading to a modied
system matrix with a null submatrix in the diagonal.
• Enrihed DOFs for hanging nodes are not relevant for this study sine elements with
hanging nodes are never ut (and therefore never enrihed) for the losed interfaes
onsidered in this study.
4.3 Renement in three dimensions
The priniples espoused in the previous setion for the ase of two dimensions an, in
general, be extended to three dimensions in a straightforward manner. Therefore, in this
setion, only the dierenes are pointed out. Further, the onstrained approximation will
not be onsidered due to reasons given in Setion 4.2.4.
4.3.1 Denition of 1-irregular mesh
The symbols used in this setion are already dened in the previous setion for the ase of
two dimensions. It is to be noted that the element domain w0k ⊆ Ω is now a volume instead
of an area. Let Ω be a bounded polynomial area of R3. We start with a onforming (oarse)
mesh that disretizes the domain by n0
el
shape regular hexahedral elements. For 3D, the
intersetion of two distint elements, w¯0i
⋂
w¯0j , i, j ∈ P0, is now either empty, a vertex, a
shared edge or a shared fae. Further, for 1 ≤ l ≤ nref , w¯li
⋂
w¯lj, i, j ∈ Pl, i 6= j, is either
empty, a vertex, a shared edge, part of a shared edge, a shared fae or part of a shared
fae. All verties are either shared by other element verties or in the enter of element
edges or in the enter of element faes (wherin ombinations of these three senarios may
also exist).
Algorithmially, eah olletion Pl is obtained by applying the same proedure as desribed
in the previous setion exept that eah element in W l−1ref is rened by sub-dividing it into
eight hildren elements with nodes at the entroid, at the enters of the four faes and
at the enters of the eight edges.
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The nodal set I involves all the nodes in the domain. Furthermore, the hanging nodes are
given in the subset Ih ≡
(
I faeh
⋃
I
edge
h
)
⊂ I. All other nodes are alled regular nodes and
are in the set IΓ = I \ Ih. Hanging nodes in the subset I faeh ⊂ Ih reside in the enter of
element faes and are eah assoiated with a quadruple (4−tuple) whih denes the other
four regular nodes that share the fae with the hanging node.
Qfaek = {(i, j,m, n) : nodes i, j,m, n ∈ IΓ whih share
the fae with hanging node k}, k ∈ I faeh . (4.3.1)
Hanging nodes in the subset I
edge
h ⊂ Ih reside in the enter of element edges and are eah
assoiated with a pair (2−tuple) whih denes the other two regular nodes that share the
edge with the hanging node.
Qedgek = {(i, j) : nodes i, j ∈ IΓ whih share
the edge with hanging node k}, k ∈ Iedgeh . (4.3.2)
Altogether, an element an have a maximum of 18 hanging nodes of whih 12 reside in the
enters of the edges (Figure 4.7()) and 6 reside in the enters of the faes (Figure 4.7(d)).
The remaining 8 nodes are the regular nodes (Figure 4.7(b)), making the total number of
possible nodes to be 26 (Figure 4.7(a)).
4.3.2 Renement riteria
The renement riteria are the same as for the ase of two dimensions onsidered in the
previous setion. An illustration of the rened meshes for two dierent levels of renement,
nref = 2 and nref = 4 with respet to a spherial interfae is shown in Figure 4.8. We an
see immediately that a ner mesh (i.e. nref = 4) around the interfae leads to a better
resolution of the interfae.
4.3.3 Hanging nodes with DOFs
Shape funtions for three-dimensional 1-irregular meshes are proposed by Morton et al.
[109℄. The denition is based on the referene element Ω∗ = (−1, 1) × (−1, 1) × (−1, 1)
with 8 orner nodes and 12 (potential) hanging nodes in the enters of element edges and
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(a) Hanging nodes (blue) with regular nodes
(blak).
(b) Regular nodes only.
() Hanging nodes k ∈ Iedge
h
(d) Hanging nodes k ∈ I fae
h
Figure 4.7: Regular and hanging nodes for an element.
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(a) nref = 2: rened mesh (b) nref = 2: pieewise planar interfae
() nref = 4: rened mesh (d) nref = 4: pieewise planar interfae
Figure 4.8: Resulting rened meshes for nref = 2 and nref = 4 for a spherial interfae.
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6 (potential) hanging nodes in the enters of element faes, see Figure 4.7. The preliminary
referene shape funtions assoiated with the hanging nodes on the edges are dened as
N¯∗9 =
1
4
(1− |ξ|) · (1− η) · (1− ζ) , (4.3.3)
N¯∗10 =
1
4
(1 + ξ) · (1− |η|) · (1− ζ) , (4.3.4)
N¯∗11 =
1
4
(1− |ξ|) · (1 + η) · (1− ζ) , (4.3.5)
N¯∗12 =
1
4
(1− ξ) · (1− |η|) · (1− ζ) , (4.3.6)
N¯∗13 =
1
4
(1− |ξ|) · (1− η) · (1 + ζ) , (4.3.7)
N¯∗14 =
1
4
(1 + ξ) · (1− |η|) · (1 + ζ) , (4.3.8)
N¯∗15 =
1
4
(1− |ξ|) · (1 + η) · (1 + ζ) , (4.3.9)
N¯∗16 =
1
4
(1− ξ) · (1− |η|) · (1 + ζ) , (4.3.10)
N¯∗17 =
1
4
(1 + ξ) · (1− η) · (1− |ζ|) , (4.3.11)
N¯∗18 =
1
4
(1 + ξ) · (1 + η) · (1− |ζ|) , (4.3.12)
N¯∗19 =
1
4
(1− ξ) · (1 + η) · (1− |ζ|) , (4.3.13)
N¯∗20 =
1
4
(1− ξ) · (1− η) · (1− |ζ|) , (4.3.14)
for all ξ, η, ζ ∈ Ω∗. The overbars on these shape funtions indiate that they are not the
nal shape funtions and will need to be modied later after the shape funtions for the
fae nodes are onstruted (a proedure essential to ensuring the PU-property). Again, as
for the ase of two dimensions, the asterisk indiates that these shape funtions N∗i (ξ, η, ζ)
are dened in the referene domain and dier from the real shape funtions Ni(x, y, z)
dened in the real domain.
The nal referene shape funtions assoiated with the hanging nodes on the faes are
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dened as
N∗21 =
1
2
(1− |ξ|) · (1− |η|) · (1− ζ) , (4.3.15)
N∗22 =
1
2
(1− |ξ|) · (1− η) · (1− |ζ|) , (4.3.16)
N∗23 =
1
2
(1 + ξ) · (1− |η|) · (1− |ζ|) , (4.3.17)
N∗24 =
1
2
(1− |ξ|) · (1 + η) · (1− |ζ|) , (4.3.18)
N∗25 =
1
2
(1− ξ) · (1− |η|) · (1− |ζ|) , (4.3.19)
N∗26 =
1
2
(1− |ξ|) · (1− |η|) · (1 + ζ) , (4.3.20)
for all ξ, η, ζ ∈ Ω∗.
The referene shape funtions assoiated with the regular nodes on the verties are now
modied from the standard trilinear shape funtions N¯∗i , i = {1, ..., 8} as
N∗1 = N¯
∗
1 −
1
2
(
N¯∗9 + N¯
∗
12 + N¯
∗
20
)
+
1
4
(N∗21 +N
∗
22 +N
∗
25) , (4.3.21)
N∗2 = N¯
∗
2 −
1
2
(
N¯∗9 + N¯
∗
10 + N¯
∗
17
)
+
1
4
(N∗21 +N
∗
22 +N
∗
23) , (4.3.22)
N∗3 = N¯
∗
3 −
1
2
(
N¯∗10 + N¯
∗
11 + N¯
∗
18
)
+
1
4
(N∗21 +N
∗
23 +N
∗
24) , (4.3.23)
N∗4 = N¯
∗
4 −
1
2
(
N¯∗11 + N¯
∗
12 + N¯
∗
19
)
+
1
4
(N∗21 +N
∗
24 +N
∗
25) , (4.3.24)
N∗5 = N¯
∗
5 −
1
2
(
N¯∗13 + N¯
∗
16 + N¯
∗
20
)
+
1
4
(N∗22 +N
∗
25 +N
∗
26) , (4.3.25)
N∗6 = N¯
∗
6 −
1
2
(
N¯∗13 + N¯
∗
14 + N¯
∗
17
)
+
1
4
(N∗22 +N
∗
23 +N
∗
26) , (4.3.26)
N∗7 = N¯
∗
7 −
1
2
(
N¯∗14 + N¯
∗
15 + N¯
∗
18
)
+
1
4
(N∗23 +N
∗
24 +N
∗
26) , (4.3.27)
N∗8 = N¯
∗
8 −
1
2
(
N¯∗15 + N¯
∗
16 + N¯
∗
19
)
+
1
4
(N∗24 +N
∗
25 +N
∗
26) , (4.3.28)
for all ξ, η, ζ ∈ Ω∗.
The nal referene shape funtions assoiated with the hanging nodes on the edges are
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now modied from the preliminary shape funtions N¯i, i = {9, ..., 20} as
N∗9 = N¯
∗
9 −
1
2
(N∗21 +N
∗
22) , (4.3.29)
N∗10 = N¯
∗
10 −
1
2
(N∗21 +N
∗
23) , (4.3.30)
N∗11 = N¯
∗
11 −
1
2
(N∗21 +N
∗
24) , (4.3.31)
N∗12 = N¯
∗
12 −
1
2
(N∗21 +N
∗
25) , (4.3.32)
N∗13 = N¯
∗
13 −
1
2
(N∗22 +N
∗
26) , (4.3.33)
N∗14 = N¯
∗
14 −
1
2
(N∗23 +N
∗
26) , (4.3.34)
N∗15 = N¯
∗
15 −
1
2
(N∗24 +N
∗
26) , (4.3.35)
N∗16 = N¯
∗
16 −
1
2
(N∗25 +N
∗
26) , (4.3.36)
N∗17 = N¯
∗
17 −
1
2
(N∗22 +N
∗
23) , (4.3.37)
N∗18 = N¯
∗
18 −
1
2
(N∗23 +N
∗
24) , (4.3.38)
N∗19 = N¯
∗
19 −
1
2
(N∗24 +N
∗
25) , (4.3.39)
N∗20 = N¯
∗
20 −
1
2
(N∗22 +N
∗
25) , (4.3.40)
for all ξ, η, ζ ∈ Ω∗. If any of the hanging nodes is not present in a partiular element of the
olletion Pl, the orresponding shape funtion is set to zero. We say an element has no
hanging nodes if no nodes exist on the edge or fae enters.
The orresponding element shape funtions in the physial domain Ω are obtained by a
trilinear mapping from the referene domain. The shape funtions Ni(x) for eah node
at xi result from the usual assembly of the element shape funtions. It is trivial to show
that these shape funtions build a partition-of-unity over an element. Sine ertain shape
funtions possess kinks aross the planes spanned by the ξ, η, ζ-axes of the oordinate
system, a speial quadrature is required in elements with hanging nodes: Gauss points are
plaed in 8 subells of the referene element, see Figure 4.9. The more involved situation
where the element with hanging nodes is rossed by the interfae is not relevant for this
study. The same summary as for the ase of two dimensions also applies here, see Setion
4.2.3.
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Figure 4.9: An element with hanging node(s) is subdivided into 8 subells for integration.
For larity, integration points (blue dots) are shown in only one subell.
4.4 Closure
Adaptive mesh renement realized via hanging nodes on 1−irregular meshes in both two
and three dimensions is disussed in this hapter. Two dierent approahes are onsidered:
the rst assumes that DOFs are present at hanging nodes and speial shape funtions
are onstruted for both the hanging and regular nodes satisfying both onformity and
the partition-of-unity property. A onsequene of this approah is that these speial shape
funtions possess kinks whih neessitate the use of a speial quadrature taking into aount
the presene of suh kinks in addition to the disontinuities already possessed by the
enrihment funtion. An important advantage of this approah is that the hoie of the
enrihed nodes is intuitive and is onsistent with the use of the XFEM on onforming
meshes.
The seond approah assumes that no DOFs exist at the hanging nodes by onstraining
these DOFs to be the average of the DOFs at neighbouring nodes. Also known as the
onstrained approximation, non-onforming bilinear or trilinear shape funtions are on-
struted for all the nodes and the system matrix is assembled in the usual manner. There-
after, one enfores the onstraints on the hanging node DOFs via a Lagrange multiplier
approah.
The next hapter investigates the important phenomenon of surfae tension whih is ubiq-
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uitous in two-uid bubbly ows. It will be demonstrated that the disretization of the
surfae tension has a signiant bearing on the auray of the ow solver.
Chapter 5
Disretization of surfae tension
5.1 The Laplae-Beltrami disretization
We reall from the weak form of the Navier-Stokes equations (2.1.33) that the surfae
tension term is expressed in terms of a boundary integral given as∫
Γd
γκwhi nˆi dΓ, (5.1.1)
where nˆi is the unit normal vetor to the interfae Γd between the two uids in Ω1 and Ω2
(pointing from Ω1 into Ω2), γ is the surfae tension oeient and κ is the urvature. It is
to be noted that the surfae tension fore f
st
= γκnˆ always points toward the enter of
urvature of the interfae [3℄.
It has been pointed out previously that the surfae tension fore expressed above (5.1.1)
demands a reasonably smooth level-set funtion φ(x) sine it requires the evaluation of the
urvature κ whih is given as the Laplaian of the level-set funtion (2.2.11). Therefore,
in this study, the Laplae-Beltrami tehnique [43, 44℄ will be employed to reformulate the
surfae tension term in order to avoid the need to ompute the urvature κ. However, we
note that the omputation of the normal vetor nˆ to the interfae still annot be avoided.
To express (5.1.1) in terms of the Laplae-Beltrami operator, we rst dene the tangential
gradient of a salar funtion f(x), whih is dierentiable in an open neighbourhood of the
interfae Γ
d
, as
∇f = ∇f − (nˆ · ∇f) nˆ, x ∈ Γ
d
(5.1.2)
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whih an also be expressed in index form as
δf
δxi
=
∂f
∂xi
−
(
nˆj
∂f
∂xj
)
nˆi, xi ∈ Γd. (5.1.3)
The Laplae-Beltrami operator on f(x) is dened as
∆f = ∇ · (∇f) = δ
δxi
(
δf
δxi
)
, xi ∈ Γd. (5.1.4)
We now onsider f(x) as a vetor funtion. The tangential derivative of f(x) an then be
expressed as
∇f = δfi
δxj
=
∂fi
∂xj
−
(
nˆk
∂fi
∂xk
)
nˆj, xi ∈ Γd. (5.1.5)
The Laplae-Beltrami operator on f(x) is then given as
∆f = ∇ · (∇f) = δ
δxk
(
δfi
δxk
)
, xi ∈ Γd. (5.1.6)
A theorem of dierential geometry is now invoked whih states that [114℄
∆id =
δ
δxk
(
δidi
δxk
)
= κnˆi, xi ∈ Γd. (5.1.7)
where id is the identity mapping on Γ
d
given as
id =

xy
z

 , (x, y, z) ∈ Γ
d
. (5.1.8)
Substituting (5.1.7) into (5.1.1), the surfae tension term an now be rewritten as
∫
Γd
γκwhi nˆi dΓ =
∫
Γd
γwhi
δ
δxk
(
δidi
δxk
)
dΓ, (5.1.9)
where after integration by parts yields
∫
Γd
γκwhi nˆi dΓ = γ
∫
Γd
δ
δxk
(
whi
δidi
δxk
)
dΓ− γ
∫
Γd
(
δwhi
δxk
δidi
δxk
)
dΓ. (5.1.10)
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Figure 5.1: 3D representation of the omputational domain. Γ is the boundary of the
omputation domain and Γd represents the two-uid interfae separating the domains Ω1
and Ω2. Γs = Γd ∩Γ is the boundary of the interfae Γd. nˆ′ is the unit normal vetor to Γs
and nˆ is the unit normal vetor to Γd.
Applying the Divergene Theorem to the rst term of (5.1.10), we obtain
∫
Γd
γκwhi nˆi dΓ = γ
∫
Γs
(
whi
δidi
δxk
)
nˆ′k dΓ− γ
∫
Γd
(
δwhi
δxk
δidi
δxk
)
dΓ, (5.1.11)
where Γs = Γd ∩ Γ is the boundary given by the intersetion of the two-uid interfae Γd
with the boundary of the omputational domain Γ and nˆ′k is the unit normal vetor to Γs.
See Figure 5.1. For losed interfaes where Γd ∩ Γ = ∅ (as in the ase of a bubble whose
boundary Γd does not interset the domain boundary Γ ), (5.1.11) redues to∫
Γd
γκwhi nˆi dΓ = −γ
∮
Γd
(
δwhi
δxk
δidi
δxk
)
dΓ. (5.1.12)
For open interfaes where Γd ∩ Γ 6= ∅, (5.1.11) an be further manipulated (using the
relation (5.1.5)) as
∫
Γd
γκwhi nˆi dΓ = γ
∫
Γs
whi
[
∂idi
∂xk
−
(
nˆj
∂idi
∂xj
)
nˆk
]
nˆ′k dΓ− γ
∫
Γd
(
δwhi
δxk
δidi
δxk
)
dΓ.(5.1.13)
Noting that nˆjnˆ
′
j = 0, we obtain∫
Γd
γκwhi nˆi dΓ = γ
∫
Γs
whi
∂idi
∂xk
nˆ′k dΓ− γ
∫
Γd
(
δwhi
δxk
δidi
δxk
)
dΓ. (5.1.14)
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Using the obvious relation
∂idi
∂xk
nˆ′k = nˆ
′
i, (5.1.15)
the nal expression for the surfae tension f
st
for open interfaes is
∫
Γd
γκwhi nˆi dΓ = γ
∫
Γs
whi nˆ
′
i dΓ− γ
∫
Γd
(
δwhi
δxk
δidi
δxk
)
dΓ. (5.1.16)
Several remarks are in order at this stage. First, although the appliation of the Laplae-
Beltrami tehnique has rid the original surfae tension expression (5.1.1) of the urvature
κ, there is still the need to ompute the normal vetor nˆ to the two-uid interfae Γd
as is apparent from (5.1.12). In addition, for open interfaes, a knowledge of the normal
vetor nˆ′ to the boundary Γs is required, .f. (5.1.16). Seond, the normal vetor nˆ
′
to
the boundary Γs an also be interpreted as the tangential vetor to the two-uid interfae
Γd along the boundary Γs, see Figure 5.1. Third, in this study, we shall onern ourselves
only with losed interfaes and therefore, only (5.1.12) is relevant. The following setions
are devoted to the approximation of the normal vetors nˆ to the disretized pieewise
linear/planar two-uid interfae Γhd .
5.2 Quadrature of surfae tension in two dimensions
In this setion, the quadrature of the surfae tension term (5.1.12) in two dimensions
is onsidered. The strategy employed is as follows: First, Gaussian points on a standard
1D referene domain Ω
′
ref ⊂ R1ref are mapped to the pieewise linear interfae in a 2D
referene domain Ωref ⊂ R2
ref
. Next, the tangential and normal vetors to the pieewise
linear interfae are omputed. Thereafter, a bilinear mapping of the integration points and
the tangential vetors from the 2D referene domain to the 2D real domain Ωreal ⊂ R2
real
is employed. Finally, the normal vetors to the real interfae are omputed by exploiting
their orthogonality to the mapped tangential vetors.
5.2.1 Projetion from R
1
ref
to R
2
ref
We rst assign Gaussian integration points dened on a 1D referene domain Ω
′
ref = [−1, 1].
These integration points are then mapped to the pieewise linear interfae in the 2D ref-
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(a) Gaussian points on 1D
referene domain.
(b) Gaussian points on pieewise linear
interfae in 2D referene domain.
Figure 5.2: Projetion of Gaussian integration points from a 1D referene domain Ω
′
ref =
[−1, 1] to a pieewise linear interfae on a 2D referene domain Ωref = [−1, 1] × [−1, 1].
The ross × denotes the integration point and the interfae in shown in blue.
erene domain Ωref = [−1, 1]× [−1, 1] using the linear mapping
ξ(ξ
′
) =
2∑
i=1
Ni(ξ
′
)ξi, (5.2.1)
η(ξ
′
) =
2∑
i=1
Ni(ξ
′
)ηi, (5.2.2)
where Ni are the standard 1D referene linear shape funtions and ξi and ηi are the oor-
dinates of the endpoints of the pieewise linear segments in the 2D referene domain Ωref .
Figure 5.2 depits the situation.
Sine a linear segment in 1D is projeted to linear segments in 2D, the determinant of the
Jaobian for the transformation is simply omputed as
det(J) =
AB
2
(5.2.3)
where AB is the length of a typial linear segment in the 2D referene domain. A more
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general way to ompute the determinant is to rst dene the Jaobian as
J =
[
∂ξ
∂ξ
′
∂η
∂ξ
′
]
. (5.2.4)
The determinant of the Jaobian is then dened as [115℄
det(J) =
√
detJ
T
J. (5.2.5)
One an easily hek the validity of the above expression by substituting (5.2.1)-(5.2.2)
into (5.2.5) and verifying that it indeed yields the same result as (5.2.3).
The tangential vetors to the pieewise linear interfae in the 2D referene domain Ωref an
be omputed as
tˆ
ref
=
[
dξ
dl
dη
dl
]
(5.2.6)
where dl =
√
dξ2 + dη2 is a measure of the distane along the interfae. The diretion
of traverse adopted when omputing the tangential vetors is inonsequential but must be
onsistently applied throughout the entire interfae.
5.2.2 Projetion from R
2
ref
to R
2
real
One the integration points and tangential vetors are available in the 2D referene domain
Ω
ref
, they an now be projeted to the 2D real domain Ω
real
by a bilinear mapping. In
ontrast to the referene domain, the real domain Ω
real
an, in general, be any irregular
quadrilateral, see Figure 5.3. The transformation equations are
x(ξ, η) =
4∑
i=1
Ni(ξ, η)xi, (5.2.7)
y(ξ, η) =
4∑
i=1
Ni(ξ, η)yi, (5.2.8)
where Ni(ξ, η) are the standard 2D referene bilinear shape funtions and xi and yi are the
oordinates of the verties of the quadrilateral in the 2D real domain Ω
real
.
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(a) Gaussian points on pieewise linear
interfae in 2D referene domain.
(b) Gaussian points on pieewise urved
interfae in 2D real domain.
Figure 5.3: Projetion of Gaussian integration points on a pieewise linear interfae on the
2D referene domain Ω
ref
= [−1, 1] × [−1, 1] to a pieewise urved interfae on a 2D real
domain Ω
real
. The ross × denotes the integration point and the interfae in shown in blue.
The Jaobian for the transformation is dened as
J =
[
∂x
∂ξ
∂x
∂η
∂y
∂ξ
∂y
∂η
]
. (5.2.9)
It is to be noted that the determinant of the Jaobian det(J) is not the atual ratio of the
integration weights in the Gaussian quadrature sine the integration is along the interfae
whereas the Jaobian J in (5.2.9) is for the transformation from the 2D referene domain to
the 2D real domain. As will be seen, the ratio of the integration weights an be omputed
as the ratio of the lengths of the tangential vetors in the two domains.
In the next step, the tangential vetors on the pieewise linear interfae in the 2D referene
domain Ω
ref
, are mapped to the pieewise urved interfae in the 2D real domain Ω
real
by
a bilinear mapping
treal =
[
∂x
∂ξ
∂x
∂η
∂y
∂ξ
∂y
∂η
][
dξ
dl
dη
dl
]
= Jtˆ
ref
. (5.2.10)
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(a) 2D referene domain. (b) 2D real domain.
Figure 5.4: Projetion of the tangential vetor tref dened in the 2D referene domain Ω
ref
to the orresponding integration point in the 2D real domain Ω
real
. The normal vetor nreal
is then omputed using (5.2.11).
In general, treal is not a unit vetor. The normal vetors an now be omputed as
nreal = ±
[
−trealy
trealx
]
, (5.2.11)
where trealx and t
real
y are the x- and y-omponents of the real tangential vetor t
real
, respe-
tively and the ± sign is to be hosen aording to whether the normal vetor points in one
diretion or the other. Reall from Setion 5.1 that the normal vetor is dened to always
point from Ω1 to Ω2. The situation is illustrated in Figure 5.4.
Finally, the ratio of the Gaussian integration weights for the surfae tension boundary
integral is omputed as
wreali =
|treali |
|trefi |
wrefi , (5.2.12)
where i denotes the index assoiated with a partiular integration point.
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5.3 Quadrature of surfae tension in three dimensions
In this setion, the quadrature of the surfae tension term (5.1.12) in three dimensions is
onsidered. In general, the priniples disussed in the previous setion are appliable albeit
with an added degree of omplexity. The strategy employed is as follows: First, Gaussian
points on a standard 2D referene triangular or quadrilateral element Ω
′
ref ⊂ R2ref are
mapped to the pieewise planar interfaes in a 3D referene hexahedral element Ωref ⊂ R3
ref
.
Next, two tangential vetors for eah integration point on the pieewise planar interfae
are omputed. Thereafter, a trilinear mapping of the integration points and the tangential
vetors from the 3D referene domain to the 3D real domain Ωreal ⊂ R3
real
is arried out.
Finally, the normal vetors to the real (urved) interfae are omputed by exploiting their
orthogonality to the mapped tangential vetors.
5.3.1 Projetion from R
2
ref
to R
3
ref
Reall from Figure 3.4 that an embedded interfae in a referene tetrahedral element an
either be a plane triangle or quadrilateral. If the embedded interfae is a plane triangle, we
rst assign Gaussian integration points on a 2D referene triangular element dened on a
domain Ω
′
ref
= [0, 1]× [0, 1] These integration points are then mapped to the planar trian-
gular interfae embedded in the 3D referene tetrahedral element dened on the domain
Ω
ref
= [−1, 1]× [−1, 1]× [−1, 1] using a linear mapping.
ξ(ξ
′
, η
′
) =
3∑
i=1
Ni(ξ
′
, η
′
)ξi, (5.3.1)
η(ξ
′
, η
′
) =
3∑
i=1
Ni(ξ
′
, η
′
)ηi, (5.3.2)
ζ(ξ
′
, η
′
) =
3∑
i=1
Ni(ξ
′
, η
′
)ζi, (5.3.3)
where Ni are the standard 2D referene linear shape funtions and ξi, ηi and ζi are the
oordinates of the verties of the planar triangular interfae in the 3D referene domain
Ω
ref
. The situation is depited in Figure 5.5.
If the embedded interfae is a plane quadrilateral, we rst assign Gaussian integration
points on a 2D referene quadrilateral element dened on a domain Ω
′
ref = [−1, 1]× [−1, 1].
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(a) 2D referene triangular element. (b) 3D referene tetrahedral element
with an embedded planar triangular inter-
fae.
Figure 5.5: Projetion of Gaussian integration points on the 2D referene triangular element
(a) dened on the domain Ω
′
ref
= [0, 1]× [0, 1] to a planar triangular interfae embedded in
a 3D tetrahdedral element (b) dened on a domain Ω
ref
= [−1, 1]× [−1, 1]× [−1, 1].
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These integration points are then mapped to the planar quadrilateral interfae embedded in
the 3D referene tetrahedral element dened on the domain Ω
ref
= [−1, 1]× [−1, 1]× [−1, 1]
using a bilinear mapping
ξ(ξ
′
, η
′
) =
4∑
i=1
Ni(ξ
′
, η
′
)ξi, (5.3.4)
η(ξ
′
, η
′
) =
4∑
i=1
Ni(ξ
′
, η
′
)ηi, (5.3.5)
ζ(ξ
′
, η
′
) =
4∑
i=1
Ni(ξ
′
, η
′
)ζi, (5.3.6)
where Ni are the standard 2D referene bilinear shape funtions and ξi, ηi and ζi are the
oordinates of the verties of the planar quadrilateral interfae in the 3D referene domain
Ω
ref
. The situation is depited in Figure 5.6.
The Jaobian matrix for this mapping is dened as
J =


∂ξ
∂ξ
′
∂ξ
∂η
′
∂η
∂ξ
′
∂η
∂η
′
∂ζ
∂ξ
′
∂ζ
∂η
′

 . (5.3.7)
The determinant of the Jaobian matrix, dened as in (5.2.5), is used for determining the
ratio of the dierential areas in the two domains
dA
ref
= det(J) dA
′
ref
, (5.3.8)
where dA
′
ref
depits the dierential area of the regular quadrilateral in the Ω
′
ref
domain and
dA
ref
depits the dierential area of the plane quadrilateral embedded in the 3D tetrahedral
element dened in the Ω
ref
domain.
The tangential vetor to the pieewise planar interfae in the 3D referene domain Ω
ref
an
be omputed as
tˆ
ref
=


dξ
dl
dη
dl
dζ
dl

 (5.3.9)
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(a) 2D referene quadrilateral element. (b) 3D referene tetrahedral element
with an embedded planar quadrilateral inter-
fae.
Figure 5.6: Projetion of Gaussian integration points on the 2D referene quadrilateral
element (a) dened on the domain Ω
′
ref
= [−1, 1]×[−1, 1] to a planar quadrilateral interfae
embedded in a 3D tetrahdedral element (b) dened on the domain Ω
ref
= [−1, 1]× [−1, 1]×
[−1, 1].
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(a) Plane triangular interfae. (b) Plane quadrilateral interfae.
Figure 5.7: Two vetors tangential to the planar interfae are onstruted in the referene
domain Ω
ref
and will be subsequently projeted to the real domain Ω
real
so that the normal
vetor to the real interfae an be omputed as the ross produt of the two mapped
tangential vetors.
where dl =
√
dξ2 + dη2 + dζ2 is a measure of the distane along an edge of the planar
interfae. Two tangential vetors are omputed so that the normal vetor an be found
by employing a ross produt. See Figure 5.7. It is to be noted that only the tangential
vetors are mapped to the real domain. The real normal vetors to the (in general) urved
interfae in the real domain at every integration point is found as the ross produt of the
two mapped tangential vetors. As suh, the omputation of the referene normal vetor
n
ref
is not neessary.
5.3.2 Projetion from R
3
ref
to R
3
real
One the integration points and tangential vetors are available in the 3D referene domain
Ω
ref
, they an now be projeted to the 3D real domain Ω
real
by a trilinear mapping. In
ontrast to the referene domain, the real domain Ω
real
an, in general, be any irregular
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(a) Planar surfae in 3D referene domain. (b) Curved surfae in 3D real domain.
Figure 5.8: Projetion of a planar surfae in a regular hexahedral element dened in the
3D referene domain Ω
ref
= [−1, 1]× [−1, 1]× [−1, 1] to an irregular hexahedron in the 3D
real domain Ω
real
results in a urved interfae in general.
hexahedron, see Figure 5.8. The transformation equations are
x(ξ, η, ζ) =
8∑
i=1
Ni(ξ, η, ζ)xi, (5.3.10)
y(ξ, η, ζ) =
8∑
i=1
Ni(ξ, η, ζ)yi, (5.3.11)
z(ξ, η, ζ) =
8∑
i=1
Ni(ξ, η, ζ)zi, (5.3.12)
where Ni(ξ, η, ζ) are the standard 3D referene trilinear shape funtions and xi, yi and zi
are the oordinates of the verties of the hexahedron in the 3D real domain Ω
real
.
The Jaobian matrix for the transformation is dened as
J =


∂x
∂ξ
∂x
∂η
∂x
∂ζ
∂y
∂ξ
∂y
∂η
∂y
∂ζ
∂z
∂ξ
∂z
∂η
∂z
∂ζ

 . (5.3.13)
Similar to the 2D senario, it is to be noted that the determinant of the Jaobian det(J)
is not the atual ratio of the integration weights in the Gaussian quadrature sine the
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(a) 3D referene domain. (b) 3D real domain.
Figure 5.9: Projetion of the tangential vetor tref dened in the 2D referene domain Ω
ref
to the orresponding integration point in the 2D real domain Ω
real
. The normal vetor nreal
is then omputed using (5.2.11).
integration is along the surfae whereas the Jaobian J in (5.3.13) is for the transformation
from the 3D referene domain to the 3D real domain. As will be seen, the ratio of the
integration weights an be omputed as the ratio of the magnitudes of the normal vetors
in the two domains.
In the next step, the tangential vetors on the pieewise planar interfae in the 3D referene
domain Ω
ref
, are mapped to the pieewise urved interfae in the 3D real domain Ω
real
by
a trilinear mapping
treal =


∂x
∂ξ
∂x
∂η
∂x
∂ζ
∂y
∂ξ
∂y
∂η
∂y
∂ζ
∂z
∂ξ
∂z
∂η
∂z
∂ζ




dξ
dl
dη
dl
dζ
dl

 = Jtˆref. (5.3.14)
The real normal vetors an then be omputed as
nreal = ± (treal1 × treal2 ) , (5.3.15)
where treal1 and t
real
2 are the two tangential vetors dened at eah integration point on the
real interfae and ± sign is to be hosen aording to whether the normal vetor points in
one diretion or the other. We reall from Setion 5.1 that the normal vetor is dened to
always point from Ω1 to Ω2. The situation is illustrated in Figure 5.9.
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Finally, the ratio of the Gaussian integration weights for the surfae tension boundary
integral is omputed as
wreali =
|nreali |
|nrefi |
wrefi =
|treal1 × treal2 |
|tref1 × tref2 |
wrefi , (5.3.16)
where i denotes the index assoiated with a partiular integration point. This is just another
manifestation of the ratio of the dierential areas of the two domains sine the ross produt
of two non-olinear vetors whih lie on the same plane an be interpreted as the area of
the quadrilateral spanned by the two vetors.
5.4 Normal vetors implied by the level-set funtion
The preeding setions seek to ompute the normal vetor to the (urved) interfae in the
real domain by a systemati mapping of the tangential vetors from the referene to the real
domains. The normal vetors an then be found as the ross-produt of the non-olinear
tangential vetors at eah integration point. The normal vetors omputed in this manner
will always be orthogonal to the approximated interfae. However, an alternative method
exists whih avoids using suh mapping tehniques.
We reall from Setion 2.2 that the normal vetor to the interfae an also be omputed as
nˆreal =
∇φ
|∇φ| (5.4.1)
where φ is the level-set funtion. Sine the disrete level-set φh funtion values are only
available at the nodes, some form of interpolation will be required to determine the value
of nˆreal along the interfae. If a artesian mesh is used, the nite entral dierene an
be employed to determine the rst spatial derivatives of the disrete level-set funtion φh
at the nodes. Using standard FD notation, the omponents of ∇φh at the nodes an be
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omputed as
(φx)i,j,k =
(
∂φ
∂x
)
i,j,k
=
φi+1,j,k − φi−1,j,k
2∆x
, (5.4.2)
(φy)i,j,k =
(
∂φ
∂y
)
i,j,k
=
φi,j+1,k − φi,j−1,k
2∆y
, (5.4.3)
(φz)i,j,k =
(
∂φ
∂z
)
i,j,k
=
φi,j,k+1 − φi,j,k−1
2∆z
. (5.4.4)
The magnitude of the gradient at eah node an then be omputed as
|∇φ|i,j,k =
√
(φx)
2
i,j,k + (φy)
2
i,j,k + (φz)
2
i,j,k . (5.4.5)
Thereafter, the omponents of the unit normal vetor to the interfae at a point x an be
omputed using a trilinear interpolation
nˆrealx =
8∑
i=1
Ni(x)
(
φx
|∇φ|
)
i
, (5.4.6)
nˆrealy =
8∑
i=1
Ni(x)
(
φy
|∇φ|
)
i
, (5.4.7)
nˆrealz =
8∑
i=1
Ni(x)
(
φz
|∇φ|
)
i
. (5.4.8)
It is to be noted that the above omputations are performed only for elements whih are
ut by the interfae. For general unstrutured meshes, the normal vetor to the interfae
an be omputed using
nrealx =
8∑
i=1
∂Ni(x)
∂x
φi, (5.4.9)
nrealy =
8∑
i=1
∂Ni(x)
∂y
φi, (5.4.10)
nrealz =
8∑
i=1
∂Ni(x)
∂z
φi. (5.4.11)
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Thereafter, the unit normal vetor an be omputed as
nˆrealx =
nrealx
|nreal| , (5.4.12)
nˆrealy =
nrealy
|nreal| , (5.4.13)
nˆrealz =
nrealz
|nreal| . (5.4.14)
We note that the above method of omputing the normal vetors for general unstrutured
meshes an also be applied for strutured meshes. However, for strutured meshes, the
use of the FD method to rst ompute the spatial derivatives at the nodes eliminates
the need to dierentiate the trilinear shape funtions. This redues the dierentiability
requirement on the shape funtions employed for the interpolation. To improve auray,
one an also resort to higher-order shape funtions. This has been realized, for example, in
Groÿ and Reusken [13℄ where quadrati shape funtions are employed in (5.4.9) - (5.4.11)
for tetrahedral elements. A nal remark is that the normal vetors omputed using the level-
set funtion as disussed in this setion are not neessarily perpendiular to the pieewise
linear/planar interfae. However, this inonsisteny does not neessarily imply a lower
auray, as will be demonstrated in Chapter 7 where both methods are ompared.
5.5 Closure
In this hapter, the evaluation of the surfae tension boundary integral is disussed. Due
to the existene of the urvature κ in the boundary integral whih demands a very smooth
level-set funtion, the Laplae-Beltrami operator is used to reast the boundary integral so
as to avoid expliitly omputing the urvature. However, the new formulation still requires
the omputation of the normal vetor to the interfae. Two methods of omputing the
normal vetors are disussed. In the rst method, the normal vetors are onstruted by
a systemati mapping of the tangential vetors from the referene to the real domains.
The normal vetors are then omputed by exploiting their orthogonality to the mapped
tangential vetors. In the seond method, the normal vetor is omputed using its denition
as the gradient of the level-set funtion. Though this method is omputationally more
eient, the normal vetors thus onstruted are not neessarily perpendiular to the
pieewise linear/planar interfae. Fortunately, as will be shown in the numerial results,
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this inonsisteny does not neessarily translate to inauray.
Chapter 6
The ow solver
In this hapter, the ow solver will be desribed. Almost all the neessary ingredients
have been disussed in previous hapters: spatial disretization, subell quadrature, h-
adaptivity, enrihment of the approximation spae and disretization of the surfae tension.
This hapter ommenes with a setion on the important topi of temporal disretization.
This is then followed by a disussion on the time-step size limit imposed due to the expliit
treatment of the surfae tension term. Time-step limits imposed due to the time-sales of
the various involved physial phenomena (gravity, visosity, surfae tension, et.) will also
be disussed. The disretization of the level-set reinitialization equation is presented next.
Finally, the remeshing proedure will be disussed in detail followed by the strong oupling
proedure between the Navier Stokes and the level-set equations.
6.1 Temporal disretization
6.1.1 Navier-Stokes equations
In general, two hoies are available when onsidering time-stepping in the ontext of
the FEM aording to whether time or spae is disretized rst. When time-depedent
problems (involving rst-order derivatives in time) are rst disretized with respet to
spae, this leads to a system of oupled rst order ODEs in time. Also alled the semi-
disrete method, this approah requires that the shape funtions do not depend on time,
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i.e. the approximation is expressed as
uh(x, t) =
∑
i
Ni(x)ui(t), (6.1.1)
where it an be seen that time-dependene is aounted for by the nodal values of the
dependent variable. However, suh a formulation is not possible in the ontext of the
XFEM with moving disontinuities due to the inherent time-dependene of the enrihment
funtions [46℄. Therefore, in this study, time is disretized before spae.
In this work, the trapezoidal rule will be employed for time-stepping. The trapezoidal rule is
one of the θ-family of one-step time-stepping methods with θ set to 1/2. It is a seond-order
aurate semi-impliit sheme and is unonditionally stable. We rst reall from Setion
2.1 that the Navier Stokes equations are expressed as
̺k
(∂ui
∂t
+ uj
∂ui
∂xj
)
− ∂σij
∂xj
= fk,i, (6.1.2)
∂uj
∂xj
= 0, (6.1.3)
where (6.1.2) denotes the momentum equations and (6.1.3) denotes the ontinuity equation.
Note that the term ̺kgi in (2.1.1) is now replaed with fk,i whih represents the externally
applied fore per unit volume. The other terms are dened as in Setion 2.1.
The trapezoidal rule (sometimes also referred to as the Crank-Niolson method) is ex-
pressed as
un+1i − uni
∆t
= θGn+1i + (1− θ)Gni , θ =
1
2
, (6.1.4)
where the supersript n + 1 refers to the urrent time-step and n refers to the previous
time-step. The subsript i is a free index referring to a omponent of the eld variable. For
example, Gn+1i refers to the i-omponent of the time derivative at the urrent time-step.
Applying the trapezoidal rule to the momentum equations (6.1.2), it is immediately lear
that
Gi = − 1
̺k
[
̺kuj
∂ui
∂xj
− ∂σij
∂xj
− fk,i
]
, (6.1.5)
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from whih the time-disretized momentum equations an then be expressed as
̺k
un+1i − uni
∆t
+ θ
[
̺kuj
∂ui
∂xj
− ∂σij
∂xj
− fk,i
]n+1
− (1− θ)̺kGni = 0. (6.1.6)
Rearranging, we obtain
̺ku
n+1
i + θ∆t
[
̺kuj
∂ui
∂xj
− ∂σij
∂xj
− fk,i
]n+1
= ̺ku
n
i + (1− θ)∆t̺kGni . (6.1.7)
To ease the notation, we denote the RHS by hni whih leads to the following expression for
the time-disretized momentum equations
1
θ∆t
̺ku
n+1
i +
[
̺kuj
∂ui
∂xj
− ∂σij
∂xj
− fk,i
]n+1
=
1
θ∆t
hni , (6.1.8)
together with the ontinuity equation
∂un+1j
∂xj
= 0, (6.1.9)
whih implies that the inompressibility onstraint is enfored in the urrent time-step.
We now proeed to the spatial disretization where the weak formulation is employed. The
rst step is to multiply (6.1.8) throughout by the weight funtion and integrate over the
omputational domain Ω
1
θ∆t
∫
Ω
wi̺ku
n+1
i dΩ +
∫
Ω
wi̺ku
n+1
j
∂un+1i
∂xj
dΩ−
∫
Ω
wi
∂σn+1ij
∂xj
dΩ
−
∫
Ω
wif
n+1
k,i dΩ =
1
θ∆t
∫
Ω
wih
n
i dΩ. (6.1.10)
Realling (2.1.28), we an apply partial integration to the term ontaining the stress tensor
to obtain∫
Ω
wi
∂σn+1ij
∂xj
dΩ =
∫
Γn+1
h
wihˆi dΓ +
∫
Γn+1
d
γκwinˆi dΓ−
∫
Ω
σn+1ij
∂wi
∂xj
dΩ. (6.1.11)
We note from the above equation that the surfae tension term is a boundary integral over
the two-uid interfae at the urrent time-step. However, in this study, the determination of
the interfae position (level-set funtion) and the ow variables (i.e. veloity and pressure)
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are segregated. This means that only the interfae position at the previous time-level is
available when solving the Navier-Stokes equations for the ow variables at the urrent
time-level. Therefore, a fully expliit treatment of the surfae tension term is employed in
this study (i.e. θ = 0 for the surfae tension term). This inevitably introdues a apillary
time-step size limit on ∆t [16℄. This issue will be disussed in more detail in the next
setion. Substituting (6.1.11) into (6.1.10), we obtain
1
θ∆t
∫
Ω
wi̺ku
n+1
i dΩ +
∫
Ω
wi̺ku
n+1
j
∂un+1i
∂xj
dΩ−
∫
Γn+1
h
wihˆi dΓ
+
∫
Ω
σn+1ij
∂wi
∂xj
dΩ−
∫
Ω
wif
n+1
k,i dΩ =
1
θ∆t
∫
Ω
wih
n
i dΩ (6.1.12)
as the weak form for the momentum equations. The weak form for the ontinuity equation
an be obtained in a straightforward manner as
∫
Ω
q
∂un+1j
∂xj
dΩ = 0, (6.1.13)
where q is the weight funtion for the pressure spae.
To simplify notation, the supersript n + 1 is dropped from this point onward. Unless
otherwise stated, all eld variables are assumed to be assoiated with time-level n+1. The
nal weak formulation taking into aount the SUPG/PSPG stabilizations is expressed as:
Find uhi ∈ Shui and ph ∈ Shp suh that ∀whi ∈ Vhui and ∀qh ∈ Vhp ,
1
θ∆t
∫
Ω
whi ̺ku
h
i dΩ +
∫
Ω
whi ̺ku
h
j
∂uhi
∂xj
dΩ−
∫
Γn+1
h
whi hˆi dΓ +
∫
Ω
qh
∂uhj
∂xj
dΩ
+
nel∑
e=1
∫
Ωele
τe
(
uhj
∂whi
∂xj
+
1
̺k
∂qh
∂xi
)
·
[
1
θ∆t
̺ku
h
i + ̺ku
h
j
∂uhi
∂xj
− ∂σ
h
ij
∂xj
− fhk,i −
1
θ∆t
hni
]
dΩ
+
∫
Ω
σhij
∂whi
∂xj
dΩ−
∫
Ω
whi f
h
k,i dΩ =
1
θ∆t
∫
Ω
whi h
n
i dΩ (6.1.14)
with uhi (x, 0) = 0 as the initial ondition. We note that the additional stabilization terms
are found within the summation
∑nel
e=1 with the expression within the square brakets
denoting the residual of the time-disretized equation (6.1.8).
Several remarks are in plae at this point. First, we note that the surfae tension term
is embedded in the term hni whih is evaluated at the previous time-level n. Seond, we
110 Temporal disretization
have not yet seleted the time-level where the test funtions reside. The hoie is lear in
the ontext of the XFEM sine the loal enrihment funtions are time-dependent due to
the moving interfae. The impliation is that if the test funtions reside in the previous
time-level n, it is possible to enounter the situation where at a ertain enrihed node
in the urrent time-level, the test funtion from the previous time-level does not exist.
Therefore, the test funtions should always ome from the urrent time-level [46℄. Finally,
an examination of (6.1.14) reveals that terms whih inlude test and trial funtions from
both time-levels may oexist within the same integral. Stritly, this has to be onsidered in
the subell quadrature (disussed in Setion 3.3) where one has to onsider two interfaes
rossing a single element. The situation is further ompounded by the possibility that
the two interfaes (belonging to two dierent time-levels) may interset, see Figure 6.1.
However, suh a deliate situation an be avoided by adopting a fully impliit treatment
of the pressure (i.e. θ = 1 for the pressure term). This strategy, oupled with the fat that
the veloity spae is not enrihed, leads to the muh simpler situation of having to deal
with only one interfae in the subell quadrature.
We reall that the respetive funtion spaes have already been dened in Setion 2.1.2.
As disussed in Setion 2.1.1, in the presene of surfae tension, a jump exists in the
pressure eld aross the interfae. To reprodue this strong disontinuity, the pressure
spae is enrihed with the (shifted) sign-enrihment (Setion 3.2.1) leading to the following
approximation for pressure
ph (x, t) =
∑
i∈I
Ni (x) pi +
∑
i∈I∗
N∗i (x) [ψsign (x, t)− ψsign (xi, t)]ai, (6.1.15)
where ψ
sign
(x, t) is the time-dependent sign-enrihment funtion (due to the time-dependene
of the level-set funtion φ(x, t)). The approximation for the veloity is given as
uh (x, t) =
∑
i∈I
Ni (x)ui. (6.1.16)
We employ standard bilinear shape funtions (2D) and trilinear shape funtions (3D) for
both Ni (x) and N
∗
i (x) in the pressure approximation (6.1.15) and also for Ni (x) in the
veloity approximation (6.1.16). The use of equal-order interpolations for both pressure
and veloity is possible due to the adopted PSPG stabilization whih irumvents the LBB
ondition already disussed in Setion 2.1.2. For denitions of the notations used in the
XFEM approximation (6.1.15), refer to Setion 3.2.
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(a) Interfaes do not interset. (b) Interfaes interset.
Figure 6.1: Subell quadrature of an element rossed by the moving interfae at two dierent
time-levels Γn and Γn+1. Thik blue lines depit the interfae and thin blak lines depit
the boundaries of the subells.
The test funtions whi and q
h
for the veloity and pressure an be expressed as
whi ∈ Vhui := spanj∈I{Nj(x)}, (6.1.17)
qh ∈ Vhp := spani∈I{Ni(x)} ∪ spani∈I∗{Mi (x, t)}, (6.1.18)
respetively. We reall that Mi (x, t) are the loal enrihment funtions dened on the
enrihed nodal set I∗. Finally, in this study, the Piard method is used to linearize the
nonlinear system of equations introdued by the nonlinear onvetive term. This proedure
is rather standard and will not be elaborated further.
6.1.2 Level-set transport equation
The temporal disretization for the level-set transport equation is treated in a similar
manner. The level-set tranport equation is given as
∂φ
∂t
+ uj
∂φ
∂xj
= 0, (6.1.19)
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where φ is the level-set funtion. One again, applying the trapezoidal rule, the time-
disretized version is
φn+1 + θ∆tun+1j
∂φn+1
∂xj
= φn + (1− θ)∆tGn, (6.1.20)
where Gn = −unj ∂φ
n
∂xj
. To ease notation, we denote the RHS by hn whih leads to the
following expression for the time-disretized transport equation
1
θ∆t
φn+1 + un+1j
∂φn+1
∂xj
=
1
θ∆t
hn. (6.1.21)
We now proeed to the spatial disretization where the weak formulation is employed. The
rst step is to multiply (6.1.21) throughout by the weight funtion and integrate over the
omputational domain Ω
1
θ∆t
∫
Ω
ψn+1φn+1 dΩ +
∫
Ω
ψn+1un+1j
∂φn+1
∂xj
dΩ =
1
θ∆t
∫
Ω
ψn+1hn dΩ. (6.1.22)
Dropping the supersript n+1 to further ease notation so that all variables are assumed to
be evaluated at time-level n + 1 unless otherwise stated, the SUPG-stabilized disretized
weak formulation an be stated as: Find φh ∈ Shφ suh that ∀ψh ∈ Vhφ ,
1
θ∆t
∫
Ω
ψhφh dΩ +
∫
Ω
ψhuhj
∂φh
∂xj
dΩ +
nel∑
e=1
∫
Ωele
τe
(
uhj
∂ψh
∂xj
)
·
[
1
θ∆t
φh + uhk
∂φh
∂xk
− 1
θ∆t
hn
]
dΩ =
1
θ∆t
∫
Ω
ψhhn dΩ. (6.1.23)
with initial ondition φh(x, 0) = φ0 whih is the level-set funtion at the initial time. We
note that the additional stabilization terms are found within the summation
∑nel
e=1 with the
expression within the square brakets denoting the residual of the time-disretized equation
(6.1.21).
The trial Shφ and test Vhφ funtion spaes hosen for the level-set funtion φh have already
been dened in (2.2.18) and are not repeated here. The approximation for the level-set is
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given as
φh (x, t) =
∑
i∈I
Ni (x)φi. (6.1.24)
We employ standard bilinear shape funtions (2D) and trilinear shape funtions (3D) for
Ni (x). The test funtion ψ
h
an be expressed as
ψh ∈ Vhφ := spani∈I{Ni(x)}. (6.1.25)
6.2 Time-step size limit
We distinguish between two types of restrition on the time-step size: physial restrition
due to the time-sales of the involved physial phenomena and restrition imposed due to
the numerial approximation. These two ases will be desribed separately in the following
setions.
6.2.1 Physial time-step size limit
Two-uid ow is haraterized by a variety of physial phenomena suh as gravity, visosity
and surfae tension. To obtain the harateristi time sales of these physial phenomena,
three dimensionless numbers are studied. These are the Froude number, the apillary num-
ber and the Reynolds number.
We denote L as the harateristi length sale of the physial problem under onsideration.
The Froude number is dened as the ratio of a body's inertial to gravitational fores and
is dened as
Fr =
U (g)
2
gL
, (6.2.1)
where U (g) is the harateristi veloity and g is the magnitude of the gravitational a-
eleration. Denoting ∆t
(g)
phy
as the typial time sale of a gravity-driven proess, we arrive
at U (g) = L/∆t
(g)
phy
. The harateristi time-sale should be suh that the inertial fores
balane the gravitational fores, i.e. Fr = 1. Therefore, the harateristi time-sale due to
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gravity is
∆t
(g)
phy
=
√
L
g
. (6.2.2)
The apillary number is dened as the ratio of visous to surfae tension fores ating on
a body and is dened as
Ca =
µU (a)
γ
, (6.2.3)
where U (a) is the harateristi veloity, µ is the dynami visosity and γ is the surfae
tension oeient. Denoting ∆t
(a)
phy
as the typial time sale of a apillarity-driven proess,
we arrive at U (a) = L/∆t
(a)
phy
. The harateristi time-sale should be suh that the visous
fores balane the apillary fores, i.e. Ca = 1. Therefore, the harateristi time-sale due
to apillarity is
∆t
(a)
phy
=
µL
γ
. (6.2.4)
Finally, to obtain a harateristi time-sale for visosity-driven proesses, the Reynolds
number is used. It represents the ratio of the inertial to visous fores and is dened as
Re =
̺U (re)L
µ
, (6.2.5)
where U (re) is the harateristi veloity, µ is the dynami visosity and ̺ is the density
of the uid. Denoting ∆t
(re)
phy
as the typial time sale of a visosity-driven proess, we
arrive at U (re) = L/∆t
(re)
phy
. The harateristi time-sale should be suh that the inertial
fores balane the visous fores, i.e. Re = 1. Therefore, the harateristi time-sale due
to visosity is
∆t
(re)
phy
=
̺L2
µ
. (6.2.6)
In summary, to apture the dynamis of a physial problem whih exhibits the above phys-
ial phenomena (i.e. gravity, apillarity and visosity), the time-step size seleted for the
adopted numerial method should not exeed the time-sales of all the involved phenomena.
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This onstitutes the physial restrition on the time-step size.
6.2.2 Numerial time-step size limit
In addition, there is also a limit on the time-step size due to the numerial approximation
used. Although a semi-impliit unonditionally stable time-stepping sheme is employed,
a limit on time-step size is imposed due to the expliit treatment of the surfae tension
term. The numerial apillary time-sale is dened as [116℄
∆t(a)
num
=
√
̺h3
γ
, (6.2.7)
where ̺ represents the average uid density at the interfae and h represents the mesh
size. As an be seen, this ondition is rather restritive for a small mesh size and/or a large
surfae tension oeient. Eorts to lift suh a restrition have been realized, for example,
in the work of Hysing [16℄ whih proposes a semi-impliit treatment of the surfae tension.
However, we adopt the simpler expliit treatment of surfae tension while observing the
numerial apillary time-step size limit (6.2.7).
6.3 Disretization of the reinitialization equation
This setion is devoted to a disussion of the disretization of the reinitialization equation
(2.2.20). Both an FD disretization (on artesian meshes) and an FE disretization (for
general unstrutured meshes) are disussed.
6.3.1 FD disretization
We onsider the reinitialization equation (2.2.23) reprodued here for onveniene
∂φ
∂τ
+ sign(φo)
∇φ
|∇φ| · ∇φ = sign(φo). (6.3.1)
As already mentioned in Setion 2.2.2, the reinitialization equation is a hyperboli PDE
where the harateristi veloity points outward from the interfae in the diretion of
the normal. Due to the hyperboli nature of the PDE, we need an aurate upwinding
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sheme for the spatial disretization. This is aorded by employing the 2nd-order aurate
Essentially Non-Osillatory (ENO) sheme of Harten et al. [52℄ for evaluation of the spatial
derivatives and the Godunov's sheme [117℄ for realizing the upwind dierening.
The rst-order aurate upwinding shemes in the Finite Dierene method (FDM) ap-
proximate the spatial derivatives by biasing the nite dierene stenil in the diretion
where the harateristi information is oming from. The forward dierene is given by
(φ+x )i ≈
φi+1 − φi
∆x
, (6.3.2)
and the bakward dierene by
(φ−x )i ≈
φi − φi−1
∆x
. (6.3.3)
To ahieve upwind dierening, whether (6.3.2) or (6.3.3) is employed depends on the
diretion of the veloity. To elaborate, if the veloity ui > 0, the values of φ are moving
from left to right and we should look to the left of φi (i.e. bakward dierene (6.3.3)) to
determine the derivative and vie versa.
Seond-order aurate versions of the above formulas an be onstruted by employing the
ENO sheme of Harten et al. [52℄. The ore idea is to ompute the numerial ux funtions
using the smoothest possible polynomial interpolants. The idea was later improved by Shu
and Osher [118℄ who employed a divided dierene table to diretly onstrut the numerial
ux funtions. From the reinitialization equation (6.3.1), we need to approximate the term
|∇φ| =
√
φ2x + φ
2
y + φ
2
z, (6.3.4)
whih is expressed in terms of the rst spatial derivatives φx, φy and φz. To approximate
(φ+x )i,j,k and (φ
−
x )i,j,k, the following proedure is followed [57℄.
1. Approximate (φ−x )i,j,k
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a =
φi+1,j,k − 2φi,j,k + φi−1,j,k
∆x2
,
b =
φi,j,k − 2φi−1,j,k + φi−2,j,k
∆x2
,
c =
{
a if |a| ≤ |b| ,
b otherwise,
(φ−x )i,j,k =
φi,j,k − φi−1,j,k
∆x
+ c
∆x
2
. (6.3.5)
2. Approximate (φ+x )i,j,k
a =
φi+1,j,k − 2φi,j,k + φi−1,j,k
∆x2
,
b =
φi,+2j,k − 2φi+1,j,k + φi,j,k
∆x2
,
c =
{
a if |a| ≤ |b| ,
b otherwise,
(φ+x )i,j,k =
φi+1,j,k − φi,j,k
∆x
+ c
∆x
2
. (6.3.6)
We have now onstruted the approximations to (φ+x )i,j,k and (φ
−
x )i,j,k. Similar approxi-
mations for the spatial derivatives in the y− and z− diretions an be onstruted in a
likewise manner. However, whih of the two ((φ+x )i,j,k or (φ
−
x )i,j,k) will be used to ompute
(φx)i,j,k depends on the diretion of the harateristi veloity. This an be done rather
elegantly with the Godunov's method [117℄.
From the reinitialization equation (6.3.1), the harateristi veloity is given by
w = sign(φo)
∇φ
|∇φ| =
(
sign(φo)φx
|∇φ| ,
sign(φo)φy
|∇φ| ,
sign(φo)φz
|∇φ|
)
. (6.3.7)
It an be seen immediately that the sign of the term sign(φ)φx determines whether (φ
+
x )i,j,k
or (φ−x )i,j,k should be used to ompute (φx)i,j,k. Similar statements apply to omputations of
(φy)i,j,k and (φz)i,j,k. It is noted that the sign of φx is determined from the signs of (φ
+
x )i,j,k
and (φ−x )i,j,k. That is, if both are positive, φx is positive and vie versa. However, this
simple upwinding breaks down when (φ+x )i,j,k and (φ
−
x )i,j,k dier in sign. To remedy suh
situations, the Godunov's method an be employed. The method is summarized suintly
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by Rouy and Torin [119℄
φ2x ≈ max
(
max(φ−x , 0)
2,min(φ+x , 0)
2
)
for sign(φ) > 0,
φ2x ≈ max
(
min(φ−x , 0)
2,max(φ+x , 0)
2
)
for sign(φ) < 0. (6.3.8)
To make plausible the above formulas, we rst onsider the ase where φ+x > 0 and φ
−
x < 0,
indiating an expansion. Godunov's method gives φx = 0 whih is physially meaningful
sine a region of expansion should have a loally at φ with φx = 0. For the ase of
φ+x < 0 and φ
−
x > 0, indiating a oalesene, Godunov's method sets φx to be the larger in
magnitude of φ+x and φ
−
x , whih is also physially meaningful sine the region of oalesene
should feel the eet of the information that gets there rst. For the simpler ases where
both φ+x and φ
−
x have the same sign, Godunov's method reverts to simple upwinding.
Finally, before ending this setion, we provide a more general form of (6.3.8)
(
∂φ
∂xi
)2
≈ max

max
((
∂φ
∂xi
)−
, 0
)2
,min
((
∂φ
∂xi
)−
, 0
)2
for sign(φ) > 0,
(
∂φ
∂xi
)2
≈ max

min
((
∂φ
∂xi
)−
, 0
)2
,max
((
∂φ
∂xi
)−
, 0
)2
for sign(φ) < 0,
(6.3.9)
It an be seen from the reinitialization equation (6.3.1) that we need to approximate
the sign funtion sign(φ) in a nite dierene setting. Therefore, some kind of numerial
smearing is required. In this study, we follow the reommendation of Sussman et al. [42℄
and employ the following
sign(φo) =
φo√
φ2o + h
2
, (6.3.10)
where φo is the initial level-set funtion before the reinitialization and h is the mesh size
given as h = ∆x = ∆y = ∆z in this study.
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6.3.2 FE disretization
The reinitialization equation an be expressed (in index form) as
∂φ
∂τ
+ wj
∂φ
∂xj
= sign(φo) (6.3.11)
where wj is the harateristi veloity dened in (6.3.7). Using an expliit Euler time-
stepping, the time-disretized version is
1
∆τ
φn+1 =
1
∆τ
φn − wnj
∂φn
∂xj
+ sign(φo). (6.3.12)
For the spatial disretization, the rst step is to multiply (6.3.12) throughout by the weight
funtion and integrate over the omputational domain Ω
1
∆τ
∫
Ω
ψn+1φn+1 dΩ =
1
∆τ
∫
Ω
ψn+1φn dΩ−
∫
Ω
ψn+1wnj
∂φn
∂xj
dΩ
+
∫
Ω
ψn+1sign(φo) dΩ. (6.3.13)
The SUPG-stabilized disretized weak formulation an be stated as: Find φh ∈ Shφ suh
that ∀ψh ∈ Vhφ ,
1
∆τ
∫
Ω
ψn+1φn+1 dΩ +
nel∑
e=1
∫
Ωele
τe
(
wnj
∂ψn+1
∂xj
)
·
[
φn+1
∆τ
− φ
n
∆τ
+ wnk
∂φn
∂xk
− sign(φo)
]
dΩ
=
1
∆τ
∫
Ω
ψn+1φn dΩ−
∫
Ω
ψn+1wnj
∂φn
∂xj
dΩ +
∫
Ω
ψn+1sign(φo) dΩ, (6.3.14)
with initial ondition φh(x, 0) = φo whih is the deformed level-set funtion at the initial
pseudo-time τ = 0. It is noted that the additional stabilization terms are found within the
summation
∑nel
e=1 with the expression within the square brakets denoting the residual of
the time-disretized equation (6.3.12).
We note that the above equation involves the quadrature of terms whih ontain the fun-
tion sign(φo) whih is disontinuous aross the interfae. Therefore, for the ut elements,
subell quadrature is employed. The trial Shφ and test Vhφ funtion spaes hosen for the
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level-set funtion φh in the reinitialization equation are the same as for the level-set trans-
port equation disussed in Setion 6.1.2.
6.3.3 Time disretization
In this study, the seond order aurate Runge Kutta sheme is employed for the time
disretization. In the rst step, an Euler sheme is applied to advane the solution to
tn +∆t
φn+1 − φn
∆t
+ f (φn) = 0. (6.3.15)
This is then followed by a seond Euler step to advane the solution to time-level tn+2∆t
φn+2 − φn+1
∆t
+ f
(
φn+1
)
= 0. (6.3.16)
Finally, an averaging is applied
φn+1 =
1
2
(
φn + φn+2
)
, (6.3.17)
where the funtion f in the above equations is dened as
f(φn) = sign(φo) (|∇φn| − 1) . (6.3.18)
Sine an expliit time disretization is used, the seleted time-step size has to obey the CFL
ondition to ensure stability. The multidimensional CFL ondition an be given as [120℄
∆t <
min{∆x,∆y,∆z}
max{|w|} , (6.3.19)
where the harateristi veloity w is dened in (6.3.7).
6.3.4 A omparison
In this setion, we ompare the quality of the level-set funtion reinitialized using two
dierent methods.
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Method A Level-set funtion is reinitialized using the straightforward approah by lo-
ating the position of the interfae by linear interpolation of the disretized level-set
funtion in eah triangular subell of the ut bilinear element and then onstrut the
signed-distane funtion to this interpolated interfae [3,15,56℄. Due to the pieewise
linear nature of the interpolated interfae, kinks will exist in the level-set funtion.
Method B The reinitialization is performed as desribed in this setion, i.e. solving a par-
tial dierential equation together with initial ondition given by (2.2.20) and (2.2.21)
[53℄, respetively. The equation is to be solved to steady state when |∇φ| = 1.0. This
algorithm avoids expliitly loating the position of the interfae by interpolation.
We onsider a irular interfae where the initial level-set funtion φ(x) is a one (a true
signed-distane funtion to the irular interfae). The level-set funtion is dened on a
domain [0, 1]× [0, 1] and disretized on a artesian mesh of 32× 32 bilinear elements. The
signed-distane funtion is then deformed as
φ(x)def = φ(x) · (x+ 1) (6.3.20)
The results are displayed in Figure 6.2. Figure 6.2(a) depits the deformed level-set funtion
φ(x)def, Figure 6.2(b) and () show the level-set funtion φ(x) reinitialized using Method
A and its orresponding gradient ∂xφ(x), respetively. Figure 6.2(d) and (e) show similar
results for Method B. A omparison of (b) and (d) does not reveal any signiant dierene.
However, an examination of () and (e) reveals that ∂xφ(x) in () is plagued by noises.
These noises are possibly due to the nite resolution of the interpolation proedure used
in Method A. The pieewise linear interfae neessarily results in kinks in the reinitialized
level-set funtion. On the other hand, visual inspetion of ∂xφ(x) in (e) reveals a smooth
surfae without any disernible jerkiness.
Finally, we ompare the urvature κ omputed using the two dierent methods. Reall that
κ is given as the Laplaian of the level-set (2.2.15). Therefore, any existing noise in the
gradient will be further amplied. Figure 6.3 illustrates the ontour plots of the urvature.
A very noisy ontour plot results for Method A ompared to that obtained by Method B.
The above simple demonstration has tremendous impliation on the numerial auray of
the urvature term whih is used for the omputation of the surfae tension. This is the
main reason why the omputation of the urvature is avoided in this study by appealing
to the Laplae-Beltrami disretization. Still, the reinitialized φ(x) using Method A should
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be avoided due to the poor quality of its gradient needed to ompute the normal vetors.
Therefore, in this study, Method B is preferred.
6.4 Adaptive renement for moving interfaes
This setion is devoted to a disussion of how an aurate remeshing is ahieved in the
ontext of moving interfaes. Reall from (4.2.2) that the mesh renement is realized in a
nite band around the interfae, see Figure 6.4. This is neessary sine it is possible that,
within a single time-step, the new interfae position (for the urrent time-step n+ 1) may
venture outside the region of the nest mesh on the rened mesh, thus leading to a loss
in auray. For optimal auray, the interfae position should always lie within the band
where the highest renement level is realized. The width of the band to be used depends
on fators suh as the veloity of propagation of the interfae and the time-step size.
The remeshing proedure is now desribed. We rst dene the three kinds of meshes used
in this study: a oarse mesh Πc, a ne mesh Πf and a rened mesh Πr. A oarse mesh
is the original uniform mesh on whih mesh renement is to be applied. A rened mesh
is an adaptive mesh where mesh renement is realized in the viinity of the interfae. A
ne mesh is a uniform mesh whose resolution is equivalent to the nest resolution on the
rened mesh. These meshes are illustrated in Figure 6.5. Further we denote the level-set
funtion dened on a oarse mesh as φc and those dened on a ne mesh and rened mesh
as φf and φr, respetively.
It is to be emphasized that the level-set funtion dened on a oarse mesh Πc alone is not
suient to onstrut the rened mesh Πr. First, we note that the interfae reonstruted
(interpolated) from a level-set dened on a oarse mesh (i.e. φc) is neessarily inaurate,
see Figure 4.3(a). If one were to apply the riterion (4.2.2) on φc to realize the mesh
renement, the mesh will be rened around the inaurate interpolated interfae (as in
Figure 4.3(a)) and not the atual interfae. This is beause the new nodal level-set values
on the rened mesh φr are neessarily interpolated from the known level-set values dened
on the oarse mesh φc, whih suggests that the interpolated interfae position remains
unhanged and is just as inaurate as one the reonstruted from the original oarse mesh
Πc.
To remedy this problem, the level-set dened on a ne mesh φf is employed to realize
the mesh renement. In other words, the riterion (4.2.2) should be applied on φf . In this
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(a) Deformed level-set funtion
(b) Method A: reinitialized φ(x) () Method A: ∂xφ(x)
(d) Method B: reinitialized φ(x) (e) Method B: ∂xφ(x)
Figure 6.2: Comparison of reinitialized φ(x) and ∂xφ(x) omputed by Methods A and B.
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(a) Method A: urvature κ
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Figure 6.3: Comparison of urvature κ omputed by Methods A and B.
Figure 6.4: Renement in a band around the interfae. Blue line depits the interfae and
red lines depit the boundaries of the band.
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(a) Coarse mesh (b) Fine mesh. () Rened mesh.
Figure 6.5: The oarse mesh (a) and the ne mesh (b) are used to onstrut the rened
mesh (). The blue line depits the atual interfae.
ase, no interpolation is needed and the reonstruted interfae based on the rened mesh
Πr will be just as aurate as the one reonstruted from a uniform ne mesh Πf whose
resolution is equivalent to the nest resolution on the rened mesh Πr. However, both the
Navier-Stokes and level-set transport equations are never solved on this ne mesh Πf . It is
merely used for the purpose of onstruting the rened mesh Πr on whih both equations
are solved. Furthermore, it is noted that φf is never onstruted for every node in the ne
mesh but rather only for the elements in the viinity of the interfae.
For moving interfaes, projetion of the nodal eld values (i.e. veloity, pressure and level-
set) from one rened mesh to another annot be avoided. However, projetion errors (as it
is often alled in the literature) in the viinity of the interfae an be avoided by rening
in a nite band around the interfae so that projetion of these eld values is not required
for nodes lose to the interfae. That is, only a transfer of the eld values is required for
nodal points lose to the interfae and therefore in this ritial band of nodal points, no
projetion errors are introdued. The proedure for remeshing is desribed in Algorithm
6.1 and also summarized in the form of a owhart in Figure 6.6.
6.5 Strong oupling
As has been mentioned in Chapter 1, a segregated (partitioned) approah is adopted in
this study for the ow-interfae oupling. This means that the ow is rst omputed with
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Start
Construt φr,n on Πr,n based on φf,0 on Πf
Level-set loop
φr,n+1def on Π
r,n
Projet φr,n+1def from Π
r,n
to Πf
φf,n+1def on Π
f
Reinitialize φf,n+1def on Π
f
φf,n+1 on Πf
Construt Πr,n+1 based on φf,n+1 on Πf
Projet φf,n+1 from Πf to Πr,n+1
φr,n+1 on Πr,n+1
Is n = nend ?
Set
φr,n = φr,n+1
Πr,n = Πr,n+1
Exit time loop
n = 0
No
n = n+ 1
Time loop
Yes
Figure 6.6: Flowhart for the remeshing proedure.
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Algorithm 6.1 Proedure for remeshing.
1. If n = 0, onstrut φr,n on Πr,n based on φf,0 on Πf , Otherwise, φr,n on Πr,n for n > 0
available from previous time-level n (Step 7).
2. Strong oupling proedure (refer to Table 6.2) yields deformed level-set φr,n+1def on Π
r,n
.
3. Projet φr,n+1def from Π
r,n
to Πf to obtain φf,n+1def .
4. Reinitialize φf,n+1def on Π
f
to obtain φf,n+1.
5. Construt Πr,n+1 based on φf,n+1 on Πf .
6. Projet φf,n+1 from Πf to Πr,n+1 to obtain φr,n+1.
7. Set φr,n = φr,n+1 and Πr,n = Πr,n+1 and return to Step 1.
a xed interfae and then the omputed veloity eld is used to advet the interfae to a
new position and so on. For this partitioned approah, we further distinguish between two
variants: a weak oupling and a strong oupling. In a weak oupling, the above proedure
is arried out only one per time step. In a strong oupling, the proedure is repeated until
a ertain onvergene in both the veloity eld and the interfae position is ahieved. In
this study, a strong oupling is employed due to its higher auray and stability ompared
to a weak oupling.
The proedure for the strong oupling is illustrated in Algorithm 6.2 and summarized in
the form of a owhart in Figure 6.7. Two dierent loops are employed: an outer loop
for the strong oupling (with index i) and an inner loop for the nonlinear Navier-stokes
solver (with index j). It is noted that the interfae position φθi used in the N-S solver is
an average of the interfae position from the previous outer iteration φn+1i and that from
the previous time-step φn. This simpliation leads to only one interfae position whih
needs to be onsidered in the subell quadrature. The outer loop is iterated until the level-
set position onvergenes as indiated by the relative L2 norm of the dierene between
suessive positions falling below a ertain user-dened tolerane ǫ1. The inner loop for the
N-S solver is iterated until the L2 norm of the dierene between suessive veloity elds
falls below a ertain tolerane dened by ǫ2.
6.6 Closure
All ingredients neessary for the ow solver not overed in previous hapters are disussed
in this hapter. These inlude (i) the temporal diretization, (ii) the time-step size limit,
(iii) the disretization of the reinitialization PDE, (iv) the remeshing proedure for moving
interfaes and (v) the strong oupling proedure.
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Set φθi = φ
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n+1
j+1
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n+1
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Figure 6.7: Flowhart for strong oupling between N-S and L-S equations.
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Algorithm 6.2 Proedure for strong oupling of N-S and L-S equations.
1. Set φθi+1 = θφ
n+1
i + (1− θ)φn. If i = 1, set φθi+1 = φn.
2. Navier-Stokes solver (based on interfae position dened by φθi+1).
2.1 Given un dened at tn, set un+1j = u
n+1
i if j = 1.
2.2 Solve the Navier-Stokes system for un+1j+1 and p
n+1
j+1 in dependene of u
n+1
j and u
n
.
2.3 Compute the relative L2 norm
‖un+1j+1−u
n+1
j ‖
‖un+1j+1 ‖
2.4 If L2 norm < ǫ2, set u
n+1
i+1 = u
n+1
j+1 and p
n+1
i+1 = p
n+1
j+1 and exit the Navier-Stokes
solver. Otherwise, set un+1j = u
n+1
j+1 and return to Step 2.2.
3. Solve the level-set funtion φn+1i+1 using u
n+1
i+1 , u
n
and φn.
4. Compute the relative L2 norm
‖φn+1i+1 −φ
n+1
i ‖
‖φn+1i+1 ‖
.
5. If L2 norm < ǫ1, set φ
n+1 = φn+1i+1 , u
n+1 = un+1i+1 and p
n+1 = pn+1i+1 and exit the outer loop.
Otherwise, set un+1i = u
n+1
i+1 , p
n+1
i = p
n+1
i+1 and φ
n+1
i = φ
n+1
i+1 and return to Step 1.
Denitions:
1. i - outer loop iteration index.
2. j - inner loop iteration index.
3. n - time loop index.
4. ǫ1 = tolerane for outer iteration.
5. ǫ2 = tolerane for inner iteration.
Due to the time-dependene of the enrihment funtion, temporal disretization preedes
spatial disretization. The Navier-Stokes equations are time-disretized using the semi-
impliit Crank-Niolson method whih is 2nd order aurate and assures unonditional
temporal stability. However, sine a segregated approah is adopted for the ow-interfae
oupling, the interfae position and the ow variables in the urrent time-level are not
solved simultaneously. Instead, the interfae position in the Navier-Stokes disretization
is taken to be the average of the positions from the previous time-level and the previous
iteration in the strong oupling loop (Algorithm 6.2). This suggests that the temporal
disretization is not exatly semi-impliit and aution needs to be exerised with respet
to the time-step size limit (Setion 6.2.2).
The disretization of the reinitialization equation is disussed in Setion 6.3. This inludes
both nite dierene and nite element disretizations. Even though the reinitialization
equation is supposed to be solved on the ne mesh Πf ; in pratie, the omputational
domain is restrited only to a nite band of elements in the viinity of the interfae. It is to
be noted that the Navier-Stokes and level-set transport equations are solved on the rened
mesh. Setion 6.3.4 demonstrates that a PDE-reinitialized level-set has a muh higher
quality than an interpolation-reinitialized level-set. This has tremendous impliation for
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the use of the level-set for omputing important interfaial quantities suh as the normal
vetor and the urvature. In suh omputations, the PDE-reinitialized level-set is preferred.
Remeshing for moving interfaes is disussed in Setion 6.4. The proedure is summed up
suintly in Algorithm 6.1. The priniple behind the remeshing proedure is the need to
ensure that the moving interfae always falls within the nest resolution of the rened
mesh. This is realized by rening the mesh in a nite band around the moving interfae.
The use of a ne mesh (instead of the original oarse mesh) to onstrut the rened mesh
is neessary to ensure that mesh is not rened around the inaurate interfae interpolated
from the level-set dened on the oarse mesh.
Finally, the strong oupling proedure is desribed in Setion 6.5. As already mentioned, a
segregated approah neessarily means that the interfae position and the ow variables are
not solved simultaneously. Rather, the ow variables are solved by assuming an interfae
position whih is taken to be the average of the positions from the previous time-level and
the previous iteration in the strong oupling loop. The strong oupling iterates the Navier-
Stokes and level-set solvers until a ertain onvergene in the level-set position is ahieved.
This iteration an be seen as a heaper replaement for a truly monolithi approah.
Chapter 7
Numerial Results
This hapter presents the numerial results. Both 2D and 3D test ases are onsidered. The
2D test ases inlude: (i) water sloshing in a tank, (ii) a stati bubble without externally
applied fores, (iii) a rising bubble with topologial hanges as it rises and (iv) a rising
bubble whih maintains its shape due to a high surfae tension. The 3D test ases inlude:
(v) the 3D version of the stati bubble test ase where onvergene rates are extrated, (vi)
a rising n-butanol drop where terminal (onstant) veloities are extrated and ompared
with theoretial preditions, and (vii) a rising bubble in a ylindrial olumn whih employs
an unstrutured mesh.
The test ases (i), (iii) and (iv) have previously been studied by Fries [15℄ who employed the
intrinsi XFEM [75℄. The test ase (ii) has been studied by Smolianski [3℄ and Hysing [16℄,
both of whom employed the standard nite element method (FEM). Its 3D version (v) has
been onsidered by Groÿ and Reusken [13℄. Finally, test ase (vi) has been onsidered by
Groÿ [121℄ in his PhD dissertation.
As far as possible, we selet test ases where theoretial preditions are available so that
useful omparisons with the numerial results an be made. This is, for example, the ase
for (ii), (v) and (vi). Where theoretial preditions are not available, omparisons with
previous studies are made (i.e. (i), (iii) and (iv)). In suh situations, studies whih employ
nite element-based methods (e.g. FEM, XFEM, instrinsi XFEM) are preferred.
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7.1 Two-dimensional test ases
7.1.1 Sloshing Tank
A two-uid ow in a sloshing tank is onsidered. The setup of the test ase follows the
desription in [15, 122℄. The domain Ω is a ontainer with height 1.5m and width 1.0m.
The two uids in Ω− and Ω+ are separated by a sinusoidal interfae
Γ± = {(x, y) : y = 1.01 + 0.1 · sin ((x− 0.5) · π) , 0 ≤ x ≤ 1} , (7.1.1)
see Figure 7.1. The densities of the uids in Ω− and Ω+ are ̺− = 1000 kg/m3 and ̺+ = 1
kg/m
3
, respetively, and the visosity are µ− = 1 Pa.s and µ+ = 0.01 Pa.s. No surfae
tension is onsidered here. A gravitational aeleration of gy = −1.0 m/s2 is onsidered.
Slip-onditions are assumed along the walls of the tank, and p = 0 N/m2 is set along the
upper boundary. The situation is observed for t = (0s, 20s).
Figure 7.1: Problem statement for the sloshing tank test ase.
For the spatial disretization, a oarse mesh size of 4×6 elements is used. Renement levels
of nref = 1 to 5 are onsidered. The pressure approximation is sign-enrihed aording to
(6.1.15). The time step in the Crank-Niholson sheme is hosen as ∆t = 0.05 s. Figure 7.2
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(a) nref = 1 (b) nref = 2 () nref = 3 (d) nref = 4 (e) nref = 5
Figure 7.2: Comparison of meshes at dierent renement levels for the sloshing tank test
ase at t = 20s.
ompares the meshes with orresponding interfae positions for dierent renement levels
at t = 20 s. The riterion (4.2.2) is employed where all elements within a ertain distane d
from the interfae are rened. For this test ase, the distane d is hosen to be d = 0.05 m.
The reinitialization is ahieved by the method as desribed in Setion 6.3 where the PDE
(6.3.1) is solved to steady state.
For this test ase, we shall perform a loser examination of the dierenes between the two
approahes: (i) hanging nodes with DOFs (Setion 4.2.3) and hanging nodes without DOFs
or onstrained approximation (Setion 4.2.4). In the following gures, we shall employ the
abbreviation "HN with DOFs" to denote the rst approah and the abbreviation "HN w/o
DOFs" to refer to the seond approah. Sine both uids are immisible and inompressible,
the masses (or areas) of the two uids should be onserved over time. The domain Ω1 has
the initial area of A = 1.01 m2. It is oneivable that the higher the resolution of the mesh
in the viinity of the interfae, the better is the area onservation. This is beause the
position of the interfae is interpolated from the level-set funtion whose auray depends
diretly on the mesh resolution. Figure 7.3(a) shows the development of the area Ω1 over
time for the two approahes for renement levels 1 and 5. Only a small dierene an
be found between the two approahes with the rst approah "HN with DOFs" yielding
slightly better results and this dierene beomes almost indisernible as the renement
level inreases to nref = 5. In other words, as far as mass onservation is onerned, the two
approahes yield very similar results, espeially when a high level of renement is used.
Figure 7.3(b) ompares the mass (area) onservation for the renement levels 1 to 5 for
the rst approah "HN with DOFs". We observe a lear onvergene to the exat area of
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Figure 7.3: Comparison of mass onservation for the sloshing tank test ase. (a) ompares
the two approahes for renement levels 1 and 5. (b) ompares renement levels 1 to 5 for
the approah "HN with DOFs".
1.01 m2 as the renement level inreases. This implies that renement in the viinity of the
interfae has a signiant bearing on the auray of the solution. Away from the interfae,
a relatively oarse mesh an be maintained. We omit results for the seond approah "HN
w/o DOFs" sine they are almost idential to the results of the rst approah. Finally, the
evolutions of the pressure and veloity elds for nref = 3 using the rst approah are shown
in Figure 7.4 and Figure 7.5, respetively.
7.1.2 Stati bubble
A stationary irular bubble at equilibrium is onsidered next. The setup of the test ase
follows the desription in [3, 16℄. The radius of the bubble is r = 0.25 m and is positioned
at the enter of the omputational domain Ω whih is a square ontainer with side 4r
as shown in Figure 7.6. The densities and visosities of the two uids in Ω1 and Ω2 are
idential with ̺1 = ̺2 = 1 kg/m
3
and µ1 = µ2 = 1 Pa.s. No externally applied fores
are onsidered and no-slip onditions are assumed along the walls of the ontainer. The
pressure p = 0 N/m2 is xed at the top left orner of the domain. The surfae tension
oeient is set as γ = 0.01 kg/s2.
This test ase is haraterized by 3 non-dimensional numbers [3℄: the density ratio ̺2
̺1
, the
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(a) t = 0 s (b) t = 4 s () t = 8 s (d) t = 12 s (e) t = 16 s (f) t = 20 s
Figure 7.4: Evolution of the pressure eld for the sloshing tank test ase. The two-uid
interfae is shown as a white solid line.
(a) t = 0 s (b) t = 4 s () t = 8 s (d) t = 12 s (e) t = 16 s (f) t = 20 s
Figure 7.5: Evolution of the veloity eld for the sloshing tank test ase. The two-uid
interfae is shown as a blak solid line.
Figure 7.6: Problem statement for the stati bubble test ase.
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visosity ratio
µ2
µ1
and the Laplae number dened as
La =
̺2γd
µ22
, (7.1.2)
where d is the diameter of the bubble. For this test ase, ̺2
̺1
= 1, µ2
µ1
= 1, La = 0.005. Due
to surfae tension eets, the numerial apillarity time-step size limit (6.2.7) is appliable,
where ∆t
(a)
num
= 0.005 s. The time step in the Crank-Niholson sheme is then hosen as
∆t = 0.002 s and the simulation is performed until t = 4 s with 2000 time steps.
Sine the bubble is stationary, the veloity is zero and the interfaial ondition (2.1.10)
redues to
p1 − p2 = γ
r
, (7.1.3)
whih is known as the Laplae-Young law. This implies that a pressure jump of p1 − p2 =
0.04 N/m2 aross the two-uid interfae is to be expeted. The zero veloity eld and the
theoretial pressure jump omputed above will be used as the referene solutions upon
whih the errors are omputed.
For the spatial disretization, mesh sizes of 5×5, 10×10, 20×20 and 40×40 with a onstant
renement level nref = 2 are employed. This translates to resolutions of
1
20
, 1
40
, 1
80
, 1
160
in the
viinity of the interfae, see Figure 7.7. Three dierent methods of omputing the normal
vetor nˆ in the surfae tension term are onsidered:
Method A
The normal vetor nˆ is omputed aording to proedure desribed in Setion 5.2.2.
The normal vetor results from a systemati mapping of the tangential vetors from
the referene to the real domains. As suh, nˆ is always perpendiular to the pieewise
linear interfae.
Method B
The normal vetor nˆ is omputed aording to the proedure desribed in equations
(5.4.9) − (5.4.14). The normal vetor on the interfae is interpolated from the nodal
level-set values using the rst derivatives of the 2D bilinear shape funtions.
Method C
The normal vetor nˆ is omputed aording to the proedure desribed in equations
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Figure 7.7: Meshes used for the stati bubble test ase. A onstant renement level nref = 2
is maintained.
(5.4.2) − (5.4.8). The level-set funtion is rst dierentiated using a standard FD
entral dierening. Thereafter, the normal vetor on the interfae is interpolated
from the nodal values of the FD-dierentiated level-set funtion using the 2D bilinear
shape funtions.
The pressure approximation is sign-enrihed aording to (6.1.15). The riterion (4.2.2)
is employed where all elements within a ertain distane d = 0.016 m from the interfae
are rened. The level-set is kept xed throughout the simulation and no reinitialization is
required. The errors in the pressure and veloity elds for this test ase ome from three
soures: (i) approximation error for the disontinuous pressure, (ii) geometrial error of
the interpolated interfae and (iii) disretization error of the surfae tension fore. Due
to these error soures, the omputed veloity eld is not exatly zero. Figure 7.8 displays
the (non-zero) veloity eld for a 10× 10 mesh omputed using the three methods at the
nal time t = 4 s. Visual inspetion reveals that the spurious veloities are muh smaller
in magnitude for method C. This observation will be further augmented by the omputed
onvergene rates in the sequel. The pressure eld omputed using Method C is shown
in Figure 7.9 for all four mesh sizes. The jump in the pressure eld aross the interfae
is apparent. Figure 7.10 shows the variation of the pressure eld along the ross-setion
y = 0.5 m.
We rst ompute the L∞-norm of the non-dimensional veloity error dened as
||uhµ
γ
||L∞ = max
∣∣∣∣uhµγ
∣∣∣∣ . (7.1.4)
The results from the three methods A, B and C desribed above are ompared with the
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Figure 7.8: Veloity eld for the stati bubble test ase at t = 4 s omputed using three
dierent methods of omputing the normal vetors.
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Figure 7.9: Pressure eld for the stati bubble test ase at t = 4 s omputed using Method
C for dierent mesh sizes.
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Figure 7.10: Pressure eld for the stati bubble test ase at t = 4 s along the ross-setion
y = 0.5m omputed using Method C for dierent mesh sizes.
results of Smolianski [3℄ (abbreviated SMO) and Hysing [16℄ (abbreviated HS), see Figure
7.11. The study `HS' employs a bilinear approximation for the veloity and a onstant ap-
proximation for the pressure. The study `SMO' employs equal-order linear approximations
for both veloity and pressure. Both studies `SMO' and `HS' employ a standard FEM with-
out any enrihment of the approximation. As an be observed from the gure, all methods
yield onvergene rates lose to 1.0 (only the study `SMO' yields a suboptimal rate of 0.7).
The enrihment of the pressure spae used in this study does not lead to an improvement
in the onvergene rate of the veloity error, though auray is drastially improved.
Among the three methods A, B and C, method C yields the best auray overall and
method A the least aurate. Reall from Setion 5.2.2 that the normal vetors omputed
using method A are onsistently perpendiular to the pieewise linear interfae. On the
other hands, the normal vetors omputed using methods B and C are not neessarily per-
pendiular to the pieewise linear interfae. However, the results above show that methods
B and C nevertheless lead to a higher auray. We surmise that this ould be beause
the pieewise linear interfae is only a rude approximation to the real interfae position
and the normal vetors omputed using method A are not neessarily a more aurate
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representation of the true normal vetors (even though they are onsistently perpendiular
to the interpolated interfae). Finally, we observe that method C yields a higher auray
than method B. Reall that method B relies on the interpolation properties of the dif-
ferentiated bilinear shape funtions (5.4.9) − (5.4.14) whih are neessarily less aurate
than the original bilinear shape funtions used in method C. Therefore, using a FD entral
dierening to rst ompute the derivative of the level-set funtion shifts the burden of
dierentiation from the bilinear shape funtions in method C. However, it is to be noted
that suh a strategy (i.e. nite dierene of the level-set) is possible only for a artesian
mesh onsidered in this test ase. Finally, it an be seen that any advantage gained from
the enrihment of the approximation spae is lost immediately if the surfae tension is not
disretized aurately.
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Figure 7.11: Comparison of L∞-norm for the non-dimensional veloity for the stati bubble
test ase.
We now ompute the L2-norm of the veloity error dened as
‖ uex − uh ‖L2=
√∑
all Ωe
∫
Ωe
(
uex1 − uh1
)2
dΩe +
∑
all Ωe
∫
Ωe
(
uex2 − uh2
)2
dΩe, (7.1.5)
where uexi = 0 and u
h
i are the exat and approximated veloity in the xi-diretion, respe-
tively, and Ωe refers to the element domain. The L2-norm of the pressure error dened
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Figure 7.12: Convergene plots for L2-norm for (a) pressure and (b) veloity.
as
‖ pex − ph ‖L2=
√∑
all Ωe
∫
Ωe
(
pex − ph)2 dΩe, (7.1.6)
where pex and ph are the exat and approximated pressure elds, respetively. Figure
7.12(a) and (b) display the onvergene plots in the L2-norm for the pressure and veloity
errors, respetively. Similar to the onvergene of the L∞-norm for the veloity error, the
onvergene plots for the L2-norm exhibit the same trends, i.e. method C yields the best
auray, followed by method B and method A. One again, for the onvergene plot of
the L2-norm of the veloity error, the onvergene rates of all three methods do not dier
signiantly, though auray is very muh improved for method C. However, for the L2-
norm of the pressure error, method C not only yields a higher auray but also a higher
onvergene rate ompared to the other two methods. The best onvergene rate ahieved is
around 1.5 for the pressure error and around 1.75 for the veloity error. However, both are
suboptimal ompared to the supposedly optimal rate of 2.0 using a bilinear approximation
used in this study.
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7.1.3 Rising bubble with large Eötvös number
A rising bubble is onsidered next. The setup of the test ase follows the desription in [15℄
and is shown in Figure 7.13. The diameter of the bubble is d = 10−0.5 m. The densities of
the two uids in Ω1 and Ω2 are ̺1 = 1 kg/m
3
and ̺2 = 1000 kg/m
3
and the visosities are
µ1 = 10
−3.5
Pa.s and µ2 = 10
−1.5
Pa.s. A gravitational aeleration of gy = −0.01 m/s2 is
onsidered. Slip-onditions are assumed along the walls of the tank, and p = 0 N/m2 is xed
at the top left orner of the domain. The surfae tension oeient is set as γ = 0.001 kg/s2
and the situation is observed for t = (0s, 25s).
Figure 7.13: Problem statement for the rising bubble test ase.
This test ase is haraterized by 4 non-dimensional numbers [3, 6℄: the density ratio ̺2
̺1
,
the visosity ratio
µ2
µ1
, the Morton number dened as
M =
gµ42
̺2γ3
, (7.1.7)
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and the Eötvös number
Eo =
̺2gd
2
γ
, (7.1.8)
where d is the diameter of the bubble and g is the magnitude of the gravitational ael-
eration. The Morton number is used to haraterize the shape of the evolving bubble and
the Eötvös number (or Bond number) is the ratio of body fores to surfae tension fores.
For this test ase,
̺2
̺1
= 1000, µ2
µ1
= 100, M = 0.01 and Eo = 1000. The relatively large Eo
number implies that body fores dominate the apillary fores.
In addition to omparing the three methods of omputing the normal vetors desribed in
the previous test ase (Setion 7.1.2), two methods of reinitialization are also onsidered:
(i) the method as desribed in Setion 6.3 where the PDE (6.3.1) is solved to steady state
and (ii) the standard reinitialization desribed in Setion 6.3.4 where a new signed-distane
funtion is onstruted based on the interpolated front. In the sequel, method (i) is abbre-
viated "PDE-reinitialized" and method (ii) is abbreviated "Interpolation-reinitialized".
Due to surfae tension eets, the numerial apillarity time-step size limit (6.2.7) is appli-
able, where ∆t
(a)
num
= 1 s. This large apillarity time-step limit is due to the small surfae
tension oeient and the relatively large diameter of the bubble. Nevertheless, the time
step in the Crank-Niholson sheme is hosen as ∆t = 0.025 s in order to apture the evo-
lution of the interfae. For the spatial disretization, a oarse mesh size of 6× 12 elements
is hosen. Renement levels nref = 2, 3 and 4 are onsidered. This translates to resolutions
of
2d
24
, 2d
48
, 2d
64
in the viinity of the interfae.
The pressure approximation is sign-enrihed aording to (6.1.15). The riterion (4.2.2) is
employed where all elements within a ertain distane d = 0.015 m from the interfae are
rened. The evolutions of the mesh, pressure and veloity elds for nref = 3 using Method
C for omputing the normal vetors with a PDE-reinitialized methodology are shown in
Figure 7.14, Figure 7.15 and Figure 7.16, respetively.
Sine both uids are immisible and inompressible, the masses (or areas) of the two
uids should be onserved over time. Figure 7.17(a) ompares the mass onservation of the
bubble in Ω1 over time for the three methods of omputing the normal vetor using an
interpolation-reinitialized level-set and a renement level nref = 3. Figure 7.17(b) makes the
same omparison but using a PDE-reinitialized level-set. Two important observations an
be made here. First, a PDE-reinitialized level-set leads to a muh better mass onservation
ompared to an interpolation-reinitialized level-set. Seond, all three methods of omputing
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(a) t = 0 s (b) t = 5 s () t = 10 s (d) t = 15 s (e) t = 20 s (f) t = 25 s
Figure 7.14: Evolution of the mesh for the rising bubble test ase. The two-uid interfae
is shown as a blak solid line.
(a) t = 0 s (b) t = 5 s () t = 10 s (d) t = 15 s (e) t = 20 s (f) t = 25 s
Figure 7.15: Evolution of the pressure eld for the rising bubble test ase. The two-uid
interfae is shown as a blak solid line.
(a) t = 0 s (b) t = 5 s () t = 10 s (d) t = 15 s (e) t = 20 s (f) t = 25 s
Figure 7.16: Evolution of the veloity eld for the rising bubble test ase. The two-uid
interfae is shown as a blak solid line.
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Figure 7.17: Comparison of mass onservation for the rising bubble test ase using (a) an
interpolation-reinitialized level-set and (b) a PDE-reinitialized level-set.
the normal vetor lead to only small dierenes in the mass onservation. It seems that the
dierent ways of omputing the normal vetor are immaterial when surfae tension eets
are relatively unimportant ompared to the body fores (as manifested by a large Eötvös
number).
Finally, Figure 7.18(a) ompares the mass onservation for three dierent levels of rene-
ment nref = 1, 2, 3 with orresponding DOFs shown in Figure 7.18(b). A PDE-reinitialized
level-set together with method C for omputing the normal vetor are employed. As an
be seen, the ner the mesh resolution, the better is the mass onservation, as expeted.
7.1.4 Rising bubble with small Eötvös number
A rising bubble with a small Eötvös number is onsidered next. The setup of the test ase
follows the desription in [15℄ and is shown in Figure 7.13. The diameter of the bubble
is d = 0.01 m. The uid properties are idential to those of the previous test ase and
are repeated here for onveniene of the reader. The densities of the two uids in Ω1 and
Ω2 are ̺1 = 1 kg/m
3
and ̺2 = 1000 kg/m
3
and the visosities are µ1 = 10
−3.5
Pa.s and
µ2 = 10
−1.5
Pa.s. A gravitational aeleration of gy = −0.01 m/s2 is onsidered. Slip-
onditions are assumed along the walls of the tank, and p = 0 N/m2 is xed at the top
left orner of the domain. The surfae tension oeient is set as γ = 0.001 kg/s2 and the
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Figure 7.18: Comparison of (a) mass onservation and (b) number of DOFs for the ris-
ing bubble test ase between three dierent levels of renement nref = 2, 3, 4. A PDE-
reinitialized level-set together with method C for omputing the normal vetor are em-
ployed.
situation is observed for t = (0 s, 15 s).
This test ase is also haraterized by the same 4 non-dimensional numbers as desribed
in the previous setion: the density ratio
̺2
̺1
, the visosity ratio
µ2
µ1
, the Morton number M
and the Eötvös number Eo. For this test ase, sine only the size of the bubble hanges,
the dimensionless numbers
̺2
̺1
= 1000, µ2
µ1
= 100 and M = 0.01 are idential to those for
the previous test ase. Only the Eötvös number Eo = 1 is redued. The relatively small
Eo number implies that the apillary fores now dominate the body fores.
Similar to the previous test ase, we ompare the three dierent methods of omputing the
normal vetors and also the two dierent reinitialization strategies: "PDE-reinitialized"
and "Interpolation-reinitialized". Due to surfae tension eets, the numerial apillarity
time-step size limit (6.2.7) is appliable, where ∆t
(a)
num
= 0.006 s. This rather restritive
apillarity time-step limit results from the small diameter of the bubble and is typial
for ases where apillary fores dominate. The time step in the Crank-Niholson sheme
is therefore hosen as ∆t = 0.006 s. For the spatial disretization, a oarse mesh size of
6× 12 elements is hosen. A renement level of nref = 3 is onsidered. This translates to a
resolution of
2d
48
in the viinity of the interfae.
The pressure approximation is sign-enrihed aording to (6.1.15). The riterion (4.2.2)
is employed where all elements within the distane d = 0.001 m from the interfae are
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(a) t = 0 s (b) t = 5 s () t = 10 s (d) t = 15 s (e) t = 20 s (f) t = 25 s
Figure 7.19: Evolution of the mesh for the rising bubble test ase. The two-uid interfae
is shown as a blak solid line.
(a) t = 0 s (b) t = 5 s () t = 10 s (d) t = 15 s (e) t = 20 s (f) t = 25 s
Figure 7.20: Evolution of the pressure eld for the rising bubble test ase. The two-uid
interfae is shown as a blak solid line.
rened. The evolutions of the mesh, pressure and veloity elds for nref = 3 using Method
C for omputing the normal vetors with a PDE-reinitialized methodology are shown in
Figure 7.19, Figure 7.20 and Figure 7.21, respetively. As an be observed from Figure
7.20, the pressure within the rising bubble is muh higher than that of the surrounding
uid. Further, the irular shape of the bubble seems to be maintained as it rises up the
ontainer. Both phenomena an be explained by the large surfae tension fores for this
test ase.
Figure 7.22(a) ompares the mass onservation of the bubble in Ω1 over time for the
three methods of omputing the normal vetor using an interpolation-reinitialized level-
set and a renement level nref = 3. Figure 7.22(b) makes the same omparison but us-
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(a) t = 0 s (b) t = 5 s () t = 10 s (d) t = 15 s (e) t = 20 s (f) t = 25 s
Figure 7.21: Evolution of the veloity eld for the rising bubble test ase. The two-uid
interfae is shown as a blak solid line.
ing a PDE-reinitialized level-set. Two important observations an be made here. First,
a PDE-reinitialized level-set leads to a muh better mass onservation ompared to an
interpolation-reinitialized level-set (exept for the ase where normal vetors are omputed
by method A). Seond, ontrary to the previous test ase, the three dierent methods
of omputing the normal vetor lead to signiant dierenes in the mass onservation,
with method C yielding the best results. We dedue that the way in whih the normal
vetor is omputed is important when surfae tension eets dominate the body fores (as
manifested by a small Eötvös number).
7.2 Three-dimensional test ases
For the 3D test ases, only method C of omputing the normal vetors (see Setion 7.1.2)
with a PDE-reinitialized level-set is onsidered. Setion 7.2.1 investigates the ase of a
stati bubble in equilibrium where onvergene rates in the L2-norm for both veloity
and pressure are extrated. Setion 7.2.2 onsiders the evolution of an n−butanol drop
with dierent diameters and ompares the omputed terminal veloities with theoretial
preditions. Finally, Setion 7.2.3 onsiders a bubble rising in a ylindrial olumn using
an unstrutured mesh.
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Figure 7.22: Comparison of mass onservation for the rising bubble test ase using (a) an
interpolation-reinitialized level-set and (b) a PDE-reinitialized level-set.
7.2.1 Stati bubble
A stationary 3D spherial bubble at equilibrium is onsidered. The setup of the test ase
follows the desription in [121℄. The radius of the bubble is r = 2
3
m and is positioned at the
enter of the omputational domain Ω whih is a ubi ontainer with side 2.0 m as shown
in Figure 7.23. The densities and visosities of the two uids in Ω1 and Ω2 are idential
with ̺1 = ̺2 = 1 kg/m
3
and µ1 = µ2 = 1 Pa.s. No externally applied fores are onsidered
and no-slip onditions are assumed along the walls of the ontainer. The pressure p = 0
N/m
2
is xed at the orner (x = 0 m, y = 2.0 m, z = 2.0 m) of the domain. The surfae
tension oeient is set as γ = 1 kg/s2.
Similar to the 2D version, this test ase is haraterized by the non-dimensional numbers:
the density ratio
̺2
̺1
= 1, the visosity ratio µ2
µ1
= 1 and the Laplae number La = 4
3
. The
muh larger Laplae number (ompared to the 2D version) means that surfae tension
fores dominate the visous fores. Due to surfae tension eets, the numerial apillarity
time-step size limit (6.2.7) is appliable, where ∆t
(a)
num
= 0.04 s. Nevertheless, a muh
smaller time step size in the Crank-Niholson sheme is hosen, i.e. ∆t = 0.002 s. The
simulation is performed until t = 0.4 s with 200 time steps.
Sine the bubble is stationary and the veloity is zero, the interfaial ondition (2.1.10)
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Figure 7.23: Problem statement for the 3D stati bubble test ase.
redues to
p1 − p2 = 2γ
r
, (7.2.1)
whih is the 3D version of the Laplae-Young law. This implies that a pressure jump of
p1 − p2 = 3 N/m2 aross the two-uid interfae is to be expeted. The zero veloity eld
and the theoretial pressure jump omputed above will be used as the referene solutions
upon whih the errors are omputed. For the spatial disretization, a xed oarse mesh size
of 4 × 4 × 4 elements with renement levels nref = 1, 2, 3, 4 are employed. This translates
to resolutions of
1
4
, 1
8
, 1
16
, 1
32
in the viinity of the interfae.
The pressure approximation is sign-enrihed aording to (6.1.15). The riterion (4.2.2)
is employed where all elements within a ertain distane d from the interfae are rened.
For this test ase, the distane d varies from d = 0.1 m for the oarsest resolution to
d = 0.05 m for the nest resolution. The level-set is kept xed throughout the simulation
and no reinitialization is required. The errors in the pressure and veloity elds for this test
ase ome from three soures: (i) approximation error for the disontinuous pressure, (ii)
geometrial error of the interpolated interfae and (iii) disretization error of the surfae
tension fore. Due to these error soures, the omputed veloity eld is not exatly zero.
Figure 7.24 displays the (non-zero) veloity eld for the four dierent mesh resolutions at
the nal time t = 4 s. Visual inspetion reveals that the spurious veloities derease in
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(a) nref = 1. (b) nref = 2.
() nref = 3. (d) nref = 4.
Figure 7.24: Spurious veloities for the 3D stati bubble at t = 0.4 s omputed for 4
dierent mesh resolutions.
magnitude as mesh resolution is inreased. Figure 7.25 shows the variation of the pressure
eld on the ross-setion z = 0 m. The jump in the pressure eld aross the two-uid
interfae is apparent.
The results of this study are ompared with the results of Groÿ [121℄ (abbreviated `Gross
(2008)') whih employs a linear approximation of the pressure eld and a quadrati approx-
imation for the veloity eld and level-set. Further, similar to this study, the pressure eld
is sign-enrihed. The normal vetors are omputed using a proedure similar to method B
(Setion 7.1.2) whih the author dubbed the `improved Laplae-Beltrami disretization'.
A detailed omparison between `Gross (2008)' and this study appears in Table 7.1.
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Figure 7.25: Pressure eld on the ross-setion z = 0 m of the 3D stati bubble at t = 4 s
omputed for dierent mesh resolutions.
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Table 7.1: Comparison between Gross (2008) and this study.
Study
Gross (2008) This study
1. Mesh unstrutured tetrahedral mesh strutured hexahedral mesh
2. Renement hierarhy of tetrahedral hierarhy of hexahedral elements
elements, onforming mesh via hanging nodes, 1-irregular mesh
3. Approximation linear for pressure, trilinear for pressure,
quadrati for veloity, level-set veloity and level-set
4. Enrihment sign-enrihed for pressure signed-enrihed for pressure
5. Interfae level-set method level-set method
desription
6. Reinitialization fast-marhing method PDE-reinitialized
7. Surfae tension Laplae-Beltrami Laplae-Beltrami
disretization
8. Normal vetor quadrati interpolation trilinear interpolation
(method B)
†
(method C)
†
†
Refer to Setion 7.1.2.
We ompute the L2-norm of the veloity error dened as
‖ uex − uh ‖L2=
√√√√∑
all Ωe
∫
Ωe
3∑
i=1
(
uexi − uhi
)2
dΩe, (7.2.2)
where uexi = 0 and u
h
i are the exat and approximated veloity in the xi-diretion, respe-
tively, and Ωe refers to the element domain. The L2-norm of the pressure error is dened
as
‖ pex − ph ‖L2=
√∑
all Ωe
∫
Ωe
(
pex − ph)2 dΩe, (7.2.3)
where pex and ph are the exat and approximated pressure elds, respetively. A side-by-
side omparison of the onvergene plots between the two studies is not meaningful sine
the denition of an element size is not available for Gross (2008) due to the use of an
unstrutured mesh. Therefore, only onvergene rates are ompared. The study of Gross
(2008) uses a uniform initial triangulation where the verties form a 5 × 5 × 5 lattie.
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Table 7.2: Pressure errors and onvergene rates for Gross (2008).
Gross (2008)
nref ‖ pex − ph ‖L2 Order
0 1.64e−1 -
1 4.97e−2 1.73
2 1.66e−2 1.58
3 7.16e−3 1.22
4 2.83e−3 1.34
Table 7.3: Pressure errors and onvergene rates for this study.
This study
nref ‖ pex − ph ‖L2 Order
1 7.90e−1 -
2 2.54e−1 1.64
3 1.05e−1 1.27
4 3.89e−2 1.48
Four levels of renement are subsequently applied nref = 1, 2, 3, 4 to extrat the suessive
onvergene rates. Results for pressure errors for Gross (2008) and this study are displayed
in Table 7.2 and Table 7.3, respetively. We reiterate that one should not ompare the
error norms orresponding to the dierent renement levels sine the orresponding mesh
resolutions are not equivalent in the two separate studies. The only meaningful omparison
is in the onvergene order. It is observed that the two studies yield very lose onvergene
orders averaging around 1.5. This number is also onsistent with the result of the 2D
version (Figure 7.12(a)).
Results for veloity errors for Gross (2008) and this study are displayed in Table 7.4 and
Table 7.5, respetively. It an be observed that Gross (2008) yields an average onvergene
rate of 2.0 ompared to the lower rate of 1.5 for this study. This is not unexpeted sine
Gross (2008) employs a quadrati approximation for both the veloity eld and the level-
set (whih also leads to a more aurate disretization of the surfae tension) ompared to
a trilinear approximation used in this study.
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Table 7.4: Veloity errors and onvergene rates for Gross (2008).
Gross (2008)
nref ‖ uex − uh ‖L2 Order
0 7.16e−3 -
1 1.57e−3 2.19
2 3.25e−4 2.28
3 8.57e−5 1.92
4 1.75e−5 2.29
Table 7.5: Veloity errors and onvergene rates for this study.
This study
nref ‖ uex − uh ‖L2 Order
1 3.73e−3 -
2 1.58e−3 1.24
3 5.47e−4 1.53
4 1.75e−4 1.65
156 Three-dimensional test ases
7.2.2 Rising n-butanol droplet
A rising n-butanol droplet is onsidered next. The setup of the test ase follows the de-
sription in [121℄ and is shown in Figure 7.26. A single n-butanol droplet is loated in a
tank Ω of dimensions [0.02 m × 0.02 m × 0.03 m] lled with water. The densities of the
two uids in Ω1 and Ω2 are ̺1 = 845.4 kg/m
3
and ̺2 = 986.5 kg/m
3
and the visosities are
µ1 = 1.388 ·10−3 Pa.s and µ2 = 3.281 ·10−3 Pa.s. A gravitational aeleration of gz = −9.81
m/s
2
is onsidered. Slip-onditions are assumed along the walls of the tank, and p = 0 N/m2
is xed at one orner of the domain. The initial position of the droplet's enter is loated
at (0.01 m, 0.01 m, 0.003 m). The surfae tension oeient is set as γ = 1.63 · 10−3 kg/s2
and the situation is observed for t = (0 s, 0.5 s).
Figure 7.26: Problem statement for the 3D rising n-butanol droplet test ase.
Dierent radii of the bubble are onsidered: r = 0.75 mm, 1.0 mm, 1.25 mm, 1.50 mm,
1.75mm, and 2.0mm. This test ase is haraterized by the 4 non-dimensional numbers: the
density ratio
̺2
̺1
= 1.167, the visosity ratio µ2
µ1
= 0.423, the Morton numberM = 8.53·10−6
and the Eötvös number whih varies from Eo = 13.4 to Eo = 95.0. See Figure 7.27 and
Table 7.6.
For the spatial disretization, a oarse mesh size of 6×6×9 elements with renement level
nref = 3 is hosen for the bubble radii r = 1.50 mm, 1.75 mm, and 2.0 mm. On the other
hand, a oarse mesh size of 4× 4× 6 elements with a renement level nref = 4 is hosen for
the bubble radii r = 0.75 mm, 1.0 mm and 1.25 mm. This translates to resolutions of 0.02
48
m
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Figure 7.27: Variation of the bubble radius with Eötvös number. The rosses × show all
the six ases onsidered in this study.
Table 7.6: Dierent sizes of the droplet with orresponding Eötvös numbers onsidered in
this study.
Radius (mm) Eötvös number
0.75 13.4
1.00 23.7
1.25 37.1
1.50 53.4
1.75 72.7
2.00 95.0
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and
0.02
64
m in the viinity of the interfae for the two groups of radii, respetively. The use of
a ner resolution for the latter group is due to the smaller size of the bubble whih requires
a ner mesh to apture the interfaial position aurately. Due to surfae tension eets,
the numerial apillarity time-step size limit (6.2.7) is appliable, where ∆t
(a)
num
= 0.004s.
Therefore, the time step in the Crank-Niholson sheme is hosen as ∆t = 0.001 s.
The pressure approximation is sign-enrihed aording to (6.1.15). The riterion (4.2.2) is
employed where all elements within a ertain distane d = 0.0008m from the interfae are
rened. Following Gross [121℄, we dene the droplet's baryenter r¯d as
r¯d(t) =
1
V (Ω1)
∫
Ω1
x dΩ, (7.2.4)
where V (Ω1) is the volume of the droplet. Similarly, the average veloity of the droplet v¯d
is dened as
v¯d(t) =
1
V (Ω1)
∫
Ω1
v(x, t) dΩ. (7.2.5)
The variations of r¯d(t) and v¯d(t) for the r = 1.0 mm droplet with time are shown in Figure
7.28(a) and (b), respetively. As an be seen from Figure 7.28(b), the average veloity
v¯d(t) reahes a ertain steady value after some time. We refer to this as the terminal
veloity of the droplet. The evolution of the z-omponent of the veloity eld for the same
r = 1.0 mm droplet on the ross-setion y = 0.01 m is shown in Figure 7.29. The evolution
of the orresponding pressure eld is shown in Figure 7.30.
The terminal veloities of the n-butanol droplet for the various radii are omputed and
shown in Table 7.7. The numerial preditions are ompared to the theoretial model
preditions of Henshke [123℄ and the numerial preditions of Gross [121℄. The same results
are plotted and ompared in Figure 7.31. It is observed that both Gross (2008) and this
study yield results very lose to those predited by the model. Further, it an be seen that
this study predits terminal rise veloities whih are onsistently slightly higher than those
predited by Gross (2008). Figure 7.31(b) shows a lose-up view with straight segments
drawn between the data points in order to reveal the very similar trends in both numerial
studies. That is, both studies exhibit a onvex shape beyond rd = 1.5 mm instead of a
onave shape predited by the theoretial model. Nevertheless, the theoretial predition
is sandwihed between the two numerial preditions whih are very lose.
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Figure 7.28: Variation of (a) the baryenter r¯d(t) and (b) the average veloity v¯d(t) of the
r = 1.0 mm droplet with time.
Table 7.7: Comparison of terminal rise veloities.
Radius Terminal rise veloity ur(mm/s)
rd (mm) Model Gross (2008) This study
0.75 40.3 40.8 41.0
1.00 53.7 53.0 52.0
1.25 60.0 57.1 57.8
1.50 57.5 56.7 58.3
1.75 55.6 55.2 57.6
2.00 55.8 53.9 56.5
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(a) t = 0.01 s (b) t = 0.1 s () t = 0.2 s
(e) t = 0.3 s (f) t = 0.4 s (g) t = 0.5 s
Figure 7.29: Evolution of the z-omponent of the veloity eld with time for the r = 1.0mm
droplet on the ross-setion y = 0.01 m.
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(a) t = 0.01 s (b) t = 0.1 s () t = 0.2 s
(e) t = 0.3 s (f) t = 0.4 s (g) t = 0.5 s
Figure 7.30: Evolution of the pressure eld with time for the r = 1.0 mm droplet on the
ross-setion y = 0.01 m.
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Figure 7.31: Comparison of terminal rise veloities for dierent droplet radii between results
from (i) model predition, (ii) Gross (2008) and (iii) this study. (b) shows a lose-up view
whih reveals the very similar trends between (ii) and (iii).
7.2.3 Rising bubble in a ylindrial olumn
Finally, a rising bubble in a ylindrial olumn is onsidered. The geometry of the ompu-
tational domain requires the use of an unstrutured mesh whih an be readily handled by
an FE disretization. This onstitutes the main advantage of the FE method over the FD
method. The setup of the test is shown in Figure 7.32. A single bubble of radius 0.025 m
is loated in a ylindrial tank Ω of radius 0.075 m and height 0.1875 m. The densities of
the two uids in Ω1 and Ω2 are ̺1 = 1.0 kg/m
3
and ̺2 = 10.0 kg/m
3
and the visosities
are µ1 = 2.5 ·10−4 Pa.s and µ2 = 5.0 ·10−4 Pa.s. A gravitational aeleration of gz = −9.81
m/s
2
is onsidered. Slip-onditions are assumed along the walls of the ylindrial tank, and
p = 0 N/m2 is xed at the top of the domain. The initial position of the bubble's enter is
loated at (0.0 m, 0.0 m, 0.05 m). The surfae tension oeient is set as γ = 5.0·10−3 kg/s2
and the situation is observed for t = (0 s, 0.15 s).
This test ase is haraterized by the 4 non-dimensional numbers: the density ratio ̺2
̺1
= 10,
the visosity ratio
µ2
µ1
= 2, the Morton number M = 4.9 · 10−7 and the Eötvös number
Eo = 49.0. For the spatial disretization, a oarse mesh size shown in Figure 7.33 is used.
A renement level nref = 1 is onsidered. Due to surfae tension eets, the numerial
apillarity time-step size limit (6.2.7) is appliable, where ∆t
(a)
num
= 0.0287 s. Therefore, the
time step in the Crank-Niholson sheme is hosen as ∆t = 0.0025 s.
The pressure approximation is sign-enrihed aording to (6.1.15). The riterion (4.2.2)
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Figure 7.32: Problem statement for 3D bubble rising in ylindrial olumn.
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Figure 7.33: Coarse mesh used for the ylindrial domain.
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(a) t = 0.005 s (b) t = 0.025 s () t = 0.05 s
(e) t = 0.075 s (f) t = 0.1 s (g) t = 0.125 s
Figure 7.34: Evolution of the z-omponent of the veloity eld with time for rising bubble
on the ross-setion y = 0 m.
is employed where all elements within a ertain distane d = 0.005 m from the interfae
are rened. The evolution of the z-omponent of the veloity eld for the droplet on the
ross-setion y = 0 m is shown in Figure 7.34. The evolution of the orresponding pressure
eld is shown in 7.35.
7.3 Closure
The hapter has presented several test ases for two-uid ow in both 2D and 3D. The
urrent ow solver has demonstrated its ability to handle a wide variety of two-uid ow
senarios with reasonable auray. Three important features of the solver inlude the
ability to handle topologial hanges in the interfae, the aurate representation of large
jumps in the pressure eld aross the moving interfae and its h-adaptivity apability whih
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(a) t = 0.005 s (b) t = 0.025 s () t = 0.05 s
(e) t = 0.075 s (f) t = 0.1 s (g) t = 0.125 s
Figure 7.35: Evolution of the pressure eld with time for rising bubble on the ross-setion
y = 0 m.
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makes the solver omputationally eient. The auray is demonstrated through the error
norms of the veloity/pressure elds (in 2D and 3D) for the ase of a stati bubble. Further,
the terminal veloities omputed for a rising n-butanol droplet ompare well with existing
model preditions.
Three methods of omputing the normal vetors are ompared. Method C whih involves
using a nite dierene tehnique to rst ompute the gradient of the level-set followed
by an FE interpolation of the gradient at points on the interfae, yields the best results.
The drawbak is its reliane on a artesian mesh and is not readily appliable for general
unstrutured meshes. For unstrutured meshes (as is the ase for the rising bubble in a
ylindrial olumn, .f. Setion 7.2.3), method B is employed.
Chapter 8
Conlusions and outlook
8.1 Conlusions
The urrent two-uid ow solver possesses several distinguishing features whih will be
summarized in this setion. The solver employs the XFEM for the enrihment of the pres-
sure spae so that the jump aross the two-uid interfae (in the presene of surfae tension)
an be reprodued aurately. Further, the level-set method is used for apturing the mov-
ing interfae whih is apable of handling topologial hanges with ease due to the impliit
desription. An important feature of the ow solver is the use of h-adaptivity where mesh
renement is realized in the viinity of the moving interfae resulting in 1-irregular non-
onforming meshes due to the existene of hanging nodes. Suh a renement proedure
is less involved and more straightforward ompared to renements on onforming meshes.
The h-adaptivity feature of the ow solver is essential to ensuring aordable omputational
osts espeially when applied to three-dimensional simulations.
Due to the advetion of the interfae, the level-set will get distorted as it evolves with time.
As suh, a reinitialization step is needed at intermediate steps of the simulation so that the
sign-distane property is reovered. In this study, the reinitialization is realized by solving
a PDE to steady state where reinitialized level-set one again possesses the sign-distane
property. The surfae tension term is reformulated using the Laplae-Beltrami disretiza-
tion so that expliit omputation of the urvature is avoided. However, omputation of the
normal vetor to the interfae is still required. Dierent methods of omputing the normal
vetors are proposed. The method whih leads to the best results utilizes the level-set de-
nition of the normal vetor and employs a nite dierene method to ompute the gradient
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of the level-set at the nodes. A standard FE interpolation is then used to interpolate the
gradients at points along the interfae within the ut element. A drawbak of this method
is the assumption of a artesian mesh (at least in the viinity of the interfae).
The numerial results demonstrate the ability of the ow solver to handle situations where
large surfae tensions (and therefore large jumps in the pressure eld) exist aross the
two-uid moving interfae. The auray of the solver is demonstrated by the onvergene
studies in the L2 error norms of the pressure and veloity elds in both two and three
dimensions for the ase of a stati bubble. The auray of the solver is further testied by
the ase of the rising n-butanol droplet with good agreement between the numerial and
model preditions of the terminal veloities.
Overall, we have ahieved the objetive of developing a robust two-uid ow solver for the
simulation of two-phase inompressible ow apable of handling a variety of physial ow
senarios in both two and three dimensions.
8.2 Outlook
Improvements to the urrent solver are antiipated in several areas. We shall one again
adopt an enumeration strategy for larity (and eonomy) of presentation.
1. Iterative solver for linear system
The urrent ow solver utilizes a diret solver for simpliity and auray. However,
for large simulations of omplex three-dimensional problems, the omputational ost
of using a diret solver inreases drastially. Thus, an iterative solver whih invari-
ably speeds up the solution proess of the linear system is very attrative as far as
omputational ost is onerned.
2. Parallelization
Currently, only the linear solver is parallelized. However, one again, for large prob-
lems, parallelization an be further exploited by parallelizing the entire solver in-
luding the element quadrature proess and the system assembly. The parallelization
enables the simulations of omplex 3D two-phase ow problems with aordable om-
putational time.
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3. Enrihment of the veloity eld.
Only the pressure eld is enrihed in the existing ow solver. This enables the repre-
sentation of jumps in the pressure eld aross the two-uid interfae in the presene
of surfae tension. However, the kink in the veloity aross the interfae is not a-
ounted for. For large visosity ratios between the two uids, the kinks beome more
pronouned and this may neessitate the enrihment of the veloity eld as well in
order to reprodue suh kinks.
4. Higher-order desription of interfae.
Though the methods of higher-order XFEM are presented in Setion 3.4, they have
not been brought to bear on the urrent ow solver. The reason is due to the muh
higher omputational eort required for a higher-order aurate ow solver ompared
to using just a linear approximation. However, with the two improvements outlined
above, the possibility of employing a higher-order ow solver at aordable omputa-
tional ost does not seem too far-fethed. In priniple, the extension of higher-order
XFEM to 3D is straightforward by utilizing 3D higher-order shape funtions for
the approximation of the pressure/veloity elds and also the interpolation of the
interfae. For the subell quadrature whih now involves urved surfaes, a 3D ex-
tension of the 2D version presented in Setion 3.4.2 an be used. That is, referene
3D elements whih are higher-order on one fae are used to projet the Gaussian
points to the real element. However, these are not neessarily the only onsiderations
required for a higher-order approximation. A few non-trivial questions remain: (i)
how to integrate the existing h-adaptivity with the higher-order approximation (i.e
hp-approximation), (ii) does the existing stabilization proedure (whih works for a
linear approximation) still apply in the ase of a higher-order approximation without
hindering optimal auray, (iii) the need for a higher-order temporal disretization
to omplement the higher-order spatial approximation and (iv) the situation of hav-
ing to deal with two (or more) interseting urved surfaes belonging to two (or more)
dierent time-levels in the subell quadrature.
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