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Abstract
The fractional wave equation governs the propagation of mechanical diffusive waves in viscoelastic media
which exhibits a power-law creep, and consequently provided a physical interpretation of this equation in
the framework of dynamic viscoelasticity. In this paper, we first develop the energy method to estimate
the one-dimensional space-Riesz fractional wave equation. For two-dimensional cases with the variable
coefficients, the discretized matrices are proved to be commutative, which ensures to carry out of the
priori error estimates. The unconditional stability and convergence with the global truncation error
O(τ2 + h2) are theoretically proved and numerically verified. In particulary, the framework of the priori
error estimates and convergence analysis are still valid for the compact finite difference scheme and the
nonlocal wave equation.
Keywords: Riesz fractional wave equation; Nonlocal wave equation; Priori error estimates; Energy
method; Numerical stability and convergence
1. Introduction
The fractional wave equation is obtained from the classical wave equation by replacing the second-
order derivative with a fractional derivative of order α, 1 < α ≤ 2. Mainardi [18] pointed out that
the fractional wave equation governs the propagation of mechanical diffusive waves in viscoelastic media
which exhibits a power-law creep, and consequently provided a physical interpretation of this equation
in the framework of dynamic viscoelasticity. In this paper, we study a second-order accurate numerical
method in both space and time for the two-dimensional space-Riesz fractional wave equation with the
variable coefficients whose prototype is, for 1 < α, β ≤ 2,
∂2u(x, y, t)
∂t2
= a(x, y)
∂αu(x, y, t)
∂|x|α + b(x, y)
∂βu(x, y, t)
∂|y|β + f(x, y, t). (1.1)
The initial conditions are
u(x, y, 0) = ϕ(x, y) for (x, y) ∈ Ω,
ut(x, y, 0) = ψ(x, y) for (x, y) ∈ Ω,
(1.2)
and the Dirichlet boundary condition
u(x, y, t) = 0 for (x, y) ∈ ∂Ω
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with Ω = (0, xr) × (0, yr). The function f(x, y, t) is a source term and all the coefficients are positive,
i.e., 0 < a0 ≤ a(x, y) ≤ a1 and 0 < b0 ≤ b(x, y) ≤ b1.
The space-Riesz fractional derivative appears in the continuous limit of lattice models with long-range
interactions [29], for n ∈ N, n− 1 ≤ α < n, which is defined as [24]
∂αu(x, y, t)
∂|x|α = −κα
(
0D
α
x +xD
α
xr
)
u(x, y, t) with κα =
1
2 cos(αpi/2)
, (1.3)
where
0D
α
xu(x, y, t) =
1
Γ(n− α)
∂n
∂xn
∫ x
0
(x− ξ)n−α−1u(ξ, y, t)dξ,
xD
α
xru(x, y, t) =
(−1)n
Γ(n− α)
∂n
∂xn
∫ xr
x
(ξ − x)n−α−1u(ξ, y, t)dξ.
For the Caputo-Riesz time-space fractional wave equation cDγt u(x, t) =
∂αu(x,t)
∂|x|α with 1 < α, γ ≤ 2,
Mainardi (2001) et al. obtained the fundamental solution of the space-time fractional diffusion equation
[19]. Metzler and Nonnenmacher (2002) investigated the physical backgrounds and implications of a
space-and time-fractional diffusion and wave equation [21]. The numerical solution of space-time frac-
tional diffusion-wave equations are discussed in [1, 11], but they are lack of the stability and convergence
analysis. To rewrite the fractional diffusion-wave equation as the the Volterra type integro-differential
equations, the stability and convergence analysis are given with the zero initial conditions [5]. For
1 < γ < 2 and α = 2, it has been proposed by various authors [6, 7, 16, 20, 22, 30, 33, 34, 35]. For
example, based on the second-order fractional Lubich’s methods [17], Cuesta (2006) et al. derived the
second-order error bounds of the time discretization in a Banach space with the ∂
2u
∂x2 a sectorial operator
[7] and Yang (2014) et al. obtained the second-order convergence schemes with 1 ≤ γ ≤ 1.71832 [33]. For
γ = 2 and 1 < α < 2, it seems that achieving a second-order accurate scheme for (1.1) is not an easy task
with the nonzero initial conditions. This paper focuses on providing the weighted numerical scheme to
solve the space-Riesz fractional wave equation with the nonzero initial conditions and the variable coeffi-
cients in one-dimensional and two-dimensional cases. The unconditional stability and convergence with
the global truncation error O(τ2 + h2) are theoretically proved and numerically verified by the energy
method, which can be easily extended to the nonlocal wave equation [10].
The rest of the paper is organized as follows. The next section proposes the second-order accurate
scheme for (1.1). In Section 3, we carry out a detailed stability and convergence analysis with the second
order accuracy in both time and space directions for the derived schemes. To show the effectiveness of
the schemes, we perform the numerical experiments to verify the theoretical results in Section 4. The
paper is concluded with some remarks in the last section.
2. Discretization Schemes
Let the mesh points xi = ih, i = 0, 1, . . . , Nx, and tk = kτ , 0 ≤ k ≤ Nt with h = xr/Nx, τ = T/Nt,
i.e., h is the uniform space stepsize and τ the time stepsize. And uki denotes the approximated value of
u(xi, tk), ai = a(xi), f
k
i = f(xi, tk).
Nowadays, there are already many types of high order discretization schemes for the Riemann-Liouville
space fractional derivatives [2, 12, 14, 23, 26, 28, 31]. Here, we take the following schemes to approach
2
(1.3), see in [3, 31]
0D
α
xu(xi) = δ
α
x,+u(xi) +O(h2) with δαx,+u(xi) =
1
hα
i+1∑
m=0
ϕαmu(xi−m+1),
xD
α
xru(xi) = δ
α
x,−u(xi) +O(h2) with δαx,−u(xi) =
1
hα
Nx−i+1∑
m=0
ϕαmu(xi+m−1),
(2.1)
where
ϕα0 =
α
2
gα0 , ϕ
α
m =
α
2
gαm +
2− α
2
gαm−1, m ≥ 1,
and
gαm = (−1)m
(
α
m
)
, i.e., gα0 = 1, g
α
m =
(
1− α+ 1
m
)
gαm−1, m ≥ 1.
Using (1.3) and (2.1), we obtain the approximation operator of the space-Riesz fractional derivative
∂αu(xi)
∂|x|α = ∇
α
hu(xi) +O(h2) (2.2)
with
∇αhu(xi) = −κα
(
δαx,+ + δ
α
x,−
)
u(xi) = −κα
hα
Nx∑
l=0
ϕαi,lu(xl),
where i = 1, . . . , Nx − 1 (together with the zero Dirichlet boundary conditions) and
ϕαi,l =

ϕαi−l+1, l < i − 1,
ϕα0 + ϕ
α
2 , l = i − 1,
2ϕα1 , l = i,
ϕα0 + ϕ
α
2 , l = i + 1,
ϕαl−i+1, l > i + 1.
Taking u = [u(x1), u(x2), · · · , u(xNx−1)]T, and using (2.1), (2.2), there exists
1
hα
[
Nx∑
l=0
ϕα1,lu(xl),
Nx∑
l=0
ϕα2,lu(xl), . . . ,
Nx∑
l=0
ϕαNx−1,lu(xl)
]T
=
(
δαx,+ + δ
α
x,−
)
u =
1
hα
Aαu,
it yields
∇αhu = −κα
(
δαx,+ + δ
α
x,−
)
u =
−κα
hα
Aαu, (2.3)
3
where the matrix
Aα = Bα +B
T
α with Bα =

ϕα1 ϕ
α
2 ϕ
α
3 · · · ϕαNx−2 ϕαNx−1
ϕα0 ϕ
α
1 ϕ
α
2 ϕ
α
3 · · · ϕαNx−2
ϕα0 ϕ
α
1 ϕ
α
2
. . .
...
. . .
. . .
. . . ϕα3
. . . ϕα1 ϕ
α
2
ϕα0 ϕ
α
1

. (2.4)
2.1. Numerical scheme for one-dimensional space-Riesz fractional wave equation
We now examine the full discretization scheme to the one-dimensional space-Riesz fractional wave
equation, i.e,
∂2u(x, t)
∂t2
= a(x)
∂αu(x, t)
∂|x|α + f(x, t) (2.5)
with 0 < a0 ≤ a(x) ≤ a1 and the zero Dirichlet boundary condition. The initial conditions are
u(x, 0) = ϕ(x) for x ∈ Ω,
ut(x, 0) = ψ(x) for x ∈ Ω.
(2.6)
In the time direction derivative, we use the following center difference scheme
∂2u(x, t)
∂t2
= δ2t u(xi, tk) +O(τ2) with δ2t u(xi, tk) =
uk+1i − 2uki + uk−1i
τ2
. (2.7)
In order to achieve an unconditional stable algorithm, we use the weighted algorithm for the space-
Riesz fractional derivative, i.e.,
θuk+1i + (1− 2θ)uki + θuk−1i ,
1
4
≤ θ ≤ 1,
to approximate u(xi, tk). From (2.2) and the above equations, we can rewrite (2.5) as
u(xi, tk+1)− 2u(xi, tk) + u(xi, tk−1)
τ2
= a(xi)∇αh [θu(xi, tk+1) + (1− 2θ)u(xi, tk) + θu(xi, tk−1)] + f(xi, tk) +Rki
(2.8)
with the local truncation error
Rki ≤ Cu,α(τ2 + h2), (2.9)
where the constant Cu,α is independent of h and τ . Therefore, the full discretization of (2.5) has the
following form
δ2t u
k
i = θai∇αhuk+1i + (1− 2θ)ai∇αhuki + θai∇αhuk−1i + fki , (2.10)
4
i.e.,
uk+1i + θ
τ2
hα
καai
[
i+1∑
m=0
ϕαmu
k+1
i−m+1 +
Nx−i+1∑
m=0
ϕαmu
k+1
i+m−1
]
= 2uki − (1− 2θ)
τ2
hα
καai
[
i+1∑
m=0
ϕαmu
k
i−m+1 +
Nx−i+1∑
m=0
ϕαmu
k
i+m−1
]
− uk−1i − θ
τ2
hα
καai
[
i+1∑
m=0
ϕαmu
k−1
i−m+1 +
Nx−i+1∑
m=0
ϕαmu
k−1
i+m−1
]
+ τ2fki .
(2.11)
Using (2.5), (2.6) and Taylor expansion with integral form of the remainder, there exists
u(xi, τ) = u(xi, 0) + τ
∂u(xi, 0)
∂t
+
τ2
2
∂2u(xi, 0)
∂t2
+
1
2
∫ τ
0
(τ − t)2 ∂
3u(xi, t)
∂t3
dt
= ϕ(xi) + τψ(xi) +
τ2
2
[
a(xi)
∂αu(xi, 0)
∂|x|α + f(xi, 0)
]
+
1
2
∫ τ
0
(τ − t)2 ∂
3u(xi, t)
∂t3
dt.
(2.12)
Then we can obtain u1i , i.e.,
u1i = ϕ(xi) + τψ(xi) +
τ2
2
[a(xi)∇αhu(xi, 0) + f(xi, 0)] (2.13)
with the local truncation error O(τ3 + τ2h2), see Section 3.
For the convenience of implementation, we use the matrix form of the grid functions
Uk =
[
uk1 , u
k
2 , . . . , u
k
Nx−1
]T
, F k =
[
fk1 , f
k
2 , . . . , f
k
Nx−1
]T
.
Hence, the finite difference scheme (2.11) can be recast as[
I + θ
τ2
hα
καDAα
]
Uk+1 =
[
2I − (1− 2θ) τ
2
hα
καDAα
]
Uk −
[
I + θ
τ2
hα
καDAα
]
Uk−1 + τF k, (2.14)
where Aα is defined by (2.4) and the diagonal matrix
D =

a1
a2
. . .
aNx−1
 . (2.15)
2.2. Numerical scheme for two-dimensional space-Riesz fractional wave equation
Let the mesh points xi = ihx, i = 0, 1, . . . , Nx and yj = jhy, j = 0, 1, . . . , Ny and tk = kτ , 0 ≤ k ≤ Nt
with hx = xr/Nx, hy = yr/Ny, τ = T/Nt. Similarly, we take u
k
i,j as the approximated value of u(xi, yj , tk),
ai,j = a(xi, yj), bi,j = b(xi, yj), f
k
i,j = f(xi, yj , tk). We use the center difference scheme to do the
discretization in time direction derivative,
∂2u(x, y, t)
∂t2
=
uk+1i,j − 2uki,j + uk−1i,j
τ2
+O(τ2),
5
and the weighted schemes for the space-Riesz fractional derivative, i.e., θuk+1i,j + (1 − 2θ)uki,j + θuk−1i,j to
approximate u(xi, yj , tk). Therefore (1.1) can be rewritten as
u(xi, yj, tk+1)− 2u(xi, yj , tk) + u(xi, yj , tk−1)
τ2
= a(xi, yj)∇αhx
(
θu(xi, yj, tk+1) + (1− 2θ)u(xi, yj , tk) + θu(xi, yj , tk−1)
)
+ b(xi, yj)∇βhy
(
θu(xi, yj , tk+1) + (1 − 2θ)u(xi, yj, tk) + θu(xi, yj , tk−1)
)
+ f(xi, yj, tk) +R
k
i,j ,
(2.16)
where the local truncation error is
Rki,j ≤ Cu,α,β(τ2 + h2x + h2y). (2.17)
Similarly, we denote
∇αhxu(xi, yj) = −κα
(
δαx,+ + δ
α
x,−
)
u(xi, yj) and ∇βhyu(xi, yj) = −κβ
(
δβy,+ + δ
β
y,−
)
u(xi, yj). (2.18)
Therefore, the resulting discretization of (1.1) has the following form
δ2t u
k
i,j = θai,j∇αhxuk+1i,j + (1− 2θ)ai,j∇αhxuki,j + θai,j∇αhxuk−1i,j
+ θbi,j∇βhyuk+1i,j + (1− 2θ)bi,j∇
β
hy
uki,j + θbi,j∇βhyuk−1i,j + fki,j ,
(2.19)
i.e., [
1− θτ2(ai,j∇αhx + bi,j∇βhy)]uk+1i,j
=
[
2 + (1− 2θ)τ2(ai,j∇αhx + bi,j∇βhy)]uki,j − [1− θτ2(ai,j∇αhx + bi,j∇βhy)]uk−1i,j + τ2fki,j . (2.20)
Using (2.12) and (2.13), we can obtain
u1i,j = ϕ(xi, yj) + τψ(xi, yj) +
τ2
2
[(
ai,j∇αhx + bi,j∇βhy
)
u0i,j + f
0
i,j
]
(2.21)
with the local truncation error O(τ3 + τ2h2x + τ2h2y), see Section 3.
For the two-dimensional space-Riesz fractional wave equation (1.1), the relevant perturbation equation
of (2.20) is of the form(
1− θτ2ai,j∇αhx
)(
1− θτ2bi,j∇βhy
)
uk+1i,j
=
[
2
(
1− θτ2ai,j∇αhx
)(
1− θτ2bi,j∇βhy
)
+ τ2ai,j∇αhx + τ2bi,j∇βhy
]
uki,j
−
(
1− θτ2ai,j∇αhx
)(
1− θτ2bi,j∇βhy
)
uk−1i,j + τ
2fki,j .
(2.22)
Comparing (2.22) with (2.20), the splitting term is given by
θ2τ4ai,jbi,j∇αhx∇βhy
(
uk+1i,j − 2uki,j + uk−1i,j
)
,
since
(
uk+1i,j − 2uki,j +uk−1i,j
)
is an O(τ2) term, it implies that the perturbation contributes an O(τ6) error
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component to the truncation error of (2.20). Thus we can rewrite (1.1) as
u(xi, yj , tk+1)− 2u(xi, yj , tk) + u(xi, yj , tk−1)
τ2
+ θ2τ4ai,jbi,j∇αhx∇βhy
(
u(xi, yj, tk+1)− 2u(xi, yj , tk) + u(xi, yj , tk−1)
)
= a(xi, yj)∇αhx
(
θu(xi, yj , tk+1) + (1− 2θ)u(xi, yj, tk) + θu(xi, yj , tk−1)
)
+ b(xi, yj)∇βhy
(
θu(xi, yj, tk+1) + (1− 2θ)u(xi, yj , tk) + θu(xi, yj , tk−1)
)
+ f(xi, yj , tk) + R˜
k
i,j
(2.23)
where
R˜ki,j = R
k
i,j + θ
2τ4ai,jbi,j∇αhx∇βhy
(
u(xi, yj, tk+1)− 2u(xi, yj , tk) + u(xi, yj , tk−1)
)
≤ C˜u,α,β(τ2 + h2x + h2y).
(2.24)
Hence, the system (2.22) can be solved by the alternating direction implicit method (D-ADI) [8, 9]:(
1− θτ2ai,j∇αhx
)
u∗i,j
= 2uki,j − uk−1i,j + τ2ai,j∇αhx
(
(1 − 2θ)uki,j + θuk−1i,j
)
+ τ2bi,j∇βhyuki,j + τ2fki,j ,(
1− θτ2bi,j∇βhy
)
uk+1i,j = u
∗
i,j + θτ
2bi,j∇βhy
(−2uki,j + uk−1i,j ) ,
(2.25)
where u∗i,j is an intermediate solution. Take
Uk = [uk1,1, u
k
2,1, . . . , u
k
Nx−1,1, u
k
1,2, u
k
2,2, . . . , u
k
Nx−1,2, . . . , u
k
1,Ny−1, u
k
2,Ny−1, . . . , u
k
Nx−1,Ny−1]
T ,
Fk = [fk1,1, f
k
2,1, . . . , f
k
Nx−1,1, f
k
1,2, f
k
2,2, . . . , f
k
Nx−1,2, . . . , f
k
1,Ny−1, f
k
2,Ny−1, . . . , f
k
Nx−1,Ny−1]
T ,
and denote
Ax = I ⊗Aα and Ay = Aβ ⊗ I, (2.26)
where I denotes the unit matrix and the symbol ⊗ the Kronecker product [15], and Aα, Aβ are defined
by (2.4). Therefore, we can rewrite (2.25) as the following form(
I + θ
τ2
hαx
καDAx
)
U∗ =
(
2I − (1− 2θ) τ
2
hαx
καDAx − τ
2
hβy
κβEAy
)
Uk
−
(
I + θ
τ2
hαx
καDAx
)
Uk−1 + τ2Fk,(
I + θ
τ2
hβy
κβEAy
)
Uk+1 =
(
2θ
τ2
hβy
κβEAy
)
Uk −
(
θ
τ2
hβy
κβEAy
)
Uk−1 +U∗,
(2.27)
where
D =

D1
D2
. . .
DNy−1
 with Dj =

a1,j
a2,j
. . .
aNx−1,j

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and
E =

E1
E2
. . .
ENy−1
 with Ej =

b1,j
b2,j
. . .
bNx−1,j
 .
3. Convergence and Stability Analysis
To rewrite the fractional diffusion-wave equation as the the Volterra type integro-differential equa-
tions, the stability and convergence analysis are given with the zero initial conditions [5]. Here, we first
develop the energy method to estimate the space-Riesz fractional wave equation with the nonzero initial
conditions. For two-dimensional cases with the variable coefficients, the discretized matrices are proved
to be commutative, which ensures to carry out of the priori error estimates.
Lemma 3.1. [32] Let ∇αh be given in (2.3) and 1 < α ≤ 2. Then there exists an symmetric positive
definite matrix Λαh such that
−(∇αhu, u) > 0 and − (∇αhu, v) = (Λαhu,Λαhv) with −∇αh = Λαh · Λαh .
Lemma 3.2. (Discrete Gronwall Lemma [25]) Assume that {ak} and {bk} is a nonnegative sequence,
and the sequence ϕk satisfies
ϕ0 ≤ c0, ϕk ≤ c0 +
k−1∑
l=0
bl +
k−1∑
l=0
alϕ
l, k ≥ 1,
where c0 ≥ 0. Then the sequence {ϕk} satisfies
ϕk ≤
(
c0 +
k−1∑
l=0
bl
)
exp
(
k−1∑
l=0
al
)
, k ≥ 1.
Lemma 3.3. [15, p. 141] Let A ∈ Rn×n have eigenvalues {λi}ni=1 and B ∈ Rm×m have eigenvalues
{µj}mj=1. Then the mn eigenvalues of A⊗B are
λ1µ1, . . . , λ1µm, λ2µ1, . . . , λ2µm, . . . , λnµ1 . . . , λnµm.
Lemma 3.4. [15, p. 140] Let A ∈ Rm×n, B ∈ Rr×s, C ∈ Rn×p, and D ∈ Rs×t. Then
(A⊗B)(C ⊗D) = AC ⊗BD (∈ Rmr×pt).
Moreover, for all A and B, (A⊗B)T = AT ⊗BT .
Lemma 3.5. Let Ax = I ⊗Aα and Ay = Aβ ⊗ I be defined by (2.26). Then
AxAy = AyAx, ΛxAy = AyΛx and ΛxΛy = ΛyΛx with −Aα = Λα · Λα, −Aβ = Λβ · Λβ
where we denote Λx := I ⊗ Λα and Λy := Λβ ⊗ I.
Proof. From [32] or Lemma 3.1, there exists −Aα = Λα · Λα and −Aβ = Λβ · Λβ, since −Aα and −Aβ
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are the symmetric positive definite matrices. Taking Λx := I ⊗ Λα and Λy := Λβ ⊗ I and using Lemma
3.4, the results are obtained.
Lemma 3.6. Let ∇αhx and ∇
β
hy
be given in (2.18) with 1 < α, β ≤ 2. Then there exist the symmetric
positive definite matrices Λαhx and Λ
β
hy
, respectively, such that
−(∇αhxU,U) > 0 and − (∇αhxU,V) = (ΛαhxU,ΛαhxV) with −∇αhx = Λαhx · Λαhx ,
and
−(∇βhyU,U) > 0 and − (∇
β
hy
U,V) = (ΛβhyU,Λ
β
hy
V) with −∇βhy = Λ
β
hy
· Λβhy .
Proof. According to (2.18) and (2.26), it implied that
∇αhxU = −κα
(
δαx,+ + δ
α
x,−
)
U =
−κα
hαx
AxU.
From Lemmas 3.3 and 3.5, we know that Ax = I ⊗ Aα is a symmetric negative definite, which leads to
−∇αhx (or −∇
β
hy
) is the symmetric positive definite. The proof is completed.
3.1. Convergence and stability for one-dimensional space-Riesz fractional wave equation
First, we introduce some relevant notations and properties of discretized inner product given in [13, 27].
Denote uk = {uki |0 ≤ i ≤ Nx, 0 ≤ k ≤ Nt} and vk = {vki |0 ≤ i ≤ Nx, 0 ≤ k ≤ Nt}, which are grid
functions. And
ukt,i = (u
k
i − uk−1i )/τ, (uk, vk) = h
Nx−1∑
i=1
uki v
k
i , ||uk|| = (uk, uk)1/2. (3.1)
Lemma 3.7. Let 14 ≤ θ ≤ 1, 1 < α ≤ 2 and {uki } be the solution of the difference scheme
δ2t u
k
i = θai∇αhuk+1i + (1 − 2θ)ai∇αhuki + θai∇αhuk−1i + fki
with the initial conditions and the Dirichlet boundary conditions
u0i = ϕi, 0 ≤ i ≤ Nx,
u1i = ψi, 0 ≤ i ≤ Nx,
uk0 = 0, u
k
Nx = 0, 0 ≤ k ≤ Nt − 1.
Then
Ek ≤ e 32kτ
[
E0 +
3
2
τ
k∑
l=1
||f l||2
]
,
where the energy norm is defined by
Ek = ‖ uk+1t¯ ‖
2
+
1
4
‖ √a(Λαhuk+1 + Λαhuk) ‖2 +
1
4
(4θ − 1) ‖ √a(Λαhuk+1 − Λαhuk) ‖2 .
Proof. Multiplying (2.10) by h(uk+1i − uk−1i ), respectively, it yields
δ2t u
k
i ·
[
h(uk+1i − uki ) + h(uki − uk−1i )
]
= h(uk+1t¯,i )
2 − h(ukt¯,i)2,
9
and [
θai∇αhuk+1i + (1− 2θ)ai∇αhuki + θai∇αhuk−1i + fki
] · h(uk+1i − uk−1i ).
Then summing up for i from 1 to Nx − 1 for the above equations, respectively, there exists
Nx−1∑
i=1
[
h(uk+1t¯,i )
2 − h(ukt¯,i)2
]
= ‖ uk+1t¯ ‖
2 − ‖ ukt¯ ‖
2
, (3.2)
and
Nx−1∑
i=1
[
θai∇αhuk+1i + (1− 2θ)ai∇αhuki + θai∇αhuk−1i + fki
] · h(uk+1i − uk−1i )
= I1 + I2 + (f
k, uk+1 − uk−1),
(3.3)
where
I1 = θ(a∇αhuk+1 + a∇αhuk−1, uk+1 − uk−1), I2 = (1− 2θ)(a∇αhuk, uk+1 − uk−1).
According to Lemma 3.1, which leads to
I1 = −θ
[
aΛαh(u
k+1 + uk−1),Λαh(u
k+1 − uk−1)] = −θ (‖ √aΛαhuk+1 ‖2 − ‖ √aΛαhuk−1 ‖2) ,
and
I2 = −(1− 2θ)
[
(aΛαhu
k,Λαhu
k+1)− (aΛαhuk,Λαhuk−1)
]
= − (1− 2θ)
4
[
(aΛαhu
k + aΛαhu
k+1,Λαhu
k + Λαhu
k+1)− (aΛαhuk − aΛαhuk+1,Λαhuk − Λαhuk+1)
− (aΛαhuk + aΛαhuk−1,Λαhuk + Λαhuk−1) + (aΛαhuk − aΛαhuk−1,Λαhuk − Λαhuk−1)
]
= − (1− 2θ)
4
(
‖ √a(Λαhuk+1 + Λαhuk) ‖2 − ‖
√
a(Λαhu
k+1 − Λαhuk) ‖2
− ‖ √a(Λαhuk + Λαhuk−1) ‖2 + ‖
√
a(Λαhu
k − Λαhuk−1) ‖2
)
.
Combine (2.10), (3.2) and (3.3), we obtain
‖ uk+1t¯ ‖
2 − ‖ ukt¯ ‖
2 − I1 − I2 = (fk, uk+1 − uk−1), (3.4)
i.e.,
‖ uk+1t¯ ‖
2
+ θ ‖ √aΛαhuk+1 ‖2 +
1− 2θ
4
(‖ √a(Λαhuk+1 + Λαhuk) ‖2 − ‖ √a(Λαhuk+1 − Λαhuk) ‖2)
= ‖ ukt¯ ‖
2
+ θ ‖ √aΛαhuk−1 ‖2 +
1− 2θ
4
(‖ √a(Λαhuk + Λαhuk−1) ‖2 − ‖ √a(Λαhuk − Λαhuk−1) ‖2)
+ (fk, uk+1 − uk−1).
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Adding θ ‖ √aΛαhuk ‖2 on both sides of the above equation, there exists
‖ uk+1t¯ ‖
2
+ θ(‖ √aΛαhuk+1 ‖2 + ‖
√
aΛαhu
k ‖2)
+
1− 2θ
4
(‖ √a(Λαhuk+1 + Λαhuk) ‖2 − ‖
√
a(Λαhu
k+1 − Λαhuk) ‖2)
= ‖ ukt¯ ‖
2
+ θ(‖ √aΛαhuk ‖2 + ‖
√
aΛαhu
k−1 ‖2)
+
1− 2θ
4
(‖ √a(Λαhuk + Λαhuk−1) ‖2 − ‖
√
a(Λαhu
k − Λαhuk−1) ‖2) + (fk, uk+1 − uk−1).
Denoting
Ek = ‖ uk+1t¯ ‖
2
+ θ(‖ √aΛ
α
2
h u
k+1 ‖2 + ‖ √aΛαhuk ‖2)
+
1− 2θ
4
(
‖ √a(Λαhuk+1 + Λαhuk) ‖2 − ‖
√
a(Λαhu
k+1 − Λαhuk) ‖2
)
,
i.e.,
Ek = ‖ uk+1t¯ ‖
2
+
1
4
‖ √a(Λαhuk+1 + Λαhuk) ‖2 +
1
4
(4θ − 1) ‖ √a(Λαhuk+1 − Λαhuk) ‖2, (3.5)
where we use
‖ √aΛαhuk ‖2 + ‖
√
aΛαhu
k−1 ‖2= 1
2
(‖ √a(Λαhuk + Λαhuk−1) ‖2 + ‖ √a(Λαhuk − Λαhuk−1) ‖2) .
From
(fk, uk+1 − uk−1) = hτ
Nx−1∑
i=1
2fki
(
uk+1i − uk−1i
2τ
)
≤ hτ
Nx−1∑
i=1
(fki )2 +
(
uk+1i − uki + uki − uk−1i
2τ
)2
≤ τ
2
(
‖ uk+1t¯ ‖
2
+ ‖ ukt¯ ‖
2
)
+ τ ||fk||2,
(3.6)
and (3.5), (3.4), we obtain
Ek − Ek−1 = (fk, uk+1 − uk−1) ≤ τ
2
(Ek + Ek−1) + τ ||fk||2,
i.e,
(
1− τ
2
)
Ek ≤
(
1 +
τ
2
)
Ek−1 + τ ||fk||2.
Therefore, for τ ≤ 2/3, it yields
Ek ≤
(
1 +
3τ
2
)
Ek−1 +
3
2
τ ||fk||2.
Using the discrete Gronwall inequality (see Lemma 3.2), we have
Ek ≤ e 32kτ
[
E0 +
3
2
τ
k∑
l=1
||f l||2
]
.
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The proof is completed.
Theorem 3.1. Let u(xi, tk) be the exact solution of (2.5) with 1 < α ≤ 2, 14 ≤ θ ≤ 1; uki be the solution
of the finite difference scheme (2.10) and eki = u(xi, tk)− uki . Then
Ek = O(τ2 + h2)2,
where the energy norm is defined by
Ek = ‖ ek+1t¯ ‖
2
+
1
4
‖ √a(Λαhek+1 + Λαhek) ‖2 +
1
4
(4θ − 1) ‖ √a(Λαhek+1 − Λαhek) ‖2 .
Proof. Subtracting (2.10) from (2.8), it yields
δ2t e
k
i = θai∇αhek+1i + (1− 2θ)ai∇αheki + θai∇αhek−1i +Rki . (3.7)
Using Lemma 3.7, we obtain
Ek ≤ e 32kτ
[
E0 +
3
2
τ
k∑
l=1
||Rl||2
]
, (3.8)
where
Ek = ‖ ek+1t¯ ‖
2
+
1
4
‖ √a(Λαhek+1 + Λαhek) ‖2 +
1
4
(4θ − 1) ‖ √a(Λαhek+1 − Λαhek) ‖2 . (3.9)
Next we estimate the local error truncation of E0. Since e0i = 0 and
e1i =
τ2
2
[
a(xi)
(
∂αu(xi, 0)
∂|x|α −∇
α
hϕ(xi)
)]
+
1
2
∫ τ
0
(τ − t)2 ∂
3u(xi, t)
∂t3
dt
=
τ2
2
a(xi)C1,α
∂α+2u(ξi, t)
∂|x|α+2 h
2 +
1
2
∫ τ
0
(τ − t)2 ∂
3u(xi, t)
∂t3
dt ≤ C2,α(τ3 + τ2h2),
where ξi ∈ (0, xr) and
C2,α = max
0≤x≤xr,0≤t≤T
{1
2
a1
∣∣∣C1,α ∂α+2u(ξi, t)
∂xα+2
∣∣∣, 1
6
∫ τ
0
∣∣∣∂3u(xi, t)
∂t3
∣∣∣dt},
it implies that
‖ e1t ‖2 =‖
e1 − e0
τ
‖2≤ (Nx − 1)h 1
τ2
C2,α(τ
3 + τ2h2) · C2,α(τ3 + τ2h2) ≤ C22,αxr(τ2 + τh2)2. (3.10)
Here, the coefficients Cl,α, 1 ≤ l ≤ 2 are the constants independent of h and τ .
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According to (2.2) and the above equations, there exists
‖ √aΛαhe1 ‖2= −(a∇αhe1, e1) = −h
Nx−1∑
i=1
ai
(∇αhe1i ) · e1i
= −h
Nx−1∑
i=1
ai
Nx∑
l=0
−κα
hα
ϕαi,l
[
aiC1,α
2
∂α+2u(ξi, t)
∂|x|α+2 τ
2h2 +
1
2
∫ τ
0
(τ − t)2 ∂
3u(xi, t)
∂t3
dt
]
· e1i
= −h
Nx−1∑
i=1
ai
[
aiC1,α
2
∂2α+2u(ξi, t)
∂|x|2α+2 τ
2h2 + C3,α
∂2α+4u(ξi, t)
∂|x|2α+4 τ
2h4
]
· e1i
− h
Nx−1∑
i=1
ai
2
∫ τ
0
(τ − t)2
[
∂α+3u(xi, t)
∂t3∂|x|α + C4,α
∂α+5u(ξ˜i, t)
∂t3∂|x|α+2 h
2
]
dt · e1i
≤ C5,α(τ3 + τ2h2) · C2,α(τ3 + τ2h2),
where ξi, ξi, ξ˜i ∈ (0, xr) and Cl,α, 1 ≤ l ≤ 5 are the constants independent of h and τ . Using (3.9), (3.10)
and the above equation, we have
E0 ≤ C2αxr(τ2 + τh2)2 (3.11)
with a constant Cα. From (2.9), (3.8) and (3.11), it means that
Ek ≤ e 32kτ
[
C2αxr(τ
2 + τh2)2 +
3
2
kτC2u,α(τ
2 + h2)2
]
≤ C˜αe 32T (τ2 + h2)2
with C˜α = 2max{C2αxr, 32C2u,αT }. The proof is completed.
Theorem 3.2. The difference scheme (2.14) with 1 < α ≤ 2 and 14 ≤ θ ≤ 1 is unconditionally stable.
Proof. From Lemma 3.7, the proof is completed.
3.2. Convergence and stability for two-dimensional space-Riesz fractional wave equation
Denote uk = {uki,j|0 ≤ i ≤ Nx, 0 ≤ j ≤ Ny, 0 ≤ k ≤ Nt} and vk = {vki,j|0 ≤ i ≤ Nx, 0 ≤ j ≤ Ny, 0 ≤
k ≤ Nt}, which are grid functions. And
ukt,i,j = (u
k
i,j − uk−1i,j )/τ, (uk, vk) = hxhy
Nx−1∑
i=1
Ny−1∑
j=1
uki,jv
k
i,j , ||uk|| = (uk, uk)1/2. (3.12)
Lemma 3.8. Let 14 ≤ θ ≤ 1, 1 < α, β ≤ 2 and {ukij} be the solution of the difference scheme
δ2t u
k
i,j + θ
2τ4ai,jbi,j∇αhx∇βhy
(
uk+1i,j − 2uki,j + uk−1i,j
)
= θai,j∇αhxuk+1i,j + (1− 2θ)ai,j∇αhxuki,j + θai,j∇αhxuk−1i,j
+ θbi,j∇βhyuk+1i,j + (1− 2θ)bi,j∇
β
hy
uki,j + θbi,j∇βhyuk−1i,j + fki,j
(3.13)
with the initial conditions and the Dirichlet boundary conditions
u0i,j = ϕi,j , 0 ≤ i ≤ Nx, 0 ≤ j ≤ Ny,
u1i,j = ψi,j , 0 ≤ i ≤ Nx, 0 ≤ j ≤ Ny,
uki,j = 0, (xi, yj) ∈ ∂Ω, 0 ≤ k ≤ Nt − 1.
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Then
Ek ≤ e 32kτ
[
E0 +
3
2
τ
k∑
l=1
||f l||2
]
,
where the energy norm is defined by
Ek = ‖ uk+1t¯ ‖
2
+
1
4
‖ √a(Λαhxuk+1 + Λαhxuk) ‖2 +
1
4
(4θ − 1) ‖ √a(Λαhxuk+1 − Λαhxuk) ‖2
+
1
4
‖
√
b(Λβhyu
k+1 + Λβhyu
k) ‖2 +1
4
(4θ − 1) ‖
√
b(Λβhyu
k+1 − Λβhyuk) ‖2
+ θ2τ6 ‖
√
abΛαhxΛ
β
hy
uk+1
t
‖2 .
Proof. Multiplying (3.13) by hxhy(u
k+1
i,j − uk−1i,j ) and using Lemmas 3.5, 3.6, there exists(
δ2t u
k
i,j + θ
2τ4ai,jbi,j∇αhx∇βhy (uk+1i,j − 2uki,j + uk−1i,j )
)
· [hxhy(uk+1i,j − uki,j) + hxhy(uki,j − uk−1i,j )]
=hxhy(u
k+1
t¯,i,j)
2−hxhy(ukt¯,i,j)2+hxhyθ2τ6(
√
ai,jbi,jΛ
α
hxΛ
β
hy
uk+1
t,i,j
)2−hxhyθ2τ6(
√
ai,jbi,jΛ
α
hxΛ
β
hy
ukt,i,j)
2,
and [
θai,j∇αhxuk+1i,j + (1− 2θ)ai,j∇αhxuki,j + θai,j∇αhxuk−1i,j
+ θuk+1i,j + (1− 2θ)bi,j∇βhyuki,j + θbi,j∇
β
hy
uk−1i,j + f
k
i,j
]
· hxhy(uk+1i,j − uk−1i,j ).
Then summing up for i from 1 to Nx − 1 and for j from 1 to Ny − 1, we have
Nx−1∑
i=1
Ny−1∑
j=1
[
hxhy(u
k+1
t¯,i,j)
2 − hxhy(ukt¯,i,j)2
]
= ‖ uk+1t¯ ‖
2 − ‖ ukt¯ ‖
2
,
Nx−1∑
i=1
Ny−1∑
j=1
(
hxhyθ
2τ6(
√
ai,jbi,jΛ
α
hxΛ
β
hy
uk+1
t,i,j
)2 − hxhyθ2τ6(
√
ai,jbi,jΛ
α
hxΛ
β
hy
ukt,i,j)
2
)
= θ2τ6 ‖
√
abΛαhxΛ
β
hy
uk+1
t
‖2 −θ2τ6 ‖
√
abΛαhxΛ
β
hy
ukt ) ‖2,
(3.14)
and
Nx−1∑
i=1
Ny−1∑
j=1
[
θai,j∇αhxuk+1i,j + (1 − 2θ)ai,j∇αhxuki,j + θai,j∇αhxuk−1i,j
+ θbi,jΛ
β
hy
uk+1i,j + (1− 2θ)bi,jΛβhyuki,j + θbi,jΛ
β
hy
uk−1i,j + f
k
i,j
]
· hxhy(uk+1i,j − uk−1i,j )
= I1 + I2 + I3 + I4 + (f
k, uk+1 − uk−1),
(3.15)
where
I1 = θ
(
a∇αhxuk+1 + a∇αhxuk−1, uk+1 − uk−1
)
, I2 = (1− 2θ)
(
a∇αhxuk, uk+1 − uk−1
)
,
I3 = θ
(
b∇βhyuk+1 + b∇
β
hy
uk−1, uk+1 − uk−1
)
, I4 = (1− 2θ)
(
b∇βhyuk, uk+1 − uk−1
)
.
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According to Lemma 3.6, we have
I1 =− θ
(‖ √aΛαhxuk+1 ‖2 − ‖ √aΛαhxuk−1 ‖2)
I2 =− (1− 2θ)
4
(
‖ √a(Λαhxuk+1 + Λαhxuk) ‖2 − ‖
√
a(Λαhxu
k+1 − Λαhxuk) ‖2
− ‖ √a(Λαhxuk + Λαhxuk−1) ‖2 + ‖
√
a(Λαhxu
k − Λαhxuk−1) ‖2
)
,
and
I3 =− θ
(
‖
√
bΛβhyu
k+1 ‖2 − ‖
√
bΛβhyu
k−1 ‖2
)
,
I4 =− (1 − 2θ)
4
(
‖
√
b(Λβhyu
k+1 + Λβhyu
k) ‖2 − ‖
√
b(Λβhyu
k+1 − Λβhyuk) ‖2
− ‖
√
b(Λβhyu
k + Λβhyu
k−1) ‖2 + ‖
√
b(Λβhyu
k − Λβhyuk−1) ‖2
)
.
From (3.14) and (3.15), we obtain
‖ uk+1t¯ ‖
2 − ‖ ukt¯ ‖
2
+ θ2τ6 ‖
√
abΛαhxΛ
β
hy
uk+1
t
‖2 −θ2τ6 ‖
√
abΛαhxΛ
β
hy
ukt ) ‖2 −I1 − I2 − I3 − I4
= (fk, uk+1 − uk−1),
i.e.,
‖ uk+1t¯ ‖
2
+ θ2τ6 ‖
√
abΛαhxΛ
β
hy
uk+1
t
‖2 +θ ‖ √aΛαhxuk+1 ‖2
+
1− 2θ
4
(‖ √a(Λαhxuk+1 + Λαhxuk) ‖2 − ‖
√
a(Λαhxu
k+1 − Λαhxuk) ‖2)
+ θ ‖
√
bΛβhyu
k+1 ‖2 +1− 2θ
4
(‖
√
b(Λβhyu
k+1 + Λβhyu
k) ‖2 − ‖
√
b(Λβhyu
k+1 − Λβhyuk) ‖2)
= ‖ ukt¯ ‖
2
+ θ2τ6 ‖
√
abΛαhxΛ
β
hy
ukt ‖2 +θ ‖
√
aΛαhxu
k−1 ‖2
+
1− 2θ
4
(‖ √a(Λαhxuk + Λαhxuk−1) ‖2 − ‖
√
a(Λαhxu
k − Λαhxuk−1) ‖2)
+ θ ‖
√
bΛβhyu
k ‖2 +1− 2θ
4
(‖
√
b(Λβhyu
k + Λβhyu
k−1) ‖2 − ‖
√
b(Λβhyu
k − Λβhyuk−1) ‖2)
+ (fk, uk+1 − uk−1).
Adding θ ‖ √aΛαhxuk ‖2 +θ ‖
√
bΛβhyu
k ‖2 on both sides of the above equation, we have
‖ uk+1t¯ ‖
2
+ θ(‖ √aΛαhxuk+1 ‖2 + ‖
√
aΛαhxu
k ‖2) + 1− 2θ
4
(‖ √a(Λαhxuk+1 + Λαhxuk) ‖2
− ‖ √a(Λαhxuk+1 − Λαhxuk) ‖2) + θ(‖
√
bΛβhyu
k+1 ‖2 + ‖
√
bΛβhyu
k ‖2
+
1− 2θ
4
(‖
√
b(Λβhyu
k+1 + Λβhyu
k) ‖2 − ‖
√
b(Λβhyu
k+1 − Λβhyuk) ‖2) + θ2τ6 ‖
√
abΛαhxΛ
β
hy
uk+1
t
‖2
= ‖ ukt¯ ‖
2
+ θ(‖ √aΛαhxuk ‖2 + ‖
√
aΛαhxu
k−1 ‖2) + 1− 2θ
4
(‖ √a(Λαhxuk + Λαhxuk−1) ‖2
− ‖ √a(Λαhxuk − Λαhxuk−1) ‖2) + θ(‖
√
bΛβhyu
k ‖2 + ‖
√
bΛβhyu
k−1 ‖2)
+
1− 2θ
4
(‖
√
b(Λβhyu
k + Λβhyu
k−1) ‖2 − ‖
√
b(Λβhyu
k − Λβhyuk−1) ‖2)
+ θ2τ6 ‖
√
abΛαhxΛ
β
hy
ukt ‖2 +(fk, uk+1 − uk−1).
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Denoting
Ek = ‖ uk+1t¯ ‖
2
+ θ(‖ √aΛαhxuk+1 ‖2 + ‖
√
aΛαhxu
k ‖2) + 1− 2θ
4
(‖ √a(Λαhxuk+1 + Λαhxuk) ‖2
− ‖ √a(Λαhxuk+1 − Λαhxuk) ‖2) + θ(‖
√
bΛβhyu
k+1 ‖2 + ‖
√
bΛβhyu
k ‖2
+
1− 2θ
4
(‖
√
b(Λβhyu
k+1 + Λβhyu
k) ‖2 − ‖
√
b(Λβhyu
k+1 − Λβhyuk) ‖2)
+ θ2τ6 ‖
√
abΛαhxΛ
β
hy
uk+1
t
‖2,
(3.16)
we have
Ek = Ek−1 + (fk, uk+1 − uk−1). (3.17)
We rewrite (3.16) as the following form
Ek = ‖ uk+1t¯ ‖
2
+
1
4
‖ √a(Λαhxuk+1 + Λαhxuk) ‖2 +
1
4
(4θ − 1) ‖ √a(Λαhxuk+1 − Λαhxuk) ‖2
+
1
4
‖
√
b(Λβhyu
k+1 + Λβhyu
k) ‖2 +1
4
(4θ − 1) ‖
√
b(Λβhyu
k+1 − Λβhyuk) ‖2
+ θ2τ6 ‖
√
abΛαhxΛ
β
hy
uk+1
t
‖2,
(3.18)
where we use
‖ √aΛαhxuk+1 ‖2 + ‖
√
aΛαhxu
k ‖2= 1
2
(‖ √a(Λαhxuk+1 + Λαhxuk) ‖2 + ‖
√
a(Λαhxu
k+1 − Λαhxuk) ‖2),
and
‖
√
bΛβhyu
k+1 ‖2 + ‖
√
bΛβhyu
k ‖2= 1
2
(‖
√
b(Λβhyu
k+1 + Λβhyu
k) ‖2 + ‖
√
b(Λβhyu
k+1 − Λβhyuk) ‖2).
According to
(fk, uk+1 − uk−1) = 2hxhyτ
Nx−1∑
i=1
Ny−1∑
j=1
fki,j
(
uk+1i,j − uk−1i,j
2τ
)
≤ hxhyτ
Nx−1∑
i=1
Ny−1∑
j=1
(fki,j)2 +
(
uk+1i,j − uki,j + uki,j − uk−1i,j
2τ
)2
≤ τ
2
(
‖ uk+1t¯ ‖
2
+ ‖ ukt¯ ‖
2
)
+ τ ||fk||2,
and (3.18), (3.17), there exists
Ek − Ek−1 = (fk, uk+1 − uk−1) ≤ τ
2
(Ek + Ek−1) + τ ||fk||2,
i.e.,
(
1− τ
2
)
Ek ≤
(
1 +
τ
2
)
Ek−1 + τ ||fk||2.
For τ ≤ 2/3, which leads to
Ek ≤
(
1 +
3τ
2
)
Ek−1 +
3
2
τ ||fk||2.
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From Lemma 3.2, there exists
Ek ≤ e 32kτ
[
E0 +
3
2
τ
k∑
l=1
||f l||2
]
.
The proof is completed.
Theorem 3.3. Let u(xi, yj, tk) be the exact solution of (1.1) with 1 < α, β ≤ 2, uki,j be the solution of
(2.22) and ekij = u(xi, yj, tk)− ukij. Then
Ek = O(τ2 + h2x + h2y)2,
where the energy norm is defined by
Ek = ‖ ek+1t¯ ‖
2
+
1
4
‖ √a(Λαhxek+1 + Λαhxek) ‖2 +
1
4
(4θ − 1) ‖ √a(Λαhxek+1 − Λαhxek) ‖2
+
1
4
‖
√
b(Λβhye
k+1 + Λβhye
k) ‖2 +1
4
(4θ − 1) ‖
√
b(Λβhye
k+1 − Λβhyek) ‖2
+ θ2τ6 ‖
√
abΛαhxΛ
β
hy
ek+1
t
‖2 .
Proof. Subtracting (2.22) from (2.23), it yields
1
τ2
δ2t e
k
i,j + θ
2τ4ai,jbi,j∇αhx∇βhy
(
ek+1i,j − 2eki,j + ek−1i,j
)
= θai,j∇αhxek+1i,j + (1− 2θ)ai,j∇αhxeki,j + θai,j∇αhxek−1i,j
+ θbi,j∇βhyek+1i,j + (1 − 2θ)bi,j∇
β
hy
eki,j + θbi,j∇βhyek−1i,j + R˜ki,j .
Using Lemma 3.8, there exists
Ek ≤ e 32kτ
[
E0 +
3
2
τ
k∑
l=1
||R˜l||2
]
(3.19)
with the energy norm
Ek = ‖ ek+1t¯ ‖
2
+
1
4
‖ √a(Λαhxek+1 + Λαhxek) ‖2 +
1
4
(4θ − 1) ‖ √a(Λαhxek+1 − Λαhxek) ‖2
+
1
4
‖
√
b(Λβhye
k+1 + Λβhye
k) ‖2 +1
4
(4θ − 1) ‖
√
b(Λβhye
k+1 − Λβhyek) ‖2
+ θ2τ6 ‖
√
abΛαhxΛ
β
hy
ek+1
t
‖2 .
(3.20)
Next we estimate the local error truncation of E0. Since e0i,j = 0, θ
2τ6 ‖
√
abΛαhxΛ
β
hy
e1
t
‖2= O(τ6) in
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(3.14) and
e1i,j =
τ2
2
[
a(xi, yj)
(
∂αu(xi, yj , 0)
∂|x|α −∇
α
hxϕ(xi, yj)
)
+ b(xi, yj)
(∂βu(xi, yj, 0)
∂|y|β −∇
β
hy
ϕ(xi, yj)
)]
+
1
2
∫ τ
0
(τ − t)2 ∂
3u(xi, yj, t)
∂t3
dt
=
τ2
2
(
a(xi, yj)C1,α
∂α+2u(ξi, yj, t)
∂|x|α+2 h
2
x + b(xi, yj)C1,β
∂β+2u(xi, ηj , t)
∂|y|β+2 h
2
y
)
+
1
2
∫ τ
0
(τ − t)2 ∂
3u(xi, yj , t)
∂t3
dt ≤ C1,α,β(τ3 + τ2h2x + τ2h2y).
Here the coefficients C1,α and C1,β are the constants independent of h, τ and
C1,α,β = max
0≤x≤xr,0≤y≤yr,0≤t≤T
{1
2
a1
∣∣∣C1,α ∂α+2u(ξi, yj, t)
∂|x|α+2
∣∣∣,
1
2
b1
∣∣∣C1,β ∂β+2u(xi, ηj , t)
∂|y|β+2
∣∣∣, 1
6
∣∣∣ ∫ τ
0
∂3u(xi, yj, t)
∂t3
dt
∣∣∣}.
Then we obtain
‖ e1t ‖2 =‖
e1 − e0
τ
‖2
≤ (Nx − 1)hx(Ny − 1)hy 1
τ2
C1,α,β(τ
3 + τ2h2x + τ
2h2y) · C1,α,β(τ3 + τ2h2x + τ2h2y)
≤ C21,α,βxryr(τ2 + τh2x + τh2y)2.
(3.21)
From (1.1) and the above equations, there exists
‖ √aΛαhxe1 ‖2= −(a∇αhxe1, e1) = −hxhy
Nx−1∑
i=1
Ny−1∑
j=1
ai,j
(∇αhxe1i,j) · e1i,j
= −hxhy
Nx−1∑
i=1
Ny−1∑
j=1
ai,j
Nx∑
l=0
−κα
hαx
ϕαi,l
[ai,jC1,α
2
∂α+2u(ξi, yj , t)
∂|x|α+2 τ
2h2x
+
bi,jC1,β
2
∂β+2u(xi, ηj , t)
∂|y|β+2 τ
2h2y +
1
2
∫ τ
0
(τ − t)2 ∂
3u(xi, yj , t)
∂t3
dt
]
· e1i,j
= −hxhy
Nx−1∑
i=1
Ny−1∑
j=1
ai,j
[ai,jC1,α
2
∂2α+2u(ξi, yj , t)
∂|x|2α+2 τ
2h2x + C2,α
∂2α+4u(ξ̂i, yj , t)
∂|x|2α+4 τ
2h4x
+
bi,jC1,β
2
∂α+β+2u(xi, ηj , t)
∂|x|α|y|β+2 τ
2h2y + C2,α,β
∂α+β+4u(ξi, ηj , t)
∂|x|α+2|y|β+2 τ
2h2xh
2
y
]
· e1i,j
− hxhy
Nx−1∑
i=1
Ny−1∑
j=1
ai,j
2
∫ τ
0
(τ − t)2
[
∂α+3u(xi, yj , t)
∂t3∂|x|α + C3,α
∂α+5u(ξ˜i, yj , t)
∂t3∂|x|α+2 h
2
x
]
dt · e1i,j
≤ C3,α,β(τ3 + τ2h2x + τ2h2y) · C1,α,β(τ3 + τ2h2x + τ2h2y),
where ξi, ξ̂i, ξi, ξ˜i ∈ (0, xr) and Cl,α and Cl,α,β , 1 ≤ l ≤ 3 are the constants. Similarly, we have
‖
√
bΛβhye
1 ‖2≤ C˜3,α,β(τ3 + τ2h2x + τ2h2y) · C˜1,α,β(τ3 + τ2h2x + τ2h2y)
with the constants C˜1,α,β and C˜3,α,β .
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According to (3.20), (3.21) and the above equations, we get
E0 ≤ C2α,βxryr(τ2 + τh2x + τh2y)2, (3.22)
where Cα,β is a constant. Hence, using (2.17), (3.19) and (3.22), there exists
Ek ≤ e 32kτ
[
C2α,βxryr(τ
2 + τh2x + τh
2
y)
2 +
3
2
kτC2u,α,β(τ
2 + h2x + h
2
y)
2
]
≤ C˜α,βe 32T (τ2 + h2x + h2y)2
with C˜α,β = 2max{C2α,βxryr, 32C2u,α,βT }. The proof is completed.
Theorem 3.4. The difference scheme (2.27) with 1 < α, β ≤ 2 and 14 ≤ θ ≤ 1 is unconditionally stable.
Proof. From Lemma 3.7, the result is obtained.
Remark 3.1. The operator L appears in the nonlocal wave equation [10]
∂2u(x, t)
∂t2
− Lδu(x, t) = fδ(x, t) on Ω, t > 0,
u(x, 0) = u0 on Ω ∪ΩI ,
u = g on ΩI , t > 0.
From [4], we known that the approximation operator of −Lδ is also the symmetric positive definite. Hence,
the framework of the stability and convergence analysis are still valid for the nonlocal wave equation.
4. Numerical results
In this section, we numerically verify the above theoretical results and the l∞ norm is used to measure
the numerical errors.
Example 4.1. Consider the space-Riesz fractional wave equation (2.5), on a finite domain 0 < x < 1,
0 < t ≤ 1 with the coefficient d(x) = xα, the forcing function is
f(x, t) =e−tx2(1 − x)2
+
xαe−t
2 cos(αpi/2)
[
Γ(5)
x4−α + (1− x)4−α
Γ(5− α) − 2Γ(4)
x3−α + (1 − x)3−α
Γ(4− α) + Γ(3)
x2−α + (1− x)2−α
Γ(3− α)
]
with the initial conditions u(x, 0) = x2(1 − x)2, ∂∂tu(x, 0) = −x2(1 − x)2, and the boundary conditions
u(0, t) = u(1, t) = 0. The exact solution of the fractional PDEs is
u(x, t) = e−tx2(1− x)2.
Table 1 shows that the scheme (2.14) is second order convergent in both space and time directions.
Example 4.2. Consider the two-dimensional space-Riesz fractional wave equation (1.1), on a finite
domain 0 < x < 1, 0 < y < 1, 0 < t ≤ 1/2 with the variable coefficients
d(x, y) = xαy, e(x, y) = xyβ ,
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Table 1: The maximum errors and convergent orders for (2.14) with τ = h.
τ α = 1.3, θ = 0.25 Rate α = 1.6, θ = 0.5 Rate α = 1.9, θ = 1 Rate
1/40 8.8516e-05 9.0532e-05 7.5678e-05
1/80 2.2156e-05 1.9983 2.2329e-05 2.0195 1.9487e-05 1.9574
1/160 5.5242e-06 2.0038 5.5161e-06 2.0172 4.7477e-06 2.0372
1/320 1.3761e-06 2.0052 1.3636e-06 2.0163 1.1581e-06 2.0355
Table 2: The maximum errors and convergent orders for (2.27) with τ = hx = hy and θ = 0.75.
τ α = 1.3, β = 1.7 Rate α = 1.5, β = 1.5 Rate α = 1.7, β = 1.3 Rate
1/20 1.4066e-04 1.4066e-04 1.4500e-04
1/40 3.8290e-05 1.8772 3.7449e-05 1.9093 3.7041e-05 1.9688
1/80 9.4992e-06 2.0111 9.4992e-06 1.9790 9.4992e-06 1.9632
1/160 2.4049e-06 1.9818 2.4049e-06 1.9818 2.4049e-06 1.9818
and the initial conditions u(x, y, 0) = sin(1)x2(1−x)2y2(1−y)2, ∂∂tu(x, y, 0) = cos(1)x2(1−x)2y2(1−y)2
with the zero Dirichlet boundary conditions on the rectangle. The exact solution of the PDEs is
u(x, y, t) = sin(t+ 1)x2(1− x)2y2(1− y)2.
Using the above conditions, it is easy to obtain the forcing function f(x, y, t). Table 2 shows that the
scheme (2.27) is second order convergent in both space and time directions.
5. Conclusion
In this work we have developed the energy method to estimate the two-dimensional space-Riesz
fractional wave equation with the variable coefficients. To the best of our knowledge, the convergence
and stability are lack of study for the one-dimensional space-Riesz fractional wave equation with the
nonzero conditions. In this paper, the priori error estimates have been established and the convergence
analysis and stability of the proposed method have been proved. For two-dimensional cases with the
variable coefficients, the discretized matrices are proved to be commutative, which ensures to carry out
of the priori error estimates. Numerical results have been given to illustrate the robustness and efficiency
of the presented method with the second order convergence. We remark that though this current paper
focus on the space-Riesz fractional wave equation, the energy estimates is still valid for the compact finite
difference schemes and the nonlocal wave equation [10].
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