Abstract. For 0 < p < ∞ and α > −1 the space of Dirichlet type D p α consists of those functions f which are analytic in the unit disc D and satisfy (0 < p < ∞) regarding superposition operators. Namely, for 0 < p < ∞ and 0 < s < ∞, we characterize the entire functions ϕ such that the superposition operator Sϕ with symbol ϕ maps the conformally invariant space Qs into the space D 
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Introduction and main results
Let D = {z ∈ C : |z| < 1} and T = {z ∈ C : |z| = 1} denote the open unit disc and the unit circle in the complex plane C, and let Hol(D) be the space of all analytic functions in D endowed with the topology of uniform convergence in compact subsets.
If 0 ≤ r < 1 and f ∈ Hol(D), we set For 0 < p ≤ ∞, the Hardy space H p consists of those f ∈ Hol(D) such that
(see [17] for the theory of H p -spaces). If 0 < p < ∞ and α > −1, the weighted Bergman space A 
The unweighted Bergman space A p 0 is simply denoted by A p . Here, dA(z) = 1 π dx dy denotes the normalized Lebesgue area measure in D. We refer to [18] , [29] and [40] for the theory of these spaces. Let us recall some similarities and differences between the spaces D p p−1 and Hardy spaces. Let us start with some similarities.
• For 0 < p ≤ 2, the Carleson measures for H p and those for D p p−1 are the same [35, 36] .
• For 0 < p < ∞, the univalent functions in H p and those in D p p−1 are the same [8] .
• A number of operators are bounded on H p if and only if they are bounded on D p p−1 , and, in some cases, it is useful to go through D p p−1 when one wants to study the action of an operator on H p (see e. g. [22] ).
Regarding differences, we may mention the following ones.
• H ∞ ⊂ D p p−1 , if 0 < p < 2. More precisely, there are Blaschke products not belonging to any of the D p p−1 -spaces, 0 < p < 2 [35] .
• For p > 2, there are functions in D p p−1 without finite radial limit almost everywhere [28] .
• There is no inclusion relation between D • The zero sequence of a D p p−1 -function, p > 2, may not satisfy the Blaschke condition [28] .
• Even though it was conjectured in [36] that the Carleson measures for
were the same, this is not true [27] .
We refer to the recent paper [34] for more results of this kind.
Our first aim in this paper is studying similarities and differences between Hardy spaces and D p p−1 -spaces regarding superposition operators. Given an entire function ϕ, the superposition operator
is defined by S ϕ (f ) = ϕ•f . We consider the following question: If X and Y are two subspaces of Hol(D), for which entire functions ϕ does the operator S ϕ map X into Y ? If Y contains the constant functions, then it is clear that, for constant functions ϕ, the operator S ϕ maps X into Y . It is also clear that for the function ϕ(z) = z, we have that S ϕ (f ) = f for all f ∈ Hol(D) and, hence, S ϕ (X) ⊂ Y if and only if X ⊂ Y . If X ⊂ Y , then the answer to this question tells us "how small" is the space X inside the space Y . Thus, if there are a lot of ϕ's for which S ϕ (X) ⊂ Y then we can say that Y is "big" compared with X.
The characterization of the entire functions ϕ for which the superposition operator maps X into Y has been studied for distinct pairs (X, Y ) of spaces of analytic functions. For example,
• Cámera: Hardy spaces H p and H q ( [14] ).
• Cámera and Giménez: Bergman spaces A p and A q ( [15] ).
• The space BM OA consists of those functions f ∈ H 1 whose boundary values function has bounded mean oscillation, that is, lies in BM O(T). The Bloch space B is the space of all functions f ∈ Hol(D) for which
We have the inclusions
See [24] for the results about the space BM OA and [2] for the Bloch space. We proved the following (see [25] , where we actually considered not only the spaces BM OA and B but also the more general spaces Q s ).
Theorem A. Let ϕ be an entire function and 0 < p < ∞. Then (a) S ϕ (BM OA) ⊂ H p if and only if ϕ is of order less than one, or of order one and type zero.
Let us recall that the order of a non-constant entire function ϕ is
where M (r, ϕ) = max |z|=r |ϕ(z)|. If 0 < ρ < ∞, the type of the entire function ϕ of order ρ is
See [9] for results about entire functions. Our main result is the following. Let us remark that, in the case p < 2, the result we obtain here for the superposition operator from BM OA to D p p−1 do not coincide with the result we had for the Hardy spaces. As mentioned before, in [25] we considered Q s spaces. These include the space BM OA (for s = 1) and the Bloch space (for s > 1). In the present work we also consider superposition operators between Q s spaces and D 
Proof of Theorem 1
The result given in (a) of Theorem A is also true for the Bergman spaces A p (see [1] ). Now, let ϕ be an entire function and suppose that 2 ≤ p < ∞. Then we have that H p ⊂ D For the second part of (a), suppose that 0 < p < 2, ϕ is a non-constant entire function, and
The existence of this function is proved by Girela in [23] . Now, it is clear that
which is an open set in C (observe that f is non-constant). This implies that ϕ ′ ≡ 0, but we are assuming that ϕ is non-constant. Then, as ϕ ′ • f ∈ H ∞ and ϕ ′ • f ≡ 0, it follows that ϕ ′ • f has a non-zero radial limit almost everywhwere.
Using the fact that H ∞ ⊂ BM OA, we have that f ∈ BM OA and, hence,
Equivalently,
This implies that
But, since ϕ ′ • f has a non-zero radial limit almost everywhwere, we deduce that 
is the sequence of zeros of f , repeated according to multiplicity, and ordered so that
M. Nowak [32, Theorem 1] proved the existence of this function, a fact which shows the sharpness of Theorem 2 (ii) of [26] . Let us consider the entire function ϕ 1 = ϕ − ϕ(0) and the function g = ϕ 1 • f , analytic in the disc. We have two possibilities:
is an open set, as f is analytic and non-constant in D. Then, the entire function ϕ 1 is zero in an open set, which implies that ϕ 1 is identically zero. Then ϕ is constant.
If g ≡ 0, using that
also belongs to D p p−1 , and, by a result proved in [28] , its sequence of ordered non-null zeros
Now observe that for all n we have g(a n ) = ϕ(f (a n )) − ϕ(0) = ϕ(0) − ϕ(0) = 0, that is, all the zeros a n of f are also zeros of g. Besides, it is easy to see that, for all n, the multiplicity of a n as zero of g is greater than or equal to its multiplicity as zero of f . Then it is clear that |a n | ≥ |z n | for all n, and
Then, for all N > N 0 we have
, which tends to zero, as N tends to infinity. This implies that
contradiction with (2.2). Then, this possibility (p > 2) has to be excluded. We deduce that ϕ must be constant, and the proof of (b) is finished. Using the fact that BM OA ⊂ B, we see that (d) implies (c), so it remains to prove (d). Let us remark that, if 0 < p < ∞, α > −1 and β > 0, then the analytic function
belongs to the Bergman space A 
Using the previous condition for the function f ′ (taking
It is also easy to check that f / ∈ B. The idea of the proof is that functions in the Bloch space have logarithmic growth, but f does not have this growth and neither does the function
For a detailed proof, we can use this function f and follow the steps of the proof of Proposition 1 in [1] , where the authors proved this result for the Bergman space A p in the place of the space D 
where g(z, a) is the Green's function in D, given by g(z, a) = log 1−az z−a . These spaces arose in [4] in connection with Bloch and normal functions and have been studied by several authors (see e.g. [3, 4, 5, 6, 19, 20, 31, 33, 37] ). Aulaskari and Lappan [4] proved that, for s > 1, Q s is the Bloch space B. Using one of the many characterizations of the space BM OA (see, e.g., Theorem 5 of [7] ) we can see that Q 1 = BM OA. If s = 0, just by the definitions, Q s is the classical Dirichlet space D.
It is well known that D ⊂ BM OA and BM OA ⊂ B. R. Aulaskari, J. Xiao and R. Zhao proved in [6] that
The books [38] and [39] are general references for the theory of Q s -spaces.
We have considered superposition operators between Q s spaces and spaces of Dirichlet type D p p−1 in the particular cases s = 1, s > 1, and now we consider the remaining cases. If 0 < s < 1 we have the following result. On the other hand, we have that S ϕ (B) ⊂ A p if and only if ϕ is of order less than one, or of order one and type zero [1, Theorem 3] . We note that the Bloch function used there is univalent, then it also belongs to the space Q s , 0 < s < 1. So we can adapt that proof to see that (a) is also true for the Bergman spaces A p . Now the proof of (a) is clear if p ≥ 2, having in mind that H p ⊂ D p p−1 ⊂ A 2p . It remains to prove (a) for p < 2.
Then, let us assume that ϕ is an entire function, 0 < s < 1 and 0 < p < 2. The first part is easily deduced. Indeed, if (1.4) ). Applying that (a) is true for H p as mentioned above, we deduce that ϕ is of order less than one, or of order one and type zero. For the second part, suppose that ϕ is of this order and type, and take f ∈ Q s . We have to prove that
is finite. Applying Hölder's inequallity for 
Now, since f ∈ Q s we have that the measure µ defined by dµ(z) = (1 − |z|) s |f ′ (z)| 2 dA(z) is finite (in fact, µ is a s-Carleson measure [5, Theorem 1.1]). So, we have that
Then, the first integral of (3.1) is finite, and now we consider the second integral. Let α = p(2−s)−2 2−p , the exponent of (1 − |z| 2 ). Observe that α > −1, and
for a positive constant c α which only depends on α. Using that Q s ⊂ B, we know that f ∈ B, and we have
Let c = f B + 1 and take a positive number ε such that ε < (1+α)(2−p) 2pc
. Recalling that the derivative ϕ ′ of ϕ has the same order and type of ϕ, we see that ϕ ′ is of order less than one, or of order one and type zero. Then, there exists A > 0 such that
Using (3.3), (3.5) and (3.4), we have that
The last integral is finite if α − 2p 2−p εc > −1, which is true by our choice of ε. Then, the second integral of (3.1) is also finite, and we have that S ϕ (f ) ∈ D p p−1 , that finishes the proof of (a).
We deduce (b) from Theorem 1, (d) and the inclusion Q s ⊂ B.
For s = 0, the result about superposition operators between Q s and D p p−1 is actually easily deduced from previous theorems. 
For p = 2, we have B 2 = D 2 0 = D. The space B 1 is separately defined as the space of those analytic functions f in D such that
The following inclusions hold: Observe that B = Q s for s > 1 and B 2 = D = Q 0 . Then, some particular cases of our problem are already solved in the previous results. Indeed, Theorem C characterize the superposition operators from B p into Q s for 1 < p < ∞ and 1 < s < ∞, and taking p = 2 or q = 2, Corollary D characterize the superposition operators from Q 0 into B p for 1 ≤ p < ∞ and from B p into Q 0 for 1 < p < ∞.
We have the following result.
if and only if ϕ is constant.
Let us remark that Theorem 4, together with Theorem C and Corollary D, give a complete characterization of the superposition operators between Q s spaces and B p spaces for all the cases (0 ≤ s < ∞, 1 ≤ p < ∞).
We shall use the following result in the proof of Theorem 4.
As mentioned before, B p ⊂ BM OA if 1 < p < ∞. Then, the result is true for s = 1, and we may assume that s < 1.
First, suppose that 0 < s < 1 and 1 < p ≤ 2. Then 
Secondly, assume that 0 < s < 1, 2 < p < ∞ and
. It is not difficult to check that, for 1 ≤ p < ∞, the Besov space B p is contained in the Lipschitz space Λ p 1/p , that is:
On the other hand, for p, s verifying the previous conditions, it is known that Λ
Finally, suppose that 0 < s < 1, 2 < p < ∞ and 
Observe that
Then, we see that f is an analytic function in the disc given by a power series with Hadamard gaps.
Recall that a power series of the form ∞ k=0 a k z n k , where a k ∈ C for all k, and {n k } is a strictly increasing sequence of non-negative integers, such that n k+1 n k ≥ λ, k = 1, 2, 3, . . . ,
for some λ > 1, is called a lacunary series or a power series with Hadamard gaps. Using the characterization of the lacunary series in Besov spaces, given in Theorem D of [16] ,
we see that
. Now, we use the characterization of the lacunary series in Q s spaces for 0 < s < 1 (see Theorem 6 of [6] ),
where I k = {n ∈ N : 2 k ≤ n < 2 k+1 } for all k. We have that
Here, we used the inequality Proof of Theorem 4. Part (a) follows trivially from Theorem B. Indeed, if 0 ≤ s < ∞, we have
In order to prove part (b), suppose that 1 < p < ∞ and 0 < s ≤ 1. If S ϕ (B p ) ⊂ Q s , then S ϕ (B p ) ⊂ B, and it follows from Theorem C that ϕ is linear, that is, ϕ(z) = az + b, for two constants a, b ∈ C.
If in addition,
, then, by Proposition 1, B p ⊂ Q s , so there exists a function f ∈ B p \ Q s . As we have assumed that S ϕ (B p ) ⊂ Q s , we have that S ϕ f = af + b ∈ Q s . Now, a = 0 implies that f ∈ Q s , which is a contradiction. It follows that a = 0 and ϕ is constant.
For the second implication, it is enough to observe that in the case 
Then ϕ is linear, by Corollary D in the case p = 2. Now, it is known (see Theorem 4.2.1 of [38] ) that there exists a function
Using again (4.1), that is, B p ⊂ Λ p 1/p , we see that f ∈ Q s \ B p , so we deduce that ϕ is constant, using the same argument that in part (b).
Superposition between
We have the following result. For the second implication, let us assume that ϕ is an entire function of order less than 2, or of order 2 and finite type, let 0 < p < ∞ and α > −1. Let's take a function f ∈ D and we shall prove that S ϕ (f ) ∈ A p α . We know, because of the order and type of ϕ, that there exist C, A > 0 such that |ϕ(w)| ≤ C e A|w| 2 , for all w ∈ C. Then, we have
Now, f belongs to the Dirichlet space, so it satisfies
as |z| → 1.
Then, if we take a constant ε satisfying
, there exists R 0 ∈ (0, 1) such that
It follows that, if R 0 ≤ |z| < 1, we have
In order to prove that S ϕ (f ) ∈ A p α , it is enough to see that the second integral in (5.1) is finite, which is equivalent to
We have that
which is finite if Apε 2 − α < 1. We have chosen ε satisfying this condition, so (5.2) is true and, therefore, S ϕ (f ) ∈ A p α . Then, we have finished the proof of (a). In the proof of Theorem 2, we saw a particular case (α = 0, 0 < s < 1) of part (b), adapting a proof of [1] . Now we just notice that, taking any α > −1 instead of α = 0, this adaptation is in fact possible to prove (b).
About part (c), we see that A 
Our next result characterize the superposition operators between Q s spaces (0 ≤ s < ∞) and D p α spaces (α > −1, p > α + 2). Theorem 6. Let ϕ be an entire function, 0 ≤ s < ∞, α > −1 and p > α + 2. Using that D p α ⊂ H ∞ , we see that part (a) is a consequence of the following result, proved in [25] .
Theorem F. Let ϕ be an entire function. For 0 ≤ s < ∞, S ϕ (Q s ) ⊂ H ∞ if and only if ϕ is constant.
For part (b), let 1 ≤ s < ∞, α > −1 and p > α + 2. If f ∈ D p α then f ∈ H ∞ , and we deduce that, for any entire function ϕ, we have
We prove parts (c) and (d) in two steps, given in the following results:
It follows that
which means that h ∈ Q s , so we get a contradiction and finish the proof of Proposition 2.
For the proof of Proposition 3, let 0 ≤ s < 1, α > −1 and p > α + 2. We shall consider different cases.
It follows that α > 0 and, therefore, p > 2.
We are going to prove that D p α ⊂ Q s using a function given by a lacunary series, as we did in the proof of Proposition 1. Let us take the function
We see that
Then f is an analytic function in the disc given by a power series with Hadamard gaps ∞ k=0 a k z n k . Using the characterization of the lacunary series in A p α spaces, given in Proposition 2.1 of [12] , we easily deduce that
Now we see that
.
Here, we have
Then, having in mind that p > 2, we see that
and it follows that f ∈ D p α . On the other hand, if 0 < s < 1, using (4.3) we have that
Let us notice that for the function f defined here, this equivalence is also true if s = 0. Indeed, using (7.1) for D 2 0 = D = Q 0 , we have that
We see that 
Then we can take a positive number q satisfying
Next, we apply Theorem 1.3 of [12] , which assures (in the particular case t = 0) the following:
Take β = q − 2. Using (7.2) we have
which implies that q > 1 and β > −1. It also follow from (7.2) that p > q and
Applying part (b) of Theorem G, we deduce that A Proof. First, observe that it is enough to prove this result for s > 1, that is, for the Bloch space B, because Q s ⊂ B. In this case, the proof can be done following part (d) of Theorem 1, using the function given by
where β can be chosen satisfing the inequality 0 < β < In the other way, from Q s to D p α spaces, we have characterize superposition operators for s = 1 (the space BM OA), s > 1 (the Bloch space) and s = 0 (the Dirichet space). Now, for 0 < s < 1 we have solved the problem if p < 2. In the case p ≥ 2 we have some open cases.
For the space BM OA, the corresponding result is included in the following theorem, proved using lacunary series. For the spaces Q s , 0 < s < 1, we have already solved some cases of our problem in Theorem 8. Now we can see that the proof of Theorem 2 (a) for the case p < 2 can also be done for α ∈ (p − 2, p − 1) instead of α = p − 1, if the additional condition α > p(s + 1)/2 − 1 is required. Then we have the following.
Using this inequality and the second one of (8.1), we deduce that where c p,α,s is a positive constant which only depends on p, α and s. By our choice of ε, we have that the exponent of (1 − |z|) in the last expression is zero, so the integral becomes
which is finite because f ∈ Q s (see (3.2) ). Then we have proved that
α . This completes the proof.
