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Abstract
In a reinforcement learning task an agent must learn a policy for performing actions
so as to perform well in a given environment. Policy gradient methods consider a
parameterized class of policies, and using a policy from the class, and a trajectory
through the environment taken by the agent using this policy, estimate the perfor-
mance of the policy with respect to the parameters. Policy gradient methods avoid
some of the problems of value function methods, such as policy degradation, where
inaccuracy in the value function leads to the choice of a poor policy. However, the
estimates produced by policy gradient methods can have high variance.
In Part I of this thesis we study the estimation variance of policy gradient al-
gorithms, in particular, when augmenting the estimate with a baseline, a common
method for reducing estimation variance, and when using actor-critic methods. A
baseline adjusts the reward signal supplied by the environment, and can be used to
reduce the variance of a policy gradient estimate without adding any bias. We find the
baseline that minimizes the variance. We also consider the class of constant baselines,
and find the constant baseline that minimizes the variance. We compare this to the
common technique of adjusting the rewards by an estimate of the performance mea-
sure. Actor-critic methods usually attempt to learn a value function accurate enough
to be used in a gradient estimate without adding much bias. In this thesis we propose
that in learning the value function we should also consider the variance. We show
how considering the variance of the gradient estimate when learning a value function
can be beneficial, and we introduce a new optimization criterion for selecting a value
function.
In Part II of this thesis we consider online versions of policy gradient algorithms,
where we update our policy for selecting actions at each step in time, and study the
convergence of the these online algorithms. For such online gradient-based algo-
rithms, convergence results aim to show that the gradient of the performance measure
approaches zero. Such a result has been shown for an algorithm which is based on ob-
serving trajectories between visits to a special state of the environment. However, the
algorithm is not suitable in a partially observable setting, where we are unable to ac-
cess the full state of the environment, and its variance depends on the time between
visits to the special state, which may be large even when only few samples are needed
to estimate the gradient. To date, convergence results for algorithms that do not rely
on a special state are weaker. We show that, for a certain algorithm that does not rely
on a special state, the gradient of the performance measure approaches zero. We show
that this continues to hold when using certain baseline algorithms suggested by the
results of Part I.
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Chapter 1
Introduction
In their survey paper, Kaelbling et al. (1996) describe reinforcement learning as “. . . the
problem faced by an agent that must learn behaviour through trial-and-error inter-
actions with a dynamic environment.” An agent, having received the observations
y0, y1, . . . , yt from the environment, produces an action ut according to its policy for
choosing actions, which then affects the environment and induces a new observation
yt+1. The agent must decide on its policy for choosing actions, and through inter-
actions with the environment learn a policy for producing actions that will perform
well. As a guide for the second task, the environment produces a separate reward se-
quence (rt)
∞
0 that helps distinguish between favourable and unfavourable trajectories
through the environment.
This thesis studies certain algorithms in the reinforcement learning framework
that, given a parameterized class of policies and a parameter value indexing a policy
in the class, look to estimate the direction of steepest ascent of a measure of perfor-
mance for the policy from the sequence of observations, actions and rewards seen
when following a single trajectory through the environment. In Part I of this thesis
we study the estimation variance of these algorithms, in particular, when augmenting
the estimate with a baseline, a common method for reducing estimation variance, and
when using actor-critic methods. In Part II of this thesis we consider online versions
of these algorithms, where we update our policy for selecting actions at each step in
time, and study the convergence of these online algorithms.
This chapter first discusses, in Section 1.1, common measures of performance that
may be used to judge an agent’s choice of policy. The measure of performance used
in this thesis is the average reward performance measure. The chapter then discusses,
in Section 1.2, how the environment is modelled, and the class of policies that is con-
sidered. Sections 1.3, 1.4, 1.5, and 1.6 give an overview of techniques for solving the
reinforcement learning problem. These overview sections do not contain any material
essential to the rest of the thesis, and may be skipped by the knowledgeable reader.
Chapter 2 discusses the policy gradient method, concentrating on techniques and
algorithms that will be useful for the body of the thesis. It concludes with a section
detailing the contributions of the thesis. Part I and Part II of the thesis then follow.
1
2 Introduction
1.1 Performance
We consider a discrete time stochastic system where at each step in time we receive
a scalar reward rt. Section 1.2 will describe the mechanics of how the sequence of
rewards is generated, though the general idea can be seen in Figure 1.1. In this sec-
tion we describe common ways the sequence of rewards (rt)
∞
0 is used to define the
measure of performance.
The simplest measure of performance that might be used is the expected single
step reward,
E [r1] .
We use an expectation over the reward to average over the noise in the reward signal.
Some work (see, for example, Heger 1994, Marcus et al. 1997, Geibel 2001, Mihatsch
and Neuneier 2002) seeks to also control the risk of receiving a low reward, by, for
example, controlling the variance of the rewards. A similarly behaved measure of
performance is the expected sum of rewards over a finite time, that is,
E
[
T−1∑
t=0
rt
]
. (1.1)
We might also wish to consider the expected sum of rewards received until a set event
occurs, by replacing T in Equation (1.1) with an almost surely finite random stopping
time T.
Another frequently used measure of performance is the expected discounted sum
of rewards:
lim
T→∞
E
[
T−1∑
t=0
βtrt
]
, (1.2)
for some β ∈ [0, 1). This gives the same measure as the expected sum of rewards
until stopping time T with Pr(T ≤ t) = 1 − β t. The expected discounted sum of
rewards performance measure captures the idea of immediate rewards having more
value than rewards seen in the future. For instance, suppose the reward received
represents a monetary value, and that inflation causes expenses to increase at 4% a
year (time step), then a dollar at time t + s has (1/1.04)s times the buying power of a
dollar at time t.
Lastly, the expected average reward (or just average reward) is often used as a
measure of performance. The average reward is given by
η = lim
T→∞
E
[
1
T
T−1∑
t=0
rt
]
.
For the statistical processes that we consider we find that η = limT→∞ T−1
∑T−1
t=0 rt,
almost surely. This will be seen later, in Section 1.2. It is the average reward that will
be used as the measure of performance for this thesis.
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1.2 Model
Definition 1.1. A Markov decision process (MDP) is defined by the tuple (S,U , P, r), where
S is the space of states in the environment, U is the space of actions that may be performed, P
is the set of probability transition operators {P (u) : u ∈ U}, and r : S → R is the reward
function. The spaces S,U are considered finite here, and so for u ∈ U we may consider P (u)
to be a stochastic matrix with elements pij(u) denoting the probability of transitioning from
state i to state j given action u was performed.
Note 1.1. In the reinforcement learning literature rewards are often considered to be over
state-action pairs, that is, we have a reward function r : S × U → R. Reward functions over
state, action and resultant state are also found. For any such reward function we may alter
the MDP slightly to regain a reward function over S . Also, results stated using one type of
reward function may generally be restated using another. Results and algorithms in this thesis
are stated using a reward function over S , except during the discussion of past literature in
this introductory chapter.
Stochastic rewards may also be considered. Results will continue to hold given appropriate
conditions on the randomness, such as conditional independence given the sequence of states,
and a bound on the first and second moments of r(i).
A Markov decision process captures a control or learning task where all informa-
tion essential to acting optimally is supplied to the agent at each step in time. For
example, if playing backgammon against an opponent who is using a fixed policy
based on the current board arrangement, then the current board arrangement is suf-
ficient state information to act optimally. If there were a number of such opponents,
each with such a fixed policy, then we may wish to tailor our policy to our opponent.
In this case we may wish to remember moves made previously in an attempt to infer
which opponent we face.
We denote by H the set of all histories, that is, a set containing finite state and ac-
tion sequences ht = (i0, u0, . . . , it−1, ut−1, it). A history dependent stochastic decision
rule for the MDP is a mapping d : H → PU , where PU denotes the space of probability
distributions over the action space. A Markov stochastic decision rule is a mapping
d : S → PU . A policy for a Markov decision process is the sequence of decision rules
to be used by the agent at each time step, that is (d1, d2, . . .), where each dt is a decision
rule. The most general form of policy would be a history dependent stochastic pol-
icy, which is a sequence of history dependent stochastic decision rules. For Markov
decision processes it can be shown that we need only consider Markov stochastic de-
cision rules, in that for any initial starting distribution ρ and any history dependent
stochastic policy µ, there is a Markov stochastic policy µ′ such that
EPr
(
Xt = i, Ut = u|X0 = X,µ′
)
= EPr (Xt = i, Ut = u|X0 = X,µ) ,
where the expectation is over the random variable X distributed according to ρ. See Put-
erman (1994, Corollary 5.5.2) for more details.
A stationary policy is a policy which uses the same decision rule at each time
step. So for a stationary policy µ = (d1, d2, . . .), we have that d1 = d2 = . . . . We
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Figure 1.1: Markov decision process and agent. The agent observes the state of the envi-
ronment and produces an action according to its policy; the state of the environment is then
updated and the reward value of the resulting state is fed to the agent.
wish to deal with stationary Markov stochastic policies. We write such a policy as the
mapping µ : S → PU . We denote the class of such mappings M. Here we seem to have
blurred the distinction between policies and decision rules. For stationary policies, a
policy and a decision rule are largely equivalent, and we wish to ignore the added
complexity. Little discussion of decision rules will follow.
For the problems we deal with, the optimal policy is a stationary one. In fact the
optimal policy will be deterministic (see Puterman 1994), that is, writing µu(i) for the
probability of choosing action u in state i, the optimal policy is given by
µ∗u(i) =
{
1 u = u∗(i),
0 otherwise
where u∗ : S → U is the optimal stationary Markov deterministic policy. We wish
to deal with stochastic policies for a number of reasons: to construct a parameterized
class of policies, perhaps with reduced complexity, that allows us to smoothly transi-
tion between deterministic policies; to extend our use of Markov policies to partially
observable Markov decision processes, where the optimal policy is no longer deter-
ministic (we will see this later). Unless otherwise noted we will use the word policy
to mean stationary Markov stochastic policy.
The sequence of state and action (Xt, Ut)
∞
0 generated by an MDP controlled by a
policy µ ∈ M forms a Markov chain. Given the sequence of state and action pairs
(X0, U0), . . . , (Xt, Ut) the probability of the event {Xt+1 = i, Ut+1 = u} is given by
pXti(Ut)µu(i), which is dependent only on the immediately preceding state and action
pair. The sequence of states (Xt)
∞
0 also forms a Markov chain and has transition
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Figure 1.2: Partially observable Markov decision process and agent. The agent receives an
observation from the environment and produces an action according to its policy; the state of
the environment is then updated and the reward value of the resulting state is fed to the agent.
probabilities defined by
pµij
def
= Pr (Xt+1 = j|Xt = i, µ) =
∑
u∈U
µu(i)pij(u).
In this thesis we wish to consider a parameterized set of policies Mp = {µ(θ) :
S → PU |θ ∈ Rn}, and we are interested methods that perform local improvements in
performance, by taking local steps in the policy space. Generally Mp will be a strict
subset of M, though it is possible to construct a parameterized set of policies that
covers M.
Definition 1.2. A µMDP is defined by the tuple (S,U , P, r,Mp), where (S,U , P, r) is an
MDP and Mp is a parameterized set of policies {µ(θ) : S → PU |θ ∈ Rn}.
We also wish to consider partially observable Markov decision processes. A
POMDP is much like an MDP except instead of state information being fed to the
agent directly, an observation, which is dependent on the state, is fed to the agent. So
now the information fed to the agent at any particular time may no longer adequately
summarise the past.
Definition 1.3. A partially observable Markov decision process (POMDP) is defined by the
tuple (S,Y,U , ν, r), where S,U , r are defined as for the MDP, Y is the space of observations
and ν : S → PY is a mapping from state to a distribution over observations. The spaces
S,Y,U are considered finite here, and we write νy(i) for the probability of observing y given
that we are in state i.
Here we can again define a history dependent decision rule for the set of histories
Ho, where an element ht ∈ Ho is ht = (y0, u0, r1, . . . , yt−1, ut−1, rt, yt), by the mapping
d : Ho → PU , and a history dependent stochastic policy by a sequence of such decision
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Figure 1.3: DM may move up, down, left or right in any state. DM’s sensors can only tell him
whether he is in the initial state (from an observation of I), the goal state (G), or somewhere
else on the floor (f). Once in the goal state, regardless of the move performed, DM is moved
back to the initial state. If DM moves into a wall he remains in the current state.
rules (d1, d2, . . .). We would again like to consider only stationary Markov stochastic
policies µ : Y → PU ; we denote the space of such policies by Mo. In general such a
policy is not optimal for a POMDP, but we would like to consider policies in Mo for
their simplicity and a belief that they still have descriptive power. A number of stud-
ies in using stationary Markov policies to solve POMDPs have been performed (see,
for example, Jaakkola et al. 1995, Singh et al. 1994, Baird 1999a). Figure 1.2 shows a
POMDP controlled by a policy in Mo.
It is here that we wish to introduce agent DM , and consider choosing a
policy for DM. Figure 1.3 gives a system that illustrates the sub-optimality of a sta-
tionary Markov policy in a partially observable environment. This particular example
is solved optimally if we relax either the stationary or Markov property. An optimal
history dependent policy is for DM to move, from I, right three times, up twice, make
an arbitrary move, then repeat. If we know the starting state we can take advantage
of the fixed periodicity of the problem to come up with a similar Markov policy. An
optimal stationary Markov policy is to move right on I otherwise move up with prob-
ability 12 and move right with probability
1
2 . It is easy to see that this is sub-optimal;
there is a positive probability of taking more than five steps to travel from I to G, and
so the expected average reward must be less than 16 , which is the optimum. Of course,
by judicious problem construction, we may make the performance of the optimal sta-
tionary Markov policy arbitrarily worse than the performance of the optimal policy,
and so we may wish to use more advanced methods for POMDPs. Such methods
for POMDPs are not discussed in this thesis, but for a survey of POMDP solutions
see Aberdeen (2002), Murphy (2000), Lovejoy (1991). The example in Figure 1.3 ad-
ditionally shows that, in general, the optimal stationary Markov policy for a POMDP
is not deterministic. In fact, for all stationary Markov deterministic policies DM will
never see G.
The sequence of state, observation, and action (Xt, Yt, Ut)
∞
0 generated by a POMDP
controlled by a policy µ ∈ Mo forms a Markov chain. Similar to before we have
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Pr(Xt+1 = i, Yt+1 = y, Ut+1 = u|X0 = i0, Y0 = y0, U0 = u0, . . . , Xt = it, Yt = yt, Ut =
ut) = piti(ut)νi(y)µu(y), and we can again construct a Markov chain of states, with
transition probabilities defined by
pµij
def
= Pr (Xt+1 = j|Xt = i, µ) =
∑
y∈Y
∑
u∈U
νy(i)µu(y)pij(u).
As before, we wish to consider the POMDP when controlled by a policy selected
from a parameterized set of policies.
Definition 1.4. A µPOMDP is defined by the tuple (S,Y,U , P, ν, r,Mp), where the tuple
(S,Y,U , P, ν, r) is a POMDP and Mp is a parameterized set of policies {µ(θ) : Y → PU |θ ∈
R
n}.
We have again used Mp to denote the parameterized set of policies, just as we
reused the notation µ to denote a policy. It will be clear from the context whether we
are considering policies from state or observation. Alternatively we might consider
all policies to be mappings from the observation space, and consider the observation
space for an MDP to be S .
We will often discuss the sequence (Xt, Yt, Ut)
∞
0 (or some similar sequence, such
as the sequence of state (Xt)
∞
0 , or the sequence (Xt, Yt, Ut, Xt+1)
∞
0 ) generated by a
µPOMDP. The sequence is considered to be generated by the associated POMDP
when controlled by some particular policy in Mp, the policy given by some partic-
ular θ ∈ Rn. For much of the thesis—all of Part I—we will assume that the parameter
value at which sequences are generated by the µPOMDP is fixed to some θ ∈ Rn.
We will also discuss the Markov chain formed by the sequence (Xt)
∞
0 generated by
a µPOMDP. This is the Markov chain that describes the evolution of the sequence of
states (Xt)
∞
0 generated by a µPOMDP. We will similarly refer to the Markov chain on
other sequences, for instance, the Markov chain formed by the sequence (Xt, Yt, Uy)
∞
0 ,
the Markov chain formed by the sequence (Xt, Yt, Ut, Xt+1)
∞
0 , or the Markov chain
formed by the sequence (Xt, Xt+1, . . . , Xt+k)
∞
0 (with all sequences generated by some
µPOMDP).
1.2.1 A Note on Performance
We have seen that the sequence (Xt)
∞
0 is Markov when generated by some µPOMDP,
controlled by some particular policy µ(θ). We will write P (θ) for the transition oper-
ator that describes the evolution of this sequence (Xt)
∞
0 , that is, P (θ) is a stochastic
matrix with elements
pij(θ)
def
= p
µ(θ)
ij .
We will assume that the Markov chain M(θ) = (S, P (θ)) is irreducible and aperiodic
(ergodic). In particular we assume the following.
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Assumption 1a. For each θ ∈ Rn the Markov chain M(θ) is irreducible and aperiodic, and
hence there is a unique stationary distribution pi(θ) such that
EPr (Xt+1 = j|Xt = X) = pij(θ), ∀j ∈ S,
where X is distributed according to pi(θ).
We write pii(θ) here to denote the probability of state i under the distribution pi(θ).
Irreducibility and aperiodicity are discussed further in Appendix A.
With this assumption we find, from Corollary B.2, that provided r is bounded we
have, with probability one,
lim
T→∞
1
T
T−1∑
t=0
r(Xt) = E [r(X)] ,
where X is distributed according to the stationary distribution pi(θ). One consequence
of this is that the average reward
η(θ) = lim
T→∞
E
[
1
T
T−1∑
t=0
r(Xt)
]
= E
[
lim
T→∞
1
T
T−1∑
t=0
r(Xt)
]
= E [r(X)] ,
where the second step follows from the dominated convergence theorem (see Doob
1994, Lebesgue Theorem, page 83).
1.3 Value Function Techniques
Value function techniques aim to learn the value, or relative value, of states, or state
action pairs, and use this information to guide action selection. Often these techniques
leverage results from the dynamic programming literature, where access to the model
is assumed. One approach would be to attempt to learn a model of the environment
and to then apply dynamic programming solutions. In this section we discuss model
free methods. Methods that attempt some trade off between these ideas also exist (see,
for example, Sutton 1990; 1991).
The discussion in this section will focus on learning value functions for Markov
decision processes. For the partially observable setting value functions on belief states
can be used (Cassandra et al. 1994, Parr and Russell 1995, Kaelbling et al. 1998).
Jaakkola et al. (1995) also considers the partially observable setting, but learns a value
function over the observation space.
TD(λ) (Sutton 1988) is a commonly used, and well studied, method of learning a
value function to approximate the expected discounted sum of rewards
Jµβ (i)
def
= lim
T→∞
E
[
T∑
t=0
βtr(Xt)
∣∣∣∣∣X0 = i
]
, (1.3)
where (Xt, Ut)
∞
0 is generated by the MDP controlled by policy µ. For a parameterized
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class of functions {V ($) : S → R|$ ∈ Rm} and an initial parameter value $0, the
TD(λ) algorithm updates the parameter by
$t+1 = $t + γt (r(Xt) + βV (Xt+1;$t)− V (Xt;$t)) zt, (1.4)
where (γt)
∞
0 is a sequence of positive step sizes, and where the sequence (zt)
∞
0 is
generated by assigning z0 = 0, and
zt+1 = λβzt +∇($)V (Xt+1;$t),
where ∇($)V (i;$) is the vector of partial derivatives ∂V (i;$)/∂$k , and is assumed
to exist. A number of variants of the algorithm exist (see Bertsekas and Tsitsiklis 1996),
including variants for learning the relative advantage of states when using the average
reward performance measure (Van Roy 1998, Tsitsiklis and Van Roy 1999; 2002).
Under certain conditions, on the step sizes and on the MDP, convergence results
for TD(λ) exist: when using lookup tables (Dayan 1992, Jaakkola et al. 1993); and for
linear functions (Van Roy 1998). For linear functions TD(λ) will converge to within
(1 − βλ)(1 − β)−1 of the best obtainable solution. So if V (i;$) is given by φ(i)′$ for
some feature map φ : S → Rm, and if the Markov chain formed by the sequence (Xt)∞0
generated by the MDP when controlled by µ is ergodic with stationary distribution pi,
we have√∑
i∈S
pii
(
lim
t→∞
V (i;$t)− Jµβ (i)
)2 ≤ 1− βλ
1− β inf$
√∑
i∈S
pii
(
φ(i)′$ − Jµβ (i)
)2
,
where pii is the probability of state i occurring under distribution pi. Singh and Dayan
(1998) give a fairly thorough analysis of the mean squared error curves for a number of
variants of temporal difference (TD) learning. Schapire and Warmuth (1996) considers
a worst-case analysis of temporal difference learning, and show that, for particular
variants of TD(0) and TD(1), the relative loss between the sum of squared error seen
during updates and the sum of squared error that would have been seen had we been
using some arbitrary but fixed linear predictor (in particular, had we been using the
linear predictor that minimizes the sum of squared error a posteriori) grows at a rate
of at most
√
T , where T is the running time. Forster and Warmuth (2003) give relative
loss bounds for an algorithm they refer to as the temporal least squares algorithm, and
show that the relative loss grows at a rate of at most ln(T ).
After performing TD(λ) to learn the value function for the current policy, a policy
improvement may be made by selecting the policy that chooses the action that has
the highest expected value, according to our value function, over resulting states. We
may then learn the value of this new policy, and repeat the process. Such a process
is referred to as policy iteration. To perform policy iteration in this case, where we
learn a value function over states, we would require knowledge of how actions affect
state transitions, or at least resultant values. This knowledge could be obtained by
sampling different actions for each state. An alternative is to learn a value function
10 Introduction
over state-action pairs, called a Q function:
Qµβ(i, u)
def
=
∑
j∈S
pij(u)J
µ
β (j),
the value of taking action u in state i and then following policy µ. SARSA(λ) is a TD(λ)
like algorithm for learning such a Q function. For a parameterized class of functions
{Q($) : S × U → R|$ ∈ Rm}, we replace the TD(λ) update of Equation (1.4) with
$t+1 = $t + γt (r(Xt+1) + βQ(Xt+1, Ut+1;$t)−Q(Xt, Ut;$t)) zt,
where in this case the sequence (zt)
∞
0 is generated by assigning z0 = 0, and
zt+1 = λβzt +∇($)Q(Xt+1, Ut+1;$t+1).
This algorithm behaves essentially the same as TD(λ). However, now we can perform
a policy improvement step by simply selecting the policy that chooses an action u in
state i iff
Q(i, u;$∗) ≥ Q(i, u˜;$∗), ∀u˜ ∈ U
where $∗ is the value of the parameter when the SARSA(λ) procedure terminates.
The process can then repeat using this new policy. Often we might wish to choose a
noisy version of this greedy policy, whereby at each step in time we choose an action
using the greedy policy with probability (1 − ) and choose an action uniformly at
random with probability , or something similar. This is to ensure continued explo-
ration, and allows robustness with respect to errors: approximation errors, and errors
due to early stopping. Tsitsiklis (2002) discusses the convergence of optimistic policy
iteration using a lookup table (with a similar, but impractical, update), where a new
policy is greedily chosen after each update, and shows that the value function ap-
proaches the optimum supµ∈M J
µ
β with probability one. Note that the optimal policy
maximizes Jµβ (i) for all i ∈ S simultaneously.
Another technique for using value functions to select policies is value iteration. In
this case, rather than learning the value of states, or state-action pairs, for the current
policy, we can learn the value of states for the optimal policy. Q-learning (Watkins
1989) is such a value iteration technique. Given a table of state-action values Q0, we
generate a sequence (Xt, Ut)
∞
0 according to the MDP controlled by some policy µ and
update the state-action values for the state-action pairs we observe according to the
update
Qt+1(Xt, Ut) = (1− γt)Qt(Xt, Ut) + γt
(
r(Xt+1) + β max
u∈U
Qt(Xt+1, u)
)
.
Watkins and Dayan (1992) show that Qt converges to Q∗β , the unique solution to
§1.4 Policy Gradient Techniques 11
the set of equations
Qβ(i, u) =
∑
j∈S
pij(u)
(
r(j) + β max
u∈U
Qβ(j, u)
)
.
This is the value of taking action u in state i and then following the optimal policy.
The optimal policy is then obtained by selecting the policy that chooses an action u in
state i if
Q∗β(i, u) ≥ Q∗β(i, u˜), ∀u˜ ∈ U .
Versions of Q-learning for the undiscounted expected sum of rewards performance
measure (Schwartz 1993), and for the average reward performance measure (Singh
1994), also exist.
Q-learning is an off-policy method, and we may use an arbitrary policy (provided
that it visits all states and actions infinitely often) to learn Q∗. Indeed we are relatively
free to change the policy over time, and we may choose to update the policy to take
advantage of the value function whilst we are learning. Even-Dar and Mansour (2002)
consider the convergence of an optimistic Q-learning algorithm, where a new policy is
greedily chosen after each update, and show that under certain conditions the policy
converges to an -optimal policy with high probability. By -optimal policy we mean
a policy µ∗ such that
sup
µ∈M
Jµβ (i) − Jµ
∗
β (i) ≤ , ∀i ∈ S.
1.4 Policy Gradient Techniques
In Chapter 2 we give a fairly detailed discussion of policy gradient methods, at least,
as they relate to the algorithms that we consider in this thesis. In this section we give
an overview of some of the results and methods in the literature.
Williams (1992) looked in generality at updates to policy parameters. He consid-
ered updates with the aim of increasing expected immediate reward E[r|θ], where the
expectation is over the random variable (X,Y,U, r) with (X,Y ) (the state and obser-
vation) generated by the environment, U (the action) generated according to some
parameterized policy µ after observing Y , that is, U is distributed according to the
distribution µ(Y ; θ), and r is the reward received by the environment after producing
action U in state X . The elements of the update δ ∈ Rn to the policy parameters that
he considered are given by
δk = γk(r − bk)ek, (1.5)
where γk is a nonnegative step size (or rate factor), the term ek, which is referred
to as the characteristic eligibility, is defined by ∂ lnµU(Y ; θ)/∂θk, and the term bk is
referred to as a reinforcement baseline and may be chosen arbitrarily so long as it is
conditionally independent of the action U given (θ,X, Y )—the selection of baseline is
the topic of Chapter 4, and is discussed in Dayan (1990), Weaver and Tao (2001). This
update δ would be used to update the parameter θ to a new parameter θˆ = θ + δ.
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Williams (1992) refers to an algorithm that performs this update as a REINFORCE
algorithm.
The result of Williams (1992) finds that the inner product between the expected
update E[δ|θ] and the gradient of the expected reward ∇E[r|θ] is nonnegative, and
nonzero if γk > 0 for all k ∈ {1, 2, . . . , n}. In the case where γk = γ Williams (1992)
further finds that E[δ|θ] = γ∇E[r|θ]. The differential operator ∇ used here takes a
function f : Rn → R to a vector of its partial derivatives, a vector with elements
∂f/∂θk.
Williams (1992) also extends this result to episodic problems, where the state
evolves over an episode of T time steps, possibly in response to the actions performed
at each step in time, and a reward is received at the end of the episode. This reward
might, for instance, be the sum of rewards seen over the episode. The aim is to again
increase the expected reward E[r|θ], though now this expectation is over the random
sequence (X0, Y0, U0, X1, Y1, U1, . . . , XT−1, YT−1, UT−1, r). The update in this case has
elements
δk = γk(r − bk)
T−1∑
t=0
ek(t), (1.6)
where ek(t) is given by ∂ lnµUt(Yt; θ)/∂θk.
Kimura et al. (1995) give an algorithm for updating policy parameters so as to
learn to control a POMDP in a method much like that of Williams (1992). Consider
the update of Equation (1.6) when the reward is a sum of rewards over T steps, that
is, r =
∑T−1
t=0 r(t), and the sequence (Xt, Yt, Ut)
∞
0 is generated by a µPOMDP, that
is, generated by a POMDP controlled by a policy µ(θ), for the current value of θ. If
γk = γ and bk =
∑T−1
t=0 α(t)b, for all k ∈ {1, 2, . . . , n} and some deterministic sequence
(α(t))∞0 , we find that
δ = γ
(
T−1∑
t=0
(r(t)− α(t)b)
)
T−1∑
t=0
e(t).
If r(t) is independent of (Ut+1, Xt+2, Yt+2, Ut+2, . . . , XT−1, YT−1, UT−1) given the past
(X0, Y0, U0, . . . , Xt+1, Yt+1), then this update has the same expectation as the update
δˆ = γ
T−1∑
t=0
(r(t)− α(t)b)
t∑
s=0
e(s), (1.7)
due to the expectation of e(t) given the past being zero (this is shown in Note 2.4 of
Chapter 2). Kimura et al. (1995) gives an algorithm for such an update when r(t) =
βtr(Xt, Ut, Xt+1) and α(t) = βt, for some β ∈ [0, 1); an algorithm for the update
δ(decay) = γ
T−1∑
t=0
βt(r(Xt, Ut, Xt+1)− b)
t∑
s=0
e(s). (1.8)
A result of Kimura et al. (1995) (a rearrangement of limits in the limit of the result
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of Williams (1992)) then gives us that
E
[
lim
T→∞
δ(decay)
∣∣∣∣ θ
]
= ∇ lim
T→∞
E
[
T−1∑
t=0
βtr(Xt, Ut, Xt+1)
∣∣∣∣∣ θ
]
.
The quantity on the right is the gradient of the expected discounted sum of rewards.
Kimura et al. (1995) also consider an algorithm that produces updates for each step
in time. Notice that the partial sum of characteristic eligibilities in Equation (1.8), that
is
∑t
s=0 e(s), may be written as e(t) plus the partial sum at time t − 1. Kimura et al.
(1995) consider a discounted version of such a recursion, generating zt+1 = βzt + e(t)
with z0 = 0, and using the update
δ(β)(t) = γ(r(Xt, Ut, Xt+1)− b)zt+1. (1.9)
Write ∆T to denote the sample average of such updates: ∆T =
∑T−1
t=0 δ
(β)(t)/T .
Kimura et al. (1995, Theorem 2) state that, under suitable conditions,
lim
T→∞
1
1− β ∆T = γ
∑
i∈S
pii∇ lim
S→∞
E
[
S−1∑
t=0
βtr(Xt, Ut, Xt+1)
∣∣∣∣∣ θ
]
,
where pi is the unique stationary distribution of the Markov chain formed by the se-
quence (Xt)
∞
0 . The stationary distribution pi is assumed to exist and be unique. This
result assumes that θ remains fixed, with the updates δ(β)(t) calculated but not ap-
plied.
Kimura et al. (1997), Kimura and Kobayashi (1997) look at applying the update
of Equation (1.9) when the state space is continuous. Kimura and Kobayashi (1998b)
look at applying the update of Equation (1.9) when the action space is continuous.
Baxter and Bartlett (2000; 2001) consider an update much like the update of Equa-
tion (1.9), but with r(Xt, Ut, Xt+1)− b replaced by r(Xt+1). The ideas in this work are
discussed in some detail in Chapter 2. We note here that it is shown by Baxter and
Bartlett (2000; 2001) that limT→∞ γ−1E[∆T |θ] gives an approximation to the gradient
of the average reward, and that the error of this approximation is proportional to 1−β.
It has also been shown that an estimate much like the estimate γ−1∆T has an expo-
nentially decreasing (in T ) probability of being far from the gradient approximation
given by limT→∞ γ−1E[∆T |θ] (Bartlett and Baxter 2002), and that applying a penalized
version of the update δ(β)(t) at each step in time, that is, constructing a sequence of
parameter values (θt)
∞
0 by the update equation θt+1 = θt + γtr(Xt+1)zt+s − penalty ,
leads to convergence of the parameter value to a region where∇η(θ) is small (Bartlett
and Baxter 2000). Experiments based on the algorithm of Baxter and Bartlett (2001)
are performed by Baxter et al. (2001).
Marbach (1998), Marbach and Tsitsiklis (2001) consider the update of Equa-
tion (1.7) when r(t) = r(Xt, Ut), α(t) = 1, and b = η (the average reward), though
rather than a fixed T they stop at a random time R1: the sequence (Xt, Yt, Ut)
∞
0 is
started with X0 = i∗, for some particular state i∗ ∈ S , and R1 is the first time that Xt
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returns to i∗, so X0 = i∗, XR1 = i
∗ and Xt 6= i∗ for all t ∈ {1, 2, . . . ,R1 − 1}. In this
case we have the update
δ(i
∗) = γ
R1∑
t=0
(r(Xt, Ut)− η)
t∑
s=0
e(s). (1.10)
Note that the baseline here, given by R1η, violates the independence condition
of Williams (1992) (when R1 depends on the choices of action taken) and so the result
of Williams (1992) does not apply. However, Marbach (1998), Marbach and Tsitsiklis
(2001) show that E[δ(i
∗)|θ] = γE[R1|θ]∇η(θ), and furthermore, that performing such
updates leads to the convergence of∇η to zero. Marbach (1998), Marbach and Tsitsik-
lis (2003) showed that convergence results may also be obtained for certain approxi-
mate versions of this update. These ideas are discussed in more detail in Chapters 2
and 8.
Baird (1999a;b) considers the episodic REINFORCE update of Equation (1.7) with
α(t) = 0. However, rather than stopping at a fixed time T the update stops at a
stopping time T, which may depend on history of the sequence (Xt, Yt, Ut)
∞
0 up to,
and including, time t − 1. Also, the rewards r(t) may depend on the parameter θ,
requiring an additional component to keep the update unbiased. The update of Baird
(1999a;b) is then
δ(VAPS ) = γ
T−1∑
t=0
r(t; θ)
t∑
s=0
e(s) + γ
T−1∑
t=0
∇r(t; θ). (1.11)
Additionally, Baird (1999a;b) allows the policy µ(θ), and hence e(t), to depend on the
history, rather than just the current observation (the proof of Williams (1992) allows
this also). A range of different value function and policy gradient methods may be
viewed as a special case of applying updates γ
(
r(t; θ)
∑t
s=0 e(s) +∇r(t; θ)
)
—the sum
of such updates (for fixed θ) being δ(VAPS ) of Equation (1.11). The particular method
depends on the choice of function r(t; θ) and policy parameterization.
The algorithm of Baird (1999a) when using a class of policies with internal state
was studied by Meuleau et al. (1999). Policies with internal state have a memory of the
past observations, and so may be useful in a partially observable settings. Aberdeen
and Baxter (2002) also consider polices with internal state, and construct versions of
the algorithms of Baxter and Bartlett (2001) for classes of such policies.
Likelihood ratio methods (see, for example, Glynn 1990, Glynn and L‘Ecuyer 1995)
look to construct estimates of the gradient of E[h(Z; θ)], where the distribution of the
random variable Z depends on the value of θ, for some function h. Likelihood ratio
methods suggest the update
γh(Z; θ)∇ ln Pr(Z|θ) + γ∇h(Z; θ). (1.12)
The methods and results of likelihood ratio methods parallel many of the methods
and results seen previously in this section. If Z = (X,Y,U, r) with (X,Y ) generated
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by some fixed environment, U generated by some parameterized policy µ(θ), and r
generated by the environment after action U is performed in state X , and h(Z; θ) = r,
then the elements of the update of Equation (1.12) are precisely the elements given
by Equation (1.5), with bk = 0 and γk = γ. We can likewise find similarity with the
updates of Equations (1.6), (1.8), (1.10) and (1.11), when Z is a state, action and obser-
vation sequence over an almost surely finite time, and h is the associated measure of
reward.
The likelihood ratio method allows for the update sample, of Equation (1.12), to
be drawn from a distribution differing from that used in the expectation E[h(Z; θ)].
If Z is drawn according to a distribution with probability mass function ρ, then the
likelihood ratio method would suggest the update
γh(Z; θ)
Pr(Z|θ)
ρ(Z)
∇ ln Pr(Z|θ) + γ Pr(Z|θ)
ρ(Z)
∇h(Z; θ).
If, again, Z = (X,Y,U, r) and h(Z; θ) = r, and the expectation E[h(Z; θ)] is taken with
(X,Y ) generated by some fixed environment, U is generated by the policy µ(θ), and r
is generated by the environment after action U is taken in state X , we might consider
taking a sample according to a distribution which is much the same except under a
different policy µ(φ). In this case our update sample would become
γr
∇µU (Y ; θ)
µU (Y ;φ)
.
In the reinforcement learning literature this idea is explored in the work of Meuleau
et al. (2001).
Another method that looks at producing policy gradient estimates is the method
of infinitesimal perturbation analysis (Cao 1998, Cao and Wan 1998, Cao 2003). Such
work looks at the perturbation of the dynamics of a Markov chain M = (S, P ) by Q,
where for some transition matrix Pˆ we have Q = Pˆ − P . This framework can lead
to both value function or policy gradient methods depending on the choice of Q, and
how estimates are then taken. For policy gradient methods, the work considers the
directional gradient
∂f(P )
∂Q
= lim
→0
f(P + Q)− f(P )

.
If P is the transition matrix of the Markov chain formed by the sequence (Xt)
∞
0 gen-
erated by some µMDP, then we can choose Q = ∂P/∂θk (the matrix of partial deriva-
tives ∂pij(θ)/∂θk) giving ∂η/∂Q = ∂η/∂θk , where we have chosen f = η.
1.5 Actor-Critic Techniques
Actor-critic algorithms perform local updates to the policy much like the methods of
Section 1.4, however the reward signal is replaced by a value supplied by a critic. The
critic attempts to learn a more informative reward signal that takes into account likely
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future rewards. The critic of Barto et al. (1983) predicts the reinforcement to be seen
in the future. They consider policy updates (actor updates) much like the updates
of Section 1.4, but replace the reward observed at time t with the gain in predicted
reinforcement. This is discussed in more detail in Chapter 5 where we consider the
choice of a critic.
The actor-critic algorithm of Kimura and Kobayashi (1998a) uses the update δ (β)
given by Equation (1.9) but with the reward replaced by r(Xt, Ut)+βV (Xt+1)−V (Xt),
where r(Xt, Ut) is the reward supplied by the environment for performing action Ut
in state Xt, and V is a value function which is learnt by the critic using TD(0). The
resulting update is
γ (r(Xt, Ut) + βV (Xt+1)− V (Xt)) zt+1.
In essence this is much the same replacement as performed by Barto et al. (1983):
replacing the reward with the gain in predicted value.
Konda and Borkar (1999) give convergence results for a number of actor-critic al-
gorithms. In the algorithms of Konda and Borkar (1999) rather than replacing the
reward with the gain in predicted value, the reward is replaced with something like
r(Xt, Ut) + βV (Xt+1), and the policy update is made in a direction akin to
(r(Xt, Ut) + βV (Xt+1))∇ lnµUt(Xt; θt).
The value function V here is given by a lookup table of values and is learnt by the
critic using a method akin to TD(0). The algorithms are assumed to have access to
a generative model for an MDP, that is, given a state i and action u it is possible to
generate a random variable according to the distribution given by the ith row of the
transition matrix P (u). They use this generative model to draw resultant states for
each state-action pair, and so update V (i) and µu(i) for all i ∈ S, u ∈ U (at least, for all
(i, u) in certain random subsets) at each time step.
The critics of Sutton et al. (2000), Konda and Tsitsiklis (2000; 2003) produce a Q
function that gives a value to each state action pair. They consider selecting a Q func-
tion from a parameterized set of functions {Q(θ,$) : S × U → R|θ ∈ Rn, $ ∈ Rm},
with
Q(i, u; θ,$) =
m∑
k=1
$kφk(i, u; θ),
for some set of functions {φk|k = 1, 2, . . . ,m}. Write φk(θ) to be a vector in R|S||U|
with elements given by φk(i, u; θ), and write ϕk(θ) to be a vector in R|S||U| with el-
ements given by ∂ lnµu(i; θ)/∂θk . Sutton et al. (2000), Konda and Tsitsiklis (2000;
2003) showed that, provided the span of the vectors {φk(θ)|k = 1, 2, . . . ,m} con-
tains the span of the vectors {ϕk(θ)|k = 1, 2, . . . , n}, there exists a $ ∈ Rm such that
E[Q(X,U ; θ,$)∇ ln µU (X; θ)] = ∇η(θ), where X is distributed according to the sta-
tionary distribution of the Markov chain formed by the sequence (Xt)
∞
0 generated
by a µMDP (a distribution that we assume exists), and U is distributed according to
µ(X; θ). One way to ensure the condition holds is to set m = n and φk(θ) = ϕk(θ).
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Konda and Tsitsiklis (2000; 2003) give an algorithm for updating θ and $ when
observing a sequence (Xt, Ut)
∞
0 generated by a µMDP. The θ parameter is updated
in the direction Q(Xt, Ut; θt, $t)∇ lnµUt(Xt; θt), and the parameter $ is updated by a
TD method for average reward performance (Tsitsiklis and Van Roy 1999). A con-
vergence result for the algorithm is given, showing that lim inf t→∞ ‖∇η(θt)‖ = 0
when using a TD(1) critic, and that for any  > 0 there is a λ large enough such that
lim inf t→∞ ‖∇η(θt)‖ ≤  when using a TD(λ) critic.
1.6 Policy Search Techniques
Policy search methods generally search through the space of policies to find a policy
that induces a performance that is close to the optimum. They might instead search
through the space of policies to find a policy for which the gradient of the performance
is zero.
To see how these methods differ from the value function and policy gradient meth-
ods we have seen, consider the task of maximizing the one step expected reward given
independent, identically distributed samples (Xt, Ut, rt)
T−1
t=0 , where Xt is distributed
according to some distribution over S , Ut is generated by µ(Xt, θ0) with the policy
µ(θ0) ∈ Mp, and rt is a stochastic reward that depends on the state Xt and action Ut.
A value function method would be to learn the value of state action pairs, possibly by
constructing the table lookup function
Q(i, u) =
∑T−1
t=0 JXt = i, Ut = uK rt∑T−1
t=0 JXt = i, Ut = uK , (1.13)
where JXK denotes the indicator function of the event {X}. The policy could then be
chosen such that µ∗u(i) = 1 iff Q(i, u) = maxa∈U Q(i, a). A policy gradient method
would be to construct an unbiased estimate of the gradient by
1
T
T−1∑
t=0
∇ lnµUt(Xt; θ0)rt,
much like the update of Equation (1.5), and use this as an update direction to choose
a new value of θ. A policy search method might be to: choose θ∗ such that Vˆθ0(θ
∗) ≥
Vˆθ0(θ)−  for all θ ∈ Rm and some  > 0, where
Vˆθ0(θ) =
1
T
T−1∑
t=0
µUt(Xt; θ)
µUt(Xt; θ0)
rt; (1.14)
or choose θ∗ such that
1
T
T−1∑
t=0
µUt(Xt; θ
∗)
µUt(Xt; θ0)
∇ lnµUt(Xt; θ∗)rt = 0. (1.15)
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Notice that Equation (1.14) gives an unbiased estimate of the expected reward when
using the policy µ(θ), and Equation (1.15) given an unbiased estimate of the gradient
of the expected reward at when using the policy µ(θ∗).
Choosing θ∗ to maximize Equation (1.14) is much like choosing the policy that
maximizes the Q values of Equation (1.13), except that in the former case we do not
explicitly form a model of the Q values. Value function methods deal with complexity
by restricting the class of functions we search over, and attempt to select the function
that is closest to the true value function. Policy search methods restrict the class of
policies, and attempt to select a policy that induces a performance close to the opti-
mum. Still, we might consider a number of the policy search methods of this section
to fit into the value function framework.
The method of Kearns et al. (1999) assumes access to a generative model for an
MDP, that is, given a state i and action u we can draw a next state j from the distribu-
tion associated with the ith row of the transition matrix P (u) (write this distribution
Pi(u)), and considers the task of selecting an action to maximize the expected dis-
counted sum of rewards, when subsequently using the optimal policy, from some
predetermined starting state i0. So if V µ(i) is given by
V µ(i) = lim
T→∞
E
[
T−1∑
t=0
βtr(Xt, Ut)
∣∣∣∣∣X0 = i
]
when the sequence (Xt, Ut)
∞
0 is generated by the MDP controlled by policy µ (much
like Jµβ (i) of Equation (1.3)), and V
∗(i) = supµ∈M V
µ(i), then we wish to find u∗ such
that
Q∗(i0, u
∗) = r(i0, u
∗) + βE [V ∗(X1)|X0 = i0, U0 = u∗]
is close to V ∗(i0).
Kearns et al. (1999) first construct a tree in the following way: generate a root node
and associate it with the state i0; for each leaf node Nl attach |U|C edges and associate
an action to each edge, C edges for each action u ∈ U , then for each edge attach a child
node and associate it with a state generated from the distribution Pstate(Nl)(u), where
state(Nl) is the state associated with node Nl, and u is the action associated with the
edge; repeat this last step H − 1 times, where H is some finite horizon time. Now, for
each leaf node Nl associate a value Vˆ ∗(Nl) = 0 (or some approximate value), and for
each internal node Ni associate the value
Vˆ ∗(Ni) = max
u∈U
r(state(Ni), u) +
β
C
∑
N∈child(Ni,u)
Vˆ ∗(N), (1.16)
where child(N,u) is the set of child nodes of N attached by edges associated with
action u. Now, choose action u∗ to attain the maximum of
r(state(Nr), u) +
β
C
∑
N∈child(Nr ,u)
Vˆ ∗(N),
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where Nr is the root node. For any  > 0, for large enough C,H , we can see from Kearns
et al. (1999) that |Q∗(i0, u∗) − V ∗(i0)| ≤  with high probability. Furthermore, Kearns
et al. (1999) shows that when using this methods to create a policy µ∗ for gener-
ating actions given a state (by setting i0 to be the state in question), we find that
|V µ∗(i)− V ∗(i)| ≤  for all i ∈ S simultaneously.
To implement the policy µ∗ of Kearns et al. (1999), we need to walk a tree of size
(|U|C)H each time we wish to take an action. Kearns et al. (2000) consider similar
tree methods, but rather than selecting an action given a state i0, Kearns et al. (2000)
consider selecting a policy µ from some class of policies M˜. However, Kearns et al.
(2000) considers only the task of maximizing V µ(i0) for some initial state i0 (or max-
imizing the expectation over some distribution over initial states), rather than V µ(i)
for all i ∈ S simultaneously.
To choose a policy, Kearns et al. (2000) construct m trees, each tree being con-
structed as in Kearns et al. (1999) with C = 1. For any policy µ, these trees are used
to find an approximate value Vˆ µ(i0) for the policy. The policy selected is then the
one that maximizes this approximate value, that is, we select the policy that achieves
maxµ∈M˜ Vˆ
µ(i0). For any deterministic policy u : S → U we can associate values to
nodes in the trees, much like as was done in Equation (1.16), with
Vˆ µ(N) = r(state(N), u(state(N))) + βVˆ µ(child(N,u(state(N)))
for all but the leaf nodes (the value of the leaf nodes may be set to zero). We can
associate values to nodes for stochastic policies µ also, though for a slightly different
tree construction. The approximate value is then given by
Vˆ µ(i0) =
1
m
m∑
k=1
Vˆ µ(Nr(k)),
where Nr(k) is the root node of the kth tree. Kearns et al. (2000) shows that for any
 > 0, for m,H large enough, a policy chosen this way will satisfy |V µ(i0)−V ∗(i0)| ≤ 
with high probability.
The PEGASUS method of Ng and Jordan (2000) is much like the method of Kearns
et al. (2000), but they avoid the need to traverse trees by assuming access to a stronger
model, which they refer to as a deterministic simulative model. The idea is that,
given an MDP (or POMDP) and policy µ, if supplied with a sequence (pt)
∞
0 , with
pt ∈ [0, 1]d , the model supplies a deterministic sequence of states and actions (it, ut)
in such a way that if each pt was a random variable distributed uniformly on [0, 1]d
then the resulting sequence of states and action generated by the model would be dis-
tributed as if generated by the MDP controlled by µ. As such, given m such sequences
(p
(1)
t )
∞
0 , (p
(2)
t )
∞
0 , . . . , (p
(m)
t )
∞
0 , we can value a policy µ by
Vˆ µ(i0) =
1
m
m∑
k=1
H−1∑
t=0
βtr
(
i
(k)
t , u
(k)
t
)
,
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where the sequence (i(k)t , u
(k)
t )
∞
0 is generated by the model with policy µ when sup-
plied with the sequence (p(k)t )
∞
0 . We then choose the policy, from some class of policies
M˜, which maximizes Vˆ µ(i0). PEGASUS was applied to the problem of autonomous
helicopter flight in Ng et al. (2004).
The work of Fern et al. (2004), Lagoudakis and Parr (2003) uses a generative model
to produce value estimates Qˆµ(i0, u), estimates of the expected discounted sum of re-
wards when taking action u then following policy µ, for each action u. These estimates
are used to learn a new policy µ′ from a class of policies M˜, then the process is repeated
until we are satisfied, a form of policy iteration where we search over a restricted pol-
icy class. A similar method is given by Kakade and Langford (2002), though using a
specific policy improvement step designed to guarantee performance improvement.
A number of the results we have discussed in this section may be reinterpreted as
upper bounds on the sample complexity of selecting -optimal policies under certain
model assumptions. A study of sample complexity in the multi-armed bandit set-
ting is performed by Even-Dar et al. (2002), Mannor and Tsitsiklis (2003; 2004), where
matching lower and upper bounds on the sample complexity are found.
Policy search methods may also be found in the likelihood ratio literature. Rubin-
stein (1991) considers the solution to Equation (1.15), and shows that under certain
conditions θ∗ converges to a root of∇E[rt|θ]. The result also deals with more complex
performance measures.
Chapter 2
The Policy Gradient Approach
In the policy gradient approach to reinforcement learning we wish to locally change
the policy to bring about an increase in the average reward. After a number of such
changes we hope to find a policy which is locally optimal.
Recall that we consider selecting a policy from a parameterized set of policies
Mp = {µ(θ) : Y → PU |θ ∈ Rn} to control a POMDP. Recall also that, for the problems
we consider, the Markov chain formed by the sequence of states (Xt)
∞
0 generated by
the POMDP controlled by a policy µ(θ) ∈ Mp is irreducible and aperiodic and hence
has a unique stationary distribution pi(θ). Furthermore, the average reward under pol-
icy µ(θ) is given by η(θ) = E[r(X)], where X is distributed according to pi(θ), which
may be written
η(θ) =
∑
i∈S
pii(θ)r(i);
see Section 1.2.1.
To perform a local step away from the current policy µ(θ), we choose a new policy
parameter φ by taking a step in some direction ∆ ∈ Rn, that is, we choose φ = θ +γ∆,
where γ is a positive step size. This step, we hope, will increase the value of the
average reward. An intuitively appealing choice for the step direction is the direction
of steepest ascent of the average reward. Indeed this choice is more than intuitively
appealing, in that for an appropriate schedule of the step size γ we are guaranteed to
reach a local maximum of the average reward, provided η is sufficiently smooth. This
would suggest a choice of ∆ being
∆ = ∇η(θ) =
∑
i∈S
∇pii(θ)r(i), (2.1)
where ∇ is the differential operator that takes a function f : Rn → R to a vector of
its partial derivatives, a vector comprising of the elements {∂f/∂θk|k = 1, 2, . . . , n},
where θk is the kth element of θ.
Remark 2.1. There are other ways of defining the local step, for instance, we could replace
φ = θ + γ∆ with φ = f−1(f(θ) + γf(∆)) for some bijection f : D → R, where D,R ⊂ Rn.
Most likely we’d require that f be continuous, and likely apply more stringent requirements
also. If we choose fi(θ) = log(θi), for each element of f , then we recover the exponentiated
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gradient algorithm. More generally we might choose f to be the gradient of some strictly
convex function F : Rn → R.
Throughout this thesis we will often drop θ in the notation where it is not impor-
tant to the point at hand.
2.1 Gradient Calculation
To calculate the gradient of the average reward as it is shown in Equation (2.1) re-
quires knowledge of the gradient of the stationary distribution. The gradient of the
stationary distribution is a quantity that is not readily available however. We’d like
to relate the gradient of the stationary distribution to the gradient of the policy, since
we expect to have knowledge of the policy construction. Recall that the stationary
distribution is the unique distribution such that
∑
i∈S piipij = pij . Differentiating both
sides of this equation gives
∇pij =
∑
i∈S
(∇piipij + pii∇pij) , ∀j ∈ S, (2.2)
where the operator ∇ is taken to operate on the term immediately following. This
set of equations does not have a unique solution, which is more readily seen when
written in matrix form. Writing (∇pi)(k) to denote the row vector with ith element
∂pii(θ)/∂θk, and (∇P )(k) to denote the matrix with ij th element ∂pij(θ)/∂θk, the set of
equations in (2.2) may be written
(∇pi)(k) (I − P ) = pi′(∇P )(k), ∀k ∈ {1, . . . , n}.
The matrix (I − P ) is not invertible. We see this by observing that the vector e, the
column vector of all ones, is an eigenvector of (I−P ) with eigenvalue zero. However,
as pi′e = 1, where we use pi in this case to denote the column vector with elements pii,
we have that (∇pi)(k)e = (∇(pi′e))(k) = (∇1)(k) = 0, and so we may equivalently solve
the problem
(∇pi)(k) (I − P + epi′) = pi′(∇P )(k), ∀k ∈ {1, . . . , n}. (2.3)
As the Markov chain M = (S, P ) is irreducible and aperiodic, we have that P t →
epi′ (Seneta 1981, Theorem 4.2, page 119). Consequently, noting that Pepi ′ = epi′, we
have (P − epi′)t = P t − epi′ → 0, implying that the spectral radius of P − epi ′ is strictly
less than one (Horn and Johnson 1985, Lemma 5.6.12, page 298). The spectral radius
of a matrix A is
ρ(A)
def
= max{|λ| |λ is an eigenvalue of A}.
Now, as I and −(P − epi′) commute, from Horn and Johnson (1985, Theorem 2.4.9,
page 92) we find that the set {1−λ|λ an eigenvalue of P − epi ′} contains the eigenval-
ues of I − P + epi′, and hence I − P + epi′ is non-singular and Equation (2.3) has a
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unique solution, which is
(∇pi)(k) = pi′(∇P )(k)(I − P + epi′)−1.
We can express (∇P )(k) in terms of the gradient of the policy, more precisely, the ij th
element of (∇P )(k) is the kth element of∑y∈Y ,u∈U νy(i)∇µu(y)pij(u). As such, we can
now express the gradient of the stationary distribution in terms of the gradient of the
policy.
This analysis leads to the following calculation for the gradient of average reward:
∇η =
∑
i∈S
∑
y∈Y
∑
u∈U
∑
j∈S
piiνy(i)∇µu(y)pij(u)
∑
k∈S
zjkr(k), (2.4)
where zjk is the jkth element of the matrix Z(θ)
def
= (I − P (θ) + epi(θ)′)−1. The matrix
Z may also be expressed as
Z =
∞∑
t=0
(
P t − epi′) . (2.5)
We obtain Equation (2.5) by observing that the spectral radius of P −epi ′ is strictly less
than one and using the results of Horn and Johnson (1985, Corollary 5.6.16, page 301,
and Lemma 5.6.10, page 297).
We now have, in Equation (2.4), a calculation of the gradient of the average reward
in terms of the gradient of the policy. The calculation does, however, require knowl-
edge of the stationary distribution and transition probabilities. In the next section we
will make use of estimation to perform the calculation in Equation (2.4), estimation
that will take advantage of the ergodicity of the sequence generated by the µPOMDP
to give estimates of expectations over the stationary distribution. If, however, we have
knowledge of all the quantities defining the µPOMDP, the state space of the POMDP
is small, and we wish to calculate pi, we may do so by solving the following set of
equations:
∑
i∈S
piipij = pij ∀j ∈ S\k
∑
i∈S
pii = 1,
for any k ∈ S .
2.2 Gradient Estimation
In model-free learning we do not have direct access to the quantities defining the
POMDP (such as the set of transition probabilities P). In this thesis, we assume that
we have some knowledge of the construction of the policy space, and that we may ob-
serve a single sequence (Xt, Yt, Ut)
∞
0 generated by the µPOMDP, but not much more
(indeed it is generally assumed that the state sequence (Xt)
∞
0 can not be accessed,
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even though we might observe functions of it, such as the reward). Consequently, we
may only estimate, rather than calculate, the gradient of the average reward.
Consider the following re-write of Equation (2.4):
∇η =
∑
i∈S
∑
y∈Y
∑
u∈U
∑
j∈S
piiνy(i)µu(y)pij(u)
∇µu(y)
µu(y)
v(j), (2.6)
where v(i) is the advantage of being in state i, and is defined by
v(i; θ)
def
= lim
T→∞
E
[
T−1∑
t=0
(r(Xt)− η(θ))
∣∣∣∣∣X0 = i
]
,
an expectation over the sequence (Xt)
∞
0 generated by the µPOMDP starting X0 = i.
We have assumed here that µu(y) is zero only if ∇µu(y) is also zero, in which case we
can remove that element from the sum. In general we operate under the following
assumption on the set of policies.
Assumption 1c. For each θ ∈ Rn there exists a function L(θ) : Y × U → Rn, with
Euclidean norm bounded by BL < ∞ uniformly over all (i, u, θ) ∈ S × U × Rn, such that
∇µu(y; θ) = L(y, u; θ)µu(y; θ).
The Euclidean norm of a vector v ∈ Rn is given by
√∑n
k=1 v
2
k. Notice that Equa-
tion (2.6) may be expressed as the expectation of L(Y,U)v(W ), where the random
variable (X,Y,U,W ) has probability mass function Pr(X = i, Y = y, U = u,W =
j) = piiνy(i)µu(y)pij(u). If we can produce samples of (X,Y,U,W ) then we may es-
timate this expectation, and hence the gradient of the average reward, by a sample
average.
Note 2.2. For the results of Part I we may allow the bound BL of Assumption 1c to vary
with θ. In this case the finiteness of S and U ensure the that such a bound exists, and the
assumption reduces to the assumption that µu(y) is zero only if ∇µu(y) is zero. We will con-
tinue to state the bound as a uniform bound over all θ as: it reduces the number of differences
between the assumptions of Part I and the assumptions of Part II; and it is stated this way in
past literature, including literature that relies upon the bounds uniformity over θ for online
convergence results. In general, we will in any event explicitly state the bound on a function
when such a bound is relied upon, even if finiteness of the domain ensures such a bound exists.
Consider the sequence generated by the µPOMDP. If the state variable Xt is known
to be i, then the probability mass function of (Yt, Ut, Xt+1) is Pr(Yt = y, Ut = u,Xt+1 =
j|Xt = i) = νy(i)µu(y)pij(u). This suggests that the sum
∑T−1
t=0 L(Yt, Ut)v(Xt+1) can
be used to estimate the gradient of the average reward, provided that for each i ∈ S
the fraction of Xt equal to i is, in expectation, about pii. This is roughly the idea behind
the gradient estimate that will be constructed in the rest of this section.
Imagine that the chain starts in some particular state X0 = i∗. If we write R1 for
the first time after time t = 0 that Xt = i∗ then we have, from Aldous and Fill (2002,
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Chapter 2),
E [number of visits to state i before time R1] = piiER1,
for all i ∈ S . Therefore
E
[
R1−1∑
t=0
E [L(Y,U)v(W )|X = Xt]
]
= E
[
R1−1∑
t=0
∑
i∈S
JXt = iK E [L(Y,U)v(W )|X = i]
]
=
∑
i∈S
E [L(Y,U)v(W )|X = i] E
[
R1−1∑
t=0
JXt = iK
]
= E[R1]
∑
i∈S
piiE [L(Y,U)v(W )|X = i]
= E[R1]E [L(Y,U)v(W )]
= E[R1]∇η,
where we have written JX = xK for the indicator function of the event {X = x}. As
we also have
E
[
R1−1∑
t=0
E [L(Y,U)v(W )|X = Xt]
]
= E
[
∞∑
t=0
JXs 6= i∗, 0 < s ≤ tKE [L(Yt, Ut)v(Xt+1)|Xt]
]
= E
[
R1−1∑
t=0
L(Yt, Ut)v(Xt+1)
]
, (2.7)
we may say
E
[
R1−1∑
t=0
L(Yt, Ut)v(Xt+1)
]
= E[R1]∇η.
So we find that the sum
R1−1∑
t=0
L(Yt, Ut)v(Xt+1) (2.8)
is an unbiased estimate of E[R1]∇η. If we know the value of E[R1] then we may form
an unbiased estimate of ∇η. However, as E[R1]∇η is in the correct direction we may
use the estimate of Equation (2.8) in our policy update.
Note 2.3. For any F -measurable random variables B,C and G-measurable random variable
A with G ⊂ F (for F ,G some σ-fields), notice that
E [B + AE [C|G]] = E [B + AC] .
Consequently, if (Ft)∞0 is an increasing sequence of σ-fields, (At, Bt)∞0 is a sequence of ran-
dom variables with At being Ft-measurable and Bt being F -measurable for some σ-field such
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that Ft ⊂ F for all t, then for any s
E
[
s−1∑
t=0
AtBt +
∞∑
t=s
AtE[Bt|Ft]
]
= E
[(
s−1∑
t=0
AtBt +
∞∑
t=s+1
AtE[Bt|Ft]
)
+ AsE[Bs|Fs]
]
= E
[
s∑
t=0
AtBt +
∞∑
t=s+1
AtE[Bt|Ft]
]
,
where we assume that supT |
∑T
t=0 AtBt| is integrable. Considering the first term and the
limit term of this set of equations—the integrability condition ensuring the limit term exists—
gives us
E
[
∞∑
t=0
AtE[Bt|Ft]
]
= E
[
∞∑
t=0
AtBt
]
. (2.9)
For At = JXs 6= i∗, 0 < s ≤ tK and Bt = L(Yt, Ut)v(Xt+1), we obtain Equation (2.7).
So far we have assumed that the advantage function is known, whereas it is most
likely that the advantage function will also need to be estimated. For the gradient
estimation we need not know the value of the advantage function for any particular
state i, but rather the difference in its value from the value at state i∗, that is v(i)−v(i∗).
We find that
v(i)− v(i∗) = E
[
∞∑
t=0
(r(Xt)− Er(X))
∣∣∣∣∣X0 = i
]
− v(i∗)
= E

Ti∗−1∑
t=0
(r(Xt)− Er(X)) + v(i∗)
∣∣∣∣∣∣X0 = i

− v(i∗)
= E

Ti∗−1∑
t=0
(r(Xt)− η)
∣∣∣∣∣∣X0 = i

 ,
where Ti∗ has been used to denote the first time that state i∗ is reached. We may
replace v(W ) with v(W )− v(i∗) in E[L(Y,U)v(W )] as
E[L(Y,U)v(i∗)] = v(i∗)E
[∑
u∈U
∇µu(Y )
]
= v(i∗)E[∇1] = 0,
and so, much as before, and again using Equation (2.9), we have
E
[
R1−1∑
t=0
L(Yt, Ut)
R1−1∑
s=t+1
(r(Xs)− η)
]
= E[R1]∇η. (2.10)
Note 2.4. We have seen here that E[L(Y,U)v(i∗)] = 0. More generally, consider
the sequence (Xt, Yt, Ut)
∞
0 generated by the µPOMDP. If Ft is the σ-field on the tuple
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(X0, Y0, U0, . . . , Xt, Yt), then we have
E[L(Yt, Ut)|Ft] =
∑
u∈U
∇µu(Yt) = ∇
∑
u∈U
µu(Yt) = ∇1 = 0.
Consequently, if A is an Ft-measurable random variable then
E[L(Yt, Ut)A] = E[AE[L(Yt, Ut)|Ft]] = 0.
Increasingly better estimates can be obtained by watching the chain for further
hitting times of the state i∗ and averaging over each cycle. Write R2 for the first time
after R1 that the state i∗ is reached. More generally, write R0 = 0 and Rk+1 = min{t >
Rk : Xt = i
∗}. Noting that, due to the Markov property, the sequence (Xt, Yt, Ut)Rk+1t=Rk
is independent of the sequence (Xt, Yt, Ut)
Rl+1
t=Rl
for l 6= k, Equation (2.10) suggests
estimating E[R1]∇η by
1
m
m−1∑
k=0
Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
(r(Xs)− η) . (2.11)
The strong law of large numbers suggests that this estimate approaches E[R1]∇η al-
most surely as m approaches infinity. In Section 2.5 this will be stated concretely.
In the estimate given by Equation (2.11) we have assumed knowledge of the aver-
age reward, whereas it is most likely this knowledge is lacking. The η term might be
replaced with some value η˜, with η˜ perhaps an estimate of the average reward calcu-
lated previously. Indeed we might wish to use a sequence of values (η˜t)
∞
0 with η˜0 = 0
and
η˜t+1 = η˜t +
1
t + 1
(r(Xt)− η˜t) ,
resulting in a potentially biased estimate of E[R1]∇η of
1
m
m−1∑
k=0
Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
(r(Xs)− η˜s) . (2.12)
We will assume that the reward function is bounded:
Assumption 1b. The function r has magnitude bounded by Br < ∞.
Consequently we find that, provided that certain moments of R1 are finite, the bias of
the estimate of Equation (2.12) from E[R1]∇η is of order at most
√
m−1.
Remark 2.5. The bias of this estimate, that is, the difference between the expectation of the
estimate of Equation (2.12) and E[R1]∇η, is given by the average over the first m of the terms
E

Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
(η − η˜s)

 = E

Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
(
η − 1
s
s−1∑
w=0
r(Xw)
)
 ,
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that is, an average over these terms for k = 0, 1, 2, . . . ,m−1. For k > 0 we may rewrite these
terms as
E

Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
Rk
s

η − 1
Rk
Rk−1∑
w=0
r(Xw) +
1
Rk
s−1∑
w=Rk
(η − r(Xw))



 .
Notice that for any particular regenerative cycle k, we may treat η˜s to be an estimate of η
formed over the previous, independent cycles between visits to state i∗. So the squared error
between the term η˜s and η should, in expectation, be bounded above by a decreasing function
of the number of cycles k we waited before time s.
Now, as the function r has magnitude bounded by Br, η also has magnitude bounded by
Br, and we have, for k > 0,
∣∣∣∣∣E
[
Rk
s
(
η − 1
Rk
Rk−1∑
w=0
r(Xw)
)]∣∣∣∣∣ ≤

E

(Rk
s
)2( 1
Rk
)2(Rk−1∑
w=0
(r(Xw)− η)
)2


1/2
≤ 1
k

E

k−1∑
l=0
Rl+1−1∑
w=Rl
(r(Xw)− η)


2

1/2
=
1√
k

E
(
R1−1∑
w=0
(r(Xw)− η)
)2
1/2
≤ 1√
k
2Br
√
E(R1)2.
Here we have used that: Rk ≤ s; Rk is at least k; and the random variables {
∑Rl+1−1
w=Rl
(r(Xw)−
η) : l ∈ {0, 1, . . . , k − 1}} are identically distributed, are independent, and have a mean of
zero. The contribution to the error of η˜s in cycle k by the rewards occurring in cycle k can also
be bounded; we have∣∣∣∣∣∣
Rk
s
1
Rk
s−1∑
w=Rk
(η − r(Xw))
∣∣∣∣∣∣ ≤
1
k
2Br (Rk+1 −Rk) ,
for k > 0. For the first cycle, where k = 0, we may use a bound of 2BrR1.
Given the bounds on the error of the approximation η˜s, for k > 0 we have that∥∥∥∥∥∥E

Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
(η − η˜s)


∥∥∥∥∥∥
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=
∥∥∥∥∥∥E

Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
(
E
[
Rk
s
(
η − 1
Rk
Rk−1∑
w=0
r(Xw)
)]
+
Rk
s
1
Rk
s−1∑
w=Rk
(η − r(Xw))




∥∥∥∥∥∥
≤ BLE
[
(Rk+1 −Rk)2
(
1√
k
2Br
√
E(R1)2 +
1
k
2Br (Rk+1 −Rk)
)]
≤ 2BLBr
((
E(R1)
2
)5/2
+ E(R1)
3
) 1√
k
.
For k = 0 we may use a bound of 2BLBrE(R1)3. We may therefore bound the average of the
first m terms, and thereby bound the bias, by
c
m
(
1 +
m−1∑
k=1
1√
k
)
≤ c
m
(
1 +
∫ m
x=1
1√
x− 1 dx
)
≤ c
m
(
1 +
√
m− 1)
≤ 2c√
m
,
for any c ≥ 2BLBr
((
E(R1)
2
)5/2
+ E(R1)
3
)
. From this simple analysis we see that, pro-
vided there is a bound on the first few moments of R1, the bias of the estimate produced by
Equation (2.12) decreases at a rate of order
√
m−1.
Rather than attempting to estimate the η term in Equation (2.10) we might instead
omit it, and use the estimate
1
m
m−1∑
k=0
Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
r(Xs).
No longer are we estimating the gradient of the average reward, but rather the gradi-
ent of the expected sum of rewards over a regenerative cycle; the gradient of
E
[
R1∑
t=0
r(Xt)
]
.
This gradient is given by η∇E[R1] + E[R1]∇η. By using this gradient we seek to in-
crease or decrease the length of the regenerative cycle in response to whether average
reward is positive or negative—in addition/competition to increasing the average re-
ward.
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2.3 Approximate Gradient Estimation
Suppose that the sequence (Xt, Yt, Ut)
∞
0 generated by the µPOMDP begins with the
state X0 being distributed according to pi. In this case the marginal distribution for
any tuple (Xt, Yt, Ut, Xt+1) is given by the probability mass function Pr(Xt = i, Yt =
y, Ut = u,Xt+1 = j) = piiνy(i)µu(y)pij(u). This follows from pi being the unique distri-
bution such that if Xt has marginal distribution pi then Xt+1 has marginal distribution
pi also. We therefore have that
E [L(Yt, Ut)v(Xt+1)] = E [L(Y,U)v(W )] ∀t,
where, as before, the tuple (X,Y,U,W ) has the probability mass function Pr(X =
i, Y = y, U = u,W = j) = piiνy(i)µu(y)pij(u). It follows that this also holds for sample
averages, so that
E
[
1
T
T−1∑
t=0
L(Yt, Ut)v(Xt+1)
]
= ∇η.
Therefore, we can produce an unbiased estimate of the gradient of the average reward
by using a sample average of the terms L(Yt, Ut)v(Xt+1).
Again we have assumed that the advantage function is known. As was seen in
Section 2.2 we may replace v(W ) with v(W )− v(i∗) to produce an estimate where we
only need to sum rewards until the state i∗ occurs. If we write Ti∗,t for the first time,
beginning from time t, that the state i∗ is reached, we have
E

 1
T
T−1∑
t=0
L(Yt, Ut)
Ti∗,t+1∑
s=t+1
(r(Xs)− η)

 = ∇η.
Furthermore, we may approximate the average reward by the sequence (η˜t)
∞
0 , as de-
scribed in Section 2.2, and use the estimate
1
T
T−1∑
t=0
L(Yt, Ut)
Ti∗,t+1∑
s=t+1
(r(Xs)− η˜s) .
We wish to move away from estimates which require watching for a particular
state, one reason being that we may be unable to assess the true state of the system,
having access only to the observation derived from the state. A second reason is that,
for a poor choice of state i∗, our estimation task may take an unduly long time.
Example 2.6. Consider a two state Markov chain M = (S, P ) with states S = {1, 2}, and
with a transition matrix P with entries pi1 =  and pi2 = 1−  for all i. The samples (Xt)∞0
generated by the chain are independent, identically distributed random variables which take
the value state 1 with probability  and state 2 with probability 1− .
Suppose we wish to estimate the expected value of f(X), where X is distributed according
to the stationary distribution of the chain, from a sample average taken over some number
of elements in the sequence (Xt)
∞
0 with X0 distributed according to some distribution with
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probability of state 1 being ρ1. Suppose f takes value 0 on state 1 and value 1 on state 2. The
variance of a T step average of the function f over the sequence (Xt)T−10 is
ρ1(1− ρ1)− (1− )
T 2
+
(1− )
T
.
This is small for T of any reasonable size. The expected time to form a sample average over the
the sequence (Xt)T10 is 1 + E[T1] = 1 + (1 − ρ1)−1, an unnecessarily large time when  is
small, and 1− ρ1  .
Another way to deal with the sum of terms r(Xs) − η into the future, rather than
stopping the sum at a particular state i∗, is to discount the value of future rewards,
multiplying a term t steps into the future by β t, where β ∈ [0, 1) is the discount pa-
rameter. This appeals to an intuition that actions occurring at the current point in
time have diminishing returns into the future. The effect is that ignoring the terms
r(Xs)− η occurring in the distant future has little effect on the estimate.
Consider the discounted advantage function, which we define by
vβ(i; θ)
def
= lim
T→∞
E
[
T−1∑
t=0
βt (r(Xt)− η(θ))
∣∣∣∣∣X0 = i
]
.
The discounted advantage can be used to define an approximation to the gradient of
the average reward (Baxter and Bartlett 2001).
Definition 2.1. For any β ∈ [0, 1) the approximation ∇βη to the gradient of the average
reward ∇η is given by
∇βη(θ) def= E [L(Y,U ; θ)vβ(W ; θ)] .
By considering Note 2.4 we see that
∇βη = E [L(Y,U)Jβ(W )] , (2.13)
where Jβ(i; θ) is the discounted value of state i, defined by
Jβ(i; θ)
def
= lim
T→∞
E
[
T−1∑
t=0
βtr(Xt)
∣∣∣∣∣X0 = i
]
.
The gradient approximation ∇βη can be estimated by
1
T
T−1∑
t=0
L(Yt, Ut)
T+S∑
s=t+1
βs−t−1r(Xs), (2.14)
where we have truncated the infinite sum of rewards at T + S. The error due to this
truncation is negligible, being of the order βS (for all sequences of samples, rather than
in expectation). Even if we choose S = 0 the error due to truncating the sum is small,
with the truncated portion of the sum starting at time t being small for most t. In this
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case the error is at most of order 1/T . To see that, for S approaching ∞, the sample
average in Equation (2.14) approaches ∇βη as T approaches infinity, notice that each
term of the average is bounded by BLBr(1−β)−1, and so we may apply Corollary B.2.
Corollary B.2 shows that the sample average of approaches its expectation, which we
have already shown is ∇βη.
Though we may now truncate the sum of future rewards with relative impunity,
we need also to consider the bias of ∇βη from ∇η itself. Baxter and Bartlett (2001)
show that as β approaches 1 the approximation ∇βη approaches ∇η. A bound for the
angular error (1− (∇η)′(β∇βη))/‖∇η‖2 is also given, and depends on certain mixing
properties.
Note 2.7. A measure of the mixing property of Markov chains will be discussed later, in
Chapter 3. We have already seen one notion of mixing: the moments of the time to return to
state i∗—the moments of R1 where the Markov chain began in the state i∗.
Another method to handle estimation of the advantage function is to simply trun-
cate the r(Xs)− η terms after some time. Again we can ignore the η offset, leading to
the estimate
1
T
T−1∑
t=0
L(Yt, Ut)
T+S∑
s=t+1
r(Xs).
Due to mixing, the expectation of this estimate approaches∇βη as S →∞, though the
variance may become unbounded. We do not investigate this estimate further.
2.4 Policy Gradient Algorithms
This thesis concentrates on variations of the GPOMDP algorithm of Baxter and Bartlett
(2001), which generates an estimate of the gradient approximation ∇βη. We denote
the estimate produced by GPOMDP after T samples by ∆T :
∆T
def
=
1
T
T−1∑
t=0
L(Yt, Ut)Jt+1, Jt
def
=
T∑
s=t
βs−tr (Xs). (2.15)
Notice that this is the same estimate as that described by Equation (2.14), but with
S = 0, and with the estimate of Jβ(Xt) separated.
The estimate ∆T is efficient in that it may be computed in time linear in T , if we
use additional memory linear in n. We will see that this linear computability will
also lead to an online version of the GPOMDP algorithm. The order of a summation∑T−1
t=0
∑T
s=t+1 f(t, s) may be rearranged to
∑T
s=1
∑s−1
t=0 f(t, s), which in the case of the
∆T estimate gives
∆T =
1
T
T−1∑
t=0
T∑
s=t+1
L(Yt, Ut)β
s−t−1r(Xs)
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=
1
T
T∑
s=1
s−1∑
t=0
L(Yt, Ut)β
s−t−1r(Xs)
=
1
T
T∑
t=1
r(Xt)
t−1∑
s=0
βt−s−1L(Ys, Us).
Consequently, if we define ∆0 = 0, the following recursion may be used to calculate
∆t+1 given that we know ∆t:
∆t+1 =
1
t + 1
r(Xt+1)
t∑
s=0
βt−sL(Ys, Us) +
t
t + 1
1
t
t∑
tˆ=1
r(Xtˆ)
tˆ−1∑
s=0
β tˆ−s−1L(Ys, Us)
=
1
t + 1
r(Xt+1)
t∑
s=0
βt−sL(Ys, Us) +
t
t + 1
∆t
= ∆t +
1
t + 1
(r(Xt+1)zt+1 −∆t) ,
where the sequence (zt)
∞
0 is defined
zt
def
=
t−1∑
s=0
βt−s−1L(Ys, Us).
We may also find a recursion for calculating zt+1 given that we have zt. If we define
z0 = 0, then for t ≥ 0 we have
zt+1 =
t∑
s=0
βt−sL(Ys, Us)
= β
t−1∑
s=0
βt−s−1L(Ys, Us) + L(Yt, Ut)
= βzt + L(Yt, Ut).
Algorithm 2.1 presents a method for calculating ∆T .
The purpose of calculating the gradient is usually to perform local optimization, in
this case, finding a local maximum of the average reward. An estimate of the gradient
of the average reward might be used as an inner loop in a larger algorithm with a
purpose such as this. The outer algorithm might use something like the method of
steepest descent, or the conjugate gradient method, to perform the local optimization.
That we estimate, rather than calculate, the gradient should be taken into account in
the design of such an algorithm. Experiments using the conjugate gradient method
were performed by Baxter et al. (2001).
That the GPOMDP algorithm computes the estimate ∆T in linear time suggests
that it is especially amenable to an online approach. Baxter et al. (2001) introduced
an online variant of the GPOMDP algorithm, called the OLPOMDP algorithm. The
idea is that, rather than spend T time steps estimating the gradient and then adjusting
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Algorithm 2.1 GPOMDP (Baxter and Bartlett 2001)
given:
- a partially observable Markov decision process (S,Y,U , ν, P, r);
- a parameterized class of policies {µ(θ) : θ ∈ Rn};
- a parameter value θ;
- an initial distribution over states ρ0 ∈ PS ;
- an approximation parameter β ∈ [0, 1);
- a running time T .
Set z0 = 0 and ∆0 = 0, where z0,∆0 ∈ Rn.
Generate X0 according to ρ0.
for t = 0, 1, 2, . . . , T − 1 do
Generate Yt according to ν(Xt).
Generate Ut according to µ(Yt; θ).
Generate Xt+1 according to PXt(Ut).
zt+1 = βzt + L(Yt, Ut).
∆t+1 = ∆t +
1
t + 1
(r(Xt+1)zt+1 −∆t) .
end for
the parameters accordingly, we adjust the parameters at each step in time. Given a
deterministic sequence of predetermined step sizes (γt)
∞
0 , the OLPOMDP algorithm
updates the policy parameters by
θt+1 = θt + γtr(Xt+1)zt+1.
Algorithm 2.2 gives the OLPOMDP algorithm. Notice in particular that the action
Ut is generated by the distribution µ(Xt; θt), that is, the policy given by the value of θ
at the current iteration.
We have previously seen that, provided the chain starts in state i∗, the gradient
may be estimated by the quantity given by Equation (2.12), giving us the estimate
∆(i
∗)
m
def
=
1
m
m−1∑
k=0
Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
(r(Xs)− η˜s) .
By changing the order of summation we can see that this estimate may be calculated
in time linear in Rm, much as the ∆T estimate was seen to be calculable in time linear
in T . Changing the order of summation gives
∆(i
∗)
m =
1
m
m−1∑
k=0
Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
(r(Xs)− η˜s)
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Algorithm 2.2 OLPOMDP (Baxter et al. 2001)
given:
- a partially observable Markov decision process (S,Y,U , ν, P, r);
- a parameterized class of policies {µ(θ) : θ ∈ Rn};
- an initial parameter value θ0;
- an initial distribution over states ρ0 ∈ PS ;
- an approximation parameter β ∈ [0, 1);
- a deterministic sequence of step sizes (γt)
∞
0 .
Set z0 = 0, where z0 ∈ Rn.
Generate X0 according to ρ0.
for t = 0, 1, 2, . . . do
Generate Yt according to ν(Xt).
Generate Ut according to µ(Yt; θt).
Generate Xt+1 according to PXt(Ut).
zt+1 = βzt + L(Yt, Ut).
θt+1 = θt + γtr(Xt+1)zt+1.
end for
=
1
m
m−1∑
k=0
Rk+1−1∑
s=Rk
(r(Xs)− η˜s)
s−1∑
t=Rk
L(Yt, Ut)
=
1
m
Rm−1∑
t=0
(r(Xt)− η˜t) z(i
∗)
t ,
where the term z(i
∗)
t is defined recursively, with z
(i∗)
0 = 0 and
z
(i∗)
t+1
def
=
{
0 Xt+1 = i
∗,
z
(i∗)
t + L(Yt, Ut) otherwise.
Additionally, if we define the sequence (δ(i
∗)
t )
∞
0 by the recursion δ
(i∗)
0 = 0 and δ
(i∗)
t+1 =
δ
(i∗)
t +(r(Xt+1)− η˜t+1)z(i
∗)
t+1 , then we may write ∆
(i∗)
m = δ
(i∗)
Rm
/m. The final algorithm to
compute this estimate is shown in Algorithm 2.3. It is, to a large extent, an algorithm
that is suggested by the work in Marbach and Tsitsiklis (2001), though here the esti-
mate of the average reward is updated at each time step, rather than after each cycle,
that is, rather than at each occurrence of i∗.
A method similar to that used in deriving the OLPOMDP algorithm can be applied
to Algorithm 2.3 to produce an online version. This online recurrent state algorithm
is shown as Algorithm 2.4, and is as described in Marbach and Tsitsiklis (2001). Again
we use a deterministic sequence of step sizes (γt)
∞
0 to determine the distance θ is
moved at each time step. In this case, however, the step size γt is additionally used to
determine the distance of the update to the average reward estimate η˜t.
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Algorithm 2.3 Recurrent State Estimate
given:
- a partially observable Markov decision process (S,Y,U , ν, P, r);
- a parameterized class of policies {µ(θ) : θ ∈ Rn};
- a parameter value θ;
- an initial state X0 = i∗;
- the number of visits, m, to the state i∗.
Set z(i
∗)
0 = 0, δ
(i∗)
0 = 0, and η˜0 = 0, where z
(i∗)
0 , δ
(i∗)
0 ∈ Rn and η˜0 ∈ R.
for t = 0, 1, 2, . . . ,Rm − 1 do
Generate Yt according to ν(Xt).
Generate Ut according to µ(Yt; θ).
Generate Xt+1 according to PXt(Ut).
η˜t+1 = η˜t +
1
t + 1
(r(Xt)− η˜t).
z
(i∗)
t+1 =
{
0 Xt+1 = i
∗
z
(i∗)
t + L(Yt, Ut) otherwise.
δ
(i∗)
t+1 = δ
(i∗)
t + (r(Xt+1)− η˜t+1) z(i
∗)
t+1 .
end for
∆(i
∗)
m = δ
(i∗)
Rm
/m.
Algorithm 2.4 Recurrent State Online Update (Marbach and Tsitsiklis 2001)
given:
- a partially observable Markov decision process (S,Y,U , ν, P, r);
- a parameterized class of policies {µ(θ) : θ ∈ Rn};
- an initial parameter value θ0;
- an initial state X0 = i∗;
- a deterministic sequence of step sizes (γt)
∞
0 , and a constant λ ∈ R.
Set z(i
∗)
0 = 0 and η˜0 = 0, where z
(i∗)
0 ∈ Rn and η˜0 ∈ R.
for t = 0, 1, 2, . . . do
Generate Yt according to ν(Xt).
Generate Ut according to µ(Yt; θt).
Generate Xt+1 according to PXt(Ut).
η˜t+1 = η˜t + λγt(r(Xt)− η˜t).
z
(i∗)
t+1 =
{
0 Xt+1 = i
∗
z
(i∗)
t + L(Yt, Ut) otherwise.
θt+1 = θt + γt (r(Xt+1)− η˜t+1) z(i
∗)
t+1 .
end for
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2.4.1 On the GPOMDP Estimate
In this section we discuss how the estimate produced by the GPOMDP algorithm
can be thought of as a sample average of terms L(Yt, Ut)Jβ(Xt+1), but with Jβ(Xt+1)
replaced by an estimate of its value.
If we write Zt for the tuple (Xt, Yt, Ut, Xt+1), then the GPOMDP algorithm can be
represented as the two dimensional calculation
∆T =
1
T
(
f(Z0) J1 + f(Z1) J2 + · · · + f(ZT−1) JT
)
d
ef
= def
=
...
d
ef
=
g(Z0) g(Z1) ...
g(ZT−1)
+ βg(Z1) + βg(Z2)
+ β2g(Z2)
...
... + βT−2g(ZT−1)
+ βT−1g(ZT−1)
where f(Zt) = L(Yt, Ut) and g(Zt) = r(Xt+1).
One way to understand the behaviour of the GPOMDP algorithm is to assume that
the chains being used to calculate each Jt sample are independent. This is reasonable
when most pairs Jt1 and Jt2 are approximately independent. We will see that this is
true when the time T is large with respect to a certain property—the mixing time—of
the chain formed by the sequence (Xt, Yt, Ut)
∞
0 . Replacing Jt by these independent
versions, J (ind)t , the calculation becomes
∆
(ind)
T
def
= 1T
(
f(Z0) J
(ind)
1 + f(Z1) J
(ind)
2 + · · · + f(ZT−1) J (ind)T
)
d
ef
= def
=
...
d
ef
=
g(Z00) g(Z10) ...
g(Z(T−1)0)
+ βg(Z01) + βg(Z11)
+ β2g(Z02)
...
... + βT−2g(Z1(T−2))
+ βT−1g(Z0(T−1))
where the truncated sequence (Zts)
∞
s=0 is an independent sample path generated from
the Markov chain of the associated µPOMDP starting from the state Zt = Zt0.
The truncation of the discounted sum of future rewards would cause a bias from
∇βη. By considering T to be large compared to 1/(1 − β) then this bias becomes
small for a large proportion of the samples. Replacing each J (ind)t by an untruncated
version, J (est)t , shows how the GPOMDP algorithm can be thought of as similar to the
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calculation
∆
(est)
T
def
= 1T
(
f(Z0) J
(est)
1 + f(Z1) J
(est)
2 + · · · + f(ZT−1) J (est)T
)
d
ef
= def
=
...
d
ef
=
g(Z00) g(Z10) ...
g(Z(T−1)0)
+ βg(Z01) + βg(Z11) + βg(Z(T−1)1)
+ β2g(Z02) + β
2g(Z12) + β
2g(Z(T−1)2)
...
...
...
The altered ∆T sum can be written as
∆
(est)
T =
1
T
T−1∑
t=0
L(Yt, Ut)J
(est)
t+1 . (2.16)
These ideas will be useful later when we analyse the behaviour of the GPOMDP
algorithm and some related algorithms.
2.5 Convergence of Policy Gradient Algorithms
In the previous section we described algorithms for estimating ∇βη and for estimat-
ing E[R1]∇η. These estimates converge to their correct value as T—in the former
case—and m—in the latter case—approach infinity. In this section we consider the
convergence properties of these algorithms.
Consider the estimate of ∇βη produced by Equation (2.14) in the limit as S ap-
proaches infinity. In Section 2.3 we considered this estimate when the sequence gen-
erated by the µPOMDP began with X0 distributed according to the stationary distri-
bution, but in the GPOMDP algorithm we consider an estimate like this with an arbi-
trary initial distribution. The ergodic theorem, as given by Corollary B.2, shows that
the estimate given by Equation (2.14), in the limit as S approaches infinity, does indeed
converge to ∇βη, almost surely, regardless of the initial distribution. We can bound
the difference between such an estimate and the estimate given by the GPOMDP al-
gorithm by
∥∥∥∥∥ 1T
T−1∑
t=0
L(Yt, Ut)
∞∑
s=T+1
βs−t−1r(Xs)
∥∥∥∥∥ ≤ BLBr 1T
T−1∑
t=0
βT−t
∞∑
s=T+1
βs−T−1
≤ BLBrβ(1− β
T )
T (1− β)2 .
This difference goes to zero as T approaches infinity, and hence the estimate produced
by the GPOMDP algorithm also converges to ∇βη, almost surely.
We have seen in Remark 2.5 that the bias of the estimate produced by Algorithm 2.3
approaches zero as m approaches infinity. A similar analysis could be used to show
that the variance is also decreasing, and hence the estimate produced by Algorithm 2.3
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approaches E[R1]∇η in probability (by Chebyshev’s inequality). Indeed, the estimate
produced by Algorithm 2.3 converges almost surely to E[R1]∇η.
Remark 2.8. Consider the estimate given by Equation (2.11):
1
m
m−1∑
k=0
Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
(r(Xs)− η) .
This is an average of independent, identically distributed random variables with expectation
E[R1]∇η; that this is the expectation was shown in Equation (2.10) (we assume, as before,
that the moments of R1 that we need to be bounded are bounded). As such, for this sequence
of random variables, the strong law of large numbers holds (see Feller 1968, page 260) and
the estimate converges to its expectation almost surely. For the rest of this remark, consider
just one sample sequence (Xt, Yt, Ut)
∞
0 generated by the µPOMDP, one outside of the set of
sequences for which the estimate of Equation (2.11) diverges—a set of measure zero. We will
assume that this sample sequence is also outside the set of divergent sequences for all the almost
surely convergent averages discussed in the rest of this remark.
Now consider the difference between the estimate given by Equation (2.11) and the estimate
∆
(i∗)
m (produced by Algorithm 2.3); we will denote this difference by dm. We have
dm =
1
m
m−1∑
k=0
Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
(r(Xs)− η˜s)
− 1
m
m−1∑
k=0
Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
(r(Xs)− η)
=
1
m
m−1∑
k=0
(
1
k
Rk−1∑
t=0
(r(Xt)− η)
)
Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
k
s
+
1
m
m−1∑
k=0
Rk+1−1∑
t=Rk
L(Yt, Ut)
Rk+1−1∑
s=t+1
1
s
s−1∑
l=Rk
(r(Xl)− η) .
We need only show that this difference almost surely converges to zero.
Notice that the average
1
k
Rk−1∑
t=0
(r(Xt)− η) = 1
k
k−1∑
l=0
Rl+1−1∑
t=Rl
(r(Xl)− η)
is an average over k independent, identically distributed random variables with expectation
zero. So for these averages the strong law of large numbers also holds, and hence for any  > 0
there is a k for which this average has magnitude at most  for all k ≥ k. Consequently, for
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m > k we have
‖dm‖ ≤ 2BLBr 1
m
k−1∑
k=0
(
1
k
k−1∑
l=0
(Rl+1 −Rl)
)
(Rk+1 −Rk)2 + BL 1
m
m∑
k=k
(Rk+1 −Rk)2
+ 2BLBr
1
m
m−1∑
k=0
1
k + 1
(Rk+1 −Rk)3 ,
The averages of the sequences ((Rk+1 −Rk))∞k=0 and ((Rk+1 −Rk)2)∞k=0 are averages of
independent, identically distributed random variables, with expectations E[R1] and E(R1)2
respectively. As before, these averages almost surely converge to their expectations. As a
consequence, we must also have that these averages are bounded almost surely—assume by C ,
for the particular sequence we observe.
The sequence ((Rk+1 −Rk)/(k + 1))∞k=0 also obeys the law of large numbers, as it sat-
isfies the Kolmogorov criterion (see Feller 1968, page 259). The expectation of the average in
this case is absolutely bounded, for each m, by
E
[
1
m
m−1∑
k=0
1
k + 1
(Rk+1 −Rk)3
]
=
E(R1)
3
m
m∑
k=1
1
k
≤ E(R1)
3
m
(
1 +
∫ m
x=1
1
x
dx
)
=
E(R1)
3
m
(1 + lnm) .
Hence the average over the terms in this sequence converge almost surely to zero.
We may show, finally, that the difference dm almost surely converges to zero. Choose
an m > k large enough such that kC2/m ≤ , and the averages of (Rk+1 − Rk)2 and
(Rk+1 −Rk)3/(k + 1) are within  of their limit, we have
‖dm‖ ≤ 2BLBr + BL
(
E(R1)
2 + 
)
+ 2BLBr.
As  was chosen arbitrarily close to zero, dm must converge almost surely to zero.
We also discussed online algorithms, the OLPOMDP algorithm and Algorithm 2.4,
for updating the policy parameters. The one step estimates these algorithms use to
update θ do not have time to converge to the (approximate) gradient direction. Some-
thing can be said, however, about the convergence of the sequence (∇η(θt))∞0 induced
by the algorithms.
Marbach and Tsitsiklis (2001) show that, given certain assumptions on the POMDP,
the set of policies, and the step sizes γt, for the sequence (θt)
∞
0 generated by Algo-
rithm 2.4, we have that ∇η(θt) → 0, almost surely. So, in essence, the algorithm
converges to a local maximum of η.
An algorithm very similar to the OLPOMDP algorithm is shown by Marbach and
Tsitsiklis (2003) to produce a sequence (θt)
∞
0 such that the gradient∇η(θt) is small, of-
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ten. More specifically, given certain assumptions, they show that lim inf t→∞ ‖∇η(θt)‖ ≤
D, where D is a bound on the bias of ∇βη.
Note 2.9. The difference between the OLPOMDP algorithm and the algorithm presented
by Marbach and Tsitsiklis (2003) is that, in the latter, the eligibility trace zt is set to zero
on each occurrence of a special state i∗. It is argued by Marbach and Tsitsiklis (2003) that:
from a practical point of view, these algorithms are almost identical; and from a mathematical
point of view, whilst the convergence analysis would be more involved, the same conclusion
should be reached.
Bartlett and Baxter (2000) show convergence for a penalized version of the
OLPOMDP algorithm, given that certain assumptions on the POMDP, the set of
policies, and the step sizes γt hold. The algorithm they consider differs from the
OLPOMDP algorithm in that, rather than the update θt+1 = θt + γtr(Xt+1)zt+1, they
look at the update θt+1 = θt + γt(r(Xt+1)zt+1 − λθt), for some positive λ. We might
consider this to be penalizing the average reward by a quadratic function of θ, by
changing the goal to maximizing η(θ) − λ‖θ‖2/2 (notice that ∇(−λ‖θ‖2/2) = −λθ).
The convergence result obtained states that θt approaches the set of stable equilibrium
points of the differential equation
dθ
dt
= ∇βη(θ)− λθ,
almost surely.
2.6 Thesis Contribution
Part I of this thesis analyses the variance of estimates of ∇βη, in particular it analyses
how variance may be reduced by using a baseline, and by actor-critic methods.
Variance of gradient estimates affect how quickly algorithms converge, both algo-
rithms computing the gradient estimate and algorithms using this gradient estimate
to optimize the average reward. For the GPOMDP algorithm we may reduce the value
of β to obtain a corresponding reduction in the variance of the gradient estimate, but
at the cost of potentially increasing the bias. This effect, along with the effect of the
variance on algorithm convergence, was shown experimentally by Baxter et al. (2001),
Marbach and Tsitsiklis (2003).
A baseline allows us to affect estimation variance without affecting the bias. By
appropriate selection of a baseline we may ameliorate the effect of reducing the value
of β. Given a fixed amount of time to compute an estimate, this may allow us to use a
larger value of β, giving us an estimate with a smaller bias.
Actor-critic methods usually attempt to learn a value function accurate enough to
be used in a gradient estimate without adding much bias. In this thesis we propose
that the variance of the gradient estimate should also be considered when learning
the value function.
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Recall, from Section 2.4.1, that we might consider the GPOMDP algorithm to com-
pute the sample average
1
T
T−1∑
t=0
L(Yt, Ut)J
(est)
t+1 .
In Chapter 3 we show that
Var
(
1
T
T−1∑
t=0
L(Yt, Ut)J
(est)
t+1
)
= Var
(
1
T
T−1∑
t=0
L(Yt, Ut)Jβ(Xt+1)
)
+ E
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(est)
t+1 − Jβ(Xt+1)
))2
≤ C
T
Var (L(Y,U)Jβ(W )) + E
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(est)
t+1 − Jβ(Xt+1)
))2
,
for some constant C , relating the variance of the estimate to the variance of the single
sample L(Y,U)Jβ(W ).
Note 2.10. In this thesis we consider the variance of a random vector A ∈ Rn to be the sum of
the variance of its components, that is, Var(A) =
∑n
k=1 Var(Ak). Also, for a vector a ∈ Rn
we often write a2 to denote
∑n
k=1 a
2
k.
The estimate actually given by the GPOMDP algorithm is
∆T =
1
T
T−1∑
t=0
L(Yt, Ut)Jt+1, Jt =
T∑
s=t
βs−tr(Xs).
For a tailed version of this estimate, where we continue to collect reward information
for an extra S steps,
∆
(+S)
T =
1
T
T−1∑
t=0
L(Yt, Ut)J
(+S)
t+1 , J
(+S)
t+1 =
T+S∑
s=t
βs−tr(Xs), (2.17)
we can also relate the variance to the variance of a single sample L(Y,U)Jβ(W ). More
importantly, for a variant of the estimate that uses a baseline,
∆
(+S)
T (bY) =
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(+S)
t+1 − bY(Yt)
)
, (2.18)
where we have offset the estimate J (+S)t+1 with the baseline bY : Y → R, we can relate
the variance to the variance of a single sample L(Y,U)(Jβ(W ) − bY(Y )), and for an
actor-critic variant,
∆VT =
1
T
T−1∑
t=0
L(Xt, Ut)V (Xt+1), (2.19)
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we can relate the variance to the variance of a single sample L(X,U)V (W ). This al-
lows us to study how the selection of a baseline, or a critic, affects the variance of
a single sample estimate and relate the result to algorithms for calculating gradient
estimates over T + S samples. At the same time we avoid considering the covari-
ance between samples at different times, covariance for which little may be assumed
(beyond an increase in time difference implying a decrease in magnitude).
Chapter 4 considers the selection of a baseline, with the aim of reducing the vari-
ance of the estimate of Equation (2.18). We study the variance of the single sample
L(Y,U)(Jβ(W ) − bY(Y )), and give the baseline that minimizes this variance. This
result generalizes an observation of Dayan (1990). We also show that the variance us-
ing an arbitrary baseline may be expressed as a sum of the minimum variance and a
weighted squared distance between this arbitrary baseline and the variance minimiz-
ing baseline.
A constant baseline, which does not depend on the state, has been commonly sug-
gested (Sutton and Barto 1998, Kimura et al. 1995; 1997, Kimura and Kobayashi 1998b,
Marbach and Tsitsiklis 2001). The expectation over the value function, E[Jβ(X)], has
been proposed, and widely used, as a constant baseline (by replacing r(Xs) with
r(Xs) − η). We find the constant baseline that minimizes the variance of the sam-
ple L(Y,U)(Jβ(W ) − b), and we show the additional variance due to using E[Jβ(X)]
as a baseline.
In Chapter 5 the choice of function V in the sample L(X,U)V (W ) is analyzed.
In particular, it is found that the naive choice of V = Jβ is not ideal. In addition to
ensuring low bias in the estimate L(X,U)V (W ), we should also attempt to reduce the
variance of the estimate. A new optimization criterion for the selection of the function
V is also given.
In Chapter 4 algorithms are given for learning a baseline, and in Chapter 5 al-
gorithms are given for learning a critic. Chapter 6 gives the results of a number of
experiments that were performed comparing gradient estimates calculated by the al-
gorithms discussed. Whilst not extensive, the experiments do give some idea of the
benefits of selecting baselines, and critics, to reduce estimation variance.
In Part II of this thesis we present convergence results for certain online versions of
the GPOMDP algorithm. The result relies on a new convergence result for stochastic
gradient descent, which we also present.
Chapter 7 gives a general convergence result for stochastic gradient descent. For a
function f : Rn → R, it considers the update
θt+1 = θt + γt (st + ut + wt) ,
where st is a descent direction, ut is a deterministic error, wt is a stochastic error,
and γt is a positive step size. The result extends a result of Bertsekas and Tsitsiklis
(2000) by relaxing some of the conditions and increasing the class of stochastic error
considered. Bertsekas and Tsitsiklis (2000) use a martingale-type convergence proof
to show that f(θt) converges and ∇f(θt) → 0, with probability one (at least, a result
of this flavour). We discuss how the stochastic error used by Bertsekas and Tsitsiklis
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(2000) is not sufficient for our desired use. We also discuss how the convergence result
of this chapter differs from results derived via the ODE method. One such difference
is that we do not require the sequence (‖θt‖)∞0 to be bounded almost surely. This is
useful for analysing policy gradient methods, where the policy is often parameterized
so that ‖θt‖ must increase without bound to be able to approach the optimal policy.
Chapter 8 gives convergence results for certain online versions of the GPOMDP
algorithm. We have seen that a strong convergence result holds for Algorithm 2.4.
However, Algorithm 2.4 relies on the ability to observe the occurrence of a special
state i∗, and has variance that depends on the time between visits to the special state i∗.
We have also seen that weaker convergence results may be obtained for approximate
gradient algorithms. In Chapter 8 we introduce the COLMDP algorithm and show
that ∇η(θt) → ∞ for a sequence (θt)∞0 generated by the COLMDP algorithm. The
COLMDP algorithm is a variation of the OLPOMDP algorithm, and does not need to
observe the underlying state of the environment.
Recall that in the OLPOMDP algorithm, rather than spending time estimating∇βη
for some fixed value of θ, the value of θ is updated at each time step, by
θt+1 = θt + γtr(Xt)zt, (2.20)
where (γt)
∞
0 is a sequence of step sizes, and where zt is defined by the recursion
zt+1 = βzt + L(Yt, Ut; θt)
with z0 = 0. In the COLMDP algorithm a key change is made: instead of using a fixed
value of β, a sequence of β values, (βt)
∞
0 , is used. Using this sequence the eligibility
trace zt would then be given by the recursion
zt+1 = βtzt + L(Yt, Ut; θt).
Note 2.11. The labelling of the indices of θ in Equation (2.20) differs from that of Algo-
rithm 2.2 (the OLPOMDP algorithm) in Section 2.4. Throughout the rest of the thesis the
labelling will be consistent with that of Equation (2.20).
With this labelling we find that the indices of the COLMDP update match the indices of
the update of the stochastic convergence result, which in turn match the indices of the update
of Bertsekas and Tsitsiklis (2000). It is hoped that such a match will help in parsing the
analysis.
Convergence results for a number of variations to the COLMDP algorithm are
also given in Chapter 8. First, the common technique of adjusting the reward by an
approximation to the average reward is used. This gives the update
θt+1 = θt + γt (r(Xt)− η˜t) zt,
zt+1 = βtzt + L(Yt, Ut; θt)
η˜t+1 = η˜t + λγt (r(Xt)− η˜t) .
We also make use of the results of Chapter 4 to optimize the choice of a baseline. In
§2.6 Thesis Contribution 45
the following set of updates the optimum constant baseline is also learnt online:
θt+1 = θt + γt (r(Xt)− bt) zt,
zt+1 = βtzt + L(Yt, Ut; θt),
bt+1 = bt + λγt (r(Xt)− bt) z˜t,
z˜t = βtz˜t + ‖L(Yt, Ut; θt)‖2.
A similar algorithm to choose from a parameterized set of baselines can also be con-
structed, giving the update
θt+1 = θt + γt
(
r(Xt) + B˜(Xt;$t)− B˜(Xt−1;$t)
)
zt,
zt+1 = βtzt + L(Yt, Ut; θt),
$t+1 = $t + λγt
(
r(Xt) + B˜(Yt;$t)− B˜(Yt−1;$t)
)
z˜t,
z˜t = βtz˜t + (1− βt)‖L(Yt, Ut; θt)‖2∇B˜(Yt;$t).
Again, of interest is that the value of η(θt) converges to finite value with ∇η(θt) → 0,
almost surely.
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Part I
Reducing Estimation Variance
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Chapter 3
Variance of Policy Gradient
Algorithms
Part I of this thesis concerns itself with the analysis of the variance of ∇βη estimates
produced by certain policy gradient algorithms, namely, the analysis of the estimates
∆
(+S)
T (bY) and ∆
V
T , given by Equations (2.18) and (2.19) respectively. This chapter
concerns itself with the relationship of the variance of these estimates—formed from
sample averages—with the variance of the individual samples that make up the esti-
mates.
In Section 3.1 we analyse the relationship between the variance of a sample aver-
age over a sequence of Markov random variables, that is,
Var
(
1
T
T−1∑
t=0
f(Xt)
)
,
where the sequence (Xt)
∞
0 is generated by a finite ergodic Markov chain with X0
drawn from the stationary distribution of the chain (see Appendix A for a discussion
of such a Markov chain), and the variance of a single sample, that is,
Var (f(X)) ,
where X is drawn from the stationary distribution. For the sequence (Xt, Ut, Xt+1)
∞
0
generated by some µMDP, we might consider such a relationship for averages over
f(Xt, Ut, Xt+1) = L(Xt, Ut)V (Xt+1) (remember that for a random vector A ∈ Rn
we define Var(A) =
∑n
k=1 Var(Ak)). In this case the analysis of Section 3.1 gives a
relationship between the variance of the estimate ∆VT and the variance of a sample
L(X,U)V (W ), where (X,U,W ) is a random variable with probability mass function
Pr(X = i, U = u,W = j) = piiµu(i)pij(u). We also wish to consider the estimate
∆
(+S)
T (bY), constructed using the sequence (Xt, Yt, Ut)
∞
0 generated by some µPOMDP.
The analysis of this estimate is more complicated, and results in addition to those of
Section 3.1 are required. Ultimately we wish to compare the variance of the ∆(+S)T (bY)
estimate with the variance of a sample L(Y,U)(Jβ(W ) − bY(Y )), where the random
variable (X,Y,U,W ) has probability mass function Pr(X = i, Y = y, U = y,W = j) =
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piiνy(i)µi(u)pij(u). This comparison is performed in Section 3.2.
3.1 Variance of Sample Averages on Markov Chains
In this section we consider the variance of sample averages on finite ergodic Markov
chains, and how the variance of a sample average relates to the variance of a single
sample drawn from the stationary distribution. We have already seen how finite er-
godic Markov chains have a unique stationary distribution, which we denote by pi.
In the case where the process generates a sequence of samples X0, . . . , XT−1 drawn
independently from the distribution pi, we have the relationship
Var
(
1
T
T−1∑
t=0
f(Xt)
)
=
1
T
Var (f(X)) ,
where X is a random variable also distributed according to pi. More generally, how-
ever, correlation between the samples makes finding an exact relationship difficult.
Instead we look to find a bound of the form
Var
(
1
T
T−1∑
t=0
f(Xt)
)
≤ h
(
1
T
Var (f(X))
)
,
where h is some well behaved function. What is meant by well behaved here should
become clear by the end of this section.
We first define a notion of mixing time for a Markov chain. The mixing time is a
measure of the forgetfulness of a Markov chain. More specifically, it is a measure of
how long it takes for the distance between the distributions of two sequences, starting
in distinct states, to become small. The distance measure we use is the total variation
distance.
Definition 3.1. The total variation distance between two distributions p, q on the finite set S
is given by
dTV (p, q)
def
=
1
2
∑
i∈S
|pi − qi|.
It may equivalently be defined as
dTV (p, q) =
∑
i∈S|pi>qi
(pi − qi).
Definition 3.2. The mixing time of a finite ergodic Markov chain M = (S, P ) is defined as
τ
def
= min
{
t > 0
∣∣∣∣maxi,j dTV (P ti , P tj ) ≤ e−1
}
,
where P ti denotes the i
th row of the t-step transition matrix P t.
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The Markov chains we consider in this thesis are formed by the sequence (Xt, Yt, Ut)
∞
0
generated by a µPOMDP. By “formed by the sequence (Xt, Yt, Ut)
∞
0 ” we generally
mean the Markov chain on the space S×Y×U with transition probabilities Pr(Xt+1 =
ıˆ, Yt+1 = yˆ, Ut+1 = uˆ|Xt = i, Yt = y, Ut = u) = pıˆi(uˆ)νy(i)µu(y). Similarly, we might
refer to the Markov chain formed by the sequence (Xt)
∞
0 for the Markov chain on the
state transitions, or the Markov chain formed by a sequence (Xt, Xt+1, . . . , Xt+k)
∞
0 for
a Markov chain on an extended space Sk. Assumption 1, following, ensures that, for
all these Markov chains, the mixing time is finite. The assumption also contains the
boundedness assumptions, on certain quantities of the µPOMDP, that will be required
for the rest of Part I. A discussion of Assumption 1a, and how it may be relaxed, is
given in Appendix A.
Assumption 1. For the µPOMDP D = (S,Y,U , P, ν, r,Mp) , parameterized by θ ∈ Rn,
and for the associated Markov chain M = (S, P ), formed by the sequence (Xt)∞0 , we have:
a. for each θ ∈ Rn the Markov chain M is irreducible and aperiodic, and hence there is a
unique stationary distribution pi(θ) such that
EPr (Xt+1 = j|Xt = X) = pij(θ), ∀j ∈ S,
where X is distributed according to pi(θ);
b. the function r has magnitude bounded by Br < ∞;
c. for each θ ∈ Rn there exists a function L(θ) : Y ×U → Rn, with Euclidean norm bounded
by BL < ∞ uniformly over all (i, u, θ) ∈ S × U × Rn, such that
∇µu(y; θ) = L(y, u; θ)µu(y; θ).
The results in this section are given for a Markov chain with mixing time τ . In later
sections we will look at Markov chains that result from considering finite sequences of
states generated by a Markov chain with mixing time τ . The following lemma shows
that the mixing time does not grow too fast when looking at the Markov chain on
sequences of states.
Lemma 3.1. If the Markov chain M = (S, P ) has mixing time τ , then the Markov chain
formed by the sequence (Xt, Xt+1, . . . , Xt+k)
∞
0 , generated by M , has mixing time τ˜ , where
τ˜ = τ + k.
Proof. Consider the tuples of states ı˜ = (i0, i1, . . . , ik), ˜ = (j0, j1, . . . , jk), and the ran-
dom variable X˜t = (Xt, Xt+1, . . . , Xt+k). Write P˜ tı˜ for the distribution over X˜t given
X˜0 = ı˜. Suppose t ≤ k, then we can see that
max
ı˜,˜∈Sk+1
dTV
(
P˜ tı˜ , P˜
t
˜
)
= 1
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by considering a pair ı˜, ˜ with ik 6= jk. So we have that τ˜ > k. Now, for t = k + s we
have, for any ı˜, ˜,
dTV
(
P˜ tı˜ , P˜
t
˜
)
=
1
2
∑
l˜∈Sk+1
∣∣∣Pr(X˜k+s = l˜∣∣∣ X˜0 = ı˜)− Pr(X˜k+s = l˜∣∣∣ X˜0 = ˜)∣∣∣
=
1
2
∑
l0∈S
|Pr (Xk+s = l0|Xk = ik)− Pr (Xk+s = l0|Xk = jk)|
×
∑
l1,...,lk
Pr (Xk+s+1 = l1, . . . , X2k+s = lk|Xk+s = l0)
= dTV
(
P sik , P
s
jk
)
.
Together with τ˜ > k, we then have that
τ˜ = min
{
t > 0
∣∣∣∣maxı˜,˜ dTV
(
P˜ tı˜ , P˜
t
˜
)
≤ e−1
}
= k + min
{
s > 0
∣∣∣∣maxi,j dTV (P si , P sj ) ≤ e−1
}
= k + τ.
Note 3.1. For a µPOMDP, the Markov chain formed by the sequence (Xt, Xt+1, . . . , Xt+k)
∞
0
has the same mixing time as the Markov chain formed by the sequence
(Xt, Yt, Ut, Xt+1, . . . , Yt+k−1, Ut+k−1, Xt+k)
∞
0 . From Lemma 3.1 we see that the mix-
ing time in both cases is at least k + 1. Now, consider the event
Φt,t+s = {Xt = it, Yt = yt, Ut = ut, . . . , Xt+s = it+s} ,
and the event
Φ˜t+s,t+k = {Xt+s = it+s, Xt+s+1 = xt+s+1 . . . , Xt+k = it+k} .
By the Markov property we have
∑
yt+s,ut+s
∣∣∣Pr(Φt,t+s+1, Φ˜t+s+1,t+k∣∣∣X0 = i)− Pr(Φt,t+s+1, Φ˜t+s+1,t+k∣∣∣X0 = j)∣∣∣
=
∑
yt+s,ut+s
|Pr (Φt,t+s|X0 = i)− Pr (Φt,t+s|X0 = j)|
× νyt+s(it+s)µut+s(yt+s)pit+sit+s+1(ut+s)Pr
(
Φ˜t+s+1,t+k
∣∣∣Xt+s+1 = it+s+1)
= |Pr (Φt,t+s|X0 = i)− Pr (Φt,t+s|X0 = j)|Pr
(
Φ˜t+s
∣∣∣Xt+s = it+s)
=
∣∣∣Pr(Φt,t+s, Φ˜t+s,t+k∣∣∣X0 = i)− Pr(Φt,t+s, Φ˜t+s,t+k∣∣∣X0 = j)∣∣∣ .
By repeated applications we see that the total variation distance of t + k-step distributions is
the same for both Markov chains.
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We now look at showing the relationship between the covariance of two samples
in a sequence of states generated by a Markov chain and the variance of an individual
sample. We show that the gain of the covariance of two samples Xt, Xt+s over the
variance of an individual sample decreases exponentially in s.
Theorem 3.2. Let M = (S, P ) be a finite ergodic Markov chain, and let pi be its stationary
distribution. Let f be some mapping f : S → R. The Markov chain M has associated positive
constants α < 1 and C (called mixing constants (α,C)) such that, for all s ≥ 0,
|Covpi (s; f)| ≤ CαsVar (f(X))
where X is distributed according to pi, and Covpi (s; f) is the auto-covariance of the process
{f(Xt)}, that is, Covpi (s; f) = E [(f(Xt)− Ef(Xt)) (f(Xt+s)− Ef(Xt+s))], where the
sequence (Xt)
∞
0 is generated by M with X0 distributed according to pi. Furthermore, if the
mixing time of M is τ, we have:
a. for reversible M , we may choose C = 2e and α = exp (−1/τ); and
b. for any M (that is, any finite ergodic M ), we may choose C =
√
2 |S| e and α =
exp (−1/(2τ)).
The proof, along with the proof of Theorem 3.3, is shown in Section 3.1.1.
Using this result, the variance of the sample average can be bounded as follows.
Theorem 3.3. Let M = (S, P ) be a finite ergodic Markov chain, with mixing time τ , and let
pi be its stationary distribution. Let f be some mapping f : S → R. Let the sequence (Xt)∞0
be generated by M with X0 distribution according to pi, and let X be distributed according to
pi. With mixing constants (α,C) chosen such that α ≤ exp (−1/(2τ)), there is an Ω∗ ≤ 6Cτ
such that
Var
(
1
T
T−1∑
t=0
f(Xt)
)
≤ Ω
∗
T
Var (f(X)) .
Provided acceptable mixing constants can be chosen, Theorem 3.3 gives the same
rate as in the case of independent random variables, that is, the variance decreases as
O(1/T ). The most that can be done to improve the bound of Theorem 3.3 is to reduce
the value of Ω∗. It was seen, in Theorem 3.2, that good mixing constants can be chosen
for functions on reversible Markov chains. We would like to deal with more general
chains also, and the mixing constants given in Theorem 3.2 for functions on ergodic
Markov chains lead to Ω∗ increasing with the size of the state space. However, for
bounded functions on ergodic Markov chains we have the following result.
Theorem 3.4. Let M = (S, P ) be a finite ergodic Markov chain, and let pi be its stationary
distribution. If the mixing time of M is τ, then for any function f : S → [−c, c] and any
0 <  < e−1, we have
Var
(
1
T
T−1∑
t=0
f(Xt)
)
≤  +
(
1 + 25τ(1 + c) + 4τ ln
1

)
1
T
Var (f(X)) ,
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where (Xt)
∞
0 is a sequence generated by M with X0 distributed according to pi, and X is a
random variable distributed according to pi.
Here we have an additional error , which we may decrease at the cost of a ln −1
penalty in the constant multiplying the variance term.
Consider the following corollary of Theorem 3.4.
Corollary 3.5. Let M = (S, P ) be a finite ergodic Markov chain, and let pi be its stationary
distribution. If the mixing time of M is τ, then for any function f : S → [−c, c], we have
Var
(
1
T
T−1∑
t=0
f(Xt)
)
≤ 4τ ln
(
7(1 + c) +
1
4τ
(
1
T
Var (f(X))
)−1) 1
T
Var (f(X))
+ (1 + 8τ)
1
T
Var (f(X))
where (Xt)
∞
0 is a sequence generated by M with X0 distributed according to pi, and X is a
random variable distributed according to pi.
Proof. Selecting  such that, writing v = Var(f(X)),
1

=
T
4τv
+
25
4
(1 + c),
satisfies 0 ≤  ≤ e−1. Substituting this into the result of Theorem 3.4 gives
Var
(
1
T
T−1∑
t=0
f(Xt)
)
≤ 4τv
T + 25(1 + c)τV
+
(
1 +
100(1 + c)τ 2v
T + 25(1 + c)τv
+ 4τ ln
(
T
4τv
+
25
4
(1 + c)
))
v
T
≤ 4τv
T
+
(
1 + 4τ + 4τ ln
(
T
4τv
+
25
4
(1 + c)
))
v
T
≤ (1 + 8τ) v
T
+ 4τ ln
(
7(1 + c) +
1
4τ
( v
T
)−1) v
T
.
Here, again, our bound approaches zero as Var(f(X))/T → 0, but at the slightly
slower rate of
O
(
v
T
ln
(
e +
( v
T
)−1))
,
where we have written v to denote Var(f(X)), and where we have ignored the depen-
dence on τ and c. For a fixed variance the rate of decrease in T is O(ln(T )/T ), slightly
worse than the O(1/T ) rate for independent random variables.
3.1.1 Covariance of Markov Samples
This section looks at some properties of the covariance of samples drawn from a finite
ergodic Markov chain. This will lead to a proof of Theorem 3.2. We will also show the
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proof of Theorem 3.3. Before we look at the covariance of samples, we first introduce
the covariance decay matrix of a finite ergodic Markov chain. The covariance decay
matrix, like its name suggest, will be used to define the relationship between samples
drawn at different times.
Definition 3.3. Let M = (S, P ) be a finite ergodic Markov chain, and let pi be its stationary
distribution. We denote the covariance decay matrix of this chain by Dt, and define it by
Dt
def
= Π
1
2
(
P t − epi′)Π− 12 ,
where, given S = {1, 2, . . . , |S|}, Π 12 = diag
(√
pi1,
√
pi2, . . . ,
√
pi|S|
)
, and Π−
1
2 =
[
Π1/2
]−1
.
The spectral norm (see Definition 3.4, below) of the covariance decay matrix can
be used to bound the gain of the covariance over the variance. For the sequence (Xt)
∞
0
generated by a finite ergodic Markov chain M = (S, P ), and a function f : S → R,
consider the covariance
E [(f(Xt)− Ef(X)) (f(Xt+s)− Ef(X))] ,
where X is distributed according to the stationary distribution of M . If s = 0 then this
is the variance of f . For s > 0 the magnitude of this term will be at most equal to the
variance of f , moreover, as our Markov chain is ergodic, we expect the magnitude to
fit in some decreasing envelope. We might imagine then that there exists a positive
sequence (bt)
∞
0 such that
|E [(f(Xt)− Ef(X)) (f(Xt+s)− Ef(X))]| ≤ bsVar(f(X)), (3.1)
for all s ≥ 0, and that this sequence fits inside some decreasing envelope. We will
show that Equation (3.1) holds with the choice bs = ‖Ds‖λ, the spectral norm of the
covariance decay matrix, and that the sequence (‖Dt‖λ)∞0 fits inside some decreasing
envelope, indeed fits inside some exponentially decreasing envelope.
Definition 3.4. The spectral norm of a matrix A ∈ Rm×m is denoted ‖A‖λ. It is the matrix
norm induced by the Euclidean norm,
‖A‖λ
def
= max
‖x‖=1
‖Ax‖ .
An equivalent definition is
‖A‖λ = max
‖x‖=1
‖Ax‖ = max
‖x‖=1
√
x′A′Ax =
√
λmax (A′A),
where λmax (A) denotes the largest eigenvalue of the matrix A. As A′A is symmetric and
positive semi-definite, all of its eigenvalues are real and nonnegative.
The spectral norm has the following useful property.
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Lemma 3.6. (Horn and Johnson 1985, Theorem 5.6.2, page 293) For any matrix A ∈ Rm×m,
and any x ∈ Rm, we have
‖Ax‖ ≤ ‖A‖λ ‖x‖ .
Proof. As ‖x‖ = 0 iff x = 0, the inequality holds for x = 0. If x 6= 0 we have
‖Ax‖ =
∥∥∥∥A
(
x
‖x‖
)∥∥∥∥ ‖x‖ ≤ max‖y‖=1 ‖Ay‖ ‖x‖.
With Lemma 3.6 we can show how the spectral norm of the covariance decay ma-
trix gives a bound on the gain of the covariance over the variance.
Lemma 3.7. Let M = (S, P ) be a finite ergodic Markov chain, and let pi be its stationary
distribution. Let (Xt)
∞
0 be a sequence generated by M with X0 distributed according to pi,
and let X be a random variable distributed according to pi. For any two functions f, g : S → R
|E [(f(Xt)− Ef(X)) (g(Xt+s)− Eg(X))]| ≤ ‖Ds‖λ
√
Var (f(X)) Var (g(X)).
Proof. Denoting f to be the column vector of f(i)− Ef(X) over the states i ∈ S , then∣∣E [f(Xt)g(Xt+s)]∣∣ = ∣∣f ′ΠP sg∣∣
=
∣∣f ′Π (P s − epi′) g∣∣
=
∣∣∣f ′Π 12 DsΠ 12 g∣∣∣
≤
∥∥∥f ′Π 12∥∥∥
2
∥∥∥DsΠ 12 g∥∥∥
2
Schwarz inequality
≤ ‖Ds‖λ
∥∥∥f ′Π 12∥∥∥
2
∥∥∥Π 12 g∥∥∥
2
Lemma 3.6
= ‖Ds‖λ
√
E
(
f(X)
)2
E
(
g(X)
)2
.
If we select g = f in Lemma 3.7 then we obtain the bound of Equation (3.1) with
bs = ‖Ds‖λ. However we have not yet shown that this choice gives a sequence (bt)∞0
that fits in a decreasing envelope. Recall that Theorem 3.3 states that we may find an
α < 1 and a C such that
|E [(f(Xt)− Ef(X)) (f(Xt+s)− Ef(X))]| ≤ CαsVar(f(X)).
So we wish to show not only that the sequence (‖Dt‖λ)∞0 fits in some decreasing en-
velope, but also that this envelope decreases exponentially.
The following lemma shows results on the total variation distance of t-step dis-
tributions of a Markov chain. These results are known, and have been seen by the
author in a number of notes. They will be used to show that we may find a bound
‖Dt‖λ ≤ Cαs.
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Lemma 3.8. For a finite Markov chain M = (S, P ), denote dt def= maxi,j dTV
(
P ti , P
t
j
)
. For
s, t ≥ 1 we have that dt+s ≤ dtds, and hence if M is ergodic, and the mixing time of M is τ ,
we have
dt ≤ exp (−bt/τc) .
Furthermore, if the stationary distribution of M is pi, we have
max
i∈S
dTV
(
P ti , pi
) ≤ dt.
Proof. The sub-multiplicative property can be seen from
dTV
(
P t+si , P
t+s
j
)
=
∑
l∈S|p
(t+s)
il >p
(t+s)
jl
(
p
(t+s)
il − p(t+s)jl
)
=
∑
l∈S|p
(t+s)
il >p
(t+s)
jl
∑
k∈S
(
p
(t)
ik − p(t)jk
)
p
(s)
kl
=
∑
k∈S|p
(t)
ik >p
(t)
jk
(
p
(t)
ik − p(t)jk
) ∑
l∈S|p
(t+s)
il >p
(t+s)
jl
p
(s)
kl
−
∑
k∈S|p
(t)
jk >p
(t)
ik
(
p
(t)
jk − p(t)ik
) ∑
l∈S|p
(t+s)
il >p
(t+s)
jl
p
(s)
kl
≤ dTV
(
P ti , P
t
j
)
max
k1,k2∈S
∑
l∈S|p
(t+s)
il >p
(t+s)
jl
(
p
(s)
k1l
− p(s)k2l
)
≤ dTV
(
P ti , P
t
j
)
ds,
where p(t)ij denotes the ij
th component of P t, and where we have used that
∑
l p
(t)
il p
(s)
lk =
p
(t+s)
ik . As dt ≤ 1, this also implies dt is non-increasing (for t ≥ 1). The first inequality
then follows from applying the sub-multiplicative property to τbt/τc ≤ t, giving
dt ≤
{
dbt/τcτ if t ≥ τ ,
1 otherwise.
Finally, we have that
max
i∈S
dTV
(
P ti , pi
)
= max
i∈S
1
2
∑
k∈S
∣∣∣p(t)ik − pik∣∣∣
= max
i∈S
1
2
∑
k∈S
∣∣∣∣∣∣
∑
j∈S
pij
(
p
(t)
ik − p(t)jk
)∣∣∣∣∣∣
≤ max
i∈S
∑
j∈S
pijdTV
(
P ti , P
t
j
)
≤ dt.
58 Variance of Policy Gradient Algorithms
It is also of interest to consider the following, often used, asymmetric, notion of
distance.
Definition 3.5. The χ2 distance between the distribution p and the distribution q on the finite
set S, with qi > 0 for all i ∈ S, is given by
dχ2(p, q)
def
=
(∑
i∈S
(pi − qi)2
qi
)1/2
.
We can now proceed to show an exponentially decreasing bound on ‖Dt‖λ.
Lemma 3.9. Let M = (S, P ) be a finite ergodic Markov chain, and let pi be its stationary
distribution. If the mixing time of M is τ , we have
‖Dt‖λ ≤
√
Ei∼pi
(
dχ2 (P
t
i , pi)
)2 ≤√2 |S|max
i∈S
dTV (P ti , pi) ≤
√
2 |S| exp (−bt/τc).
Proof. Note that D′tDt is symmetric and positive semi-definite and hence its eigenval-
ues are real and positive. Label them, in non-increasing order, λ1, λ2, . . . . This com-
bined with the relationship
∑
i λi = tr (D
′
tDt), where tr (A) denotes the trace of the
matrix A, gives
0 ≤ λ1 ≤ tr
(
D′tDt
)
.
Furthermore,
tr
(
D′tDt
)
=
∑
i∈S
∑
k∈S
pii
pik
(
p
(t)
ik − pik
)2
= Ei∼pi
(
dχ2
(
P ti , pi
))2
=
∑
i∈S
∑
k∈S
piip
(t)
ik
pik
(
p
(t)
ik − pik
)
−
∑
i∈S
∑
k∈S
pii
(
p
(t)
ik − pik
)
≤
∑
i∈S
∑
k∈S
piip
(t)
ik
pik
∣∣∣p(t)ik − pik∣∣∣
≤
∑
k∈S
max
ı˜∈S
∣∣∣p(t)ı˜k − pik∣∣∣
(
1
pik
∑
i∈S
piip
(t)
ik
)
=
∑
k∈S
max
ı˜∈S
∣∣∣p(t)ı˜k − pik∣∣∣
≤ |S|max
i∈S
max
k∈S
∣∣∣p(t)ik − pik∣∣∣
≤ 2 |S|max
i∈S
dTV
(
P ti , pi
)
≤ 2 |S| exp (−bt/τc) .
The last inequality follows from Lemma 3.8.
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It might be possible to obtain a better bound on the largest eigenvalue of D ′tDt,
and hence a better bound on ‖Dt‖λ, by considering
λ1 ≤

 ∑
i∈{1,2,...,|S|}
λpi


1/p
=
[
tr
(
(D′tDt)
p
)]1/p
,
for integers p > 1.
Lemma 3.9 gives an exponentially decreasing envelope on the sequence (‖Dt‖λ)∞0 ,
with
‖Dt‖λ ≤
√
2|S| exp(−bt/τc) ≤
(√
2|S|e
)
exp
(
− t
2τ
)
, (3.2)
however the constant term
√
2|S|e is of the order O(√|S|), and hence is large for a
Markov chain with a large state space. For a certain class of Markov chains, reversible
Markov chains, we can find a much tighter bound on the spectral norm of the covari-
ance decay matrix. Recall that a reversible Markov chain has a transition probability
matrix and stationary distribution satisfying the detailed balance equations
piipij = pijpji,
for all i, j ∈ S .
Lemma 3.10. Let M = (S, P ) be a finite ergodic reversible Markov chain, and let pi be its
stationary distribution. Order the eigenvalues of P such that 1 = λ1 > |λ2| ≥ |λ3| ≥ . . ..
Then
‖Dt‖λ = |λ2|t .
Furthermore, if the mixing time of M is τ, we have that |λ2|t ≤ 2 exp (−bt/τc) .
Proof. As P is reversible,
√
pii
pij
p
(t)
ij =
√
pii
pij
(
pij
pii
)
p
(t)
ji =
√
pij
pii
p
(t)
ji , (3.3)
and hence D′t = Dt. Given a polynomial f(·) and the symmetric matrix A, Ax = λx
implies f(A)x = f(λ)x. Thus
‖Dt‖λ =
√
λmax (D′tDt) =
√
λmax
(
D2t
)
= max
i
|λi (Dt)| ,
where λ1 (Dt), λ2 (Dt), . . . are the eigenvalues of Dt. The matrix Dt is similar to (P t −
epi′) via the matrix Π
1
2 , and hence has the same eigenvalues. Let x1, x2, x3, . . . be the
left eigenvectors of P , labelled with the indices of their associated eigenvalues. Then
x′i
(
P t − epi′) = x′i (P t − limn→∞P n
)
= λtix
′
i − limn→∞λ
n
i x
′
i =
{
0 if i = 1,
λtix
′
i otherwise.
Therefore λt2 is the greatest magnitude eigenvalue of Dt. Furthermore, if x 6= 0 is a
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right eigenvector of Dt with eigenvalue λ, we have
λxi =
∑
j∈S
√
pii
pij
(
p
(t)
ij − pij
)
xj =
1√
pii
∑
j∈S
(
p
(t)
ji − pii
)√
pijxj, from (3.3),
and so
|λ|
∑
i∈S
√
pii|xi| =
∑
i∈S
∣∣∣∣∣∣
∑
j∈S
(
p
(t)
ji − pii
)√
pijxj
∣∣∣∣∣∣
≤
∑
j∈S
(∑
i∈S
∣∣∣p(t)ji − pii∣∣∣
)
√
pij|xj |
≤
(
max
i∈S
∑
k∈S
∣∣∣p(t)ik − pik∣∣∣
)∑
j∈S
√
pij|xj |
= 2max
i∈S
dTV
(
P ti , pi
)∑
j∈S
√
pij |xj|.
So from Lemma 3.8 we have that |λ| ≤ 2 exp(−bt/τc).
Lemma 3.10 shows that if restricted to reversible Markov chains we obtain a much
tighter exponentially decreasing envelope than that of Equation (3.2), with
‖Dt‖λ ≤ 2 exp (−bt/τc) ≤ (2e) exp
(
− t
τ
)
. (3.4)
It should by now be easy to see that Theorem 3.2 holds.
Proof of Theorem 3.2. By the application of Lemma 3.7,
|Covpi (s; f)| ≤ ‖Ds‖λ Var (f(X)) .
Lemma 3.9 and Lemma 3.10 then show how we can find an α < 1 and a C such that
‖Ds‖λ ≤ Cαs. From Equation (3.2) we see that we may choose C =
√
2 |S| e and
α = exp (−1/(2τ)). If the Markov chain is reversible, we see from Equation (3.4) that
we may choose C = 2e and α = exp (−1/τ).
We can use the result of Theorem 3.2 to prove Theorem 3.3. Recall that Theo-
rem 3.3 shows how the variance of an average of dependent samples can be bounded
by O(1/T ) times the variance of a sample distributed according to the stationary dis-
tribution.
Proof of Theorem 3.3.
Var
(
1
T
T−1∑
t=0
f(Xt)
)
=
1
T 2
E
(
T−1∑
t=0
(f(Xt)− Ef(Xt))
)2
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=
1
T 2
T−1∑
t1=0
T−1∑
t2=0
E [(f(Xt1)− Ef(Xt1)) (f(Xt2)− Ef(Xt2))]
=
1
T 2
T−1∑
t1=0
T−1∑
t2=0
Covpi (|t2 − t1| ; f)
=
1
T 2
T−1∑
t=−(T−1)
(T − |t|)Covpi (|t| ; f).
Then, using Theorem 3.2,
1
T 2
T−1∑
t=−(T−1)
(T − |t|) Covpi (|t| ; f) ≤ 1
T 2
T−1∑
t=−(T−1)
(T − |t|)Cα|t|Var (f(X))
=
C
T 2
(
T (1 + α)
1− α −
2α
(
1− αT )
(1− α)2
)
Var (f(X))
≤ 1
T
(
C (1 + α)
1− α
)
Var (f(X)) ,
where the equality follows from
T−1∑
t=−(T−1)
(T − |t|)α|t| = T + 2T
T−1∑
t=1
αt − 2
T−1∑
t=1
tαt
= T +
2Tα
(
1− αT−1)
1− α − 2
T−1∑
s=1
T−1∑
t=s
αt
=
(
T +
2Tα
1− α
)
− 2Tα
T
1− α − 2
T−1∑
s=1
T−1∑
t=s
αt
=
T (1 + α)
1− α −
2TαT
1− α − 2
T−1∑
s=1
αs
1− αT−s
1− α
=
T (1 + α)
1− α −
2TαT
1− α −
2α
(
1− αT−1)
(1− α)2 +
2 (T − 1) αT
1− α
=
T (1 + α)
1− α −
2α
(
1− αT−1)+ 2αT (1− α)
(1− α)2
=
T (1 + α)
1− α −
2α
(
1− αT )
(1− α)2 .
We may set the Ω∗ in Theorem 3.3 to Ω∗ = C (1 + α) / (1− α). Furthermore, recalling
that α ≤ exp(−1/(2τ)), we have
Ω∗ = C
1 + α
1− α ≤ 2C
1
1− exp (−1/(2τ)) ≤ 6Cτ,
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where the last inequality uses [1 − exp (−1/(2τ))]−1 ≤ 83τ . Note that for x = 1/(2τ)
we have 0 ≤ x ≤ 1/2, and that for such an x
exp(−x) ≤ 1− x + x
2
2
⇔ 1− exp(−x) ≥ x
(
1− x
2
)
⇔ 1
1− exp(−x) ≤
1
x
· 2
2− x
⇒ 1
1− exp(−x) ≤
4
3x
.
(3.5)
3.1.2 Proof of Theorem 3.4
Theorem 3.4 gives a result similar to Theorem 3.3, but without relying on Theorem 3.2,
and hence without relying on the size of the state space. For the proof we find it useful
to define the following.
Definition 3.6. The triangular discrimination (Topsøe 2000) between two distributions p, q
on the finite set S is given by
d4 (p, q)
def
=
∑
i∈S
(pi − qi)2
pi + qi
.
A useful property of the triangular discrimination is that (Topsøe 2000, Equa-
tion (11))
d4 (p, q) ≤ 2dTV (p, q) . (3.6)
That this holds can be seen by noting that |pi − qi|/(pi + qi) ≤ 1.
Proof of Theorem 3.4. Write gi = f(i) − Ef(X), and write v =
∑
i∈S piig
2
i , the variance
of f(X). We have that |gi| ≤ 2c for all i ∈ S. Now, for any s ≥ 0 and t ≥ 0 we have
E (f(Xs)− Ef(Xs)) (f(Xs+t)− Ef(Xs+t))
=
∑
i∈S
∑
j∈S
piigi
(
p
(t)
ij − pij
)
gj
=
∑
i∈S
∑
j∈S
√
pii
p
(t)
ij − pij√
p
(t)
ij + pij
√
pii gi
√
p
(t)
ij + pij gj
≤

∑
i∈S
pii
∑
j∈S
(
p
(t)
ij − pij
)2
p
(t)
ij + pij


1/2
∑
i∈S
piig
2
i
∑
j∈S
(
p
(t)
ij + pij
)
g2j


1/2
Schwarz
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=
(∑
i∈S
piid4
(
P ti , pi
))1/22v2 +∑
i∈S
piig
2
i
∑
j∈S
(
p
(t)
ij − pij
)
g2j


1/2
≤ (2dt)1/2

2v2 + (2c)2∑
i∈S
piig
2
i
∑
j∈S
∣∣∣p(t)ij − pij∣∣∣


1/2
from (3.6) & Lemma 3.8
≤ 2d1/2t
(
v2 + 2c2vdt
)1/2
. (3.7)
Consider the case where v = Var (f(X)) > . If dt ≤ , from Equation (3.7), we have
E (f(Xs)− Ef(Xs)) (f(Xs+t)− Ef(Xs+t)) ≤ 2
√
2(1 + c)d
1/2
t v. (3.8)
This holds for all s, t such that dt ≤ , which is implied by
exp (−t/τ + 1) ≤ 
⇔ −t/τ ≤ ln − 1
⇔ t ≥ τ
(
1 + ln
1

)
⇐ t ≥ 2τ ln 1

,
as  ≤ e−1. For all s, t we have
E (f(Xs)− Ef(Xs)) (f(Xs+t)− Ef(Xs+t)) ≤ v, (3.9)
which is a Cauchy-Schwarz inequality:
E (f(Xs)− Ef(Xs)) (f(Xs+t)− Ef(Xs+t))
=
∑
i,j∈S
piigip
(t)
ij gj
=
∑
i,j∈S
√
piip
(t)
ij gi
√
piip
(t)
ij gj
≤

∑
i∈S
piig
2
i
∑
j∈S
p
(t)
ij


1/2
∑
j∈S
(∑
i∈S
piip
(t)
ij
)
g2j


1/2
=
(∑
i∈S
piig
2
i
)1/2∑
j∈S
pijg
2
j


1/2
= v.
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So from Equation (3.8) and Equation (3.9) we have
Var
(
1
T
T−1∑
t=0
f(Xt)
)
=
1
T 2
T−1∑
t1=0
T−1∑
t2=0
E (f(Xt1)− Ef(Xt1)) (f(Xt2)− Ef(Xt2))
=
1
T 2
T−1∑
t=0
E (f(Xt)− Ef(Xt))2
+
2
T 2
T−2∑
s=0
T−s−1∑
t=1
E (f(Xs)− Ef(Xs)) (f(Xs+t)− Ef(Xs+t))
=
1
T
E (f(X)− Ef(X))2 + 2
T 2
T−1∑
t=1
(T − t)E (f(X0)− Ef(X0)) (f(Xt)− Ef(Xt))
=
1
T
v +
2
T 2
b2τ ln(1/)c∑
t=1
(T − t)E (f(X0)− Ef(X0)) (f(Xt)− Ef(Xt))
+
2
T 2
T−1∑
t=b2τ ln(1/)c+1
(T − t)E (f(X0)− Ef(X0)) (f(Xt)− Ef(Xt))
≤ 1
T
v + 4τ ln
(
−1
) 1
T
v + 4
√
2(1 + c)
∞∑
t=b2τ ln(1/)c+1
d
1/2
t
1
T
v
≤
(
1 + 4τ ln
1

+ 25τ(1 + c)
)
1
T
v, (3.10)
where the last line follows from
∞∑
t=b2τ ln(1/)c+1
d
1/2
t ≤
∞∑
t=b2τ ln(1/)c+1
exp (−t/(2τ) + 1/2)
=
√
e
∞∑
t=b2τ ln(1/)c+1
exp (−t/(2τ))
≤ √e exp
(
− ln 1

) ∞∑
t=0
(exp (−1/(2τ)))t
=
√
e 
1
1− exp(−1/(2τ))
≤ 8
√
e
3
τ,
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where we have again used (3.5). For the case where Var (f(X)) ≤  we have
Var
(
1
T
T−1∑
t=0
f(Xt)
)
=
1
T 2
T−1∑
t1=0
T−1∑
t2=0
E (f(Xt1)− Ef(Xt1)) (f(Xt2)− Ef(Xt2))
≤ 1
T 2
T−1∑
t1=0
T−1∑
t2=0
v
≤ . (3.11)
As the variance is bounded either by Equation (3.10) or by Equation (3.11), taking
their sum gives the result.
3.2 Variance of the Baseline Estimate
Section 3.1 analysed the relationship between
Var
(
1
T
T−1∑
t=0
f(Xt)
)
and Var(f(X)), where the sequence (Xt)
∞
0 is generated by a finite ergodic Markov
chain with X0 distributed according to its stationary distribution pi, and X is a ran-
dom variable distributed according to pi. We have seen that this analysis can be
used to describe the relationship between the variance of the estimate ∆VT and the
variance of L(X,U)V (W ), where the estimate ∆VT is calculated from a sequence
(Xt, Ut, Xt+1)
∞
0 generated by a µMDP, satisfying Assumption 1, with X0 distributed
according to pi, and where (X,U,W ) is a random variable with probability mass func-
tion Pr(X = i, U = u,W = j) = piiµu(i)pij(u). In this section we investigate the
relationship between the variance of the estimate
∆
(+S)
T (bY) =
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(+S)
t+1 − bY(Yt)
)
(3.12)
and the variance of a sample L(Y,U)(Jβ(W ) − bY(Y )), where the estimate ∆(+S)T (bY)
is calculated by a sequence (Xt, Yt, Ut)
∞
0 generated by a µPOMDP, satisfying As-
sumption 1, with X0 distributed according to pi, and where (X,Y,U,W ) is a ran-
dom variable with probability mass function Pr(X = i, Y = y, U = u,W = j) =
piiνy(i)µu(y)pij(u). This latter variance we will denote by σ2(bY), that is
σ2(bY)
def
= Var (L(Y,U) (Jβ(W )− bY(Y ))) . (3.13)
If the term J (+S)t+1 in Equation (3.12) could be replaced by the discounted value
function at time t + 1, that is, by Jβ(Xt+1), then the analysis of Section 3.1 could
be applied directly. As is, the variance of the estimate ∆(+S)T (bY) has a component
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that decreases with the variance σ2(bY) and an additional component due to J
(+S)
t+1
being only an estimate of Jβ(Xt+1). We will see that this additional component is not
affected by the choice of baseline bY , and as, ultimately, we are interested in how to
select the baseline bY so as to minimize the variance of the estimate ∆
(+S)
T (bY), we
may ignore this additional component.
We delay the main result of the section, Theorem 3.12, to gain an insight into the
ideas behind it. In Section 2.4.1 we saw how GPOMDP can be thought of as similar to
the estimate ∆(est)T , Equation (2.16). Using a baseline gives us the new estimate
∆
(est)
T (bY)
def
=
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(est)
t+1 − bY(Yt)
)
. (3.14)
The term J (est)t in Equation (3.14) is an unbiased estimate of the discounted value
function. The following lemma shows that the difference in variance between using
the estimate J (est)t and the value Jβ(Xt) is independent of the choice of baseline.
Lemma 3.11. Let (Xt)T−1t=0 be a sequence of random variables with Xt ∈ X, for some space X.
Define arbitrary functions f : X → R, J : X → R, and b : X → R. Let X be a σ-field such
that f(Xt), J(Xt), and b(Xt) are measurable for all t ∈ {0, . . . , T − 1}. For all t let Jt be a
random variable such that E [Jt| X ] = J(Xt) almost surely. Then
Var
(
1
T
T−1∑
t=0
f(Xt) (Jt − b(Xt))
)
−Var
(
1
T
T−1∑
t=0
f(Xt) (J(Xt)− b(Xt))
)
= E
(
1
T
T−1∑
t=0
f(Xt) (Jt − J(Xt))
)2
Proof. Consider F -measurable random variables A,B, with F being some σ-field. If
B is also G-measurable for some G ⊂ F such that E[A|G] = B almost surely, then we
have:
E [A−B] = 0; and E [B(A−B)] = 0
(Note that E[B(A−B)|G] = BE[A−B|G] = 0, almost surely). This gives us
Var (A) = E (A− E[A])2
= E ((B − E[B]) + (A−B)− E[A−B])2
= E ((B − E[B]) + (A−B))2
= E
[
(B − E[B])2 + 2 (B − E[B]) (A−B) + (A−B)2
]
= E (B − E[B])2 + 2E [B(A−B)]− 2E[B]E [A−B] + E [(A−B)2]
= Var (B) + E(A−B)2. (3.15)
Now choose F to be the smallest σ-field such that G = X ⊂ F , and such that Jt is
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F -measurable for all t ∈ {0, . . . T − 1}. For the random variables
A =
1
T
T−1∑
t=0
f(Xt) (Jt − b(Xt)) and B = 1
T
T−1∑
t=0
f(Xt) (J(Xt)− b(Xt))
we have A and B are F -measurable, and B is G-measurable. Furthermore, we have
E [A| G] = E
[
1
T
T−1∑
t=0
f(Xt) (Jt − b(Xt))
∣∣∣∣∣G
]
=
1
T
T−1∑
t=0
E [f(Xt) (Jt − b(Xt))| G]
=
1
T
T−1∑
t=0
f(Xt) (E [Jt| X ]− b(Xt))
=
1
T
T−1∑
t=0
f(Xt) (J(Xt)− b(Xt))
= B.
The proof then follows from Equation (3.15).
Direct application of Lemma 3.11 gives
Var
(
∆
(est)
T (bY)
)
= Var
(
1
T
T−1∑
t=0
L(Yt, Ut) (Jβ(Xt+1)− bY(Yt))
)
+ E
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(est)
t+1 − Jβ(Xt+1)
))2
.
Thus, we see that we can split the variance of the estimate ∆(est)T (bY) into two com-
ponents: the first is the variance of the estimate ∆(est)T (bY) with J
(est)
t replaced by the
value Jβ(Xt); and the second is a component independent of our choice of baseline bY .
We can now use Theorem 3.3 or Corollary 3.5 to bound the gain of the first component
over the variance σ2(bY). So in deciding on a baseline we may just consider the affect
of the choice of baseline on σ2(bY).
We can obtain the same sort of result, using the same reasoning, for the estimate
we are interested in studying in practice: ∆(+S)T (bY) (see Equation (3.16) below).
Theorem 3.12. Let D = (S,Y,U , P, ν, r,Mp) be a µPOMDP satisfying Assumption 1. Let
M = (S, P ) be the Markov chain formed by the sequence (Xt)∞0 , and let pi be its stationary
distribution; M has a mixing time τ ; (Xt, Yt, Ut, Xt+1)
∞
0 is a sequence generated by D with
X0 distributed according to pi. Suppose that b is a function with magnitude bounded by Bb <
∞, and J (j) is the random variable ∑∞s=0 βsr (Ws) where the states Ws are generated by M
starting in W0 = j. There are constants C1 ≤ 7+7BL(Br+Bb) and C2 = 20B2LBr(Br+Bb)
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such that for all T, S ≥ 1 we have
Var
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(+S)
t+1 − b(Xt, Yt, Ut, Xt+1)
))
≤ h
(
τ + S
T
Var (L(Y,U) (Jβ (W )− b(X,Y,U,W )))
)
+ h
(
τ + S
T
E (L(Y,U) (J (W )− Jβ (W )))2
)
+
C2
4(1 − β)2 β
S
C2
(1− β)2
(
τ + S
T
)
βS
[
9
4
+ ln
(
C1
1− β +
n(1− β)2
C2
(
τ + S
T
)−1)
+ S ln
1
β
]
where the random variable (X,Y,U,W ) has probability mass function Pr(X = i, Y = y, U =
u,W = j) = piiνy(i)µu(y)pij(u), and where h : R∗ → R∗ (where R∗ denotes the nonnegative
real line) is continuous and increasing with h(0) = 0, and is given by
h(x) = 9x + 4x ln
(
C1
1− β +
n
4
x−1
)
.
By selecting S = τT q − τ, for some 0 < q < 1, in Theorem 3.12, and applying to
∆
(+S)
T (bY) with absolutely bounded bY , we obtain the desired result:
Var
(
∆
(+T )
T (bY)
)
≤ h
(
1
T 1−q
σ2(bY)
)
+ N(D,T ) + O
(
T 2q−1βT
q)
. (3.16)
Here N(D,T ) is the noise term due to using an estimate in place of the discounted
value function, and does not depend on the choice of baseline. The remaining term is
of the order T 2q−1βT
q
; it is exponentially decreasing in T q, and hence negligible. The
function h is due to the application of Theorem 3.4, and consequently the discussion
in Section 3.1 on the rate of decrease applies here, that is, a log penalty is paid. In this
case, for σ2(bY) fixed, the rate of decrease is O(ln(T 1−q)/T 1−q).
Note that the result continues to hold in the MDP setting, in which case we may
replace L(Y,U) in Theorem 3.12 with L(X,U).
3.2.1 Proof of Theorem 3.12
The proof of Theorem 3.12 requires some additional tools. In addition to the esti-
mate given by Equation (2.17) we also consider a variation of the GPOMDP algorithm
where a fixed length chain is used in the estimate of Jβ(Xt):
∆
(S)
T
def
=
1
T
T−1∑
t=0
L(Yt, Ut)J
(S)
t+1, J
(S)
t
def
=
t+S−1∑
s=t
βs−tr(Xs).
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Lemma 3.13. Let D = (S,Y,U , P, ν, r,Mp) be a µPOMDP satisfying Assumption 1. Then∥∥∥∆(+S)T −∆(S)T ∥∥∥ ≤ BLBr1− β βS ,
and similarly, ∥∥∥∆(∞)T −∆(S)T ∥∥∥ ≤ BLBr1− β βS ,
where ∆(∞)T denotes limS→∞∆
(S)
T .
Proof.
∥∥∥∆(+S)T −∆(S)T ∥∥∥ =
∥∥∥∥∥ 1T
T−1∑
t=0
L(Yt, Ut)J
(+S)
t+1 −
1
T
T−1∑
t=0
L(Yt, Ut)J
(S)
t+1
∥∥∥∥∥
=
∥∥∥∥∥ 1T
T−1∑
t=0
L(Yt, Ut)
c∑
s=t+1+S
βs−t−1r(Xs)
∥∥∥∥∥ , c = T + S
≤ BLBr 1
T
T−1∑
t=0
c∑
s=t+1+S
βs−t−1
= BLBr
1
T
T−1∑
t=0
βS(1− βc−S−t−1)
1− β
≤ BLBr
1− β β
S .
Obtain the bound
∥∥∥∆(∞)T −∆(S)T ∥∥∥ similarly by considering the limit as c →∞.
Lemma 3.14. Let D = (S,Y,U , P, ν, r,Mp) be a µPOMDP satisfying Assumption 1. Let
(Xt, Yt, Ut, Xt+1)
∞
0 be a sequence generated by D. For any b : S×Y×U ×S → R satisfying
|b(·)| ≤ Bb, we have
Var
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(+S)
t+1 − b(Zt)
))
≤ Var
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
))
+
5B2LBr (Br + Bb)
(1− β)2 β
S
and similarly,
Var
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
))
≤ Var
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(∞)
t+1 − b(Zt)
))
+
5B2LBr (Br + Bb)
(1− β)2 β
S ,
where J (∞)t denotes limS→∞ J
(S)
t .
70 Variance of Policy Gradient Algorithms
Proof.
Var
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(+S)
t+1 − b(Zt)
))
= E
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(+S)
t+1 − b(Zt)
)
− E
[
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(+S)
t+1 − b(Zt)
)])2
= E
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
)
− E
[
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
)]
+
(
∆
(+S)
T −∆(S)T
)
− E
[
∆
(+S)
T −∆(S)T
])2
= Var
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
))
+ E
(
∆
(+S)
T −∆(S)T
)2 − (E [∆(+S)T −∆(S)T ])2
+ 2E

( 1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
)
− E
[
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
)])′
×
(
∆
(+S)
T −∆(S)T
)]
≤ Var
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
))
+ E
∥∥∥∆(+S)T −∆(S)T ∥∥∥2
+ 2E
[(∥∥∥∥∥ 1T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
)∥∥∥∥∥
+ E
∥∥∥∥∥ 1T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
)∥∥∥∥∥
)∥∥∥∆(+S)T −∆(S)T ∥∥∥
]
≤ Var
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
))
+
(
BLBr
1− β β
S
)2
+ 4E
∥∥∥∥∥ 1T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
)∥∥∥∥∥ BLBr1− β βS Lemma 3.13
≤ Var
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
))
+
(
BLBr
1− β β
S
)2
+ 4
(
BL (Br + Bb(1− β))
1− β
)(
BLBr
1− β β
S
)
≤ Var
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
))
+
5B2LBr (Br + Bb)
(1− β)2 β
S .
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Obtain the second result by replacing J (+S)t with J
(S)
t , and J
(S)
t with J
(∞)
t ; then ∆
(+S)
T −
∆
(S)
T becomes ∆
(S)
T −∆(∞)T .
Using Lemmas 3.13 and 3.14, and Theorem 3.4, we can now prove Theorem 3.12.
Proof of Theorem 3.12. In this proof we will apply Theorem 3.4 to show that the vari-
ance of the sample average is O(ln(T )/T ) times the variance of a single sample,
and we will apply Lemma 3.11 to show that the additional variance due to estimat-
ing the value function need not be considered. We first use Lemma 3.14 to con-
vert each of the samples within the average to be functions on a fixed length of
the chain, that is, functions on states of the Markov chain formed by the sequence
(Xt, Yt, Ut, . . . , Ut+S−1, Xt+S)
∞
0 . We can then use Theorem 3.4 for the sample average
of functions on this Markov chain.
Write
V = Var (L(Y,U) (Jβ(W )− b(X,Y,U,W )))
and
E = E (L(Y,U) (J (W )− Jβ(W )))2 ,
where the random variable (X,Y,U,W ) has probability mass function Pr(X = i, Y =
y, U = u,W = j) = piiνy(i)µu(y)pij(u); write
C =
5B2LBr(Br + Bb)
(1− β)2 β
S ;
note that
1 +
∥∥∥L(Yt, Ut)(J (S)t+1 − b(Zt))∥∥∥
∞
≤ 1
7
· C1
1− β ,
where ‖a‖∞ is the maximum of the magnitudes of the components of vector a; and
write τ˜ to denote the mixing time of the Markov chain formed by the sequence
(Xt, Yt, Ut, . . . , Ut+S−1, Xt+S)
∞
0 . We have
Var
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(+S)
t+1 − b(Zt)
))
≤ Var
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(S)
t+1 − b(Zt)
))
+ C (Lemma 3.14)
≤ n +
(
1 +
25
7
τ˜
C1
1− β  + 4τ˜ ln
1

)
1
T
Var
(
L(Y0, U0)
(
J
(S)
1 − b(Z0)
))
+ C (Theorem 3.4)
≤ n +
(
1 +
25
7
τ˜
C1
1− β  + 4τ˜ ln
1

)
1
T
Var
(
L(Y0, U0)
(
J
(∞)
1 − b(Z0)
))
+
(
1 +
25
7
τ˜
C1
1− β  + 4τ˜ ln
1

)
C
T
+ C (Lemma 3.14)
= n +
(
1 +
25
7
τ˜
C1
1− β  + 4τ˜ ln
1

)(
V
T
+
E
T
+
C
T
)
+ C (Lemma 3.11).
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Here, Theorem 3.4 was applied to each of the n dimensions of the quantity the vari-
ance is taken over (recall that we consider the variance of a vector quantity to be the
sum of the variance of its components). Now, similar to the proof of Corollary 3.5, we
choose
1

=
n
4τ˜
(
V
T
+
E
T
+
C
T
)−1
+
25
28
· C1
1− β ,
giving
Var
(
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(+S)
t+1 − b(Zt)
))
≤ n +
(
1 +
25
7
τ˜
C1
1− β  + 4τ˜ ln
1

)(
V
T
+
E
T
+
C
T
)
+ C
≤ 4τ˜
(
V
T
+
E
T
+
C
T
)
+ [1 + 4τ˜
+ 4τ˜ ln
(
25
28
· C1
1− β +
n
4τ˜
(
V
T
+
E
T
+
C
T
)−1)](V
T
+
E
T
+
C
T
)
+ C
≤ h
(
τ˜
T
V
)
+ h
(
τ˜
T
E
)
+ h
(
τ˜
T
C
)
+ C
= h
(
τ + S
T
V
)
+ h
(
τ + S
T
E
)
+ h
(
τ + S
T
C
)
+ C,
where the last line follows from τ˜ = τ + S (Lemma 3.1). Lastly, we have
h
(
τ + S
T
C
)
+ C
=
C2
(1− β)2
(
τ + S
T
)
βS
[
9
4
+ ln
(
C1
1− β +
n(1− β)2
C2
(
τ + S
T
)−1 1
βS
)]
+
C2
4(1− β)2 β
S
≤ C2
(1− β)2
(
τ + S
T
)
βS
[
9
4
+ ln
(
C1
1− β +
n(1− β)2
C2
(
τ + S
T
)−1)
+ S ln
1
β
]
+
C2
4(1− β)2 β
S
The second step has used the increasing property of ln, along with βS ≤ 1. This gives
us, for any A,B ≥ 0,
ln
(
A + B
1
βS
)
≤ ln
(
(A + B)
1
βS
)
= ln(A + B) + S ln
1
β
.
Chapter 4
Selecting Baselines for Policy
Gradient Algorithms
Sutton (1984) first introduced the idea of a reinforcement comparison—adjusting the
reward seen at time t by some amount bt, so using r(Xt)− bt in the learning algorithm
in place of r(Xt). If bt is a prediction of the expectation of r(Xt) given the past then
r(Xt)− bt gives an indication of whether the reward is better or worse than the aver-
age, which is perhaps more informative than the reward r(Xt), and may give a better
learning rate. Williams (1992) referred to this adjustment as a baseline and showed
that, when used in certain policy gradient updates, bt may be chosen fairly arbitrarily
without changing the expected update direction. Specifically, for the update
θt+1 = θt + γ (rt − bt) L(Yt, Ut; θt), (4.1)
it was shown by Williams (1992) that provided bt is conditionally indepen-
dent of Ut when conditioned on (θt, Xt, Yt) then E[δt|θt] = γ∇E[rt|θt], where
δt = γ (rt − bt) L(Yt, Ut; θt). The expectation here is over independently drawn
(Xt, Yt, Ut, rt) tuples, with rt being the reward received after producing action Ut
in state Xt. Note that the goal here is to maximize the expected single step reward
E[rt|θt], rather than the expected average reward η; a similar algorithm, and similar
result, is given for maximizing the expected reward over an episode.
Dayan (1990) considered the problem of what constitutes a good choice of baseline.
He looked at the Taylor’s approximation of E[rt+1|θt, Xt, Yt] about E[rt|θt], which is
given by
E [rt+1| θt, Xt, Yt] = E [rt| θt] + E [δt| θt, Xt, Yt] dE [rt| θ]
dθ
∣∣∣∣
θ=θt
+
1
2
E
[
δ2t
∣∣ θt, Xt, Yt] d2E [rt| θ]
(dθ)2
∣∣∣∣
θ=θt
+ · · · , (4.2)
(this is the case for θ ∈ R, for n dimensions we have a sum over such terms—a sum
over n terms for the first order term, over n2 terms for the second order term, and so
on), and he reasoned that the second order term hinders convergence, as we are using
a first order optimization technique, and its influence should be minimized. When
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using the update of Williams (1992) with a Bernoulli semi-linear unit (see Williams
1992, Section 4), Dayan (1990) finds that the magnitude of the second order term of
Equation (4.2) is minimized with the baseline
bˆt =
E
[
(L(Yt, Ut; θt))
2rt
∣∣ θt, Xt, Yt]
E [ (L(Yt, Ut; θt))2| θt, Xt, Yt] . (4.3)
Dayan (1990) notes that the baseline of Equation (4.3) is also obtained when minimiz-
ing the variance of δt. We will see later that the baseline of Equation (4.3) corresponds
precisely with the variance minimizing baseline presented in this chapter, in the case
where β = 0.
In this chapter we analyse the choice of baseline when estimating the gradient
approximation ∇βη with the estimate
L(Y,U) (Jβ(W )− bY(Y )) , (4.4)
where the random variable (X,Y,U,W ) is generated according to the stationary dis-
tribution of the Markov chain formed by the sequence (Xt, Yt, Ut, Xt+1)
∞
0 generated
by some µPOMDP (S,Y,U , P, ν, r,Mp) satisfying Assumption 1, so the random vari-
able (X,Y,U,W ) has probability mass function Pr(X = i, Y = y, U = u,W = j) =
piiνy(i)µu(y)pij(u). This single sample estimate is much like the update of Equa-
tion (4.1) excepting that: the reward term rt (which is equivalent to r(W )) has been
replaced by the the value of the discounted value function at W , that is Jβ(W ); and we
have restricted the baseline to be a function of observation only, rather than a function
of state and observation. It follows from Note 2.4 that the expectation of Equation (4.4)
remains independent of the choice of baseline.
Our aim in selecting a baseline is to minimise the variance of the estimate given
by Equation (3.12), that is the estimate
∆
(+S)
T (bY) =
1
T
T−1∑
t=0
L(Yt, Ut)
(
J
(+S)
t+1 − bY(Yt)
)
.
This estimate may be calculated by observing a sequence (Xt, Yt, Ut)T+St=0 generated
by a µPOMDP, using time linear in T + S. We saw in Chapter 3, and specifically in
Theorem 3.12, how the variance of ∆(+S)T (bY) relates to the variance of the estimate of
Equation (4.4). In this chapter we will give the baseline that minimizes the variance
of the estimate of Equation (4.4) (the optimal baseline), and show how the additional
variance when using an arbitrary baseline may be expressed as a weighted squared
distance to the optimal baseline. We also consider the case where the baseline is se-
lected from the set of constant baselines, that is, where b ∈ R. We will give the constant
baseline that minimizes the variance (the optimal constant baseline), and show that
the additional variance when using an arbitrary constant baseline may be expressed
as a weighted squared distance to the optimal constant baseline.
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4.1 Optimal Baseline
Recall, from Equation (3.13), that we use σ2(bY) to denote the variance of the estimate
of Equation (4.4), that is
σ2(bY) = Var (L(Y,U) (Jβ(W )− bY(Y ))) .
Additionally, we will use σ2 to denote the variance without a baseline, that is
σ2
def
= Var (L(Y,U)Jβ(W )) .
We also make the following useful definitions:
N (y) def= E
[
(L(Y,U))2 Jβ(W )
∣∣∣ Y = y] ;
D(y) def= E
[
(L(Y,U))2
∣∣∣ Y = y] .
The following theorem gives the baseline that minimizes the variance σ2(bY), which
we denote by b∗Y , and the variance achieved by the baseline b
∗
Y , that is, the variance
σ2(b∗Y).
Theorem 4.1. Let D = (S,Y,U , P, ν, r,Mp) be a µPOMDP satisfying Assumptions 1. Let
M = (S, P ) be the Markov chain formed by the sequence (Xt)∞0 , and let pi be its stationary
distribution. Then the infimum of σ2(bY) is attained with
b∗Y(y) =
N (y)
D(y)
,
and consequently we have
σ2(b∗Y) = σ
2 − E [N (Y )b∗Y(Y )] ,
where the random variable (X,Y ) has probability mass function Pr (X = i, Y = y) = piiνy(i).
Consider the case where the state is fully observed, in particular imagine a new
observation given by Y˜ = (X,Y ), with instances y˜ = (i, y) ∈ S×Y . Then the optimum
baseline is given by
b∗
Y˜
(y˜) =
N (y˜)
D (y˜)
=
E
[(
L
(
Y˜ , U
))2
Jβ(W )
∣∣∣∣ Y˜ = y˜
]
E
[(
L
(
Y˜ , U
))2∣∣∣∣ Y˜ = y˜
] .
If the policy is a function of Y only, rather than Y˜ , then this becomes
b∗S×Y(i, y) =
E
[
(L(Y,U))2Jβ(W )
∣∣X = i, Y = y]
E [ (L(Y,U))2|X = i, Y = y] .
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If β = 0 then this is precisely bˆt of Equation (4.3).
The proof of Theorem 4.1 uses the following lemma.
Lemma 4.2. For any bY ,
σ2(bY) = σ
2 + E
[
D(Y )(bY(Y ))2 − 2N (Y )bY(Y )
]
.
Proof. Rearranging the variance gives
σ2(bY) = E (L(Y,U) (Jβ(W )− bY(Y ))− E [L(Y,U) (Jβ(W )− bY(Y ))])2
= σ2 + E
[
(L(Y,U)bY(Y ))
2 − 2 (L(Y,U)bY (Y ))′ (L(Y,U)Jβ(W ))
]
= σ2 + E
[
(bY(Y ))
2 (L(Y,U))2 − 2bY(Y )(L(Y,U))2Jβ(W )
]
= σ2 + E
[
D(Y ) (bY(Y ))
2 − 2N (Y )bY(Y )
]
.
Proof of Theorem 4.1. We apply Lemma 4.2 and minimize the term inside the expecta-
tion for each Y = y ∈ Y independently, to obtain
b∗Y(y) =
N (y)
D(y)
.
Notice that D(Y )(b∗Y(Y ))
2 = N (Y )b∗Y(Y ), and that such a substitution, made to the
result of applying Lemma 4.2 with bY = b∗Y , gives the second part.
The following theorem shows that the variance of an estimate when using an arbi-
trary baseline may be expressed as the sum of the variance with the optimal baseline
and a certain squared weighted distance between the baseline function and the opti-
mal baseline function. This result will be useful in Section 4.3 where we will construct
algorithms for improving our choice of baseline function, when the baseline func-
tion is selected from a parameterized class of baseline functions. In most cases it is
not possible to calculate the optimal baseline b∗Y a priori. For a parameterized class
of baseline functions, however, a gradient descent approach could be used to find a
good baseline. Section 4.3 will explore this idea.
Theorem 4.3. Let D = (S,Y,U , P, ν, r,Mp) be a µPOMDP satisfying Assumption 1. Let
M = (S, P ) be the Markov chain formed by the process (Xt)∞0 , and let pi be its stationary
distribution. Then
σ2(bY)− σ2(b∗Y) = E
[
(L(Y,U))2
(
bY(Y )− b∗Y(Y )
)2]
,
where the random variable (X,Y,U) has probability mass function Pr (X = i, Y = y, U = u) =
piiνy(i)µu(y).
Proof. From Lemma 4.2 we have
σ2(bY)− σ2(b∗Y)
= E
[
D(Y )(bY(Y ))2 − 2N (Y )bY(Y )
]− E [D(Y )(b∗Y(Y ))2 − 2N (Y )b∗Y(Y )]
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= E
[
D(Y )(bY(Y ))2 − 2D(Y )b∗Y(Y )bY(Y )
]− E [−D(Y )(b∗Y (Y ))2] Theorem 4.1
= E
[
D(Y )
(
(bY(Y ))
2 − 2b∗Y(Y )bY(Y ) + (b∗Y(Y ))2
)]
= E
[
D(Y )
(
bY(Y )− b∗Y(Y )
)2]
= E
[
(L(Y,U))2
(
bY(Y )− b∗Y(Y )
)2]
.
4.2 Optimal Constant Baseline
Constant baselines have been suggested and widely used (Sutton and Barto 1998,
Kimura and Kobayashi 1998b, Kimura et al. 1997; 1995, Kimura and Kobayashi 1997,
Marbach 1998, Marbach and Tsitsiklis 2001; 2003). An often suggested choice of con-
stant baseline is the expected value function, that is, the choice of b = E[Jβ(X)], where
X is distributed according to the stationary distribution of the Markov chain formed
by the sequence (Xt)
∞
0 generated by some µPOMDP (S,Y,U , P, ν, r,Mp) satisfying
Assumption 1. In this chapter we consider the problem of selecting a constant baseline
b so as to minimize σ2(b). We give the constant baseline that achieves this minimum,
which we denote b∗, and we give the variance achieved by b∗, that is σ2(b∗).
We have used σ2(b) here to denote the variance when using the constant baseline
b ∈ R, that is we have
σ2(b)
def
= Var (L(Y,U) (Jβ(W )− b)) .
Also, it will be useful to define N def= E[N (Y )] and D def= E[D(Y )]. Note that we then
have
N = E
[
(L(Y,U))2Jβ(W )
]
,
D = E (L(Y,U))2 .
Remark 4.1. A constant baseline is most often written as an adjustment to the reward, rather
than as an adjustment to the value function. For a baseline b we may write
Jβ(W )− b = lim
T→∞
E
[
T∑
t=0
βtr(Xt)
∣∣∣∣∣X0 = W
]
− b
= lim
T→∞
E
[
T∑
t=0
βt (r(Xt)− (1− β)b)
∣∣∣∣∣X0 = W
]
.
So writing bˆ = (1−β)b we might consider bˆ to be a baseline acting to adjust the reward. Now,
for b = E[Jβ(X)] we find that
bˆ = (1− β)E [Jβ(X)]
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= (1− β)E
[
lim
T→∞
E
[
T∑
t=0
βtr(Xt)
∣∣∣∣∣X0 = X
]]
= E [r(X)] (1− β) lim
T→∞
T∑
t=0
βt
= η,
where the exchange of limit and expectation is valid as r is almost surely bounded, and as
the Markov chain formed by the sequence (Xt)
∞
0 is ergodic, by the dominated convergence
theorem (see Doob 1994, Lebesgue Theorem, page 83). So a constant baseline of b = E[Jβ(X)]
adjusting the value function is equivalent to a constant baseline of bˆ = η adjusting the reward.
We will find such a rearrangement of the baseline useful in Section 4.3, and Chapter 8,
when we discuss algorithms for learning the baseline, and algorithms using the baseline.
The following theorem gives the optimal constant baseline, the variance achieved
by the optimal constant baseline, and expresses the additional variance due to using
a different constant baseline as a weighted squared distance to the optimal constant
baseline.
Theorem 4.4. Let D = (S,Y,U , P, ν, r,Mp) be a µPOMDP satisfying Assumptions 1. Let
M = (S, P ) be the Markov chain formed by the sequence (Xt)∞0 , and let pi be its stationary
distribution. Then the infimum of σ2(b), with b ∈ R, is attained with
b∗ =
N
D
,
and consequently we have
σ2(b∗) = σ2 − N b∗.
Furthermore, the additional variance due to using an arbitrary constant baseline b is given by
σ2(b)− σ2(b∗) = E (L(Y,U))2 (b− b∗)2 ,
where the random variable (X,Y,U) has probability mass function Pr (X = i, Y = y, U = u) =
piiνyµu(y).
Proof. Apply Lemma 4.2 to the constant baseline b ∈ R, giving
σ2(b) = σ2 + E
[
D(Y )b2 − 2N (Y )b]
= σ2 + Db2 − 2N b.
Finding the b that minimizes this quantity then gives the first and second part. For the
final part we have
σ2(b)− σ2(b∗) = Db2 − 2N b− (b∗)2D + 2N b∗
= D
(
b2 − 2b∗b + (b∗)2)
= D (b− b∗)2 ,
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much like the proof of Theorem 4.3.
Example 4.2. Consider the k-armed bandit problem (see, for example, Sutton and Barto
1998). Here each action is taken independently and the resultant state depends only on the
action performed, that is, µu(y) = µu, L(y, u) = L(u), and pij(u) = pj(u). So, writing
Rβ = E
[∑∞
t=1 β
tr(Xt)
]
, we have
∇βη = E [L(Y,U)Jβ(W )]
= E [L(U) (r(W ) + Rβ)]
= E [L(U)r(W )] .
Note that this last line is β independent, and it follows from limβ→1∇βη = ∇η that
∇η = ∇βη ∀β ∈ [0, 1]. (4.5)
For k = 2 (the case where we choose from a set of two actions {a1, a2}) we have µa1 +µa2 = 1
and ∇µa1 = −∇µa2 , and so the optimal constant baseline is given by
b∗ =
N
D
=
E
[
(L(Y,U))2 Jβ(W )
]
E (L(Y,U))2
=
E
[
(L(U))2 r(W )
]
E (L(U))2
+ Rβ
=
µa1 (∇µa1/µa1)2 E [ r| a1] + µa2 (∇µa2/µa2)2 E [ r| a2]
µa1 (∇µa1/µa1)2 + µa2 (∇µa2/µa2)2
+ Rβ
=
µa1µa2
µa1 + µa2
(
1
µa1
E [ r| a1] + 1
µa2
E [ r| a2]
)
+ Rβ
= µa2E [ r| a1] + µa1E [ r| a2] + Rβ,
where we have used E [ r|u] to denote E[r(W )|U = u]. From Equation (4.5) we know that β
may be chosen arbitrarily. Choosing β = 0 gives Rβ = 0 and we regain the result of Dayan
(1990).
Theorem 4.4 also gives us a tool to measure how far the baseline b = E[Jβ(X)] is
from the optimum constant baseline.
Corollary 4.5. Let D = (S,Y,U , P, ν, r,Mp) be a µPOMDP satisfying Assumption 1. Let
M = (S, P ) be the Markov chain formed by the sequence (X)∞0 , and let pi be its stationary
distribution. Then
σ2(EJβ(X)) − σ2(b∗) = (DEJβ(X)− N )
2
D
,
where the random variable X has probability mass function Pr(X = i) = pi.
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The term (DEJβ(X) − N )2 in the result of Corollary 4.5 may be written
(
E
[
(L(Y,U))2
]
E [Jβ(W )]− E
[
(L(Y,U))2Jβ(W )
])2
.
In this form we see that the sub-optimality of the choice b = E[Jβ(X)] depends on
the independence of the random variables (L(Y,U))2 and Jβ(W ); if they are nearly
independent, b = E[Jβ(X)] is a good choice. Weaver and Tao (2001) show that such a
case occurs in the limit as β approaches one, in particular that (1− β)b∗ → η.
4.3 Algorithms for Learning Baselines
Given a µPOMDP and a parameterized class of baseline functions
{bY($) : Y → R |$ ∈ Rm } ,
we wish to choose a baseline function to minimize the variance of our gradient esti-
mates. Theorem 4.3 expresses this variance as the sum of the optimal variance and a
squared distance between the baseline function and the optimal one. It follows that
we can minimize the variance of our gradient estimates by minimizing the distance
between our baseline and the optimum baseline. The next theorem shows that we can
use a sample path of the µPOMDP to estimate the gradient (with respect to the pa-
rameters of the baseline function) of this distance. We first need to give the following
assumptions on the class of parameterized baseline functions.
Assumption 2. For the set of functions {bY($) : Y → R|$ ∈ Rm}:
a. for all $ ∈ Rm there is a bound Bb < ∞ such that |bY(y;$)| ≤ Bb for all y ∈ Y ;
b. for all $ ∈ Rm the vector of partial derivatives ∇($)bY(y;$) exists, and there is a bound
Bdb < ∞ such that ‖∇($)bY(y;$)‖ ≤ Bdb for all y ∈ Y .
We have used ∇($) here to denote the operator that takes a function f : Rm → R to a
vector of its partial derivatives, a vector with elements ∂f/∂$k. More specifically, it
denotes such an operation on a function of the baseline parameters $. This notation
is intended to avoid confusion with the operator ∇, operating on the parameters of
the policy θ.
Theorem 4.6. Let D = (S,Y,U , P, ν, r,Mp) be a µPOMDP satisfying Assumption 1. Let
M = (S, P ) be the Markov chain formed by the sequence (Xt)∞0 , and let pi be its stationary
distribution. Let {bY($) : Y → R|$ ∈ Rm} be a parameterized class of baseline functions
satisfying Assumption 2. If the sequence (Xt, Yt, Ut)
∞
0 is generated by D, starting in some
state X0, then with probability one
1
2
∇($)σ2(bY($)) = lim
T→∞
1
T
T∑
t=1
(bY(Yt−1;$)− βbY(Yt;$)− r(Xt))
×
t−1∑
s=0
βt−s−1∇($)bY(Ys;$)(L(Ys, Us))2.
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Proof. From Theorem 4.3 we may write the gradient of the variance as
1
2
∇($)σ2(bY($)) = E
[
(L(Y,U))2∇($)bY(Y ;$)
(
bY(Y ;$)− b∗Y(Y )
)]
. (4.6)
Now, from Theorem 4.1, we have D(y)b∗Y(y) = N (y), and hence
E[(L(Y,U))2∇($)bY(Y ;$)b∗Y(Y )]
= E[∇($)bY(Y ;$)D(Y )b∗Y(Y )]
= E[∇($)bY(Y ;$)N (Y )]
= E
[
(L(Y,U))2∇($)bY(Y ;$)Jβ(W )
]
.
Making this substitution in Equation (4.6) then gives
1
2
∇($)σ2(bY($)) = E
[
(L(Y,U))2∇($)bY(Y ;$) (bY(Y ;$)− Jβ(W ))
]
.
We may rewrite bY(Yt;$) as
bY(Yt;$) = lim
T→∞
(
T−1∑
s=t+1
βs−t−1 (bY(Ys−1;$)− βbY(Ys;$)) + βT bY(YT ;$)
)
;
Assumption 2a ensures that this limit exists, and also that limT→∞ βT bY(YT ;$) = 0.
Such a rewrite then gives us
1
2
∇($)σ2(bY($)) = E
[
(L(Yˆt, Uˆt))
2∇($)bY(Yˆt;$)
×
∞∑
s=t+1
βs−t−1
(
bY(Yˆs−1;$)− βbY(Yˆs;$)− r(Xˆs)
)]
, (4.7)
where the sequence (Xˆt, Yˆt, Uˆt)
∞
0 is generated by D with Xˆ0 distributed according
to pi; the dominated convergence theorem (see Doob 1994, Lebesgue Theorem, page
83), together with Assumption 1b, allows us to swap the limit and expectation in the
definition of Jβ , so that Jβ(Xt+1) = E[limT→∞
∑T
s=t+1 β
t−s−1r(Xs)]. The rest of the
proof is as the proof of Baxter and Bartlett (2001, Theorem 4): we use an ergodicity
result to express the expectation as an average, then show that we can truncate the tail
of the β decaying sum.
Write X˜t to denote the tuple (Xt, Yt, Ut), and let M˜ = (S˜, P˜ ) be the Markov chain
formed by the sequence (X˜t)
∞
0 . M˜ is finite and ergodic, with stationary distribution
p˜ii,y,u = piiνy (i)µu (y). We wish to look at the behaviour of time averages of the func-
tion
f
(
(X˜t)
∞
0
)
def
= (L(Y0, U0))
2∇($)bY(Y0;$)
∞∑
s=1
βs−1 (bY(Ys−1;$)− βbY(Ys;$)− r(Xs)) .
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Specifically, we’d like to show that
lim
T→∞
1
T
T−1∑
t=0
f
(
X˜t, X˜t+1, X˜t+2, . . .
)
= E
[
f
(
W˜0, W˜1, W˜2, . . .
)]
(4.8)
holds with probability one, where the sequence (W˜t)
∞
0 is generated by M˜ with W˜0
distributed according to p˜i.
From Assumptions 1 and 2 we see that f is bounded, and so Corollary B.2 gives
us that Equation (4.8) holds. Hence, Equation (4.7) is almost surely equal to
lim
T→∞
1
T
T−1∑
t=0
(L(Yt, Ut))
2∇($)bY(Yt;$)
∞∑
s=t+1
βs−t−1 (bY(Ys−1;$)− βbY(Ys;$)− r(Xs)) .
If we truncate the inner sum at T , the norm of the error is∥∥∥∥∥ 1T
T−1∑
t=0
(L(Yt, Ut))
2∇($)bY(Yt;$)
∞∑
s=T+1
βs−t−1 (bY(Ys−1;$)− βbY(Ys;$)− r(Xs))
∥∥∥∥∥
=
∥∥∥∥∥ 1T
T−1∑
t=0
(L(Yt, Ut))
2∇($)bY(Yt;$)βT−t
(
bY(YT ;$)−
∞∑
s=T+1
βs−T−1r(Xs)
)∥∥∥∥∥
≤ 1
T
T−1∑
t=0
B2LBdbβ
T−t
(
Bb +
Br
1− β
)
≤ B
2
LBdb
(1− β)T
(
Bb +
Br
1− β
)
,
where we have used Assumptions 1 and 2. This goes to zero as T → ∞, and so we
obtain
1
2
∇($)σ2(bY($)) = lim
T→∞
1
T
T−1∑
t=0
(L(Yt, Ut))
2∇($)bY(Yt;$)
×
T∑
s=t+1
βs−t−1 (bY(Ys−1;$)− βbY(Ys;$)− r(Xs)) ,
and changing the order of summation gives the result.
Theorem 4.6 suggests the use of Algorithm 4.1 to compute the gradient of σ2(bY($))
with respect to the parameters of the baseline function bY($). Theorem 4.6 implies
that, as the number of samples T gets large, the estimate produced by Algorithm 4.1
approaches the true gradient.
Bartlett and Baxter (2002) showed that a variant of the GPOMDP algorithm gives
an estimate that, in finite time and with high probability, is close to ∇βη. A similar
analysis could be performed for the estimate produced by Algorithm 4.1, in particular,
we could replace ∇t = L(Yt, Ut) and Rt = r(Xt) in Bartlett and Baxter (2002) with
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Algorithm 4.1 Compute estimate of gradient of distance to optimal baseline
given:
- a µPOMDP (S,Y,U , P, ν, r,Mp);
- a parameterized class of baseline functions {bY($) : Y → R|$ ∈ Rm};
- a parameter value $;
- an initial distribution over states ρ0 ∈ PS ;
- an approximation parameter β ∈ [0, 1);
- a running time T .
set z0 = 0 (z0 ∈ Rm), ∆0 = 0 (∆0 ∈ RL)
Generate X0 according to ρ0.
Generate Y0 according to ν(X0).
for t = 0, 1, 2, . . . , T − 1 do
Generate Ut according to µ(Yt).
Generate Xt+1 according to PXt(Ut).
Generate Yt+1 according to ν(Xt+1).
zt+1 = βzt +∇($)bY(Yt;$)(L(Yt, Uy))2.
∆t+1 = ∆t +
1
t+1 ((bY(Yt;$)− βbY(Yt+1;$)− r(Xt+1)) zt+1 −∆t) .
end for
∇˜t = (L(Yt, Ut))2∇($)bY(Yt;$) and R˜t = bY(Yt−1;$) − βbY(Yt;$) − r(Xt). Notice
that ∇t and Rt occur in the GPOMDP algorithm to produce an estimate of
E
[
∇t
∞∑
s=t+1
βs−t−1Rs
]
in precisely the same way as ∇˜t and R˜t occur in Algorithm 4.1 to produce an estimate
of
E
[
∇˜t
∞∑
s=t+1
βs−t−1R˜s
]
.
Algorithm 4.2 gives an online version of Algorithm 4.1. The advantage of such an
algorithm is that the baseline may be updated whilst the estimate of the performance
gradient is being calculated. Such a strategy for updates would, however, affect the
convergence of performance gradient estimates (for constant baselines this may be
avoided, see Section 6.2). Simulations in Sections 6.2 and 6.3 using Algorithm 4.2 show
that performing online baseline updates whilst calculating the performance gradient
estimate can give improvements over using the GPOMDP algorithm without a base-
line. In Chapter 8 we will see a convergence result for online policy gradient descent
when using an attenuated version of the online baseline update of Algorithm 4.2.
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Algorithm 4.2 Online version of Algorithm 4.1
given:
- a µPOMDP (S,Y,U , P, ν, r,Mp);
- a parameterized class baseline functions {bY($) : Y → R|$ ∈ Rm};
- an initial parameter value $0;
- an initial distribution over states ρ0 ∈ PS ;
- an approximation parameter β ∈ [0, 1);
- a sequence of step sizes, γt.
Set z0 = 0 (z0 ∈ Rm)
Generate X0 according to ρ0.
Generate Y0 according to ν(X0).
for t=0,1,2. . . do
Generate Ut according to µ(Yt).
Generate Xt+1 according to PXt(Ut).
Generate Yt+1 according to ν(Xt+1).
zt+1 = βzt +∇($)bY(Yt;$t)(L(Yt, Ut))2
$t+1 = $t − γt (bY(Yt;$t)− βbY(Yt+1;$t)− r(Xt+1)) zt+1
end for
Chapter 5
Selecting Value Functions for
Actor-Critic Algorithms
Actor-critic methods combine policy gradient methods with value function approxi-
mation methods. In such methods the policy (or actor) is updated by gradient meth-
ods much as described in Chapter 2 except that, rather than using estimates of the
value of states based on observed rewards, a second learner (the critic) aims to learn
a value function over the states that may then be used in the calculation of the policy
gradient estimate.
Consider the gradient estimate produced by the GPOMDP algorithm, the estimate
∆T , when restricted to the MDP setting, where the state is fully observed. We might
wish to replace the Jt term, the biased and noisy estimate of the discounted value
function Jβ , with a function V : S → R, and hence produce an estimate of ∇βη with
∆VT
def
=
1
T
T−1∑
t=0
L(Xt, Ut)V (Xt+1). (5.1)
The function V could be learnt by some critic, say by TD(λ) (Sutton 1988), and then
the estimate ∆VT could be used to update the policy parameters.
The idea of actor-critic algorithms originated in a paper by Barto et al. (1983) where
they consider a policy gradient algorithm much like OLPOMDP (Algorithm 2.2), with
the parameters of the policy updated by the update equation
θt+1 = θt + γrtet, (5.2)
where γ is a positive step size, rt is the reward received at time t, and et is an eligibility
trace, much like zt of the OLPOMDP algorithm. The eligibility trace attempts to solve
the temporal credit assignment problem (the problem of deciding which past actions
led to the reward rt) by keeping track of which elements of θ played a part in deciding
past actions, leading to the reward rt, as well as in which direction they need to be
altered to reinforce the actions performed. The update of the eligibility trace is given
by
et+1 = δet + (1− δ)ytxt,
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where 0 ≤ δ < 1, xt ∈ {0, 1}n is a vector with an element k assigned to 1 if the
kth element of θ played a role in selecting the action performed at time t, and yt ∈
{+1,−1} is the direction in which the elements of θ should be moved to increase
the likelihood of the action performed at time t. The idea of Barto et al. (1983) is
that we might improve credit assignment by replacing the instantaneous reward rt
with the gain in the predicted reinforcement at time t. Barto et al. (1983) replace rt in
Equation (5.2) by
rˆt = rt + βpt − pt−1,
where pt is a prediction of the rewards that will be seen after time t, and β ∈ [0, 1] is a
discount factor. A second learner, the critic, is used to produce the estimates pt.
In the gradient estimate we consider, the estimate in Equation (5.1), there is no
eligibility trace and we rely on the critic to solve the credit assignment problem (by
supplying an accurate prediction of the rewards that will be seen after performing
some action). This is perhaps like changing the update of Barto et al. (1983), the update
given in Equation (5.2), to
θt+1 = θt + γ(rt+1 + βpt+1)ytxt,
as ytxt is much like L(Xt, Ut), in that they both give an update direction that increases
the probability of producing the action performed, and rt+1 + βpt+1 is much like
V (Xt+1), in that they both give a prediction of the rewards that will be seen after
time t.
Remark 5.1. Consider holding θ fixed and just accumulating the updates of Equation (5.2),
but with rt replaced by rˆt. In particular, consider this accumulation when we set δ = β.
T∑
t=1
γrˆtet = γ
T∑
t=1
rˆt
t−1∑
s=0
βt−s−1(1− β)ysxs
= γ(1− β)
T−1∑
t=0
ytxt
T∑
s=t+1
βt−s−1rˆs
= γ(1− β)
T−1∑
t=0
ytxt
T∑
s=t+1
βt−s−1 (rs + βps − ps−1)
= γ(1− β)
T−1∑
t=0
ytxt
(
T∑
s=t+1
βt−s−1rs + β
T pT − pt
)
≈ γ(1− β)
T−1∑
t=0
ytxt
(
T∑
s=t+1
βt−s−1rs − pt
)
.
As before, think of the terms ytxt as being much like the quantities L(Xt, Ut); they both give an
update direction that increases the probability of producing the action performed. The mechan-
ics of the update then look much like that of the baseline estimates seen in Chapter 4. Indeed,
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by considering the update of pt, as given in the paper of Barto et al. (1983), we find that
E[ytxtpt|r0, x0, y0, . . . , rt−1, xt−1, yt−1] = ptE[ytxt|r0, x0, y0, . . . , rt−1, xt−1, yt−1],
and though the expectation is not zero in this case, as it would be if ytxt was replaced by
L(Xt, Ut), we see that the prediction pt is not correlated with the choice of action, much like
the baselines we consider in Chapter 4. We might therefore think of the critic of Barto et al.
(1983) to be learning a baseline. The values produced by the critics considered in this thesis,
like those of Konda and Tsitsiklis (2000; 2003), Sutton et al. (2000), are correlated with the
choice of action; they have different mechanics to the critic of Barto et al. (1983), but they
follow the same idea of learning better credit assignment.
A similar remark applies to the update of Kimura and Kobayashi (1998a).
In this chapter we look at the estimate ∆VT given in Equation (5.1), in particular,
we look at what constitutes a good choice for the function V . An intuitively appealing
choice would be to choose V to be the discounted value function Jβ (it is unlikely that
Jβ is known, but the critic could aim to learn Jβ , much like the TD critics of Konda and
Tsitsiklis (2000; 2003)). In this case the estimate ∆VT would be an unbiased estimate of
∇βη; an improvement over the estimate produced by the GPOMDP algorithm due to
the noise of the estimate Jt being removed. As such this seems a good choice, but
we may be able to do better, especially in reducing the variance of the estimate ∆VT .
Indeed we will see that in some cases the selection of a function V differing from the
discounted value function can remove all estimation variance, whilst introducing no
bias.
5.1 The Error of the ∆VT Gradient Estimate
In this section we look at the error present in the ∆VT gradient estimate, and conse-
quently a criteria for choosing the function V . Choosing a function V that minimizes
the variance of the ∆VT estimate would allow us to obtain an estimate close to the ex-
pectation of ∆VT in a minimal number of steps. However, we would also like for the
expectation of ∆VT to be close to ∇βη. In general, we would hope for something like
squared error (∆VT −∇βη)2 to be small. If the squared error between ∆VT and ∇βη is
small then we know we are doing well, at least, as well as ∇βη can.
In most cases the random variable (∆VT − ∇βη)2 will not be small for every se-
quence. However, if we ensure that the mean squared error E(∆VT − ∇βη)2 is small,
then the random variable (∆VT − ∇βη)2 will be small with high probability. Indeed,
Markov’s inequality gives us that
Pr
((
∆VT −∇βη
)2 ≥ ) ≤ E
(
∆VT −∇βη
)2

.
Note 5.2. Markov’s inequality asserts that Pr(X ≥ a) ≤ EX/a, for any non-negative ran-
dom variable X and a > 0. This can be seen from EX = Pr(X < a)E[X|X < a] + Pr(X ≥
a)E[X|X ≥ a] ≥ aPr(X ≥ a).
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In the following theorem we see that the mean squared error E(∆VT − ∇βη)2 is
the sum of a variance term and a squared bias term. Indeed it is known that for any
estimate Y , of some unobserved quantity x, the mean squared error is given by
E(Y − x)2 = Var(Y ) + (Bias(Y ))2, (5.3)
where Bias(Y ) = E[Y ] − x. As such, and as we might expect, both the variance and
the bias are important considerations in selecting a function V to give an estimate ∆VT
that is a good estimate of ∇βη.
Remark 5.3. The derivation of Equation (5.3) is fairly straight forward
E(Y − x)2 = E (Y − E[Y ] + Bias(Y ))2
= Var(Y ) + 2Bias(Y )E [Y − E[Y ]] + (Bias(Y ))2
= Var(Y ) + (Bias(Y ))2
We will find it useful to define the function
Gβ(i)
def
= V (i)− Jβ(i),
the difference between the function V and the discounted value function Jβ .
Theorem 5.1. Let D = (S,U , P, r,Mp) be a µMDP satisfying Assumption 1. Let M =
(S, P ) be the Markov chain formed by the sequence (Xt)∞0 , and let pi be its stationary distri-
bution. Let (Xt, Ut, Xt+1)
∞
0 be a sequence generated by D with X0 distributed according to
pi, and let (X,U,W ) be a random variable with probability mass function Pr(X = i, U =
u,W = j) = piiµu(i)pij(u). We have
E
(
∆VT −∇βη
)2
= Var
(
1
T
T−1∑
t=0
L(Xt, Ut)V (Xt+1)
)
+ (E [L(X,U)Gβ(W )])
2 ,
and hence there is an Ω∗, which depends only on M , such that
E
(
∆VT −∇βη
)2 ≤ Ω∗
T
Var (L(X,U)V (W )) + (E [L(X,U)Gβ(W )])
2 .
Furthermore, if the magnitude of V is bounded by BV , then for any 0 <  < e−1 there is a
C ≤ 1 + 50τ(1 + BLBV ) + 8τ ln −1, where τ is the mixing time of M , such that
E
(
∆VT −∇βη
)2 ≤ n + C
T
Var (L(X,U)V (W )) + (E [L(X,U)Gβ(W )])
2 .
Proof. We see from
E
[
1
T
T−1∑
t=0
L(Xt, Ut)V (Xt+1)
]
= E [L(X,U)V (W )] ,
§5.2 On the Bias and the Variance 89
that the bias of ∆VT is given by E [L(X,U)Gβ(W )]. The first part then follows from
Equation (5.3).
The second part follows from Theorem 3.3, which states that we may find an Ω∗
such that
Var
(
1
T
T−1∑
t=0
L(Xt, Ut)V (Xt+1)
)
≤ Ω
∗
T
Var (L(X,U)V (W )) .
For the final part, apply Theorem 3.4 to the first part for each of the n dimensions,
noting that: the magnitude of the maximum magnitude element of L(i, u) (that is,
maxk|Lk(i, u)|, where Lk(i, u) is the kth element of the vector L(i, u)) is no more than
‖L(i, u)‖, and hence at most BL; and the mixing time of the Markov chain formed by
the sequence (Xt, Ut, Xt+1)
∞
0 is at most 1 + τ ≤ 2τ (see Lemma 3.1).
5.2 On the Bias and the Variance
Theorem 5.1 shows that we need to consider both a variance component and a bias
component when looking at the error of the estimate ∆VT —the mean squared error
E(∆VT − ∇βη)2. To calculate the variance component Var(∆VT ) we would require
knowledge of correlations of random variables at distant times; it is unlikely that
much is known about these correlations, and they are relatively difficult to estimate.
So, rather than the mean squared error, which involves the term Var(∆VT ), we instead
consider a quantity that may be used to form a bound on the mean squared error:
Eλ
def
= λVar (L(X,U)V (W )) + (E [L(X,U)Gβ(W )])
2 ,
where λ is a free parameter, and where (X,U,W ) is a random variable with probability
mass function Pr(X = i, U = u,W = j) = piiµu(i)pij(u).
We know from Theorem 5.1 that for particular choices of λ we may use Eλ to form
a bound on the mean squared error E(∆VT − ∇βη)2, for example, the mean squared
error is bounded by n+Eλ for the choice λ = C/T . Such a choice of λ would give us
some guarantee on the quality of any algorithm that attempts to minimize the error
Eλ. Alternatively, we might consider how much effort we want to put into minimizing
the variance, in comparison to the effort we want to put into minimizing the bias,
and set λ accordingly. Though it should be noted that minimizing the variance and
minimizing the bias are not necessarily competing goals.
To see that we may reduce the variance without increasing the bias we consider
the following matrix equation. If H is an n× |S| matrix with its j th column given by∑
i∈S,u∈U pii∇µu(i)pij(u), then the bias due to using V in place of Jβ is given by HGβ,
where we have used Gβ to denote the column vector with elements Gβ(i). If Gβ is in
the right null space of H than this bias is zero. An example of such a Gβ is the constant
vector, with Gβ(i) = c for all i ∈ S. In general, any component of Gβ in the null space
of H does not affect the bias, but may affect the variance component.
Konda and Tsitsiklis (2003; 2000), Sutton et al. (2000) observed that to produce a
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good gradient estimate, in the sense that convergence results may be obtained, we
need only consider a restricted class of functions V, with elements V ∈ V, V : S → R,
such that V spans the range space of H . In this thesis we wish to consider a richer class
of functions (richer than the class of functions V that span the range space of H) for
the purpose of actively reducing the variance of gradient estimates.
Remark 5.4. Konda and Tsitsiklis (2003; 2000) consider selecting a Q function from a pa-
rameterized set of functions {Q(θ,$) : S × U → R|θ ∈ Rn, $ ∈ Rm}, with
Q(i, u; θ,$) =
m∑
k=1
$kφk(i, u; θ),
for some set of functions {φk|k = 1, 2, . . . ,m}. If we write φk(θ) to be a vector in R|S||U|
with elements given by φk(i, u; θ), and write ϕk(θ) to be a vector in R|S||U| with (i, u)th ele-
ment given by the kth element of L(i, u; θ), then provided the span of the vectors {φk(θ)|k =
1, 2, . . . ,m} contains the span of the vectors {ϕk(θ)|k = 1, 2, . . . , n}, there exists a $ ∈ Rm
such that E[L(X,U ; θ)Q(X,U ; θ,$)] = ∇η(θ), where (X,U) is distributed according to the
stationary distribution of the Markov chain formed by the sequence (Xt, Ut)
∞
0 generated by a
µMDP. Konda and Tsitsiklis (2003; 2000) show that for such a parameterized Q function, up-
dated using the average cost temporal difference method of Tsitsiklis and Van Roy (1999), there
is a policy parameter update such that, given appropriate assumptions, lim inf t ‖∇η(θt)‖ = 0
with probability one. They also show that the limit supremum converges to the same value
provided that (θt)
∞
0 is bounded with probability one.
In the next two subsections we will see two examples where V is chosen such that
the bias is zero, but such that the variance is small when compared to the choice of
V = Jβ . The first such example is trivial, but shows that this reduction in variance, in
comparison to the variance of the choice V = Jβ , may reduce the variance to zero.
5.2.1 Zero Variance, Zero Bias Example
A choice of V such that Gβ is a constant vector can be used to construct a trivial
example of how ∆VT can produce an unbiased, zero variance estimate of ∇βη.
Consider a µMDP D = (S,U , P, r,Mp), satisfying Assumption 1, with r(i) = (1 −
β)c for all i ∈ S and some constant c. The discounted value function is then Jβ(i) = c
for all i ∈ S, and consequently
∇βη =
∑
i,u
pii∇µu (i)c = c
∑
i
pii∇
∑
u
µu (i) = 0.
If we choose V such that V (i) = 0 for all i ∈ S , then we have that Gβ = (c, c, . . . , c)′,
which is in the null space of H . We also have that
L(i, u)V (j) = 0, ∀i, u, j.
Hence ∆VT will produce a zero bias, zero variance estimate of∇βη. Note also that if the
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MDP is such that there exists an i, u pair with Pr{Xt = i, Ut = u} > 0 and ∇µu(i) 6=
0, then selecting V = Jβ gives an estimate that, whilst still unbiased, has non-zero
variance. This is as the event {L(Xt, Ut)Jβ(Xt+1) 6= 0} has a non-zero probability of
occurrence.
5.2.2 Minimum Variance Example
We now consider a somewhat less trivial example than that presented in the previous
section.
The transition probabilities for a toy MDP are shown in Figure 5.1. Here action a1
causes the MDP to have a tendency to stay in state s1, and action a2 causes the MDP
to have a tendency to move away from s1 and stay in state s2 and s3. The choice of
reward function is discussed later.
P (a1)
s1
s2s3
0.7
5 0.25
0.75
0.25
0.75
0.
25
P (a2)
s1
s2s3
0.2
5 0.75
0.25
0.75
0.25
0.
75
Figure 5.1: Transition probabilities for a toy 3 state, 2 action Markov decision process
Now consider the resultant µMDP when the single-parameter, state-independent
policy
µa1 =
eθ
eθ + e−θ
, µa2 = 1− µa1 =
e−θ
eθ + e−θ
,
is used. Note that this µMDP satisfies Assumptions 1, provided we select a reward
function satisfying Assumption 1b. For the policy at θ = 0 we have µa1 = µa2 = 0.5,
and
∇µa1 = 0.5 and ∇µa2 = −0.5.
The transition matrix and stationary distribution of the Markov chain M = (S, P )
formed by the sequence (Xt)
∞
0 generated by the µMDP are
P =

 0.5 0.5 00 0.5 0.5
0.5 0 0.5

 and pi =

 1/31/3
1/3

 ,
respectively.
In this case the 1 × 3 matrix H = (1/6,−1/6, 0), and the right null space of H is
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{α1v1 + α2v2|α1, α2 ∈ R}, where
v1 =

 11
0

 and v2 =

 00
1

 .
Any function of the form V = Jβ + α1v1 + α2v2 will produce an unbiased estimate of
∇βη. In this case we have that, writing r for the vector with elements ri = r(si),
Jβ = (I − βP )−1 r = 2
(2− β)3 − β3

 (2− β)2 β(2− β) β2β2 (2− β)2 β(2− β)
β(2− β) β2 (2− β)2



 r1r2
r3

 .
If we select β = 0.9 this becomes
J0.9 =
1
0.301

 1.21 0.99 0.810.81 1.21 0.99
0.99 0.81 1.21



 r1r2
r3

 = 1
0.301

 1.21r1 + 0.99r2 + 0.81r30.81r1 + 1.21r2 + 0.99r3
0.99r1 + 0.81r2 + 1.21r3

 .
If we had r = (1/10, 2/11, 0)′ then we would again have J0.9 (being (1, 1, 81/99)′ ) in
the right null space of H, and we could again choose V = 0 to obtain a zero bias, zero
variance estimate of ∇βη. Consider instead the reward function
r(i) =
{
4.515 if i = s1,
0 otherwise,
so that J0.9 = (18.15, 12.15, 14.85)′ and ∇0.9η = 1. We now have
Var (L(X,U)J0.9(W )) = E (L(X,U)J0.9(W ))
2 − (E [L(X,U)J0.9(W )])2
= E (J0.9(W ))
2 − 1
= pi′

 18.15212.152
14.852

− 1
= 231.5225,
where (X,U,W ) is a random variable with probability mass function Pr(X = i, U =
u,W = j) = piiµu(i)pij(u). The second line is obtained from |L(i, u)| = 1 and ∇0.9η =
1. If we choose α1 = −15.15 and α2 = −14.85 then, for the function V = Jβ + α1v1 +
α2v2, we have
Var (L(X,U)V (W )) = E (L(X,U)V (W ))2 − (E [L(X,U)V (W )])2
= pi′

 (18.15 − 15.15)2(12.15 − 15.15)2
0

− 1
= 5;
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a significant reduction in variance, with no additional bias.
5.3 Algorithms for Learning Value Functions
In Section 4.3 a gradient descent approach for minimizing a variance bound on policy
gradient estimates using baselines (that is, on the estimate ∆(+S)T (bY)) was discussed.
It was seen that, for a parameterized class of baselines, an algorithm could be con-
structed to estimate the gradient, with respect to the baseline parameters, of the vari-
ance of a single sample policy gradient estimate. Finding the baseline that achieves
the associated local minimum in turn minimizes the bound on the variance of the esti-
mate ∆(+S)T (bY). A similar approach could be considered for selecting a value function
V .
Given a µMDP and a parameterized class of functions,
{V ($) : S → R|$ ∈ Rm} ,
we wish to choose a function from this class that will minimize the resulting mean
squared error of our ∆VT gradient estimate. Theorem 5.1 suggests minimizing the
following quantity:
Eλ = λVar (L(X,U)V (W ;$)) + (E [L(X,U)Gβ(W ;$)])
2 ,
where λ is a free parameter, and where (X,U,W ) is a random variable with probability
mass function Pr (X = i, U = u,W = j) = piiµu(i)pij(u). Theorem 5.1 would suggest
setting λ to Ω∗/T , or setting λ to C/T , for some acceptable error margin n. Though to
determine either of these λ values would require knowledge of the mixing properties
of the Markov chain formed by the sequence (Xt)
∞
0 generated by the µMDP.
We can compute the gradient with respect to $ of the quantity Eλ. Writing∇$ for
the operator that takes a function f : Rm → R to a vector of its partial derivatives, a
vector with elements ∂f/∂$k, we have
∇$ 1
2
Eλ = ∇$ 1
2
(
λVar (L(X,U)V (W ;$)) + (E [L(X,U)Gβ(W ;$)])
2
)
=
1
2
(
λ∇$E
[
(L(X,U)V (W ;$))2
]
− λ∇$ (E [L(X,U)V (W ;$)])2
+∇$ (E [L(X,U)Gβ(W ;$)])2
)
= λE
[
(L(X,U)V (W ;$))′
(
L(X,U) (∇$V (W ;$))′
)]
− λ (E [L(X,U)V (W ;$)])′ (E [L(X,U) (∇$V (W ;$))′])
− (E [L(X,U)Gβ(W ;$)])′
(
E
[
L(X,U) (∇$V (W ;$))′
])
. (5.4)
This gradient can be used to find a local minimum of Eλ. Though it most likely would
not be possible to calculate this gradient, it is possible to estimate this gradient from
a sequence generated by the µMDP. We need the following assumption on the set of
functions {V ($)|$ ∈ Rm}.
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Assumption 3. For the set of functions {V ($) : S → R|$ ∈ Rm}:
a. for all $ ∈ Rm there is a bound BV < ∞ such that |V (i;$)| ≤ BV for all i ∈ S ;
b. for all $ ∈ Rm the vector of partial derivatives ∇$V (i;$) exists, and there is a bound
BdV < ∞ such that ‖∇$V (i;$)‖ ≤ BdV for all i ∈ S .
Algorithm 5.1 gives an estimate of Equation (5.4) from a sequence generated by
the µMDP; constructing this estimate from the following four estimations:
∆AS =
1
S
S−1∑
s=0
(L(Xs, Us)V (Xs+1;$))
′ (L(Xs, Us) (∇$V (Xs+1;$))′) ∈ R1×m;
∆BS =
1
S
S−1∑
s=0
L(Xs, Us)V (Xs+1;$) ∈ Rn;
∆CS =
1
S
S−1∑
s=0
(r(Xs+1) + βV (Xs+2;$)− V (Xs+1;$)) zs+1 ∈ Rn;
∆DS =
1
S
S−1∑
s=0
L(Xs, Us) (∇$V (Xs+1;$))′ ∈ Rn×m,
where z0 = 0 and zs+1 = βzs + L(Xs, Us). The estimate of the gradient is then given
by
∆S =
(
λ∆AS − λ∆B′S∆DS −∆C ′S∆DS
)′
.
Notice that ∆AS,∆BS , and ∆DS are sample averages estimating the ex-
pectations E[(L(X,U)V (W ;$))′(L(X,U)(∇$V (W ;$))′)], E[L(X,U)V (W ;$)], and
E[L(X,U)(∇$V (W ;$))′] in Equation (5.4), respectively. We see from Theorem 3.3
and Corollary 3.5 that, for a sequence starting with X0 distributed according to pi, the
variances of these estimates are O(ln(S)/S), giving swift convergence, in probability,
to their associated expectations. Furthermore, from Corollary B.2 we see that these
sample averages converge almost surely to their associated expectations also, regard-
less of the initial distribution. This supposes that Assumption 1 and Assumption 3
both hold.
By noting the similarity between the expectation in Equation (4.7) and the expec-
tation estimated by ∆CS , we see that the ergodicity and truncation arguments of The-
orem 4.6, and the convergence discussion following, also hold for the ∆CS estimate.
Under Assumptions 1 and 3, Corollary B.2 shows that the sample average
1
S
S−1∑
t=0
L(Xt, Ut)
∞∑
s=t+1
βs−t−1 (r(Xs) + βV (Xs+1;$)− V (Xs;$)) (5.5)
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Algorithm 5.1 Compute estimate of ∇$Eλ/2
given:
- a µMDP (S,U , P, r,Mp);
- a parameterized class of functions {V ($) : S → R|$ ∈ Rm};
- a parameter value $;
- an initial distribution over states ρ0 ∈ PS ;
- an approximation parameter β ∈ [0, 1), and parameter λ;
- a running time S.
Set z0 = 0 (z0 ∈ Rn), ∆A0 = 0 (∆A0 ∈ Rm), ∆B0 = 0 (∆B0 ∈ Rn), ∆C0 = 0
(∆C0 ∈ Rn) and ∆D0 = 0 (∆D0 ∈ Rn×m).
Generate X0 according to ρ0.
Generate U0 according to µ(X0; θ).
Generate X1 according to PX0(U0).
for s = 0, 1, 2, . . . , S − 1 do
Generate Us+1 according to µ(Xs+1; θ).
Generate Xs+2 according to PXs+1(Us+1).
zs+1 = βzs + L(Xs, Us).
∆As+1 = ∆As+
1
s+1
(
(L(Xs, Us)V (Xs+1;$))
′ (L(Xs, Us) (∇$V (Xs+1;$))′)−∆As).
∆Bs+1 = ∆Bs +
1
s+1 (L(Xs, Us)V (Xs+1;$)−∆Bs).
∆Cs+1 = ∆Cs +
1
s+1 ((r(Xs+1) + βV (Xs+2;$)− V (Xs+1;$)) zs+1 −∆Cs).
∆Ds+1 = ∆Ds +
1
s+1
(
L(Xs, Us) (∇$V (Xs+1;$))′ −∆Ds
)
.
end for
∆S = (λ∆AS − λ∆B′S∆DS −∆C ′S∆DS)′.
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converges almost surely to E [L(X,U)Gβ(W ;$)] . The truncated estimate
1
S
S−1∑
t=0
L(Xt, Ut)
S∑
s=t+1
βs−t−1 (r(Xs) + βV (Xs+1;$)− V (Xs;$))
is just a rearrangement of ∆CS , and hence ∆CS differs from the average in Equa-
tion (5.5) by no more than
∥∥∥∥∥ 1S
S−1∑
t=0
L(Xt, Ut)
∞∑
s=S+1
βs−t−1 (r(Xs) + βV (Xs+1;$)− V (Xs;$))
∥∥∥∥∥
≤ BL(Br + 2BV ) 1
S
S−1∑
t=0
∞∑
s=S+1
βs−t−1
≤ BL(Br + 2BV )
S(1− β)
S−1∑
t=0
βS−t
≤ BL(Br + 2BV )β
S(1− β)2 .
So this difference approaches zero as S approaches infinity, and hence ∆CS almost
surely converges to E[L(X,U)Gβ(W ;$)].
An online implementation is complicated by the multiplication of expectations.
The online algorithm (Algorithm 5.2) uses a decaying window of time in the calcula-
tion of the expectations. The decay has the effect of forgetting older samples, using
older values of $, in favour of newer samples.
Consider estimating the expectation of f : S → [−c, c] from a sequence generated
by the finite ergodic Markov chain M = (S, P ) using
FT
def
= (1− α)
T−1∑
t=0
αT−t−1f(Xt). (5.6)
This is much like the use of (1 − α)∆BT to estimate E[L(X,U)V (W ;$T )] in Algo-
rithm 5.2, and we may say something similar for ∆AT and ∆DT . The difference,
however, is that the parameter $ of the value function V changes at each iteration.
This change can be controlled by choice of sequence (γt)
∞
0 . Suppose the sequence
(γt)
∞
0 is chosen such that the change in $ is small (eventually), and hence such that
(1− α)∆BT is much like the estimate in Equation (5.6).
Theorem 5.2. Let M = (S, P ) be a finite ergodic Markov chain, and let pi be its stationary
distribution. Let τ be the mixing time of M . Let X ∈ S be a random variable drawn from the
distribution pi. For a function f : S → [−c, c], if FT is defined as in Equation (5.6) then we
have that for any 0 <  < 4c and δ > 0 there is a T,δ large enough such that for all T ≥ T,δ
Pr (|FT − Ef(X)| ≥ ) ≤ δ + τ exp
( −2
8c2(1− α)
)
h(, α), (5.7)
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Algorithm 5.2 Online version of Algorithm 5.1
given:
- a µMDP (S,U , P, r,Mp);
- a parameterized class of functions {V ($) : S → R|$ ∈ Rm};
- an initial parameter value $0;
- an initial distribution over states ρ0 ∈ PS ;
- an approximation parameter β ∈ [0, 1), and parameter λ;
- a decay rate α ∈ [0, 1) and a sequence of step sizes (γs)∞0 .
Set z0 = 0 (z0 ∈ Rn), ∆A0 = 0 (∆A0 ∈ Rm), ∆B0 = 0 (∆B0 ∈ Rn), ∆C0 = 0
(∆C0 ∈ Rn) and ∆D0 = 0 (∆D0 ∈ Rn×m).
Generate X0 according to ρ0.
Generate U0 according to µ(X0; θ).
Generate X1 according to PX0(U0).
for s = 0, 1, 2, . . . do
$s+1 = $s−γs
((
1−α
1−αs+1
)
λ∆As −
(
1−α
1−αs+1
)2
λ∆B′s∆Ds −
(
1−α
1−αs+1
)2
∆C ′s∆Ds
)′
.
Generate Us+1 according to µ(Xs+1; θ).
Generate Xs+2 according to PXs+1(Us+1).
zs+1 = βzs + L(Xs, Us).
∆As+1 = α∆As + (L(Xs, Us)V (Xs+1;$s))
′ (L(Xs, Us) (∇$V (Xs+1;$s))′).
∆Bs+1 = α∆Bs + L(Xs, Us)V (Xs+1;$s).
∆Cs+1 = α∆Cs + (r(Xs+1) + βV (Xs+2;$s)− V (Xs+1;$s)) zs+1.
∆Ds+1 = α∆Ds + L(Xs, Us) (∇$V (Xs+1;$s))′.
end for
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where
h(, α)
def
= max
{
3, 5− 2 ln
(
τ exp
( −2
8c2(1− α)
))
+ 2 ln ln
4c

− 2 ln lnα−1
}
.
Theorem 5.2 gives us some intuition behind the estimate ∆F and the effect of our
choice of decay rate α. Ignoring the term h(, α), which has the effect of slowing the
exponential rate, we see from Equation (5.7) that if (1 − α) is small compared to 2
then, given a large enough T , FT produces an estimate within  of Ef(X) with high
probability. We correspondingly say something similar of our estimates (1 − α)∆AT ,
(1−α)∆BT , and (1−α)∆DT . The estimate (1−α)∆CT is further complicated by the
eligibility trace terms: zs, for 0 ≤ s ≤ T .
Though this analysis does not assure us of any sort of convergence, we have re-
ceived a sense of the effect of a particular choice for decay rate α. There is an inherent
level of noise in an estimate like FT , even for large T , which is determined by how far
α is from one. This noise disappears as we choose α closer to one.
Proof of Theorem 5.2. To show that Equation (5.7) holds an analysis similar to that of
Bartlett and Baxter (2002) can be used. Consider first a delayed version of FT ,
FT,k
def
= (1− α)
T−1∑
t=0
αT−t−1f(Xt+k),
and a similar, independent version F (ind)T,k constructed the same way but with the se-
quence (Xt)
∞
0 replaced by the sequence (Wt)
∞
0 , a sequence of independent random
variables distributed according to pi. We have
FT+k = (1 − α)
k−1∑
t=0
αT+k−t−1f(Xt) + FT,k,
and hence for any  > 0
Pr (|FT+k − Ef(X)| ≥ ) ≤ Pr
(∣∣∣FT,k − EF (ind)T,k ∣∣∣ ≥ − 2cαT) (5.8)
as
|FT+k − Ef(X)| =
∣∣∣∣∣FT,k − EF (ind)T,k + (1− α)
k−1∑
t=0
αT+k−t−1f(Xt)
+ EF
(ind)
T,k − Ef(X)
∣∣∣
≤
∣∣∣FT,k − EF (ind)T,k ∣∣∣+ (1− α)
k−1∑
t=0
αT+k−t−1c
+
(
1− (1− α)
T−1∑
t=0
αT−t−1
)
c
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=
∣∣∣FT,k − EF (ind)T,k ∣∣∣+ αT (1− αk)c + αT c.
Now, given positive integers m,n, k we can rearrange Fnm,k into a convex combi-
nation of terms:
Fnm,k =
m−1∑
s=0
(1− α)αm−s−1
1− αm Fn,m,k(s),
where
Fn,m,k(s)
def
= (1− αm)
n−1∑
t=0
αm(n−t−1)f(Xmt+s+k).
Similarly for F (ind)nm,k with similarly defined terms F
(ind)
n,m,k(s). Now as |Fnm,k − EF (ind)nm,k|
lies in the convex hull of the set {|Fn,m,k(s) − EF (ind)n,m,k(s)|s = 0, 1, 2, . . . ,m − 1}, if the
event {|Fnm,k − EF (ind)nm,k | ≥ } occurs, then we must have that the event {|Fn,m,k(s) −
EF
(ind)
n,m,k(s)| ≥ } occurs for some s. Consequently, from the union bound, we obtain
Pr
(∣∣∣Fnm,k − EF (ind)nm,k∣∣∣ ≥ ) ≤
m−1∑
s=0
Pr
(∣∣∣Fn,m,k(s)− EF (ind)n,m,k(s)∣∣∣ ≥ ) . (5.9)
Furthermore, from Bartlett and Baxter (2002, Lemma 9) we have that, for each s,
Pr
(∣∣∣Fn,m,k(s)− EF (ind)n,m,k(s)∣∣∣ ≥ ) ≤ Pr(∣∣∣F (ind)n,m,k(s)− EF (ind)n,m,k(s)∣∣∣ ≥ )
+
1
2
e−b(k+s)/τc +
n− 1
2
e−bm/τc. (5.10)
The first term on the right-hand side of Equation (5.10) is the probability of di-
vergence of a sum of independent random variables from its expectation, for which
Hoeffding’s inequality (Hoeffding 1963, Theorem 2) gives
Pr
(∣∣∣F (ind)n,m,k(s)− EF (ind)n,m,k(s)∣∣∣ ≥ ) ≤ 2 exp
(
−22∑n−1
l=0 ((1− α)αl2c)2
)
= 2 exp
( −2(1− α2)
2c2(1− α)2(1− α2n)
)
≤ 2 exp
( −2
2c2(1− α)
)
. (5.11)
Combining Equations (5.8), (5.9), (5.10), and (5.11) gives
Pr (|Fnm+k − Ef(X)| ≥ ) ≤ 2m exp
(
− (− 2cαnm)2
2c2(1− α)
)
+ me−bk/τc + (n− 1)me−bm/τc. (5.12)
For a large enough T we can find n,m, k, with T = nm + k, such that right-hand side
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of Equation (5.12) is bounded above by the right-hand side of Equation (5.7). We will
now proceed to show how to find such n,m, k.
Consider the following choice of n in Equation (5.12):
n =
⌈
ln (/(4c))
m lnα
⌉
.
As  is less than 4c, this quantity is a positive integer, of value at least one. With this
choice of n we have − 2cαmn ≥ /2, and hence, assuming for now that k is such that
m exp(−bk/τc) ≤ δ, the right-hand side of Equation (5.12) is at most
δ + 2m exp
( −
8c2(1− α)
)
+
ln(/(4c))
lnα
e−bm/τc. (5.13)
Write a = ln(/(4c))/ ln α and b = exp(−2/(8c2(1−α))). Suppose first that a ≤ τb,
and consider the choice m = 1. In this case Equation (5.13) is no more than
δ + 3τ exp
( −
8c2(1− α)
)
. (5.14)
Now suppose that a > τb, and consider the choice m = dτ ln(a/(τb))e. In this case
Equation (5.13) is no more than
δ + 2
⌈
τ ln
( a
τb
)⌉
b + a exp
(
−
⌊dτ ln(a/(τb))e
τ
⌋)
≤ δ + 2τb (1− ln(τb) + ln a) + a exp
(
1− ln a
τb
)
= δ + 2τb (1− ln(τb) + ln a) + eτb
≤ δ + τ exp
( −
8c2(1− α)
)(
5− 2 ln
(
τ exp
( −
8c2(1− α)
))
+ 2 ln
ln(/(4c))
lnα
)
(5.15)
Taking the maximum of Equation (5.14) and Equation (5.15) gives Equation (5.7).
Lastly, writing m¯ = max{1, dτ ln(a/(τb))e}, if we define T,δ by
T,δ
def
=
⌈ a
m¯
⌉
m¯ + max
{
1, τ
⌈
ln
c
δ
⌉}
,
then for T ≥ T,δ we may choose m = m¯, n = da/me, and k = T − nm so that
T = nm + k. This choice of m and k gives
m exp
(
−
⌊
k
τ
⌋)
≤ m exp
(
−
⌊
T,δ − nm
τ
⌋)
≤ m exp
(
−
⌊⌈
ln
m
δ
⌉⌋)
≤ δ,
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and thus completes the proof.
5.3.1 Minimizing Bias Error
It was discussed before that Theorem 5.1 would suggest a choice of λ = Ω∗/T , or λ =
C/T , in Algorithm 5.1, where T is the number of steps to be used in estimating the
gradient approximation∇βη. As the number of steps T becomes large these suggested
choices for λ approach zero, and the associated values of Eλ become proportional to
the square of the bias error,
E0 = (E [L(X,U)Gβ(W ;$)])
2 ,
where the random variable (X,U,W ) has probability mass function Pr(X = i, U =
u,W = j) = piiµu(i)pij(u). The gradient of this quantity, with respect to the parame-
ters of the value function, can be computed using Algorithm 5.1, with λ = 0. In this
case, only ∆CS and ∆DS need to be computed.
5.3.2 Minimizing Sample Error
A more restrictive approach is to minimize the error seen at each sample,
R = E (L(X,U)Gβ(W ;$))
2 ,
where the random variable (X,U,W ) has probability mass function Pr(X = i, U =
u,W = j) = piiµu(i)pij(u). This approach directly drives V towards Jβ and as such
does not aim for a reduction in estimation variance. It produces an algorithm that is
very similar to TD(1) (Sutton 1988), but has the benefit that the relative magnitude of
the gradient with respect to the policy parameters is taken into account. In this way,
more attention is devoted to accuracy in regions of the state space where the gradient
is relatively large.
For the parameterized class of value functions, {V ($) : S → R|$ ∈ Rm} , we can
determine the gradient of this quantity:
∇$ 1
2
R = ∇$ 1
2
E (L(X,U)Gβ(W ))
2
= −E
[(
L(X,U) (∇$V (W ;$))′
)′
(L(X,U)Gβ(W ;$))
]
= −E
[
(L(X,U))2∇$V (W ;$)Gβ(W ;$)
]
.
If the value function satisfies Assumption 3, that is, if the value function is bounded
and has a bounded first derivative, the gradient ∇$R/2 may be estimated from a
sequence generated by a µMDP; we can use the estimate
∆RS =
1
S
S∑
s=1
(r(Xs) + βV (Xs+1;$)− V (Xs;$)) zs,
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where z0 = 0, and zs+1 = βzs + (L(Xs, Us))
2∇$V (Xs+1;$). The ergodicity and trun-
cation argument, showing that ∆RS almost surely converges to ∇$R/2, is the same
as that in the proof of Theorem 4.6.
Chapter 6
Experiments
This chapter describes some simulation experiments performed whilst investigating
the selection of baselines and value functions.
Section 6.1 describes an experiment on a simple three state MDP where many
quantities, such as the optimum baseline, can be calculated. This allows a direct com-
parison of the performance when using the optimal baselines discussed in Chapter 4
with the performance when using the expected value function as a baseline, and with
the performance of the GPOMDP algorithm. The algorithms were altered to use a pre-
calculated value function Jβ rather than an estimate Jt. This allows us to more clearly
see the benefit of learning a value function that aims to reduce estimate variance in
addition to estimate bias.
Section 6.2 describes an experiment using the same simple three state MDP as
Section 6.1. This experiment shows the performance of the estimate when using a
baseline and the estimate when using a value function when the baseline, and value
function, are learnt whilst calculating the respective gradient estimates.
Section 6.3 describes an experiment on a larger, target tracking problem. The per-
formance of gradient estimates when using a number of different baselines are com-
pared at various stages of learning the target tracking problem.
6.1 Three State MDP
This section describes an experiment comparing choices of gradient estimates for a
simple three state µMDP. We use the three state µMDP as described in Baxter et al.
(2001). There are three states S = {1, 2, 3}, two actions U = {a1, a2}, and four param-
eters θ ∈ R4. The transition matrices are
P (a1) =

 0.0 0.8 0.20.8 0.0 0.2
0.0 0.8 0.2

 P (a2) =

 0.0 0.2 0.80.2 0.0 0.8
0.0 0.2 0.8

 ,
and the reward function is
r(i) =
{
1 if i = 3,
0 otherwise.
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The policy is constructed as follows: there are two functions φ1, φ2 : S → R with
φ1(1) =
12
18 ,
φ1(2) =
6
18 ,
φ1(3) =
5
18 ,
φ2(1) =
6
18 ,
φ2(2) =
12
18 ,
φ2(3) =
5
18 ,
and functions s1, s2 : S × Rn → R defined by
s1(i; θ)
def
= θ1φ1(i) + θ2φ2(i),
s2(i; θ)
def
= θ3φ1(i) + θ4φ2(i);
the policy is then given by
µa1(i; θ) =
es1(i;θ)
es1(i;θ) + es2(i;θ)
, µa2(i; θ) = 1− µa1(i; θ) =
es2(i;θ)
es1(i;θ) + es2(i;θ)
.
The experiment looked at gradient estimates for the policy at the parameter setting
θ = (1, 1,−1,−1)′ .
In the experiment the gradient ∇η was compared to the gradient estimates pro-
duced with a variety of schemes:
- the GPOMDP algorithm;
- the estimate ∆(+0)T (b) with a constant baseline set to EJβ(X), where X is a ran-
dom state variable distributed according to pi, the stationary distribution of the
Markov chain formed by the sequence (Xt)
∞
0 generated by the µMDP;
- the estimate ∆(+0)T (b) with the optimum constant baseline, described in Theo-
rem 4.4;
- the estimate ∆(+0)T (bY) with the optimum baseline function, described in Theo-
rem 4.1; and
- the estimate ∆VT with a value function that was trained using Algorithm 5.1 with
the free parameter λ set to 0.001.
The value function had a distinct parameter for each state, all initially set to zero.
Because of the µMDP’s simplicity, a number of quantities can be computed explic-
itly, including the true gradient∇η, the discounted value function Jβ , the expectation
of the discounted value function EJβ(X), the optimal baseline b∗Y , and the optimal
constant baseline b∗. All algorithms (estimates) used in the experiments were altered
such that Jβ estimates (that is, the estimates formed from a discounted sum of future
rewards) were replaced by the precomputed discounted value function; such a change
having no effect on the estimate ∆VT . The data was produced using 500 independent
runs, and the approximation parameter β was set to a value of 0.95.
Figures 6.1 and 6.2 plot the mean and standard deviation (respectively) of the rel-
ative norm difference of the gradient estimate from ∇η, as a function of the number
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of time steps. The relative norm difference of a gradient estimate ∆ from the true
gradient ∇η is given by
‖∆−∇η‖
‖∇η‖ .
From Figures 6.1 and 6.2 we see that the variants of the GPOMDP algorithm give
significant variance reductions over the GPOMDP algorithm. We also see that the
optimum baseline gives better performance than the use of the expectation of the
discounted value function as a baseline. For this µMDP, the performance difference
between the optimum baseline and the optimum constant baseline is small; the opti-
mum baseline of this system, b∗Y = (6.35254, 6.35254, 6.26938)
′ , is close to a constant
function. The optimum constant baseline is b∗ = 6.33837.
The asymptotic error of the gradient estimate ∆VT is non-zero, as Figure 6.1 shows,
which is due to the value of λ being fixed when training the value function. How-
ever, the expected error of the estimate ∆VT remains smaller than that of the estimate
given by the GPOMDP algorithm for all but very large values of T , and the standard
deviation is always smaller.
6.2 Online Training
Instead of precomputing the optimum baseline, and pretraining the value function,
they could be learned online, whilst estimating ∇βη. Figures 6.3 and 6.4 show ex-
periments on the same three state µMDP as in Section 6.1, but here the baseline and
value function were learned online, using Algorithm 4.2 and Algorithm 5.2 respec-
tively. GPOMDP and baseline plots were produced using 500 independent runs, the
value function plots were produced using 1000 independent runs. The approximation
parameter β was set to a value of 0.95, and the online training step size γt was set to
1/ln(1 + t). For the value function, the free parameter λ was set to 0.01 and the decay
rate α was set to 0.99. The baseline and the value function had a parameter for each
state and were initially set to zero.
From Figures 6.3 and 6.4 we see that using the online baseline algorithm to learn
a baseline for the gradient estimate gives a significant improvement over using the
GPOMDP algorithm without a baseline. Looking at the error when using the online
value function algorithm to learn a value function for the gradient estimate, we see a
performance increase over using the GPOMDP algorithm for all but large values of T .
Note that the baseline, when trained online, is non-stationary, and the gradient
estimate becomes
∆ =
1
T
T−1∑
t=0
L(Yt, Ut)
(
T∑
s=t+1
βs−t−1r(Xs)− bt(Yt)
)
.
The non-stationarity of the baseline could cause an additional bias in the estimate,
though we can see from Figures 6.3 and 6.4 that, at least in this case, this additional
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Figure 6.1: The mean of the relative norm difference between ∇η and: the estimate produced
by the GPOMDP algorithm (GPOMDP-Jβ); the estimate when using the expected discounted
value function as a baseline (BL-EJβ); the estimate when using the optimum baseline (BL-b∗Y);
the estimate when using the optimal constant baseline (BL-b∗); and the estimate when using
a pretrained value function (VF-pretrained). In all cases the explicitly calculated discounted
value function Jβ was used in place of the estimates Jt (except, of course, for the pretrained
value function case, where the value function V is used in place of the estimates Jt.)
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Figure 6.2: The standard deviation of the relative norm difference between ∇η and the esti-
mates produced (see Figure 6.1 for an explanation of the key).
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bias is small. The estimate that we actually use is
∆ =
1
T
T∑
t=1
zt (r(Xt)− (bt−1(Yt−1)− βbt−1(Yt))) ,
where zt, the eligibility trace, is
z0 = 0, zt+1 = βzt + L(Yt, Ut).
One might argue that this additionally correlates our baseline with any errors due to
the truncation of the sum of discounted future rewards (the truncation of Jt in com-
parison to J (∞)t ). This should make little difference, except for small T ; we have seen
that, for the modified estimate ∆(+S)T (bY), any influence this error has is exponentially
decreasing.
Note that for any constant baseline we need not worry about non-stationarity, as
T∑
t=1
zt (bT − βbT ) =
(
T∑
t=1
zt
)
(1− β)bT ,
so by additionally keeping track of ΣT =
∑T
t=1 zt we have the estimate, at time T ,
1
T
T∑
t=1
zt (r(Xt)− (bT − βbT )) = 1
T
T∑
t=1
ztr(Xt)− 1
T
ΣT (1− β)bT ,
which is an unbiased estimate of ∇βη; again, treating the error of this estimate that is
due to the truncation of the discounted sum of future rewards as negligible.
6.3 Locating a Target
This experiment deals with the task of training a puck to locate a target within a
bounded region of a plane. The puck had unit mass, 0.05 unit radius, and was con-
trolled by applying a 5 unit force in either the positive or negative x direction and
either the positive or negative y direction. The puck moved within a 5 × 5 unit area
with elastic walls and a coefficient of friction of 0.0005; gravity being set to 9.8 units
per second per second. The simulator worked at a granularity of 1/100 of a second
with controller updates at every 1/20 of a second. The distance between the puck and
the target location was given as a reward at each update time. Every 30 seconds this
target and the puck was set to a random location, and the puck’s x and y velocities set
randomly in the range [−10, 10] units per second.
The puck policy was determined by a neural network with 7 inputs, no hidden
layer, and 4 outputs; the outputs computing a tanh squashing function. The inputs to
the controller were: the x and y location of the puck, scaled to be in [−1, 1]; the x and y
location of the puck relative to the target, scaled by the dimension sizes; the velocity of
the puck, scaled such that a speed of 10 units per second was mapped to a value of 1;
108 Experiments
VF-online
BL-online
GPOMDP
Online—Mean Error
T
R
el
at
iv
e
N
or
m
D
iff
er
en
ce
1e+071e+06100000100001000100101
1
0.8
0.6
0.4
0.2
0
Figure 6.3: The mean of the relative norm difference between ∇η and: the estimate produced
by the GPOMDP algorithm (GPOMDP); the estimate when using a baseline trained online
(BL-online); and the estimate when using a value function trained online (VF-online).
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Figure 6.4: The standard deviation of the relative norm difference between ∇η and the esti-
mates produced (see Figure 6.3 for an explanation of the key).
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and a constant input of 1 to supply an offset. The outputs of the neural network gave
a weighting, ξi ∈ (0, 1), to each of the (x, y) thrust combinations: (−5,−5); (−5, 5);
(5,−5); and (5, 5). So, collating the 7 inputs in the vector v, we have
ξi = sqsh
(
7∑
k=1
θi,kvk
)
, i ∈ {1, 2, 3, 4},
where θ is a vector of 28 elements, an element, θi,k, for each i, k pair, and the squashing
function is sqsh(x) = (1 + tanh(x))/2. The probability of the ith thrust combination is
then given by
µi (v, θ) =
ξi∑4
j=1 ξj
,
where actions have been labelled with the associated thrust combination.
The puck was first trained using stochastic conjugate gradient ascent (see Baxter
et al. (2001) for a description of the stochastic conjugate gradient algorithm used),
with the GPOMDP algorithm (with T = 108) being used to estimate the gradient. The
parameters of the policy were recorded at 28 points along the training curve: at the
initial parameter setting (θ = 0); and at each change in line search direction. Results
for 4 of the 28 points are shown in Figure 6.5. The results show the mean, over 100
independent trials, of the relative norm difference between an estimate of ∇βη and
gradient estimates when using a range of different baselines, all learned online (with
step sizes γt = 1/ ln(1 + t)) and initially set to zero. The second order baseline was a
second order polynomial of the inputs, that is, again collating the inputs in the vector
v,
b (v, ω) = ω0,0 +
7∑
k=1
ωk,0vk +
7∑
k=1
7∑
l=k
ωk,lvkvl,
where ω is a vector of 32 elements, with an element, ωk,l, for each second order term
vkvl, an additional element, ωk,0, for each first order term vk, and one additional ele-
ment, ω0,0, for the constant term. The estimate of∇βη was produced by averaging the
unbiased ∇βη estimates at T = 223; an average over 400 samples.
Figure 6.5 shows that each baseline method performed better than the GPOMDP
algorithm, with the second order baseline performing the best of these. The esti-
mated average reward and the estimated optimal constant baseline performed al-
most equally, and both performed better than the online constant baseline in this
case. That the two estimation methods performed almost equally would suggest
that, in this case, the random variables (L(Y,U))2 and Jβ(W ) are close to indepen-
dent. It might be that for most policies, or at least policies at the θ values we tested,
‖EJβ(X)‖  ‖Jβ(X)− EJβ(X)‖, since this implies
E
[
(L(Y,U))2 Jβ(W )
]
= E (L(Y,U))2 EJβ(X) + E
[
(L(Y,U))2 (Jβ(W )− EJβ(X))
]
≈ E (L(Y,U))2 EJβ(X).
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Figure 6.5: Each plot shows the mean, produced using 100 independent runs, of the relative
norm difference between ∇βη and: the estimate using no baseline (  ); the estimate using a
constant baseline, trained online ( + ); the estimate using a second order polynomial of the
inputs as a baseline, trained online ( ﬀ ); the estimate using EJβ(X) as a baseline, estimated
online ( ﬁﬂ ); and the estimate using the optimal constant baseline, estimated online ( | ).
The reference ∇βη is estimated by averaging the unbiased estimates at T = 223. The 4 plots
compare the estimates at 4 of the 28 parameter values recorded at the end points of each
line search in the stochastic conjugate gradient ascent algorithm, when training on the target
location example using the GPOMDP algorithm (with T = 108) to produce gradient estimates.
The remaining 24 parameter values give similar plots.
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Chapter 7
Convergence of Stochastic Gradient
Algorithms
Robbins and Monro (1951) introduced a stochastic approximation method for solving
the problem of finding θ such that
h(θ) = 0,
for some function h : Rn → R, by the recursive update
θt+1 = θt + γt(st + wt),
where (γt)
∞
0 is a sequence of positive step sizes, st = −h(θt), and (wt)∞0 is sequence
of mean zero, independent, identically distributed random variables. Robbins and
Monro (1951) showed that, under certain conditions on the function h, the step sizes
(γt)
∞
0 , and the random variables (wt)
∞
0 , the sequence (θt)
∞
0 converges in probability
to θ∗, where h(θ∗) = 0. Blum (1954a) showed that this procedure converges with
probability one.
The stochastic approximation method, which may be stated in more general forms
than that given by Robbins and Monro (1951), covers a large range of recursive algo-
rithms, as is discussed in the survey paper of Bharath and Borkar (1999) (see also the
texts of Benveniste et al. 1990, Kushner and Yin 1997). In this chapter we consider
recursive algorithms for optimizing a function f : Rn → R by stochastic gradient de-
scent, that is, we consider the problem of Robbins and Monro (1951) in the case where
h = ∇f , the gradient of f . In this case the update γt(st+wt) moves θ in the direction of
a noisy estimate of the direction of steepest descent. Convergence results for the Rob-
bins and Monro (1951) procedure then allow us to state that, in probability or almost
surely, the sequence (∇f(θt))∞0 converges to zero (or state something similar, such as
that the sequence (θt)
∞
0 converges to a point of asymptotic stability of the ordinary
differential equation dθ/dt = −∇f(θ)).
Remark 7.1. Kiefer and Wolfowitz (1952) first considered a stochastic approximation method
for minimizing a function f (see also Blum 1954b, Spall 1992). In their paper they consider a
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gradient estimate given by
y2t−1 − y2t
ct
,
where y2t−1 is a noisy estimate of f(θt−ct), y2t is a noisy estimate of f(θt+ct), and (ct)∞0 is a
positive, deterministic sequence which decreases to zero. The procedure of Kiefer and Wolfowitz
(1952) does not require f to have a first derivative.
We may rewrite the method of Robbins and Monro (1951) to be a method of mini-
mizing a function f : Rn → R by the gradient descent update
θt+1 = θt + γt (st + ut + wt) , (7.1)
where st is a descent direction for f , ut is a deterministic error, wt is a stochastic er-
ror, and γt is a step size. Bertsekas and Tsitsiklis (2000) showed that for ∇f Lips-
chitz continuous, and standard conditions on γt, st, ut and wt, either f(θt) → −∞ or
f(θt) converges to a finite value and ∇f(θt) → 0. In this chapter we extend the result
of Bertsekas and Tsitsiklis (2000) by showing that the convergence result holds under
a relaxed set of conditions. We relax the Lipschitz condition on ∇f , and allow certain
constants in Bertsekas and Tsitsiklis (2000) to increase slowly. More importantly, we
also consider a larger class of stochastic error.
The convergence result (extending the convergence result of Bertsekas and Tsit-
siklis 2000) will be given in Section 7.2, and the proof of this result will be given in
Section 7.3. First, in Section 7.1, we discuss the larger class of stochastic error that
we wish to consider, and contrast this with the class of stochastic error considered
by Bertsekas and Tsitsiklis (2000). In the discussion we focus on the types of stochas-
tic error that occur in the algorithms of Chapter 8, as we are primarily interested in
the convergence properties of these algorithms.
7.1 The Stochastic Error
In this section we discuss the stochastic error term wt of Equation (7.1). We discuss the
types of stochastic error we wish to consider, and how this relates to the conditions on
the stochastic error given by Bertsekas and Tsitsiklis (2000). To define what is meant
by stochastic error we consider the following construction. Assume there exists an
increasing sequence of σ-fields (Ft)∞0 such that st and ut (and θt) are Ft-measurable
and wt is Ft+1-measurable. Consider Ft to be the set of events on the history of the
algorithm up to time t, that is, the set of events on
(θ0, s0, u0, w0, θ1, s1, u1, w1, . . . , θt−1, st−1ut−1, wt−1, θt, st, ut), (7.2)
so θt, st and ut areFt-measurable, and wt isFt+1-measurable (in Chapter 8 we describe
a sequence (Ft)∞0 defined by functions on the sequence generated by a µMDP with
parameter values changing according to an algorithm for updating the value of θ).
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Bertsekas and Tsitsiklis (2000) require that, with probability one,
E [wt| Ft] = 0; (7.3)
though by incorporating ut this constraint becomes
‖E [wt| Ft]‖ ≤ γtC (1 + ‖∇f(θt)‖) , (7.4)
where C is a positive constant.
Note 7.2. The expectation operations in Equations (7.3) and (7.4) are with respect to the
stochastic process, that is, there is a space Ω, the space of all infinite length sequences of the
form shown in Equation (7.2), a σ-field F , the smallest σ-field such that Ft ⊂ F , for all t,
and a measure ρ on F such that (Ω,F , ρ) is a probability space with wt : S → Rn a random
variable, and Ft a sub σ-field of F . The expectation E[wt|Ft] is then a random variable on
(Ω,Ft, ρFt), unique up to ρFt -null sets, where ρFt is the restriction of ρ to Ft.
Equation (7.3) requires that at each step in time the stochastic error point in the
correct direction in expectation, that is, that the stochastic error is always zero in ex-
pectation. Equation (7.4) relaxes this requirement so that it need not be true at any
particular time t, but does need to be true in the limit as t → ∞, as the steps γt be-
come smaller over time. Together with the bounding condition on the variance of
wt (Bertsekas and Tsitsiklis 2000, Equation (4.3)),
E
[‖wt‖2∣∣Ft] ≤ A (1 + ‖∇f(θt)‖2) ,
for some constant A, we have a stochastic error that points in the correct direction
in expectation, and has bounded variance (ignoring the case where ‖∇f(θt)‖ escapes
to ∞). By choosing an appropriate schedule of step sizes γt the sum of the variance
of the stochastic error remains bounded, leading to convergence. In the algorithms
of Chapter 8—the algorithms we wish to analyze—the expectation of the stochastic
error may never settle down (see Figure 7.1), and so applying the result of Bertsekas
and Tsitsiklis (2000) is not possible.
For the algorithms of Chapter 8, the error depends on the history of an underly-
ing process that evolves according to some Markov dynamics, and according to the
update of the policy parameters. If, instead of updating the policy parameters at each
time step, we averaged the error term over some period of time, we would expect
it to point in about the correct direction. At any particular time however, the error
is heavily dependent on the history of states, actions, and updates. In the analysis,
rather than considering whether the future average will be in the correct direction in
expectation, we will consider something like whether the future sum of the error will
be bounded in expectation. The following example develops some of the intuition
behind this.
Consider the set of increasing σ-fields with Ft the set of events on
(θ0, s0, u0, x0, θ1, s1, u1, x1, . . . , θt−1, st−1, ut−1, xt−1, θt, st, ut),
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Figure 7.1: Stochastic error illustration. Both graphs show the bound, and a potential sam-
pling, for the expected stochastic error E[wt|Ft]. In (a) the bound as in Bertsekas and Tsitsiklis
(2000) is illustrated, and in (b) the type of stochastic error we wish to deal with is illustrated.
In (a) we have also shown the bound on the variance of wt. The effect of the step size γt is not
shown. We note that if gt(θ) = 0 (for all t and θ) is selected in Theorem 7.1 then we regain the
behaviour illustrated in (a).
where xt is the state of the Markov chain in Figure 7.2. Consider also an associated
stochastic error
wt =
{
1 xt = 1,
−1 xt = 2.
Here we have that E[wt|Ft] ∈ {−0.8, 0.8}, and does not decrease in magnitude over
1 2
pMove = 0.1
pMove
1− pMove = 0.9 1− pMove
Figure 7.2: Two state Markov chain; with transition probabilities labelled on arcs. At each
transition, the probability of moving to the other state is pMove = 0.1.
time. However, if we look at the expectation of all future error we have E[
∑∞
s=t ws|Ft] ∈
{−4, 4}, a bounded quantity, suggesting the possibility of convergence. So, instead of
the stochastic error wt, we look at the stochastic error plus the expected future error,
that is, wt + E[
∑∞
s=t+1 ws|Ft+1]. Writing gt = E[
∑∞
s=t+1 ws|Ft+1], we have
∞∑
t=0
wt =
∞∑
t=0
(wt + gt − gt)
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=
∞∑
t=0
(
wt + gt − E
[
∞∑
s=t+1
ws Ft+1
])
=
∞∑
t=0
(
wt + gt − E
[
wt+1 + E
[
∞∑
s=t+2
ws
∣∣∣∣∣Ft+2
]∣∣∣∣∣Ft+1
])
=
∞∑
t=0
(wt + gt − E [wt+1 + gt+1| Ft+1])
= w0 + g0 +
∞∑
t=1
(wt + gt − E [wt + gt| Ft]) + lim
T→∞
E [wT + gT | FT ] . (7.5)
This last limit does not really exist, and the sum has unbounded variance, but the
equation gives the right intuition. Writing wˆt = wt + gt − E[wt + gt|Ft], we might
consider (θt)
∞
0 to be generated by
θt+1 = θt + γt (st + ut + wˆt) ,
as Equation (7.5) shows wt and wˆt to be, in some sense, equivalent. Now we have a
stochastic error term with E[wˆt|Ft] = 0 and E[‖wˆt‖2|Ft] ∈ {−25, 25}, satisfying the
assumptions of Bertsekas and Tsitsiklis (2000).
Kushner and Yin (1997) consider such correlated, exogenous noise, and give con-
ditions under which almost sure convergence is obtained. Kushner and Yin (1997)
also consider noise such that wt is not only correlated with previous errors but also
depends on the sequence (θs)ts=0—noise which is referred to as Markov state depen-
dent noise—and give conditions under which convergence in probability occurs. Such
noise would occur in our previous example if we changed pMove in Figure 7.2 to be a
function of θt at time t. In this case we might wish to deal with an approximation
to the expected future stochastic error rather than the true expected future stochastic
error. Before we chose to consider wt + gt, where gt was the expected future error.
Now, we might choose to consider wt + gt(θt), where gt(θt) is the future error we
would expect if we fixed the parameters to remain at θt (that is, we choose to define
gt(θ) = E[
∑∞
s=t+1 ws|Ft, xt, θt+s = θ ∀s ≥ 1], and consider the evolution of wt +gt(θt)).
In the general case we allow a quite broad choice of gt(θ), and give conditions to en-
sure that the approximation gt(θt) is appropriate (a good approximation of the ex-
pected future error). We require the approximation to be smooth in changes from θt
to θt+1, in that |gt(θt+1)− gt(θt)| be bounded by an appropriate function of ‖θt+1− θt‖.
In our example we have
|gt(θt+1)− gt(θt)| = 1
2
∣∣∣∣pMove(θt+1)− pMove(θt)pMove(θt)pMove(θt+1)
∣∣∣∣ ,
which is smooth given an appropriate parameterization of pMove. We also require that
current approximations be representative of the expected future, in that gt(θt+1) is
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close to E[wt+1 + gt+1(θt+1)|Ft+1]. In our example we have
|E[wt+1 + gt+1(θt+1)|Ft+1]− gt(θt+1)| = 0.
Figure 7.3 illustrates this approximation.
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Figure 7.3: A closer look at stochastic error. The  show the random variable E[wt + gt(θt)|Ft]
over time. It has bounded value, shown by dashed lines. The bound on the variance of
wt + gt(θt) is shown by error bars. The  show the random variable gt(θt), and the 	 show
the random variable gt(θt+1). The dotted error bars show how much 
 may differ from  ; it
is dependent on the difference θt+1 − θt, which is generally decreasing. The braces show how
much  may differ from the previous  ; this gap decreases over time.
Benveniste et al. (1990) considers this type of Markovian noise, and gives condi-
tions under which we obtain almost sure convergence. Given certain assumptions on
the noise, they give a result of the following form: Let θ∗ be a point of asymptotic
stability of the ordinary differential equation dθ/dt = −∇f(θ) and let Q be a compact
subset of the domain of attraction of θ∗, if ‖θt‖ is almost surely bounded, and θt al-
most surely visits Q infinitely often, then θ converges to θ∗ almost surely. They then
proceed to give some cases where these two conditions hold. There are a number of
differences between this result and the result of Bertsekas and Tsitsiklis (2000), and
hence differences between this result and the result of Section 7.2. Our result does
not consider the asymptotic stability of the associated ordinary differential equation
at limit points of the sequence (θt)
∞
0 . Indeed, θt need not converge, and ‖θt‖ need not
be bounded. The result of Section 7.2 instead ensures that either f(θt) converges to a
finite value and ∇f(θt) converges to zero, or the sequence (f(θt))∞0 approaches −∞.
This approach is useful for the algorithms we are interested in.
In the gradient algorithms considered in this thesis, the parameter vector θ is used
to describe a set of policies {µ(θ) : S → PU |θ ∈ Rn} that control a Markov decision
process. We might, for instance, use the following parameterized policy. For each
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action a ∈ U associate the parameters θ(a) ∈ Rm, so if U = {a1, a2, . . . , a|U|},
θ =


θ(a1)
θ(a2)
...
θ(a|U|)

 .
For some state feature map φ : S → Rm calculate the probability of action ak given
that we are in state i by
µak(i; θ) =
exp
(
φ(i)′θ(ak)
)
∑|U|
l=1 exp
(
φ(i)′θ(al)
) . (7.6)
This type of parameterized policy is often considered, and conforms to assumptions
we place on the set of policies. Now, for a Markov decision process there is an op-
timal policy which deterministically chooses an action given the state. For the set of
policies given by Equation (7.6) the state feature map φ condenses the information
about the state and may cause a trade-off in action decisions. However there may
still be an element of the feature vector that indicates a set of states where one action,
or a set of actions, should be chosen over all others. In this case the corresponding
element of θ(ak) will increase or decrease without bound. The convergence result we
consider in this chapter allows for such a policy, and such a consequence. Though
such action selection may also cause the mixing time (of the Markov chain formed the
state sequence generated by the µMDP with parameter θt) to increase without bound
if different actions lead to otherwise unconnected regions of the state space. We do
not address such an unbounded increase in the mixing time.
Remark 7.3. Though the result of Section 7.2 does not give any guarantees on the asymptotic
stability of the associated ordinary differential equation at any limit point of the sequence
(θt)
∞
0 , we might imagine that, in general, the stochastic noise would cause θ to move away
from any maximum point or saddle point of f (the unstable equilibrium of dθ/dt = −∇f ).
However, we can construct examples where this is not the case.
Consider the function
f(θ) =


3(θ + 2)2/2− 5/2 if θ ≤ −1,
θ3 if −1 < θ ≤ 1,
3θ2/2− 1/2 otherwise.
This function has a minimum at θ = −2, and a saddle point at θ = 0. Consider also the
update of Equation (7.1) with st = −∇f(θt), ut = 0, wt = θtYt with Yt a Bernoulli ran-
dom variable taking values −1 and 1 with equal probability, and γt = 1/(t + 5). With the
selection of an appropriate sequence of σ-fields, this update satisfies the conditions of Bertsekas
and Tsitsiklis (2000, Proposition 3) and the conditions of Theorem 7.1 below. Hence, f(θt)
converges to a finite value, limt→∞∇f(θt) = 0, and θt converges to a stationary point of f .
We have additionally used here that, for the particular f we consider, f is bounded below, and
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limt→∞∇f(θt) = 0 implies limt→∞ θt exists and is a stationary point of f .
Consider the sequence generated when starting at θ0 > 0; recalling that the θ update is
θt+1 = θt + γt(st + wt) = θt + γt(−∇f(θt) + wt),
where wt = θtYt. Suppose that we have θt > 0 for all t ∈ {0, 1, . . . , T}. If we also have
θT > 1 then
θT+1 = θT + γT (−∇f(θT ) + wT )
= θT + γT (−3θT + θT Yt)
≥ θT (1− 4γT )
≥ θT
5
,
otherwise, if 0 < θT ≤ 1, then
θT+1 = θT + γT (−∇f(θT ) + wT )
= θT + γT (−3θ2T + θT YT )
≥ θT − 4γT θT
= θT (1− 4γT )
≥ θT
5
.
An induction argument then gives us that θt > 0 for all t. From the previous convergence
result, we must have then that limt→∞ θt = 0, a saddle point of f .
Whilst we may have become stuck at a saddle point in this example, we note that there is no
compact subset of the domain of attraction of the point θ = −2 that is visited by the sequence
(θt)
∞
0 . Consequently we may not apply the result of Benveniste et al. (1990). In some cases
it may be possible to add noise (without affecting the convergence result) that ensures that we
move away from such saddle points, though we do not explore this idea.
7.2 Convergence Result
Before we present the convergence result we will need to give the following defini-
tions.
Definition 7.1. The increasing-envelop right-continuous inverse of a function f : R∗ → R∗
(where R∗ = [0,∞)) is given by
f∗(x)
def
= inf {y : f(y) > x} ,
for all x ∈ [0, supy f(y)), and is undefined otherwise.
For any x > 0 small enough, this inverse gives us a value y such that, provided
y > 0, the value of f(yˆ) is guaranteed to be at most x for all yˆ ∈ [0, y).
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We can now define a class of functions that will be used to bound the rate of change
of the gradient of the function we wish to minimise.
Definition 7.2. A relaxed-linear function is a function Υ : R∗ → R∗ that satisfies the prop-
erties:
a. there is a K such that for all x, c ∈ R∗ we have Υ(cx) ≤ cΥ(x) + KΥ(x); and
b. Υ∗(0) is defined, and Υ∗(x) = 0 iff x = 0.
In the convergence theorem it will be required that
‖∇f(θ)−∇f(θ + z)‖ ≤ Υ(‖z‖),
for some Υ satisfying the conditions of Definition 7.2. Condition (a) allows Υ to be-
come very steep as ‖z‖ approaches zero. Once we have an idea about what is small
enough, however, we can bound the effect of any increase. We have that
Υ(x) ≤
(
x
x0
+ K
)
Υ(x0),
so provided that x is not too big compared to x0, then Υ(x) is not too big compared to
Υ(x0). Condition (b) ensures that Υ smoothly approaches 0 (from the right) at x = 0.
Firstly, as Υ∗(0) is defined, there must be some a > 0 such that Υ∗(x) is defined
for all x ∈ [0, a). Secondly, we are guaranteed that Υ∗(x) is strictly positive if x is
strictly positive. In this way we can always find a y > 0 such that Υ(y) ≤ x if x > 0;
specifically Υ(Υ∗(x)/2) ≤ x. We will see later that this will allow us to define a positive
distance that we may travel and remain assured that the gradient has not changed too
much, where we wish to consider an arbitrarily small “too much”.
A number of useful functions satisfy the conditions in Definition 7.2, one example
being xq for 0 < q ≤ 1: we have that, being concave, (cx)q ≤ xq + (cx − x)qxq−1 =
qcxq + (1− q)xq ≤ cxq + xq; and we have that its increasing-envelop right-continuous
inverse is x1/q , which is zero iff x = 0. When we apply the convergence theorem to
the algorithms in Chapter 8 we will choose
Υ(x) =


0 x = 0,
x
(
2 +
(
ln
1
x
)
+
+
(
ln
1
x
)2
+
)
otherwise,
where we write (a)+ to denote max{a, 0}. We will see later that this also satisfies the
conditions of Definition 7.2.
We can now state the stochastic convergence theorem.
Theorem 7.1. Let f : Rn → R be a function satisfying
‖∇f(θ + z)−∇f(θ)‖ ≤ LΥ(‖z‖), (7.7)
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for some L ∈ R∗, and some Υ : R∗ → R∗ satisfying the properties of Definition 7.2. Let (θt)∞0
be a sequence generated by the method
θt+1 = θt + γt (st + ut + wt) , (7.8)
where γt is a deterministic positive step size, st is a descent direction, ut is a deterministic
error term, and wt is a stochastic error term. Let (Ft)∞0 be an increasing sequence of σ-fields;
let gt : Rn → Rn, for t=0,1,. . . , be a sequence of parameterized random variables; and let
(κt)
∞
0 and (ξt)
∞
0 be deterministic positive sequences. We assume the following:
a. θt, st and ut are Ft-measurable; wt is Ft+1-measurable; for any fixed θ ∈ Rn, gt(θ) is
Ft+1-measurable. This implies that gt(θt) and gt(θt+1) are also Ft+1-measurable.
b. There exists positive constants c1 and c2 such that
c1‖∇f(θt)‖2 ≤ −∇f(θt)′st, ‖st‖ ≤ c2 (1 + ‖∇f(θt)‖) , ∀t. (7.9)
c. There exists a constant c8 such that
‖ut‖ ≤ c8κt (1 + ‖∇f(θt)‖) , ∀t. (7.10)
d. We have, for all t, and with probability one,
‖E [wt + gt(θt)| Ft]‖ ≤ c3(1 + ξt) (1 + ‖∇f(θt)‖) ,(7.11)
E
[
‖wt + gt(θt)− E [wt + gt(θt)| Ft]‖2
∣∣∣Ft] ≤ c4(1 + ξt) (1 + ‖∇f(θt)‖2) ,(7.12)
‖gt(θt+1)− gt(θt)‖ ≤ c5(1 + ξt)Υ (‖θt+1 − θt‖) (7.13)
‖E [wt+1 + gt+1(θt+1)| Ft+1]− gt(θt+1)‖ ≤ c6κt (1 + ‖∇f(θt+1)‖) , (7.14)
where c3, c4, c5 and c6, are constants.
e. γt and (1 + ξt)γt are non-increasing,
∞∑
t=0
γt = ∞, (7.15)
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and the following hold:
∞∑
t=0
κtγt < ∞; (7.16)
lim
t→∞
κt = 0; (7.17)
∞∑
t=0
(1 + ξt)
2 γtΥ(γt) < ∞; (7.18)
lim
t→∞
(1 + ξt)Υ(γt) = 0; (7.19)
∞∑
t=0
(1 + ξt)
2 γ2t < ∞; (7.20)
∞∑
t=0
(γt − γt+1) (1 + ξt+1) < ∞; and (7.21)
c7γt(1 + ξt+1) ≤ γt(1 + ξt) + γt+1(1 + ξt+1), (7.22)
for some positive constant c7.
Then the following holds with probability one. Either f(θt) → −∞, or else f(θt) converges
to a finite value and limt→∞∇f(θt) = 0. Furthermore, every limit point of θt is a stationary
point of f.
There appears to be quite a number of requirements on the sequences in Condi-
tion (e). However, if κt = γt and ξt = 0 (and Υ(γt) = γt) are chosen then we retrieve
the sequence conditions as in Bertsekas and Tsitsiklis (2000)—excepting a monotonic-
ity condition on γt. It will be seen later that we wish to allow the bounds on the
stochastic error to increase, an increase that is necessarily slower than the decrease
in γt. Also, the rate of κt will depend on the rate of (1 + ξt), and hence, in general,
both (1 + ξt) and κt will be on a different time scale to γt and need to be considered
independently. We will see this in more detail later. Also note that the stochastic error
of Bertsekas and Tsitsiklis (2000, Proposition 3) satisfies Condition (d) with the choice
gt(θ) = 0.
7.3 Proof of Theorem 7.1
This proof uses the proof mechanism of Bertsekas and Tsitsiklis (2000). We state where
we closely follow arguments of Bertsekas and Tsitsiklis (2000). The notation has been
kept the same, with the exception of θt (note that in this section η refers to a specific
small quantity, to be defined, and not the average reward). The general idea of the
proof is to show that
f(θt+1) ≤ f(θt)− γt c1
2
‖∇f(θt)‖2 + γterror t, (7.23)
and to show that this error term decreases fast enough (on average) compared to
‖∇f(θt)‖2. We may then show that either f(θt) converges to a finite value and as a
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consequence ‖∇f(θt)‖ → 0, or else f(θt) → −∞. The proof considers intervals where
‖∇f(θt)‖ is large. For the case of a finite number of these intervals we may show that
the sum of errors is bounded, and hence the convergence is determined by the descent
−γtc1‖∇f(θt)‖/2. For the case of an infinite number of these intervals we may show
that the descent is larger than the error, and hence f(θt) → −∞. More precisely, we
fix “large” to be O(δ), for some arbitrary δ > 0, and if, quantified over all δ, there are
a finite number of intervals where ‖∇f(θt)‖ is large then the convergence of f(θt) is
determined by the descent, and in either case ‖∇f(θt)‖ → 0; otherwise there is some
δ > 0 for which we see an infinite number of intervals, and hence f(θt) → −∞. The
smoothness of ‖∇f(θt)‖, and the relative smallness of the error term, ensure that in-
tervals where ‖∇f(θt)‖ is large are long enough to allow a significant decreases in
f(θt).
We will keep δ > 0 fixed until the end of the proof, and construct intervals (disjunct
sets of contiguous times) of large ‖∇f(θt)‖ as follows: we define τ ′0 = −1, then for
k = 1, 2, . . . ,
τk
def
= min{t > τ ′k−1 | ‖∇f(θt)‖ ≥ δ},
(τk is left undefined if ‖∇f(θt)‖ < δ for all t > τ ′k−1); and we define
τ ′k
def
= max
{
t ≥ τk
∣∣∣∣∣
t∑
s=τk
γs ≤ η,
and
‖∇f(θτk)‖
2
≤ ‖∇f(θr)‖ ≤ 2‖∇f(θτk)‖, for all r with τk ≤ r ≤ t
}
.
The kth interval is then given by Ik = {τk, τk + 1, . . . , τ ′k}. All other times we define to
be in the set S of small times. The quantity η depends only on δ, and is chosen to be
positive but small enough such that after some time t0 all intervals have η − γτ ′k+1 <∑τ ′k
t=τk
γt ≤ η. An interval where these inequalities hold is referred to as a full interval,
and for such an interval we are assured that
τ ′k∑
t=τk
γt‖∇f(θt)‖2 ≥ δ
2
4
(η − γτ ′k+1).
This interval definition is as defined in Bertsekas and Tsitsiklis (2000), however we
change the definition of η. First we choose an ηinv such that
(c2 + c8)
(
1
δ
+ 2
)
ηinv +
(
2 +
K
δ
)
ηinv =
1
2L
, (7.24)
then choose
η = Υ∗(ηinv )/2.
Condition (b) of Definition 7.2 ensures that η is defined and positive for all δ > 0
small enough. We will assume that η is defined for all δ > 0. Indeed, we may replace
Υ(x) with Υˆ(x) = x + Υ(x): the conditions of Theorem 7.1 continue to hold with this
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replacement, and Υˆ∗(x) is defined for all x ∈ R∗. Note that from Equation (7.24), and
the definition of Υ∗, we have
(c2 + c8)
(
1
δ
+ 2
)
Υ(η) +
(
2 +
K
δ
)
Υ(η) ≤ 1
2L
. (7.25)
Here we see a technical reason for the need to have η small enough: we wish for
Equation (7.25) to hold. For a more intuitive reason, consider how far we would step
during an interval if we made updates in the descent direction st (noise free updates).
We might think of η as a distance, and we wish that, for each interval Ik, the gradi-
ent stays within an order of magnitude (base 2) of ‖∇f(θτk)‖ for about the distance
η. Roughly speaking, we know then that by the end of the interval our steps in the
gradient direction are at least η times an order of magnitude less than ‖∇f(θτk)‖, and
no more than η times an order of magnitude greater than ‖∇f(θτk)‖. Now, we can
ensure that ‖∇f(θt)‖ stays within an order of magnitude of ‖∇f(θτk)‖ for at least a
distance of η by, using Equation (7.7), making sure LΥ(‖θt − θτk‖) ≤ ‖∇f(θτk)‖/2
for all t such that
∑t
s=τk
γs ≤ η. The left hand side of this inequality is roughly
LΥ(η‖s‖) ≤ LΥ(η)(‖s‖ + K), where s is a weighted average of the step directions.
We know that ‖s‖ is bounded above by c2(1 + 2‖∇f(θτk)‖), and that ‖∇f(θτk)‖ ≥ δ,
and so we require something like LΥ(η)(c2(δ−1 + 2) + Kδ−1) ≤ 1/2. This is of the
same form as Equation (7.25). We will see this in more detail later.
By making sure that our steps in the gradient direction are large for long enough,
progress (being a decrease in f(θt)) is made. Of course we need to also consider the
error. Assume that we can show the error during full intervals is eventually small;
that for full intervals Ik with elements t ∈ Ik large enough we have∥∥∥∥∥∥
τ ′k∑
t=τk
γt
error t
‖∇f(θt)‖2
∥∥∥∥∥∥ ≤
c2η
64
.
Then from Equation (7.23) we have
f(θτ ′k+1) ≤ f(θτk)−
c2
2
τ ′k∑
t=τk
γt‖∇f(θt)‖2 +
τ ′k∑
t=τk
γterror t
≤ f(θτk)−
c2‖∇f(θτk)‖2
8
τ ′k∑
t=τk
γt + 2‖∇f(θτk)‖2
τ ′k∑
t=τk
γt
error t
‖∇f(θt)‖2
≤ f(θτk)−
c2ηδ
2
16
+
c2ηδ
2
32
≤ f(θτk)−
c2ηδ
2
32
,
where we assume τ ′k is large enough such that η − γτ ′k+1 ≥ η/2. Whilst we will show
something slightly different to this, the general idea is captured here: during each full
interval f(θt) is decreased by some small positive amount. After including the error
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at times in S, the following lemma (Bertsekas and Tsitsiklis 2000, Lemma 1) can then
be used to obtain a convergence result.
Lemma 7.2. Let Yt, Wt, and Zt be three sequences such that Wt is nonnegative for all t.
Assume that
Yt+1 ≤ Yt −Wt + Zt, t = 0, 1, . . . ,
and that the series
∑T
t=0 Zt converges as T →∞. Then either Yt → −∞, or else Yt converges
to a finite value and
∑∞
t=0 Wt < ∞.
For the case of an infinite number of intervals the Wt here should be equated with
the small positive decrease O(ηδ2) seen during each full interval, and Zt should be
equated with the error during times in S. Notice that
∑T
t=0 Wt → ∞ in this case,
and we will see later that
∑T
t=0 Zt converges. If follows that Yt → −∞, and hence
lim inf t→∞ f(θt) = −∞. For the case of a finite number of intervals the Wt here should
be equated with the descent −γtc1‖∇f(θt)‖/2, and Zt should be equated with the
error; again
∑T
t=0 Zt converges, and it follows that either Yt → −∞ or Yt converges to
a finite value.
The rest of this section will: show that the error terms are relatively small; show
that there is a decrease over full intervals; and show how these lead to the convergence
result. Before we proceed however, we will calculate what the error term error t of
Equation (7.23) is when using an update satisfying the conditions of Theorem 7.1. As
in Bertsekas and Tsitsiklis (2000, Equation (2.4)) we have that, writing g(ξ) = f(θt +
ξ(θt+1 − θt)),
f(θt+1)− f(θt)
=
∫ 1
ξ=0
dg(ξ)
dξ
dξ
=
∫ 1
ξ=0
∇f(θt + ξ(θt+1 − θt)))′(θt+1 − θt)dξ
= ∇f(θt)′(θt+1 − θt) +
∫ 1
ξ=0
(∇f(θt + ξ(θt+1 − θt))−∇f(θt))′ (θt+1 − θt)dξ
≤ ∇f(θt)′(θt+1 − θt) + ‖θt+1 − θt‖
∫ 1
ξ=0
Υ((1− ξ)‖θt+1 − θt‖)dξ
≤ ∇f(θt)′(θt+1 − θt) + (K + 1)‖θt+1 − θt‖Υ(‖θt+1 − θt‖). (7.26)
Replacing θt+1 − θt with γt(st + ut + wt), and writing K˜ = K + 1, then gives
f(θt+1) ≤ f(θt) + γt∇f(θt)′(st + ut + wt) + K˜γt‖st + ut + wt‖Υ(γt‖st + ut + wt‖)
≤ f(θt) + γt∇f(θt)′(st + ut + wt) + K˜‖st + ut + wt‖2γtΥ(γt)
+ K˜K‖st + ut + wt‖γtΥ(γt)
≤ f(θt) + γt∇f(θt)′(st + ut + wt) + K˜2‖st + ut + wt‖2γtΥ(γt) + K˜2γtΥ(γt)
≤ f(θt)− γtc1‖∇f(θt)‖2 + γt∇f(θt)′wt + γt∇f(θt)′ut + K˜2‖st‖2γtΥ(γt)
+ K˜2‖ut‖2γtΥ(γt) + K˜2‖wt‖2γtΥ(γt) + K˜2γtΥ(γt)
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≤ f(θt)− γtc1‖∇f(θt)‖2 + γt∇f(θt)′wt
+
(
2c8κtγt + 2c
2
2K˜
2γtΥ(γt) + 2K˜
2c28κ
2
t γtΥ(γt)
)
‖∇f(θt)‖2
+ K˜2‖wt‖2γtΥ(γt) + c8κtγt +
(
K˜2 + 2c22K˜
2 + 2K˜2c28κ
2
t
)
γtΥ(γt)
≤ f(θt)− γt c1
2
‖∇f(θt)‖2 + γt∇f(θt)′wt + K˜2‖wt‖2γtΥ(γt)
+ c8κtγt + 2K˜
2(1 + c22 + c
2
8κ
2
t )γtΥ(γt), (7.27)
where the last line is valid for all t large enough so that
2c8κtγt + 2c
2
2K˜
2γtΥ(γt) + 2K˜
2c28κ
2
t γtΥ(γt) ≤
c1
2
.
We assume this is the case for all t ≥ 0. From Equation (7.27) we see that the error
term we wish to consider is
error t = ∇f(θt)′wt + K˜2‖wt‖2Υ(γt) + c8κt + 2K˜2(1 + c22 + c28κ2t )Υ(γt). (7.28)
7.3.1 The Error
In this section we will show that error t, given by Equation (7.28), becomes negligible.
Before we describe what we mean by negligible, we first give some definitions and
resulting observations.
We define Gt as in Bertsekas and Tsitsiklis (2000)
Gt
def
=
{
δ, t ∈ S,
‖∇f(θτk)‖ = Hk, t ∈ Ik,
where the equality defines Hk. The term Gt is designed such that, for any particu-
lar δ, we have that (1 + ‖∇f(θt)‖)/Gt is no more than δ−1 + 2. We repeat here the
observations made in Bertsekas and Tsitsiklis (2000)
(P1) For all t ∈ S, we have ‖∇f(θt)‖ < δ = Gt.
(P2) For all t ∈ Ik, we have
Gt
2
=
Hk
2
≤ ‖∇f(θt)‖ ≤ 2Hk = 2Gt.
Combining this with (P1), we also see that the ratio ‖∇f(θt)‖/Gt is bounded
above by 2.
(P3) If τk is defined and Ik is a full interval, then
η
2
≤ η − γτ ′k+1 <
τ ′k∑
t=τk
γt ≤ η,
where the leftmost inequality holds when k is large enough so that γτ ′k+1 ≤ η/2.
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Without loss of generality, we will assume that this condition actually holds for
all k.
(P4) The value of Gt is completely determined by θ0, θ1, . . . , θt and is therefore Ft-
measurable. Similarly the indicator function
χt
def
=
{
1, t ∈ S,
0, otherwise,
is also Ft-measurable.
We will additionally need to know about the difference between Gt and Gt+1. We
have the following lemma.
Lemma 7.3.
|Gt −Gt+1| ≤


0, t, t + 1 ∈ S or t, t + 1 ∈ Ik,
τ ′k∑
s=τk
‖∇f(θs)−∇f(θs+1)‖ , t ∈ Ik, t + 1 ∈ S or t ∈ Ik, t + 1 ∈ Ik+1,
‖∇f(θt)−∇f(θt+1)‖ , t ∈ S, t + 1 ∈ Ik.
Proof. We proceed case by case:
Case 1(t ∈ S, t + 1 ∈ S): Gt = Gt+1.
Case 2(t ∈ Ik, t + 1 ∈ Ik): Gt = Gt+1.
Case 3(t ∈ S, t + 1 ∈ Ik):
0 < Gt+1 −Gt
= ‖∇f(θt+1)‖ − δ
≤ ‖∇f(θt+1)‖ − ‖∇f(θt)‖
≤ ‖∇f(θt+1)−∇f(θt)‖,
where the last inequality follows from
‖(a− b) + b‖ ≤ ‖a− b‖+ ‖b‖
⇒ ‖a‖ ≤ ‖a− b‖+ ‖b‖
⇒ ‖a‖ − ‖b‖ ≤ ‖a− b‖.
By symmetry we additionally have |‖a‖ − ‖b‖| ≤ ‖a− b‖.
Case 4(t ∈ Ik, t + 1 ∈ S):
0 < Gt −Gt+1
= ‖∇f(θτk)‖ − δ
≤ ‖∇f(θτk)‖ − ‖∇f(θτ ′k+1)‖
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=
τ ′k∑
s=τk
(‖∇f(θs)‖ − ‖∇f(θs+1)‖)
≤
τ ′k∑
s=τk
‖∇f(θs)−∇f(θs+1)‖ .
Case 5(t ∈ Ik, t + 1 ∈ Ik+1):
|Gt −Gt+1| =
∣∣∣‖∇f(θτk)‖ − ‖∇f(θτ ′k+1)‖
∣∣∣
=
∣∣∣∣∣∣
τ ′k∑
s=τk
(‖∇f(θs)‖ − ‖∇f(θs+1)‖)
∣∣∣∣∣∣
≤
τ ′k∑
s=τk
|‖∇f(θs)‖ − ‖∇f(θs+1)‖|
≤
τ ′k∑
s=τk
‖∇f(θs)−∇f(θs+1)‖ .
We aim to show that error t, given by Equation (7.28), becomes negligible. By
negligible we mean that the sum of the error at times in S converges, that is,
∑
t∈S,t≤T
γterror t =
T∑
t=0
γtχterror t
converges as T → ∞, and that the sum of the error relative to large gradients con-
verges, that is,
T∑
t=0
γt
error t
G2t
converges as T → ∞. The κt and Υ(γt) terms in error t are uninteresting: they con-
verge by the bounds given by Equations (7.16) and (7.18) in the sequence conditions.
The terms containing wt (the∇f(θt)′wt and Υ(γt)‖wt‖2 terms) involve more work. As
in Bertsekas and Tsitsiklis (2000) the magnitude of wt need not decrease in t (even rel-
ative to ‖∇f(θt)‖), additionally, the magnitude of the expected value of wt need not
decrease in t. So, we are interested in showing that the following sequences converge
(with probability one):
a.
T∑
t=0
χtγt∇f(θt)′wt;
b.
T∑
t=0
γt
wt
Gt
;
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c.
T∑
t=0
γt
∇f(θt)′wt
G2t
;
d.
T∑
t=0
γtΥ(γt)
‖wt‖2
G2t
;
e.
T∑
t=0
γtΥ(γt)χt‖wt‖2.
Sequence (b) is additional to the error term. The convergence of Sequence (b) is used
to show that θt does not change too much during an interval, and consequently, that
intervals after some time t0 are all full. We will not show the convergence of Se-
quence (a), but rather it is subsumed into Sequence (c). The rest of this section will be
devoted to proving the following lemma.
Lemma 7.4. The following sequences converge with probability one:
b.
T∑
t=0
γt
wt
Gt
;
c.
T∑
t=0
γt
∇f(θt)′wt
G2t
;
d.
T∑
t=0
γtΥ(γt)
‖wt‖2
G2t
;
e.
T∑
t=0
γtΥ(γt)χt‖wt‖2.
To deal with the stochastic error wt we need to additionally consider the likely
future error. We will make use of the following definitions:
Γt
def
= wt + gt(θt)− E [wt + gt(θt)| Ft] ; (Ft+1-measurable)
Dt
def
= gt(θt+1)− gt(θt); (Ft+1-measurable)
Et
def
= E [wt+1 + gt+1(θt+1)| Ft+1]− gt(θt+1). (Ft+1-measurable)
We can think of these terms in the following way: Γt being the deviation from the
expected total error caused by the stochastic error process at this time step; Dt being
the change in the total future expected error as the function parameters change; and
Et being the inaccuracy of gt(·) in giving the true total future expected error. We may
now write the stochastic error in the following way.
wt = wt + gt(θt)− gt(θt) + gt(θt+1)− gt(θt+1) + E [wt+1 + gt+1(θt+1)| Ft+1]
− E [wt+1 + gt+1(θt+1)| Ft+1]
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= wt + gt(θt) + gt(θt+1)− gt(θt) + E [wt+1 + gt+1(θt+1)| Ft+1]− gt(θt+1)
− E [wt+1 + gt+1(θt+1)| Ft+1]
= wt + gt(θt) + Dt + Et − E [wt+1 + gt+1(θt+1)| Ft+1] . (7.29)
We find then that, for any sequence (ht)
∞
0 ,
T∑
t=0
γthtwt =
T∑
t=0
γthtΓt +
T∑
t=0
γthtDt +
T∑
t=0
γthtEt
−
T∑
t=0
γt (ht+1 − ht) E [wt+1 + gt+1(θt+1)| Ft+1]
+
T∑
t=0
(γt − γt+1)ht+1E [wt+1 + gt+1(θt+1)| Ft+1]
+ γ0h0E [w0 + g0(θ0)| F0]
− γT+1hT+1E [wT+1 + gT+1(θT+1)| FT+1] . (7.30)
Here ht will either be 1/Gt or ∇f(θt)′/G2t , depending on whether we are considering
Lemma 7.4b or Lemma 7.4c (respectively). We use the following condition to capture
some essential properties of these two possible choices for ht. We use ‖ · ‖ to denote
either a scalar magnitude or the Euclidean norm, depending on the particular ht.
Condition 7.1. ht is Ft-measurable, ‖ht‖ ≤ b1 < ∞ and ‖ht‖‖∇f(θt)‖ ≤ b2 < ∞.
The following lemma shows the convergence of all but one of the terms in Equa-
tion (7.30). The term involving ht+1 − ht requires more involved properties of ht than
given in Condition 7.1.
Lemma 7.5. If ht satisfies Condition 7.1 then the following hold with probability one:
a.
T∑
t=0
γthtΓt converges;
b.
T∑
t=0
γthtDt converges;
c.
T∑
t=0
γthtEt converges;
d.
T∑
t=0
(γt+1 − γt)ht+1E [wt+1 + gt+1(θt+1)| Ft+1] converges;
e. γ0h0E [w0 + g0(θ0)| F0] is bounded above; and
f. γT+1hT+1E [wT+1 + gT+1(θT+1)| FT+1] converges to zero.
Before proving this we will give a number of ancillary results. Following Bertsekas
and Tsitsiklis (2000, Lemma 2), we use the martingale convergence theorem to show
the convergence of a number of sequences.
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Lemma 7.6. For ht satisfying Condition 7.1 the following sequences converge with probability
one:
a.
T∑
t=0
γthtΓt;
b.
T∑
t=0
(1 + ξt)γ
2
t ‖htΓt‖2;
c.
T∑
t=0
(1 + ξt)γtΥ(γt)‖htΓt‖2;
d.
T∑
t=0
γt‖ht‖Γt;
e.
T∑
t=0
(1 + ξt)γ
2
t (‖ht‖‖Γt‖)2;
f.
T∑
t=0
(1 + ξt)γtΥ(γt)(‖ht‖‖Γt‖)2.
Proof. Note that htΓt/
√
1 + ξt is Ft+1-measurable,
E
[
htΓt/
√
1 + ξt
∣∣∣Ft] = 0, (7.31)
and
E
[∥∥∥htΓt/√1 + ξt∥∥∥2
∣∣∣∣Ft
]
≤ ‖ht‖
2
1 + ξt
E
[
‖wt + gt(θt)− E [wt + gt(θt)| Ft]‖2
∣∣∣Ft]
≤ c4
(‖ht‖2 + (‖ht‖‖∇f(θt)‖)2)
≤ c4(b21 + b22). (7.32)
So the sequence
T∑
t=0
γthtΓt =
T∑
t=0
√
1 + ξtγt
htΓt√
1 + ξt
is a martingale which is L2 bounded, that is
sup
T∈[0,∞)
E
∥∥∥∥∥
T∑
t=0
γthtΓt
∥∥∥∥∥
2
= sup
T∈[0,∞)
E
∥∥∥∥∥
T∑
t=0
√
1 + ξtγt
htΓt√
1 + ξt
∥∥∥∥∥
2
= sup
T∈[0,∞)
T∑
t=0
E
∥∥∥∥√1 + ξtγt htΓt√1 + ξt
∥∥∥∥
2
by (7.31)
≤ lim sup
T→∞
c4(b
2
1 + b
2
2)
T∑
t=0
(1 + ξt)γ
2
t by (7.32)
< ∞;
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implying that it is L1 bounded. Hence the sequence almost surely converges to an
almost surely finite limit by the forward martingale convergence theorem (Doob 1994,
Forward martingale convergence theorem, page 195) (also see Doob (1994, page 77): a
measurable f being integrable implies f is almost surely finite).
Note that the sequences
T∑
t=0
(1 + ξt)γ
2
t ‖htΓt‖2 and
T∑
t=0
(1 + ξt)γtΥ(γt)‖htΓt‖2
are sub-martingales with
sup
T∈[0,∞)
E
[
T∑
t=0
(1 + ξt)γ
2
t ‖htΓt‖2
]
≤ c4
(
b21 + b
2
2
) ∞∑
t=0
(1 + ξt)
2γ2t < ∞
and
sup
T∈[0,∞)
E
[
T∑
t=0
(1 + ξt)γtΥ(γt)‖htΓt‖2
]
≤ c4
(
b21 + b
2
2
) ∞∑
t=0
(1 + ξt)
2γtΥ(γt) < ∞,
and so are both L1 bounded. Hence the sequences are almost surely finite by the
forward martingale convergence theorem.
The proof using ‖ht‖Γt follows similarly.
Lemma 7.7. Let αt > 0 be a deterministic sequence such that
∑T
t=0 αt converges and at
be a sequence such that
∑T
t=0 αt‖at‖2 converges with probability one, then the sequence∑T
t=0 αt‖at‖ converges with probability one.
Proof.
∑T
t=0 αt‖at‖ is non-decreasing in T and
0 ≤
T∑
t=0
αt‖at‖ ≤
∑
{t≤T :‖at‖>1}
αt‖at‖2 +
∑
{t≤T :‖at‖≤1}
αt ≤
T∑
t=0
αt‖at‖2 +
T∑
t=0
αt.
Lemma 7.8. For ht satisfying Condition 7.1,
T∑
t=0
(1 + ξt)γtΥ(γt) (‖ht‖‖wt‖)2 and
T∑
t=0
(1 + ξt)γtΥ(γt)‖ht‖‖wt‖
converge with probability one.
Proof.
‖wt‖ = ‖wt + gt(θt) + Dt + Et − E [wt+1 + gt+1(θt+1)| Ft+1]‖ from (7.29)
= ‖Γt + Dt + Et + E [wt + gt(θt)| Ft]− E [wt+1 + gt+1(θt+1)| Ft+1]‖
≤ ‖Γt‖+ c5 (1 + ξt)Υ (‖θt+1 − θt‖) + c6κt(1 + ‖∇f(θt+1)‖)
+ c3(1 + ξt) (1 + ‖∇f(θt)‖) + c3(1 + ξt) (1 + ‖∇f(θt+1)‖)
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≤ ‖Γt‖+ (c5 + c3L) (1 + ξt) Υ (‖θt+1 − θt‖) + c6LκtΥ(‖θt+1 − θt‖)
+ c6κt(1 + ‖∇f(θt)‖) + 2c3(1 + ξt) (1 + ‖∇f(θt)‖)
≤ ‖Γt‖+ (c5 + c3L)‖st + ut + wt‖ (1 + ξt) Υ (γt) + c6L‖st + ut + wt‖κtΥ(γt)
+ (c5 + c3L)K (1 + ξt)Υ (γt) + c6LKκtΥ(γt) + c6κt(1 + ‖∇f(θt)‖)
+ 2c3(1 + ξt) (1 + ‖∇f(θt)‖)
≤ ‖Γt‖+ a‖wt‖+ A (1 + ‖∇f(θt)‖)
where a and A are chosen such that,
A ≥ (c5 + c3L + c6Lκt) (K + c2 + c8κt) (1 + ξt)Υ(γt) + (2c3 + c6κt)
a ≥ (c5 + c3L)(1 + ξt)Υ(γt) + c6LκtΥ(γt),
and we assume t is large enough such that a < 1. Without loss of generality we assume
that this is true for all t. Hence,
‖wt‖ ≤ 1
1− a ‖Γt‖+
A
1− a (1 + ‖∇f(θt)‖) . (7.33)
Now we have
∑T
t=0(1 + ξt)γtΥ(γt) (‖ht‖‖wt‖)2 is non-decreasing with
T∑
t=0
(1 + ξt)γtΥ(γt) (‖ht‖‖wt‖)2 ≤ 2
(1− a)2
T∑
t=0
(1 + ξt)γtΥ(γt) (‖ht‖‖Γt‖)2
+
2A2
(1− a)2 (b1 + b2)
2
T∑
t=0
(1 + ξt)γtΥ(γt).
The second sequence converges by the sequence conditions, and the first converges by
Lemma 7.6. Lemma 7.7 shows that
∑T
t=0(1 + ξt)γtΥ(γt)‖ht‖‖wt‖ also converges.
Proof of Lemma 7.5. Lemma 7.5a is a restatement of Lemma 7.6a. Lemma 7.5b is ob-
tained from
‖htDt‖ ≤ ‖ht‖c5(1 + ξt)Υ(‖θt+1 − θt‖)
≤ ‖ht‖c5(1 + ξt)‖st + ut + wt‖Υ(γt) + ‖ht‖c5K(1 + ξt)Υ(γt)
≤ c5‖ht‖‖wt‖(1 + ξt)Υ(γt)
+ (b1c2c5 + b1c8c5κt + b1c5K + b2c2c5 + b2c8c5κt)(1 + ξt)Υ(γt)
≤ c5‖ht‖‖wt‖(1 + ξt)Υ(γt) + A(1 + ξt)Υ(γt)
for some A,
A ≥ b1c2c5 + b1c8c5κt + b1c5K + b2c2c5 + b2c8c5κt.
As we then have
T∑
t=0
‖γthtDt‖ ≤ A
T∑
t=0
(1 + ξt)γtΥ(γt) + c5
T∑
t=0
(1 + ξt)γtΥ(γt)‖ht‖‖wt‖,
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Lemma 7.8 and the conditions on γt show this converges, and hence the sequence of
Lemma 7.5b converges.
‖htEt‖ ≤ ‖ht‖c6κt(1 + ‖∇f(θt+1)‖)
≤ ‖ht‖c6κt (1 + ‖∇f(θt)‖+ LΥ(‖θt+1 − θt‖))
≤ (b1 + b2)c6κt + c6L‖ht‖‖wt‖κtΥ(γt)
+ (b1c2L + b1c8Lκt + b1LK + b2c2c5 + b2c8Lκt)c6κtΥ(γt)
≤ (b1 + b2)c6κt + A1Υ(γt) + A2‖ht‖‖wt‖Υ(γt)
for some A1, A2,
A1 ≥ (b1c2L + b1c8Lκt + b1LK + b2c2c5 + b2c8Lκt)c6κt
A2 ≥ c6Lκt.
As we then have
T∑
t=0
‖γthtEt‖ ≤ (b1 + b2)c6
T∑
t=0
κtγt + A1
T∑
t=0
γtΥ(γt) + A2
T∑
t=0
γtΥ(γt)‖ht‖‖wt‖,
Lemma 7.5c also holds. For Lemma 7.5d the conditions on γt give us
T−1∑
t=0
‖(γt+1 − γt)ht+1E [wt+1 + gt+1(θt+1)| Ft+1]‖
=
T−1∑
t=0
(γt − γt+1) ‖ht+1E [wt+1 + gt+1(θt+1)| Ft+1]‖
≤ c3(b1 + b2)
T−1∑
t=0
(γt − γt+1)(1 + ξt+1)
and hence the sequence of Lemma 7.5d converges. For Lemma 7.5e we have
‖γ0h0E [w0 + g0(θ0)| F0]‖ ≤ c3(b1 + b2)(1 + ξ0)γ0.
For Lemma 7.5f we have
‖γT+1hT+1E [wT+1 + gT+1(θT+1)| FT+1]‖ ≤ c3(b1 + b2)(1 + ξT+1)γT+1.
Lemma 7.5 shows that all the terms in Equation (7.30), excepting the ht+1−ht term,
either converge or are bounded, with probability one. In particular, this is true for the
two possible ht’s that we are interested in: 1/Gt and ∇f(θt)′/G2t . We now proceed to
show that the remaining term converges for these two particular choices of ht.
Lemma 7.9. For some Ft-measurable sequence Bt with ‖Bt‖Gt ≤ C(1 + ξt), for some constant
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C,
T∑
t=0
γt
(
1
Gt+1
− 1
Gt
)
Bt+1
converges with probability one.
Proof. A sufficient condition is if the series
T∑
t=0
γt
∥∥∥∥
(
1
Gt+1
− 1
Gt
)
Bt+1
∥∥∥∥
converges. This series is monotonically increasing with, using Lemma 7.3,
T∑
t=0
γt
∥∥∥∥
(
1
Gt+1
− 1
Gt
)
Bt+1
∥∥∥∥
=
T∑
t=0
γt
|Gt −Gt+1|
Gt
‖Bt+1‖
Gt+1
≤
max{k:τk≤T+1}∑
k=0
γτk−1
‖∇f(θτk−1)−∇f(θτk)‖
Gτk−1
‖Bτk‖
Gτk
+
max{k:τ ′k≤T+1}∑
k=0
γτ ′k

 τ ′k∑
s=τk
‖∇f(θs)−∇f(θs+1)‖
Gs

 ‖Bτ ′k+1‖
Gτ ′k+1
≤ C
max{k:τk≤T+1}∑
k=0
γτk−1 (1 + ξτk)
‖∇f(θτk−1)−∇f(θτk)‖
Gτk−1
+ C
max{k:τ ′k≤T+1}∑
k=0
γτ ′k
(
1 + ξτ ′k+1
) τ ′k∑
s=τk
‖∇f(θs)−∇f(θs+1)‖
Gs


≤ Cc−17
max{k:τk≤T+1}∑
k=0
(
γτk−1
(
1 + ξτk−1
)
+ γτk (1 + ξτk)
) ‖∇f(θτk−1)−∇f(θτk)‖
Gτk−1
+ Cc−17
max{k:τ ′k≤T+1}∑
k=0
(
γτ ′k
(
1 + ξτ ′k
)
+ γτ ′k+1
(
1 + ξτ ′k+1
))
×

 τ ′k∑
s=τk
‖∇f(θs)−∇f(θs+1)‖
Gs


As γt(1 + ξt) is non-increasing, we have
T∑
t=0
γt
∥∥∥∥
(
1
Gt+1
− 1
Gt
)
Bt+1
∥∥∥∥
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≤ 2Cc−17
T∑
t=0
γt(1 + ξt)
‖∇f(θt)−∇f(θt+1)‖
Gt
≤ 2Cc−17
T∑
t=0
γt(1 + ξt)
1
Gt
LΥ(‖θt+1 − θt‖)
≤ 2Cc−17 LK
1
δ
T∑
t=0
(1 + ξt)γtΥ(γt) + 2Cc
−1
7 L
T∑
t=0
(1 + ξt)γtΥ(γt)
‖st + ut + wt‖
Gt
≤ A
T∑
t=0
(1 + ξt)γtΥ(γt) + 2Cc
−1
7 L
T∑
t=0
(1 + ξt)γtΥ(γt)
‖wt‖
Gt
,
for some A,
A ≥ 2Cc−17 L
(
K
1
δ
+ (c2 + c8κt)
(
2 +
2
δ
))
.
From the conditions on γt and from Lemma 7.8 the right hand side converges, and the
result follows. Note that 1/Gt > 0 satisfies Condition 7.1 with b1 = 1/δ and b2 = 2.
We now consider the case where ht = ∇f(θt)′/G2t .
Lemma 7.10. For some Ft-measurable sequence Bt with ‖Bt‖Gt ≤ (1+ξt)C, for some constant
C,
T∑
t=0
γt
(∇f(θt+1)′
G2t+1
− ∇f(θt)
′
G2t
)
Bt+1
converges with probability one.
Proof. A sufficient condition is if the series
T∑
t=0
γt
∥∥∥∥
(∇f(θt+1)′
G2t+1
− ∇f(θt)
′
G2t
)
Bt+1
∥∥∥∥
converges. Note that(∇f(θt+1)′
G2t+1
− ∇f(θt)
′
G2t
)
Bt+1 =
∇f(θt+1)′ −∇f(θt)′
Gt
Bt+1
Gt+1
+
(∇f(θt+1)′
Gt+1
+
∇f(θt)′
Gt
)
Gt −Gt+1
Gt
Bt+1
Gt+1
.
Now, similar to the proof of Lemma 7.9, noting that ‖∇f(θt)‖/Gt ≤ 2, we have
T∑
t=0
γt
∥∥∥∥
(∇f(θt+1)′
G2t+1
− ∇f(θt)
′
G2t
)
Bt+1
∥∥∥∥
≤ C
T∑
t=0
γt(1 + ξt+1)
‖∇f(θt+1)−∇f(θt)‖
Gt
+ 4
T∑
t=0
γt
|Gt −Gt+1|
Gt
‖Bt+1‖
Gt+1
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≤
(
1 +
8
c7
)
C
T∑
t=0
γt(1 + ξt)
‖∇f(θt+1)−∇f(θt)‖
Gt
.
Once again, from the conditions on γt and from Lemma 7.8 the right hand side con-
verges, and the result follows.
We now have all the tools needed to prove the main lemma of this section.
Proof of Lemma 7.4. ht = 1/Gt satisfies Condition 7.1 with b1 = 1/δ and b2 = 2, and
ht = ∇f(θt)′/G2t satisfies Condition 7.1 with b1 = 2/δ and b2 = 4, hence for both these
choices of ht the conditions for Lemma 7.5 are satisfied. We see from Equation (7.30)
that we still need to show the convergence of
T∑
t=0
γt (ht+1 − ht) E [wt+1 + gt+1(θt+1)| Ft+1]
for ht = 1/Gt and ht = ∇f(θt)′/G2t . As
‖E [wt + gt(θt)| Ft] ‖
Gt
≤ c3
(
1
δ
+ 2
)
(1 + ξt), (7.34)
Lemma 7.9 gives the convergence with ht = 1/Gt, and hence the sequence of Lemma 7.4b
converges. For ht = ∇f(θt)′/G2t from Equation (7.34) and Lemma 7.10 we see that the
sequence of Lemma 7.4c converges. As ht = 1/Gt satisfies Condition 7.1, Lemma 7.8
gives Lemma 7.4d. Note that the sequence of Lemma 7.4e is monotonically increasing,
and
T∑
t=0
γtΥ(γt)χt‖wt‖2 ≤ δ2
T∑
t=0
γtΥ(γt)
‖wt‖2
G2t
;
hence the sequence of Lemma 7.4e converges.
7.3.2 Full Intervals
In this section we show that, with probability one, there is some time t0 after which:
all intervals are full; and during full intervals the value of f(θt) decreases by a positive
value (a value that depends only on δ).
Recall the definition of η: choose ηinv such that
(c2 + c8)
(
1
δ
+ 2
)
ηinv +
(
2 +
K
δ
)
ηinv =
1
2L
,
then choose
η = Υ∗(ηinv )/2.
Consider the set of zero probability sample paths for which a series in Lemma 7.4
does not converge; let 1∞ be the set of sample paths outside this zero probability set.
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We change Equation (4.7) in Bertsekas and Tsitsiklis (2000) to be: let  be a positive
constant such that
 ≤ η, 2 + 2K˜2 ≤ c1η
240
, 4K˜2(1 + c22 + c
2
8) + 2c8 ≤
c1δ
2η
240
.
Similarly to Bertsekas and Tsitsiklis (2000), for some sample path s∞ ∈ 1∞, we define
t0 to be a time such that the series in Lemma 7.4, and the sequences in the sequence
conditions (Equations (7.16)–(7.20)), are all within  of their limits (we assume this
means κt ≤ 1).
We will now show that Bertsekas and Tsitsiklis (2000, Lemma 4) (that all intervals
are eventually full) continues to hold under the new set of conditions. The proof
follows that of Bertsekas and Tsitsiklis (2000).
Lemma 7.11. Consider some sample path s∞ ∈ 1∞, and let to be defined as above. If τk is
defined and is larger than t0, then the interval Ik is full.
Proof.
Υ(‖θτ ′k+1 − θτk‖)
= Υ


∥∥∥∥∥∥
τ ′k∑
t=τk
γt (st + ut + wt)
∥∥∥∥∥∥


≤

1
η
∥∥∥∥∥∥
τ ′k∑
t=τk
γt (st + ut + wt)
∥∥∥∥∥∥+ K

Υ(η)
≤

1
η

 τ ′k∑
t=τk
γt‖st‖+
τ ′k∑
t=τk
γt‖ut‖+ Hk
∥∥∥∥∥∥
τ ′k∑
t=τk
γt
wt
Gt
∥∥∥∥∥∥

+ K

Υ(η)
≤

c2(1 + 2Hk)1
η
τ ′k∑
t=τk
γt + c8κt(1 + 2Hk)
1
η
τ ′k∑
t=τk
γt +
2
η
Hk + K

Υ(η)
≤ (c2 + c8)
(
1
δ
+ 2
)
Υ(η)Hk +
(
2 +
K
δ
)
Υ(η)Hk
≤ Hk
2L
,
where the last inequality follows from the choice of η. The rest follows exactly as
in Bertsekas and Tsitsiklis (2000). We then have
‖∇f(θτ ′k+1)−∇f(θτk)‖ ≤ LΥ(‖θτ ′k+1 − θτk‖) ≤
Hk
2
=
‖∇f(θτk)‖
2
,
which implies
1
2
‖∇f(θτk)‖ ≤ ‖∇f(θτ ′k+1)‖ ≤ 2‖∇f(θτk)‖.
If we also had
∑τ ′k+1
t=τk
γt ≤ η, then τ ′k + 1 should also be in Ik, which it is not, hence
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∑τ ′k+1
t=τk
γt > η, and Ik is a full interval.
We can show that Bertsekas and Tsitsiklis (2000, Lemma 5) (that after time t0, each
interval causes a positive decrease in f(θt)) also continues to hold under the new set of
conditions. We will however, give a slightly different result; keeping a small portion
of the error seen during an interval. It will be seen that, consequently, we will not
need to consider the sequence
∑T
t=0 γtχt∇f(θt)′wt.
Lemma 7.12. Consider some sample path s∞ ∈ 1∞, and let to be defined as above. If τk is
defined and larger than t0, then
f(θτ ′k+1) ≤ f(θτk)− h + δ
2
τ ′k∑
t=τk
γt
∇f(θt)′wt
G2t
,
where h is a positive constant that only depends on δ.
Proof. The proof follows that of Lemma 5 from Bertsekas and Tsitsiklis (2000). First
we note that, as the interval Ik is full,
−
τ ′k∑
t=τk
γt
c1
2
‖∇f(θt)‖2 ≤ −c1H
2
k
8
τ ′k∑
t=τk
γt ≤ −c1H
2
kη
16
.
We also need to consider the effect of the error terms during the interval. First we
determine a portion of the error we will keep.
τ ′k∑
t=τk
γt∇f(θt)′wt = δ2
τ ′k∑
t=τk
γt
∇f(θt)′wt
G2t
+
(
1− δ
2
H2k
) τ ′k∑
t=τk
γt∇f(θt)′wt
≤ δ2
τ ′k∑
t=τk
γt
∇f(θt)′wt
G2t
+
(
1− δ
2
H2k
)
2H2k
≤ δ2
τ ′k∑
t=τk
γt
∇f(θt)′wt
G2t
+ 2H2k.
Including the other terms of Equation (7.27), we have
f
(
θτ ′k
)
≤ f (θτk)−
c1ηH
2
k
16
+ δ2
τ ′k∑
t=τk
γt
∇f(θt)′wt
G2t
+ (2 + 2K˜2)H2k
+
(
4K˜2(1 + c22 + c
2
8κ
2
t ) + 2c8
)

≤ f (θτk)−
c1ηH
2
k
16
+ δ2
τ ′k∑
t=τk
γt
∇f(θt)′wt
G2t
+
c1ηH
2
k
240
+
c1ηδ
2
240
(7.35)
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≤ f (θτk)−
c1ηδ
2
20
+ δ2
τ ′k∑
t=τk
γt
∇f(θt)′wt
G2t
.
We will also include a lemma, much like Lemma 7.12, that makes concrete some
discussion in Bertsekas and Tsitsiklis (2000)
Lemma 7.13. Consider some sample path s∞ ∈ 1∞, and let to be defined as above. If τk is
defined and larger than t0, then for all t > τ ′k,
f(θt) < f(θτk).
Proof. If, for some l, the intervals Il and Il+1 exist, then if the interval Il immediately
precedes Il+1 we have
Hl+1 = 2Hl + Hl+1 − 2Hl
= 2Hl + ‖∇f(θτl+1)‖ − 2‖∇f(θτl)‖
≤ 2Hl + ‖∇f(θτl+1)‖ − ‖∇f(θτ ′l )‖
≤ 2Hl + ‖∇f(θτl+1)−∇f(θτl+1−1)‖,
otherwise if Il+1 is preceded by an element of S we have
Hl+1 = Hl + Hl+1 −Hl
≤ Hl + Hl+1 − δ
≤ Hl + Hl+1 − ‖∇f(θτl+1−1)‖
= Hl + ‖∇f(θτl+1)‖ − ‖∇f(θτl+1−1)‖
≤ Hl + ‖∇f(θτl+1)−∇f(θτl+1−1)‖.
Now,
‖∇f(θτl+1)−∇f(θτl+1−1)‖
≤ LΥ(‖θτl+1 − θτl+1−1‖)
≤ L1
η
∥∥γτl+1−1 (sτl+1−1 + uτl+1−1 + wτl+1−1)∥∥Υ(η) + LKΥ(η)
≤ L1
η
(
γτl+1−1‖sτl+1−1‖+ γτl+1−1‖uτl+1−1‖
+ Gτl+1−1
∥∥∥∥γτl+1−1 wτl+1−1Gτl+1−1
∥∥∥∥
)
Υ(η) + LKΥ(η)
≤ L
(
c2(1 + 2Gτl+1−1)
γτl+1−1
η
+ c8κt(1 + 2Gτl+1−1)
γτl+1−1
η
+ Gτl+1−1
2
η
+ K
)
Υ(η)
≤ (c2 + c8)
(
1
δ
+ 2
)
Υ(η)LHl +
(
2 +
K
δ
)
Υ(η)LHl
≤ Hl
2
,
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where we have used that Gτl+1−1 ≤ Hl, that δ ≤ Hl, and that, by assumption, γt ≤ η/2.
The last inequality follows from the choice of η. So we have shown that
H2l+1 ≤ 9H2l .
Let Ik¯ be the last interval such that τ
′
k¯
< t (that is, there is no j such that τ ′j < t and
j > k¯; note that such an interval exists, and may be equal to Ik). From Equation (7.27)
and Equation (7.35), we have
f(θt) ≤ f(θτk) +
t−1∑
s=τk
[
−γs c1
2
‖∇f(θs)‖2 + γs∇f(θs)′ws + K˜2‖ws‖2γsΥ(γs)
c8κsγs + 2K˜
2(1 + c22 + c
2
8κ
2
s)γsΥ(γs)
]
≤ f(θτk) +
k¯∑
i=k

−c1ηH2i
16
+
τ ′i∑
s=τi
γsδ
2∇f(θs)′ws
G2s
+
c1ηH
2
i
240
+
c1ηδ
2
240


+
∑
s∈S,s∈[τ ′k,t)
[
γsδ
2∇f(θs)′ws
G2s
+ K˜2χs‖ws‖2γsΥ(γs) + c8κsγs
+ 2K˜2(1 + c22 + c
2
8κ
2
s)γsΥ(γs)
]
+
r
τk¯+1 defined, τk¯+1 ≤ t ≤ τ ′k¯+1
z
×

 t∑
s=τk¯+1
γsδ
2∇f(θs)′ws
G2s
+
c1ηH
2
k¯+1
240
+
c1ηδ
2
240


≤ f(θτk)− h(k¯ − k)−
c1ηH
2
k¯
16
+
c1ηH
2
k¯
240
+
c1ηδ
2
240
+
(
2 + 2K˜2
)
δ2
+
(
4K˜2(1 + c22 + c
2
8) + 2c
2
8
)
 +
q
τk¯+1 defined
y c1ηH2k¯+1
240
+
c1ηδ
2
240
≤ f(θτk)−
c1ηH
2
k¯
16
+
c1ηH
2
k¯
240
+ [[τk¯+1 defined]]
c1ηH
2
k¯+1
240
+
c1ηδ
2
60
≤ f(θτk)−
c1ηH
2
k¯
16
+
c1ηH
2
k¯
24
+
c1ηδ
2
60
≤ f(θτk)−
c1ηH
2
k¯
48
+
c1ηδ
2
60
≤ f(θτk)−
c1ηδ
2
48
+
c1ηδ
2
60
≤ f(θτk)−
c1ηδ
2
240
< f(θτk),
where we have used JXK to denote the indicator function of the event X .
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7.3.3 Almost Surely There
In this section we finish the proof of Theorem 7.1. The section follows Bertsekas and
Tsitsiklis (2000, Lemma 6) and the discussion following.
Lemma 7.14. For almost every sample path, f(θt) converges to a finite value or else f(θt) →
−∞. If limt→∞ f(θt) 6= −∞, then lim supt→∞ ‖∇f(θt)‖ ≤ δ.
Proof. Consider some sample path s∞ ∈ 1∞. Suppose there are only finitely many
intervals Ik, and, in particular,
lim sup
t→∞
‖∇f(θt)‖ ≤ δ.
Let t∗ be some time such that t ∈ S for all t ≥ t∗. From Equation (7.27) we have, for
Zt = γt∇f(θt)′wt + K˜2‖wt‖2γtΥ(γt) + c8κtγt + 2K˜2(1 + c22 + c28κ2t )γtΥ(γt)
= γtδ
2∇f(θt)′wt
G2t
+ K˜2χt‖wt‖2γtΥ(γt)
+ c8κtγt + 2K˜
2(1 + c22 + c
2
8κ
2
t )γtΥ(γt), ∀t ≥ t∗,
that
f(θt+1) ≤ f(θt) + Zt, ∀t ≥ t∗.
We know from Lemma 7.4 that Zt converges, and hence, from Lemma 7.2, f(θt) con-
verges to a finite value or else f(θt) → −∞. This proves the case for a finite number
of intervals.
For the case of infinitely many intervals we will prove that f(θt) → −∞. Consider
the subsequence T = S ∪{τ1, τ2, . . .}, we have (with i(0) = min{t > t0 : t ∈ T }, where
t0 is defined as before, and i(s + 1) = min{t > i(s) : t ∈ T })
f(θi(s+1)) ≤ f(θi(s))−Wi(s) + Zi(s),
where Wi(s) = h for i(s) ∈ {τ1, τ2, . . .} (which occurs infinitely often), and
T∑
s=0
Zi(s) =
i(T+1)−1∑
t=0
[
γtδ
2∇f(θt)′wt
G2t
+ χtK˜
2γtΥ(γt)‖wt‖2
+ χtc8κtγt + χt2K˜
2
(
1 + c22 + c
2
8κ
2
t
)
γtΥ(γt)
]
,
which we know to converge. Lemma 7.2 then tells us that f(θi(s)) → −∞. Addi-
tionally we need to show that the fluctuations during intervals Ik are not too large.
Lemma 7.13 tells us that for t ∈ Ik+1 we have f(θt) < f(θτk). As f(θτk) → −∞, the
same must be true for f(θt).
From Lemma 7.14 we have that either: f(θt) → −∞; or f(θt) converges to a finite
value and lim supt→∞ ‖∇f(θt)‖ < δ. Since this is true for all δ > 0, if f(θt) converges
to a finite value then lim supt→∞ ‖∇f(θt)‖ = 0, implying ∇f(θt) → 0. Furthermore,
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suppose that θ∗ is a limit point of θt, but that for some ε > 0 and some tˆ > 0 we have
‖f(θt)− f(θ∗)‖ ≥ ε for all t > tˆ. From Equation (7.26) we obtain,
ε
2
< ‖f(θt)− f(θ∗)‖ ≤
(
Kˆ2 + ‖∇f(θ∗)‖
)
‖θt − θ∗‖+ Kˆ‖θt − θ∗‖2
and so
‖θt − θ∗‖ >
√
h2θ∗ +
Kˆ−1ε
4
− hθ∗ ,
where
hθ∗ =
1
2
(
Kˆ + Kˆ−1‖∇f(θ∗)‖
)
.
This is strictly positive for all strictly positive ε, hence there must be some subsequence
of f(θt) that converges to f(θ∗). We have already shown that the limit of f(θt) exists.
If this limit differed from f(θ∗) then we could find a tˆ such that ‖f(θt) − f(θ∗)‖ ≥
‖f(θ∗) − limt→∞ f(θt)‖/2 for all t > tˆ. We must have then that the limit of f(θt) is
finite and equal to f(θ∗), hence, by Lemma 7.14, ∇f(θ∗) = 0.
Chapter 8
Convergence of Online Policy
Gradient Algorithms
In Section 8.1 we will introduce the COLMDP algorithm, and give a corresponding
convergence result. The update performed by the COLMDP algorithm is similar to
that of the OLPOMDP algorithm (Baxter et al. 2001), except that in the COLMDP al-
gorithm the value of β is increased over time. We saw in Chapter 2 that a convergence
result for the OLPOMDP algorithm was given by Bartlett and Baxter (2000), and a
convergence result for an algorithm with an update similar to that the OLPOMDP al-
gorithm was given by Marbach and Tsitsiklis (2003). Before discussing the COLMDP
algorithm we first look at these previous results in more detail.
The OLPOMDP algorithm of Baxter et al. (2001) was shown as Algorithm 2.2 in
Chapter 2. It is shown again here as Algorithm 8.1, but with some small changes: we
have assumed the state is observed, that is, we have assumed we are given an MDP;
we have changed the labelling of the indices of θ, adding a superfluous step; and we
have included conditions on the µMDP and sequence (γt)
∞
0 . The conditions provide a
number of properties that are useful for stochastic convergence: the sequence of step
directions (r(Xt)zt)
∞
0 are uniformly bounded, and so θ may not step arbitrarily far
arbitrarily quickly; the Markov chain formed by the sequence (Xt)
∞
0 remains ergodic,
and so we may continue to relate samples to expectations; the sequence of step sizes
(γt)
∞
0 has unbounded sum, allowing for the possibility of reaching any point in the
space; and the sequence (γ2t )
∞
0 has bounded sum, making it likely that the sum of the
stochastic error has bounded variance, and hence is likely to be almost surely finite.
The convergence result of Bartlett and Baxter (2000) uses conditions identical to
those given in Algorithm 8.1. The result applies to a version of Algorithm 8.1 where
the update θt+1 = θt + γtr(Xt)zt is replaced by the update
θt+1 = θt + γt (r(Xt)zt − λθt) , (8.1)
where λ is a positive constant. As was discussed in Section 2.5, this gives a penalised
version of Algorithm 8.1, where we look to maximize the quantity η(θ)−λ‖θ‖2/2. The
result of Bartlett and Baxter (2000, Theorem 6) states that: as t → ∞, θt → L almost
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Algorithm 8.1 OLPOMDP—for an MDP (Baxter et al. 2001)
given:
- µMDP D = (S,Y,U , P, ν, r,Mp) satisfying assumption 1;
- initial parameter value θ0 ∈ RK ;
- distribution over starting states ρ0 ∈ PS ;
- sequence of positive step sizes (γt)
∞
0 satisfying:
a.
∑∞
t=0 γt = ∞, and
b.
∑∞
t=0 γ
2
t < ∞;
- β ∈ [0, 1).
z0 = 0.
Generate X0 according to ρ0.
Generate U0 according to µ(X0; θ0).
for t = 0, 1, 2, . . . do
θt+1 = θt + γtr(Xt)zt.
zt+1 = βzt + L(Xt, Ut; θt).
Generate Xt+1 according to PXt(Ut).
Generate Ut+1 according to µ(Xt+1; θt+1).
end for
surely, where L is the set of stable equilibrium points of the differential equation
dθ
dt
= ∇βη(θ)− λθ.
Figure 8.1 gives a pictorial view of this result in two dimensions. We might imagine
that the update of Equation (8.1) drives θt out in the direction of ∇βη(θ), towards re-
gions where∇βη(θ) is small, and hence towards regions where∇η is small (such as at
a local maximum of η(θ)). The penalty pushes θt back towards the origin, and at some
point (before we reach the region where ∇βη is small) the penalty is approximately
equal to the drive of θt in the ∇βη(θ) direction. The region around this point is then
where we stay.
The convergence result of Marbach (1998), Marbach and Tsitsiklis (2003) is for an
algorithm that is much like Algorithm 8.1. The algorithm of Marbach (1998), Marbach
and Tsitsiklis (2003) differs from Algorithm 8.1 in two ways: the reward is replaced
by r(Xt) − η˜t, where η˜t is an approximation of the average reward calculated by the
recursion η˜t+1 = η˜t+λγt(r(Xt)−η˜t); and the value of zt is refreshed at each occurrence
of a special state i∗, that is, the sequence (zt)
∞
0 is replaced with the sequence (z
(i∗)
t )
∞
0 ,
where z(i
∗)
0 = 0 and
z
(i∗)
t+1 =
{
0 if Xt+1 = i∗,
βz
(i∗)
t + L(Xt, Ut; θt) otherwise.
As was discussed in Note 2.9, Marbach and Tsitsiklis (2003) argue this second change—
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Figure 8.1: Path of the penalised version of Algorithm 8.1: the cross denotes θ0; the dashed
line denotes the path of θt; the gray area denotes the set L, the set of stable equilibrium points
of the differential equation dθ/dt = ∇βη(θ)− λθ; the pentagon denotes the maximum of η(θ),
where ∇η(θ) = 0; the hashed area denotes the set of θ such that ∇βη(θ) is small; and the
concentric, dotted circles denote contours of the quadratic penalty λ‖θ‖2/2.
refreshing zt at each occurrence of i∗—should not affect the convergence of the algo-
rithm. The assumptions that are required to hold for the convergence result, however,
do differ, in a material way, from those assumptions given in Algorithm 8.1. The as-
sumptions as given by Marbach (1998) are:
(Step Size 1) The step sizes γt are deterministic, nonnegative, and satisfy
∞∑
t=0
γt = ∞,
∞∑
t=0
γ2t < ∞.
(Step Size 2) The step sizes γt are non-increasing. Furthermore, there exists a positive
integer p and a positive scalar A such that
n+t∑
k=n
(γn − γk) ≤ Atpγ2n,
for all positive integers n and t.
(MDP Recurrence) There exists a state i∗ ∈ S such that, for every policy µ ∈Mo and
for every i ∈ S , we have
|S|∑
n=1
Pr (Xn = i
∗|X0 = i) > 0,
where the sequence (Xt)
∞
0 is generated by the MDP controlled by µ.
(MDP Parameterization) For every state i ∈ S , and every control action u ∈ U ,
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Figure 8.2: Path of the recurrent state version of Algorithm 8.1: the cross denotes θ0; the
dashed line denotes the path of θt; the pentagon denotes the maximum of η(θ), where∇η(θ) =
0; and the hashed area denotes the set of θ such that ∇η(θ) is small.
µu(i; θ) is, as a function of θ, bounded and has bounded first and second deriva-
tives. Furthermore, for every state i ∈ S , and every control action u ∈ U , we
have
∇µu(i; θ) = µu(i; θ)fu(i; θ),
where the function fu(i; θ) is bounded, differentiable and has bounded first
derivatives.
There is also the implicit assumption that there exists a bound on the function r, as S
is finite and the function r takes values in R. We leave the discussion of these assump-
tions until the introduction of the COLMDP algorithm. Now, writing σβ(θ) for the
bias term as given in Marbach (1998) and writing R1 for the first return time to state
i∗, the convergence result of Marbach (1998) states: given that the above assumptions
hold, let Tmin and D be such that, for all θ ∈ Rn, we have
1 ≤ Tmin ≤ E[R1],
‖σβ(θ)‖ ≤ D;
then, with probability one, we have
lim inf
t→∞
‖∇η(θt)‖ ≤ D
Tmin
.
Figure 8.2 gives a pictorial view of this result in two dimensions. The update moves
θ in the direction of ∇βη(θ), with θt converging to a region where ∇η(θ) is small. We
might imagine this to be near a local maximum of η(θ). The path of θt may then leave
the region where ∇η(θ) is small, but it will always return.
Note 8.1. The convergence result of Marbach (1998) requires that an assumption that they
refer to as (MRP Strong Recurrence) holds. It is shown that if (MDP Recurrence) holds
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then (MRP Recurrence) holds, but it is not shown whether or not (MRP Strong Recur-
rence) holds also. So, for the convergence result, we may additionally need to demand that
(MRP Strong Recurrence) hold. For the purposes of our discussion, however, we may ignore
this point.
Also, the convergence results in Marbach and Tsitsiklis (2003) are of a slightly improved
form, where Tmin is removed and D is defined as the uniform bound on σβ(θ)/E[R1].
8.1 The COLMDP Algorithm
By fixing β the OLPOMDP algorithm can not hope to, in general, ensure that ∇η(θt)
converges to zero. Though there do exist systems such that, for β sufficiently large,
∇βη remains close to∇η, and for such systems we would have∇η(θt) → 0. The multi-
armed bandit problem is an extreme example of such a case; giving such convergence
for an arbitrary setting of β. For our convergence result we consider a variant of the
algorithm in which the β value slowly increases to one over time (see Algorithm 8.2).
As the value of β increases over time, we can be assured that if we wait long enough
then our bias ‖∇βη(θt) − ∇η(θt)‖ will be small enough (compared to ‖∇η(θt)‖) such
that we can expect our gradient estimate to point in about the correct direction. At
the same time we can control the increase of β so that the variance of our gradient
estimate does not cause our error to become unbounded. For the analysis, we require
a larger set of assumptions on the µMDP than those of Algorithm 8.1.
Assumption 4. For the µMDP D = (S,U , P, r,Mp) , parameterized by θ ∈ Rn, and for the
associated Markov chain M = (S, P ), formed by the sequence (Xt)∞0 , we have:
a. for each θ ∈ Rn the Markov chain M is irreducible and aperiodic, and hence there is a
unique stationary distribution pi(θ) such that
EPr (Xt+1 = j|Xt = X) = pij(θ), ∀j ∈ S,
where X is distributed according to pi(θ);
b. the function r has magnitude bounded by Br < ∞;
c. for each θ ∈ Rn there exists a function L(θ) : S ×U → Rn, with Euclidean norm bounded
by BL < ∞ uniformly over all (i, u, θ) ∈ S × U × Rn, such that
∇µu(i; θ) = L(i, u; θ)µu(i; θ);
d. for each θ ∈ Rn there exists a function L2(θ) : S × U → Rn×n, with spectral norm
bounded by BL2 < ∞ uniformly over all (i, u, θ) ∈ S × U × Rn, such that
∇2µu(i; θ) = L2(i, u; θ)µu(i; θ);
e. the mixing-time of M is uniformly bounded by Bτ < ∞, that is, for each θ ∈ Rn we have
τ(θ) ≤ Bτ .
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Note 8.2. We have used ∇2 to denote the operator that takes a function f : Rn → R to an
R
n×n matrix of its second order partial derivatives (the Hessian). So the klth element of ∇2f
is given by ∂2f/(∂θk∂θl). The definition of the spectral norm is given in Definition 3.4.
Algorithm 8.2 COLMDP
given:
- µMDP D = (S,U , P, r,Mp) satisfying assumption 4;
- initial parameter value θ0 ∈ RK ;
- distribution over starting states ρ0 ∈ PS ;
- a sequence of positive step sizes (γt)
∞
0 , and a sequence (βt)
∞
0 in [0, 1) satisfy-
ing
a.
∑∞
t=0 γt = ∞,
b. γt, (1− βt), and γt(1− βt)−4 are non-increasing,
c. there exists 0 < p < 1 such that
∑∞
t=0 γt (1− βt)p < ∞,
d. there exists 0 < q < 1 such that
∑∞
t=0 γ
1+q
t (1− βt)−8 < ∞, and
e. there is a constant c9 such that (1− βt)− (1− βt+1) ≤ c9(1− βt)5(1− βt+1)
z0 = 0.
Generate X0 according to ρ0.
Generate U0 according to µ(X0; θ0).
for t = 0, 1, 2, . . . do
θt+1 = θt + γtr(Xt)zt.
zt+1 = βtzt + L(Xt, Ut; θt).
Generate Xt+1 according to PXt(Ut).
Generate Ut+1 according to µ(Xt+1; θt+1).
end for
Assumption 4 differs from the MDP assumptions of Marbach (1998), but they have
similar characteristics. Assumptions 4c and 4d are equivalent to (MDP Parameteriza-
tion). To see this note: for a matrix A ∈ Rn×n, with entries akl, we have (see Horn and
Johnson 1985, Problem 23, page 313)
max
k,l
|akl| ≤ ‖A‖λ ≤ nmax
k,l
|akl|;
for the Euclidean norm of a vector v ∈ Rn we have
max
k
|vk| ≤ ‖v‖ ≤ nmax
k
|vk|;
the Jacobian matrix of fu(i; θ) is given by L2(i, u; θ)−fu(i; θ)fu(i; θ)′; and for the vector
v ∈ Rn we have
‖vv′‖λ = max
{x∈Rn| ‖x‖=1}
‖vv′x‖ = v
′v
‖v‖‖v‖ = ‖v‖
2.
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So element-wise bounds and norm bounds are within a factor of n from each other,
and bounds on the Jacobian matrix of fu(i; θ) and bounds on L2(i, u; θ) differ at most
by the relevant bound on fu(i; θ)fu(i; θ)′, which is equivalent to L(i, u; θ)L(i, u; θ)′ and
bounded by assumption. Assumption 4a differs from (MDP recurrence), though both
give a form of ergodicity guarantee. From (MDP recurrence) we see that the state i∗
is reachable from any state under any policy, and hence, for every policy, there exists
a single, possibly periodic, recurrent class (that the class is recurrent follows from S
being finite). This is more general than Assumption 4a in that it allows for the ad-
dition of transient states, and in that it allows for periodicity, though Assumption 4a
does not require state i∗, or any other state, to remain reachable, at least in the limit
as ‖θ‖ → ∞. Appendix A shows how Assumption 4a may be extended to include
transient states and aperiodicity. Lastly, consider Lemma 8.1 below, which requires as-
sumptions (MRP Parameterization) and (MRP Recurrence) of Marbach (1998) to hold;
assumptions which are implied by (MPD Parameterization) and (MDP Recurrence)
respectively.
Lemma 8.1. (Marbach 1998, Lemma 4) Let (MRP Parameterization) and (MRP Recurrence)
hold. Then, pi(θ), η(θ), E[R1] and (v(i; θ) − v(i∗; θ)) are, as functions of θ, bounded, twice
differentiable, and have bounded first and second derivatives. Furthermore, for every integer
s > 0, there exists a constant Ds such that for all θ ∈ Rn, we have
E [Rs1] ≤ Ds.
With Lemma 8.1 we obtain a bound on a measure of mixing; a set of bounds on the
moments of R1. In this way (MDP Parameterization) and (MRP Recurrence) ensure a
condition similar to Assumption 4e.
Remark 8.3. The mixing time τ and the set of bounds on the moments of R1 both give a
measure of mixing for a Markov chain, but they behave differently. For a Markov chain that
generates an independent sequence of random variables, the mixing time τ behaves well, in
that the mixing time τ equals 1 for such a chain, an intuitively appealing result. The moments
of R1 may be arbitrarily large for such a Markov chain however. Example 2.6 showed a set of
such Markov chains.
Consider the two-state, two-action MDP with transition matrices
P (a1) =
[
1 0
0.5 0.5
]
P (a2) =
[
0.5 0.5
0 1
]
.
Such an MDP does not satisfy (MDP Recurrence). However, if we consider this MDP together
with the set of policies such that, for any θ ∈ R1,
µa1(i; θ) =
eθ
eθ + e−θ
, µa2(i; θ) = 1− µa1(i; θ), (8.2)
then the associated µMDP satisfies the conditions of Assumption 4, with Bτ = 1. Notice that
even with this restricted set of policies the moments of R1 behave poorly: for any choice of i∗,
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we can find a sequence (θt)
∞
0 such that for any integer m there is a tm such that for any t ≥ tm
the expected return time E[R1] > m when the policy given by θt is used.
The mixing time τ does not always behave well. For any periodic Markov chain the mixing
time τ is unbounded, though we show in Appendix A how Assumption 4e may be relaxed for
periodic chains. Also, for almost periodic Markov chains the mixing time τ behaves poorly.
Though not precisely defined, the following µMDP gives the idea of what we mean by almost
periodic.
Consider the two-state, two-action MDP with transition matrices
P (a1) =
[
0 1
1 0
]
P (a2) =
[
0.5 0.5
0.5 0.5
]
,
and consider the associated µMDP when used with the set of policies defined above, the set of
policies with probabilities defined by Equation (8.2). In this case (MDP Recurrence) does hold.
Furthermore, the moments of R1 are well behaved: we have
E [Rs1] =
∞∑
t=1
Pr (R1 = t) t
s
=
1− α
2
+
∞∑
t=2
(
1 + α
2
)2(1− α
2
)t−2
ts, (8.3)
where α is either eθ/(eθ + e−θ) or e−θ/(eθ + e−θ) depending on the choice of i∗. Setting
s = 1 we find that E[R1] = 2, and setting s = 2 we find that E[R21] = 2(3− 2α − α2)/(1 −
α2) = 2(3 + α)/(1 + α) ≤ 6, in general we find that E[Rs1] is bounded by the polylogarithm∑∞
t=1 2
−tts. Notice that Assumption 4e does not hold, and we can find a sequence (θt)
∞
0 such
that for any integer m there is a tm such that for any t ≥ tm the mixing time τ > m when the
policy given by θt is used.
To truly compare the mixing time τ and the moments of R1 we would need to, as well as
comparing their value for different types of Markov chains, also compare the statements that
may and may not be made with them. This is beyond the scope of this thesis. However we can
justify our use of the phrases “well behaved” and “poorly behaved” in terms of partial sums
by noting that if either the mixing time τ or the moments of R1 are small then we may show
that partial sums are concentrated, and so if the other measure of mixing is large we might say
that it is unreasonably so.
Before concluding the remark we will show that Equation (8.3) is no more than
∑∞
t=1 2
−tts.
We have already seen that for s = 1 and s = 2 the supremum of Equation (8.3) is attained
with α = 0, and hence attained by the polylogarithm
∑∞
t=1 2
−tts. For s ≥ 3 we first consider
the case of α ≥ 1/3, where we have the following bound on the gradient of Equation (8.3) with
respect to α.
d
dα
E [Rs1] = −
1
2
+
(
1 + α
2
)
2s −
∞∑
t=3
(
1− α
2
)t−3 [( t− 2
2
)(
1 + α
2
)2
− 1− α
2
4
]
ts
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≤ 2s −
∞∑
t=3
(
1− α
2
)t−3 (1 + α
2
)[
1 + α
4
(t− 4) + α
]
ts
≤ 2s −
5∑
t=3
(
1− α
2
)t−3 (1 + α
2
)[
1 + α
4
(t− 4) + α
]
ts
≤ 2s−323 − 2s−3
5∑
t=3
(
1− α
2
)t−3 (1 + α
2
)[
1 + α
4
(t− 4) + α
]
t3, (8.4)
where the last two inequalities follow from each term in the sum being positive, and from
ts ≥ 2s−3t3 for t ≥ 3. Calculating the coefficients of the polynomial in Equation (8.4) we find
d
dα
E [Rs1] ≤ −2s−3
(−4.25− 132.5α − 120.25α2) > 0.
We have then that E[Rs1] is decreasing for α ∈ [1/3, 1], and we need only show that E[Rs1] is
at most
∑∞
t=1 2
−tts on α ∈ [0, 1/3]. Now, notice that we have
(
1 + α
2
)2(1− α
2
)t−2
≤ (1− α2)2 2−t ≤ 2−t,
for all t ≥ 4, and so
E [Rs1]−
∞∑
t=1
2−tts ≤ 1− α
2
− 2−1 +
7∑
t=2
[(
1 + α
2
)2(1− α
2
)t−2
− 2−t
]
ts
= −2−1α + 2−22s (2α + α2)+ 2−33s (α− α2 − α3)
+ 2−44s
(−2α2 + α4)+ 2−55s (−α− 2α2 + 3α3 + α4 − α5)
+ 2−66s
(−2α− α2 + 4α3 − α4 − α5 + α6)
+ 2−77s
(−3α + α2 + 5α3 − 5α4 + 2α6 − α7)
= (−2−1)α + (2−12s + 2−33s − 2−55s − 2−56s)α
+
(
2−22s − 2−33s)α2 + (−2−33sα3)+ 2−44sα2 (α2 − 2)
+ 2−55sα2
(−2 + 3α + α2 − α3)+ (2−66sα3 − 6−67sα)
+ 2−66sα2
(−1 + 3α − α2 − α3 + α4)
+ 2−77sα
(−1 + α + 5α2 − 5α3 + 2α5 − α6) .
Every term in this sum is negative for α ≤ 1/3 and s ≥ 3. This proves the final case, and so
we have
E [Rs1] ≤
∞∑
t=1
2−tts
for all α ∈ [0, 1] and all s ∈ {1, 2, 3, . . .}.
The step size conditions of (Marbach 1998) and those of Algorithm 8.2 (COLMDP)
differ materially in that the conditions of the COLMDP algorithm describe two se-
quences operating at different time scales. There are still comparisons to be drawn
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however. The step size condition (Step Size 1) is a standard assumption for stochas-
tic gradient methods (Bharath and Borkar 1999). The intention is the same as that of
Conditions (a) and (d) of the COLMDP algorithm: allowing the step sizes to be large
enough that we may reach any local maximum, and yet small enough such that the
variance of any stochastic error remains bounded. We might also liken the condition
(Step Size 2) to Conditions (b) and (e) of the COLMDP algorithm, in that they both
attempt to make the step size decrease in a steady fashion. These conditions avoid
step sizes such as
γt =
{
(ln(t))−1 for t ∈ {es|s = 1, 2, 3, . . .},
0 otherwise,
and
γt =
∞∑
s=1
q
es−1 ≤ t < esy e−s−ln s,
which do not change often, but change drastically when they do. Step sizes of this
form are problematic when the stochastic error at any time t is not mean zero, but
rather a sum of stochastic errors over time is mean zero (or about so).
Condition (c) of the COLMDP algorithm ensures that the error associated with
moving in the ∇βtη direction, rather than the ∇η direction, is bounded. We find that,
in combination with Condition (d), this condition means that (1 − βt) is not simply
decreased at a rate slower than γt, as is generally the case in two time scale algo-
rithms (Borkar 1997): the Conditions (c) and (d) of the COLMDP algorithm are compli-
mentary, in the sense that (1− βt) must decrease slow enough such that Condition (d)
is satisfied, but fast enough such that Condition (c) is satisfied. To reassure ourselves
that sequences satisfying these complimentary conditions exist, we have the following
lemma.
Lemma 8.2. The sequence (γt)
∞
0 with γt = (t+1)
−1, and the sequence (βt)
∞
0 with βt = 1−
(t+1)−1/16, satisfy the sequence conditions, Conditions (a) to (e), of the COLMDP algorithm.
Proof. γt, 1− βt, and γt(1− βt)−4 = (t + 1)−3/4 are all decreasing, hence Condition (b)
holds. Remembering that
∑∞
t=1 t
−r is finite iff r > 1, we have: Condition (a) is sat-
isfied; Condition (c) is satisfied with 0 < p < 1; and Condition (d) is satisfied with
1/2 < q < 1. Noting that, for a = 1/16, xa is concave on (0,∞), we have
(1− βt)− (1− βt+1) = 1
(t + 1)a
− 1
(t + 2)a
= (1− βt)(1− βt+1) [(t + 2)a − (t + 1)a]
≤ (1− βt)(1− βt+1) d
dt
(t + 1)a by concavity
= a(1− βt)(1− βt+1)(t + 1)a−1
=
1
16
(1− βt)(1− βt+1)(1 − βt)15
≤ 1
16
(1− βt)5(1− βt+1).
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Figure 8.3: Path of the Algorithm 8.2: the cross denotes θ0; the dashed line denotes the path of
θt; the pentagon denotes the maximum of η(θ), where∇η(θ) = 0; and the hashed area denotes
the set of θ such that∇η(θ) is small.
Having discussed Assumption 4 and the sequence conditions, Conditions (a) to (e),
of the COLMDP algorithm, we may now move on to the analysis of the COLMDP
algorithm. Namely, we may state the following convergence result.
Theorem 8.3. For the sequence (θt)
∞
0 generated by the COLMDP algorithm, η(θt) converges
to a finite value with limt→∞∇η(θt) = 0, with probability one. Furthermore, every limit point
of θt is a stationary point of η.
Figure 8.3 gives a pictorial view of this result in two dimensions. The update
moves θ in the direction of ∇βtη(θ), and as ∇βtη(θ) approaches ∇η(θ) as βt → 1, we
find that∇η(θt) → 0. If θt also converges, to some stationary point θ∗, we might imag-
ine this to be to a local maximum of η(θ). We saw in Chapter 7 how some common
policies, such as the policy given by Equation (7.6), may lead to the sequence (θt)
∞
0
being unbounded despite the convergence of ∇η(θt) to zero.
8.2 Adding a Baseline
In Chapters 3 and 4 we saw that using a baseline may reduce the variance of our
gradient estimates. Recall from Equation (2.13) that we have
∇βη(θ) = E [L(X,U ; θ)Jβ(W ; θ)] , (8.5)
where the random variable (X,U,W ) has probability mass function Pr(X = i, U =
u,W = j) = piiµu(i; θ)pij(u). The idea behind using a baseline was seen in
Note 2.4, which showed that we may shift L(X,U ; θ)Jβ(W ; θ) in Equation (8.5) by
L(X,U ; θ)B(X; θ), for any almost surely finite B(θ) : S → R, without changing the
value of ∇βη(θ). Ideally we would like to choose the baseline B to minimise the
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variance of any ∇βη estimates that we calculate, however, it is unlikely we will have
enough information to be able to do this. In this chapter we consider using a (stochas-
tic) sequence of functions (Bt : S → R)∞0 with Bt used as a baseline at time t, and
consider ways of selecting such a sequence, with the aim of obtaining a better base-
line over time.
In the COLMDP algorithm, rather than taking steps in L(Xt, Ut; θt)Jβ(Xt+1; θ) like
quantities, we look at the reward multiplied by a discounted sum of L(Xt, Ut; θt) into
the past. For some baseline B : S → R we might consider the baseline to act on reward
terms in Jβ(Xt+1; θ) as follows:
lim
T→∞
T∑
s=t+1
βs−t−1t r(Xs)−B(Xt)
= lim
T→∞
(
T∑
s=t+1
βs−t−1t r(Xs) +
T∑
s=t+1
βs−t−1t (βtB(Xs)−B(Xs−1)) + βTt B(Xt+T )
)
=
∞∑
s=t+1
βs−t−1t (r(Xs) + βtB(Xs)−B(Xs−1)) ,
provided B is almost surely finite. This would suggest replacing the update θt+1 =
θt + γtr(Xt)zt in the COLMDP algorithm with the update θt+1 = θt + γtr˜tzt, where
r˜t
def
= r(Xt) + βtBt(Xt)−Bt(Xt−1).
In this section we will consider a number of baseline sequences, which we will
form from a sequence of parameterised functions (Bt($) : S → R)∞0 , and sequence
of random variables ($t)
∞
0 . At each time t we form a baseline Bt(x) = Bt(x;$t)
and update the random variable $t+1 = B($t, . . .), where B is the baseline update.
Algorithm 8.3 shows the COLMDP(baseline) algorithm, a variant of the COLMDP
algorithm that uses the sequence of baselines generated in this way.
The first choice of baseline we consider stems from the idea of using the expected
discounted value function as a baseline. It is formed from the parameterized sequence
(Bt(η˜))
∞
0 with
Bt(i; η˜) =
η˜
1− βt , ∀i ∈ S, (8.6)
along with the update
η˜t+1 = η˜t + λγt (r(Xt)− η˜t) , (8.7)
where λ is an arbitrary constant. This choice of baseline gives us the θ update rule
θt+1 = θt + γt (r(Xt)− η˜t) zt.
With this baseline and baseline update the COLMDP(baseline) algorithm has the same
shift in the reward, and approximation to the average reward, as the algorithm of Mar-
bach (1998), Marbach and Tsitsiklis (2003). Of course, in the COLMDP(baseline) algo-
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Algorithm 8.3 COLMDP(baseline)
given:
- µMDP D = (S,U , P, r,Mp) satisfying assumption 4;
- initial parameter value θ0 ∈ RK ;
- distribution over starting states ρ0 ∈ PS ;
- a sequence of positive step sizes (γt)
∞
0 , and a sequence (βt)
∞
0 in [0, 1) satisfy-
ing
a.
∑∞
t=0 γt = ∞,
b. γt, (1− βt), and γt(1− βt)−4 are non-increasing,
c. there exists 0 < p < 1 such that
∑∞
t=0 γt (1− βt)p < ∞,
d. there exists 0 < q < 1 such that
∑∞
t=0 γ
1+q
t (1− βt)−8 < ∞, and
e. there is a constant c9 such that (1−βt)− (1−βt+1) ≤ c9(1−βt)5(1−βt+1);
- sequence of functions (Bt(x;$))
∞
0 , initial baseline parameter $0, and base-
line update B($, . . .), generating the stochastic sequence (Bt : S → R)∞0 by
Bt(x) = Bt(x;$t).
z0 = 0.
Generate X0 according to ρ0.
Generate U0 according to µ(X0; θ0).
for t = 0, 1, 2, . . . do
θt+1 = θt + γtr˜tzt.
$t+1 = B($t, . . .).
zt+1 = βtzt + L(Xt, Ut; θt).
Generate Xt+1 according to PXt(Ut).
Generate Ut+1 according to µ(Xt+1; θt+1).
end for
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rithm we have that the value of β changes at each iteration (also that zt is not refreshed
at occurrences of a special state i∗), allowing us to give the result of Theorem 8.4 below,
a result that is stronger than that of Marbach (1998).
Theorem 8.4. For the sequence (θt)
∞
0 generated by the COLMDP(baseline) algorithm with
baseline (8.6) and baseline update (8.7):
a. η(θt) converges to a finite value with limt→∞∇η(θt) = 0;
b. every limit point of θt is a stationary point of η;
c. η˜t converges to a finite value with limt→∞(η˜t − η(θt)) = 0.
The proof of Theorem 8.4 can be found in Section 8.6, along with the rest of the
proofs for this section. Theorem 8.4a and Theorem 8.4b give the same convergence
result as Theorem 8.3. Additionally, from Theorem 8.4c, we find that the error of our
average reward approximation η˜t approaches zero.
The analysis in Chapter 4 suggests choices of baseline. The baselines suggested
can not be calculated without access to the dynamics of the Markov decision pro-
cess (such as the set of transition matrices P), however, Section 4.3 suggests a gradient
method for updating the baseline. It shows how the gradient (with respect to the base-
line parameters) of the variance of an estimate of ∇βη can itself be estimated from a
sequence (Xt, Ut)
∞
0 generated by the µMDP. We consider a variant of the correspond-
ing update, where we look to take steps in the direction of the gradient of the variance
but attenuated by (1−βt). This gives the following method for updating the baseline:
$t+1 = $t + λγtr˜tz˜t (8.8)
z˜t+1 = βtz˜t + ‖L(Xt, Ut; θt)‖2(1− βt)∇($)Bt(Xt;$t),
where λ is again some positive constant, and the gradient of Bt is with respect to the
baseline parameters. We will consider this update for two particular choices of the
sequence of functions (Bt)
∞
0 .
The second choice of baseline, and baseline update, we consider is when the up-
date of Equation (8.8) is applied to the baseline
Bt(i; b) =
b
1− βt , ∀i ∈ S. (8.9)
The update is then
bt+1 = bt + λγt(r(Xt)− bt)z˜t (8.10)
z˜t+1 = βtz˜t + ‖L(Xt, Ut; θt)‖2 .
Similar to before, the resultant θ update rule is then
θt+1 = θt + γt (r(Xt)− bt) zt.
As before, we find that COLMDP(baseline) with baseline (8.9) and baseline update (8.10)
converges. We have the following result.
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Theorem 8.5. For the sequence (θt)
∞
0 generated by the COLMDP(baseline) algorithm with
baseline (8.9) and baseline update (8.10), η(θt) converges to a finite value with limt→∞∇η(θt) =
0, with probability one. Furthermore, every limit point of θt is a stationary point of η.
Lastly, the third choice of baseline, and baseline update, we consider is when the
sequence of baseline functions (Bt)
∞
0 used in the update of Equation (8.8) remains
fixed, that is,
Bt(i;$) = B˜(i;$), ∀t (8.11)
for some suitable choice of function B˜. The update then becomes
$t+1 = $t + λγt
(
r(Xt) + βtB˜(Xt;$t)− B˜(Xt−1;$t)
)
z˜t (8.12)
z˜t+1 = βtz˜t + (1− βt)‖L(Xt, Ut; θt)‖2∇($)B˜(Xt;$t).
Provided that B˜ is smooth in the parameter $ we can again show convergence.
Theorem 8.6. Let B˜ : S × Rm → R be such that: for all i ∈ S the function B˜(i; ·) :
R
m → R is differentiable; and the Euclidean norm of ∇($)B˜(i;$) is bounded uniformly
over all (i,$) ∈ S × Rm. For the sequence (θt)∞0 generated by the COLMDP(baseline)
algorithm with baseline (8.11) and baseline update (8.12), η(θt) converges to a finite value
with limt→∞∇η(θt) = 0, with probability one. Furthermore, every limit point of θt is a
stationary point of η(θ).
8.3 Partially Observable Setting
The convergence results of Sections 8.1 and 8.2 extend to the partially observable set-
ting. To see this consider a µPOMDP D = (S,Y,U , P, ν, r,Mp). We might consider
this to be a µMDP, with state space S˜ = S ×Y , where the parameterized set of policies
happens to be restricted to policies that operate only on the observation portion of the
state variable X˜ = (X,Y ) ∈ S˜ , that is, we have
µ˜u((i, y); θ) = µu(y; θ),
for all i ∈ S , y ∈ Y , and u ∈ U , where {µ˜(θ)|θ ∈ Rn} is the set of policies for the
µMDP. Given that the Markov chain formed by the sequence (Xt)
∞
0 generated by D is
irreducible and aperiodic, then the Markov chain formed by (X˜t)∞0 generated by the
µMDP is also irreducible and aperiodic (possibly with the removal of zero probability
pairs (i, y) ∈ S˜), so Assumption 4a holds. Also, as
∑
j∈S,y∈Y
|Pr(Xt = j, Yt = y|X0 = i1, Y0 = w1)− Pr(Xt = j, Yt = y|X0 = i2, Y0 = w2)|
=
∑
j∈S,y∈Y
|Pr(Xt = j|X0 = i1)Pr(Yt = y|Xt = j)
− Pr(Xt = j|X0 = i2)Pr(Yt = y|Xt = j)|
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=
∑
j∈S
|Pr(Xt = j|X0 = i1)− Pr(Xt = j|X0 = i2)|
∑
y∈Y
Pr(Yt = y|Xt = j)
=
∑
j∈S
|Pr(Xt = j|X0 = i1)− Pr(Xt = j|X0 = i2)| ,
we have that
max
(i,y),(j,w)∈S˜
dTV
(
P˜ t(i,y), P˜
t
(j,w)
)
= max
i,j∈S
dTV
(
P ti , P
t
j
)
,
where P˜ is the transition matrix of the µMDP. As a consequence, if the mixing time of
the Markov chain formed by the sequence (Xt)
∞
0 is uniformly bounded by Bτ , then
the mixing time of the Markov chain formed by (X˜t)∞0 is also uniformly bounded by
Bτ , and so Assumption 4e holds. Assumptions 4b, 4c, and 4d continue to hold for the
µMDP if they hold for D.
We may also restrict the set of baselines we consider, so that
B˜t((i, y);$) = Bt(y;$),
for all i ∈ S , y ∈ Y , and some set of baselines {Bt($) : Y → R|$ ∈ Rm, t = 0, 1, 2, . . .}.
8.4 Smooth Gradient Results
We are interested in the convergence of the COLMDP algorithm for maximizing the
average reward η (minimizing −η). In using Theorem 7.1 it is required that the gra-
dient of the average reward ∇η satisfy the smoothness condition of Equation (7.7),
which requires that
‖∇η(θ)−∇η(θ + z)‖ ≤ CΥ(‖z‖)
for some constant C , and some Υ satisfying the conditions of Definition 7.2.
Theorem 8.7. Let D = (S,U , P, r,Mp) be a controlled MDP satisfying Assumption 4. There
is a constant C ≤ 16(B2L + BL + BL2)BrB2τ e2, such that for all θ, φ ∈ Rn
‖∇η(θ)−∇η(φ)‖ ≤ CΥ(‖θ − φ‖),
where
Υ(x) = x
(
2 +
(
ln
1
x
)
+
+
(
ln
1
x
)2
+
)
, x > 0,
and we define Υ(0) = 0.
We will show later that this choice of Υ satisfies the conditions of Definition 7.2. In
this section we concentrate on showing that Theorem 8.7 holds. The techniques used
will be useful later, and so are worth considering here.
As we have seen in Chapter 2, given a µMDP satisfying Assumption 4, the gradi-
ent can be written as
∇η(θ) = E [L(X,U ; θ)v(W ; θ)] ,
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where (X,U,W ) is a random variable with probability mass function
Pr (X = i, U = u,W = j) = pii(θ)µu(i; θ)pij(u).
From this we see that considering how ∇η(θ) changes with changes in θ requires also
considering how the stationary distribution changes with θ. In this section we first
consider changes in the expectation, under the stationary distribution, of a generic
parameterized function G : S ×Rn → Rn. We then consider the change in ∇βη(θ), for
all β ∈ [0, 1]; which will be used in following sections, and which leads to the result
in Theorem 8.7. We also look at a result which shows how a certain set of inequalities
gives rise to a bound of the form in Theorem 8.7. Sets of inequalities of this type will
occur again in following sections.
Given ergodicity we find that, with probability one,
E[G(X; θ)] = lim
T→∞
T−1
T−1∑
t=0
G(Xt, θ),
where the random variable X has probability mass function Pr(X = i) = pii(θ), and
the sequence (Xt)
∞
0 is generated by a finite ergodic Markov chain, with stationary
distribution pi(θ), starting with an arbitrary initial state X0 = ı˜ (see Appendix A). We
have, therefore, that
E [G(X; θ)] = E
[
lim
T→∞
1
T
T−1∑
t=0
G(Xt; θ)
]
= lim
T→∞
1
T
T−1∑
t=0
∑
i∈S
p
(t)
ı˜i (θ)G(i; θ)
= lim
T→∞
1
T
∑
i∈S
[
c−1∑
t=0
p
(t)
ı˜i (θ)G(i; θ) + (T − c)p(c)ı˜i (θ)G(i; θ)
+
T−1∑
t=c
(
p
(t)
ı˜i (θ)− p(c)ı˜i (θ)
)
G(i; θ)
]
(8.13)
for any c ∈ Z+, where the first step uses the dominated convergence theorem (see
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Doob 1994, Lebesgue Theorem, page 83). From Equation (8.13) we have
E [G(X(θ); θ)] − E [G(X(φ);φ)]
= lim
T→∞
1
T
∑
i∈S
[
c−1∑
t=0
(
p
(t)
ı˜i (θ)− p(t)ı˜i (φ)
)
G(i; θ) + (T − c)
(
p
(c)
ı˜i (θ)− p(c)ı˜i (φ)
)
G(i; θ)
+ (G(i; θ)−G(i;φ))
(
c−1∑
t=0
p
(t)
ı˜i (φ) + (T − c)p(c)ı˜i (φ)
)
+
T−1∑
t=c
(
p
(t)
ı˜i (θ)− p(c)ı˜i (θ)
)
G(i; θ) +
T−1∑
t=c
(
p
(c)
ı˜i (φ)− p(t)ı˜i (φ)
)
G(i;φ)
]
, (8.14)
where X(θ) is distributed according to pi(θ) and X(φ) is distributed according to pi(φ),
where pi(θ) and pi(φ) denote the stationary distributions of the sequence (Xt)
∞
0 gen-
erated by the µMDP under parameter θ and φ, respectively. The task now is to find
a c small enough such that the smoothness of the policy may be used to show that
the transition probabilities p(c)ı˜i (θ) and p
(c)
ı˜i (φ) are close, and large enough such that
rapid mixing may be used to show that p(t)ı˜i (θ) and p
(c)
ı˜i (θ) are close for all t ≥ c. Then
provided that we are able to show that G(i; θ) is uniformly bounded, and uniformly
smooth in θ, we can show that E[G(X(θ), θ)] is smooth in θ. We have the following
result.
Lemma 8.8. Let D = (S,U , P, r,Mp) be a µMDP satisfying Assumption 4, and let G :
S×Rn → Rn be a function satisfying, for some functions gB : Rn → R∗ (where R∗ = [0,∞))
and g∆ : Rn × Rn → R∗,
sup
i∈S
‖G(i; θ)‖ ≤ gB(θ) and sup
i∈S
‖G(i; θ) −G(i;φ)‖ ≤ g∆(θ, φ),
then for any θ, φ ∈ Rn, and any c ∈ Z+, writing ∆ = θ − φ, we have
‖E [G(X(θ); θ)]− E [G(X(φ);φ)]‖ ≤ g∆(θ, φ) + BL min{gB(θ), gB(φ)}‖∆‖c
+ 2gB(θ) exp (−bc/τ(θ)c)
+ 2gB(φ) exp (−bc/τ(φ)c) ,
where X(θ) and X(φ) are distributed according to the stationary distribution of the Markov
chain formed by the sequence (Xt)
∞
0 generated by D(θ) and D(φ), respectively.
The idea here is that, for large enough c, exp(−bc/τ(θ)c) is about as small as ‖∆‖.
We will, however, pay a log penalty for increasing c, due to the ‖∆‖c term. The next
result looks at this in more generality—the proof of Lemma 8.8 will be delayed until
later in the section. We consider a set of inequalities, one for each c ∈ Z+, of a partic-
ular form: a term quadratic in c multiplied by a term with a component linear in ‖∆‖
offset by a component exponentially decreasing in c. It is useful to look at this set of
inequalities in generality here as they will re-occur in later analysis.
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Lemma 8.9. Given p0, p1, p2,∆, B ∈ R∗ and d > 0, if for all c ∈ Z+ (where Z+ =
{1, 2, 3, . . .}) we have (
p0 + p1c + p2c
2
)(
∆ + e−c/d
)
≥ B, (8.15)
then
2 (p0 + p1 + 2p2)∆ + 2p1d∆
(
ln
1
∆
)
+
+ 4p2d
2∆
(
ln
1
∆
)2
+
≥ B
if ∆ > 0, and B = 0 if ∆ = 0. Hence we have
(
p0 + p1(1 + 2d) + 2p2(1 + 2d
2)
)
Υ(∆) ≥ B,
where Υ is as defined in Theorem 8.7.
Proof. If ∆ ≥ 1 then select c = 1, giving
B ≤ (p0 + p1 + p2) (∆ + 1) ≤ 2 (p0 + p1 + p2) ∆.
If 0 < ∆ < 1 then select c = d−d ln∆e , giving:
c ≤ 1− d ln∆
= 1 + d
(
ln
1
∆
)
+
;
c2 ≤ 2 + 2d2 (− ln∆)2
= 2 + 2d2
(
ln
1
∆
)2
+
;
exp(−c/d) = exp
(
−d−d ln∆e
d
)
≤ exp (ln∆) .
Summing these terms gives
B ≤ 2 (p0 + p1 + 2p2) ∆ + 2p1d∆
(
ln
1
∆
)
+
+ 4p2d
2∆
(
ln
1
∆
)2
+
.
If ∆ = 0 we have that for any  > 0 there is an c such that for all c > c the left
hand side of Equation (8.15) is less than . As this is true for all  > 0 we must have
that B = 0, and so the result holds for ∆ = 0 also. The second part follows from the
definition of Υ.
Lemma 8.8 and Lemma 8.9, with an appropriate choice of function G, will allow
us to show that ∇βη(θ) is smooth in θ for all β ∈ [0, 1], and ultimately show that The-
orem 8.7 holds. Before we continue with this result (and before we prove Lemma 8.8)
we will first give some consequences of Assumption 4, consequences which will be
used, here and in later analysis, to show that certain functions are smooth in θ.
We first wish to show that the sum of the magnitudes of the p(t)ı˜i (θ) − p(t)ı˜i (φ)
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terms of Equation (8.14) is of the order of ‖θ − φ‖, for small enough t. These tran-
sition probabilities may be written as tth order polynomials of the policy probabilities
{µu(i; θ)|i ∈ S, u ∈ U}, and hence to be smooth they rely on the policy being smooth.
We have the following result for the policy.
Lemma 8.10. For finite sets S,U , let µ : S ×Rn → PU satisfy Assumption 4c. For all i ∈ S,
u ∈ U , and θ, φ ∈ Rn, writing ∆ = θ − φ, we have
|µu(i; θ)− µu(i;φ)| ≤ ‖∆‖BL
∫ 1
0
µu(i;φ + ξ∆)dξ,
and hence there is a policy µ∗, which depends on θ and φ, such that
|µu(i; θ)− µu(i;φ)| ≤ ‖∆‖BLµ∗u(i).
Proof. Write g(ξ) = µu(i;φ + ξ∆). Then we have
|µu(i; θ)− µu(i;φ)| = |g(1) − g(0)|
=
∣∣∣∣
∫ 1
0
dg(ξ)
dξ
dξ
∣∣∣∣
=
∣∣∣∣
∫ 1
0
∆′∇µu(i;φ + ξ∆)dξ
∣∣∣∣
≤ ‖∆‖BL
∫ 1
0
µu(i;φ + ξ∆)dξ.
Setting µ∗u(i) =
∫ 1
0 µu(i; θ + ξ∆)dξ gives the second part.
The result of Lemma 8.10 may then be used to show that
∑
j |p(t)ij (θ)− p(t)ij (φ)| is at
most of the order of ‖θ − φ‖t.
Lemma 8.11. Let D = (S,U , P, r,Mp) be a µMDP satisfying Assumption 4. For all i ∈ S
and θ, φ ∈ Θ, writing ∆ = θ − φ, we have, for t ≥ 0,
∑
j∈S
∣∣∣p(t)ij (θ)− p(t)ij (φ)∣∣∣ ≤ ‖∆‖BLt.
Proof. First note that we have
∑
j∈S
|pij(θ)− pij(φ)| =
∑
j∈S
∣∣∣∣∣
∑
u∈U
(µu(i; θ)− µu(i;φ)) pij(u)
∣∣∣∣∣
≤ ‖∆‖BL
∑
j∈S
∑
u∈U
µ∗u(i)pij(u) Lemma 8.10
= ‖∆‖BL,
where µ∗ is the policy as in Lemma 8.10. So Lemma 8.11 holds for t = 1. For t > 1 we
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have
∑
j∈S
∣∣∣p(t+1)ij (θ)− p(t+1)ij (φ)∣∣∣ = ∑
j∈S
∣∣∣∣∣
∑
k∈S
p
(t)
ik (θ)pkj(θ)−
∑
k∈S
p
(t)
ik (φ)pkj(φ)
∣∣∣∣∣
=
∑
j∈S
∣∣∣∣∣
∑
k∈S
(
p
(t)
ik (θ)− p(t)ik (φ)
)
pkj(θ)
+
∑
k∈S
p
(t)
ik (φ) (pkj(θ)− pkj(φ))
∣∣∣∣∣
≤
∑
j∈S
∣∣∣p(t)ij (θ)− p(t)ij (φ)∣∣∣+∑
k∈S
p
(t)
ik (φ)
∑
j∈S
|pkj(θ)− pkj(φ)|
≤
∑
j∈S
∣∣∣p(t)ij (θ)− p(t)ij (φ)∣∣∣+ ‖∆‖BL.
An induction argument then gives the result for t ≥ 1. Noting that p(0)ij (θ) = p(0)ij (φ)
for all i, j shows that the inequality also holds for t = 0.
If we again consider Equation (8.14) we see that we also wish to bound terms of
the form ∑
i∈S
∣∣∣p(t)ı˜i (θ)− p(c)ı˜i (θ)∣∣∣ ,
for t ≥ c. The following lemma shows that we can bound this quantity by 2dc(θ),
which is exponentially decreasing in c.
Lemma 8.12. Let D = (S,U , P, r, µ) be a µMDP satisfying Assumption 4. For all i, j ∈ S ,
any c ∈ Z∗ (where Z∗ denotes the nonnegative integers), and any t ≥ c, we have∑
k∈S
∣∣∣p(t)ik − p(c)jk ∣∣∣ ≤ 2dc,
and similarly ∑
k∈S
∣∣∣pik − p(c)jk ∣∣∣ ≤ 2dc.
Proof.
∑
k∈S
∣∣∣p(t)ik − p(c)jk ∣∣∣ = ∑
k∈S
∣∣∣∣∣
∑
l∈S
p
(t−c)
il
(
p
(c)
lk − p(c)jk
)∣∣∣∣∣
≤
∑
k∈S
∑
l∈S
p
(t−c)
il
∣∣∣p(c)lk − p(c)jk ∣∣∣
≤ 2dc.
The second part follows similarly by using pil in place of p
(t−c)
il .
We now have the mathematical tools needed to be able to prove Lemma 8.8.
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Proof of Lemma 8.8. From Equation (8.14), and the bounds on G, we have
‖E [G(X(θ); θ)]− E [G(X(φ);φ)]‖
≤ gB(θ) lim
T→∞
[
1
T
c−1∑
t=0
∑
i∈S
∣∣∣p(t)ı˜i (θ)− p(t)ı˜i (φ)∣∣∣+ T − cT
∑
i∈S
∣∣∣p(c)ı˜i (θ)− p(c)ı˜i (φ)∣∣∣
]
+ gB(θ) lim
T→∞
1
T
T−1∑
t=c
∑
i∈S
∣∣∣p(t)ı˜i (θ)− p(c)ı˜i (θ)∣∣∣
+ gB(φ) lim
T→∞
1
T
T−1∑
t=c
∑
i∈S
∣∣∣p(c)ı˜i (φ)− p(t)ı˜i (φ)∣∣∣ + g∆(θ, φ)
≤ g∆(θ, φ) + gB(θ) lim
T→∞
[
2c
T
+
T − c
T
BL‖∆‖c
]
+ 2gB(θ)dc(θ) lim
T→∞
T − c
T
+ 2gB(φ)dc(φ) lim
T→∞
T − c
T
≤ g∆(θ, φ) + gB(θ)BL‖∆‖c + 2gB(θ) exp (−bc/τ(θ)c) + 2gB(φ) exp (−bc/τ(φ)c) .
Note that θ and φ can be swapped, and we can take the minimum of the two solutions.
From the definition of ∇βη(θ) (see Definition 2.1) we see that it may be written as
E[G(X; θ)] for G(X; θ) = E[L(Xt, Ut; θ)vβ(Xt+1; θ)|Xt = X]. By using Lemma 8.8 we
can show that the change in ∇βη due to a change in θ, that is ‖∇βη(θ)−∇βη(φ)‖, can
be bounded by a function of the form studied in Lemma 8.9.
Lemma 8.13. Let D = (S,U , P, r,Mp) be a µMDP satisfying Assumption 4. For any θ, φ ∈
R
n, any c1, c2 ∈ Z+, and any β ∈ [0, 1], writing ∆ = θ − φ, we have
‖∇βη(θ)−∇βη(φ)‖
≤
[
4BL2Breτβ(θ) + 8B
2
LBre
τβ(θ)τβ(φ)
τβ(θ) + τβ(φ)
c1 + 2B
2
LBr
βc22
2β + (1− β)2c22
]
‖∆‖
+ 4BLBre
2τβ(θ) exp (−c1/τ(θ)) + 4BLBre2τβ(φ) exp (−c1/τ(φ))
+ 4BLBreτβ(θ)β
c2 exp (−c2/τ(θ)) + 4BLBreτβ(φ)βc2 exp (−c2/τ(φ)) ,
where τβ(θ) is defined to be τ(θ)((1−β)τ(θ)+β)−1. In particular, for β ∈ [0, 1) and c ∈ Z+,
we have
‖∇βη(θ)−∇βη(φ)‖ ≤
[(
4BL2Bre + 2B
2
LBrβ
)
+ 8B2LBrec
]
(1− β)−1‖∆‖
+ 4BLBre
2τβ(θ)e
−c/τ(θ) + 4BLBre
2τβ(φ)e
−c/τ(φ).
As mentioned, we may use Lemma 8.8 to prove Lemma 8.13 by choosing G(X; θ) =
E[L(Xt, Ut; θ)vβ(Xt+1; θ)|Xt = X]. The bound g∆ in this case will depend on the
smoothness properties of L(i, u; θ), for which we have the following lemma.
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Lemma 8.14. For finite sets S,U , let µ : S×Rn → PU satisfy Assumption 4d. For all i ∈ S,
u ∈ U , and θ, φ ∈ Θ, writing ∆ = θ − φ, we have
‖∇µu(i; θ)−∇µu(i;φ)‖ ≤ ‖∆‖BL2
∫ 1
0
µu(i;φ + ξ∆)dξ,
and hence there is a policy µ∗, which depends on θ and φ, such that
‖∇µu(i; θ)−∇µu(i;φ)‖ ≤ ‖∆‖BL2µ∗u(i).
Proof. Let g(ξ) = ∇µu(i;φ+ ξ∆), and denote its kth element by gk(ξ). Denote by hk(θ)
the kth column of the matrix H(θ) with elements Hlk(θ) = (∂2µu(i; θ)/∂θl∂θk)/µu(i; θ).
Then we have
‖∇µu(i; θ)−∇µu(i;φ)‖
= ‖g(1) − g(0)‖
=
√√√√ n∑
k=1
(∫ 1
0
dgk(ξ)
dξ
dξ
)2
=
√√√√ n∑
k=1
(∫ 1
0
∆′hk(φ + ξ∆)µu(i;φ + ξ∆)dξ
)2
≤
∫ 1
0
∥∥∆′H(φ + ξ∆)µu(i;φ + ξ∆)∥∥ dξ by convexity
=
∫ 1
0
∥∥∆′H(φ + ξ∆)∥∥µu(i;φ + ξ∆)dξ as ‖cx‖ = |c| · ‖x‖
≤ ‖∆‖
∫ 1
0
‖H(φ + ξ∆)‖λ µu(i;φ + ξ∆)dξ as ‖Ax‖ ≤ ‖A‖λ‖x‖
≤ ‖∆‖BL2
∫ 1
0
µu(i;φ + ξ∆)dξ.
Setting µ∗u(i) =
∫ 1
0 µu(i;φ + ξ∆)dξ gives the second part.
We will also need that vβ(j; θ) be sufficiently smooth, and be bounded for all β ∈
[0, 1]. For this we need the following lemma.
Lemma 8.15. Let M = (S, P ) be a finite ergodic Markov chain with mixing time τ . For
α ∈ [0, 1] and s ∈ Z∗, we have
∞∑
t=s
αtdt ≤ 2eτααse−s/τ ,
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where τα
def
= τ((1 − α)τ + α)−1. In particular
∞∑
t=s
dt ≤ 2eτe−s/τ .
Proof. First note that dt ≤ exp(−t/τ + 1), and so
∞∑
t=s
αtdt ≤ e
∞∑
t=s
(
αe−1/τ
)t
= eαse−s/τ
∞∑
t=0
(
αe−1/τ
)t
= eαse−s/τ
(
1− αe−1/τ
)−1
≤ 2eτααse−s/τ .
For the last step: note that, for 0 ≤ x ≤ 1, we have e−x ≤ 1− x + x2/2, and so
αe−1/τ ≤ α
(
1− τ−1 + τ
−2
2
)
= 1− (1− α)− ατ−1
(
1− τ
−1
2
)
≤ 1− 1
2
(1− α)− 1
2
ατ−1.
This gives
(
1− αe−1/τ
)−1 ≤ 2
(1− α) + ατ−1 =
2τ
(1− α)τ + α = 2τα.
We can now give the proof of Lemma 8.13.
Proof of Lemma 8.13. We apply Lemma 8.8 with
G(i; θ) = E [L(Xt, Ut; θ)vβ(Xt+1; θ)|Xt = i] ,
to get our result. First, gB(θ) of Lemma 8.8 may be given by
sup
i∈S
‖G(i; θ)‖ = max
i∈S
∥∥∥∥∥∥
∑
u∈U
µu(i; θ)L(i, u; θ)
∑
j∈S
pij(u)
∞∑
t=0
βt
∑
k∈S
(
p
(t)
jk (θ)− pik(θ)
)
r(k)
∥∥∥∥∥∥
≤ 2BLBr
∞∑
t=0
βtdt(θ) Lemma 8.12
≤ 4BLBreτβ(θ). Lemma 8.15 (8.16)
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Then, writing ∆ = θ − φ, g∆(θ, φ) of Lemma 8.8 may be given by
sup
i∈S
‖G(i; θ) −G(i;φ)‖
= max
i∈S
∥∥∥∥∥∥
∑
u∈U
µu(i; θ)L(i, u; θ)
∑
j∈S
pij(u)
∞∑
t=0
βt
∑
k∈S
(
p
(t)
jk (θ)− pik(θ)
)
r(k)
−
∑
u∈U
µu(i;φ)L(i, u;φ)
∑
j∈S
pij(u)
∞∑
t=0
βt
∑
k∈S
(
p
(t)
jk (φ)− pik(φ)
)
r(k)
∥∥∥∥∥∥
= max
i∈S
∥∥∥∥∥∥
∑
u∈U
(∇µu(i; θ)−∇µu(i;φ))
∑
j∈S
pij(u)
c−1∑
t=0
βt
∑
k∈S
(
p
(t)
jk (θ)− pik(θ)
)
r(k)
+
∑
u∈U
µu(i;φ)L(i, u;φ)
∑
j∈S
pij(u)
c−1∑
t=0
βt
∑
k∈S
(
p
(t)
jk (θ)− p(t)jk (φ)
)
r(k)
+
∑
u∈U
µu(i; θ)L(i, u; θ)
∑
j∈S
pij(u)
∞∑
t=c
βt
∑
k∈S
(
p
(t)
jk (θ)− pik(θ)
)
r(k)
−
∑
u∈U
µu(i;φ)L(i, u;φ)
∑
j∈S
pij(u)
∞∑
t=c
βt
∑
k∈S
(
p
(t)
jk (φ)− pik(φ)
)
r(k)
+
c−1∑
t=0
βt (η(φ)− η(θ))
∑
u∈U
µu(i;φ)L(i, u;φ)
∥∥∥∥∥
≤ 2BL2Br‖∆‖
c∑
t=0
βtdt(θ) + BLBr
c−1∑
t=0
βt max
i∈S
∑
j∈S
∣∣∣p(t)ij (θ)− p(t)ij (φ)∣∣∣
+ 2BLBr
∞∑
t=c
βtdt(θ) + 2BLBr
∞∑
t=c
βtdt(φ) Lemma 8.14 & 8.12
≤ 4BL2Breτβ(θ)‖∆‖+ B2LBr‖∆‖
c−1∑
t=0
tβt + 4BLBreτβ(θ)β
ce−c/τ(θ)
+ 4BLBreτβ(φ)β
ce−c/τ(φ) Lemma 8.15 & 8.11
≤ 4BL2Breτβ(θ)‖∆‖+ 2B2LBr‖∆‖
βc2
2β + (1− β)2c2 + 4BLBreτβ(θ)β
ce−c/τ(θ)
+ 4BLBreτβ(φ)β
ce−c/τ(φ) (8.17)
for any c ∈ Z+. Here we have used that, for a, b ≥ 0,
1
2
min{a, b} ≤ ab
a + b
≤ min{a, b},
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in combination with
c−1∑
t=0
tβt ≤
∞∑
t=0
tβt =
β
(1− β)2 and
c−1∑
t=0
tβt ≤
c−1∑
t=0
t =
(c− 1)c
2
≤ c
2
2
.
Applying Lemma 8.8 then proves the first part. For the second part, take the limit as
c2 → ∞. It can be seen that this limit is a valid bound by noting that for any  > 0
there is a finite c such that for all c2 ≥ c the bound is within  of the limit.
Finally, this lemma, together with Lemma 8.9, gives the proof of Theorem 8.7,
showing that ∇η(θ) is a smooth function of θ.
Proof of Theorem 8.7. Applying Lemma 8.13 with β = 1, and c1 = c2 = c, gives
‖∇η(θ)−∇η(φ)‖
≤
[
4BL2Breτ(θ) + 8B
2
LBre
τ(θ)τ(φ)
τ(θ) + τ(φ)
c1 + B
2
LBrc
2
2
]
‖∆‖
+ 4BLBre
2τ(θ) exp (−c1/τ(θ)) + 4BLBre2τ(φ) exp (−c1/τ(φ))
+ 4BLBreτ(θ) exp (−c2/τ(θ)) + 4BLBreτ(φ) exp (−c2/τ(φ))
≤ [4BL2BrBτe + 8B2LBrBτec + B2LBrc2] ‖∆‖+ 16BLBrBτe2 exp (−c/Bτ )
≤ [16 (BL2 + BL) BrBτ e2 + 8B2LBrBτec + B2LBrc2] (‖∆‖+ e−c/Bτ) .
Then, by applying Lemma 8.9, and noting that Bτ ≥ 1, we obtain
‖∇η(θ)−∇η(φ)‖ ≤ [16 (BL2 + BL)BrBτe2 + 8B2LBrBτe (1 + 2Bτ )
+ B2LBr
(
1 + 2B2τ
)]
Υ(∆)
≤ 16 (BL2 + BL + B2L)BrB2τ e2Υ(‖θ − φ‖).
8.5 Proof of Convergence of the COLMDP Algorithm
In this section we apply Theorem 7.1, the convergence result for stochastic gradient al-
gorithms, to the COLMDP algorithm to prove the convergence result of Theorem 8.3.
For this we need to: define terms in Equations (7.7) and (7.8); construct σ-field se-
quence (Ft)∞0 , random sequence (gt)∞0 , and deterministic sequences (κt)∞0 and (ξt)∞0 ;
and show that Conditions (a) through (e) of Theorem 7.1 hold. That η(θt) converges
to a finite value, and hence that limt→∞∇η(θt) = 0, then follows from |η(θ)| being
bounded.
8.5.1 Relating the COLMDP Algorithm to Theorem 7.1
In this section we will show how the update of the COLMDP algorithm relates to
minimizing a function through the update described in Theorem 7.1. First we define
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f to be −η, and choose L and Υ as given by Theorem 8.7, and hence satisfying Equa-
tion (7.7)—for the rest of Section 8.5 we will consider the symbol Υ to be as defined in
Theorem 8.7. The sequence (θt)
∞
0 is generated by the COLMDP algorithm according
to the update
θt+1 = θt + γtr(Xt)zt
= θt + γt [∇η(θt) + (∇βtη(θt)−∇η(θt)) + (r(Xt)zt −∇βt(θt))] .
We choose
st = ∇η(θt), (8.18)
ut = ∇βtη(θt)−∇η(θt), (8.19)
wt = r(Xt)zt −∇βtη(θt),
and γt maintains its role. The COLMDP update is then θt+1 = θt + γt (st + ut + wt) ,
as in Equation (7.8). Lastly, we need to show that our choice of Υ is relaxed-linear.
Lemma 8.16. The function Υ, as defined in Theorem 8.7, satisfies the conditions of Defini-
tion 7.2.
We will now show a number of properties that hold for Υ. These will be used
in the proof of Lemma 8.16, and later when showing that the sequence conditions of
Theorem 7.1 hold.
Lemma 8.17. For any q > 0,
sup
x>0
−xq lnx = q−1e−1.
Proof. We can see from
d
dx
− xq lnx = −xq−1 (q lnx + 1) , ∀x > 0,
that−xq lnx is increasing on (0, exp(−1/q)), and is non-increasing on [exp(−1/q),∞).
The result then follows from
−xq lnx|x=e−1/q = −
(
e−1/q
)q
ln e−1/q = q−1e−1.
Lemma 8.18. For any 0 < q < 1,
Υ(x) ≤ 2x
q
(1− q)2 ∀x ∈ [0, 1]. (8.20)
Proof. For x = 0 both sides of the equation are zero, otherwise, writing y = − lnx, we
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have, for 0 < x ≤ 1 (or equivalently 0 ≤ y < ∞),
Υ(x)− 2x
q
(1− q)2 = e
−y
[
2 + y + y2 − 2e
(1−q)y
(1− q)2
]
≤ e−y
[
2 + y + y2 − 2
(1− q)2
(
1 + (1− q)y + (1− q)
2y2
2
)]
= − 2e
−y
(1− q)2
[
q(2− q) + 1
2
(1− q2)y
]
≤ 0.
Lemma 8.19. Υ is continuous and increasing (on R∗).
Proof. Υ(x) = 2x on (1,∞), and hence continuous on (1,∞). Υ(x) = 2x − x lnx +
x(lnx)2 on (0, 1), and hence continuous on (0, 1). Υ(1) = Υ(1−) = Υ(1+) = 2 and
hence continuous at x = 1. At x = 0, given any 1 >  > 0 we have: for all 0 < x <
2/64,
|Υ(x)−Υ(0)| = Υ(x)
≤ 8x1/2 Lemma 8.18
< 8
(
2
64
)1/2
= ,
and so Υ(x) is continuous at x = 0. We have, therefore, that Υ is continuous on R∗.
For x ∈ (0, 1) we have
d
dx
[
2x− x lnx + x ln2 x] = 2− lnx + (ln x)2 + x(−1
x
+
2
x
lnx
)
= 1 + lnx + (ln x)2
≥ inf
y∈R
1 + y + y2
= 3/4
> 0,
for x = 1 we have
lim
h→0
Υ(1 + h)−Υ(1)
h
= lim
h→0
2 + 2h− 2
h
= 2 > 0,
and for x > 1 we have
d
dx
2x = 2 > 0,
and so Υ(x) is increasing on (0,∞). As we also have, for all x > 0, that Υ(x) ≥ x > 0,
we have that Υ is also increasing on any interval starting at zero, that is, increasing on
R∗.
§8.5 Proof of Convergence of the COLMDP Algorithm 173
Proof of Lemma 8.16. Condition (a) holds for x = 0, otherwise, for c ≥ 1 we have
Υ(cx) = cx
(
2 +
(
ln
1
cx
)
+
+
(
ln
1
cx
)2
+
)
≤ cx
(
2 +
(
ln
1
x
)
+
+
(
ln
1
x
)2
+
)
= cΥ(x),
and for c < 1 we have
Υ(cx) = cx
(
2 +
(
ln
1
cx
)
+
+
(
ln
1
cx
)2
+
)
= x
(
2c +
(
c ln
1
x
+ c ln
1
c
)
+
+
(√
c ln
1
x
+
√
c ln
1
c
)2
+
)
≤ x
(
2c +
(
c ln
1
x
)
+
+ e−1 +
[(√
c ln
1
x
)
+
+ 2e−1
]2)
Lemma 8.17
≤ cΥ(x) + 5e−1x + 4e−1√cx
(
ln
1
x
)
+
≤ cΥ(x) + 4e−1Υ(x),
so Condition (a) holds for x > 0 also.
As Υ is continuous and increasing on R∗ (Lemma 8.19) with Υ(0) = 0, we have
that for all y > 0 in the range of Υ there is an x > 0 such that Υ(x) = y and Υ(xˆ) < y
for all xˆ < x. In other words, for all y > 0 we have Υ∗(y) > 0, and so, with Υ(0) = 0,
we have Condition (b).
8.5.2 Constructing Auxiliary Sequences
Here we define the sequence of σ-fields (Ft)∞0 , the sequence of parameterized ran-
dom variables (gt)
∞
0 , and deterministic sequences (κt)
∞
0 and (ξt)
∞
0 that will be used
in satisfying the conditions of Theorem 7.1.
We define Ft to be the smallest σ-field containing the events on the random vari-
able
(θ0, X0, U0, θ1, X1, U1, . . . , θt−1, Xt−1, Ut−1, θt) . (8.21)
The events here consist of sets of the form {f(θ0, X0, U0, . . . , θt) ∈ A}, where f is any
function that is required to be measurable (including any measures), and the set A is
in either B(R) or B(Rn), where B(S) denotes the Borel subsets of S. Particular choices
for f include: pXiXi+1(Ui), for i ∈ {0, . . . , t−2}; L(Xi, Ui; θi), for i ∈ {0, . . . , t−1}; and
η(θi), for i ∈ {0, . . . , t}. We have then that all functions we consider are Ft-measurable
for large enough t, and we need only check that a particular choice of t is large enough.
We could instead have used the σ-field σ(B(Rn)× 2S × 2U × · · · × B(Rn)), and noted
that all the functions that we consider are continuous.
The construction of the sequence (gt)
∞
0 involves considering additional random
variables: sample paths of the µMDP that might have been had we fixed the pol-
icy parameters. It may be useful to keep in mind the interpretation of gt(θt) as an
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approximation to the expectation of the sum of future stochastic errors (where here
wt = r(Xt)zt −∇βtη(θt)).
Fix a time t ∈ Z∗, and a parameter θ ∈ Rn, and consider the evolution of state
and action variables generated, after time t, by the µMDP under parameter θ. We
generate Xt,0(θ) and Ut,0(θ) by point distributions on Xt and Ut (respectively), and
generate random variables Xt,s(θ) and Ut,s(θ), s > 0, according to PXt,s(θ)(Ut,s(θ))
and µ(Xt,s+1(θ); θ), respectively. Now we have, for each t and each θ, a new sequence
of random variables (Xt,s(θ), Ut,s(θ))
∞
s=0. We then define
rt,s(θ)
def
= r(Xt,s(θ)),
and similarly we define
zt,s(θ)
def
=
{
zt s = 0,
βst zt + β
s−1
t L(Xt, Ut; θt) +
∑s−1
l=1 β
s−l−1
t L(Xt,l(θ), Ut,l(θ); θ) s = 1, 2, . . . ,
where we consider a sum of the form
∑0
l=1 · to be zero. We use this to define gt(θ):
gt(θ)
def
= lim
T→∞
Et,θ
[
T∑
s=1
rt,s(θ)zt,s(θ) +
2T∑
s=T+1
rt,s(θ)β
s−T
t zt,T (θ)− T∇βtη(θ)
]
,
where Et,θ denotes the expectation over the random sequence (Xt,s(θ), Ut,s(θ))
∞
s=0.
Note that we will write Xt,s to denote Xt,s(θt), and likewise write Ut,s, rt,s, and zt,s
for Ut,s(θt), rt,s(θt) and zt,s(θt) respectively. We will write X+t,s to denote Xt,s(θt+1),
and likewise write U+t,s, r
+
t,s, and z
+
t,s for Ut,s(θt+1), rt,s(θt+1) and zt,s(θt+1) respectively.
Lastly, for the deterministic sequences we choose
κt = Υ(1− βt),
and
ξt = (1− βt)−4.
Having defined the terms occurring in Theorem 7.1 we need now show that its
conditions hold. In doing this it will be useful to rearrange the terms in the definition
of gt(θ). The following lemma gives the mechanics of the rearrangement we wish to
perform.
Lemma 8.20. Given sequences (ft)
∞
0 and (ht)
∞
0 , constants c and H0, and discount β ∈ [0, 1),
if there is a uniform bound on ft (that is, if there is a Bf < ∞ such that ft ≤ Bf for all t)
then, for any T > 0,
T∑
t=1
ftHt +
2T∑
t=T+1
ftβ
t−T HT − Tc = H0
∞∑
s=1
βsfs +
T−1∑
t=0
(
ht
∞∑
s=t+1
βs−t−1fs − c
)
−Ψ0,T ,
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where Ht+1 = βHt + ht, and where
Ψ0,T = H0
∞∑
s=2T+1
βsfs +
T−1∑
t=0
ht
∞∑
s=2T+1
βs−t−1fs.
Furthermore, if there is a uniform bound on ht, then limT→∞ Ψ0,T = 0.
Consider the sequence (hs)
∞
0 with h0 = L(Xt, Ut; θt) and hs = L(Xt,s(θ), Ut,s(θ); θ)
for s > 0. By noting that zt,0 = zt and zt,s+1 = βtzt,s + hs we see that we may apply
Lemma 8.20 to the term inside the expectation of the gt(θ) definition. Correspond-
ingly,
gt(θ) = ztEt,θ
[
∞∑
s=1
βst r(Xt,s)
]
+ L(Xt, Ut; θt)Et,θ
[
∞∑
s=1
βs−1t r(Xt,s)
]
−∇βtη(θ)
+ lim
T→∞
Et,θ
[
T−1∑
l=1
(
L(Xt,l, Ut,l; θ)
∞∑
s=l+1
βs−l−1t r(Xt,s)−∇βtη(θ)
)]
. (8.22)
The expectation of L(Xt,l, Ut,l; θ)
∑∞
s=l+1 β
s−l−1
t r(Xt,s) approaches ∇βtη(θ) exponen-
tially quickly in l. From this we can see that the limit in Equation (8.22), and hence in
the definition of gt(θ), exists. More specifically, for any  we can find a T such that for
all T ≥ T∥∥∥∥∥ limS→∞Et,θ
[
S−1∑
l=T
(
L(Xt,l, Ut,l; θ)
∞∑
s=l+1
βs−l−1t r(Xt,s)−∇βtη(θ)
)]∥∥∥∥∥ ≤ .
We will see later, from Equation (8.26), that we may choose T = d1+τ(θ) ln(4BLBrτ(θ))−
τ(θ) ln((1− βt))e.
Proof of Lemma 8.20. The first part of the lemma follows from subtracting Tc from the
rearrangement
T∑
t=1
ftHt +
2T∑
t=T+1
ftβ
t−T HT =
2T∑
t=1
ftβ
tH0 +
T∑
t=1
ft
t−1∑
s=0
βs−t−1ht
+
2T∑
t=T+1
ft
T−1∑
s=0
βs−t−1ht
= H0
2T∑
s=1
βsfs +
T−1∑
t=0
ht
2T∑
s=t+1
βs−t−1fs
= H0
∞∑
s=1
βsfs +
T−1∑
t=0
ht
∞∑
s=t+1
βs−t−1fs −Ψ0,T .
The last line follows from: for any  > 0 there is a T such that for any T ≥ T, and for
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any t, ∣∣∣∣∣
t+T∑
s=t+1
βs−t−1ft −
t+T∑
s=t+1
βs−t−1ft
∣∣∣∣∣ ≤ , (8.23)
and hence limT→∞
∑t+T
s=t+1 β
s−t−1ft exists and is finite. To see that Equation (8.23)
holds, set T = max{1, dlogβ((1− β)/Bf )e} and we have∣∣∣∣∣
t+T∑
s=t+T+1
βs−t−1ft
∣∣∣∣∣ ≤ Bf1− β βT ≤ .
That limT→∞Ψ0,T = 0 follows from
|Ψ0,T | =
∣∣∣∣∣H0
∞∑
s=2T+1
βsfs +
T−1∑
t=0
ht
∞∑
s=2T+1
βs−t−1fs
∣∣∣∣∣
≤ |H0|Bfβ2T+1
∞∑
s=0
βs + BhBfβ
T
T−1∑
t=0
βT−t
∞∑
s=2T+1
βs−2T−1
≤ |H0|Bf
1− β β
2T+1 +
BhBf
(1− β)2 β
T ,
where Bh < ∞ is the uniform bound on h.
8.5.3 Satisfying the Conditions of Theorem 7.1
We conclude Section 8.5, and the proof of Theorem 8.3, by showing that Conditions (a)
through (e) of Theorem 7.1 are satisfied.
Condition (a). Here we require that θt, st and ut be Ft-measurable; and that wt and
gt(θ), for any fixed θ, be Ft+1-measurable.
From Equation (8.21), and the corresponding definition of Ft, we have that
θt, st, and ut are all functions of (θ0, X0, U0, . . . , θt) and hence Ft-measurable. Sim-
ilarly, the random variables wt and gt(θ), for some fixed θ, are both functions of
(θ0, X0, U0, . . . , θt, Xt, Ut, θt+1) and hence they are Ft+1-measurable.
Condition (b). Here we require that, for some constants c1 and c2,
c1‖ −∇η(θt)‖2 ≤ −(−∇η(θt))′st, ‖st‖ ≤ c2(1 + ‖ −∇η(θt)‖), ∀t.
As we have st = ∇η(θt), this is trivially satisfied with c1 = c2 = 1.
Condition (c). Here we require that, for some constant c8,
‖ut‖ ≤ c8κt(1 + ‖ −∇η(θt)‖).
Recall that ut = ∇βtη(θt)−∇η(θt), the change in ∇αη as α ranges in value from βt to
1. We look at this change in some generality here, as the result will be useful later.
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Lemma 8.21. For 1 ≥ α > β ≥ 0, and for any c ∈ Z+,
‖∇αη −∇βη‖ ≤ BLBr
c−1∑
s=0
(αs − βs) + 2BLBre (τααc + τββc) e−c/τ ,
and consequently
‖∇αη −∇βη‖ ≤ 4BLBreτ2Υ(α− β),
where Υ is as defined in Theorem 8.7. If, furthermore, α < 1, then
‖∇αη −∇βη‖ ≤ BLBr(α− β)
(1− α)(1− β) .
The lemma involves considering a sum of terms of the form αs− βs, for which we
have the following result.
Lemma 8.22. For 1 ≥ α > β ≥ 0, and for any c ∈ Z+,
c−1∑
s=0
(αs − βs) ≤ c2(α− β)/2.
If, furthermore, α < 1, then
lim
c→∞
c−1∑
s=0
(αs − βs) = α− β
(1− α)(1 − β) .
Proof. Note that for s > 0
αs − βs = αs
(
1− β
α
)(
1 +
β
α
+ · · · +
(
β
α
)s−1)
≤ αs−1(α− β)s ≤ (α− β)s,
and so
c−1∑
s=0
(αs − βs) ≤ (α− β)
c−1∑
s=1
s = (α− β) (c− 1)c
2
.
For the second part we note that, for any s > 0 we have αs − βs = αs−1(α − β) +
(αs−1 − βs−1)β. Repeating this gives
αs − βs =
s−1∑
m=0
αm(α− β)βs−m−1.
Taking the sum of these terms gives
∞∑
s=0
(αs − βs) =
∞∑
s=1
s−1∑
m=0
αm(α− β)βs−m−1
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= (α− β)
∞∑
m=0
αm
∞∑
s=m+1
βs−m−1
=
α− β
(1− α)(1 − β) .
This allows us to bound the effect of an increase in the value of β on sums of
powers of β. The bound is precise when the increase keeps β < 1. In any case, we
may use this bound to show that ∇βη is smooth in changes of β.
Proof of Lemma 8.21.
‖∇αη −∇βη‖
=
∥∥∥∥∥∥
∑
i∈S,u∈U ,j∈S
piiµu(i)L(i, u)pij(u)
∞∑
s=0
αs
∑
k∈S
(
p
(s)
jk − pik
)
r(k)
−
∑
i∈S,u∈U ,j∈S
piiµu(i)L(i, u)pij(u)
∞∑
s=0
βs
∑
k∈S
(
p
(s)
jk − pik
)
r(k)
∥∥∥∥∥∥
=
∥∥∥∥∥∥
c−1∑
s=0
(αs − βs)
∑
i,u,j,k
piiµu(i)L(i, u)pij(u)p
(s)
jk r(k)
−
∑
i,u,j
piiµu(i)L(i, u)pij(u)
∞∑
s=c
βs
∑
k
(
p
(s)
jk − pik
)
r(k)
+
∑
i,u,j
piiµu(i)L(i, u)pij(u)
∞∑
s=c
αs
∑
k
(
p
(s)
jk − pik
)
r(k)
∥∥∥∥∥∥
≤ BLBr
c−1∑
s=0
(αs − βs) + BLBr
∞∑
s=c
αsds + BLBr
∞∑
s=c
βsds Lemma 8.12
≤ BLBr
c−1∑
s=0
(αs − βs) + 2BLBre (τααc + τββc) e−c/τ . Lemma 8.15 (8.24)
From here, using Lemma 8.22 and noting that τα ≤ τ , we have
‖∇αη −∇βη‖ ≤ BLBrc2(α− β)/2 + 2BLBreτe−c/τ ≤ 4BLBreτ2Υ(α− β).
The final inequality is obtained by the application of Lemma 8.9. Alternately, if α < 1
we may take the limit as c →∞ to obtain (again using Lemma 8.22)
‖∇αη −∇βη‖ ≤ BLBr
∞∑
s=0
(αs − βs) = BLBr(α− β)
(1− α)(1 − β) .
Note that the inequality of Equation (8.24) must also hold in the limit as c →∞ (when
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this limit exits), otherwise there would be some cerror such that the inequality does
not hold for any c ≥ cerror .
Recalling that κt = Υ(1−βt), we find that by the direct application of Lemma 8.21
we have
‖ut‖ = ‖∇βtη(θt)−∇η(θt)‖ ≤ 4BLBreB2τκt.
Condition (d). Here we require that, for some constants c3, c4, c5 and c6,
‖E [wt + gt(θt)| Ft]‖ ≤ c3(1 + ξt)(1 + ‖ −∇η(θ)‖),
E
[
‖wt + gt(θt)− E [wt + gt(θt)| Ft]‖2
∣∣∣Ft] ≤ c4(1 + ξt)(1 + ‖ −∇η(θt)‖2),
‖gt(θt+1)− gt(θt)‖ ≤ c5(1 + ξt)Υ(‖θt+1 − θt‖),
‖E [wt+1 + gt+1(θt+1)| Ft+1]− gt(θt+1)‖ ≤ c6κt(1 + ‖ −∇η(θt+1)‖).
For the first two inequalities we will show that a stronger condition holds: that
‖wt + gt(θt)‖ is deterministically bounded by C
√
1 + ξt. First, we have, for c ∈ Z+,∥∥∥∥∥ limT→∞Et,θ
[
T−1∑
l=c
(
L(Xt,l, Ut,l; θ)
∞∑
s=l+1
βs−l−1t r(Xt,s)−∇βtη(θ)
)]∥∥∥∥∥
=
∥∥∥∥∥∥
∞∑
l=c

 ∑
ıˆ,i,u,j,k
pXtıˆ(Ut)p
(l−1)
ıˆi (θ)µu(i; θ)L(i, u; θ)pij(u)
∞∑
s=1
βs−1t p
(s−1)
jk (θ)r(k)
−
∑
i,u,j,k
pii(θ)µu(i; θ)L(i, u; θ)pij(u)
∞∑
s=1
βs−1t p
(s−1)
jk (θ)r(k)


∥∥∥∥∥∥
=
∥∥∥∥∥∥
∞∑
l=c
∑
ıˆ,i,u,j,k
pXt ıˆ(Ut)
(
p
(l−1)
ıˆi (θ)− pii(θ)
)
µu(i; θ)L(i, u; θ)pij(u) (8.25)
×
∞∑
s=1
βs−1t p
(s−1)
jk (θ)r(k)
∥∥∥∥∥
≤ 2BLBr
1− βt
∞∑
l=c−1
dl(θ) Lemma 8.12
≤ 4BLBreτ(θ)
1− βt e
−(c−1)/τ(θ). Lemma 8.15 (8.26)
This will be used here with c = 1, and later more generally. Using this, and from
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Equation (8.22) we have then that
‖wt + gt(θt)‖ = ztEt,θt
[
∞∑
s=0
βst r(Xt,s)
]
−∇βtη(θt)
+ L(Xt, Ut; θt)Et,θt
[
∞∑
s=1
βs−1t r(Xt,s)
]
−∇βtη(θt)
+ lim
T→∞
Et,θt
[
T−1∑
l=1
(
L(Xt,l, Ut,l; θt)
∞∑
s=l+1
βs−l−1t r(Xt,s)−∇βtη(θt)
)]
≤ BLBr
(1− βt)2 +
3BLBr
1− βt +
4BLBreτ(θt)
1− βt
≤ 4BLBre(1 + τ(θt)(1− βt))
√
1 + ξt.
Note that we have used here, and will use again later, that ‖zt
∑∞
s=0 β
s
t ‖ ≤ BL(1−βt)−2
(as βt is increasing). From here we simply have
‖E [wt + gt(θt)| Ft]‖ ≤ E [‖wt + gt(θt)‖| Ft] ≤ 4BLBre(1 + Bτ )(1 + ξt)
and
E
[
‖wt + gt(θt)− E [wt + gt(θt)| Ft]‖2
∣∣∣Ft] ≤ E [‖wt + gt(θt)‖2∣∣∣Ft]
≤ 16B2LB2re2(1 + Bτ )2(1 + ξt).
This satisfies the first and second conditions.
The third condition ensures that our approximation of the expected future error
gt(θ) is smooth in θ. The fourth condition ensures that our approximation is somehow,
at least close to, consistent with future approximations. We might alternatively con-
sider the third and fourth conditions to give a bound on the changes due to changes
in θ and β. For the third condition we divide the problem as such,
‖gt(θt+1)− gt(θt)‖
=
∥∥∥∥∥ztEt,θt+1
[
∞∑
s=1
βst r(X
+
t,s)
]
+ L(Xt, Ut; θt)Et,θt+1
[
∞∑
s=1
βs−1t r(X
+
t,s)
]
−∇βtη(θt+1)
+ lim
T→∞
Et,θt+1
[
T−1∑
l=1
(
L(X+t,l, U
+
t,l; θt+1)
∞∑
s=l+1
βs−l−1t r(X
+
t,s)−∇βtη(θt+1)
)]
− ztEt,θt
[
∞∑
s=1
βst r(Xt,s)
]
−
(
L(Xt, Ut; θt)Et,θt
[
∞∑
s=1
βs−1t r(Xt,s)
]
−∇βtη(θt)
)
− lim
T→∞
Et,θt
[
T−1∑
l=1
(
L(Xt,l, Ut,l; θt)
∞∑
s=l+1
βs−l−1t r(Xt,s)−∇βtη(θt)
)]∥∥∥∥∥
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=
∥∥∥∥∥βtzt
∞∑
s=1
βs−1t
(
Et,θt+1
[
r(X+t,s)
]− Et,θt [r(Xt,s)])− c∑
s=0
(∇βtη(θt+1)−∇βtη(θt))
+
∞∑
s=1
βs−1t L(Xt, Ut; θt)
(
Et,θt+1
[
r(X+t,s)
]− Et,θt [r(Xt,s)])
+
c∑
l=1
∞∑
s=l+1
βs−l−1t
(
Et,θt+1
[
L(X+t,l, U
+
t,l; θt+1)r(X
+
t,s)
]
− Et,θt [L(Xt,l, Ut,l; θt)r(Xt,s)])
+ lim
T→∞
Et,θt+1
[
T−1∑
l=c+1
(
L(X+t,l, U
+
t,l; θt+1)
∞∑
s=l+1
βs−l−1t r(X
+
t,s)−∇βtη(θt+1)
)]
− lim
T→∞
Et,θt
[
T−1∑
l=c+1
(
L(Xt,l, Ut,l; θt)
∞∑
s=l+1
βs−l−1t r(Xt,s)−∇βtη(θt)
)]∥∥∥∥∥ . (8.27)
Some of these terms we have not seen before; namely the change in expectation of r
and L× r. We consider these before proceeding. We have, for s > l ≥ 1,∥∥∥Et,θt+1 [L(X+t,l, U+t,l; θt+1)r(X+t,s)]− Et,θt [L(Xt,l(θt), Ut,l; θt)r(Xt,s)]∥∥∥
=
∥∥∥∥∥∥
∑
ı¯,i,u,j,k
pXt ı¯(Ut)p
(l−1)
ı¯i (θt+1)µu(i; θt+1)L(i, u; θt+1)pij(u)p
(s−l−1)
jk (θt+1)r(k)
−
∑
ı¯,i,u,j,k
pXt ı¯(Ut)p
(l−1)
ı¯i (θt)µu(i; θt)L(i, u; θt)pij(u)p
(s−l−1)
jk (θt)r(k)
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∑
ı¯,i,u,j,k
pXt ı¯(Ut)
(
p
(l−1)
ı¯i (θt+1)− p(l−1)ı¯i (θt)
)
× µu(i; θt+1)L(i, u; θt+1)pij(u)p(s−l−1)jk (θt+1)r(k)
+
∑
ı¯,i,u,j,k
pXt ı¯(Ut)p
(l−1)
ı¯i (θt) (∇µu(i; θt+1)−∇µu(i; θt)) pij(u)p(s−l−1)jk (θt+1)r(k)
+
∑
ı¯,i,u,j,k
pXt ı¯(Ut)p
(l−1)
ı¯i (θt)µu(i; θt)L(i, u; θt)pij(u)
×
(
p
(s−l−1)
jk (θt+1)− p(s−l−1)jk (θt)
)
r(k)
∥∥∥
≤ B2LBr(l − 1)‖θt+1 − θt‖+ BL2Br‖θt+1 − θt‖+ B2LBr(s− l − 1)‖θt+1 − θt‖,
where the last step follows from Lemmas 8.14 and 8.11. Also for s > 0 we have∥∥Et,θt+1 [r(X+t,s)]− Et,θt [r(Xt,s)]∥∥
=
∥∥∥∥∥∥
∑
i∈S,k∈S
pXti(Ut)p
(s−1)
iˆk
(θt+1)r(k)−
∑
i∈S,k∈S
pXti(Ut)p
(s−1)
ik (θt)r(k)
∥∥∥∥∥∥
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=
∥∥∥∥∥∥
∑
i∈S,k∈S
pXti(Ut)
(
p
(s−1)
ik (θt+1)− p(s−1)ik (θt)
)
r(k)
∥∥∥∥∥∥
≤ BLBr(s− 1)‖θt+1 − θt‖. Lemma 8.11
Combining these with Equation (8.26) and (8.27) we now have (noting that
∑∞
s=1 sβ =
β(1− β)−2)
‖gt(θt+1)− gt(θt)‖
≤ B2LBr‖θt+1 − θt‖βt
t−1∑
m=0
(
t−1∏
mˆ=m+1
βmˆ
)
∞∑
s=1
βs−1t (s− 1)
+ (c + 1) ‖∇βtη(θt+1)−∇βtη(θt)‖
+ B2LBr‖θt+1 − θt‖
∞∑
s=1
βs−1t (s− 1) + B2LBr‖θt+1 − θt‖
c∑
l=1
(l − 1)
∞∑
s=0
βst
+ BL2Br‖θt+1 − θt‖
c∑
l=1
∞∑
s=0
βst + B
2
LBr‖θt+1 − θt‖
c∑
l=1
∞∑
s=1
sβst
+
4BLBreτ(θt+1)
1− βt exp(−c/τ(θt+1)) +
4BLBreτ(θt)
1− βt exp(−c/τ(θt))
≤
(
B2LBrβ
2
t
(1− βt)3 +
B2LBrβt
(1− βt)2
)
‖θt+1 − θt‖+ c
(
BL2Br
1− βt +
B2LBr
(1− βt)2
)
‖θt+1 − θt‖
+
c2
2
· B
2
LBr
1− βt ‖θt+1 − θt‖+ (c + 1) ‖∇βtη(θt+1)−∇βtη(θt)‖
+
4BLBreτ(θt+1)
1− βt exp(−c/τ(θt+1)) +
4BLBreτ(θt)
1− βt exp(−c/τ(θt))
≤
(
B2LBrβ
2
t
(1− βt)3 +
B2LBrβt
(1− βt)2
)
‖θt+1 − θt‖+ c
(
9BL2Bre
1− βt +
5B2LBr
(1− βt)2
)
‖θt+1 − θt‖
+ 2c
(
4BLBre
2
1− βt exp(−c/τ(θt+1)) +
4BLBre
2
1− βt exp(−c/τ(θt))
)
+ c2
9B2LBre
1− βt ‖θt+1 − θt‖+
4BLBreτ(θt+1)
1− βt exp(−c/τ(θt+1))
+
4BLBreτ(θt)
1− βt exp(−c/τ(θt)) Lemma 8.13
≤ (p0 + p1c + p2c2) (‖θt+1 − θt‖+ e−c/Bτ) ,
for some p0, p1, p2, which we may choose to be:
p0 =
8(BL + B
2
L)BrBτe
(1− βt)3 ;
p1 =
9(BL + B
2
L + BL2)Bre
2
(1− βt)2 ;
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p2 =
9B2LBre
1− βt c
2.
Using Lemma 8.9 we have
‖gt(θt+1)− gt(θt)‖ ≤ 89
(
BL + B
2
L + BL2
)
BrB
2
τ e
2(1 + ξt)Υ (‖θt+1 − θt‖) ,
which gives the third condition. We now consider the fourth condition.
‖E [wt+1 + gt+1(θt+1)| Ft+1]− gt(θt+1)‖
= E
[
zt+1Et+1,θt+1
[
∞∑
s=0
βst+1r(Xt+1,s)
]
−∇βt+1η(θt+1)
+ lim
T→∞
Et+1,θt+1
[
T−1∑
l=1
(
L(Xt+1,l, Ut+1,l; θ)
∞∑
s=l+1
βs−l−1t+1 r(Xt+1,s)−∇βt+1η(θt+1)
)]
+ L(Xt+1, Ut+1; θt+1)Et+1,θt+1
[
∞∑
s=1
βs−1t+1 r(Xt+1,s)
]
−∇βt+1η(θt+1)
∣∣∣∣∣Ft+1
]
− ztEt,θt+1
[
∞∑
s=1
βst r(X
+
t,s)
]
− L(Xt, Ut; θt)Et,θt+1
[
∞∑
s=1
βs−1t r(X
+
t,s)
]
+∇βtη(θt+1)
− lim
T→∞
Et,θt+1
[
T−1∑
l=1
(
L(X+t,l, U
+
t,l; θ)
∞∑
s=l+1
βs−l−1t r(X
+
t,s)−∇βtη(θt+1)
)]
.
The important thing to notice here is that the random variables that we take the ex-
pectation Et,θt+1· over (that is, X+t,1, U+t,1, X+t,2, U+t,2, . . .) have the same distribution as
the random variables that we take the expectation E[Et+1,θt+1 · |Ft+1] over (that is,
Xt+1, Ut+1, Xt+1,1, Ut+1,1, . . .). It is also useful to notice that we have
ztEt,θt+1
[
∞∑
s=1
βst r(X
+
t,s)
]
+ L(Xt, Ut; θt)Et,θt+1
[
∞∑
s=1
βs−1t r(X
+
t,s)
]
= (βtzt + L(Xt, Ut; θt)) Et,θt+1
[
∞∑
s=1
βs−1t r(X
+
t,s)
]
= zt+1Et,θt+1
[
∞∑
s=1
βs−1t r(X
+
t,s)
]
.
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By incorporating this substitution, and the change of random variables, we obtain
‖E [wt+1 + gt+1(θt+1)| Ft+1]− gt(θt+1)‖
=
∥∥∥∥∥ limT→∞E
[
Et+1,θt+1
[
zt+1
∞∑
s=0
(
βst+1 − βst
)
r(Xt+1,s)
+ L(Xt+1, Ut+1; θt+1)
∞∑
s=1
(
βs−1t+1 − βs−1t
)
r(Xt+1,s)
− (c + 1) (∇βt+1η(θt+1)−∇βtη(θt+1))
+
c∑
l=1
L(Xt+1,l, Ut+1,l; θt+1)
∞∑
s=l+1
(
βs−l−1t+1 − βs−l−1t
)
r(Xt+1,s)
+
T−1∑
l=c+1
(
L(Xt+1,l, Ut+1,l; θt+1)
∞∑
s=l+1
βs−l−1t+1 r(Xt+1,s)−∇βt+1η(θt+1)
)
−
T−1∑
l=c+1
(
L(Xt+1,l, Ut+1,l; θt+1)
∞∑
s=l+1
βs−l−1t r(Xt+1,s)−∇βtη(θt+1)
)]∣∣∣∣∣Ft+1
]∥∥∥∥∥ .
Using Lemma 8.22 and Lemma 8.21 along with Equation (8.26) gives
‖E [wt+1 + gt+1(θt+1)| Ft+1]− gt(θt+1)‖
≤ BLBr(βt+1 − βt)
(1− βt+1)(1 − βt)2 +
BLBr(βt+1 − βt)
(1− βt+1)(1− βt)
+ (c + 1)
BLBr(βt+1 − βt)
(1 − βt+1)(1− βt) + c
BLBr(βt+1 − βt)
(1− βt+1)(1 − βt)
+
4BLBreτ(θt+1)
1− βt+1 e
−c/τ(θt+1) +
4BLBreτ(θt+1)
1− βt e
−c/τ(θt+1)
≤ 3c9BLBr(1− βt)(1 + c) + (8 + 2c9)BLBrBτe
1− βt e
−c/Bτ ,
where the last step follows from Condition (e) of the COLMDP algorithm. This is of a
similar form to the condition of Lemma 8.9; equivalent but for the (1−β)−1 occurring
in the second term. In this case we will choose c = d−2Bτ ln(1− βt)e, giving
‖E [wt+1 + gt+1(θt+1)| Ft+1]− gt(θt+1)‖
≤ 6c9BLBr(1 + Bτ )(1− βt) ln 1
1− βt + (8 + 2c9)BLBrBτe(1− βt)
≤ 4(1 + c9)BLBrBτeκt.
Condition (e). Here we show that: γt and γt(1 + ξt) are non-increasing;
∞∑
t=0
γt = ∞; (7.15)
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∞∑
t=0
κtγt < ∞; (7.16)
lim
t→∞
κt = 0; (7.17)
∞∑
t=0
(1 + ξt)
2γtΥ(γt) < ∞; (7.18)
lim
t→∞
(1 + ξt)Υ(γt) = 0; (7.19)
∞∑
t=0
(1 + ξt)
2γ2t < ∞; (7.20)
∞∑
t=0
(γt − γt+1)(1 + ξt) < ∞; and (7.21)
c7γt(1 + ξt+1) ≤ γt(1 + ξt) + γt+1(1 + ξt+1). (7.22)
These are as in Theorem 7.1; repeated with identical equation numbers. The sequences
γt and γt(1 + ξt) are non-increasing from Condition (b) of the COLMDP algorithm.
Equation (7.15) holds from Condition (a) of the COLMDP algorithm.
Choosing p to satisfy Condition (c) of the COLMDP algorithm we have, from
Lemma 8.18,
∞∑
t=0
κtγt =
∞∑
t=0
Υ(1− βt)γt
≤ 2
(1− p)2
∞∑
t=0
γt(1− βt)p
< ∞, (8.28)
which gives Equation (7.16). From Lemma 8.19 and Condition (b) of the COLMDP
algorithm we have that κt = Υ(1 − βt) is non-increasing in t, and so if there was an
 > 0 such that lim supt→∞ κt ≥  then we would have
∞∑
t=0
κtγt ≥ 
∞∑
t=0
γt = ∞,
which, by Equation (8.28), does not hold. Hence, Equation (7.17) also holds.
Let q be chosen to satisfy Condition (d) of the COLMDP algorithm, and chose
p = (1 + q)/2. We have
∞∑
t=0
[(1 + ξt)Υ(γt)]
2 ≤ (γ0 + K)2
∞∑
t=0
[
(1 + ξt)Υ
(
γt
γ0
)]2
≤ 4(γ0 + K)
2
γ2p0 (1− p)4
∞∑
t=0
(1 + ξt)
2γ2pt Lemma 8.18
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=
4(γ0 + K)
2
γ2p0 (1− p)4
∞∑
t=0
(1 + ξt)
2γ1+qt
< ∞.
As we also have
∞∑
t=0
(1 + ξt)
2γ2t ≤
∞∑
t=0
(1 + ξt)
2γtΥ(γt) ≤
∞∑
t=0
[(1 + ξt)Υ(γt)]
2 ,
Equations (7.18), (7.19), and (7.20) all hold.
For Equation (7.21), from Condition (e) of the COLMDP algorithm we have
(1 + ξt+1)− (1 + ξt)
= (1− βt+1)−4 − (1− βt)−4
=
(1− βt)− (1− βt+1)
(1− βt+1)4(1− βt)4
[
(1− βt)3 + (1− βt)2(1− βt+1)
+ (1− βt)(1− βt+1)2 + (1− βt+1)3
]
≤ c9
[
(1− βt)4(1− βt+1)−3 + (1− βt)3(1− βt+1)−2
+ (1− βt)2(1− βt+1)−1 + (1− βt)
]
≤ 4c9(1 + c9)4(1− βt+1),
and so
lim
T→∞
T∑
t=0
(γt − γt+1)(1 + ξt) ≤ γ0(1 + ξ0) +
∞∑
t=1
γt [(1 + ξt)− (1 + ξt−1)]
− lim
T→∞
γT (1 + ξT )
≤ γ0(1 + ξ0) + 4c9(1 + c9)4
∞∑
t=1
γt(1− βt)
≤ γ0(1 + ξ0) + 4c9(1 + c9)4
∞∑
t=0
γtκt
< ∞.
For Equation (7.22), from Condition (e) of the COLMDP algorithm we have (1 −
βt+1)
−1 ≤ (1 + c9)(1− βt)−1, and so
γt(1 + ξt+1) = γt(1− βt+1)−4 ≤ (1 + c9)4γt(1− βt)−4 = (1 + c9)4γt(1 + ξt).
8.6 Proof of Convergence when Learning the Baseline
Here we will tailor the proof of the previous section to show that COLMDP(baseline)
converges with particular choices of baseline sequence.
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Lemma 8.23. Let (Bt : S → R)∞0 be a stochastic sequence of baselines such that for the se-
quence (θt, Xt, Ut)
∞
0 generated by the COLMDP(baseline) algorithm we have that, for any
i ∈ S the random variable Bt(i) is a function of (θ0, X0, U0, θ1, X1, U1, . . . , θt), and for some
constant C the following hold with probability one:
|Bt(Xt)|
|Bt(Xt−1)|
≤
≤
C(1− βt)−1;
C(1− βt)−1; and (8.29)
|Bt(Xt)−Bt+1(Xt)| ≤ C(1− βt)Υ(1− βt). (8.30)
Then for the sequence (θt)
∞
0 generated by the COLMDP(baseline) algorithm with baseline
sequence (Bt)
∞
0 , η(θt) converges to a finite value with limt→∞∇η(θt) = 0, with probability
one. Furthermore, every limit point of θt is a stationary point of η(θ).
Proof. In this proof, and throughout the rest of this section, we will use the notation
defined in Section 8.5.
With the addition of the baseline we need to change the update performed. We
will construct a new stochastic error term w˜t, and use the update st + ut + w˜t. We
define the stochastic error
w˜t = r˜tzt −∇βtη(θt), (8.31)
where as before r˜t = r(Xt) + βtBt(Xt) − Bt(Xt−1). We also consider a new sequence
of parameterised random variables (g˜t(θ))
∞
0 , which we choose so as to satisfy
w˜t + g˜t(θ) = wt + gt(θ)− ztBt(Xt−1)− L(Xt, Ut; θt)Bt(Xt). (8.32)
We will now show that with these changes the conditions of Theorem 7.1 still hold.
Condition (a). Proved similarly to the proof of the same in Section 8.5.3.
Condition (b). This follows from the proof of the same in Section 8.5.3.
Condition (c). This follows from the proof of the same in Section 8.5.3.
Condition (d). We have that
‖w˜t + g˜t(θt)‖ = ‖wt + gt(θt)− ztBt(Xt−1)− L(Xt, Ut; θt)Bt(Xt)‖
≤ ‖wt + gt(θt)‖+ BL
1− βt |Bt(Xt−1)|+ BL|Bt(Xt)|
≤ ‖wt + gt(θt)‖+ 2BLC
√
1 + ξt,
and so from the bound on ‖wt + gt(θt)‖ in Section 8.5.3 the conditions given by Equa-
tions (7.11) and (7.12) are satisfied.
For the condition given by Equation (7.13) we note that, from Equation (8.32),
‖g˜t(θt+1) − g˜t(θt)‖ = ‖gt(θt+1) − gt(θt)‖. That this condition is satisfied then follows
from the proof of the same in Section 8.5.3.
For the last of the conditions we note that
E [ w˜t + g˜t(θ)| Ft] = E [wt + gt(θ)| Ft]− ztBt(Xt−1),
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and that
g˜t(θ) = gt(θ) + wt − w˜t − ztBt(Xt−1)− L(Xt, Ut; θt)Bt(Xt)
= gt(θ)− (βtzt + L(Xt, Ut; θt)) Bt(Xt)
= gt(θ)− zt+1Bt(Xt).
This gives us
‖E | w˜t+1 + g˜t+1(θt+1)| Ft]− g˜t(θt+1)‖
= ‖E |wt+1 + gt+1(θt+1)| Ft]− gt(θt+1) + zt+1 (Bt(Xt)−Bt+1(Xt))‖
≤ ‖E |wt+1 + gt+1(θt+1)| Ft]− gt(θt+1)‖+ BL
1− βt |Bt(Xt)−Bt+1(Xt)|
≤ ‖E |wt+1 + gt+1(θt+1)| Ft]− gt(θt+1)‖+ BLCκt,
and so from the bound on ‖E |wt+1 + gt+1(θt+1)| Ft]− gt(θt+1)‖ in Section 8.5.3 the
condition given by Equation (7.14) is satisfied.
Condition (e). This follows from the proof of the same in Section 8.5.3.
The result then follows from Theorem 7.1 and from |η(θ)| being bounded.
Proof of Theorem 8.4. First we will show that Equation (8.29) and (8.30) hold for the
choice of baseline and baseline update in Equation (8.6) and (8.7) (respectively).
Rewriting Equation (8.7) we have
η˜t+1 = (1− λγt)η˜t + λγtr(Xt),
a convex combination of η˜t and r(Xt), provided that λγt ≤ 1 (without loss of general-
ity, assume that this is the case for all t). The term η˜t is itself a convex combination of
η˜t−1 and r(Xt−1), and so on. So η˜t is a convex combination of η0, r(X0), r(X1), . . . , r(Xt−1).
Each of these terms is bounded, and so there is a C such that |η˜t| < C for all t. Conse-
quently |Bt(i; η˜t)| ≤ C(1− βt)−1 for all i ∈ S, and for all t, giving Equation (8.29).
From Equations (8.6) and (8.7) we have
|Bt(i; η˜t)−Bt+1(i; η˜t+1)|
=
∣∣∣∣ η˜t1− βt −
η˜t+1
1− βt+1
∣∣∣∣
=
∣∣∣∣ η˜t − η˜t+1(1− βt) +
βt+1 − βt
(1− βt+1)(1− βt) η˜t+1
∣∣∣∣
=
∣∣∣∣ γt(1− βt)4 (1− βt)3λ(η˜t − r(Xt)) +
(1− βt)− (1− βt+1)
(1− βt+1)(1− βt)5 (1− βt)
4η˜t+1
∣∣∣∣
≤ γ0(1− β0)−4λ(C + Br)(1 − βt)3 + c9C(1− βt)4,
where we have used sequence Conditions (b) and (e) of the COLMDP algorithm, and
where C is the bound on |η˜t|. As 1 − βt ≤ Υ(1 − βt), the inequality in Equation (8.30)
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then follows. As Equation (8.29) also holds, we have that for the sequence (θt)
∞
0
generated by the COLMDP(baseline) algorithm with baseline (8.6) and baseline up-
date (8.7), η(θt) converges to a finite value with limt→∞∇η(θt) = 0, by Lemma 8.23.
We now wish to show that limt→∞(η˜t − η(θt)) = 0 (note that, as η(θt) → η∗, this
implies η˜t → η∗). To show this we consider minimising one of a class of functions,
parameterised by % ∈ (0,∞),
f%(θ, η˜) =
1
2
η˜2 − (η˜ + %)η(θ),
with the update (
θt+1
η˜t+1
)
=
(
θt + γtr˜tzt
η˜t + λγt(r(Xt)− η˜t)
)
.
Using Theorem 7.1 we will show that, for % large enough, f%(θt, η˜t) converges to a
finite value, with limt→∞∇f%(θt, η˜t) = 0.
First we rewrite the update as
(
θt+1
η˜t+1
)
=
(
θt
η˜t
)
+ γt
((
st
sη˜t
)
+
(
ut
uη˜t
)
+
(
w˜t
wη˜t
))
,
where st, ut are defined by Equations (8.18) and (8.19) respectively, w˜t is defined by
Equation (8.31) using the baseline of Equation (8.6), and
sη˜t = −λ(η˜t − η(θt))
uη˜t = 0
wη˜t = λ(r(Xt)− η(θt)).
We also consider the sequence of parameterised random variables
(
g˜t(θ)
gη˜t (θ)
)
,
where g˜t(θ) is as defined in Equation (8.32) using the baseline of Equation (8.6), and
gη˜t (θ) = λ lim
T→∞
Et,θ
[
T∑
s=1
(rt,s − η(θ))
]
,
where Et,θ, rt,s, Xt,s, Ut,s, etc. . . are as defined in Section 8.5. All these terms are as-
sociated in the obvious way with the terms θt, st, ut, wt, and gt in Theorem 7.1. The
sequence of σ-fields (Ft)∞0 is defined similarly to the definition of the same in Sec-
tion 8.5. The sequences (κt)
∞
0 and (ξt)
∞
0 , and the function Υ, are as defined in Sec-
tion 8.5. We can now proceed to show that the conditions of Theorem 7.1 are satisfied
(for % large enough).
Condition (a). Proved similarly to the proof of the same in Section 8.5.3.
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Condition (b). We have previously seen that η˜t is a convex combination of η˜0, r(X0),
r(X1), . . . , r(Xt−1), so for any η˜0 there is a %, and positive constants c10 and c11, such
that
√
c10 ≤ η˜t + % ≤ c11 for all t. Alternatively, we could say that for any % > Br
there are positive constants c10 and c11, and time t∗, such that
√
c10 ≤ η˜t + % ≤ c11 for
all t ≥ t∗; and we could assume that t∗ = 0. This is as the contribution of η˜0 to η˜t is∏t−1
s=0(1− λγt) which, as log
∏t−1
s=0(1− λγt) =
∑t−1
s=0 log(1− λγt) ≤ −λ
∑t−1
s=0 γs → −∞,
goes to zero as t →∞. For such a % we have that
−∇f%(θt, η˜t)′
(
st
sη˜t
)
=
(
(η˜t + %)∇η(θt)
−(η˜t − η(θt))
)′( ∇η(θt)
−λ(η˜t −∇η(θt))
)
= (η˜t + %) ‖∇η(θt)‖2 + λ (η˜t −∇η(θt))2
≥ min
{
1
c11
, λ
}
‖∇f%(θt, η˜t)‖2 ,
and that ∥∥∥∥
(
st
sη˜t
)∥∥∥∥
2
=
∥∥∥∥
( ∇η(θt)
−λ(η˜t − η(θt))
)∥∥∥∥
2
= ‖∇η(θt)‖2 + λ2 (η˜t − η(θt))2
≤ max
{
1
c10
, λ2
}
‖∇f%(θt, η˜t)‖2 .
Condition (c). This follows from the proof of the same in Section 8.5.3.
Condition (d). We first consider a bound on the magnitude of the g η˜t (θt) term.
∣∣∣gη˜t (θt)∣∣∣ =
∣∣∣∣∣λ limT→∞Et,θt
[
T∑
s=1
(rt,s − η(θt))
]∣∣∣∣∣
= λ
∣∣∣∣∣∣
∞∑
s=1
∑
i∈S
∑
j∈S
pXti(Ut)
(
p
(s−1)
ij (θt)− pij(θt)
)
r(j)
∣∣∣∣∣∣
≤ 2λBr
∞∑
s=1
ds−1(θt) Lemma 8.12
≤ 4λBreτ(θt). Lemma 8.15
We have then that∥∥∥∥
(
w˜t
wη˜t
)
+
(
g˜t(θt)
gη˜t (θt)
)∥∥∥∥
2
≤ ‖w˜t + g˜t(θt)‖2 +
(
λ |r(Xt)− η(θt)|+
∣∣∣gη˜t (θt)∣∣∣)2
≤ ‖w˜t + g˜t(θt)‖2 + (2λBr + 4λBrBτe)2
≤ O(1 + ξt),
as we have seen from the proof of Lemma 8.23 that ‖w˜t + g˜t(θt)‖ for such a choice of
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baseline is O(
√
1 + ξt). It follows then that the conditions given by Equations (7.11)
and (7.12) hold.
We now consider how gη˜t changes in θ. We have∣∣∣gη˜t (θt+1)− gη˜t (θt)∣∣∣
= λ
∣∣∣∣∣ limT→∞Et,θt+1
[
T∑
s=1
(r+t,s − η(θt+1))
]
− lim
T→∞
Et,θt
[
T∑
s=1
(rt,s − η(θt))
]∣∣∣∣∣
= λ
∣∣∣∣∣
c∑
s=1
(η(θt)− η(θt+1)) +
c∑
s=1
(
Et,θt+1r
+
t,s − Et,θtrt,s
)
+
∞∑
s=c+1
(
Et,θt+1r
+
t,s − η(θt+1)
)
+
∞∑
s=c+1
(η(θt)− Et,θtrt,s)
∣∣∣∣∣ ,
for any c > 0. We consider bounds on each of these terms independently. Consider
first that
λ
∣∣∣∣∣
∞∑
s=c+1
(Et,θtrt,s − η(θt))
∣∣∣∣∣ = λ
∣∣∣∣∣∣
∞∑
s=c+1
∑
i∈S
∑
j∈S
pXti(Ut)
(
p
(s−1)
ij (θt)− pij(θt)
)
r(j)
∣∣∣∣∣∣
≤ 2λBr
∞∑
s=c+1
ds−1(θt) Lemma 8.12
≤ 4λBreτ(θt)e−c/τ(θt), Lemma 8.15
and similarly λ|∑∞s=c+1(Et,θt+1r+t,s − η(θt+1))| ≤ 4λBreτ(θt+1)e−c/τ(θt+1). Now recall
that η(θ) = E[r(X)], where X is distributed according to pi(θ), and so from Lemma 8.8
we obtain that |η(θt)− η(θt+1)| ≤ BLBr‖θt − θt+1‖c + 4Bre−c/Bτ , for any c > 0. Lastly
we have
λ
∣∣∣∣∣
c∑
s=1
(
Et,θt+1r
+
t,s − Et,θtrt,s
)∣∣∣∣∣ = λ
∣∣∣∣∣∣
c∑
s=1
∑
i,j∈S
pXti(Ut)
(
p
(s−1)
ij (θt)− p(s−1)ij (θt+1)
)
r(j)
∣∣∣∣∣∣
≤ λBLBr ‖θt+1 − θt‖
c∑
s=1
(s− 1) Lemma 8.11
≤ λBLBr ‖θt+1 − θt‖ c2.
So combining these bounds, and using Lemma 8.9, we obtain∣∣∣gη˜t (θt+1)− gη˜t (θt)∣∣∣ ≤ 8λeBrBτe−c/Bτ + 2λBLBr‖θt+1 − θt‖c2 + 4λBrce−c/Bτ
≤ (8λeBrBτ + 4λBrc + 2λBLBrc2)(‖θt+1 − θt‖+ e−c/Bτ)
≤ 16λeBr(1 + Bτ )2(1 + BL)Υ(‖θt+1 − θt‖).
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We then have that∥∥∥∥
(
g˜t(θt+1)
gη˜t (θt+1)
)
−
(
g˜t(θt)
gη˜t (θt)
)∥∥∥∥
2
= ‖g˜t(θt+1)− g˜t(θt)‖2 +
∣∣∣gη˜t (θt+1)− gη˜t (θt)∣∣∣2
≤ ‖gt(θt+1)− gt(θt)‖2
+
(
16λeBr(1 + Bτ )
2(1 + BL)Υ(‖θt+1 − θt‖)
)2
≤ O ([Υ(‖θt+1 − θt‖)]2) ,
and so the condition given by Equation (7.13) holds.
Lastly we consider how well gη˜t (θt+1) approximates E[w
η˜
t+1 + g
η˜
t+1(θt+1)|Ft+1]. We
have that∣∣∣E [wη˜t+1 + gη˜t+1(θt+1)∣∣∣Ft+1]− gη˜t (θt+1)∣∣∣
=
∣∣∣∣∣E
[
lim
T→∞
Et+1,θt+1
T∑
s=0
(rt+1,s − η(θt+1))
∣∣∣∣∣Ft+1
]
− lim
T→∞
Et,θt+1
T∑
s=1
(
r+t,s − η(θt+1)
)∣∣∣∣∣
= lim
c→∞
∣∣∣∣∣
∞∑
s=c
(
E
[
Et+1,θt+1rt+1,s
∣∣Ft+1]− η(θt+1))− ∞∑
s=c+1
(
Et,θt+1[r
+
t,s]− η(θt+1)
)∣∣∣∣∣
= 0,
as r+t,s+1 has the same distribution as rt+1,s here. Equation (7.14) then follows.
Condition (e). This follows from the proof of the same in Section 8.5.3.
We have already seen that η˜t remains bounded, and so f%(θt, η˜t) does not escape to
infinity. Hence, for % large enough, f%(θt, η˜t) converges to a finite value with
lim
t→∞
∇f%(θt, η˜t) = 0,
by Theorem 7.1. That limt→∞(η˜t − η(θt)) = 0 then follows from
d
dη˜
f%(θ, η˜) = η˜ − η(θ).
Finally, we have already seen that η(θt) converges to a finite value, and so together
with (η˜t−η(θt)) converging to zero we have that η˜t converges to a finite value. Indeed,
we have that η˜t converges to the same value as η(θt) does.
Proof of Theorem 8.5. First, consider the term λγtz˜t. We have that
0 ≤ λγtz˜t = λγt
t−1∑
s=0
(
t−1∏
m=s+1
βm
)
‖L(Xs, Us; θs)‖2
≤ λB2L
γt
1− βt
= λB2L
γt
(1− βt)4 (1− βt)
3
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≤ λB2L
γ0
(1− β0)4 (1− βt)
3, (8.33)
and so there is a t∗ such that, for all t > t∗, we have that 0 ≤ λγtz˜t ≤ 1. Without loss
of generality, assume that this is true for all t. We may rewrite the first of the update
equations as
bt+1 = (1− γtλz˜t) bt + γtλz˜tr(Xt),
a convex combination of bt and r(Xt), with bt itself being a convex combination of
bt−1 and r(Xt−1), and so on. We have then that, for all t, bt is a convex combination
of bounded terms, specifically b0, r(X0), r(X1), . . . , r(Xt−1), and hence bounded. So
there is a C such that |bt| ≤ C for all t, and hence for all i ∈ S we have Bt(i; bt) ≤
C(1− βt)−1.
From Equations (8.9) and (8.10) we have
|Bt(i; bt)−Bt+1(i; bt+1)| =
∣∣∣∣ bt1− βt −
bt+1
1− βt+1
∣∣∣∣
=
∣∣∣∣bt − bt+11− βt +
βt+1 − βt
(1− βt+1)(1− βt)bt+1
∣∣∣∣
=
∣∣∣∣ λγtz˜t1− βt (bt − r(Xt)) +
(1− βt+1)− (1− βt)
(1− βt+1)(1− βt)5 (1− βt)
4bt+1
∣∣∣∣
≤ B2L
γ0
(1− β0)4 λ (C + Br) (1− βt)
2 + c9C(1− βt)4
where we have used Equation (8.33) and sequence Condition (e) of the COLMDP al-
gorithm, and where C is the bound on |bt|. As 1 − βt ≤ Υ(1 − βt), the inequality in
Equation (8.30) then follows. As Equation (8.29) also holds, we have that for the se-
quence (θt)
∞
0 generated by the COLMDP(baseline) algorithm with baseline (8.9) and
baseline update (8.10), η(θt) converges to a finite value with limt→∞∇η(θt) = 0, by
Lemma 8.23.
Proof of Theorem 8.6. There is an L such that ‖∇($)B˜(i;$)‖ ≤ L. Consequently z˜t is a
convex combination of terms bounded by B2LL, and hence is itself bounded by B
2
LL.
Note that B˜(i;$) is Lipschitz:
∣∣∣B˜(i;$)− B˜(i; %)∣∣∣ = ∣∣∣∣
∫ 1
ξ=0
ξ($ − %)′∇($)B˜(i; % + ξ($ − %))dξ
∣∣∣∣
≤ L
2
‖$ − %‖ .
For some , which will be chosen later, choose t0 large enough such that, for all
t ≥ t0, we have
∑∞
s=t γs(1 − βs) ≤ ,
∑∞
s=t γ
2
s (1− βs)−1 ≤ , and γt ≤ . The existence
of such a t0 is assured by the sequence conditions of the COLMDP algorithm. Also,
choose t1 > t0 large enough such that for all t ≥ t1 we have (1 − βt)/(1 − βt0) ≤ .
The times t0 and t1 are finite, and so we may find C = max{1,maxMt0,t1}, where
Mt0,t1 = {|(1 − βt)B˜(Xt;$t)| : t0 ≤ t ≤ t1} ∪ {|(1 − βt)B˜(Xt−1;$t)| : t0 ≤ t ≤
t1} ∪ {|(1− βt0)B˜(i;$t0)| : i ∈ S}).
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For some t ≥ t1 assume that for all t0 ≤ s ≤ t we have maxMt0,s ≤ C ; for t = t1
this holds from the definition of C . Now, for any i ∈ S , consider |B˜(i;$t+1)|. We have∣∣∣B˜(i;$t+1)∣∣∣ = ∣∣∣B˜(i;$t0) + B˜(i;$t+1)− B˜(i;$t0)∣∣∣
≤ 1
1− βt+1 ·
C(1− βt+1)
1− βt0
+
L
2
‖$t+1 −$t0‖
≤ C
1− βt+1 +
L
2
∥∥∥∥∥
t∑
s=t0
($s+1 −$s)
∥∥∥∥∥
=
C
1− βt+1 +
L
2
∥∥∥∥∥
t∑
s=t0
λγs
(
r(Xs) + βsB˜(Xs;$s)− B˜(Xs−1, $s)
)
z˜s
∥∥∥∥∥
≤ C
1− βt+1 +
λB2LL
2Br
2
t∑
s=t0
γs +
λL
2
∥∥∥∥∥
t−1∑
s=t0
γs(1− βs)B˜(Xs;$s)z˜s
∥∥∥∥∥
+
λL
2
∥∥∥∥∥
t∑
s=t0+1
(γs−1 − γs)B˜(Xs−1;$s)z˜s
∥∥∥∥∥
+
λL
2
∥∥∥∥∥
t−1∑
s=t0
γsB˜(Xs;$s) (z˜s+1 − z˜s)
∥∥∥∥∥
+
λL
2
∥∥∥∥∥
t−1∑
s=t0
γs
(
B˜(Xs;$s+1)− B˜(Xs;$s)
)
z˜s+1
∥∥∥∥∥
+
λL
2
γt‖B˜(Xt;$t)z˜t‖+ λL
2
γt0‖B˜(Xt0−1;$t0)z˜t0‖. (8.34)
For most of these terms we will multiply γs by (1− βs)/(1 − βt+1) > 1; a sum of such
terms being of order /(1 − βt+1). First, we have
‖z˜s+1 − z˜s‖ =
∥∥∥βsz˜s + (1− βs) ‖L(Xs, Us; θs)‖2∇($)B˜(Xs;$s)− z˜s∥∥∥
= (1− βs)
∥∥∥‖L(Xs, Us; θs)‖2∇($)B˜(Xs;$s)− z˜s∥∥∥
≤ 2B2LL(1− βs),
and∣∣∣B˜(Xs;$s+1)− B˜(Xs;$s)∣∣∣ ≤ L
2
‖$s+1 −$s‖
=
L
2
∥∥∥λγs (r(Xs) + βsB˜(Xs;$s)− B˜(Xs−1;$s)) z˜s∥∥∥
≤ λB
2
LL
2(Br + 2C)
2
γs(1− βs)−1.
We also note that
t−1∑
s=t0
(γs − γs+1) = γt0 − γt ≤ γt0 .
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Combining these with Equation (8.34) gives∣∣∣B˜(i;$t+1)∣∣∣
≤ C
1− βt+1 +
λB2LL
2Br
2(1 − βt+1)
t∑
s=t0
γs(1− βs) + λB
2
LL
2C
2(1 − βt+1)
t−1∑
s=t0
γs(1− βs)
+
λB2LL
2C
2(1− βt+1)
t−1∑
s=t0
(γs − γs+1) + λB
2
LL
2C
1− βt+1
t−1∑
s=t0
γs(1− βs)
+
λB4LL
4(Br + 2C)
4(1 − βt+1)
t−1∑
s=t0
γ2s (1− βs)−1 +
λB2LL
2C
2(1− βt+1)γt +
λB2LL
2C
2(1− βt+1)γt0
≤ λB
2
LL
2
2
(
2
λB2LL
2
+ Br +
B2LL
2(Br + 2)
2
+ 6
)
C
1− βt+1
≤ C
1− βt+1 ,
for an appropriate choice of  (which was arbitrary). Notice that, as a consequence, we
also have that maxMt0 ,t+1 ≤ C . An induction argument then gives that for all t ≥ t0∣∣∣B˜(Xt;$t)∣∣∣ ≤ C
1− βt and
∣∣∣B˜(Xt−1;$t)∣∣∣ ≤ C
1− βt .
Without loss of generality, we may assume this is true for all t. Additionally, from
before, we have
∣∣∣B˜(Xt;$t+1)− B˜(Xt;$t)∣∣∣ ≤ λB2LL2(Br + 2C)
2
· γt
1− βt
≤ λB
2
LL
2(Br + 2C)γ0
2(1− β0)4 (1− βt)Υ(1− βt).
So we have shown that Equations (8.29) and (8.30) hold for baseline (8.11) and baseline
update (8.12). From Lemma 8.23 we then have that η(θt) converges to a finite value
with limt→∞∇η(θt) = 0.
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Chapter 9
Conclusion
This thesis studies certain stochastic properties of policy gradient algorithms. Specifi-
cally, we have studied the variance of gradient estimates produced by policy gradient
algorithms, and we have studied the convergence of the performance in online policy
gradient algorithms. Section 2.6 gives a fairly detailed account of the contributions of
the thesis. In this chapter we give a brief overview of what we have learnt.
We studied the selection of baselines for policy gradient algorithms. We gave the
baseline which minimizes the variance of estimates produced by these algorithms.
We also found that the additional variance due to using a sub-optimal baseline can be
expressed as a weighted squared distance to the variance minimizing baseline, and
we found that the gradient of this quantity can be estimated. From this we obtain
a method to learn a good baseline from a parameterized class of baselines. Similar
results for constant baselines allow us to learn the optimum constant baseline—the
problem is convex for a constant baseline.
The results for the selection of baselines generalizes the results of previous studies
on baseline selection. Dayan (1990) considered the optimum choice of baseline but
only for particular problems. Weaver and Tao (2001) considered the optimum choice
of constant baseline in the limit as the parameter β goes to one.
We have studied the selection of value functions in actor-critic algorithms. We
discussed the benefits of considering the variance of the policy gradient estimate in
selecting a value function. We have seen that benefits are indeed possible, with two
concrete examples detailing these benefits. From this study we also have a new op-
timization criterion for learning value functions. An optimization criterion that takes
into account the estimation variance.
One avenue to continue these ideas on value function selection is to attempt to
take advantage of the analysis in the construction of a value function. In this direc-
tion, Sutton et al. (2000), Konda and Tsitsiklis (2000; 2003) give us an idea on how to
proceed. They consider the value function over state-action pairs
Q(i, u; θ,$) = $′L(i, u; θ),
for which we have that for each θ ∈ Rn there exists a $ ∈ Rn such that using Q(θ,$) in
our actor-critic algorithm gives an unbiased estimate of the performance gradient. We
might consider constructing additional features {φk(θ) : S × U → R|k = 1, 2, . . . ,m}
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with the aim that for all k we have E[L(X,U)φk(X,U)] = 0. The corresponding value
function is
Q
(
i, u; θ,$(1), $(2)
)
=
(
$(1)
)′
L(i, u; θ) +
m∑
k=1
$
(2)
k φk(i, u; θ).
Our study would then suggest learning $(1) with the goal of minimizing bias, and
learning $(2) with the goal of minimizing variance. The selection, and update, of the
features {φk(θ)|k = 1, 2, . . . ,m} would still need to be addressed.
We have studied a general purpose convergence result for stochastic gradient de-
scent. Our aim in this study was to extend the class of stochastic error dealt with in
previous convergence results so as to contain the class of stochastic error we observe
in online policy gradient algorithms. The conditions we require on the error are quite
general, and a topic of further research could be to look at which classes of errors are
(and are not) captured by these conditions.
We have studied the convergence of a number of online policy gradient algo-
rithms. We have shown that for such algorithms η(θt), where (θt)
∞
0 is generated by
the algorithm, converges to a finite value and ∇η(θt) converges to zero, almost surely.
With these convergence results we see that it is possible to obtain strong convergence
results for gradient estimation methods that do not rely on observing the underlying
state of the environment, and so can be applied to partially observable settings.
Some of these algorithms were constructed to take advantage of the results on
selecting baselines, and simultaneously learn a baseline. The convergence of the se-
quence of baselines (except in the case of the average reward baseline) is still a point
of study. If we knew that E (L(X,U ; θt))
2 also converged, to some constant c, then we
might attempt to show that, for the constant baseline,
btE (L(X,U ; θt))
2 → η(θt)E (L(X,U ; θt))2 ,
by considering the functions f%(θ, b) = 12cb
2 − (cb + %) η(θ) for % ∈ (0,∞). This would
be much like the method we used to show that the average reward baseline converges
to η(θt). A statement which seems reasonable, and that we would like to make, for the
case of the parameterized baseline is
(1− βt)E
[
(L(X,U ; θt))
2 B˜(X;$t)
]
→ η(θt)E (L(X,U ; θt))2 .
Appendix A
On Irreducibility and Aperiodicity
The details in this section can be found in texts covering Markov chains; see, for exam-
ple, Puterman (1994), Grimmett and Stirzaker (1992), Seneta (1981). We include them
to: define the terms used in Assumptions 1a and 4a; show how the assumptions may
be relaxed; and give an intuition of our use of the assumptions.
The states of a Markov chain M = (S, P ) can be divided into equivalence classes
under the communicating relation ↔. We define i ↔ i, and write i ↔ j if there are
integers m,n > 0 such that p(m)ij > 0 and p
(n)
ji > 0, where p
(t)
ij is the ij
th entry of the
t-step transition matrix P t. We call a class S˜ ⊂ S recurrent if its states are recurrent,
otherwise we call it transient. A state is recurrent if Pr(Xt = i for some t > 0|X0 =
i) = 1, otherwise it is transient. Notice that this means that once the chain enters a
recurrent class it never leaves, but rather visits all states of that class infinitely often. If
the chain is finite then it will eventually leave every transient class and settle in some
recurrent class.
We say a Markov chain M = (S, P ) is irreducible if the space S forms a single
class under↔; necessarily a recurrent class for finite Markov chains. We can relax the
irreducibility condition, and instead allow any S that contains a single recurrent class
SR plus a set (possibly containing more than one class) of transient states ST such that
Pr(Xt ∈ SR for some t > 0|X0 = j) = 1 for all j ∈ ST (guaranteed for finite chains).
The period, d, of a state i ∈ S of a Markov chain M = (S, P ) is the greatest
common divisor of the set of times {t > 0 : p(t)ii > 0}. It is uniform across the states
of a class. A state, and consequently a class, is aperiodic if d = 1. We can relax the
aperiodicity condition and allow arbitrary periods. Consider SR to be constructed
SR = S0 ∪ S1 ∪ · · · ∪ Sd−1, where d is the period of SR and the sets Sk are chosen such
that Pr{Xt+1 ∈ Sk+1(mod d)|Xt ∈ Sk} = 1.
Our interest is in the existence and uniqueness of the stationary distribution pi. The
existence of pi stems from the Markov chain reaching, and never leaving, a recurrent
class, combined with the forgetfulness of the Markov property. The uniqueness of pi
stems from us allowing only a single recurrent class. So given a finite Markov chain
M = (S, P ) with the construction S = ST ∪SR, and SR = S0∪S1∪· · ·∪Sd−1, as above,
we have, writing N[0,T )(i) to denote the number of times state i is visited before time
T ,
lim
T→∞
T−1N[0,T )(i) = pii, a.s. (A.1)
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Equation (A.1) is helpful in two ways. Firstly, our choice of performance mea-
sure is the expected average of r(Xt), where the sequence (Xt)
∞
0 is generated by the
Markov chain. We see from (A.1) that this value is independent of the initial state, and
we could equivalently use the expected value of r(X), with X distributed according
to pi. Secondly, we are interested in calculating expectations over the stationary dis-
tribution (such as ∇βη), and we see from (A.1) that this expectation can be calculated
by observing a single sample path generated by the Markov chain, almost surely. In
Section 3.1 it is seen that we can even do well with a finite length sample path; it is
here we use the assumption of irreducibility and aperiodicity.
The analytical results of Section 3.2 and Section 5.1 use Theorem 3.3, Theorem 3.4
and Corollary 3.5 to bound the variance terms of the form
Var
(
1
T
T−1∑
t=0
f(Xt)
)
, (A.2)
where the sequence (Xt)
∞
0 is generated by a Markov chain M = (S, P ) starting with
X0 distribution according to pi, with variance terms of the form
Var (f(X)) , (A.3)
where X is distributed according to pi. The proofs of these results use the property
lim
T→∞
Pr (XT = i) = pii, (A.4)
which holds when SR is aperiodic, and is stronger than Equation (A.1). In particular,
Equation (A.4) holds with the addition of the set of transient states ST ; indeed the
variance quantities of Equation (A.2) and (A.3) are not affected by such an addition,
as the setST has pi-measure zero. Also, when SR is periodic, writing X (k)t for the d-step
subprocess with elements in Sk and pi(k) for the stationary distribution corresponding
to this irreducible aperiodic chain, we have
Var
(
1
dT
dT−1∑
t=0
f(Xt)
)
= E


(
1
dT
dT−1∑
t=0
f(Xt)− E
[
1
dT
dT−1∑
t=0
f(Xt)
∣∣∣∣∣X0 ∼ pi
])2∣∣∣∣∣∣X0 ∼ pi


=
1
d2
d−1∑
k1=0
d−1∑
k2=0
E
[(
1
T
T−1∑
t=0
f
(
X
(k1)
t
)
− E
[
1
T
T−1∑
t=0
f
(
X
(k1)
t
)∣∣∣∣∣X0 ∼ pi
])
×
(
1
T
T−1∑
t=0
f
(
X
(k2)
t
)
− E
[
1
T
T−1∑
t=0
f
(
X
(k2)
t
)∣∣∣∣∣X0 ∼ pi
])∣∣∣∣∣X0 ∼ pi
]
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≤ 2
d
d−1∑
k=0
E


(
1
T
T−1∑
t=0
f
(
X
(k)
t
)
− E
[
1
T
T−1∑
t=0
f
(
X
(k)
t
)∣∣∣∣∣X0 ∼ pi
])2∣∣∣∣∣∣X0 ∼ pi


=
2
d
d−1∑
k=0
E

( 1
T
T−1∑
t=0
f
(
X
(k)
t
)
− E
[
1
T
T−1∑
t=0
f
(
X
(k)
t
)∣∣∣∣∣X(k)0 ∼ pi(k)
])2∣∣∣∣∣∣X(k)0 ∼ pi(k)


=
2
d
d−1∑
k=0
Var
(
1
T
T−1∑
t=0
f
(
X
(k)
t
))
(that the distribution of X (k)0 is pi
(k) when X0 ∼ pi is due to the sets Sk having equal
pi-measure.) It is now straightforward to give analogous results to those of Section 3.2
and 5.1 when the Markov chain consists of a single, possibly periodic, recurrent class
plus a set of transient states.
The justification in studying the variance quantity (A.2) is that, after leaving the set
of states ST , the distribution over states will approach pi exponentially quickly. Whilst
this does not hold for periodic chains, it does hold that the distribution over states
restricted to the set of times {Tk + dt : t ∈ {0, 1, 2 . . .}}, where Tk is the first time Xt
hits the set Sk, will approach pi(k) exponentially quickly.
In Part II, for the results of Chapter 8, we can deal with periodicity by changing
the sequence of parameterized random variables (gt)
∞
0 to be
gt(θ) = lim
T→∞
Et,θ
[
dT+1∑
s=1
rt,s(θ)zt,s(θ) +
2dT+2∑
s=dT+1
rt,s(θ)β
s−dT−1
t zt,T (θ)− dT∇βtη(θ)
]
= ztEt,θ
[
∞∑
s=1
βst r(Xt,s)
]
+ L(Xt, Ut; θt)Et,θ
[
∞∑
s=1
βs−1t r(Xt,s)
]
−∇βtη(θ)
+ lim
T→∞
Et,θ
[
dT∑
l=1
(
L(Xt,l, Ut,l; θ)
∞∑
s=l+1
βs−l−1t r(Xt,s)−∇βtη(θ)
)]
= ztEt,θ
[
∞∑
s=1
βst r(Xt,s)
]
+ L(Xt, Ut; θt)Et,θ
[
∞∑
s=1
βs−1t r(Xt,s)
]
−∇βtη(θ)
+ lim
T→∞
Et,θ
[
T−1∑
l=0
(
d−1∑
k=0
L(Xt,dl+1+k, Ut,dl+1+k; θ)
×
∞∑
s=dl+k+2
βs−l−1t r(Xt,s)− d∇βtη(θ)
)]
.
We can rewrite d∇βη(θ) as
d∇βη(θ) = d
∑
i∈S,u∈U ,j∈S
piiµu(i; θ)pij(u)L(i, u; θ)Jβ(j; θ)
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=
d−1∑
k=0
∑
i∈Sk
dpii
∑
u∈U ,j∈S
µu(i; θ)pij(u)L(i, u; θ)Jβ(j; θ)
=
d−1∑
k=0
∑
i∈Sk,u∈U ,j∈S
pi
(k)
i µu(i; θ)pij(u)L(i, u; θ)Jβ(j; θ),
so the expectation over a group of d elements in the sum becomes
Et,θ
[
d−1∑
k=0
L(Xt,dl+1+k, Ut,dl+1+k; θ)
∞∑
s=dl+k+2
βs−l−1t r(Xt,s)− d∇βtη(θ)
]
=
d−1∑
k=0
Et,θ

∑
i∈Sk
(
p
(l,k)
Xk+1i
(θ)− pi(k)i (θ)
)
E [L(X,U ; θ)Jβ(W )|X = i]

 ,
where we have written p(l,k)ij to denote the dl-step transition probability from state
i ∈ Sk to state j ∈ Sk. We have assumed here that Xt,1 is an element of S0, but we
may similarly deal with any starting set Sk˜. The result of this rearrangement is that
we may now deal separately with each of the d ergodic Markov chains.
Appendix B
A Law of Large Numbers
In this appendix we give a special case of Doob (1994, L2 Ergodic theorem, pg. 119)
for finite ergodic Markov chains.
Theorem B.1. Let M = (S, P ) be a finite ergodic Markov chain, and let pi be its stationary
distribution. Let f be a mapping f : S∞ → R, where S∞ is the space of infinite length
sequences of samples from S . If f is square integrable (that is, f ∈ L2) then, with probability
one,
lim
T→∞
1
T
T−1∑
t=0
f (Xt, Xt+1, Xt+2, . . .) = E [f(X0, X1, X2, . . .)] , (B.1)
where X0, X1, X2, . . . is a sequence generated by M starting X0 distributed according to pi.
Proof. Consider running the Markov chain on the generated sequence (Xt)
∞
0 back-
wards. We have
Pr (X−1|X0, X1, . . .) = Pr (X−1, X0, X1, . . .)
Pr (X0, X1, . . .)
=
Pr (X−1) pX−1X0
piX0
=
piX−1pX−1X0
piX0
,
as pi is the unique distribution such that pi ′P = pi′. This gives the distribution for
X−1, and repeating this argument gives the distribution for X−2, X−3, . . . . Denote this
doubly infinite sequence by (Xt)
∞
−∞. We consider time averages of the function
g
(
(Xt)
∞
−∞
) def
= f(X0, X1, X2, . . .).
We’d like to show that
lim
T→∞
1
T
T−1∑
m=0
g
(
S
m
(
(Xt)
∞
−∞
))
= E
[
g
(
(Xt)
∞
−∞
)]
, w.p.1 (B.2)
where Sm denotes m applications of the shift operator S, and where S((Xt)
∞
−∞) =
(Wt)
∞
−∞ with Wt = Xt+1 for all t. Doob (1994, L
2 Ergodic theorem, pg. 119) tells
us, provided that S is one-to-one and measure preserving, and that g is square inte-
grable, the left hand side of Equation (B.2) is almost surely constant, and furthermore,
provided that the only invariant sets of S are sets of measure zero and their comple-
ments, this constant is equal to the right hand side of Equation (B.2). Notice that the
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statement in Equation (B.2) is precisely the statement in Equation (B.1). It remains to
be shown that the conditions of the L2 Ergodic theorem hold.
1. S is one-to-one. By considering how S behaves at each index, we see that it is a
bijection.
2. S is measure preserving. That is, for a set of sequences A, A and S(A) have the
same measure. This follows from the Markov property, and from the fact that
the transition operator at time t, as well as the marginal distribution on Xt, is
identical for all times t. Specifically, we have the following. Let A− ⊂ A be
the smallest set such that Pr((Wt)
∞
−∞ ∈ A) = Pr((Wt)∞−∞ ∈ A− ∩ A), and write
As = {Ws : (Wt)∞−∞ ∈ A−} and As2s1 = {(Wt)s2s1 : (Wt)
∞
−∞ ∈ A−}, where (Wt)s2s1 is
the process starting at t = s1 and ending at t = s2. For any s we have
Pr
(
S
(
(Xt)
∞
−∞
) ∈ A) = ∫
x∈As
Pr (Xs+1 = x) Pr
(
(Xt)
∞
s+2 ∈ A∞s+1
∣∣Xs+1 = x)
× Pr ((Xt)s−∞ ∈ As−1−∞∣∣Xs+1 = x)C(dx)
=
∫
x∈As
Pr (Xs = x) Pr
(
(Xt)
∞
s+1 ∈ A∞s+1
∣∣Xs = x)
× Pr
(
(Xt)
s−1
−∞ ∈ As−1−∞
∣∣∣Xs = x)C(dx)
= Pr
(
(Xt)
∞
−∞ ∈ A
)
,
where C is the counting measure. We also have that S−1 (the inverse of S) is
measure preserving; by the change of variables (Wt)
∞
−∞ = S((Xt)
∞
−∞).
3. f is square integrable. The measure on (Xt)
∞
−∞ is finite, and |f | is bounded.
4. If set A is such that S−1(A) = A (where S−1(A) = {(Wt)∞−∞ : S((Wt)∞−∞) ∈ A}),
then either A has measure zero, or A has measure one. Consider a set A of positive
measure such that S−1(A) = A, and write A¯ for its complement. As S is a
bijection, we also have that S−1(A¯) = A¯. From the definition of irreducible and
aperiodic we must have that At = S. If we assume that A0 ∩ A¯0 = ∅, and hence
At ∩ A¯t = ∅ for all t, then the measure of A¯ must be zero. We will show that
A0 ∩ A¯0 = ∅.
Unless A¯ has measure zero, for each x ∈ A0∩A¯0 we must have that Pr((Wt)−1−∞ ∈
A¯−1−∞|W0 = x) and Pr((Wt)∞1 ∈ A∞1 |W0 = x) are both positive, by the Markov
property. Hence if A0∩ A¯0 is non-empty there must be a set of positive measure,
which we denote B, that follows sequences in A¯− until time t = 0, and then
follows sequences in A−. Without loss of generality, let us assume that B ⊂ A−.
We will also assume that if b ∈ B then S−1(b) ∈ B, as the existence of B implies
the existence of Bˆ = B ∪ {S−1(b)} with the same properties. We will show that
such a B does not exist, and therefore A0 ∩ A¯0 = ∅.
Let As∗−∞ = {(Wt)∞−∞ : (Wt)s−∞ ∈ As−∞}, the set of sequences that fol-
low A− until time s, and then follow any sequence. We have that B0∗−∞ ⊂
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A¯0∗−∞. Construct the set B∗ ⊂ B by B∗ = limt→∞ S−t(B) (note, S−t(B) is
a non-increasing sequence of sets, and hence its limit exists). We have that
S−t(B) ⊂ S−t(B)t∗−∞ = S−t(B0∗−∞) ⊂ S−t(A¯0∗−∞) = A¯t∗−∞, and so B∗ =
lim inf t→∞ S
−t(B) ⊂ lim supt→∞ A¯t∗−∞ = A¯−, where the last equality follows
from A¯t∗−∞ being non-increasing. Furthermore, by the dominated convergence
theorem we have Pr((Ws)
∞
−∞ ∈ B∗) = limt→∞ Pr((Ws)∞−∞ ∈ S−t(B)) =
Pr((Ws)
∞
−∞ ∈ B) > 0. This means that the set B∗ has positive measure and
is a subset of both A and A¯, which is impossible, and so such a B does not exist.
A similar result holds when the initial distribution of the sequence (Xt)
∞
0 gener-
ated by the Markov chain has positive measure under the stationary distribution. For
finite ergodic Markov chains, this means that the result holds for any initial state, and
hence any initial distribution.
Corollary B.2. Let M = (S, P ) be a finite ergodic Markov chain, and let pi be its stationary
distribution. Let f be a mapping f : S∞ → R, where S∞ is the space of infinite length
sequences of samples from S . If f is bounded (and hence square integrable) then for any i ∈ S ,
with probability one,
lim
T→∞
1
T
T−1∑
t=0
f (Xt, Xt+1, Xt+2, . . .) = E
[
f(Xˆ0, Xˆ1, Xˆ2, . . .)
]
, (B.3)
where X0, X1, X2, . . . is a sequence generated by M starting X0 = i, and Xˆ0, Xˆ1, Xˆ2, . . . is
a sequence generated by M starting with Xˆ0 distributed according to pi.
Proof. Consider the case when X0 is distributed by pi, we have from Theorem B.1 that
the left-hand side of Equation B.3 is equal to the right-hand side, almost surely. Now
consider a measure ρ on S which is absolutely continuous relative to pi. We can extend
the ρ and pi measures to measures ρ∞ and pi∞ on S∞ by considering the sequences
generated by M starting at these distributions. We will show that Equation (B.3) holds
for sequences with initial distribution ρ.
If there exists a set A ⊂ S∞ which has positive ρ∞ measure but is pi∞ null, then
the set A0 ∈ S (where A0 is as defined in Theorem B.1) has positive ρ measure but is pi
null. This is impossible however, as ρ is absolutely continuous with respect to pi. Con-
sequently, every set of sequences with positive ρ∞ measure has positive pi∞ measure.
This implies that if there is a set of sequences of positive ρ∞ measure for which Equa-
tion (B.3) does not hold, then this same set of sequences witness a counter example to
Theorem B.1. Hence Equation (B.3) holds for sequences with initial distribution ρ.
For a finite ergodic Markov chain, the point distribution on state i is absolutely
continuous with respect to pi. Any set A ⊂ S containing i has pi(A) ≥ pii > 0, and any
other set is a null set of the point distribution.
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