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EDGE SCALING LIMITS FOR A FAMILY OF NON-HERMITIAN
RANDOM MATRIX ENSEMBLES
MARTIN BENDER
Abstrat. A family of random matrix ensembles interpolating between the
GUE and the Ginibre ensemble of n × n matries with iid entered omplex
Gaussian entries is onsidered. The asymptoti spetral distribution in these
models is uniform in an ellipse in the omplex plane, whih ollapses to an
interval of the real line as the degree of non-Hermitiity diminishes. Saling
limit theorems are proven for the eigenvalue point proess at the rightmost edge
of the spetrum, and it is shown that a non-trivial transition ours between
Poisson and Airy point proess statistis when the ratio of the axes of the
supporting ellipse is of order n
−1/3
. In this regime, the family of limiting
probability distributions of the maximum of the real parts of the eigenvalues
interpolates between the Gumbel and Tray-Widom distributions.
1. Introdution of the model
1.1. Introdution. The loal statistis at the edge of the spetrum are of funda-
mental interest in the study of random matrix models. For the Gaussian unitary
ensemble (GUE), dened as the probability measure
(1.1) dP1n(H) =
(
nn
2
2nπn2
)1/2
exp
{
−n
2
TrH2
}
dH
on the spae Hn ∼= Rn2 of Hermitian matries, where dH denotes Lebesgue mea-
sure, the elebrated work of Tray and Widom, [14℄, shows that the distribution
of the largest eigenvalue, properly resaled, onverges to FTW , the Tray-Widom
distribution, whih is expressible in terms of a solution to the Painlevé II dierential
equation. Their results have been generalized to other models and it is onjetured
that FTW is the universal limiting extreme value law for large lasses of random
matrix ensembles. This universality onjeture is supported by the fat that the
Tray-Widom distribution has appeared in a number of seemingly unrelated on-
texts, see for instane [1℄, [8℄ and [9℄; in some sense it is a natural extreme value
distribution.
In ontrast, the lassial extreme value theorem for a set of independent identially
distributed (iid) random variables, say Xi ∈ N(0, 1/2), states that the distribution
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of their appropriately shifted and resaled maximum onverges to the Gumbel dis-
tribution, FG(x) := e
−e−x
,
lim
n→∞
P
[
max1≤i≤n{Xi} − cn
an
≤ t
]
= FG(t),
where
cn =
√
logn− log(4π logn)
4
√
logn
,
and
an =
1
2
√
logn
.
Although the edge behaviours of these models have reeived muh less attention
in the literature, there are random matrix ensembles without symmetry onditions
imposed so that the limiting spetral density is no longer supported on a line, but
some other set in the omplex plane. The simplest example of suh a model is the
lassial Ginibre ensemble of matries with independent entered omplex Gaussian
entries of variane n−1, introdued in [6℄, for whih the asymptoti spetral distri-
bution is uniform in (and vanishes outside) the unit dis. There are several possible
notions of extremeness that might be onsidered in this model; Rider [12℄ shows
that the spetral radius, that is, the maximum absolute value of the eigenvalues, is
asymptotially Gumbel-distributed after a shifting and resaling muh the same as
for the ase of extremes of independent random variables. Intuitively, this an be
understood as reeting the fat that the few eigenvalues with largest modulus do
not in general lie lose to or feel the repulsion of eah other, and thus behave as if
they were independent. Rider's method relies heavily on the radial symmetry of the
problem; a losely related problem whih generalizes easier to the family of models
to be onsidered here is that of determining the distribution of the maximum of the
real parts of the eigenvalues instead of their absolute values.
1.2. The ellipse ensemble. The fundamental dierene between the edge statistis
of the GUE and those of the Ginibre ensemble orresponds to the distintion between
random matrix and Poisson statistis whih has attrated a great deal of attention
from the mathematial physis ommunity in onnetion with quantum haos. In
partiular, it is illuminating to study families of models that exhibit a transition
between the two types of behaviour, see e.g. [10℄. Based on the observation that
a Ginibre matrix A an equivalently be onsidered as a sum A = (H1 + iH2)/
√
2
where H1 and H2 are two independent GUEs, a natural family of random matrix
ensembles interpolating between the GUE and Ginibre ensembles an be dened as
the distribution of
(1.2) A =
√
(1 + τ)
2
H1 + i
√
(1− τ)
2
H2,
for τ ∈ [0, 1]. The parameter τ an thus be thought of as determining the extent
to whih A fails to be Hermitian. In [4℄, the authors dene this ellipse ensemble
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expliitly as the probability measure Pτn on the spaeMn of omplex n×n matries
given, for τ < 1, by
(1.3) dPτn(A) =
(
n
π
√
(1− τ2)
)n2
exp
{
− n
(1− τ2) Tr(AA
† − τ ReA2)
}
dA,
where dA is Lebesgue measure onMn ∼= R2n2 . It is easy to see that the ases τ = 0
and τ → 1 orrespond to the Ginibre and Gaussian unitary ensembles respetively.
The suessful analysis of this model depends ruially on the fat that, for every
τ ∈ (0, 1), the indued eigenvalue measure
(1.4) dPτn
′(ζ1, . . . , ζn)
=
1
ZτN
∏
1≤j<k≤n
|ζk − ζj |2 exp

− n(1− τ2)
n∑
j=1
(|ζj |2 − τ Re ζ2j )

dnζj ,
where ZτN is a normalizing onstant, an be onsidered as the distribution of a
point proess Zτn on R
2
(
∼= C) with determinantal orrelation funtions given by the
orrelation kernel
(1.5) Kτn ((ξ1, η1), (ξ2, η2))
=
n√
π(1 − τ2)
n−1∑
k=0
τkhk
(√
n
2τ
ζ1
)
hk
(√
n
2τ
ζ2
)
exp
{
−n
2
(
ξ21 + ξ
2
2
(1 + τ)
+
η21 + η
2
2
(1− τ)
)}
.
Here ζj = ξj + iηj, and hk are the normalized Hermite polynomials, that is, the
orthonormal polynomials with respet to the measure e−x
2
dx on R. (See Setion 2.1
for denitions related to determinantal point proesses.) Furthermore, the resaled
Hermite polynomials appearing in (1.5) are orthogonal in the whole omplex plane
with respet to the orresponding exponential weight. The orthogonal polynomial
tehniques employed in the analysis of the GUE therefore beome available for the
ellipse ensemble as well, although onsiderable tehnial diulties remain, sine
the Christoel-Darboux formula no longer applies to simplify the sum of produts of
resaled Hermite polynomials. It is proven in [4℄ e.g. that for xed τ 6= 1, the limiting
eigenvalue density is onstant in the ellipse {(x, y) : x2/(1 + τ)2 + y2/(1− τ)2 ≤ 1},
where z = x+iy. The authors also disover a regime of weak non-Hermitiity, when
τ = τn = 1−α2/(2n) for a new parameter 0 < α <∞, in whih a transition ours in
the loal bulk statistis between the sine kernel behaviour of the GUE and the saled
orrelation kernel of the Ginibre ensemble. In [5℄, it is shown heuristially that in
this regime the loal statistis near the rightmost edge of the spetrum are given by
a orrelation kernel whih fatorizes as the Airy kernel in the ξ-variables multiplied
by a Gaussian weight in the η-diretion; thus the model essentially behaves like the
GUE at the edge in this regime.
However, as the present work will show, there is another transitional regime, for
(1−τn) ∼ n−1/3, when the edge statistis interpolate between those of the GUE and
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the Ginibre ensemble. Let σn = n
1/6
√
(1− τn). It is proven in Theorem 2.5 that if
σn → 0, the resaled eigenvalues near the rightmost edge of the spetrum onverge
to a point proess on R2 whih an be interpreted as the Airy point proess in the
x-diretion with eah partile subjet to an iid entered Gaussian displaement in
the y-diretion. Furthermore, the distribution of the maximum of the real parts
of the eigenvalues onverges to the Tray-Widom distribution. The proess is thus
essentially one-dimensional and oinides with the orresponding point proess at the
edge of the GUE. (This is what is found in [5℄ for the partiular hoie σn ∝ n−1/3.) If
σn →∞ the edge point proess onverges to a Poisson proess on R2 with intensity
π−1/2e−x−y
2
, and in addition the maximum of the real parts of the eigenvalues
onverges in distribution to a Gumbel random variable. In the intermediate regime
when σn → σ ∈ R+ a new non-trivial interpolating point proess on R2 arises in the
n → ∞ limit. It is again a determinantal point proess with a rightmost partile
almost surely, but the orrelation kernel no longer fatorizes.
The edge behaviour in the various regimes an be interpreted as follows: When
σn →∞, the supporting ellipse ollapses to an interval of the real line so slowly that
the imaginary parts of the eigenvalues near the edge are of order muh greater than
the spaing of their real parts. Therefore the eigenvalues are not lose and do not
interat, so in the appropriate saling limit they behave as a Poisson proess. On the
other hand, when σn → 0, the imaginary parts of the eigenvalues near the edge are
negligible ompared to the spaing of their real parts; hene they behave essentially
like the partiles in the Airy point proess with independent utuations in the y-
diretion. In ontrast, the ase σn → σ orresponds preisely to the imaginary parts
of the eigenvalues being of the same order of magnitude as the spaings of their real
parts, and there is a non-trivial interation between eigenvalues even though their
displaement away from the real axis is no longer negligible.
The proof relies in an essential way on nding, in the absene of a Christoel-
Darboux formula, a manageable representation of the sum of produts of Hermite
polynomials in (1.5). This is provided by the double integral formula of Lemma 4.1.
The asymptotis of the orrelation kernel an then be analyzed by means of saddle
point tehniques.
Although a very spei family of models, partiularly aessible to analysis, is
studied here, it is reasonable to onjeture, in analogy with the universality on-
jetures for random matrix ensembles with purely real spetrum, that the type of
transition and sale at whih it ours has a universal harater that should be found
in muh greater generality for random matrix models in whih the support of the
spetral density ollapses to a one-dimensional subset of the omplex plane. Exam-
ples of other non-Hermitian ensembles are provided by the model introdued in [15℄
and analyzed rigourously in [7℄.
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2. Formulation of results
2.1. Preliminaries on determinantal point proesses. For a omprehensive a-
ount of the theory of point proesses, see [2℄. The material relating to determinantal
proesses an be found e.g. in [11℄.
Let Λ be a omplete separable metri spae. A Borel measure µ on Λ is a boundedly
nite simple ounting measure if it takes non-negative integer values on bounded sets
and µ({x}) ∈ {0, 1} for every x ∈ Λ. The set N (Λ) of all boundedly nite simple
ounting measures on Λ an be identied with the family of sets x = {xi} ⊂ Λ suh
that xi 6= xj if i 6= j and |x∩B| <∞ for every bounded B ⊂ Λ. Dene the smallest
σ-algebra on N (Λ) suh that the mappings N (Λ) ∋ µ 7→ µ(A) are measurable for
eah Borel set A ∈ Λ, making N (Λ) a measurable spae. A point proess X = {xj}
on Λ is a random element of N (Λ).
Let λ be a referene measure on Λ (in our ase, Λ will be R or R2 and λ Lebesgue
measure). If X is a point proess on Λ and, for some n ≥ 1, there exists a measurable
funtion ρn : Λ
n → R suh that for every bounded measurable funtion ϕ : Λn → R,
(2.1) E

 ∑
xkj∈X
ϕ(xk1 , . . . , xkn)

 = ∫
Λn
ϕ(ξ1, . . . , ξn)ρn(ξ1, . . . , ξn)d
nλ(ξ),
then ρn is alled an n-point orrelation funtion of X . (The sum on the left hand
side of (2.1) is over all n-tuples of distint points in X , inluding permutations.) It
an be shown that if X has orrelation funtions ρn for every n ≥ 1 (and the produt
over an empty index set is 1 by denition), then
(2.2) E

∏
j
(1 + φ(xj))

 = ∞∑
n=0
1
n!
∫
Λn
n∏
j=1
φ(ξj)ρn(ξ1, . . . , ξn)d
nλ(ξ)
for every bounded measurable funtion φ with bounded support. (Here the produt
on the left hand side is over all partiles in the point proess; sine there are only
nitely many partiles in eah bounded set the produt is nite for eah realization
of X).
A point proess for whih all orrelation funtions exist and are of the form
ρn(ξ1, . . . , ξn) = det (K(ξi, ξj))
n
i,j=1
for some measurable funtion K : Λ2 → C (a orrelation kernel) is alled a determi-
nantal (point) proess. The orrelation kernel K is said to be Hermitian if
K(ξ2, ξ1) = K(ξ1, ξ2)
for all (ξ1, ξ2) ∈ Λ2.
Weak onvergene in N (Λ) of a sequene {Xn} of point proesses to a limit X is
equivalent to weak onvergene of the nite dimensional distributions, meaning that
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for any nite family {Ai}ki=1 of bounded disjoint Borel sets in Λ and integers mi,
lim
n→∞
Pn
(
k⋂
i=1
[|Xn ∩ Ai| = mi]
)
= P
(
k⋂
i=1
[|X ∩ Ai| = mi]
)
.
Consider a determinantal point proess Z = {zj} = {(xj , yj)} on R2. If there is
a t ∈ R suh that E [|Z ∩ ((t,∞)× R) |] < ∞, Z is said to have a rightmost or last
partile almost surely. The last partile distribution funtion, F , of Z is then dened
as
(2.3) F (t) = P [|Z ∩ ((t,∞)× R)| = 0] .
To prove the limit theorems of this paper we will appeal to the following lemma,
whih is a fairly standard result. For ompleteness, a proof is given in an appendix.
Lemma 2.1. For every positive integer n, let Zn be a determinantal point proess
on R2 with Hermitian orrelation kernel Kn. Suppose that Kn(ζ1, ζ2)→ K(ζ1, ζ2) as
n→∞ for every (ζ1, ζ2) ∈ R4, and that there is a measurable funtion B : R2 → R
with B(ζ) ≥ |Kn(ζ, ζ)| for every n, suh that for eah ξ0 ∈ R∫
(ξ0,∞)×R
B(ζ)dζ = Cξ0 <∞.
Then Zn onverges weakly as n→∞ to a determinantal point proess Z with orre-
lation kernel K, Zn has a last partile almost surely with distribution
(2.4) Fn(t) =
∞∑
r=0
(−1)r
r!
∫
((t,∞)×R)r
det(Kn(ζj , ζk))
r
j,k=1d
rζ,
and Fn onverges to the last partile distribution F of Z as n→∞.
2.2. The interpolating proess. The Airy kernel is the funtion KA : R
2 → R
dened by
KA(ξ1, ξ2) =
Ai(ξ1)Ai
′(ξ2)−Ai′(ξ1)Ai(ξ2)
ξ1 − ξ2
if ξ1 6= ξ2 and by ontinuity if ξ1 = ξ2. Here Ai : R→ R is the C∞ Airy funtion,
Ai(t) =
1
2π
∫
γ
e
i
3
u3+iutdu ∈ R,
and γ is the ontour t 7→ t + iδ for some δ > 0, independently of the hoie of δ by
Cauhy's theorem. We will use the double integral representation
(2.5) KA(ξ1, ξ2) =
1
4π2
∫∫
γ,γ
e
i
3
v3+iξ2v+
i
3
u3+iξ1u
i(u+ v)
dudv
of the Airy kernel. It is well known (see [14℄ and [3℄) that KA denes a trae lass
integral operator on L2(t,∞) for any real t and that it is the orrelation kernel of a
determinantal point proess XA on R, the Airy point proess. XA has a last partile
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almost surely, the distribution of whih is known as the Tray-Widom distribution,
given by the Fredholm determinant
FTW (t) := det(I −KA)L2(t,∞) =
∞∑
k=0
(−1)k
k!
∫
(t,∞)k
det(KA(ξi, ξj))
k
i,j=1d
kξ.
Alternatively,
(2.6) FTW (t) = exp
{
−
∫ ∞
t
(x− t)q2(x)dx
}
,
where q is the unique solution to the Painlevé II equation
q′′(t) = tq(t) + 2q(t)3
with the asymptoti behaviour
q(t) ∼ Ai(t) as t→∞.
We now onstrut a point proess ZA on R
2
whih, intuitively, to eah realization
{xi} of XA assoiates a realization {(xi, yi)} of ZA, where the yi are piked indepen-
dently from N(0, 1/2). More preisely, for every k ≥ 1, ZA should have orrelation
funtions
ρk (ζ1, . . . , ζk) := det(KA(ξi, ξj))
k
i,j=1
k∏
i=1
e−η
2
i√
π
= det
(
e−
1
2
(η2i+η
2
j )√
π
KA(ξi, ξj)
)k
i,j=1
,(2.7)
making ZA a determinantal proess as well.
A Poisson proess ZP on R
2
with intensity π−1/2e−ξ−η
2
an be viewed as a de-
generate determinantal point proess with orrelation kernel
(2.8) MP (ζ1, ζ2) = δζ1ζ2
e−ξ1−η
2
1√
π
=
{
π−1/2e−ξ1−η
2
1
if ζ1 = ζ2
0 otherwise.
To stress the analogy with the onstrution above, dene
(2.9) MP1(ζ1, ζ2) =
e−
1
2
(η21+η
2
2)√
π
KP (ξ1, ξ2),
where KP (ξ1, ξ2) = δξ1ξ2e
−ξ1
is the orrelation kernel of a Poisson proess XP on
R with intensity e−ξ. XP too has a last partile almost surely, whih is Gumbel-
distributed, sine
∞∑
n=0
(−1)n
n!
∫
(t,∞)n
det(KP (ξi, ξj))
n
i,j=1d
nξ
=
∞∑
n=0
(−1)n
n!
∫
(t,∞)n
n∏
i=1
e−ξidnξ =
∞∑
n=0
(−1)n
n!
(
e−t
)n
= FG(t).
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For any n ≥ 1,
det(MP (ζj , ζk))
n
j,k=1 = det(MP1(ζj , ζk))
n
j,k=1 a.e. in R
2n,
so MP1 an equivalently be hosen as a orrelation kernel of ZP . Similarly,
(2.10) MP2(ζ1, ζ2) = δη1η2
e−η
2
1− 12 (ξ21+ξ22)√
π
is also an equivalent orrelation kernel of ZP . The following proposition sums up
these observations.
Proposition 2.2. The determinantal point proesses ZP and ZA on R
2
with orre-
lation kernels MP (or equivalently MP1 or MP2) and
(2.11) MA(ζ1, ζ2) =
e−
1
2
(η21+η
2
2)√
π
KA(ξ1, ξ2)
respetively, both have last partiles almost surely, with distribution funtions FG
and FTW respetively.
Proof. If K is a Hermitian orrelation kernel of a determinantal point proess on R
satisfying ∫ ∞
t
K(ξ, ξ)dξ <∞,
it is immediate that M(ζ1, ζ2) = π
−1/2e−
1
2
(η21+η
2
2)K(ξ1, ξ2) satises the orrespond-
ing onditions of Lemma A.2. Sine the orrelation funtions fatorize by (2.7),
the ηi-variables may be integrated out in the expression (A.2) for the last partile
distribution. 
The following theorem asserts the existene of a family of determinantal point
proesses {Zσ}σ>0 on R2 whih, appropriately resaled, interpolates between ZA
and ZP .
Theorem 2.3. (Interpolating proess) For eah σ ∈ [0,∞) there exists a determi-
nantal point proess
Zσ = {(xj , yj)}
on R2 with orrelation kernel
(2.12) Mσ(ζ1, ζ2) =
1
4π5/2
∫
γ1
∫
γ2
e−
1
2
(σv−η2)2+ i3v3+iξ2v− 12 (σu+η1)2+ i3u3+iξ1u
i(u+ v)
dudv,
where ζj = (ξj , ηj) and γj is the ontour t 7→ γj(t) = t + iδj , independently of the
hoie of δj > 0.
Dene the resaled point proess
Z˜σ =
{(
xj − cσ
aσ
,
yj
bσ
)}
,
where
aσ =
σ√
6 logσ
,
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bσ =
σ3/2
(6 log σ)1/4
,
and
cσ = aσ
(
3 logσ − 5
4
log(6 log σ)− log(2π)
)
.
The proesses Zσ, appropriately resaled, interpolate between ZA and ZP in the sense
that Z0 = ZA and Z˜σ onverges weakly in N (R2) to ZP as σ → ∞. For any xed
σ, Zσ has a last partile almost surely, with distribution funtion
Fσ(t) = Pσ [|Zσ ∩ ((t,∞)× R)| = 0]
= det(I −Mσ)L2((t,∞)×R)
=
∞∑
r=0
(−1)r
r!
∫
((t,∞)×R)r
det(Mσ(ζj , ζk))
r
j,k=1d
rξdrη,(2.13)
and furthermore
(2.14) Fσ(cσ + aσt)→ FG(t) as σ →∞.
Remark 2.4. To the author's knowledge, the proesses Zσ have not been studied
previously. In partiular, we are not aware of any generalization to σ > 0 of the
representation (2.6), for the ase σ = 0, of the Fredholm determinant (2.13).
The proof is deferred to Setion 3.
2.3. Edge saling limits. This setion ontains the statement of the main result,
giving saling limits around the rightmost partile of the eigenvalue point proess
Zτnn = {zj}nj=1 = {(xj , yj)}nn=1 of the ellipse ensemble, dened formally as the
measurable funtion
Zτnn : (Mn,Pτnn )→ N (R2)
mapping A ∈ Mn to the set {zj}nj=1 of eigenvalues of A (with probability one, there
are n distint (omplex) eigenvalues and we assume this to be the ase). Reall that
Zτnn is determinantal with orrelation kernel K
τn
n .
Theorem 2.5. Let {τn}∞n=1 ⊆ [0, 1) be given and put σn = n1/6
√
(1− τn). For the
hoies of saling parameters a˜n, b˜n and c˜n speied below, dene the resaled edge
eigenvalue point proess
Z˜τnn =
{(
xj − c˜n
a˜n
,
yj
b˜n
)}n
j=1
,
and let
F τnn (t) = P
τn
n
[∣∣∣Z˜τnn ∩ ((t,∞)× R)∣∣∣ = 0]
= Pτnn
[
max1≤j≤n{xj} − c˜n
a˜n
≤ t
]
be the last partile distribution of Z˜τnn .
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(i) Suppose σn →∞ as n→∞. Choose
(2.15) a˜n = τˆ
1/2
n
σnn
−2/3
√
6 log σn
,
(2.16) b˜n = τˆ
−1/4
n
σ
5/2
n n−2/3
(6 log σn)1/4
,
and
(2.17) c˜n = 2τˆn + a˜n
(
3 logσn − 5
4
log(6 log σn)− log(2πτˆ3/4n )
)
,
where τˆn := (1 + τn)/2. Then Z˜
τn
n onverges weakly to ZP and F
τn
n (t)
onverges to FG(t) as n→∞.
(ii) Suppose σn → σ ∈ [0,∞) as n → ∞. Choose a˜n = n−2/3, b˜n = σnn−2/3
and c˜n = (1 + τn). Then Z˜
τn
n onverges weakly to Zσ and F
τn
n (t) onverges
to Fσ(t) as n→∞.
In partiular, if σ = 0, Z˜τnn onverges weakly to ZA and F
τn
n (t) onverges
to FTW (t).
Remark 2.6. Although the ase τn = 0 has not been expliitly inluded in the
alulations, a similar (simpler) argument an be made in this ase (see the omment
following (4.10)); as an be expeted from the fat that the ellipse ensemble for
onstant τ ∈ (0, 1) is just a trivial resaling of the Ginibre ensemble (see [4℄), formally
inserting τn = 0 in (2.15) through (2.17) indeed gives the orret limit theorem for
the pure Ginibre ensemble as well.
Remark 2.7. In view of the saling limits in Theorems 2.3 and 2.5 (ii), the saling
limit in Theorem 2.5 (i) is the only reasonable andidate (as long as τn → 1); together
these theorems in essene assert that Z˜
τ(σ)
n onverges to ZP regardless of whether σ
tends to innity with n or the n limit is taken rst.
3. Proof of Theorem 2.3
The asymptoti notation dened in the rst paragraph of Setion 4 is used in this
setion as well, with n replaed by σ.
Proof of Theorem 2.3. The existene of Zσ, and the fat that it has a last partile
with distribution (2.13), follows by Lemma 2.1 from the onvergene of Zτnn when
(τn)
∞
n=1 is a sequene suh that n
1/6
√
(1 − τn) → σ as n → ∞. This is established
in the proof of Theorem 2.5. Note that Z0 oinides with ZA, by (2.5).
To prove weak onvergene of Z˜σ to ZP using Lemma 2.1, we rst prove point-wise
onvergene of the orrelation kernels. From the denition of orrelation funtions
(2.1), it is lear that the resaled point proess Z˜σ is determinantal with orrelation
kernel
(3.1) M˜σ(ζ1, ζ2) := aσbσMσ((cσ + aσξ1, bση1), (cσ + aσξ2, bση2)).
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We x (ζ1, ζ2) = ((ξ1, η1), (ξ2, η2)) ∈ R4 and alulate the σ → ∞ limit of M˜σ by a
saddle point argument. Let
(3.2) fσ(u) = −1
2
(σu + η′1)
2 +
i
3
u3 + iξ′1u,
and
(3.3) gσ(v) = −1
2
(σv − η′2)2 +
i
3
v3 + iξ′2v,
where ξ′j = cσ + aσξj and η
′
j = bσηj . Choose the saddle points u0 of fσ and v0 of gσ
satisfying
u0 = −η
′
1
σ
+
iξ′1
σ2
+
2iη′1
2
σ4
+
2ξ′1η
′
1
σ5
+O
(
1
σ5/2(log σ)3/4
)
,
and
v0 =
η′2
σ
+
iξ′2
σ2
+
2iη′2
2
σ4
− 2ξ
′
2η
′
2
σ5
+O
(
1
σ5/2(log σ)3/4
)
,
respetively. Note that
g′′σ(v0) = −σ2 + 2iv0 = −σ2
(
1 +O
(
1
σ3/2(log σ)1/4
))
and similarly f ′′σ (u0) = −σ2 + 2iu0. After the hange of variables s = σ(u − u0),
t = σ(v − v0), and hoosing δ1 = Im(u0) and δ2 = Im(v0) so that the new ontours
of integration beome the real axis, the resaled kernel an be written
(3.4) M˜σ(ζ1, ζ2) =
aσbσ
4π5/2σ2
∫∫
R2
efσ(s/σ+u0)+gσ(t/σ+v0)
i(t/σ + u0 + s/σ + v0)
dsdt.
The main ontribution omes from near the saddle points; let I = (−r0, r0) for some
1≪ r0 ≪ σ3/4(log σ)1/8 and note that
(3.5)
∣∣∣∣∣ aσbσ4π5/2σ2
∫∫
R×(R\I)
efσ(s/σ+u0)+gσ(t/σ+v0)
i(t/σ + u0 + s/σ + v0)
dsdt
∣∣∣∣∣
≤ aσbσ
4π5/2σ2(δ1 + δ2)
∣∣∣∣
∫
R
efσ(s/σ+u0)ds
∣∣∣∣
∣∣∣∣∣
∫
R\I
egσ(t/σ+v0)dt
∣∣∣∣∣ .
Now
gσ(t/σ + v0)
= gσ(v0) + t
2
(
−1
2
+
iv0
σ2
)
+ t
(
−σv0 + η′2 +
iv20
σ
+
iξ′2
σ
)
+
it3
3σ3
,
so putting
ǫ1 = Re
(
iv0
σ2
)
= O
(
1
σ3/2(log σ)1/4
)
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and
ǫ2 = Re
(
−σv0 + η′2 +
iv20
σ
+
iξ′2
σ
)
= O
(
(log σ)1/4
σ3/2
)
gives ∣∣∣∣∣
∫
R\I
egσ(t/σ+v0)dt
∣∣∣∣∣ ≤
∣∣∣egσ(v0)∣∣∣ ∫
R\I
et
2(− 12−ǫ1)+ǫ2tdt ≤ C e
−r20/3
r0
∣∣∣egσ(v0)∣∣∣ .
By the same argument for fσ, and (3.5), it follows that
(3.6)
∣∣∣∣∣ aσbσ4π5/2σ2
∫∫
R2\I2
efσ(s/σ+u0)+gσ(t/σ+v0)
i(t/σ + u0 + s/σ + v0)
dsdt
∣∣∣∣∣
≤ C1 e
−r20/3
r0
aσbσ
∣∣egσ(v0)+fσ(u0)∣∣
σ2(δ1 + δ2)
≤ C e
−r20/3
r0
.
Sine Im(σt + σ2u0 + σs+ σ
2v0) ≍ 2cσ > 0, we an write
1
i(σt+ σ2u0 + σs+ σ2v0)
= −
∫ ∞
0
eip(σ(t+s)+σ
2(u0+v0))dp.
Therefore, using (3.6) and Fubini's theorem, (3.4) beomes
M˜σ(ζ1, ζ2) =
aσbσ
4π5/2σ2
∫∫
I2
efσ(s/σ+u0)+gσ(t/σ+v0)
i(t/σ + u0 + s/σ + v0)
dsdt+ o(1)
=
−aσbσegσ(v0)+fσ(u0)
4π5/2
×
∫∫
I2
∫ ∞
0
e−
1
2
(s2+t2)+ip(σ(t+s)+σ2(u0+v0))dpdsdt+ o(1)
=
−aσbσegσ(v0)+fσ(u0)
2π3/2
∫ ∞
0
e−σ
2p2+iσ2p(u0+v0)dp+ o(1)
=
−aσbσegσ(v0)+fσ(u0)
2π3/2iσ2(u0 + v0)
+ o(1),(3.7)
where the last equality follows from the estimate
(3.8)
∣∣∣∣
∫ ∞
0
e−ασr
2−(βσ+iγσ)rdr − 1
βσ + iγσ
∣∣∣∣
≤ C 1|βσ + iγσ|
((√
ασ
βσ
)2
+ e−βσ/
√
ασ
)
,
obtained by integration by parts; in this ase βn/
√
αn ≍
√
6 logσ ≫ 1. Fators of
the form exp{F (ξ′1, η′1)−F (ξ′2, η′2)} an be freely multiplied to the orrelation kernel
without hanging the orrelation funtions. Taking F (ξ′, η′) = iξ′η′/σ − iη′3/3σ3
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and alulating
fσ(u0) =
iξ′1η
′
1
σ
− ξ
′
1
2
2σ2
− iη
′
1
3
3σ3
− ξ
′
1η
′
1
2
σ4
+O
(
(log σ)3/4
σ3/2
)
and
gσ(v0) = − iξ
′
2η
′
2
σ
− ξ
′
2
2
2σ2
+
iη′2
3
3σ3
− ξ
′
2η
′
2
2
σ4
+O
(
(log σ)3/4
σ3/2
)
,
Equation (3.7) gives the equivalent kernel
M∗σ(ζ1, ζ2) = e
F (ξ′1,η
′
1)−F (ξ′2,η′2)M˜σ(ζ1, ζ2)
=
e−
1
2
(ξ1+ξ2)− 12 (η21+η22)√
π
(
1 + i2σ
3/2(6 log σ)1/4(η1 − η2)
) + o(1)
→MP2(ζ1, ζ2) as σ →∞.
It is easy to verify that Mσ(ζ2, ζ1) = Mσ(ζ2, ζ1) for all (ζ1, ζ2) ∈ R4. To prove
weak onvergene and onvergene of the last partile distributions it sues by
Lemma 2.1 to show that there is a funtion B∞, whih is integrable on (ξ0,∞)× R
for every ξ0 ∈ R, suh that B∞(ζ) ≥ |M˜σ(ζ, ζ)| for all suiently large σ. Now
Mσ(ζ, ζ) ≤ 1
4π5/2
∫
γ
∫
γ
∣∣∣∣∣e
− 1
2
(σv−η)2+ i
3
(v3+u3)+iξ(v+u)− 1
2
(σu+η1)
2
i(u+ v)
∣∣∣∣∣ dudv
=
eδ
2σ2+ 2
3
δ3−η2−2δξ
4π5/2
∫∫
R2
e−
1
2
(σ2+2δ)(t2+s2)+ση(t−s)
|s+ t+ 2δi| dtds
≤
exp
{
δ2σ2 + 23δ
3 − 2δη2σ2+2δ − 2δξ
}
4π3/2δ(σ2 + 2δ)
,
so hoosing δ = 1/2aσ gives
M˜σ(ζ, ζ) ≤ aσbσe
δ2σ2+ 2
3
δ3
4π3/2δ(σ2 + 2δ)
exp
{
− 2δb
2
ση
2
σ2 + 2δ
− 2δ(cσ + aσξ)
}
=
exp
{√
6(log σ)3/2
σ3
}
√
π
(
1 +
√
6 log σ
σ3
) exp

− η
2(
1 +
√
6 log σ
σ3
) − ξ


≤ e
1− 1
2
η2−ξ
√
π
=: B∞(ξ, η)(3.9)
for all suiently large σ, whih onludes the proof. 
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4. Proof of Theorem 2.5
The proof is organized as follows: In Setion 4.1 an integral representation formula
for the sum of produts of Hermite polynomials appearing in (1.5) is derived. The
resulting representation of the orrelation kernel and a general disussion of the
saddle point arguments used to alulate its asymptotis are given in 4.2. Setions
4.4 and 4.6 ontain the proofs of part (i) and (ii) of Theorem 2.5 respetively. The
two ases of the proof are preeded by Setions 4.3 and 4.5 respetively, with a series
of lemmas estimating the integrals appearing in the orrelation kernel for the two
ases.
In the asymptoti estimates we use the following notation: C and Ci, i = 1, 2, . . .
are generi positive onstants, and the ourrene of the same symbol in dierent
hains of inequalities need not denote the same number. If yn > 0 and xn/yn → 0
as n → ∞, we may write xn = o(yn) or, provided xn ≥ 0, xn ≪ yn. The relation
xn = O(yn) means that there is a positive onstant C suh that |xn| ≤ Cyn for every
n. If there is a positive onstant C suh that xn/C < yn < Cxn for every n, we
write xn ≍ yn. In the proofs of lemmas and theorems where ζ = (ζ1, ζ2) is expliitly
stated to be xed, onstants may depend on ζ.
4.1. Integral formula for the Hermite polynomials. The proof of Theorem
2.5 essentially redues to alulating asymptotis of the (appropriately resaled)
orrelation kernelKτnn . The key to this analysis is to nd a suitable representation of
the Hermite polynomials; beause of the sale fator τk appearing in (1.5) we annot
use the Christoel-Darboux formula to simplify the sum, whih is the standard
tehnique. The formula derived in Lemma 4.1 diers from the one used in [5℄ for the
speial ase σn = cn
−1/3
, and it enables us to arry out a more omplete analysis.
Lemma 4.1. Let r1, r2 and τ be positive real numbers suh that r1 < τr2 and dene
the ontours
(4.1) [−π, π] ∋ t 7→ γr1(t) = r1eit ∈ C
and
(4.2) R ∋ t 7→ Γr2(t) = r2 + it ∈ C
in the omplex plane. Then, for any positive integer n and all omplex numbers z1
and z2, the identity
(4.3)
n−1∑
k=0
τkhk(z1)hk(z2) =
τnez
2
2
2π2
∮
γr1
∫
Γr2
(
w2
w1
)n
ew
2
2−2z2w2+2z1w1−w21
w1 − τw2 dw2dw1
holds.
Proof. Reall that the orthonormal Hermite polynomials an be written
(4.4) hk(z) = π
1/4
√
2kk!Hk(z),
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where
(4.5) Hk(z) = (−1)kez2 d
k(e−z
2
)
dzk
,
and that the renormalized polynomials Hk satisfy the generating funtion relation
(4.6) e2wz−w
2
=
∞∑
n=1
Hn(z)w
n
n!
for all omplex numbers z and w. Note that for any hoie of real r2,
(4.7) e−z
2
=
1
i
√
π
∫
Γr2
ew
2−2zwdw.
Using Equations (4.5) and (4.7) gives a representation
(4.8) Hk(z) =
2kez
2
i
√
π
∫
Γr2
wkew
2−2zwdw.
On the other hand, Equation (4.6) and the residue theorem yield, for any hoie of
r1 > 0,
(4.9)
1
2πi
∮
γr1
e2wz−w
2
wk+1
dw =
Hk(z)
k!
.
Combining the representations (4.8) and (4.9) gives, for any τ > 0 suh that |τr2| >
r1,
n−1∑
k=0
τkhk(z1)hk(z2) =
n−1∑
k=0
Hk(z1)Hk(z2)√
πk!(2/τ)k
=−
n−1∑
k=0
τkez
2
2
2π2
∮
γr1
∫
Γr2
wk2
wk+11
e2w1z−w
2
1+w
2−2zwdw2dw1
=− e
z22
2π2
∮
γr1
∫
Γr2
n−1∑
k=0
(
τw2
w1
)k
e2w1z−w
2
1+w
2−2zw
w1
dw2dw1
=− e
z22
2π2
∮
γr1
∫
Γr2
(
τw2
w1
)n
− 1
τw2 − w1 e
2w1z−w21+w2−2zwdw2dw1
=
τnez
2
2
2π2
∮
γr1
∫
Γr2
(
w2
w1
)n
ew
2
2−2z2w2+2z1w1−w21
w1 − τw2 dw2dw1
as laimed, where the last equality follows sine∮
γr1
e2w1z−w
2
1+w
2−2zw
τw2 − w1 dw1 = 0,
by Cauhy's theorem. 
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4.2. The saddle point argument. Identifying ζj = ξj+ iηj ∈ C with (ξj , ηj) ∈ R2
and using Lemma 4.1, Equation (1.5) an be written
(4.10) Kτn(ζ1, ζ2) =
nτn
2π5/2
√
(1− τ2) exp
{
−n
2
(
−ζ
2
2
τ
+
ξ21 + ξ
2
2
1 + τ
+
η21 + η
2
2
1− τ
)}
×
∮
γr1
∫
Γr2
e
n logw2+w
2
2−
√
2n
τ ζ2w2−
“
n logw1+w
2
1−
√
2n
τ ζ1w1
”
w1 − τw2 dw2dw1,
for appropriate hoies of r1 and r2, whenever 0 < τ < 1. (For the Ginibre ensemble,
τ = 0, the orrelation kernel has the form
K0n (ζ1, ζ2) =
n
π
n−1∑
k=0
(
ζ1ζ2
)k
k!
e−
n
2 (|ζ1|2+|ζ2|2),
and a representation
n−1∑
k=0
(
ζ1ζ2
)k
k!
=
1
2πi
∫
Γr
eζ1ζ2w
wn(1 − w)dw
analogous to (4.3) gives a (simpler) saddle point argument, paralleling the τ > 0
ase. The details will be skipped.)
The orrelation kernel of the resaled point proess Z˜τnn is given by
(4.11) K˜τnn (ζ1, ζ2)
= anbn
τn
2n
Kτnn
(√
τn
2n
(cn + anξ1 + ibnη1),
√
τn
2n
(cn + anξ2 + ibnη2)
)
,
where we will see that the saling parameters
(4.12) (an, bn, cn) :=
√
2n
τn
(a˜n, b˜n, c˜n),
should be hosen as in the statement of the theorem.
Dene the analyti funtion
(4.13) fn(w) = n logw + w
2 − cnw,
where we hoose the prinipal branh of the logarithm. We expet c˜n to be lose
to (1 + τn), the rightmost edge of the spetrum on the global sale, so the main
ontribution to the exponent in the integral in (4.10) should be fn(w2) − fn(w1).
The idea of the proof is now to alulate the large n asymptotis of K˜τnn by a saddle
point argument for fn. Dene the shift parameter
(4.14) δn := cn −
√
2n
τn
(1 + τn).
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Provided 0 ≤ xn = o(1), where
(4.15) xn =
δn√
n(1 − τn)2 ,
whih will turn out always to be the ase, fn has two distint, real, positive saddle
points, w+ > w−, solving the equation
(4.16) f ′n(w) =
n
w
+ 2w − cn = 0.
Expliitly,
(4.17) w+ =
cn
4
(
1 +
√
1− 8n
c2n
)
=
√
n
2τn
+
δn
2(1− τn) +O
(
δ2n√
n(1− τn)3
)
,
and
(4.18) w− =
cn
4
(
1−
√
1− 8n
c2n
)
=
√
τnn
2
− τnδn
2(1− τn) +O
(
δ2n√
n(1 − τn)3
)
,
where the asymptotis are given by an expansion of the square root,
(4.19)
√
1− 8n
c2n
=
(1− τn)
(1 + τn)
(
1 +
(2τn)
3/2
(1 + τn)
xn − τ
2
n(3 − 2τn + 3τ2n)
(1 + τn)2
x2n +O
(
x3n
))
.
To analyze the behaviour of fn lose to the saddle points we observe that
(4.20) f ′′n (w+) = 2−
n
w2+
= 2(1− τn) +O
(
δn√
n(1− τn)
)
> 0,
(4.21) f ′′n (w−) = −
2
τn
(1− τn) +O
(
δn√
n(1− τn)
)
< 0,
and
f (k)n (w) = (−1)k−1(k − 1)!nw−k, for k ≥ 3.
For sequenes (τn)
∞
n=1 suh that |f ′′n (w−)| and |f ′′n (w+)| beome very small, we annot
ignore the third order terms in the Taylor expansions of fn at the saddle points; more
speially this happens whenever
lim
n→∞
∣∣∣∣f ′′′n (w+)2f ′′n (w+)3
∣∣∣∣ > 0,
and similarly at w−, that is, whenever σn = O(1). This results in ompletely dierent
asymptoti behaviour of the integral in (4.10) depending on whether or not σn =
O(1), and the hoies of ontours and parameters in the general parameterization of
the integral, given in Lemma 4.2, will dier in the two ases.
In priniple, in view of (4.20) and (4.21), we would like to hoose r1 = w− and
r2 = w+ in (4.10) in order to pik up a Gaussian integral at eah of the saddle points.
However, sine
(4.22) τnw+ − w− = τnδn
(1− τn) (1 +O (xn)) ,
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the integral in (4.10) will not onverge for this hoie of r1 and r2 unless δn > 0, so
if δn = 0 a slight modiation will be neessary.
For r1 and r2 (depending on n) to be speied, parameterize the ontours of
integration
(4.23)
{
γr1 : s 7→ r1eiθns, |s| ≤ π/θ
Γr2 : t 7→ r2 + iαnt, t ∈ R,
where θn and αn are positive parameters. Moving out the main ontributing fator
from the integral, we get the following representation of the orrelation kernel:
Lemma 4.2. Let r1 and r2 be any positive real numbers suh that τnr2 − r1 > 0.
For t, v ∈ R, dene
Ξζ2r2(t) :=fn(r2 + iαnt)− fn(r2)− iαnt(anξ2 − ibnη2)
=n log
(
1 +
iαnt
r2
)
− α2nt2 − iαnt (cn + anξ2 − ibnη2 − 2r2)(4.24)
and
Φζ1r1(v) + iΨ
ζ1
r1(v) := −fn(r1eiv) + fn(r1) + r1(eiv − 1)(anξ1 + ibnη1)
=r21(1− 2 cos 2v) + r1c′n(cos v − 1)− r1bnη1 sin v
+ i
(
(−n+ 1)v − r21 sin 2v + r1c′n sin v − r1bnη1(cos v − 1)
)
(4.25)
where c′n = cn + anξ1 and Φ
ζ1
r1 and Ψ
ζ1
r1 are the real and imaginary parts of the right
hand side of (4.25) respetively.
The orrelation kernel K˜τnn of the resaled determinantal point proess Z˜
τn
n an
then be expressed
K˜τnn (ζ1, ζ2) =
−r1θnαnanbnτn+1n
4π5/2
√
(1− τ2n)
exp
{
(cn + anξ2)
2 − τn(cn + anξ1)2
4(1 + τn)
−b
2
n(τnη
2
1 + η
2
2)
4(1− τn) −
ibnη2(cn + anξ2)
2
}
× exp {fn(r2)− fn(r1) + an(r1ξ1 − r2ξ2) + ibn(r1η1 + r2η2)}
×
∫∫
{|s|<π/θ}×R
F ζ1,ζ2r1,r2 (s, t)dtds,(4.26)
where
(4.27) F ζ1,ζ2r1,r2 (s, t) :=
exp
{
Φζ1r1(θns) + iΨ
ζ1
r1(θns) + Ξ
ζ2
r2(t)
}
r1eiθns − τn(r2 + iαnt) .
The tehnial part of the proof of Theorem 2.5 has now been redued to estimating
the integral
(4.28) G(ζ1, ζ2) :=
∫∫
{|s|<π/θ}×R
F ζ1,ζ2r1,r2 (s, t)dtds.
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In order to estimate the s-integral, we need to establish that the real funtion
Φζr1(v) = r
2
1(1− 2 cos 2v) + r1c′n(cos v − 1)− r1bnη1 sin v
dereases monotonially as one moves away from its global maximum. This is the
ontent of the following lemma.
Lemma 4.3. Let ζ ∈ R2 be xed. Put v0 = −bnη/(c′n − 4r1) and hoose r1 = w− if
σn →∞, and r1 = w−(1 − ǫnn−1/3) otherwise, where n−1/3 ≪ ǫn = o(1). Then for
every suiently large n there is a ρn with{
ρn < C1
1
ǫnn1/3
if σn = o(1)
ρn < C2
b2n
n(1−τn)3 otherwise,
suh that if v1 ∈ (−π/2, π/2) \ (v0 − ρn, v0 + ρn), v2 ∈ [−π, π] and
|v2 − v0| > |v1 − v0| ,
then
Φζr1(v1) > Φ
ζ
r1(v2).
Proof. Φζr1(v) is dierentiable everywhere, so any loal extreme points v satisfy
Φζr1
′
(v) = 0, or
(4.29) sin v
(
4r1 − c
′
n
cos v
)
− bnη = 0,
provided η 6= 0. Put x =√ τnn2 − r1. Now
(4.30) r1(c
′
n − 4r1)
= n(1− τn) + (δn + 2x(3− 1/τn))
√
τnn
2
+O (x2)+O (an√n) > 0
if n is suiently large, so∣∣∣∣4r1 − c′ncos v
∣∣∣∣ ≥ c′n − 4r1 = O (x) if σn → 0,
and ∣∣∣∣4r1 − c′ncos v
∣∣∣∣ ≥ c′n − 4r1 = O (√n(1 − τn)) otherwise.
In both ases, ∣∣∣∣ bn4r1 − c′n/ cos v
∣∣∣∣ = o(1).
Therefore, for any solution v to (4.29), sin v = O (v0) = o(1). Consider rst the ase
that |v| = o(1). Then there are numbers ǫ1 and ǫ2 with |ǫ1| < |v3|/6 and |ǫ2| < v2
suh that (4.29) an be written
(v − ǫ1)(4r1 − c′n(1 + ǫ2))− bnη = 0,
whih implies that there is a onstant C suh that
v ∈ (v0 − ρn, v0 + ρn),
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where
ρn < C
′ v0c
′
nǫ2
c′n − 4r1
< C
v0c
′
nb
2
nη
2
(c′n − 4r21)3
.
Similarly, if |v − π| = o(1) a Taylor expansion of (4.29) gives the ondition v ∈
(v˜0 − ρn, v˜0 + ρn) where v˜0 = π − bnη/(c′n + 4r1). It follows that Φζr1(v) is stritly
dereasing on [v0+ρn, v˜0−ρn] and stritly inreasing on [v˜0−2π+ρn, v0−ρn]. Clearly,
any possible loal maxima of Φζr1(v) near v˜0 are smaller than, say, Φ
ζ
r1(±π/2), so
evaluating the order of magnitude of ρn and remembering that Φ
ζ
r1 is 2π-periodi
gives the onlusion. 
4.3. Estimates on G(ζ1, ζ2) when σn tends to innity. The two ases, depend-
ing on whether or not σn = O(1), require dierent hoies of the parameters. In this
setion, estimates on G(ζ1, ζ2) are provided for the ase σn → ∞. In this regime,
the ontribution to the exponent in F ζ1,ζ2r1,r2 from the smaller terms depending on the
η-variables is not negligible, so the main ontribution to G(ζ1, ζ2) atually omes
from intervals In, Jn whih in general do not ontain the saddle points of fn.
First, the main ontribution to the integral is estimated in Lemma 4.4, then it
is shown in Lemma 4.5 that the remaining ontribution is negligible, and nally in
Lemma 4.6 the main ontribution is expliitly evaluated. These estimates provide
the basis for the proof of part (i) of Theorem 2.5 in Setion 4.4.
Throughout this setion we will suppose that σn →∞ as n→∞ and that
(4.31) δn ≍
√
(1− τn) log σn = n−2/3σn
√
log σn,
(4.32) an ≍
√
(1 − τn)
log σn
=
n−2/3σn√
log σn
,
and
(4.33) bn ≍
(
n(1− τn)5
log σn
)1/4
=
n−2/3σ5/2n
(log σn)1/4
.
Sine δn > 0, we may hoose r1 = w− and r2 = w+ by (4.22). Now hoose the
parameters αn and θn so that the exponent in F
ζ1,ζ2
r1,r2 (s, t) beomes of order −s2/2+
t2/2, namely
(4.34) αn =
√
w+
2(w+ − w−) =
1√
2(1− τn)
(
1− τ
3/2
n δn√
2n(1− τn)2
+O (x2n)
)
,
and
(4.35) θn =
1√
2w−(w+ − w−)
=
1√
n(1 − τn)
(
1− τ
3/2
n δn√
2n(1 − τn)2
+O (x2n)
)
.
We observe that by denition the parameters are related through the equation
(4.36) α2n = 1/2 + θ
2
nw
2
−
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and that
(4.37) τnα
2
n − θ2nw2− =
τ
3/2
n δn√
2n(1− τn)2
(1 +O (xn)) .
First we estimate the ontribution to G(ζ1, ζ2) from near the (slightly shifted)
saddle points.
Lemma 4.4. Put s0 = −θnw−bnη1 and t0 = −αnbnη2 and let Mn, suh that 1 ≪
Mn ≪
√
log σn, be given. Dene the sets In = {s : |s − s0| ≤ Mn} and Jn = {t :
|t− t0| ≤Mn} and let φn = nb3n(w+−w−)−3/24. Then, for every xed (ζ1, ζ2) ∈ R4,∫∫
In×Jn
F ζ1,ζ2w−,w+(s, t)dtds
= eiφn(η
3
2−η31)
∫∫
In×Jn
e−
1
2
t2− 1
2
s2−iαnt(anξ2−ibnη2)+iw−θns(anξ1+ibnη1)
w− − τnw+ + iw−θns− iτnαnt dtds
+ o(1)
e
1
2
(t20+s
2
0)
|w− − τnw+ + iw−θns0 − iτnαnt0| .
Proof. We expand the exponent in F ζ1,ζ2w−,w+(s, t) and estimate for s ∈ In and t ∈ Jn.
Note that, sine
w−(c′n − w−)θ2n = 1 +
anξ1
(cn − 4w−) = 1 +O
(
1√
(1− τn)n log σn
)
,
the expansion of the exponent beomes
Ξζ2w+(t) + Φ
ζ1
w−(θns) + iΨ
ζ1
w−(θns)
= −1
2
t2 − iαnt(anξ2 − ibnη2)− 1
2
s2 + iw−θns(anξ1 + ibnη1)
−i nα
3
n
3w3+
t3 + i
θ3nw−(8w− − c′n)
6
s3 − iw−θ
2
nbnη1
2
s2
+O
(
b4n
n(1− τn)4
)
+O
(
(1− τn)
log σn
)
.(4.38)
The imaginary seond and third order terms in (4.38) are in general not small in
In × Jn, however they are almost onstant. For the term involving η2,
(4.39)
∣∣∣∣iφnη32 −
(
− inα
3
nt
3
3w3+
)∣∣∣∣ ≤ nα3nw3+ Mnmax(t20,M2n) ≤ C
b2nMn√
n(1 − τn)5/2 .
Sine
w−(8w− − c′n) = n(3τn − 1) +O
( √
nδn
1− τn
)
and
nθ6nw
3
−b
3
n
3
= φn (1 +O (xn)) ,
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the terms involving η1 an be similarly estimated;
(4.40)
∣∣∣∣iφnη31 −
(
i
w−θ2nbnη1
2
s2 − i θ
3
nw−(8w− − c′n)
6
s3
)∣∣∣∣
=
∣∣∣∣iφnη31 − inθ6nw3−b3nη31
(
(s/s0)
2
2n(θn)2
+
(s/s0)
3 (n(3τn − 1)(1 + o(1)))
6n
)∣∣∣∣
≤ C b
2
nMn√
n(1 − τn)5/2 .
Furthermore,
(4.41) w−eiθns − τn(w+ + iαnt)
= (w− + iθnw−s− τn(w+ + iαnt))
(
1 +O
(
b2n√
n(1− τn)δn
))
.
Using Equations (4.38), (4.39), (4.40) and (4.41) and noting that the error terms
they give rise to are all small, gives an estimate∣∣∣∣e−iφn(η32−η31)
∫∫
In×Jn
F ζ1,ζ2w−,w+(s, t)dtds
−
∫∫
In×Jn
e−
1
2
t2− 1
2
s2−iαnt(anξ2−ibnη2)+iw−θns(anξ1+ibnη1)
w− − τnw+ + iw−θns− iτnαnt dtds
∣∣∣∣∣
≤|Rn|
∫∫
In×Jn
∣∣∣∣∣e
− 1
2
t2− 1
2
s2−iαnt(anξ2−ibnη2)+iw−θns(anξ1+ibnη1)
w− − τnw+ + iw−θns− iτnαnt
∣∣∣∣∣dtds
=(1 + o(1))|Rn| e
1
2
(t20+s
2
0)
|w− − τnw+ + iw−θns0 − iτnαnt0| ,
where Rn = o(1) and the onlusion follows. 
Next, it is shown that the ontributions from outside the set In × Jn to G(ζ1, ζ2)
and its approximation, given in the previous lemma, are negligible.
Lemma 4.5. Dene s0, t0, Mn, In, and Jn as in Lemma 4.4 and let θ
−1
n T denote
the set (−π/θn, π/θn). Then, for (ζ1, ζ2) ∈ R4 xed,
(4.42)
∣∣∣∣∣
∫∫
(θ−1n T×R)\(In×Jn)
F ζ1,ζ2w−,w+(s, t)dtds
∣∣∣∣∣
= o(1)
e
1
2
(t20+s
2
0)
|w− − τnw+ + iw−θns0 − iτnαnt0|
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and
∣∣∣∣∣
∫∫
R2\(In×Jn)
e−
1
2
t2− 1
2
s2−iαnt(anξ2−ibnη2)+iw−θns(anξ1+ibnη1)
w− − τnw+ + iw−θns− iτnαnt dtds
∣∣∣∣∣
= o(1)
e
1
2
(t20+s
2
0)
|w− − τnw+ + iw−θns0 − iτnαnt0| .
Proof. We prove the estimate (4.42); the seond assertion follows by the same argu-
ment. Sine
(θ−1n T× R) \ (In × Jn) = A1 ∪A2 ∪ A3,
where A1 = In× (R\Jn), A2 = ((θ−1n T)\ In)×Jn and A3 = ((θ−1n T)\ In)× (R\Jn),
we onsider rst the integral
IJcn(s) :=
∣∣∣∣∣
∫
R\Jn
e
Ξζ2w+
(t)
w−eiθns − τn(w+ + iαnt)dt
∣∣∣∣∣
≤
∫
R\Jn
exp
{
n log
∣∣∣1 + iαntw+
∣∣∣− α2nt2 − αnbntη2}
|w− + iw−θns− τn(w+ + iαnt)| dt
≤et20/2
∫
|u|>Mn
e−u
2/2
|w− + iw−θns− τn(w+ + iαn(u+ t0))|du,(4.43)
in order to estimate the integral of F ζ1,ζ2w−,w+ over A1. Fix s ∈ R and suppose rst
that η2 6= 0 and that
|iw−θns− iτnαnt0| ≍ bn
(1− τn) ;
this will generially be the ase. Note that
bn
(1− τn) ≫ τnw+ − w− ≍
√
log σn
(1− τn) ≫ αnMn.
We an therefore hoose Nn suh that
αnMn ≪ αnNn ≪ |w−θns− τnαnt0| ≪ αnN2n,
for example
Nn =
σn
(log σn)1/6
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will do. To see that the ontribution to IJcn(s) from |u| > Nn is negligible, note that∫
π/θn>|u|>Nn
e−u
2/2
|w− + iw−θns− τn(w+ + iαn(u+ t0))|du
×
(∫
Nn>|u|>Mn
e−u
2/2
|w− + iw−θns− τn(w+ + iαn(u + t0))|du
)−1
≤ supNn>|u|>Mn {|w− + iw−θns− τn(w+ + iαn(u + t0))|}
τnw+ − w−
×
∫
Nn<|u|<Ln e
−u2/2du∫
Mn<|u|<Nn e
−u2/2du
≤C1αnN
2
n
√
(1− τn)√
log σn
Mn
Nn
e−N
2
n/3 ≤ CNne−N2n/3.
Equation (4.43) therefore beomes
IJcn(s) ≤C1et
2
0/2
∫
Nn>|u|>Mn
e−u
2/2
|w− + iw−θns− τn(w+ + iαn(u+ t0))|du
≤C e
−M2n/2
Mn
et
2
0/2
|w− + iw−θns− τn(w+ + iαnt0)| .
The (simpler) ases when η2 = 0 or |iw−θns − iτnαnt0| ≪ bn(1 − τn)−1 an be
handled similarly, and lead to the same estimate. Essentially the same argument as
in the proof of Lemma 4.4 now provides an estimate
(4.44)
∣∣∣∣
∫∫
A1
F ζ1,ζ2w,w+(s, t)dtds
∣∣∣∣ =
∣∣∣∣
∫
In
IJcn(s)e
Φζ1w
−
(θns)+iΨ
ζ1
w
−
(θns)ds
∣∣∣∣
≤ C e
−M2n/2
Mn
et
2
0/2
∫
In
e
Φζ1w
−
(θns)
|w− − τnw+ + iw−θns− iτnαnt0|ds
≤ C e
−M2n/2
Mn
et
2
0+s
2
0/2
|w− − τnw+ + iw−θns0 − iτnαnt0| .
Now we turn to the integral over A2. Consider, analogously with the previous
estimate, the ase that η1 6= 0 and
|iw−θns0 − iτnαnt| ≫ τnw+ − w−.
Choose Nn as before and let Ln = (n(1− τn))1/5, so that Ln ≫ Nn, but θnLn ≪ 1.
Then for t xed, we proeed to show that the main ontribution to
IIcn(t) :=
∣∣∣∣∣
∫
(θ−1n T)\In
e
Φζ1w
−
(θns)+iΨ
ζ1
w
−
(θns)
w−eiθns − τn(w+ + iαnt)ds
∣∣∣∣∣(4.45)
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omes from the intervals Mn ≤ |u| ≤ Nn. First, by Lemma 4.3,
∫
Ln<|u|< πθn
e
Φζ1w
−
(θn(u+s0))
|w−eiθn(u+s0) − τn(w+ + iαnt)|du
×
(∫
Mn<|u|<Ln
e
Φζ1w
−
(θn(u+s0))
|w−eiθn(u+s0) − τn(w+ + iαnt)|du
)−1
≤ supLn>|u|>Mn{|w− + iw−θn(u + s0)− τn(w+ + iαnt)|}e
Φζ1w
−
(Ln)∫
Mn<|u|<Ln e
−u2/2du
×
∫
Ln<|u|< πθn
du
τnw+ − w− − w− cos(θn(u+ s0))
≤C1w−Lne
1
2
s20− 12L2n√
(τ2nw
2
+ − w2−)
Mn
e−M2n/2
≤ C(n(1− τn) log σn)1/4Lne−L2n/3 ≪ 1
But for |s| < Ln, we also have an estimate
∫
Nn<|u|<Ln
e
Φζ1w
−
(θn(u+s0))
|w−eiθn(u+s0) − τn(w+ + iαnt)|du
×
(∫
Mn<|u|<Nn
e
Φζ1w
−
(θn(u+s0))
|w−eiθn(u+s0) − τn(w+ + iαnt)|du
)−1
≤supMn<|u|<Nn {|w− + iw−θn(u+ s0)− τn(w+ + iαnt)|}
τnw+ − w−
×
∫
Nn<|u|<Ln e
−u2/2du∫
Mn<|u|<Nn e
−u2/2du
≤C1αnN
2
n
√
(1− τn)√
log σn
Mn
Nn
e−N
2
n/3 ≤ CNne−N2n/3.
Consequently, (4.45) beomes
IIcn(t) ≤
∫
Mn<|u|< πθn
e
Φζ1w
−
(θn(u+s0))
|w−eiθn(u+s0) − τn(w+ + iαnt)|du
≤C1
∫
Mn<|u|<Nn
e
Φζ1w
−
(θns)
|w−eiθns − τn(w+ + iαnt)|ds
≤C e
−M2n/2
Mn
e
1
2
s20
|w− − τnw+ + iw−θns0 − iτnαnt| ,
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so
(4.46)
∣∣∣∣
∫∫
A2
F ζ1,ζ2w,w+(s, t)dtds
∣∣∣∣
≤ C1 e
−M2n/2
Mn
es
2
0/2
∫
Jn
e
Ξζ2w+(t)
|w− − τnw+ + iw−θns0 − iτnαnt|dt
≤ C e
−M2n/2
Mn
et
2
0+s
2
0/2
|w− − τnw+ + iw−θns0 − iτnαnt0| .
Clearly,
(4.47)
∣∣∣∣
∫∫
A3
F ζ1,ζ2w,w+(s, t)dtds
∣∣∣∣ = o(1)e−M
2
n/2
Mn
et
2
0+s
2
0/2
|w− − τnw+ + iw−θns0 − iτnαnt0| ,
whih together with (4.44) and (4.46) ompletes the proof. 
We lose this setion with an expliit evaluation of the main ontribution to the
approximating integral from Lemma 4.4.
Lemma 4.6. For any xed (ζ1, ζ2) ∈ R4,
∫∫
R2
exp
{− 12 t2 − 12s2 − iαnt(anξ2 − ibnη2) + iw−θns(anξ1 + ibnη1)}
w− − τnw+ + iw−θns− iτnαnt dtds
= −2π exp
{− 12α2n(anξ2 − ibnη2)2 − 12θ2nw2−(anξ1 + ibnη1)2}
τnw+ − w− + τα2n(anξ2 − ibnη2) + θ2nw2−(anξ1 + ibnη1)
(1 + o(1)).
Proof. Sine δn > 0, we have τnw+ − w− > 0 and the denominator an be written
1
w− − τnw+ + iw−θns− iτnαnt
= −
∫ ∞
0
exp{−r(τnw+ − w− − iw−θns+ iτnαnt}dr,
so, using Fubini's Theorem,
(4.48)
∫∫
R2
exp
{− 12 t2 − 12s2 − iαnt(anξ2 − ibnη2) + iw−θns(anξ1 + ibnη1)}
w− − τnw+ + iw−θns− iτnαnt dtds
= −2π exp
{
−α
2
n
2
(−anξ2 + ibnη2)2 − w
2
−θ
2
n
2
(anξ1 + ibnη2)
2
}
×
∫ ∞
0
exp
{−A1r2 − (Bn + iCn)r} dr,
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where
An = τ
2
nα
2
n + w
2
−θ
2
n =
τn(1 + τn)
2(1− τn) (1 + o(1)),
Bn = τnw+ − w− + τnα2nanξ2 + w2−θ2nanξ1 =
τnδn
(1 − τn) (1 + o(1)), and
Cn = −τnα2nbnη2 + w2−θ2nbnη1.
Putting ǫ = B
1/2
n A
−3/4
n and integrating by parts gives an estimate∣∣∣∣
∫ ∞
0
exp
{−Anr2 − (Bn + iCn)r} dr − 1
Bn + iCn
∣∣∣∣
=
∣∣∣∣ AnBn + iCn
∫ ∞
0
2r exp
{−Anr2 − (Bn + iCn)r} dr
∣∣∣∣
≤
∣∣∣∣ AnBn + iCn
∣∣∣∣
(∫ ǫ
0
2re−Bnrdr +
∫ ∞
ǫ
2re−Anr
2
dr
)
≤ 1|Bn + iCn|
(
2ǫAn
Bn
+ e−Anǫ
2
)
≤ C 1|Bn + iCn|
(
(1− τn)1/4√
δn
+ e−
√
log σn
)
,(4.49)
whih, inserted into (4.48), gives the onlusion. 
4.4. Proof of Theorem 2.5, part (i). To be able to apply Lemma 2.1 to (Z˜τnn )
∞
n=1,
we rst alulate the point-wise limit of (a kernel equivalent to) K˜τnn , using the
estimates of Setion 4.3, and then prove that, for any real ξ0, there is an integrable
funtion on (ξ0,∞)× R whih dominates the funtions {K˜τnn (ζ, ζ)}∞n=1.
Proof of Theorem 2.5 (i). Suppose σn →∞ and hoose αn and θn as in the previous
setion, that is,
αn =
√
w+
2(w+ − w−)
and
θn =
1√
2w−(w+ − w−)
.
The hoie of saling parameters is given by requiring that the resaled kernel Kτnn
have a non-trivial nite limit. To be able to ontrol the error terms we assume from
the outset that the orders of magnitude are orret, namely that the onditions
(4.50) δn ≍
√
(1− τn) log σn,
(4.51) an ≍
√
(1− τn)
log σn
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and
(4.52) bn ≍
(
n(1− τn)5
log σn
)1/4
.
are satised. Choose Mn suh that 1 ≪ Mn ≪
√
log σn. It then follows from the
estimates of Lemmas 4.4, 4.5 and 4.6 that for any xed (ζ1, ζ2) ∈ R4,
e−iφn(η
3
2−η31)
∫∫
(θ−1n T)×R
F ζ1,ζ2w−,w+(s, t)dtds
= −2π exp
{− 12α2n(anξ2 − ibnη2)2 − 12θ2nw2−(anξ1 + ibnη1)2}
τnw+ − w− + τα2n(anξ2 − ibnη2) + θ2nw2−(anξ1 + ibnη1)
(1 + o(1)).
Sine τnw+ −w− > 0 whenever δn > 0, we may hoose r1 = w− and r2 = w+ in the
representation (4.26) derived for the orrelation kernel of Z˜τnn . Realling (4.36) and
(4.37) this yields, after some simpliation,
(4.53) K˜τnn (ζ1, ζ2)
=
anbnτnw−θnαn exp
{
n log τn +
c2n(1−τn)
4(1+τn)
+ fn(w+)− fn(w−)
}
2π3/2
√
(1− τ2n)
(
τnw+ − w− + τα2n(anξ2 − ibnη2) + θ2nw2−(anξ1 + ibnη1)
)
× exp
{
− τnanδn
(1− τ2n)
(ξ1 + ξ2)(1 + o(1))− τ
3/2
n b2nδn
23/2
√
n(1 − τn)3 (η
2
1 + η
2
2)(1 + o(1))
}
× Fn(ζ2)
Fn(ζ1)
exp
{
a2n
(
1
4(1 + τn)
− α
2
n
2
)
(ξ22 + ξ
2
1)
}
(1 + o(1)),
where Fn(ζ) = exp{−ibnw−η + ibnθ2nw2−ξη + iφnη3} and the small o terms in the
exponent are both O (δnn−1/2(1− τn)−1). The orrelation kernel of a determinan-
tal point proess is not uniquely dened; learly all orrelation funtions remain
unhanged if K˜τnn (ζ1, ζ2) is replaed by
(4.54) K
′
n(ζ1, ζ2) =
Fn(ζ1)
Fn(ζ2)
K˜τnn (ζ1, ζ2).
In order for the exponent in (4.53) to have a non-trivial nite limit depending on
the variables ζj , we hoose an and bn suh that
(4.55) lim
n→∞
τnanδn
(1 − τ2n)
= lim
n→∞
τ
3/2
n b2nδn
23/2
√
n(1− τn)3 =
1
2
as n→∞. To evaluate the onstant exponential fator in (4.53) the preise asymp-
totis (4.19) are needed. Expansions of the logarithmi terms, and a onsiderable
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amount of subsequent algebrai manipulation, give
n log τn +
c2n(1− τn)
4(1 + τn)
+ fn(w+)− fn(w−)
=
c2n(1− τn)
4(1 + τn)
+ w2+ − w2− − cn(w+ − w−) +
√
2τnnδn
(1− τn)
+ δ2n
(
τn(−3− 2τn − 2τ2n − 2τ3n + τ4n)
4(1 + τn)(1− τn)3
)
+O
(
δ3n√
n(1 − τn)5
)
=− τnδ
2
n
(1− τ2n)
+O
(
δ3n√
n(1− τn)5
)
.
After an asymptoti expansion of the denominator of the onstant fator in (4.53),
Equation (4.54) thus beomes
(4.56) K
′
n(ζ1, ζ2)
= (1 + o(1))
anbnw−θnαn
√
(1 − τn) exp
{−τnδ2n(1− τ2n)−1}
2π3/2
√
(1 + τn)δn
(
1 + i bn2δn (η1 − η2)
) e− 12 (ξ1+ξ2+η21+η22).
The exat hoie of δn is now given by requiring that K
′
n(ζ1, ζ2) have a nite limit,
say
lim
n→∞
anbnw−θnαn
√
(1− τn) exp
{−τnδ2n(1 − τ2n)−1}
2π3/2
√
(1 + τn)δn
=
1√
π
,
or equivalently, in view of (4.55),
(4.57) lim
n→∞
√
(1 + τn)
211/4τ
5/4
n π
n1/4(1 − τn)2δ−5/2n exp
{ −τnδ2n
(1− τ2n)
}
= 1.
Equation (4.57) is satised for
δn =
√
(1 + τn)
4τn
√
(1 − τn)6 log σn
−
√
(1 + τn)
τn
√
(1− τn)
6 logσn
(
5
4
log(6 log σn) + log(2
1/4(1 + τn)
3/4π)
)
,
so by (4.55) we may hoose
an =
√
(1 + τn)
τn
√
(1− τn)
6 log σn
,
and
bn =
(
8
τ2n(1 + τn)
)1/4(
n(1− τn)5
6 logσn
)1/4
,
30 MARTIN BENDER
whih are the hoies in the statement of the theorem. Sine these parameters satisfy
the assumptions (4.50) through (4.52) and bn ≫ δn,
K
′
n(ζ1, ζ2) =
e−
1
2
(ξ1+ξ2)− 12 (η21+η22)
√
π
(
1 + i bn2δn (η1 − η2)
) (1 + o(1))→MP2(ζ1, ζ2),
as n→∞.
It remains to prove that, for any given ξ0 ∈ R, K˜τnn (ζ, ζ) is dominated by an
integrable funtion on (ξ0,∞) × R for every suiently large n. To estimate the
integral ∫∫
(θ−1n T)×R
F ζ,ζw−,w+(s, t)dtds
from above, let ǫ < 1 be xed and onsider any n so large that
(4.58) |ξ0| < ǫ (1− τn)(cn − 4w−)
(1 + τn)b2nan
≍ log σn
(1− τn) .
For suh a hoie of n, it follows that
ǫ1 :=
3α2nan|ξ0|
w+
< ǫ
4(1− τn)
(1 + τn)b2n
≍ σ−3n
√
log σn,
ǫ2 :=
|ξ0|an
cn − 4w− < ǫ
(1− τn)
(1 + τn)b2n
,
and that
τnan|ξ0|
(τnw+ − w−) < ǫ
τn
(1 + τn)
(
1 +O
(
1
log σn
))
< ǫ.
To apture some of the osillatory terms in the exponent of F ζ,ζw−,w+ , we may again
hange ontours of integration, by Cauhy's theorem. Replaing the real line by the
ontour R− ianξ/(2αn) in the t-integral, and putting t′ = t+ ianξ/(2αn), gives
(4.59)
∣∣∣∣∣
∫∫
(θ−1n T)×R
F ζ,ζw−,w+(s, t)dtds
∣∣∣∣∣
≤ 1
(τnw+ − w− − τnan|ξ0|)
∫
(θ−1n T)
e
Φζw
−
(θns)ds
∣∣∣∣
∫
R
e
Ξζw+(t
′−ianξ/(2αn))dt′
∣∣∣∣ .
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Now, using that f ′n(w+) = 0 and the inequality log(1 + x) ≤ x gives an estimate∣∣∣∣
∫
R
exp
{
Ξζw+ (t
′ − ianξ/(2αn))
}
dt′
∣∣∣
≤
∫
R
exp
{
Re
(
Ξζw+ (t
′ − ianξ/(2αn))
)}
dt′
≤
∫
R
exp
{
−1
2
t′2
(
2α2n −
nα2n
(w+ + anξ/2)2
)
+ αnbnηt
′
+n log
(
1 +
anξ
2w+
)
+ anξ(w+ − cn/2)− a
2
nξ
2
4
}
≤
∫
R
exp
{
−1
2
t′2 (1− ǫ1) + αnbnηt′ − a
2
nξ
2
4
}
=
√
2π
(1− ǫ1) exp
{
α2nb
2
nη
2
2 (1− ǫ1) −
a2nξ
2
4
}
.(4.60)
To obtain a uniform bound in n of the rst integral, reall that
c′n − 4w− ≥ (cn − 4w−)
(
1− |ξ0|an
cn − 4w−
)
where c′n = cn + anξ. Suppose without loss of generality that η ≤ 0. Then there is
a vη ∈ [0, π/2) suh that Φζw−
′
(vη) = 0 and sine
Φζw−
′′
(vη) = 4w
2
− cos 2vη − w−c′n cos vη + w−bnη sin vη
< w−(4w− − cn) < 0,(4.61)
a saddle point argument gives
(4.62)
∫
|θns|<π
e
Φζw
−
(θns)ds
≤ C1eΦ
ζ
w
−
(vη)
∫
R
exp
{
−1
2
(
c′n − 4w−
cn − 4w−
)(
s− vη
θn
)2}
ds ≤ CeΦζw− (vη).
Consider the dierene
b2nη
2w2−θ
2
n
2(1− ǫ2) − Φ
ζ
w−(vη)
=
b2nη
2w2−θ
2
n
2(1− ǫ2) + bnw−η sin vη − w−c
′
n(cos vη − 1)− w2−(1− cos 2vη))
≥ − (1− ǫ2) sin
2 vη
2θ2n
− c′nw−(cos vη − 1)− w2−(1 − cos 2vη) =: g(vη).
Sine
g′(vη) = cnw− sin vη
(
c′n
cn
− (1− ǫ2) cos vη
)
≥ 0,
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g is inreasing on [0, π/2) so, noting that g(0) = 0, it follows from (4.62) that∫
|θns|<π
e
Φζw
−
(θns)ds ≤ C exp
{
b2nη
2w2−θ
2
n
2(1− ǫ2)
}
.
This, together with the estimates (4.59) and (4.60), inserted into (4.26) shows that
|K˜τnn (ζ, ζ)| ≤C1 exp
{(
(1− τn)cnan
2(1 + τn)
− an(w+ − w−)
)
ξ − τna
2
nξ
2
2(1 + τn)
−b
2
nη
2
2
(
(1 + τn)
2(1− τn) −
α2n
(1− ǫ1) −
w2−θ
2
n
(1− ǫ2)
)}
≤Cξ0e−(1−ǫ)ξ exp
{
−η2 + b
2
nη
2
2
(
α2nǫ1
(1− ǫ1) +
w2−θ
2
nǫ2
(1− ǫ2)
)}
≤Cξ0e−(1−ǫ)ξ−(1−ǫ)η
2
,(4.63)
where Cξ0 denotes a onstant depending on ξ0. This provides an integrable bound
on K˜τnn (ζ, ζ), so by Lemma (2.1) and the point-wise onvergene of K
′
n to MP2, Z˜
τn
n
onverges weakly to ZP and the last partile distribution F
τn
n onverges to FG. 
4.5. Estimates on G(ζ1, ζ2) when σn tends to a nite limit. Throughout this
setion, we will suppose that σn → σ ∈ [0,∞). Again, we prove a series of estimates
on G(ζ1, ζ2) for this ase. First, in Lemma 4.7, on the main ontribution from lose
to the saddle points, and then in Lemmas 4.9 and 4.10 on the remaining, small
ontributions.
Fix the hoies δn = 0, an =
√
2τnn
−1/6
and bn =
√
2τn(1− τn) of the saling
parameters. Sine δn = 0, w− − τnw+ = 0 and we must hoose ontours slightly
removed from the saddle points in order for G(ζ1, ζ2) to onverge, say r1 = w− −
τnαnǫn and r2 = w+ + αnǫn, where ǫn ≪ 1 will be speied. The quadrati terms
in the expansions of fn at the saddle points w− and w+ may now be arbitrarily
small (depending on how small σn beomes), so we hoose αn = (2τn)
−1/2n1/6 and
θn = n
−1/3
so that the third order terms beome of order one.
To simplify the alulations by using the fat that w+ is a saddle point of fn, we
note that, by denition,
(4.64) F ζ1,ζ2r1,r2 (s, t) = F
ζ1,ζ2
r1,w+(s, t− iǫn)e−fn(r2)+fn(w+)+αnǫn(anξ2−ibnη2).
We begin by approximating the main ontribution, from lose to the saddle points.
Lemma 4.7. Given ǫn and Tn, hoose r1 = w− − τnαnǫn and r2 = w+ + αnǫn and
dene the ontour
γ˜n : (−Tn, Tn)→ C,
γ˜n(t) = t+ iǫn.
Let (ζ1, ζ2) ∈ R4 be xed.
(i) If σ > 0 or σn = O(n−2/15) hoose Tn = nk1 and ǫn = n−k2 for some
0 < k1 < 1/15 and k1 < k2 < 2k1.
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(ii) If σ = 0 but σnn
2/15 → ∞ , hoose Tn = σ−m1n and ǫn = σm2n , for some
0 < m1 < 1/2, and m1 < m2 < 2m1.
For these hoies,
(4.65)
√
τn
2
n1/6e−
1
2
(η21+η
2
2)
∫∫
(−Tn,Tn)2
F ζ1,ζ2r1,w+(s, t− iǫn)dtds
= −
∫
γ˜n
∫
γ˜n
e−
1
2
(σnv−η2)2+ i3v3+iξ2v− 12 (σnu+η1)2+ i3u3+iξ1u
i(u+ v)
dudv + o(1).
Remark 4.8. The ase in whih σ = 0 but ondition (ii) is not satised auses no
problem, but for simpliity we omit the details.
Proof. Note that in both ases, 1 ≪ Tn ≪ n1/15 and T−2n ≪ ǫn ≪ T−1n . Put
t˜ = t− iǫn and s˜ = s+ iǫn. Using the expansion
Φζ1r1(v) + iΨ
ζ1
r1(v) =v(−r1bnη1 + i(1− n− 2r21 + r1c′n))
− 1
2
(r1c
′
n − 4r21)v2 − i
r1bnη1v
2
2
+ i
(8r21 − r1c′n)
6
v3 +
r1bnη1
6
v3 +O (nv4)
with r1 = w− − τnαnǫn, and keeping in mind that ǫn ≫ n−2/15, one obtains, after
some messy but straight-forward alulations,
∣∣∣∣Φζ1r1(θns) + iΨζ1r1(θns)−
(
is˜(ξ1 + iσnη1)− σ
2
n
2
s˜2 +
i
3
s˜3
)∣∣∣∣
≤ C
(
ǫn + n
−1/3s4
)
.
Using that f ′n(w+) = 0, the expansion of the exponent in F
ζ1,ζ2
r1,w+(s, t− iǫn) beomes
(4.66) Ξζ2w+
(
t˜
)
+Φζ1r1(θns) + iΨ
ζ1
r1(θns)
= −σ
2
n
2
t˜2 − i
3
t˜3 − it˜(ξ2 − iσnη2)− σ
2
n
2
s˜2 +
i
3
s˜3 + is˜(ξ1 + iσnη1)
+ n−1/3O (t4 + s4)+O(ǫn).
Note also that ∫∫
(−Tn,Tn)2
dsdt
|i(s− t)− 2ǫn| ≤ CTn log
Tn
ǫn
.
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Consider rst the ase that either σ > 0, or σn = O(n−2/15). Then, by (4.26) and
(4.66), ∣∣∣∣
√
τn
2
n1/6e−
1
2
(η21+η
2
2)
∫∫
(−Tn,Tn)2
F ζ1,ζ2r1,w+(s, t− iǫn)dtds
−
∫∫
(−Tn,Tn)2
e−
1
2
(σn t˜+η2)
2− i
3
t˜3−it˜ξ2− 12 (σns˜+η1)2+ i3 s˜3+is˜ξ1
i(s− t)− 2ǫn dtds
∣∣∣∣∣
≤C1
(
n−1/3T 4n + ǫn
)
×
∫
(−Tn,Tn)2
∣∣∣∣∣e
− 1
2
(σn t˜+η2)
2− i
3
t˜3−it˜ξ2− 12 (σns˜+η1)2+ i3 s˜3+is˜ξ1
i(s− t)− 2ǫn
∣∣∣∣∣ dtds
≤C2
(
n−1/3T 4n + ǫn
)∫
(−Tn,Tn)2
eǫn(ξ1−ξ2)+σ
2
nǫ
2
n
|i(s− t)− 2ǫn| dtds
≤C3 log Tn
ǫn
(
T 5nn
−1/3 + Tnǫn
)
≤C logn
(
n5k1−1/3 + nk1−k2
)
(4.67)
Next, suppose n−2/15 ≪ σn = o(1). Then∣∣∣∣∣
√
τn
2
n1/6
∫∫
(−Tn,Tn)2
F ζ1,ζ2r1,w+(s, t− iǫn)dsdt
−
∫∫
(−Tn,Tn)2
e−
i
3
t˜3−it˜ξ2+ i3 s˜3+is˜ξ1
i(s− t)− 2ǫn dtds
∣∣∣∣∣
≤C1
(
σnTn + n
−1/3T 4n + ǫn
)
×
∫
(−Tn,Tn)2
∣∣∣∣∣e
− 1
2
(σt˜+η2)
2− i
3
t˜3−it˜ξ2− 12 (σs˜+η1)2+ i3 s˜3+is˜ξ1
i(s− t)− 2ǫn
∣∣∣∣∣ dtds
≤C2
(
σnTn + n
−1/3T 4n + ǫn
)∫
(−Tn,Tn)2
eǫn(ξ1−ξ2)
|i(s− t)− 2ǫn|dtds
≤C3
(
σnT
2
n + T
5
nn
−1/3 + Tnǫn
)
log
Tn
ǫn
≤C log σn
(
σ1−2m1n + σ
−5m1
n n
−1/3 + σ−m1+m2n
)
.(4.68)
Letting u = s+ iǫn and v = −(t− iǫn), (4.67) and (4.68) give the onlusion. 
We turn to an estimate of the ontribution to the integral of F ζ1,ζ2r1,w+(s, t − iǫn)
from outside the set (−Tn, Tn)2.
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Lemma 4.9. Let Tn and ǫn be as in Lemma 4.7 and put r1 = w− − τnαnǫn. Let
(ζ1, ζ2) ∈ R4 be xed. Then∫∫
((θ−1n T)×R)\(−Tn,Tn)2
F ζ1,ζ2r1,w+(s, t− iǫn)dtds = n−1/6o(1).(4.69)
Proof. Note that
∣∣∣F ζ1,ζ2r1,w+(s, t− iǫn)∣∣∣ =
∣∣∣∣∣∣
exp
{
Ξζ2w+(t˜) + Φ
ζ1
r1(θns) + iΨ
ζ1
r1(θns)
}
(w− − τnαnǫn)eiθns − τn(w+ + iαnt˜)
∣∣∣∣∣∣
≤ 1
αnǫn
eRe(Ξ
ζ2
ǫn
(t))eΦ
ζ1
r1
(θns),(4.70)
so we estimate the integrals over s and t separately.
For t = O (n1/3), we an estimate the logarithm in Ξζ2w+(t˜) from above by its third
order Taylor polynomial, giving
Re
(
Ξζ2w+(t˜)
)
=
n
2
log
(
1 + n−2/3(ǫ2n + t
2) + 2ǫnn
−1/3
)
− ǫnn2/3 − n
1/3
2τn
(t2 − ǫ2n)− ǫnξ2 − σntη2
≤− 1
2
(
σnt√
τn
+
√
τnη2
)2
+
1
2
τnη
2
2 − ǫnt2 +
σ2nǫ
2
n
2τn
− ǫnξ2
−Qn(t),(4.71)
where
Qn(t) = −n
−1/3t4
4
(
1− 2t
2
3n2/3
(
1 +
ǫ2n
t2
+
2ǫnn
1/3
t2
)3)
.
To ontrol Qn(t), we observe that if ǫnn
1/3T−2n ≥ 1/4, we an write
Qn(t) ≤ −n
−1/3t4
4
(
1− C1 t
2
n2/3
ǫ3nn
t6
)
= −n
−1/3t4
4
+ C2ǫ
3
n,
whih is either negative or of order o(1). On the other hand, if ǫnn
1/3T−2n > 1/4 we
have the estimate
Qn(t) ≤ −n
−1/3t4
4
(
1− 2t
2
3n2/3
(1 + 1/3)
)
≤ −n
−1/3t4
4
(
1− 8n
2/3
9n2/3
)
< 0.
In both ases it follows from (4.71) that
Re
(
Ξζ2w+(t˜)
)
≤ −ǫnt2 + C3
for |t| ≤ n1/3, so
(4.72)
∫
Tn≤|t|≤n1/3
e
Re
“
Ξζ2w+
(t˜)
”
dt ≤ C e
−ǫnT 2n
ǫnTn
.
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We turn to an estimate for |t| > n1/3. Changing variables u = n−1/3t and letting
δ = (e − 2)/(2e) > 0 gives an estimate
∫
|t|>n1/3
e
Re
“
Ξζ2w+ (t˜)
”
dt
=n1/3
∫
|u|>1
exp
{n
2
(
log
(
1 + u2 + n−2/3ǫ2n + 2ǫnn
−1/3
))
−nu
2
2τn
− σnn1/3uη2 − ǫnn2/3 + n
1/3
2τn
ǫ2n − ǫnξ2
}
du
≤2n1/3
∫
u>1
exp
{
n
2
(
log(1 + u2)− (1 − δ)u2 + τnσ
2
nn
−4/3η22
δ
)
−n
2/3ǫn
2
(
1− ǫnn−1/3
(
2 + τn
2τn
))
− ǫnξ2
}
du
≤C1n1/3
∫
u>1
exp
{n
2
(
log(2u2)− (1− δ)u2)}du
≤C2n1/32n/2−1Γ
(
n+ 1
2
)(
2
n(1− δ)
)n+1
2
≤C3n−1/6
(
6 + e
4 + 2e
)n+1
2
≤Cn−1/6e−kn,(4.73)
for some k > 0. Similarly, noting that Φζ1r1(θns) ≤ −ǫns2 + C1
(
n−1/3s4 + 1
)
and
realling that ǫn > n
−2/15
,
∫
Tn<|s|< πθn
eΦ
ζ1
r1
(θns)ds ≤ C1
∫
Tn<|s|< πθn
eΦ
ζ1
r1
(θns)ds
≤ C1
(
2π
θn
eΦ
ζ1
r1
(θnn
1/12) +
∫
Tn<|s|<n1/12
eΦ
ζ1
r1
(θns)ds
)
≤ C2
(
e−ǫnn
1/6
θn
+
∫
Tn<|s|<n1/12
e−ǫns
2
ds
)
≤ C
(
n1/3e−n
1/30
+
e−ǫnT
2
n
ǫnTn
)
.(4.74)
It is also lear from (4.72) and (4.73) that
∫
R
e
Re
“
Ξζ2w+ (t˜)
”
dt ≍
∫
R
e−ǫnt
2
dt ≤ Cǫ−1/2n
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and similarly for the s-integral, so by (4.70),∣∣∣∣∣
∫∫
((θ−1n T)×R)\(−Tn,Tn)
F ζ1,ζ2r1,w+(s, t− iǫn)dtds
∣∣∣∣∣
≤ Cn−1/6
(
ǫ−3/2n n
1/3e−n
1/30
+ ǫ−3/2n e
−kn +
e−ǫnT
2
n
ǫ
5/2
n Tn
)
= n−1/6o(1),
whih onludes the proof.

Finally, we show that the ontribution to the limiting integral from outside (−Tn, Tn)2
is small.
Lemma 4.10. Let ǫn and Tn be as in Lemma (4.7). Then, for any xed (ζ1, ζ2) ∈
R4, ∣∣∣∣∣
∫
γ\γ˜n
∫
γ\γ˜n
e−
1
2
(σnv−η2)2+ i3 v3+iξ2v− 12 (σnu+η1)2+ i3u3+iξ1u
i(u+ v)
dudv
∣∣∣∣∣ = o(1)
Proof. For any u = s+ iǫ, we an estimate∣∣∣∣∣
∫
γ\γ˜n
exp
{− 12 (σv − η2)2 + i3v3 + iξ2v}
i(u+ v)
dv
∣∣∣∣∣
=
∣∣∣∣∣
∫
|t|≥Tn
exp
{− 12 (σ(t + iǫn)− η2)2 + i3 (t+ iǫn)3 + iξ2(t+ iǫn)}
i(s+ iǫn + t+ iǫn)
dt
∣∣∣∣∣
≤
∫
|t|≥Tn
exp
{
− 12 (σt − η2)2 − ǫnt2 + ǫ
3
n
3 +
σ2ǫ2n
2 − ξ2ǫn
}
2ǫn
dt
≤C1 1
ǫn
∫
|t|≥Tn
e−ǫnt
2
dt ≤ C e
−ǫnT 2n
ǫ2nTn
.
Therefore∣∣∣∣∣
∫
γ\γ˜n
∫
γ
e−
1
2
(σv−η2)2+ i3v3+iξ2v− 12 (σu+η1)2+ i3u3+iξ1u
i(u+ v)
dudv
∣∣∣∣∣ ≤ C e
−ǫnT 2n
ǫ
5/2
n Tn
,
and by the symmetry of the variables u and v the onlusion follows.

4.6. Proof of Theorem 2.5, part (ii). Using the estimates of Setion 4.5 to prove
the point-wise onvergene of (a kernel equivalent to) K˜τnn to Mσ, and then proving
that K˜τnn (ζ, ζ) is dominated by an integrable funtion, we an apply Lemma 2.1 in
this ase as well.
Proof of Theorem 2.5 (ii). Suppose σn → σ ∈ [0,∞) as n → ∞. Let δn = 0,
αn = (2τn)
−1/2n1/6 and θn = n−1/3. In order to tidy up the alulations slightly,
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we will atually prove the theorem for the hoie of parameters a˜ = τnn
−2/3
and
b˜ = τnn
−2/3σn, diering by a fator τn from the hoie in the statement of the
theorem; this learly makes no dierene in the limit. Thus an =
√
2τnn
−1/6
and
bn =
√
2τn(1− τn) as dened by (4.12). Given ǫn and Tn as in Lemmas 4.7 and 4.9,
hoose r1 = w− − τnαnǫn and r2 = w+ + αnǫn. Let (ζ1, ζ2) ∈ R4 be xed.
By the estimates of Lemmas 4.7, 4.9 and 4.10, it follows that
(4.75)
n1/6
(2π)5/2
exp
{
−1
2
(η21 + η
2
2) + fn(r2)− fn(w+)− αnǫn(anξ2 − ibnη2)
}
×
∫∫
(−π/θ,π/θ)×R
F ζ1,ζ2r1,r2 (s, t)dtds
= −Mσn(ζ1, ζ2) + o(1).
Inserting into (4.26) and omparing with the kernel Mσn , results in the expression
K˜τnn (ζ1, ζ2)/Mσn(ζ1, ζ2)
= exp
{
iτn
√
n(1− τn)(η1 − η2) + τnn
−1/3
2(1 + τn)
(ξ22 − τnξ21)
+
1
2
((1− τ2n)η21 + (1− τn)η22) +
1
2
ǫ2nσ
2
n
}
(1 + o(1))
= exp
{
iτn
√
n(1− τn)(η1 − η2)
}
(1 + o(1)).
Considering the equivalent kernel
Kτnn
′(ζ1, ζ2) = exp{−iτn
√
n(1− τn)(η1 − η2)}K˜τnn (ζ1, ζ2),
we see that
Kτnn
′(ζ1, ζ2) = Mσn(ζ1, ζ2)(1 + o(1))→Mσ(ζ1, ζ2) as n→∞.
It remains to prove that K˜τnn (ζ, ζ) is dominated, for every suiently large n,
by an integrable funtion on (ξ0,∞) × R. This part of the proof is similar to the
orresponding step in the proof of the rst part of Theorem 2.5 in Setion 4.4,
although the subtleties of that ase are not present here.
Let ǫ < 1 be xed and onsider any n so large that
(4.76) |ξ0| < ǫn1/3.
Choose
r1 =
√
τnn
2
(1 − ǫ1)
and
r2 =
√
n
2τn
(1 + ǫ1),
where ǫ1 = (1 + σ
2
n)n
−1/3
. To estimate the integral∫∫
(θ−1n T)×R
F ζ,ζr1,r2(s, t)dtds,
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replae the real line by the ontour R + ian(1 − τn)ξ/(4αn) when integrating in t,
whih is allowed by the ondition (4.76) on n, and put
t′ = t+ iδξ := t+ i
an(1− τn)ξ
4αn
.
This gives
(4.77)
∣∣∣∣∣
∫∫
(θ−1n T)×R
F ζ,ζr1,r2(s, t)dtds
∣∣∣∣∣ ≤
∫∫
(θ−1n T)×R
∣∣F ζ,ζr1,r2(s, t′ − iδξ)∣∣dt′ds
≤ 1(√
2τnnǫ1 − τnαnδ|ξ0|
) ∫
θ−1n T
eΦ
ζ
r1
(θns)ds
∫
R
eRe(Ξ
ζ
r2
(t′−iδξ))dt′.
Using the inequality log(1 + x) ≤ x provides an estimate
∫
R
eRe(Ξ
ζ
r2
(t′−iδξ))dt′
≤
∫
R
exp
{
−t′2
(
3σ2n + 2− 2(1 + σ2n)ǫ/r2
2τn(1 + ǫ1)
)
− σnηt′
−αnδ(an − αnδ)ξ2 + αnδ
(
n
r2
− cn + 2r2
)
ξ
}
dt′
≤C exp
{
η2
6
(1 + ǫ)− αnδ(an − αnδ)ξ2 + αnδ(n/r2 − cn + 2r2)ξ
}
.(4.78)
Suppose without loss of generality that η ≤ 0. Then there is a vη ∈ [0, π/2) suh
that Φζw−
′
(vη) = 0 and sine
Φζr1
′′
(vη) =4r
2
1 cos 2vη − r1c′n cos vη + r1bnη sin vη
<4r21 − r1c′n
<− n2/3σ2n − ǫ1n(3τn − 1) +
√
nan|ξ0|
<− n2/3(1 + 3τnσ2n) < 0,
a saddle point argument shows that
∫
|θns|<π
eΦ
ζ
r1
(θns)ds
≤ C1eΦ
ζ
w
−
(vη)
∫
R
exp
{
− (r1c
′
n − 4r21)θ2n
2
(s− vη/θn)2
}
ds ≤ CeΦζw− (vη).
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Consider the dierene
η2
6
− Φζr1(vη)
=
1
6
(
η2 + 6r1bnη sin vη − 6r1c′n
(
(cos vη − 1) + r21(1− cos 2vη)
))
≥ −3
2
b2nr
2
1 sin
2(vη)− r1c′n(cos vη − 1)− r21(1 − cos 2vη) =: g(vη).
Sine
g′(vη) =r21(4− 3b2n) sin vη
(
c′n
r1(4 − 3b2n)
− cos vη
)
≥r21(4− 3b2n) sin vη
(
cn − an|ξ0|
4r1
− cos vη
)
≥ 0,
g is inreasing and positive on [0, π/2), whih shows that
(4.79)
∫
|θns|<π
eΦ
ζ
r1
(θns)ds ≤ Ceη2/6.
Reall that r2 is almost a saddle point of fn, so∣∣∣∣ nr2 − cn + 2r2
∣∣∣∣ =
∣∣∣∣∣
√
2nǫ1((1− τn) + ǫ1)√
τn(1 + ǫ1)
∣∣∣∣∣ ≤ 6
√
2(1 + σ4n)n
−1/6.
Therefore, by (4.26) and the estimates (4.77), (4.78) and (4.79),
K˜τnn (ζ1, ζ2) ≤Cσ exp
{
a2n(1− τn)
(
1
4(1 + τn)
+
(1− τn)
16
− 1
4
)
ξ2
}
× exp{− ((1 + τn)(1 + σ2n) + αnδ(n/r2 − cn + 2r2)) ξ}
× exp
{
−
(
τn(1 + τn)
2
− 2 + ǫ
6
)
η2
}
≤Cσ,ξ0e−ξ−η
2/2,
whih is an integrable funtion on (ξ0,∞)×R. It follows from Lemma (2.1) and the
point-wise onvergene of Kτnn
′
to Mσ that Z˜
τn
n onverges weakly to Zσ and that the
last partile distribution F τnn (t) onverges to Fσ(t). 
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Appendix A.
For sequenes of determinantal proesses, the following riterion relates weak
onvergene to onvergene of the orrelation kernels.
Lemma A.1. For eah n ≥ 1, let Xn be a determinantal point proesses on a
omplete separable metri spae Λ, with orrelation kernel Kn. If K : Λ
2 → C is a
funtion suh that for every ompat set A ⊆ Λ,
(A.1)
∞∑
k=0
1
k!
∫
Ak
∣∣∣det (Kn(ξi, ξj))ki,j=1 − det (K(ξi, ξj))ki,j=1∣∣∣ dkλ(ξ)→ 0 as n→∞,
then K is the orrelation kernel of a determinantal point proess X, and Xn on-
verges weakly to X as n→∞.
Proof. Let {Ai}kj=1 be a family of bounded disjoint Borel sets in Λ and t = (t1, . . . , tk) ∈
[− ln 2,∞)k be given. Dene the funtion φt(s) =
∑k
j=1(e
−ti − 1)χAj (s). The sup-
port of φ is the ompat set A = ∪kj=1Aj , and |φ(s)| ≤ 1. The Laplae transform of
the k-dimensional distributions of Xn an then be written
Ψn(t) :=En

exp

−
k∑
j=1
tj |Xn ∩ Aj |




=En
[∏
m
(1 + φt(xm))
]
=
∞∑
r=0
1
r!
∫
Λr
r∏
j=1
φt(ξj)ρ
n
r (ξ1, . . . , ξr)d
rλ(ξ)
=
∞∑
r=0
1
r!
∫
Λr
r∏
j=1
φt(ξj) det (Kn(ξi, ξj))
r
i,j=1 d
rλ(ξ)
→
∞∑
r=0
1
r!
∫
Λr
r∏
j=1
φt(ξj) det (K(ξi, ξj))
r
i,j=1 d
rλ(ξ)
as n→∞, by (2.2) and the hypothesis. Convergene of the Laplae transforms for all
t in a neighbourhood of the origin implies onvergene of the joint distributions. The
existene of a determinantal point proess with orrelation kernel K is an immediate
onsequene of the fat that the Kn all are orrelation kernels; the onsisteny
onditions e.g. in [13℄ are easily seen to be satised.

Lemma A.2. Let Z be a determinantal point proess on R2 with a Hermitian or-
relation kernel K and suppose that∫
(ξ0,∞)×R
K(ζ, ζ)dζ <∞
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for every ξ0 ∈ R. Then Z has a last partile almost surely and the distribution
funtion F of the last partile is given by
(A.2) F (t) =
∞∑
r=0
(−1)r
r!
∫
((t,∞)×R)r
det(K(ζi, ζj))
r
i,j=1d
rζ.
If K denes a loally trae lass integral operator on L2(R2), F (t) an be more
ompatly expressed as a Fredholm determinant
(A.3) F (t) = det(I −K)L2((t,∞)×R).
Proof. Let t ∈ R be given and suppose s > t. Applying (2.2), with φ(s, t) =
χ((t,s)×(−s,s)), gives
P [|Z ∩ ((t, s)× (−s, s)) | = 0]
=
∞∑
r=0
(−1)r
r!
∫
((t,s)×(−s,s))r
det(K(ζi, ζj))
r
i,j=1d
rζ.
BeauseK is Hermitian, the matrix (K(ζi, ζj))
r
i,j=1 is positive denite, so by Hadamard's
inequality
∞∑
r=0
1
r!
∫
((t,∞)×R)r
det(K(ζi, ζj))
r
i,j=1d
rζ ≤
∞∑
r=0
1
r!
(∫
(t,∞)×R
K(ζ, ζ)dζ
)r
=exp
{∫
(t,∞)×R
K(ζ, ζ)dζ
}
<∞.
Sine orrelation funtions are non-negative,∣∣∣∣∣ (−1)
r
r!
∫
((t,s)×(−s,s))r
det(K(ζi, ζj))
r
i,j=1d
rζ
∣∣∣∣∣
≤ 1
r!
∫
((t,∞)×R)r
det(K(ζi, ζj))
r
i,j=1d
rζ,
so by the dominated onvergene theorem
F (t) = lim
s→∞
P [|Z ∩ ((t, s)× (−s, s)) | = 0]
=
∞∑
r=0
(−1)r
r!
∫
((t,∞)×R)r
det(K(ζi, ζj))
r
i,j=1d
rζ.

Proof of Lemma 2.1. We begin with the onvergene of the last partile distribution.
The existene and distribution of a last partile for Zn is given by Lemma A.2. By
Hadamard's inequality,∣∣∣∣(−1)rr! det (Kn(ζi, ζj))ri,j=1
∣∣∣∣ ≤ 1r!
r∏
i=1
Kn(ζi, ζi) ≤ 1
r!
r∏
i=1
B(ζi).
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Now ∫
((t,∞)×R)r
1
r!
r∏
i=1
B(ζi)d
rζ =
1
r!
(∫
(t,∞)×R
B(ζ)dζ
)r
=
Crt
r!
and ∞∑
r=0
Crt
r!
= eCt <∞,
so applying the dominated onvergene theorem twie gives the onlusion
lim
n→∞Fn(t) = limn→∞
∞∑
r=0
∫
((t,∞)×R)r
(−1)r
r!
det (Kn(ζi, ζj))
r
i,j=1 d
rζ
=
∞∑
r=0
∫
((t,∞)×R)r
lim
n→∞
(−1)r
r!
det (Kn(ζi, ζj))
r
i,j=1 d
rζ
=
∞∑
r=0
∫
((t,∞)×R)r
(−1)r
r!
det (K(ζi, ζj))
r
i,j=1 d
rζ
=F (t).
To verify the ondition for weak onvergene of point proesses stated in Lemma
A.1, the same argument applies sine an arbitrary ompat set A ⊂ R2 is ontained
in a set of the form (t,∞)× R. 
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