In this paper, a new energy-based probabilistic model, called CAB (Cluster Adaptive restricted Boltzmann machine), is proposed for voice conversion (VC) that does not require parallel data during the training and requires only a small amount of speech data during the adaptation. Most of the existing VC methods require parallel data for training. Recently, VC methods that do not require parallel data (called non-parallel VCs) have been also proposed and are attracting much attention because they do not require prepared or recorded parallel speech data, unlike conventional approaches. The proposed CAB model is aimed at statistical non-parallel VC based on cluster adaptive training (CAT). This extends the VC method used in our previous model, ARBM (adaptive restricted Boltzmann machine). The ARBM approach assumes that any speech signals can be decomposed into speaker-invariant phonetic information and speaker-identity information using the ARBM adaptation matrices of each speaker. VC is achieved by switching the source speaker's identity into those of the target speaker while retaining the phonetic information obtained by decomposition of the source speaker's speech. In contrast, CAB speaker identities are represented as cluster vectors that determine the adaptation matrices. As the number of clusters is generally smaller than the number of speakers, the number of model parameters can be reduced compared to ARBM, which enables rapid adaptation of a new speaker. Our experimental results show that the proposed method especially performed better than the ARBM approach, particularly in adaptation.
Introduction
Voice conversion (VC) is a technique where only speaker specific information from the source speaker's speech is converted while the phonological information is retained unchanged. In recent years, VC has been attracting attention because it can be applied to various speech tasks, not only for entertainment but also for welfare use. Most conventional VC models such as the Gaussian mixture model (GMM) [1, 2, 3] , non-negative matrix factorization (NMF) [4] , and deep learning [5, 6] , must use parallel data (pairs of speech data generated by source and the target speakers uttering the same sentences) for training. However, several approaches do not rely on parallel data (termed non-parallel VC) [7, 8, 9, 10] . Although VC quality with parallel data often outperforms that without, these non-parallel VCs have been attracting much attention because not using parallel data is more convenient and practical.
Recently, Erro et al. proposed the INCA algorithm [7] for non-parallel VC. The algorithm begins by creating pseudoparallel data by matching the nearest-neighbor frames of the source and target speakers from non-parallel corpora. This is followed by a conversion, using conventional VC models such as GMM, using the pseudo-parallel data. They showed that by gradually repeating these steps, the converted speech came close to the target voice. However, the INCA has several problems: e.g., high computational cost associated with the iteration of training VC models and the NN search from all the training data; and unexpected mismatch of phonemes caused by the NN search without considering phonetic information. Therefore, in previous works we have proposed statistical non-parallel VC methods using different probabilistic models: ARBM (adaptive restricted Boltzmann machine) [8] , SATBM (speaker-adaptivetrainable Boltzmann machine) [9] , and 3WRBM (three-way restricted Boltzmann machine) [10] . These approaches include speaker-dependent (SD) and speaker-independent (SI) parameters to facilitate decomposition of the speech into latent phonetic features and speaker identity features, and conversely synthesize speech from them. The parameters can be simultaneously estimated using speech data uttered by multiple speakers during training; estimation of only the SD parameters of a new speaker is also possible after the training (referred to as adaptation). Once the parameters are estimated, voice-converted speech is obtained from the target speaker's identity features and the latent phonetic features that are calculated from the source speaker's speech.
These models contain adaptation matrices for each speaker as the SD parameters. When the number of parameters is proportional to the square of the dimensions of the acoustic features such as mel-cepstra: 1) it increases computational costs as the number of dimensions of the acoustic features and the speakers increases, and 2) it requires sufficient data from the new speaker used in the adaptation, which makes it difficult to conduct voice conversion in a timely manner. In real situations where VC is used, it is useful and practicable if the voice is converted immediately just after starting to record the speech. In this paper, we propose a statistical non-parallel VC method, based on cluster adaptive training (CAT) [11] , in which the model can be adapted for a new speaker with a small amount of data. CAT is a technique where speaker-specific characteristics are represented as the weighted sum of clusters that are constructed to categorize the characteristics of the speakers. The proposed model in this paper, the cluster adaptive restricted Boltzmann machine (CAB), extends our previous model ARBM, to allow the automatic creation of speaker clusters during training. In CAB, three types of parameters are estimated at the same time: the weights indicating which speaker-cluster each speaker is assigned to; the bidirectional weights between the observable acoustic features and the latent speaker-invariant (possibly phonetic) features; and the adaptation matrices of each cluster. Noting that the number of clusters K is, in general, set to be smaller than the number of speakers R, we can greatly reduce the number of model parameters associated with the adaptation matrices, which were prepared for each speaker in ARBM. In addi- tion, in the adaptation, only a few cluster weight parameters are estimated for a new person, which enables rapid adaptation of the model using a small amount of data.
It is also worth noting that by using the proposed model we can produce the speech of any speakers we are interested in just by adjusting the cluster weights, even if the speaker was not included in the training or adaptation. The automatically created clusters represent representatives that gather different types of speaker from each cluster; e.g., one cluster represents masculine speech, another represents bright speech, and another represents muffled speech.
Energy-based non-parallel VC models
Before going into the details of the proposed CAB model, in the following section we revisit our previous model, ARBM [8] . Both are defined as energy-based models for non-parallel VC.
Conventional model: ARBM
ARBM is an energy-based probabilistic model that extends RBM (restricted Boltzmann machine) [12, 13] so that the model can be adapted to a specific speaker. As Figure 1 (a) illustrates, ARBM defines the conditional probability of observable framewise acoustic features such as mel-cepstra v = [v1, · · · , vI ] ∈ R I (I is the number of dimensions of the acoustic features) and hidden features h = [h1, · · · , hJ ] ∈ {0, 1} J , j hj = 1 (J is the number of hidden features) given another observable speaker identity features
R , r sr = 1 where only the rth element in s is on when the speech data is of speaker r, assuming that all speech signals contain R speakers in total. In ARBM, there are bidirectional speaker-independent (SI) connections W ∈ R I×J between v and h, directional connections B ∈ R I×R from s to v, and directional connections D ∈ R J×R from s to h without having connections among units in v or in h, as in RBM. Interestingly, ARBM also has directional connections A = {Ar} R r=1 , Ar ∈ R I×I from s toward W, each of which projects the canonical spectral templates W to adapt the model to the speaker, referred to as an adaptation matrix 1 . The proba- 1 The matrices B and D are also used to adapt the model, but we do not refer to these matrices as adaptation matrices. bility distribution of ARBM is defined as follows:
where · · , · 2 denotes element-wise division and element-wise square, respectively, and σ ∈ R I indicates the standard deviation parameters of the acoustic features.W ∈ R I×J ,b ∈ R I , andd ∈ R J in Eq. (2) are not model parameters to be estimated, but adapted parameters of the connection weights between v and h, the biases of v, and the biases of h to the given speaker, respectively (terms with a tilde indicate adapted parameters). The adapted parameters are defined as:
where • j i denotes the inner product of the left tensor along the ith mode and the right tensor along the jth mode. b ∈ R I and d ∈ R J are the SD parameters of biases of v and h, respectively. br and dr are the rth column vectors of B and D, respectively. The SI parameters {W, b, d, σ} and the SD parameters {A, B, D} are simultaneously estimated to maximize the log-likelihood of N training data of multi-speaker corpus {vn|sn} N n=1 . Once the training is complete, the trained ARBM can be adapted for a new speaker by estimating only their SD parameters while fixing their SI parameters.
In this approach, we use mel-cepstra of clean speech without noise, reverberation, or emotion for the acoustic features v, and assume that there are no variations in speech except for the changes in phonemes (allophones) and speakers. Therefore, because the variations invoked by the differences in speakers are caught by the the SD parameters associated with the speaker identity features s, the latent features h, which is defined as a vector where only an element is on at a certain frame and un-observable, possibly represents speaker-invariant, phonetic features 2 .
Proposed model: CAB
The previously mentioned ARBM includes a large number of SD parameters, proportional to I 2 R, which leads to expensive computational costs as the number of speakers increases. Also, in the adaptation stage, an estimation of the I 2 + I + J parameters of a new speaker needs to be made, which may cause overfitting unless sufficient adaptation data is available. Therefore, we adopt the cluster adaptive training (CAT) [11] technique in the ARBM-based non-parallel VC scheme to reduce the number of SD parameters. CAT represents the characteristics of each speaker as the weighted sum of multiple clusters. As Figure 1 (b) shows, we introduce a cluster vector c ∈ R K (K is the number of clusters) that takes the weighted sum of speaker features as:
c Ls
where 7). While ARBM contains adaptation matrices for each speaker, CAB has adaptation matrices for each cluster (that is, A = {A k } K k=1 , A k ∈ R I×I ). In CAB, the adapted parametersW,b,d are also modified as:
where U ∈ R I×K and V ∈ R J×K are the cluster-dependent (CD) parameters of biases regarding v and h, respectively. The parameters included in CAB adaptation matrices reduce the size of I 2 K from those in ARBM of I 2 R (c.f., in our experiments, we used R = 58, I = 32, K = 8 as maximum, where CAB had 8, 192 parameters and ARBM had 59, 392 parameters in A). In adaptation, when we have H = 16 phonetic features, the number of parameters for a new speaker is I 2 + I + J = 1, 072 in ARBM, whereas it is only K + I + J = 56 in CAB. Therefore, CAB is capable of rapid adaptation.
The probability distribution of the proposed model p(v, h|s) is defined as in Eqs. (1), (2), and (3). In this case, the conditional probabilities p(v|h, s), p(h|v, s) form simple distributions as:
where N (·), B(·), and f (·) indicate a multivariate normal distribution, a Bernoulli distribution, and an element-wise softmax function, respectively. Now let us consider the mean acoustic features µr of a speaker r when h is known. From Eqs. (8), (9) , and (11), the mean vector is calculated as:
where we introduce the extended vector λ r = [λ r 1] , and the CD acoustic templates M = [m1 · · · mK+1], the column vectors of which are defined as:
As shown in Eq. (14), the vector µr is represented in the CAT [11] scheme except for an additional term br and the phoneticstructured CD templates in Eq. (15).
Parameter estimation
The CAB parameters ΘCAB = {ΘSI , ΘSD, ΘCD}, where ΘSI = {W, b, d, σ} represents the SI parameters, ΘSD = {B, D} the SD parameters, and ΘCD = {A, U, V} the CD parameters, can be estimated at the same time so as to maximize the log-likelihood of N frame training data {vn|sn} N n=1 :
using stochastic gradient ascent. We omit the gradients of each parameter due to spacelimitations. Each gradient will contain the expectations of the model that are difficult to compute; however, we employ contrastive divergence [12] to approximate the expectations as in normal RBM. To satisfy the non-negative constraints on the cluster weights, we replace as λr = e zr and estimate the parameters with zr. We then give regularization on the cluster weights to satisfy λr 1 = 1 for each update. It should be also noted that we can simultaneously optimize all the parameters in CAB, while in conventional models such as HMM or GMM using the CAT algorithm [11] , this is difficult due to limitations in optimization methods.
After the training, the model completes the creatation of latent phonemes and speaker clusters, and the parameters Θ r = {λ r , b r , d r } for a new speaker r can be estimated while the other parameters are retained unchanged. This step is referred to as adaptation.
Application to non-parallel VC
In this section, VC using the proposed model, CAB, is presented. Assuming that training or adaptation has finished, the voice-converted acoustic featuresv (o) , which are supposed to be of the target speaker o, are formulated as the most likely acoustic features derived from the acoustic features v (i) of the source speaker i frame-by-frame; that is:
where s (i) is the speaker identity features of the source speaker where only the ith element is on, and similarly s (o) is the speaker identity features of the target speaker where only the oth element is on. Eq. (16) can be further rewritten as:
where we introduceĥ as the expected phonetic features obtained from the source acoustic features v (i) and the speaker identity features s (i) as:
4. Experiments
System configuration
We evaluated the performance of the proposed CAB through VC experiments using the ASJ Continuous Speech Corpus for Research (ASJ-JIPDEC 3 ). For the training, we randomly selected and used speech data from 40 sentences uttered by R = • and × indicate the estimated cluster weights of male and female speakers, respectively.
8, 16
, and 58 speakers from the corpus. In the first experiment, the source speaker (identified as "ECL0001" in the corpus) and the target speaker ("ECL1003") used in the evaluation were also included in the training set (no adaptation case). In the evaluation, 10 sentences, different from the training sentences uttered by the two speakers, were used. In the second experiment, a source speaker ("ECL1004") and a target speaker ("ECL0002") were used in the evaluation but not included in the training set, and were adapted using their speech by increasing the number of sentences up to 40 (adaptation case). In addition, 10 sentences, different from those used in training and adaptation, were also used in this evaluation. In both experiments, 32-dimensional mel-cepstra were used as acoustic features calculated from 513-dimensional WORLD [14] spectra without dynamic features. We evaluated the model by changing the number of phonetic features (J = 8, 16, and 24) and the number of clusters (K = 2, 3, 4, 6, and 8) and chose the most performed configurations (the numbers of phonetic features and of clusters) for each test. For training the system, we used a learning rate of 0.01, a momentum of 0.9, and a batch-size of 100 × R for stochastic gradient ascent with 100 iterations. We also compared CAB with the conventional model, ARBM, using the same configurations.
As an objective criterion, we evaluated the methods using the average of the mel-cepstral distortion improvement ratio (MDIR) [8] , defined as follows:
).
The MDIR measures how input speech is improved toward the target speech in the mel-cepstral domain; the higher the MDIR value, the better the VC performance. 
Visualization of estimated cluster weights
The estimated cluster weights λr of each speaker when K = 2, R = 8 and K = 3, R = 16 are plotted in Figures 2 and 3 , • and × indicate the estimated cluster weights of male and female speakers, respectively.
respectively. In Figure 2 , the first cluster (Cluster 1) may serve as the representative of "male" that groups the male speakers and the second cluster (Cluster 2) may be the representative of "female." It is interesting that these clusters were automatically created even though gender information was not provided in the training. In Figure 3 , the other gender-mixed cluster (Cluster 3) was created aside from the "male" cluster (Cluster 1) and the "female" cluster (Cluster 2). In both Figures 2 and 3 , we can see that each cluster was created to get as far away from the other clusters as possible, and occurs at the same location as the real speakers. This is preferable when we want to generate speech with arbitrary voices by adjusting the cluster weights as it has a large margin within which to adjust the weights.
Comparison with conventional model
First, we compared the models when the speakers were included in the training, as shown in Table 1 . This shows that although ARBM performs well when the number of speakers is small (R = 8), the performance declines and unstable as the number of speakers increases. Meanwhile, the performance of CAB is stable and can even be improved with a large number of speakers. Second, we compared the adaptation performance, see Table 2 . We see that CAB performed better overall in adaptation than ARBM, and that its performance was sufficient even when a vary short speech was given (half a sentence, around 2 sec). This means that CAB can be adapted more rapidly than the ARBM. This is considered to be a result of the reduction in the number of SD parameters in CAB by the introduction of speaker clusters.
Conclusions
In this paper, as an extension of ARBM, we proposed a nonparallel VC method that can be rapidly adapted to a new speaker. In our experiments, the proposed model showed its effectiveness, particularly when a small amount of adaptation data was given, compared with the conventional model. In the future, we will further investigate the performance of this proposed model in depth, e.g., performance with other test speaker pairs, performance with more phonetic features, and performance with a large number (> 100) of training speakers.
