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Motivated by recent studies of symmetry protected topological (SPT) phases, we explore the
possible gapless quantum disordered phases in the (2 + 1)d nonlinear sigma model defined on the
Grassmannian manifold U(N)
U(n)×U(N−n) with a Wess-Zumino-Witten (WZW) term at level k, which is
the effective low energy field theory of the boundary of certain (3+1)d SPT states. With k = 0, this
model has a well-controlled large-N limit, i.e. its renormalization group equations can be computed
exactly with large-N . However, with the WZW term, the large-N and large-k limit alone is not
sufficient for a reliable study of the nature of the quantum disordered phase. We demonstrate that
through a combined large-N , large-k and −generalization, a stable fixed point in the quantum
disordered phase can be reliably located in the large−N limit and leading order −expansion, which
corresponds to a (2 + 1)d strongly interacting conformal field theory.
PACS numbers:
I. INTRODUCTION
A symmetry protected topological (SPT) phase1,2
must, by definition, have a boundary state with a non-
trivial spectrum when the system including the bound-
ary preserves certain global symmetries. Many (2 + 1)d
SPT states can be described with a similar Chern-Simons
theory3 as the quantum Hall states, their (1+1)d bound-
ary states are therefore relatively easy to understand.
Thus it is more challenging to understand the (3 + 1)d
SPT states, whose boundary states can have much richer
physics under strong interaction. The following three
types of (2 + 1)d states may exist at the boundary of a
(3 + 1)d SPT phase:
1) An ordered phase that spontaneously breaks the
global symmetry and hence has degenerate ground states;
2) A (2 + 1)d topologically ordered phase with topo-
logical degeneracy;
3) A stable gapless phase which is described by a con-
formal field theory (CFT).
Possibilities 1 and 2 have both been studied quite
extensively in the last few years, for both fermionic
and bosonic SPT states4–10, but there is little study
about the third possibility, except for the well-known
simplest case of noninteracting topological insula-
tors/superconductors. In this work we explore the third
possibility of SPT phases: a stable (2 + 1)d interact-
ing conformal field theory (CFT) at the boundary of a
(3 + 1)d SPT state. This CFT should be stable against
any symmetry allowed perturbations, By “stable” we
mean that all perturbations allowed by symmetry should
be irrelevant (in the renormalization group sense) at this
fixed point.
We will take the “standard” field theory description of
(3 + 1)d bosonic SPT states, which is a nonlinear sigma
model (NLSM) with a Θ-term in the (3+1)d bulk space-
time. The value Θ = 2pi corresponds to the stable fixed
point of the SPT phase. This formula was used to de-
scribe and classify bosonic SPT states in Ref. 9–12. With
Θ = 2pi in the (3 + 1)d bulk, the (2 + 1)d boundary is de-
scribed by a NLSM with a Wess-Zumino-Witten (WZW)
term with level k = 1. In Ref. 9–11, the target space of
the NLSM was the four dimensional sphere S4, a WZW
term can be defined based on the fact that the homotopy
group pi4[S
4] = Z. Topological phases with the same
anomaly as this field theory under various anisotropies
were discussed thoroughly in Ref. 9,10.
The presence of a WZW term is known to drastically
change the behavior of the NLSMs in lower dimensions.
In particular, in (0+1)d a WZW term may lead to degen-
erate ground states; in (1 + 1)d a WZW term drives the
NLSM towards a conformally invariant fixed point13,14.
An explicit renormalization group (RG) calculation in
(1 + 1)d demonstrates that this fixed point is stable and
occurs at a finite value of the NLSM coupling constant13.
However, unlike these (1 + 1)d analogues, it is difficult
to perform a controlled calculation for NLSMs with a
WZW term in (2+1)d. There are two standard controlled
RG calculations for NLSMs in 3d Euclidean space-time:
(1) Generalizing the space-time dimensions to d = 2 + ,
perform an expansion with “small” parameter , and then
extrapolate the result to  → 1; (2) Generalizing the
target manifold to SN with N  1, and perform an
expansion with small parameter 1/N . But both of these
standard approaches fail in present context because of
the WZW term. The first method is questionable in this
context because the topological term can only be defined
in an integer number of space-time dimensions. As for
the second method, the fact that pid[S
N ] = 0 for d < N
implies that a naive generalization from S4 to SN would
completely miss the contribution from the WZW term.
An attempt of calculating the effect of the WZW term in
(2 + 1)d was made in Ref. 15, but the calculation there
ar
X
iv
:1
60
5.
05
33
6v
2 
 [c
on
d-
ma
t.s
tr-
el]
  3
0 M
ay
 20
16
2was uncontrolled for precisely the reasons we mentioned
above.
However, we suspect that these difficulties may be only
technical in nature. We expect that the WZW term in
(2 + 1)d may still lead to a stable conformally invari-
ant fixed point at a finite value of the coupling. This
expectation is (indirectly) supported by recent quan-
tum Monte Carlo simulation on a 2d lattice interacting
fermion model, where a continuous quantum phase tran-
sition described by a (2 + 1)d NLSM with a topological
Θ−term was found, and Θ was the tuning parameter
for this transition16,17. The numerical data suggest that
right at Θ = pi this theory is a (2+1)d CFT with gapless
bosonic excitations while no gapless fermion excitations.
A field theory with Θ = pi can be viewed as another
field theory with a WZW term under symmetry break-
ing. Thus the results in Ref. 16,17 actually suggest that
the disordered phase of a (2 + 1)d NLSM with a WZW
term can also be a stable CFT.
Besides these recent progresses, earlier studies of the
deconfined quantum critical point18,19 also suggested
that a WZW term in a (2 + 1)d NLSM could lead to
a stable CFT. It was conjectured that the deconfined
quantum critical point corresponds to the quantum dis-
ordered phase of the SO(5) NLSM with a WZW term at
level−120, and the SO(5) symmetry could emerge at this
CFT.
The goal of this work is to analytically study the ef-
fects of the WZW term on NLSMs in (2+1)d space-time.
In section II we first take a large-N generalization of the
boundary field theory of (3+1)d SPT states which always
permits a WZW term in (2+1)d space-time. This theory
has a controlled large-N limit without the WZW term.
In section III we first argue that the large-N and large-k
generalization alone is insufficient to provide a reliable
study of the quantum disordered phase, with presence of
the WZW term. Then we demonstrate that a combined
large-N , large-k and −generalization enables us to iden-
tify a stable fixed point in the quantum disordered phase,
which corresponds to a (2 + 1)d interacting CFT. In sec-
tion IV, we will briefly discuss the connection of this work
to the “hierarchy problem” in high energy physics.
II. LAGRANGIAN AND METHOD
We would like to find a NLSM with a WZW term that
admits a controlled approximation scheme for evaluating
the RG equations (beta functions). This means that the
target space M should have an acceptable large-N gen-
eralization that permits a WZW term in (2 + 1)d. One
example that satisfies these constraints is the Grassman-
nian manifold:
M(n,N) = U(N)
U(n)× U(N − n) , (1)
For any n ≥ 2, N ≥ n+ 2, pi4[M] = Z while pi3[M] = 0,
thus a WZW term can be defined in (2 + 1)d forM. For
n = 1, this manifold is the familiar CPN−1 manifold, and
later we will argue that even for n = 1 a similar term in
the action may also be defined.
The total dimension of M scales linearly with N in-
stead of N2 with large-N and fixed n, thus without the
WZW term, a NLSM defined with target manifold M
does not have the infinite planar diagram problem that
usually occurs in matrix models. The entire action in
(2+1)d Euclidean space-time that we will study is
S =
∫
d2x dτ
1
g
tr(∂µP∂µP)
+
∫ 1
0
du
∫
d2x dτ
i2pik
256pi2
εµνρλ tr(P˜∂µP˜∂νP˜∂ρP˜∂λP˜). (2)
The basic field P ∈ M(n,N) is an N × N hermitian
matrix and it can be represented in the form
P = V ΩV †, Ω ≡
 1n×n 0n×(N−n)
0(N−n)×n −1(N−n)×(N−n)
 (3)
where V ∈ U(N). The matrix P satisfies P† = P, P2 =
I, and tr(P) = 2n−N . (When N = 2n, tr(P) = 0, and
this was the case studied in Ref. 12). Note that when
N = 2 and n = 1, M(n,N) is SU(2)/U(1) = S2, and P
can always be represented as P = ~n ·~σ, where ~n is a three
component unit vector, and ~σ are the Pauli matrices.
P˜(~x, τ, u) is an extension of P(~x, τ) into the auxiliary
fourth dimension parameterized by u ∈ [0, 1]. This ex-
tended field satisfies
P˜(~x, τ, 1) = P(~x, τ), P˜(~x, τ, 0) = Ω. (4)
For the (2 + 1)d boundary physics described by P(x, τ)
to be independent of the chosen extension P˜(x, τ, u), the
coefficient k must be quantized. This action Eq. 2 obvi-
ously has a global SU(N) symmetry: P → U†PU , where
U ∈ SU(N)43.
Our general theory Eq. 2 has the following connections
with the previously studied theories:
1) In order to study (3+1)d bosonic SPT states, Ref. 9,
10 introduced a NLSM with target space S4. S4 can
also be written as a Grassmannian: S4 ∼ Sp(4)Sp(2)×Sp(2) .
If written in terms of P = ~n · ~Γ (where ~n is the five
component unit vector introduced in Ref. 9,10 and Γa
are the five 4× 4 anticommuting Gamma matrices), the
topological term of Eq. 2 is precisely the same as the one
in Ref. 9,10. Thus the field theory of Ref. 9,10 can be
viewed as our model with N = 2n = 4 after breaking the
SU(4) down to smaller symmetries considered therein.
2) Ref. 21 demonstrated that for n = 1, the topological
term discussed above can be generated by coupling the
CPN−1 manifold to (2 + 1)d Dirac fermions with SU(N)
symmetry. Ref. 22 used this fact, and derived the effec-
tive field theory for the bosonic sector for N = 2n = 2,
which corresponds to the boundary of the (3 + 1)d topo-
logical superconductor with symmetry SU(2)×T (T be-
ing time-reversal). Ref. 22 also argued that with the full
3SU(2) × T symmetry, this boundary theory cannot be
gapped out, which implies that it could be an interacting
CFT. Thus our theory with large-N and n = 1 can also
be viewed as a formal generalization of the case studied
in Ref. 2244.
Instead of working with Eq. 2 directly, we will use
a parametrization that is more easily amenable to a
large-N analysis. This parametrization was introduced
in Ref. 23,24. We define a collection of n orthonormal
complex vectors
{~ϕα}α=1,2,...,n , ~ϕ †α · ~ϕβ = δαβ . (5)
The order parameter P can be written as
Pij = 2
n∑
α=1
ϕiαϕ
j†
α − δij (6)
with i, j = 1, ..., N . This definition is invariant under
local transformations of the form
ϕiα → ϕiβ U βα (x) (7)
with U ∈ U(n). Hence the action in terms of the ϕiα
will have a U(n) gauge symmetry, under which each ϕi
transforms as a fundamental n-dimensional representa-
tion (and i = 1, ..., N serves as a flavor label).
Explicitly, we may observe that the quantity
a ≡ −idϕ† · ϕ = −i
N∑
i=1
dϕi†αϕ
i
β (8)
transforms as a U(n) gauge field. If we then define the
field strength 2-form f ≡ da− ia ∧ a, we find
tr
(
P˜ dP˜ ∧ dP˜ ∧ dP˜ ∧ dP˜
)
= −32 tr (f ∧ f) . (9)
The right-hand side of Eq. 9 is a total derivative in
(3+1)d, and hence its integral can be reduced to the
(2+1)d integral of a local integrand, namely a U(n)
Chern-Simons term.
The right hand side of Eq. 9 can also be defined even for
n = 1 (which corresponds to the case withM = CPN−1),
and the integral of this term on T 4 is quantized, although
its integral on S4 is trivial. This is analogous to the
topological response theory ∼ ~E · ~B of 3d topological
insulator25.
Following Ref. 23,24, we block-decompose the ϕiα fields
as
ϕ iα = (Φ
β
α ; φ
I
α)
t (10)
where I = n+1 · · ·N . Then we can use local U(n) trans-
formations to make the n-by-n block Hermitian (fix the
gauge24): Φ = Φ†, which eliminates all the continuous
gauge degrees of freedom. The constraint Eq. 5 on ϕ iα
now takes the form:
Φ = (I−φ† ·φ)1/2 = I− 12φ† ·φ− 18 (φ† ·φ)2+O(φ6) . (11)
Then we find tr[P˜(dP˜)4] = 32 tr [(dφ† · dφ)(dφ† · dφ)] +
O(φ6), where we suppress the wedge product for nota-
tional convenience.
Therefore, after carrying out this procedure (and triv-
ially rescaling the coupling as g → g/8), we obtain an al-
ternative form of Eq. 2 as a local (2+1)d action in terms
of unconstrained boson fields. The field φ is a n×(N−n)
matrix, it has exactly the same number of degrees of free-
dom as the target manifoldM, thus it does not have any
continuous gauge freedom. The Lagrangian density takes
the form
L = LNLSM + LWZW. (12)
After rescaling φ → √gφ, we find the Euclidean La-
grangian density LNLSM
LNLSM = tr
(
∂µφ
† · ∂µφ
)
+ 14gtr
[(
∂µφ
† · φ+ φ† · ∂µφ
)2]
+ 14g
′tr
[(
∂µφ
† · φ− φ† · ∂µφ
)2]
+ 14g
2tr
[
2(φ† · φ)(∂µφ† · φ)(φ† · ∂µφ)
]
+ 14g
2tr
[
(φ† · φ)(∂µφ† · φ)(∂µφ† · φ)
]
+ 14g
2tr
[
(φ† · φ)(φ† · ∂µφ)(φ† · ∂µφ)
]
+ O(g3φ8). (13)
The initial value of g′ equals to g, but under renormal-
ization group flow it will be an independent parameter
from g. If we add more symmetry-allowed terms in the
original theory, they will only lead to obviously irrelevant
perturbations in the Lagrangian expanded in terms of φ.
After integrating over the u direction in Eq.(2), the
WZW term now reads
LWZW = ikg
2
4pi
εµνρtr
[(
φ† · ∂µφ
) (
∂νφ
† · ∂ρφ
)]−
i
k
4pi
g3εµνρ
1
3
tr
[(
∂µφ
† · φ) (∂νφ† · φ) (∂ρφ† · φ)+ h.c.]
+O(kg4φ8) .(14)
It is convenient to adopt a double-line notation for the
Feynman diagrams, where a solid line represents I =
n+1, · · ·N , and a dashed line represents α = 1, · · ·n. We
first compute the ordinary RG equation in the large-N
limit without the WZW term. We will calculate the beta
function with k = 0 in arbitrary dimension d and insert
the physical value d = 3. In terms of the dimensionless
coupling g˜ = Λd−2g and g˜′ = Λd−2g′ (Λ ∼ 1/l is the
ultraviolet momentum cut-off), the beta functions in the
large-N limit for the ordinary NLSM (with k = 0) are
β(g˜)0 =
dg˜
d ln l
= −(d− 2)g˜ + N
2pi2
g˜2,
4FIG. 1: One-loop diagram which involves two WZW terms in
Eq. 14. The numerator of the WZW vertex is completely anti-
symmetric in momenta, so this diagram does not renormalize
g or g′.
FIG. 2: Two-loop wave function renormalization.
β(g˜′)0 =
dg˜′
d ln l
= −(d− 2)g˜′ + N
dpi2
g˜′2, (15)
in our current case d = 3. As long as n ∼ NA with A < 1,
in the large-N limit we only need to keep these terms in
the beta functions. Eq. 15 has several fixed points. If
we start with the physical parameter g˜(Λ) = g˜′(Λ) as
the tuning parameter at the beginning of the RG flow,
then increasing g˜ will lead to a quantum phase transition
controlled by the fixed point
g˜∗ =
2pi2
N
, g˜′∗ = 0, (16)
and the critical exponent ν = 1. The location of the criti-
cal point, and the critical exponent is consistent with the
well-known result of the CPN−1 model in the large−N
limit26,27.
III. STABLE FIXED POINT IN THE
QUANTUM DISORDERED PHASE
Now let us compute the beta functions with the WZW
term. Naively one would expect that the leading order
contribution from the WZW term to the beta functions
is the one-loop diagram Fig. 1. But because the numer-
ator of the WZW vertex is completely antisymmetric in
momenta, this diagram does not renormalize the coupling
constants g and g′. Fig. 2 is a two-loop planar wave func-
tion renormalization diagram that renormalizes g and g′.
This diagram leads to the following corrections to the
beta functions:
β(g˜) = β(g˜)0 − ck2g˜5Nn 1
(4pi)2
+ · · ·
β(g˜′) = β(g˜′)0 − ck2g˜′g˜4Nn 1
(4pi)2
+ · · · (17)
FIG. 3: A four-loop diagram with four WZW terms. When
k ≤ N3/2, in the simultaneous limit of large N and large
k, this diagram contributes to the RG equation at least at
the same order as the two-loop diagram in Fig. 2 around the
“new stable fixed point” in the quantum disordered phase, so
do infinite number of higher loop diagrams.
In this equation c is a positive number whose exact value
is unimportant, because we are going to treat k2 as a
tuning parameter.
Our goal is to look for a stable fixed point which cor-
responds to a stable (2 + 1)d CFT in the quantum disor-
dered phase. The negative sign of the k2 term in Eq. 17
suggests that this is possible. However, to make a con-
fident conclusion, we need to choose certain adequate
scaling between k and N : k ∼ NB . If for instance
0 < B ≤ 3/2, then the k2 terms in Eq. 17 indeed lead
to a new stable fixed point in the quantum disordered
phase at g˜∗ ∼ k−2/3 ≥ 1/N and g˜′∗ = 0. But around
this “new fixed point”, infinite number of higher loop di-
agrams would become nonperturbative. For example, let
us examine the four-loop WZW contribution, which is
shown in Fig. 3. This diagram has seven internal prop-
agators, four WZW vertices, two closed solid loops, and
two closed dashed loops. Therefore this diagram con-
tributes a term ∼ g9k4n2N2 to the beta function. Then
when B ≤ 3/2, this four-loop diagram (and infinite num-
ber of higher loop diagrams) also contributes at least at
the same order as the k2 terms in Eq. 17, around the
“new fixed point” g˜∗ ∼ k−2/3.
But on the other hand, if B > 3/2, then the k2 term
in Eq. 17 would be too large and make the entire RG
equations flow to g˜ = g˜′ = 0. We stress that these diffi-
culties only occur with the presence of the WZW term.
Without the WZW term, this theory does have a simple
large-N limit.
In order to find a controlled calculation and to identify
the stable fixed point in the quantum disordered phase
with confidence, we need to find another small parameter
to expand with. As we mentioned before we cannot rely
on the ordinary 2+ expansion in our case. In this section
we propose a possible solution to this difficulty in our cur-
rent context by introducing a different −generalization
of our model.
We first test our approach with n = 1 (M = CPN−1).
We generalize the original action Eq. 12 as following:
LNLSM = ∂µφ† · ∂µφ
5+ 14g
(
∂µφ
† · |∂¯| −12 φ+ φ† · |∂¯| −12 ∂µφ
)2
+ 14g
′
(
φ† · |∂¯| −12 ∂µφ− ∂µφ† · |∂¯|
−1
2 φ
)2
+ 14g
2
(
φ† · |∂¯|−1φ) (∂µφ† · |∂¯| −12 φ+ φ† · |∂¯| −12 ∂µφ)2
+ O(g3φ8). (18)
Here the notation |∂¯| is most manifest in the momentum
space: A†|∂¯|B in the momentum space corresponds to
A†(~p)| 12 (~p+~q)|B(~q). This nonanalytic generalization can
be made systematically to all higher order expansion of
the Lagrangian: a singular momentum dependence |∂¯| −12
is inserted in φ† · ∂µφ and φ · ∂µφ†, and |∂¯|−1 is inserted
in φ† · φ. At least in the large−N limit, it can be shown
that all the relevant renormalizations to this Lagrangian
can still be absorbed into the RG flow of g and g′.
The nonanalytic generalization of a local field theory
dated back to studies on spin systems with long range in-
teractions28, and the study of the Gross-Neveu model29.
Later a generalization of the regular p2 kinetic term to
|p|1+ was used as a controlled calculation method for
2d Fermi surface coupled with a bosonic field30–32, which
without the nonanalytic generalization also suffers from
the infinite diagram difficulty in the large-N limit33. The
advantage of the nonanalytic generalization is that, now
the scaling dimension of g and g′ at weak interacting
limit becomes −, and we can treat  as another small
parameter to organize all the Feynman diagrams.
The WZW term is now generalized to
LWZW = ikg
2
4pi
εµνρ
(
φ† · |∂¯|−1∂µφ
) (
∂νφ
† · |∂¯|−1∂ρφ
)
.(19)
When n = 1 there is no higher order terms in the WZW
term, which significantly simplifies the analysis. When
 = 1 this action returns to its original form Eq. 12.
This generalization keeps many of the basic properties
of the original WZW term:
1) this term Eq. 19 is always purely imaginary;
2) like the WZW term, the parameter k is always
marginal for arbitrary , which is guaranteed by the non-
analytic momentum dependence inserted in the general-
ized WZW term;
3) the two φ (φ†) fields in Eq. 19 are equivalent to each
other.
With large-N and leading order in , the RG equations
of g˜ and g˜′ read (here we redefine g˜ = Λg and g˜′ = Λg′
to make them dimensionless)
dg˜
d ln l
= β(g˜)
()
0 − ck2g˜5N
1
(4pi)2
,
dg˜′
d ln l
= β(g˜′)()0 − ck2g˜′g˜4N
1
(4pi)2
. (20)
β(g˜)
()
0 and β(g˜
′)()0 are simply β(g˜)0 and β(g˜
′)0 with the
first term replaced by −g˜ and −g˜′. The wave func-
tion renormalization Fig. 2 is the only diagram that con-
tributes to the last terms in Eq. 20 in the large−N limit.
FIG. 4: The vertex corrections from the WZW terms, which
generate irrelevant interactions under RG with our nonana-
lytic −generalization.
Vertex corrections in Fig. 4 will not contribute here be-
cause under RG flow it generates an φ4 term with ana-
lytic momentum dependence, which is less relevant com-
pared with the terms in Eq. 18. The absence of ver-
tex corrections here is similar to the absence of boson
field wave function renormalization discussed in Ref. 31,
basically because a nonanalytic momentum dependence
cannot be generated by integrating out high momentum
degrees of freedom in RG. This absence of vertex correc-
tion to terms with nonanalytic momentum dependence
was also discussed in Ref. 34,35.
Now we need to take k2 ∼ (N/)3 to keep all the terms
in these equations at the same order, and we expect that
the fixed points of these beta functions will be around
g˜ ∼ /N . With small enough , the terms we keep in
Eq. 20 will be dominant compared with all higher loop
diagrams.
The value of constant c is computed at  = 0: with
large-N , large-k and  = 0, the wave function renormal-
ization in Fig. 2 will lead to the following correction to
the coupling constant g:
δg˜ = −8g˜5N
(
k
4pi
)2 ∫
d3p
(2pi)3
d3q
(2pi)3
× 1
3
p2q2 − (~p · ~q)2
p2q2|~p+ ~q|2|~p− ~q|4 × 16
∼ − 1
3pi2
k2g˜5N
1
(4pi)2
log
(
Λ
Λ′
)
, (21)
where Λ and Λ′ are the ultraviolet cut-off and rescaled
cut-off. Thus c = 1/(3pi2). The value of c evaluated at
 = 0 depends on the exact form of the  generalization
of the WZW term.
We take k2 = G3(N/)3 with small coefficient G.
Eq. 20 generates several fixed points. If we start with
the physical parameters g˜(Λ) = g˜′(Λ) at the beginning
of the RG, the flow of the parameters is controlled by
two of these fixed points. The first fixed point is the
order-disorder quantum phase transition located at
g˜∗ ∼ (2pi2 + 2pi8cG3 +O(G6)) 
N
, g˜′∗ = 0 (22)
6FIG. 5: The RG flow diagram for the RG equations in Eq. 20.
We chose parameters  = 0.05 N = 10, ck2n ∼ 340. The
dashed line corresponds to the physical values of the tuning
parameter g˜ = g˜′ at the beginning of the RG flow. The RG
flow is controlled by two fixed points, one is the order-disorder
transition, the other is a stable fixed point in the quantum
disordered phase.
and the critical exponent 1/ν is
1
ν
= (1− 3cG3pi6 +O(G6)). (23)
If we extrapolate  to 1, ν will be greater than 1, which
can already be expected from the negative sign of the k2
term in the beta functions. This is qualitatively different
from the critical exponent without the WZW term. For
instance it is well-known that the (2 + 1)d CPN−1 model
has ν < 1 with 1/N correction taken into account27.
Most importantly, there is a stable fixed point in the
quantum disordered phase:
g˜∗ ∼
(
1
G
2
c1/3
− 2pi
2
3
+O(G)
)

N
, g˜′∗ = 0. (24)
We need G small enough to guarantee that the coupling
constant in Eq. 24 is larger than the one in Eq. 22, i.e. the
system is in a quantum disordered phase. In the vicinity
of this new stable fixed points, the beta functions give
the scaling dimension of two irrelevant perturbations:
∆1 = 
(
− 1
G
3
c1/3pi2
+ 5 +O(G)
)
,
∆2 = 
(
− 1
G
1
c1/3pi2
+
1
3
+O(G)
)
. (25)
Both scaling dimensions are negative with small enough
G. The RG flow diagram for the RG equations with
parameters  = 0.05 N = 10, ck2n ∼ 340 is plotted in
Fig. 5.
In order to carry out the calculation for n > 1, we
need to include higher order terms in the expansion of
the WZW term. We also need to generalize the O(φ6)
FIG. 6: A two loop diagram that is a mixture between the φ4
and φ6 terms in the WZW term for n > 1.
order in the WZW term to a nonanalytic form. There
are certainly more than one possible −generations, as an
example, we choose the following form for the φ6 term in
the momentum space:
LWZW(φ6) = −
∑
~w,~l,~p,~q,~t,~s
δ(~w + ~p+ ~s−~l − ~q − ~r)
×kg
3
4pi
1
3
εµνρlµqνtρ|~l + ~p|−1|~q + ~s|−1|~t+ ~w|−1
×tr
(
φ†(~l) · φ(~w) φ†(~q) · φ(~p) φ†(~t) · φ(~s)− h.c.
)
. (26)
This generalization still keeps the basic properties of the
WZW term that we need to carry out the calculations,
and when  = 1 it returns to the original form of the
WZW term. This φ6 term so designed only generates
irrelevant terms in the large−N limit and leading order
 expansion. For example, Fig. 6 is a leading order di-
agram in terms of large−N and −expansion counting,
but it only generates an irrelevant analytic term to the
Lagrangian.
IV. DISCUSSIONS
In this work we did our best to search for a controlled
study of stable interacting conformal field theories at the
boundary of (3 + 1)d SPT states. We performed calcula-
tion in the large−N limit and leading order −expansion,
and the desired stable fixed point is indeed found in the
quantum disordered phase. But we have not proved that
higher order expansions will not generate more relevant
terms in the Lagrangian.
Besides exploring the exotic boundary states of (3+1)d
bosonic SPT phases, another motivation of this work was
the “hierarchy problem” in high energy physics: why the
Higgs boson is so much lighter than the Planck mass?
Compared with the Planck mass, the Higgs boson, which
is a space-time scalar, is almost massless. Gauge bosons,
which can emerge very naturally in condensed matter
systems36–38, indeed have zero mass. But a space-time
scalar boson, unless it is a Goldstone mode, usually ac-
quires a mass that is comparable with the ultraviolet cut-
off without fine-tuning to a critical point. At least this is
the case for space-time dimensions higher than (1+1)d (in
(1+1)d space-time scalar bosons can easily form a confor-
mal field theory). Indeed, the little Higgs theory hypoth-
esizes that the Higgs boson itself is a pseudo Goldstone
7boson39–42, which explains its small mass. The result of
our current work suggests another possible route to ad-
dress the hierarchy problem: the Higgs boson could be
rendered massless due to a topological WZW term, even
if the system is in a quantum disordered phase, i.e. there
is no (pseudo) spontaneous symmetry breaking. But, in
order to show this explicitly, one needs to first embed
the Higgs boson into a larger target manifold M which
permits a WZW term, and perform a controlled RG cal-
culation in (3 + 1)d45. We will leave this direction to
future study.
At the purely technical level, although the WZW term
can be formally rewritten as a Chern-Simons term, we
cannot treat the gauge field aµ (Eq. 8) in the path inte-
gral as if it were an independent degree of freedom with
a Chern-Simons term. For example, when N = 2n = 2,
the topological term becomes the quantized Hopf term if
written in terms of ϕi, while the Chern-Simons action of
a U(1) gauge field is in general not quantized. The WZW
term can only be interpreted as the Chern-Simons term
if Eq. 8 holds rigorously. However, if a Chern-Simons
term of aµ is already included in the action, the equa-
tion of motion of the gauge field is no longer given by
Eq. 8. In the standard path integral formalism of the
CPN−1 model, the gauge field aµ is introduced as an
auxiliary field through the Hubbard-Stratonovich trans-
formation. Thus one should introduce one more vector
field bµ through the Hubbard-Stratonovich transforma-
tion on the WZW term: ∼ ikεϕ† ·∂ϕ∂b+ ikεb∂b (indices
and unimportant factors are omitted in this equation).
Integrating out bµ will regenerate the WZW term, for
the simplest case n = 1. For n > 1 this method gets
more complicated.
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