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China experiences heavy national-wide rainfall events with distinct regional and seasonal 
characteristics.  The tropical cyclones (TCs) originating from the Pacific ocean could cause 
intense rainfall along the coastal region of mainland China.  Besides the severe rainfall, tropical 
cyclones could also cause high winds, storm surges, and large waves.  Increasing direct 
economic loss is always caused by these tropical cyclones.   
The mapping of TC wind hazard for the coastal region in mainland China could be carried 
out using the wind field model and empirical TC track model.  The commonly used TC wind 
field models employed in TC wind hazard assessment are compared in this thesis.  The findings 
of this comparison are then used to select a simple TC wind field model to be used in TC 
rainfall intensity modeling. 
The modeling of rainfall intensity could be carried out using snapshots of the rainfall 
intensity field obtained from satellite data such as those from the Tropical Rainfall Measuring 
Mission (TRMM) satellite data.  In the present study, both the precipitation radar TRMM (PR-
TRMM) data and the Microwave Imager (TMI) TRMM (TMI-TRMM) data that affect onshore 
sites in mainland China are considered to develop rainfall intensity models.  Surrogates of the 
snapshots are generated using an efficient simulation algorithm and applying the discrete 
orthogonal S-transform to augment the database.  Empirical models of the rainfall intensity are 
developed using snapshots with or without surrogates.  For the development, the TC rainfall 
intensity field is represented as a superposition of the axisymmetric, asymmetric, and 
topographic components.  This consideration is guided by the parametric hurricane rain model 
(PHRaM) available in the literature.  It is shown that the rainfall intensity inferred from the 
snapshots from PR-TRMM is greater than that from the snapshots from TMI-TRMM.  The 
developed models are used in a simulation framework to map TC rain hazard (in terms of 
return period value of the annual maximum accumulated rain per day).  A comparison of the 
mapped TC rain hazard with that obtained based on gauge data indicates that the developed 
model generally underestimates the TC rain hazard.  This deficiency is caused by the 




Similarly, a physics-based model which depends on the TC wind field is developed.  This 
physics-based model is further adjusted by comparing the PR-TRMM data, resulting in a semi-
empirical model.  The use of the semi-empirical in mapping the TC rain hazard is carried out 
as well.  The mapped TC hazard has similar spatial trends as those obtained based on empirical 
rainfall intensity models.  A comparison of the mapped hazard to that obtained from gauge 
data indicates that such a model needs to be further improved for practical use. 
Keywords: tropical cyclones, modelling, rainfall intensity, wind hazard, rainfall hazard, 




Summary for Lay Audience 
Severe tropical cyclone, known as typhoons, usually comes with intense rainfall, high winds, 
storm surges, and large ocean waves.  An increasing significant economic loss and life threaten 
risk are observed from recent typhoon events.  There are many researches explained various 
kinds of typhoon wind models to make characteristic analysis of wind. A comparison of three 
wind field models is introduced in this study to understand model differences.  By bringing in 
adjustment factors, it is possible to obtain approximate results of other two wind models with 
outcome from any one of wind model.  Wind hazard is assessed with these wind models at 
sites in coastal area of China. 
To predict the rainfall hazard more accurate, the TC rainfall modelling and prediction are 
necessary.  Due to the sparse of the rainfall data caused by typhoon as a benchmark, satellite 
rainfall data is considered in this thesis, also surrogated snapshots of rainfall intensity based 
on satellite rainfall data are applied to calibrate the rainfall model with mathematic method.  
Both statistical model (empirical model) and physical model (semi-empirical model) are then 
developed.  The application of two rainfall model makes it possible for construction of TC 
rainfall hazard maps for onshore sites near the coastline in mainland China.  The developed 






The materials presented in Chapters 2, 3, and 4 have been published or will be submitted in 
peer-reviewed journals. 
A version of Chapter 2, that is co-authored by J.Y. Gu, C, Sheng and H. P. Hong, is published 
in Wind and Structures. 
A version of Chapter 3, that is co-authored by X.Z. Cui and H.P. Hong is to be submitted to a 
peer-reviewed journal.  











To my Grandfather,  
Quande Ren  







My deepest gratitude goes first and foremost to professor Hanping Hong, my supervisor, a 
respectable, responsible and resourceful scholar, who has provided me with valuable guidance 
in every stage of the writing of this thesis. Without his consistent and illuminating instruction, 
especially encourage and patience during the lock down of the prevalence, I counld not 
complete my program. Once again, I would like to express my sincere appreciation to him. 
I would like to thank to those professors who taught me in university, it was them who help 
me to build up my basic knowledge and simulate my learning enthusiasm. Many thanks to 
Chao Sheng and Xizhong Cui, who are the co-author for my Chapter 2 and Chapter 3. I am 
also grateful to my colleages and friends, Minyu Xiao, Yongxu Liu, Qian Tang, Shucheng 
Yang, Chao Feng and Qian Huang. It was great happiness to make progress with you all. 
Last my most sincere thanks would go to my parents, you give me life and lead me to be a 
valuable person. I can not complete my program without your endless love and encouraging. I 
would like to extend my thanks to beloved Wenli, my fancee, it is your understanding and 
company that offers me great support. I would say thanks to my friends, classmates,  roomates 
who gave me their help and time in listening to me and working out my problems when I have 






Table of Contents 
Abstract .............................................................................................................................. ii 
Summary for Lay Audience ............................................................................................ iv 
Co-Authorship Statement ................................................................................................ v 
Acknowledgments ........................................................................................................... vii 
Table of Contents ........................................................................................................... viii 
List of Tables .................................................................................................................... xi 
List of Figures .................................................................................................................. xii 
List of symbols and abbreviations ............................................................................... xvii 
Chapter 1 ............................................................................................................................. 1 
1 Introduction .................................................................................................................... 1 
1.1 Introduction ............................................................................................................. 1 
1.2 A brief overview of TC wind field and rainfall intensity modeling ....................... 3 
1.3 Research objectives and outline of the thesis ......................................................... 4 
1.4 Format of the thesis ................................................................................................. 6 
Reference........................................................................................................................ 6 
Chapter 2 ........................................................................................................................... 10 
2 Comparison of tropical cyclone wind field models and their influence on estimated 
wind Hazard ................................................................................................................. 10 
2.1 Introduction ........................................................................................................... 10 
2.2 Comparison of wind field models ......................................................................... 13 
2.2.1 Three commonly used engineering wind field models ............................. 13 
2.2.2 Comparison of wind field models and ratios between different wind field 
models ....................................................................................................... 21 
2.3 Estimating tropical cyclone wind hazard using historical tracks .......................... 30 





Chapter 3 ........................................................................................................................... 41 
3 Development of a statistical-based model by incorporating surrogate rainfall fields for 
assessing typhoon rain hazard ...................................................................................... 41 
3.1 Introduction ........................................................................................................... 41 
3.2 Rainfall intensity snapshots and generation of surrogates .................................... 44 
3.2.1 TC Rainfall intensity snapshots considered .............................................. 44 
3.2.2 Generation of surrogates based on discrete orthogonal S-transform ........ 47 
3.3 Calibrating PHRaM based snapshots of rainfall intensity fields and their 
surrogates .............................................................................................................. 53 
3.3.1 Modeling of the rainfall intensity ............................................................. 53 
3.3.2 Estimating model parameters .................................................................... 57 
3.4 Evaluation of the TC rain hazard .......................................................................... 70 
3.4.1 Procedure to estimate the accumulated rainfall at a single site ................ 70 
3.4.2 TC rain hazard mapping............................................................................ 73 
3.4.3 Comparison with estimation from gauge data .......................................... 74 
3.5 Conclusion ............................................................................................................ 76 
Reference...................................................................................................................... 77 
Chapter 4 ........................................................................................................................... 81 
4 Development of a physical-statistical model for predicting typhoon rainfall .............. 81 
4.1 Introduction ........................................................................................................... 81 
4.2 Typhoon rainfall model......................................................................................... 83 
4.2.1 Typhoon wind field and vertical wind velocity ........................................ 84 
4.2.2 Modelling the TC rainfall intensity........................................................... 89 
4.2.3 Model calibration and adjustment using precipitation radar data ............. 91 
4.3 Assess the TC rain hazard ..................................................................................... 98 




4.3.2 Estimated TC rain hazard........................................................................ 103 
4.3.3 Comparison of the estimated TC rain hazard estimated using gauge data
................................................................................................................. 104 
4.4 Summary and Conclusions ................................................................................. 105 
Reference.................................................................................................................... 106 
Chapter 5 ......................................................................................................................... 110 
5 Conclusions and future work ..................................................................................... 110 
5.1 Conclusions ......................................................................................................... 110 
5.2 Future work ......................................................................................................... 113 
Appendix A: Extracted snapshots of rainfall intensity from TRMM ............................. 114 




List of Tables 
Table 2.1:  Summary of the considered models to predict the TC wind hazard. .................... 16 
Table 2.2:  Variables and the procedure used to solve Eqs. (2.12) and (2.13). ...................... 20 
Table 2.3:  Estimated coefficient of variation of the annual maximum TC wind speed. ....... 33 
Table 2.4:  Ratios of the statistics of VA obtained by using the models listed in Table 2.1. ... 34 
Table 2.5:  Ratio of the statistics of VA by considering suggested modification to Model I and 
Model III. ................................................................................................................................ 36 
Table 3.1: Intensity Category according to CMA (GB/T19201 2006). .................................. 57 
Table 3.2:  Estimated model coefficient for the mean rainfall intensity. ................................ 60 
Table 4.1: Comparison of the estimated accumulated rain hazard ....................................... 104 
Table A.1. Snapshots from PR-TRMM considered in the present study. ............................. 114 






List of Figures 
Figure 1.1: Map identifying the coastal region in mainland China and frequency of occurrence 
(color bar shows day/decade) of heavy rainfall for part of mainland China:  a) coastal region 
in mainland China significantly affected by TC hazards, b) rainfall intensity greater than 50 
mm/day, c) rainfall intensity greater than 100 mm/day.  The plots presented in b) and c) are 
based on Luo et al. (2020) with modification. .......................................................................... 1 
Figure 1.2: Relation between the chapters of the thesis. ......................................................... 15 
Figure 2.1: Illustration of wind field and definition of track orientation and site. ................. 15 
Figure 2.2: Surface wind fields from Model II, as described in Table 2.1 (wind speed shown is 
in m/s).  The horizontal and vertical axes in Figures 2.2 to 2.5 denote the normalized distances 
(x/Rmax, y/Rmax), respectively.  The storm moves up and out of the upper edge of the page.  The 
first and second rows are for the over-water and over-land cases, respectively. .................... 23 
Figure 2.3: Gradient wind speed (m/s) calculated using Eq. (2.4).  The plots from left to right 
are for Cases 1 to 5. See Figure 2.2 for the coordinate systems. ............................................ 23 
Figure 2.4: Surface wind speed (m/s) from Model III.  See Figure 2.2 for model parameters 
and the coordinate systems ..................................................................................................... 24 
Figure 2.5: Ratios of wind speeds between the results shown in Figures 2.2 to 2.4.  Rows 1 to 
4 show the ratios of (10)V  over-water from Model II to the gradient wind speed given by Eq. 
(2.4); the ratios of (10)V  over-land from Model II to the gradient wind speed; the ratios of 
(10)V  from Model II to that from Model III for the over-water case; and ratios of (10)V  from 
Model II to that from Model III for the over-land case, respectively. .................................... 24 
Figure 2.6: Calculated / ( )W GradA  , ( )WA  , ( )LA   and / ( )L WA   considering the wind fields shown 
in Figures 2.2 to 2.4. ............................................................................................................... 26 
Figure 2.7: Estimated mean (thick solid line), and mean +/- one standard deviation (thin solid 




obtained by using the wind field considering the suggested modification showing in Table 2.2).
................................................................................................................................................. 27 
Figure 2.8: Estimated mean (thick solid line), and mean +/- one standard deviation (thin solid 
line) of / ( )W GradA  , ( )WA  , ( )LA   and / ( )L WA  , by considering the wind speeds on the right-hand 
side of the storm travelling direction.  The dashed curves represent the mean value obtained by 
using the gradient wind calculated from Eqs. (2.18) and (2.19) (i.e., modified Model I and 
Model III) (see also Table 2.2). .............................................................................................. 29 
Figure 2.9: Comparison of vertical wind profile considered for Model II and that determined 
from Model III. ....................................................................................................................... 30 
Figure 2.10: A region of interest for a coastal area in mainland China and historical TC tracks 
from 2013 to 2017. .................................................................................................................. 31 
Figure 2.11: Estimated statistics of VA by using Model II: a) mean, b) coefficient of variation, 
c) 50-year return period value, d) 500-year return period value. ............................................ 33 
Figure 2.12: Typical samples of annual maximum TC wind speed and fitted distributions .. 33 
Figure 3.1: Snapshots of instantaneous rainfall intensity fields for the same instance (extracted 
from TRMM) and the corresponding digital elevation map:  a) Snapshot 579 identified in Table 
A.1, b) Snapshot 871 identified in Table A.2, c) digital elevation map corresponds to the 
snapshot shown in a), and d) digital elevation map corresponds to the snapshots shown in a) 
and b). ..................................................................................................................................... 46 
Figure 3.2:  Relation between the double indices (p,q) to a system of single index j for DOST: 
a) Case for N = 8, and b) N equals a power of 2 (Modified after Zhou et al. 2021). .............. 49 
Figure 3.3:  DOST amplitude of the seed rainfall fields, typical surrogates by using the fields, 
the mean of their amplitude of DOST coefficients, and the ratio between the mean amplitude 
of DOST coefficient of the surrogate and its target.  The left and right columns correspond to 
those by using the rainfall field shown in Figures 3.1a and 3.1b as the seed rainfall fields, 




f) Amplitude of the DOST coefficient of the surrogates shown in c) and d); g) and h) the mean 
of the amplitude of DOST coefficient for 50 generated surrogates. ....................................... 53 
Figure 3.4:  Average rainfall intensity and predicted rainfall intensity. ................................. 59 
Figure 3.5:  Predicted azimuthally averaged rainfall intensity using the model parameters 
shown in Table 3.2. For the plots where Vmax is shown, rm equals 60, 50, and 40 km for GC1, 
GC2, and GC3, respectively.  For the plots where rm is shown, Rmax equals 15, 30, and 45 m/s 
for GC1, GC2, and GC3, respectively. ................................................................................... 62 
Figure 3.6:  Coefficients for the asymmetric rainfall intensity field for Case 1.  The first to third 
rows correspond to GC1 to GC3, respectively.  ak(r/rm) and bk(r/rm) has units of mm/h, where 
k = 1 and 2. .............................................................................................................................. 63 
Figure 3.7:  Coefficients for the asymmetric rainfall intensity field for Case 2.  The first to third 
rows correspond to GC1 to GC3, respectively.  ak(r/rm) and bk(r/rm) has units of mm/h, where 
k = 1 and 2 ............................................................................................................................... 63 
Figure 3.8:  Coefficients for the asymmetric rainfall intensity field for Case 3.  The first to third 
rows correspond to GC1 to GC3, respectively.  ak(r/rm) and bk(r/rm) has units of mm/h, where 
k = 1 and 2 ............................................................................................................................... 64 
Figure 3.9:  Coefficients for the asymmetric rainfall intensity field for Case 4.  The first to third 
rows correspond to GC1 to GC3, respectively.  ak(r/rm) and bk(r/rm) has units of mm/h, where 
k = 1 and 2. .............................................................................................................................. 65 
Figure 3.10:  Asymmetric rainfall fields calculated based on the model coefficients shown in 
Figure 3.6 for Case 1. .............................................................................................................. 66 
Figure 3.11:  Asymmetric rainfall fields calculated based on the model coefficients shown in 
Figure 3.7 for Case 2. .............................................................................................................. 67 
Figure 3.12:  Asymmetric rainfall fields calculated based on the model coefficients shown in 




Figure 3.13:  Asymmetric rainfall fields calculated based on the model coefficients shown in 
Figure 3.9 for Case 4. .............................................................................................................. 68 
Figure 3.14:  Mean and standard deviation of residual ε(r/rm). .............................................. 70 
Figure 3.15:  Illustration of the TC tracks for a period of 10 years:  a) Historical TC tracks from 
2001 to 2010 based on historical catalogue given in Ying et al. (2014), b) Synthetic TC tracks 
generated using the model shown in Li and Hong (2016) for a period of 10 years. ............... 71 
Figure 3.16:  Considered site and empirical distribution of the maximum accumulated rainfall 
for 24 hours: a) Considered site, b) Empirical probability distribution of QA24. .................... 73 
Figure 3.17:  Mapped accumulated annual maximum rainfall hazard: a) 100-year return period 
value of QA24 if rainfall intensity model for Case 3 is used, b) a) 100-year return period value 
of QA24 if rainfall intensity model for Case 4 is used. ............................................................. 74 
Figure 3.18: Comparison of QA24 due to TC rainfall for selected sites. .................................. 76 
Figure 4.1: Schematic illustration of the wind field, translation direction, and azimuth. ....... 87 
Figure 4.2: Comparison of the vertical wind velocity at an altitude of 1000 m for a constant 
eddy viscosity coefficient of 50 m2/s, a surface drag coefficient CD = 0.003, Vmax = 50 m/s, 
Rmax = 40 km, and B = 1.6.  The curves S, K, MS, and MM5 are obtained from Langousis and 
Veneziano (2009).  The SV curve shown in Plot a) is for h equal to 1000 m, and in Plot b) is 
for h calculated by using Eq. (4.6). ......................................................................................... 87 
Figure 4.3: Comparison of the vertical wind velocity profile obtained by using Eqs. (4.1) and 
(4.5).  The values of (Rmax, B, p, cu ) are (40 km, 1.6, 50 hPa, 5 m/s), except otherwise 
indicated in the plot. ................................................................................................................ 89 
Figure 4.4: A snapshot of PR-TRMM rainfall field and error analysis using the surrogate model: 
a) an example of PR-TRMM data (i.e., snapshot 595 in Table A.1), b) predicted based on the 
physical model, c) difference between PR-TRMM data and predicted rainfall intensity, 
0( , )r  , d) Ratio of PR-TRMM data and predicted rainfall intensity, 0( , )r  , e) Ratio of PR-




Figure 4.5: Average of the azimuthally average rainfall intensity from the available snapshots 
listed in Table A.1. .................................................................................................................. 96 
Figure 4.6: Azimuthally average rainfall intensity based on the predicted values using the 
physical-based model for the TC parameters that represent the mean value of each IC group.
................................................................................................................................................. 96 
Figure 4.7: Mean of 
0( , )r   for the considered snapshots of PR-TRMM. ........................... 97 
Figure 4.8: Mean and standard deviation of 
1ln( ( , ))r  : a) Mean b) Standard deviation..... 98 
Figure 4.9: Illustration of the historical TC activities for TC activities during a period of 10 
years (from 1981 to 1990,  There were a total of 329 events, and the average landfalling rate is 
8.2 per year) and the simulated TC tracks.  The left plot is for historical TC activity, and the 
right plot is for simulated TC activity. .................................................................................. 101 
Figure 4.10: Flowchart for evaluating the TC rain hazard for a given site. .......................... 102 
Figure 4.11: Rain hazard map by considering QA24-T for T = 100 years: a) Based on Semi-
empirical model shown in Eqs. (4.12), and b) Based on the empirical model presented in 
Chapter 3 (see Figure 3.17a). ................................................................................................ 103 
Figure 4.12:  Comparison of QA24 obtained based on simulation analysis using the semi-





List of symbols and abbreviations 
Symbols 
Chapter 2 
/ ( )W GradA   Azimuthally averaged ratio of wind speed from Model II 
at 10 m above water  to gradient wind speed 
( )WA   Azimuthally averaged ratio of wind speed from Model II 
at 10 m above water to wind speed from Model III at 10 
m above water 
( )LA   Azimuthally averaged ratio of wind speed from Model II 
at 10 m above land to wind speed from Model III at 10 m 
above land 
/ ( )L WA   Azimuthally averaged ratio of wind speed from Model II 
at 10 m above land to wind speed from Model III at 10 m 
above water 
B Holland B parameter 
b1, b2, b3 Coefficients to calculate rl 












CD Surface drag coefficient 
CDmax Maximum surface drag coefficient 
dc Distance inland from the coastline 




f Coriolis parameter 
( )F   Function of ζ to express /W GradT  
h Depth of the planetary boundary layer. 
H* Boundary layer height parameter  
Is Inertial stability 
k̂  
Unit vector in the vertical direction 
KH Horizontal eddy viscosity coefficient 
Km Eddy viscosity 
p Total pressure, p = ps + pg 
p(r) Pressure at a distance r (m) from the TC center 
pa Ambient pressure far from the storm 
pc Minimum pressure in the storm's low centre 
pg Large-scale pressure field 
ps Azimuthally averaged pressure field of a typical tropical 
cyclone 
r Distance r (m) from the TC center 
rl Coefficient to calculate /L WT  
Rmax Radius at which the maximum wind speed occurs 
t Time 





TW/500() Coefficeient to calculate 
(10)V
 over-water 
TW/Grad Ratio between the 10 m height surface wind speed (over-
water) to the gradient wind speed 
u* Friction velocity 
cu  TC translation velocity 
gu  Wind velocity resulting from the large-scale pressure 
field 
su  Wind velocity relative to the moving centre of the vortex 
u  Surface friction-induced wind component 
( , , )− ru z r  Tangential wind speeds in the horizontal plane at the 
height z above the ground surface 
( , , )− u z r  Radial wind speeds in the horizontal plane at the height z 
above the ground surface 
VA Annual maximum (10)V  
VA50 50-year return period value of VA, 
VA500 500-year return period values of VA 
( , )gV r  , Vg(r) Gradient wind velocity in the tangential direction 
( , )rgV r   Radial gradient wind speed 




( )gHV r  Gradient wind speed at radius r from Holland 
( )gV z  Gradient wind speed  
( , )ISV r   Solution of the wind field for the inflow slab for the 
upper sublayer 
Vmax Maximum wind speed 
VT Storm translation velocity 
500 ( , )V r   500 m height wind speed 
( )V z  Wind velocity at a height z (m) above the ground (or 
water) 
(10)V  10-min mean wind speed at 10 m height at an over-water 
site 
x the value of X, the number of TC genesis in each year 
z Height above the ground (or water) 
z0 Surface roughness 
 Angle from the translation direction 
  Coefficient for calculation, see Table 2.2 
B  Residual error of B 
maxlnR
  Residual error of lnRmax 
 von Karman coefficient having a value of 0.4 




 Air density, can be taken equal to 1.15 (kg/m
3) 
lnB  Standard deviation of B  
maxlnR






a cp p−  
/su t   Time change of su  (local) to the fixed coordinates (on 
earth) 
( )/ sct u   Time change of su  to the moving coordinates (i.e., the 
center of the vortex), in which ( ) ( )/ / cct t u  =   + • 
  Gradient coefficient 
 
Chapter 3 
ak(r) Fourier series coefficients for a given r. k is the number of 
wavenumbers  
Ima  Model parameter to be estimated by minimizing E0 
0Ia  Model parameter to be estimated by minimizing E0 
a  Coefficient to fit residual mean  




bk(r)  Fourier series coefficients for a given r. k is the number of 
wavenumbers 
0Ib  Model parameter to be estimated by minimizing E0 
Imb  Model parameter to be estimated by minimizing E0 
b  Coefficient to fit residual mean 
c Model coefficient of the term for the topographic effects 
s gc −  Coefficient relating the gradient wind and surface wind velocity 
[ ]( ; , )kD x p q ,
[ ]( ; )kD x j  
Orthonormal basis functions in discrete orthonormal S-
transform (DOST) 
fc  Coriolis parameter 
fp Frequency band 
( , )sh r   Ground elevation 
I0  Rainfall intensity at r equal to zero 
I0(r) Predicted instantaneous rainfall intensity 
Im The rainfall intensity at r equal to rm 
, ( )observed k jI   Azimuthally averaged rainfall intensity for the k-th snapshot and 
the j-th annulus 
( , )I r   Predicted instantaneous rainfall intensity at a site 
( , )ShearI r   Asymmetric component of the rainfall caused by wind shear 





0 ,[ ( )]j kI r  Predicted rainfall intensity 
m Octave number 
N Total number of wavenumbers 
Nm Total number of sampled points along 
mk
x  
p Indice used to indicate the frequency band fp = p/(Nx) 
q Indice used to indicate the space localization xq = qx 
Q24 Maximum accumulated rainfall for 24 hours 
QA24 Annual maximum Q24 
QA24-100 Estimated 100-year return period values of QA24 
QA24-T T-year return period value of the accumulated rainfall per 24 
hours 
r Distance to the TC center 
re Model parameter 
rj Distance from j-th annulus to the TC center 
,k jr  Radius of k-th rainfall intensity field, and the j-th location of the 
measured rainfall intensity 
rm Radius of maximum rainfall intensity 
1 2
( , )k kr x x  Rank of 1 2( , )PC k ky x x  




cu  Translation velocity and the translation direction 
cu  Translational velocity 
( , )gV r   Gradient wind 
Vm Surface wind speed 
( , )sV r   Tangential wind velocity 
( , )sV r   
Wind field at 10 m height above the ground surface 
( , )x p qDS  
DOST coefficients 




x  Discrete points in two-dimensional space 
xq Space localization 
( )y jDS  DOST of ( )ky x  
 1 1 2( , )x xn Ny j j   Given seed rainfall field 
1 2
( , )PC k ky x x  Power corrected field 
( )ky x  
Field in one-dimensional space 
1 2
{ ( , )}k k Ny x x  Sampled y(x1, x2) at discrete points 
y(x1, x2) Field in two-dimensional space 
 Angle with respect to the TC translation direction 




location of the measured rainfall intensity 
 Width of the frequency band 
 Specified tolerance value. 
maxlnR
  Residual error of lnRmax 
(r/rm) Residuals by using the developed models and the considered 
snapthos 
( , )Top r   Coefficient for the topographic effect 
, ( )Top k j   Averaged topographic effect for the k-th snapshot and the j-th 
snapshot and the j-th annulus 
  Mean of (r/rm) 
( )1 2,j j  Sample independent and uniformly distributed between 0 and 
2 
 Air density 
e Model parameter to be estimated by minimizing E0 
  Standard deviation of (r/rm) 
maxln R
  Standard deviation of lnRmax 
B  Standard deviation of B 
  Latitude 
 ( )
N
j  Sorted  1 1 2( , )x xn Ny j j   in ascending order 




xm Sampling interval for xm 
 
Chapter 4 
ai Geographically dependent model parameters 
ap Model coefficients to calculate pressure difference 
ap0  Model coefficients to calculate ap. 
ap1 Model coefficients to calculate ap. 
a(r,) Correction function 
b(r,) Correction function 
B Holland’s radial pressure model parameter 
bi Geographically dependent model parameters 
CD  Surface drag coefficient 
CDmax Maximum surface drag coefficient 
di Geographically dependent model parameters 
es Saturation vapour pressure 
fc  Coriolis parameter 
h Depth of the planetary boundary layer 
H0 Sloping updrafts height 
I Relative intensity of the TC 




( , )I r   Instantaneous rainfall intensity at a site 
k̂  Unit vector in the vertical direction 
K Results obtained based on Kepert (2001) 
KH  Eddy viscosity coefficient 
MS Results obtained based on Langousis and Veneziano (2009) 
p Total pressure 
pc Azimuthally averaged pressure field of a typical tropical 
cyclone 
pc Central pressure 
pda Ambient pressure 
pdc  Minimum sustainable surface value of central pressure  
pg Large-scale pressure field 
p(x) Negative binomial distribution 
Q Saturation ratio 
Q  Depth-averaged value of Q 
QT Accumulated rainfall amount 
Q24 Maximum accumulated rainfall for 24 hours 
QA24 Annual maximum Q24 
QA24-T T-year return period value of QA24 




rm Location in which ( , )hw r   is maximum 
r1 max (r, Rmax) 
Rmax Radius to maximum wind velocity Vmax 
S Results obtained based on Shapiro (1983) 
( )S T  Volume of liquid water per unit volume of saturated air after 
complete condensation 
t Time 
tf Time required for rain generating features to develop 
tr Time required for a raindrop to reach the ground 
T Temperature 
T  Depth-averaged value of T 
Ts Sea surface temperature (SST) 
cu  Storm translation velocity vector 
cu  Storm translation velocity 
cu  Amplitude of the translational velocity, 
gu  Wind velocity resulting from the large-scale pressure field 
uR Horizontal radical wind velocity 
su  Wind velocity relative to the moving centre of the vortex 




( , )gV r   Gradient wind speed 
V10  Mean wind velocity at 10 m height 
Vmax Maximum wind velocity 
( , , )w r z , Vertical wind velocity 
( , )hw r   Vertical wind velocity field 
X Number of TC genesis in each year 
x  Value of X 
z Elevation 
 Angle with respect to the TC translation direction 
maxlnR
  Residual error of lnRmax 
 zero-mean Gaussian residuals 
a  Zero-mean normal variate to calculate ap 
B Zero-mean normal variate to calculate B 
h Residual in the calculation of boundary layer height 
0( , )r   Differernce between observed rainfall intensity and predicted 
rainfall intensity 
0 Tropical cyclone slopes angle 
 Angle between the translational direction and the north 




0( , )r   Calculated ratio of the observed rainfall intensity to 
( , )I r r− +  
1( , )r   Calculated ratio of the observed rainfall intensity plus I to 
( , )I r r I− + +  
  Rotation of the Earth 
  Standard deviation of  
B  Standard deviation of B 
maxln R
  Standard deviation of lnRmax 
a. Standard deviation of a 
  Latitude 
  Azimuth correction 
I Background rainfall intensity 
p Central pressure difference 
p0 Central pressure difference at the time of landfall 
p(t) Central pressure difference at time t 






Radial pressure gradient 







2D-DOST two-dimensional DOST 
CMA China Meteorological Administration 
DOST discrete orthonormal wavelet transform 
FFT fast Fourier transform 
FT Fourier transform 
GD Gumbel distribution 
GEVD generalized extreme value distribution 
GC1 Group 1 contains IC 1 
GC2 Group 2 contains IC 2 and 3 
GC3 Group 3 contains IC 4, 5 and 6 
IAAFT iterative amplitude adjusted Fourier transform 
IPAC iterative power and amplitude correlation 
NASA National Aeronautics and Space Administration 
PHRaM parametric hurricane rain model 
PR-TRMM precipitation radar (PR) data from TRMM 
R-CLIPER rainfall climatology and persistence model 
RMB Ren Ming Bi 
TC tropical cyclones 




TMI TRMM Microwave Imager 
TMI-TRMM Microwave Imager (TMI) data from TRMM 
WRF Weather Research and Forecasting 
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Chapter 1  
1 Introduction 
1.1 Introduction 
China experiences heavy rainfall events (Tao et al., 1979; Tao S. Y., 1980). These events 
in China have distinct regional and seasonal characteristics.  A review of the prediction of 
heavy rainfall over China was given by Luo et al. (2020).  The heavy rainfall could move 
from south to north with the annual northward march of the East Asian summer monsoon.  
These rainfalls affect South China and the Yangtze–Huai River basin, North China, and 
Northeast China.  The extreme rainfall also forms over the Sichuan basin because of the 
Tibetan Plateau.  In addition, the tropical cyclones (TC) originating from the Pacific ocean 
could make landfall and cause intense rainfall along the coastal region of mainland China, 
which is identified in Figure 1.1a.  The coastal region could be approximately divided into 
northern regions (Liaoning, Hebei, Tianjin, and Shandong), eastern regions (Jiangsu, 
Shanghai, Zhejiang, and Fujian), and southern regions (Guangdong, Guangxi, and Hainan).  
According to the National Bureau of Statistics of China (2019), the proportions of the 
population and the gross regional product of these eleven regions for 2018 were 
approximately 45% and 50% in mainland China.  The frequency of occurrence of heavy 
rainfall is illustrated in Figures 1.1b and 1.1c. 
    
Figure 1.1: Map identifying the coastal region in mainland China and frequency of 
occurrence (color bar shows day/decade) of heavy rainfall for part of mainland China:  a) 
coastal region in mainland China significantly affected by TC hazards, b) rainfall intensity 
greater than 50 mm/day, c) rainfall intensity greater than 100 mm/day.  The plots presented 
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in b) and c) are based on Luo et al. (2020) with modification. 
Besides the intense rainfall, severe TCs, known as typhoons in the northwest Pacific 
region, cause high winds, storm surges, and large waves.  The TC hazards have been 
responsible for catastrophic damages and fatalities (Liu et al. 2009).  Investigation of 
typhoon hazard for the coastal region in mainland China in terms of rainfall and wind speed 
has been investigated by several researchers (Chen et al. 2010; Yu et al. 2015, 2017; Xiao 
et al. 2011; Li and Hong 2016; Hong et al. 2016; Chen et al. 2021). 
The average number of landfalling TCs in mainland China is about eight per year.  The 
direct economic loss due to TCs in China is increasing (Zhang et al. 2009; Xiao and Xiao 
2010).  Typhoon season is from May to November and is most frequent during July to 
September (Hong et al. 2016), which is estimated based on the best track database available 
from the China Meteorological Administration (CMA) (Ying et al. 2014).  According to 
Chen et al. (2010), extreme disaster events were caused by heavy TC rainfall, and the six 
top heaviest rainfall events on record in China are all related to TCs.  The extreme rainfall 
event with accumulated rainfall of 1062 mm in 24 in Henan, August 1975, caused severe 
floods that claimed tens of thousands of lives.  Lian et al. (2020) indicated that on 
September 16, 2018, typhoon Mangkhut struck southern China.  It affected 300 million 
people and resulted in a direct economic loss of 5.2 billion RMB. 
The mapping of TC wind hazard for the coastal region in mainland China was presented 
in several studies, including Li and Hong (2016) and Hong et al. (2016).  The study in Li 
and Hong (2016) was based on a wind field model and empirical TC track model that could 
be used to simulate TC tracks from genesis to lysis.  The study in Hong et al. (2016) is 
based on localized statistics of the TC tracks and characteristics of parameters controlling 
the TC wind field.  However, to the best knowledge of the author, it seems that the mapping 
of TC rain hazard for the coastal region in mainland China is unavailable, although the 
characteristics of the rainfall asymmetries in TCs was presented in Chen et al. (2010), and 
Yu et al. (2015, 2017). 
The modeling and prediction of TC rainfall intensity is a necessary step to assess 
accumulated TC rain hazard.  The TC rainfall intensity is influenced by the storm size, 
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intensity, sea-surface temperatures, the vertical wind shear, and topographic effect (Frank 
and Ritchie 2001; De Maria and Tuleya 2001; Lonfat et al. 2004, 2007; Chen et al. 2006; 
Ueno 2007; Tuleya et al. 2007; Langousis and Veneziao 2009; Rogers et al. 2009; Chen et 
al. 2010).  A brief overview of some of these studies is presented in the next section.  The 
overview also extends to the TC wind field modelling since it influences the development 
of a physical-statistical model for predicting the rainfall intensity.  This is followed by the 
objectives and the outline of the present thesis. 
1.2 A brief overview of TC wind field and rainfall intensity 
modeling 
The TC rainfall modeling could be classified as a statistical-based model and a physical 
(-statistical) based model.  One of the statistical-based models is the rainfall climatology 
and persistence model (R-CLIPER) (De Maria and Tuleya 2001; Tuleya et al. 2007).  R-
CLIPER uses the radial distributions of azimuthally averaged rainfall to represent an 
instantaneous rainfall footprint that depends on the storm intensity.  The model provides 
the axisymmetric precipitation patterns centered at the TC center and grouped into three 
TC-intensity classes (i.e., the Saphir-Simpson category 0, categories 1 and 2, and categories 
3 to 5).  The model was developed based on the rainfall fields inferred from the Tropical 
Rainfall Measuring Mission (TRMM) ) satellite data (Simpson et al. 1988; Kummerow et 
al. 2000).  The inferred rainfall field could be obtained based on the precipitation radar (PR) 
data from TRMM (PR-TRMM) or Microwave Imager (TMI) data from TRMM (TMI-
TRMM).  The characteristics of one or the other dataset were discussed in Yamamoto et 
al. (2008).  A limitation of R-CLIPER is that it assumes an axisymmetric rainfall intensity 
field. 
A modification to this model by including an asymmetric rainfall intensity field and the 
topographic effect was proposed in Lonfat et al. (2007).  Their model is known as the 
parametric hurricane rain model (PHRaM).  PHRaM represents the rainfall field by using 
the first few terms of the Fourier series and then adds a component to consider the 
topographic effect.  An assessment of the performance of R-CLIPER and PHRaM for 
landfalling TCs affecting the U.S., as well as other rainfall intensity models, was presented 
in Brackins and Kalyanapu (2020).  Their results indicate that these models underestimate 
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the rainfall, which is consistent with that observed by Langousis and Veneziano (2009).  
The assessment of the rainfall asymmetries and the relationship between TC intensity and 
rainfall distribution for landfalling TCs affecting mainland China was investigated by Yu 
et al. (2015, 2017) using the Fourier series.  Their studies were focused on the TC rainfall 
asymmetry but pointed out that the axisymmetric component of TC rainfall decreased after 
landfall.  They showed that the TC rainfall intensity depends on the TC intensity category, 
and the maximum of the azimuthally average rainfall intensity for a group of high intensity 
TCs is less than about 8 mm/h. 
Instead of developing a statistical-based model, Langousis and Veneziano (2009) 
proposed a physical-statistical model for estimating the rainfall intensity, where the vertical 
outflow of water vapor from the TC boundary layer is taken into account.  The model 
assumed that the rainfall intensity is proportional to the vertical wind velocity.  The physic 
aspect of the model proposed by Langousis and Veneziano (2009) is related to the 
evaluation of the vertical wind velocity within the TC wind field as a function of the TC 
translation velocity, the maximum (gradient) tangential wind speed, and the radius to the 
maximum tangential wind speed (i.e., the radius of maximum winds).  The TC wind field 
model adopted in Langousis and Veneziano (2009) was a modified version of the model 
proposed in Smith (1968).  For selected values of the model parameters, they compared the 
predicted tangential, radial, and vertical wind speeds to those obtained by using the models 
in Shaprio (1983), Kepert (2001), and the Fifth-Generation Pennsylvania State (MM5).  
They showed that the vertical wind velocity profile obtained by the modified model 
approximates the one obtained by MM5 better than those obtained by using the models in 
Shaprio (1983), Kepert (2001).  It is noted that the model in Shapiro (1983) is a vertically 
averaged boundary layer slab model that was originally proposed in Chow (1971).  The 
model has been subsequently updated and modified in Vickery et al. (2009) and Li and 
Hong (2015).  In addition to these mentioned models, other models include those in Meng 
et al. (1995, 1997), Kepert (2001), and (Kepert and Wang (2001).  A more detailed review 
of these models is given in Hong et al. (2019). 
1.3 Research objectives and outline of the thesis 
The research objectives of the present thesis are to: 
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1.  Compare commonly used TC wind field models employed in TC wind hazard 
assessment.  The comparison is used as the basis to select a simple TC wind field model to 
be used in TC rainfall modeling; 
2.  Develop a statistical-based model for predicting the TC rainfall intensity applicable 
to the coastal region in mainland China. 
3.  Develop physical-statistical based model (i.e., semi-empirical model) for predicting 
the TC rainfall intensity applicable to the coastal region in mainland China; and 
4.  Map TC rainfall hazard defined as the extreme accumulated rainfall per 24 hours.   
To achieve the stated objectives the thesis is organized in several chapters and the 
relations between the chapters are shown in Figure 1.2.  As can be observed fromm the 
figures, Chapter 2 of the thesis is focused on the TC wind field.  For the TC wind field 
model assessment, the simple gradient wind field model (Georgiou 1985), the linear model 
presented in Meng (1995), and the slab model (Chow 1971; Vickery et al. 2009; Li and 
Hong 2015) are considered.  Details of the description of these models and the relative 
performance are presented in Chapter 2. 
In Chapter 3, the developed statistical models for predicting rainfall intensity fields are 
presented.  For the development, both PR-TRMM and TMI-TRMM data are employed.  In 
addition, the data is augmented by the surrogates of the snapshots.  The generation of the 
surrogates is based on al algorithm presented in Zhou et al. (2021), which is an efficient 
algorithm for generating surrogates for samples of the random field.  The algorithm uses 
the discrete orthogonal S-transform (Stockwell 2007) and an iterative power and amplitude 
correction algorithm (Hong et al. 2021).  The developed models are then employed to map 
the TC rain hazard for onshore sites near the coastline in mainland China. 
The development of the semi-empirical model for predicting the TC rainfall intensity 
that follows the approach described in Langousis and Veneziao (2009) is presented in 
Chapter 4.  The development is carried out by considering the measured snapshots of 
rainfall fields inferred from the PR-TRMM data (Simpson et al. 1988; Kummerow et al. 
2000).  Only the snapshots for the TC centre within 250 km of the coastline of mainland 
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China are considered.  Also, an approximation to the vertical TC wind field using the slab 
model is proposed to develop the physical-statistical based model.  The developed model 
is then employed to map the TC rain hazard for onshore sites near the coastline in mainland 
China. 
  
Figure 1.2: Relation between the chapters of the thesis. 
 
1.4 Format of the thesis 
This thesis is prepared in a manuscript format as specified by the School of Graduate 
and Postdoctoral Studies at the University of Western Ontario. Each chapter, except 
Chapters 1 and 5, is presented in a manuscript format with its own list of notations and 
references. 
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Chapter 2  
2 Comparison of tropical cyclone wind field models and 
their influence on estimated wind Hazard 
2.1 Introduction 
Tropical cyclones cause high winds, storm surges, large waves, and intense rainfall. 
They are among the most destructive natural events and have been responsible for 
catastrophic damages and fatalities. They can cause damages not only to buildings but also 
to other infrastructures such as urbane trees (Peng et al. 2018), offshore wind turbine 
structures (Dai et al. 2017), and transmission towers (Tomokiyo et al. 2004). It is essential 
to economically design and construct structures and infrastructure systems to resist extreme 
loads caused by tropical cyclones. Structural design codes (ASCE 7 2010; GB 50009 2012; 
GB/T 31519 2015) recommend return period values of the annual maximum tropical 
cyclone (TC) wind speed (or load) for structural design. A TC in the Atlantic and Northeast 
Pacific Oceans is known as a hurricane, and in the Northwest Pacific Ocean as a typhoon. 
The relatively infrequent TC occurrences and the unavailability of surface wind records 
at a site mean that there is often insufficient data to develop a tropical cyclone wind climate 
for a site of interest. The probabilistic framework is widely used to estimate TC wind 
hazards. The framework is based on the simulation technique and relies on the assumption 
that the TC wind hazard at a site can be determined based on three modules: the TC 
occurrence, track, and wind field. The framework has been used to estimate extreme TC 
wind speed for the coastal region of the United States by several researchers, including 
Russell (1971), Batts et al. (1980); Georgiou et al. (1983); Georgiou (1985); and Vickery 
et al. (2000a, b; 2009a, b). One of the most important tasks to develop an adequate TC 
wind hazard model is to assess and validate statistically the necessary model parameters 
based on the historical observations. A review of earlier simple hurricane wind field models 
is given in Wills et al. (2000). The consideration of the complex terrain effect was presented 
in Huang and Zhou (2014). Watson and Johnson (2004) compared several public and 
private TC wind hazard models and find that the ranges of hazard and risk analysis results 
of the models are qualitatively similar, although the model parameters of proprietary 
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models are generally not available. 
The assessment of the TC wind hazard for sites in Japan was presented in Meng et al. 
(1995, 1997). Studies focused on the TC wind hazard for the coastal region of mainland 
China were given in Xiao et al. (2011), Li and Hong (2015b, 2016), Hong et al. (2016), 
and Liu et al. (2019). In mapping the TC wind hazard along the coastal region of mainland 
China, Hong et al. (2016) adopted the same approach as Vickery et al. (2009a, b). Their 
results compare well to the wind hazard suggested in the design codes and the estimates 
from surface wind observations. The results reported in Liu et al. (2019) are obtained by 
modelling the wind field using Weather Research and Forecasting (WRF) Model - the 
third-generation non-hydrostatic mesoscale numerical weather prediction software 
package (Grell et al. 2005). 
The considered TC wind field models in the above studies range from simple to use 
analytical solutions to numerical solutions obtained from a very sophisticated software 
package. For example, the analytical solution of the wind field can be obtained using the 
gradient balance equation and the pressure profile given in Holland (1980). By including 
the curvature effect for the wind flow, Georgiou et al. (1983) modified this gradient wind 
field model and used it to assess the surface TC wind hazard by including a gradient to 
surface wind scaling factor determined using observation data. Chow (1971) used the fluid 
moment equation to obtain a horizontal TC wind field for a layer below gradient height 
where the vertical wind shear is assumed to be negligible. This modelling approach to the 
TC wind field – vertically averaged boundary layer slab model – was considered by others 
(Shapiro 1983; Georgiou 1985; Cardone et al. 1992; Thompson and Cardone 1996; Vickery 
et al. 2000a, b; 2009a, b). The assessment of the TC wind hazard for the coastal region of 
the United States was given by using this wind field model and incorporating the 
probabilistic models of TC occurrence and TC track (Georgiou 1985; Vickery et al. 2000a, 
b; 2009a, b). The success of applying the TC wind hazard model lies in the extensive 
statistical validation of the model parameters. The use of the boundary layer slab model to 
assess the TC wind hazard for the coastal regions in mainland China was reported in Li 
and Hong (2016) and Hong et al. (2016). 
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The wind field models given in Meng at al. (1995, 1997) are height-resolving models. 
They directly provide the horizontal wind speed at a height ranging from the surface to 
gradient height.  However, the statistical validation of the parameters of this model by using 
observed wind data is very limited. Other height-resolving models include the ones given 
by Kepert (2001, 2012) and Kepert and Wang (2001) (see also Hong et al. 2020). The 
model in Kepert (2001) is a linear model, and its analytical solution was given. It is of 
interest to note that the differences between the models given in Kepert (2001) and Meng 
et al. (1995) are that the former considers a linearized drag force at the surface boundary, 
and the latter neglects the variation of the horizontal wind speed in the radial direction. The 
differences in the wind fields obtained by using linear and nonlinear models are elaborated 
in Kepert and Wang (2001), while those between the slab- and height-resolving models are 
presented in Kepert (2012). The WRF provides a 3D wind field, and its application is 
compute-intensive. Its use to assess the TC wind hazard (Liu et al. 2019) can be valuable. 
However, the statistical validation and verification by using observation data, as well as its 
use with predicted TC tracks, are limited. Note that their predicted extreme TC wind hazard 
at several locations differs significantly from those recommended in the Chinese design 
code or obtained based on a TC wind hazard model or estimated using the surface wind 
observations (Hong et al. 2016). 
For simplicity, the simple gradient wind field model is still used to assess TC wind 
hazard (Valamanesh et al. 2016), while several studies, including Yang et al. (2018), 
employed the model given in Meng et al. (1995) to assess the resilience of power 
transmission systems subjected to TC wind hazard. However, there is no systematic 
statistical comparison of these models to the slab-resolving model given by Vickery et al. 
(2009a, b), which is extensively validated using observation data. Such a comparison is 
valuable and could shed light on the potential differences in the estimated TC wind hazard 
by using these wind field models. 
The main objectives of the present study are to (1) compare three frequently used 
engineering TC wind field models, (2) develop ratios among the predicted wind speed by 
using these models in establishing approximate equivalence among them, and (3) 
investigate the sensitivity of the estimated TC wind hazard to the adopted TC wind field 
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models. The wind field models considered in the present study are of horizontal slab-
resolving type nonlinear model, gradient wind field model, and height-resolved linear 
model. The models are summarized and compared in the following sections. The 
consideration of these models is aimed at providing an efficient and simple to use 
engineering tool to evaluate the TC wind hazard. For comparison purposes, the TC wind 
hazard assessments for a few selected onshore and offshore sites near the Chinese coastline 
are carried out.  For the analysis, the historical tracks rather than simulated tracks are used 
so to limit the variability introduced in the estimated TC wind hazard by using the TC 
occurrence model and the track model and to allow the comparison to be focused on the 
effect of wind field models on the wind hazard. 
2.2 Comparison of wind field models 
2.2.1 Three commonly used engineering wind field models 
Early studies of tropical cyclones were limited to the interpretation of observed data, 
and that data was limited to surface pressures and wind speeds that could be collected 
from land or ship.  Qualitatively, it is known that the horizontal wind speed increases up 
to Vmax as the distance from the TC center increases up to a distance Rmax; the wind speed 
decreases for an increased distance from the TC center if the distance is larger than Rmax. 
In other words, Rmax is the radius at which the maximum wind speed Vmax occurs. Simple 
empirical relations to estimate Vmax based on the central pressure difference have been 
developed and are often recommended for operational tropical cyclone centers (Harper 
2002; Knaff and Zehr 2007).  


























where p(r) (Pa) is the pressure at a distance r (m) from the TC center; Rmax is in m; 
a cp p p = − , pc (Pa) is the minimum pressure in the storm's low centre (i.e., central 
pressure), pa (Pa) is the ambient pressure far from the storm, and B is commonly referred 
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to as Holland B parameter. Note that an updated procedure to evaluate B was presented in 
Holland et al. (2010). Whether the update is used or not is unlikely to affect the comparison 
of the wind fields to be carried out in the present study, as the comparison is presented for 
a fixed B value. 
By using this pressure field, a simple engineering-type TC wind field model can be 
obtained based on the gradient balance equation, 











where Vg(r) (m/s) is the gradient wind velocity in the tangential direction; ρ is the air 
density that can be taken equal to 1.15 (kg/m3), and f (rad/s) is Coriolis parameter equal to 
2sin at latitude  (in degrees) in which  (rad/s) represents the rotation of the earth 
with 2π/day. There are several empirical relations to estimate B (Holland 1980; Vickery 
and Wadhera 2008; Powell et al. 2009). Typical values of B ranges from 1 to 2.5. Solving 
Eq. (2.2) by considering Eq. (2.1), a wind field is obtained. Georgiou et al. (1983) indicated 
that the observed asymmetry in the wind speeds between right and left sides of the TC 
circulation could be reasonably computed using Blaton’s formulation, which considers the 
effect of TC translation (i.e., curvature effect for the wind flow). By including this effect 
in Eq. (2.2), the gradient wind field, ( , )gV r  ,  
( )( , ) 0, ( , )g gV r V r =  , (2.3) 
with the first and second components representing the radial and tangential wind speed, 
where ( , )gV r   is given by (Georgiou et al. 1983), 
1/2
2





R R V rf V rfB p
V r
r r
    −  −      
 = − + +      
         
, (2.4) 
in which VT is the storm translation velocity;  is the angle from the translation direction 
and is positive if it is clockwise, as illustrated in Figure 2.1, and the notation Vg(r, α) is 
used interchangeably with Vg(r) in the present study to emphasize that the wind speed 
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depends on . 
The ratio between the 10 m height surface wind speed (over-water) to the gradient wind 
speed, TW/Grad, ranges from about 0.7 to 0.80 (Georgiou et al. 1983; Harper 2002). The 
estimated surface wind speed in such a manner is interpreted as the 10-min mean wind 
speed in the following because this seems to agree with the development of Eq. (2.1) 
(Holland 1980). In short, given the TC parameters B, p, Rmax and VT, and the model 
parameters  and f, the wind speed at the gradient height can be calculated using Eq. (2.3), 
and the 10-min mean wind speed at 10 m height at an over-water site defined by r and , 
denoted as (10)V , is then estimated to be equal to 
/ ( , )W Grad gT V r  . For easy reference, the 
estimation of the surface wind speed that is based on Eq. (2.3) with TW/Grad = 0.75 is 
summarized in Table 2.1 and referred to as Model I. Note that a value of 0.71 was used in 
Valamanesh et al. (2016). 
 
Figure 2.1: Illustration of wind field and definition of track orientation and site. 
In addition to the gradient balance wind field, Georgiou (1985) considered that the layer 
below the gradient height (i.e., height corresponds to 700 mb) representing the inflow layer 
can be subdivided into two sublayers: one from gradient height to 500 m height where 
vertical wind shear is assumed to be negligible and the other from 500 m height to surface. 
The upper sublayer is assumed to act as a slab. Unlike the case of the gradient wind field, 
the solution of the wind field for the inflow slab for the upper sublayer, denoted as ( , )ISV r  , 








Estimation of the 
10-min mean wind 
speed at 10 m 
height. 
Notes and suggested changes 
I Eq. (4) 
TW/Grad = 0.75; and 
TL/W as shown in 
Eq. (2.10). 
 
Replace Eq. (2.4) by Eqs. (2.18) and 
(2.19). TW/Grad equals F(z) shown in 
Eq. (2.22) with (c1, c2) = (0.81, 0.036) 
for Case-M, and = (0.75, -0.007) for 
Case-R, and TL/W is calculated using 
Eq. (2.10) but with rl given by Eq. 
(2.23) with (b1, b2, b3) =(0.92, 0.17, 
1.45) for Case-M, and (b1, b2, b3) = 




with the drag 
coefficient 
shown in Eqs. 
(2.6) and 
(2.7). 
Use Eq. (2.8) for 
the wind profile 
and a ratio of 1.06 
between hourly to 
10-min mean wind 
speeds. 
This model (Vickery et al. 2009a) is 




and (2.13) at 
10z h= +  m 
Eq. (11) for z = 
10+h is used to 
represent the 
surface 10-min 
mean wind speed. 
In the original model, no transition 
zone is considered. This is dealt with 
by introducing TL/W that is the same as 
the one suggested for Model I. 
Replace Eq. (2.4) by Eq. (2.19) to 
solve Eqs. (2.12) & (2.13) (see Table 
2.2 given below). 
Further, it is considered that ( , )ISV r   can be adjusted to represent the 500 m height wind 
speed, 
500 ( , )V r  , where the adjustment factor is based on the ratio of the gradient balance 
azimuthally averaged wind speed at r = Rmax to the azimuthally averaged tangential 
component of 
500 ( , )V r   at r = Rmax. The assumptions are that the azimuthally averaged 
values of the wind speed at 500 m height and of the gradient wind speed near the eyewall 
of TC are equal, and that ( , )ISV r   adequately represents the upper inflow layer. The 
solution to ( , )ISV r   is obtained by solving the fluid momentum equation using the 
approach given by Shapiro (1983) (see also Chow 1971). Besides the TC parameters B, p, 
and Rmax, and the model parameters  and f, the additional information needed to determine 
( , )ISV r   is the surface drag coefficient CD and the horizontal eddy viscosity coefficient KH. 
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Georgiou (1985) considered that (10)V  over-water equals /500 500( ) ( , )WT V r   , where the 
adjustment factor TW/500() is a function of ,  = r/Rmax. To calculate (10)V  over-land, an 
additional reduction factor, TL/W, is applied, resulting in / /500 500( ) ( , )L W WT T V r   , where TL/W 
represents the ratio of the surface wind speed over-land to that over-water, which is a 
function of the distance inland from the coastline dc. 
The fluid momentum based equation used to model the planetary boundary layer slab 
wind field written in the earth-fixed (Cartesian) coordinate system is (Chow 1971), 
   
1ˆ  + • + • = −  + − −  + •  − + +  
s D
c s s s s c g s H s s c s c
u C





su  (m/s) is the wind velocity relative to the moving centre of the vortex; cu  (m/s) is 
the TC translation velocity; 
gu  (m/s) is the wind velocity resulting from the large-scale 
pressure field; k̂  is the unit vector in the vertical direction;  (kg/m3) is the density of air; 
ps (Pa) is an axisymmetric pressure field (representing an azimuthally averaged pressure 
field of a typical tropical cyclone), and h (m) is the depth of the planetary boundary layer. 
It is considered that the total pressure p = ps + pg, where pg represents the large-scale 
pressure field, and it is assumed that ˆg gp fk u = −  . In Eq. (2.5), /su t   represents the 
time change of 
su  (local) to the fixed coordinates (on earth) while ( )/ sct u   represents 
the time change of 
su  to the moving coordinates (i.e., the center of the vortex) in which 
( ) ( )/ / cct t u  =   + • (Chow 1971). 
The finite difference method with several nested grids was used by Chow to solve Eq. 
(2.5) for specified KH, CD, h, and the boundary condition of the wind field. h is often taken 
equal to 1000 m, KH is based on the one recommended by Smagorinsky (1963), ps equals 
to p(r) shown in Eq. (2.1).  This approach is followed by others (Shapiro 1983; Cardone et 
al. 1992; Thompson and Cardone 1996; Vickery et al. 2000a, 2009b; Li and Hong 2015a) 
but with different solution schemes or surface drag coefficient models or approaches in 
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mapping the calculated wind field to (10)V . By adopting the slab-resolving model, a 
series of studies focused on the engineering applications were carried out by Vickery et al. 
2000a, b; 2009a, b), and their results were used as the basis to recommend the design wind 
speed. For their analysis (Vickery et al. 2009b), it was considered that in the over-land case 
CD equals 0.0047, and in the over-water case it is given by, 
( ) 3 maxmin 0.49 0.065 (10) 10 ,D DC V C− = +  , (2.6) 
where, 
( ) 3 4max maxmin max 0.0019, 0.0881 10 max( , ) 17.66 10 ,0.0025− − =  +  DC r R , (2.7) 
For the solution of the wind field, Li and Hong (2015a) noted that the term •c su u  was 
included in several studies and neglected in others because ( )/ 
c
t  was replaced by 
( )/ t . They investigated the influence of •c su u  on the predicted wind field and 
concluded that by including this term, the crescent shape associated with the maximum 
wind speed is moved towards the right-rear quadrant of moving storms. This observation 
is consistent with the H* Wind snapshots given by Powell et al. (1998). 
For the hurricane wind hazard assessment, the vertical wind profile is modelled using 









    
= −    
     
, (2.8) 
where ( )V z  is the wind velocity at a height z (m) above the ground (or water) (although 
( )V z  could be a function of r and , for simplicity of notation, they are omitted),  is the 
von Karman coefficient having a value of 0.4; u* is the friction velocity; the surface 
roughness z0 is taken to be equal to 0.0013 m for the over-water case, and 0.03 m for the 
over-land case; the parameters a and n equal 0.4 and 2.0, respectively; and the boundary 
layer height parameter H* (m) is given by, 
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* 343.7 0.26/ sH I= + , (2.9) 
in which Is is the inertial stability (Kepert 2001) that depends on the distance from the storm 
center. 
Vickery et al. (2009b) proposed a wind speed reduction factor that depends on the 
distance inland for the sea-land transition for a fetch distance inland up to 20 km. They also 
showed that the ratio of the surface wind speed over-land to that over-water depends on 
H*. The model presented in Eq. (2.6), with the drag coefficient and the model for the 
boundary layer profile taken from Vickery et al. (2009a, b), is summarized in Table 2.1 
and termed as Model II for easy reference. 
Model II is adopted to assess the typhoon wind hazard for the coastal region in mainland 
China, and the adequacy of the model is shown by comparing the predicted typhoon wind 
hazard to the estimated return period values of typhoon wind speed from the surface 
observations and the design code recommended values (Li and Hong 2015b, 2016; Hong 
et al. 2016). For their calculation, the estimated wind speed directly from the above model 
is treated as the hourly-mean wind speed.  The ratio of the 10-min mean wind speed to the 
hourly-mean wind speed equal to 1.06 is then applied to estimate the10 m height 10-min 
mean wind speed.  
By considering the wind speed reduction factor for sea-land transition and the ratio of 
the surface wind speed over-land to that over-water inferred from Vickery et al. (2009b), 
TL/W is, 
( ) ( )/
1 20
1 1 ln 0.05* / ln(1000) 20 20,000
20,000
c
L W l c c
l c
d




= − −  
 
, (2.10) 
where rl = 0.85 and dc is in m.   
Note that as there are no suggested TW/Grad and TL/W to estimate the surface wind when 
using Eq. (2.3) in Georgiou et al. (1983). Therefore, it is considered that if Model I is used 
to estimate the surface wind speed, TL/W shown in Eq. (2.10) and /W GradT  equal to 0.75 can 
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be used, where the value of 0.75 is in the middle of the values found in the literature 
mentioned earlier (Harper 2002). 
Table 2.2:  Variables and the procedure used to solve Eqs. (2.12) and (2.13). 
Based on Meng et al. (1995), Boundary condition: 1) u  tends to zero as z tends to ∞, 
and 2) shearing force balances with drag force at z=10+h, that is, 
Evaluated at 1010
( ) ( )
z hH z h d
u


























 = +  
 
; 
( , ) ( , )g g
c
V r V r
f
r r
   
 = + +   
; ( )
1/2
/c c =   ; ( ) ( )
1/4 1/2
/ 2c c mK =    
Iteration: Set 0u = , and calculated ( )V z  using Eq. (2.11) 
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( , ) ( 1) ( , ) /
1 ( 1)
g rgV r V r
D
  + +  
= −
+ +
, where the gradient wind speed in the radial 
direction, Vrg(r,a), is considered to be equal to zero; 
2)  Solve Eqs. (2.12) and (2.13), and calculate ( )V z  using Eq. (2.11); 
3)  Repeat Steps 1) and 2) until convergence is achieved. 
Modification.  Replace Eq. (2.3) by Eq. (2.19) and use ( )V z , D1 and D2 given below to 
solve the wind field: 
a) ( ) ( )gV z V z u= +  is used to calculate the drag force and Vg(r,a) is replaced by VgH(r,a); 
b) 
( ) ( )
1 2
( 1) ( ) sin ( , ) cos /
1 ( 1)
gH T rg TV r V V r V
D




( ) ( )
2 2
( ) sin ( 1) ( , ) cos /
1 ( 1)
gH T rg TV r V V r V
D




Another simple wind field model used to assess the TC wind hazard is the one proposed 
by Meng et al. (1995). They assumed that the wind speed in a TC boundary layer in a 
horizontal plane at a height z, ( )V z , can be expressed as the sum of the gradient wind in 





( )( ) 0, ( , ) =  +gV z V r u , (2.11) 
where ( )( , , ), ( , , ) − −=  ru u z r u z r , and ( , , )− ru z r  ( , , )− u z r  that denote the tangential 
and radial wind speeds in the horizontal plane at the height z above the ground surface are 
given by, 
( ) ( )' 1 2( , , ) e cos ' sin '
−
−   =  +  
zu z r D z D z , (2.12) 
and, 
( ) ( )' 1 2( , , ) e sin ' cos '
−
−   =   −  
z
ru z r D z D z , (2.13) 
for z ≥ h + 10, where the parameters needed to solve Eqs. (2.12) and (2.13) iteratively are 
given in Table 2.2 for completeness and easy reference. 
The surface wind speed is given by Eq. (2.11) evaluated at z = h +10.  The model is 
referred to as Model III in Table 2.1. One of the advantages of this approach is that it 
directly provides the surface wind speed. A comparison of the predicted and observed 10-
min mean wind speed is given in Meng et al. (1995) for three typhoons. Meng et al. (1997) 
extended this model by considering that the eddy viscosity Km varies with height. The 
height varying Km is not considered in the following, so to keep their approach as simple 
as possible. 
2.2.2 Comparison of wind field models and ratios between different 
wind field models 
For the models discussed in the previous section, the wind fields are calculated for 
typical ranges of the TC parameters B, p, Rmax, and VT. The obtained wind speeds are 
shown in Figures 2.2 to 2.4 for the models listed in Table 2.1 for selected five sets of values 
of the parameters, (B, Rmax (km), Δp (hPa), VT (m/s)) = (1.3, 40, 60, 10), (1.5, 40, 60, 10), 
(1.3, 60, 60, 10), (1.3, 40, 40, 10) and (1.3, 40, 60, 5).  They are referred to as Cases 1 to 5. 
The surface wind speeds presented in Figure 2.2 are obtained by using Model II. The 
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crescent shape associated with maximum wind speed is always located on the right-hand 
side of the storm translation direction. The crescent shape is rotated slightly forward or 
backward, depending on the model parameters. The wind fields (i.e., gradient wind speed) 
for Model I shown in Figure 2.3 indicate that the crescent shape associated with the 
maximum wind speed is always located at the right. However, the crescent shape, as well 
as the overall wind field, is more regular as compared to those shown in Figure 2.2. The 
surface wind speed shown in Figure 2.4 is calculated by using z0 = 0.0013 m for the over-
water case and z0 = 0.03 m for the over-land case. The use of these values in the equation 
for Cd shown in Table 2.2 leads to Cd = 0.002 and 0.0047, respectively. The value of Cd for 
the over-land case is the same as that for Model II used by Vickery et al. (2009b); the value 
for the over-water case is bracketed by the values calculated using Eqs. (2.6) and (2.7), 
which are 0.0019 to 0.0025. The crescent shapes associated with the maximum wind speed 
for the wind fields shown in the Figure are very consistent with those for the gradient wind 
speed shown in Figure 2.4. The wind fields of the surface wind speed for the over-water 
case are similar to those for the over-land case. 
To quantify the differences between the wind fields shown in Figures 2.2 to 2.4, the 
ratios of the wind speeds shown in Figures 2.2 to 2.3, and the ratio of the wind speeds 
shown in Figures 2.2 and 2.4 are calculated. The calculated values are presented in Figure 
2.5. 
The overall impression is that the shapes of the ratios of the wind speed from Model II 
to the gradient wind or to that from Model III differ in shape and magnitude. The ratio 
varies with azimuth and . The ratio of the surface wind speed (over-water or over-land) 
to gradient wind speed that is less than 1.0 for the region of maximum wind speed is 
expected since the studies indicated that the maximum gradient wind speed is greater than 
the maximum surface wind speed (Harper 2002). The ratio of the wind speed obtained from 
Model II to that from Model III depends on whether the over-water or over-land cases are 
considered.  The value of the ratio, in this case, can be greater than 1.0 in the region of high 
wind speed, indicating that Model III may overestimate the surface wind speed as 
compared to that estimated by using Model II. For all plots shown in Figures 2.5, the ratio 
for locations on the right-hand side of the storm translation direction is generally larger 
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than that on the left side. 
 
 
Figure 2.2: Surface wind fields from Model II, as described in Table 2.1 (wind speed 
shown is in m/s).  The horizontal and vertical axes in Figures 2.2 to 2.5 denote the 
normalized distances (x/Rmax, y/Rmax), respectively.  The storm moves up and out of the 
upper edge of the page.  The first and second rows are for the over-water and over-land 
cases, respectively. 
 
Figure 2.3: Gradient wind speed (m/s) calculated using Eq. (2.4).  The plots from left to 





































































































































































































































































































































































































































































Figure 2.4: Surface wind speed (m/s) from Model III.  See Figure 2.2 for model parameters 





Figure 2.5: Ratios of wind speeds between the results shown in Figures 2.2 to 2.4.  Rows 
1 to 4 show the ratios of (10)V  over-water from Model II to the gradient wind speed given 














































































































































































































































































































































































































































































































































ratios of (10)V  from Model II to that from Model III for the over-water case; and ratios of 
(10)V  from Model II to that from Model III for the over-land case, respectively. 
To provide further quantitative assessment and to potentially recommend simple 
empirical adjustment factors for Model I and Model III, the following ratios are calculated 
by using the models with the same TC parameters B, p and Rmax and VT: 
( )/ ( ) (10)  over-water from Model II / ( )W r RGrad A gA E V V z=   =   , (2.14) 
( ) ( )( ) (10)  over-water from Model II / (10)  over-water from Model IIIW Ar RA E V V=   =   ,(2.15) 
( ) ( )( ) (10)  over-land from Model II / (10)  over-land from Model IIIL Ar RA E V V=   =   , (2.16) 
and, 
( ) ( )/ ( ) (10)  over-land from Model II / (10)  over-water from Model IIr RL W AA E V V=   =   , (2.17) 
where  =RArE  denotes the azimuthally averaging operator at r = R. 
The calculated ratios are shown in Figure 2.6 for Cases 1 to 5 presented in Figures 2.2 
to 2.4. The results presented in the Figure indicate that / ( )W GradA  is a function of  and 
ranges from 0.75 to 0.85; / ( )W GradA  varies with B, VT, p, and Rmax. However, the variation 
could be considered to be small for  within 0.5 to 2.0, where the maximum wind speed 
occurs. For  less than 0.5, the estimated wind speed by Model II can be much greater than 
that obtained by using the gradient wind field model. The shape of ( )WA  is very similar to 
that of ( )LA ; the trends of ( )WA  and ( )LA  follow those of / ( )W GradA , although their 
magnitudes differ. The fact that ( )WA  differs from ( )LA  indicates that the roughness 
length influences the ratios. The plot of / ( )L WA  indicates that / ( )L WA  is much less 
sensitive to the TC and model parameters. In all cases, the ratios vary sharply for  less 
than 0.5, indicating that the estimated wind speed by using Model I and Model III differs 
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from that obtained by using the (nonlinear) slab-resolving model. 
The analysis that is carried out for the results shown in Figures 2.6 is repeated by 
considering combinations of the TC parameters that are calculated based on the historical 
track data, which will be discussed shortly. The consideration of the historical tracks 
resulted in B  [0.8, 2.5]; VT   [0, 25] (m/s); Δp  [2, 122] (hPa), and Rmax  [8, 100] 
(km).  The estimated mean and mean ± standard deviation of / ( )W GradA  , ( )WA , ( )LA  and 
/ ( )L WA  are shown in Figure 2.7. 
 
 
Figure 2.6: Calculated / ( )W GradA  , ( )WA  , ( )LA   and / ( )L WA   considering the wind fields 
shown in Figures 2.2 to 2.4. 
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Figure 2.7: Estimated mean (thick solid line), and mean +/- one standard deviation (thin 
solid line) of / ( )W GradA  , ( )WA  , ( )LA   and / ( )L WA    The dashed curves represent the mean 
value obtained by using the wind field considering the suggested modification showing in 
Table 2.2). 
Figure 2.7a shows that the average of / ( )W GradA  is about 0.80 for  within 0.5 to 2.0. 
The value of / ( )W GradA  is an increasing function of  for  greater than about 2.0. A similar 
trend, as shown in Figure 2.7a for large  value, can be observed from the results shown in 
Figures 2.7b and 2.7c. The means of ( )WA   and ( )LA   shown in Figures 2.7b and 2.7c are 
about 0.88 and 0.85 for  within 0.5 to 2.0. This suggests that Model III, on average, 
overestimates the maximum surface wind speed by about 10%. In all cases, the variability 
of the ratio is very large. The increasing trend as  increases is partly due to the use of Eq. 
(2.4) since as r increases Vg(r,) tends to zero for  = 90
o or 270o, which is inconsistent 
with the assumption that the storm translation velocity equals VT. In such a case, it is 
preferable to solve the gradient balance equation without considering Blaton’s formulation 
and superimpose the storm translation velocity to the solution. This leads to the gradient 
wind speed ( )gV z  given by, 




max max( ) exp
2 2
        
= − + −      
         
B B
gH

































Also, it may be preferable to solve the height-resolving model given by Meng et al. (1995) 
without considering Blaton’s formulation but superimposing the storm translation velocity 
to the solution of the wind field relative to the moving center of the storm. This is the 
procedure used in Kepert (2001) and in Kepert and Wang (2001) as well. In such a case, 
the solution procedure to the model given in Meng et al. (1995) is modified, as shown in 
Table 2.2.  
By using the wind speed calculated from Eqs. (2.18) and (2.19) (i.e., Modified Model I) 
instead of that obtained from Eq. (2.4) as well as the modified solution to the model given 
by Meng et al. (1995) (i.e., Modified Model III), the ratios are also calculated and shown 
in Figures 2.7a to 2.7c. The use of the suggested modifications leads to reduced values of 
the ratios as  increases.  
The results presented in Figure 2.7d indicate that the average value of / ( )L WA   decreases 
as  increases for  greater than 0.5. For values of  within 0.5 to 2, the mean of / ( )L WA   
is about 0.85, which is consistent with rl value used in Eq. (2.10). However, the mean of 
/ ( )L WA   for  equal to 1 is slightly greater than 0.85. 
Since the TC wind fields are not axisymmetric, and the wind speed on the right-hand 
side of the storm travelling direction is greater than that on the left-hand side, the estimated 
TC wind hazards are impacted by the winds on the right-hand side of the storm travelling 
direction. Therefore, the use of azimuthally averaged values defined in Eqs. (2.14) to (2.17) 
to compare the wind field for the purpose of evaluating the TC wind hazard may not be 
adequate.  An alternative is to analyze the ratios but only considering the wind field on the 
right-hand side of the storm travelling direction. The obtained ratios are shown in Figure 
2.8; these ratios again are associated with large variation. The means of / ( )W GradA  , ( )WA   
and ( )LA   obtained for the modified Model I and Model III are smaller than those without 
considering the modification. Moreover, the means of the ratios for the modified Model I 
and Model III are relatively consistent for a range of  values. 
A comparison of the results shown in Figures 2.7 and 2.8 indicates that the trends in the 
Figures are similar and that the means of / ( )W GradA , ( )WA , ( )LA  and / ( )L WA  shown in 
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Figure 2.8 are generally greater than those shown in Figure 2.7. Therefore, using the mean 
values shown in Figures 2.8a to 2.8c leads to greater estimated TC wind speeds than those 
by using the mean values shown in Figures 2.7a to 2.7c. 
Besides the ratios, it is instructive to compare the vertical profile used for Model II, 
which is validated using observation data to that determined using the results from Model 
III. The comparison of the profiles for the over-water case is shown in Figure 2.9, indicating 
that Model III leads to a much steeper slope than those obtained based on Eq. (2.8) for 
ranges of H* and z values, and considering z is less than about a few hundred meters. 
Therefore, if the predicted 10 m height surface wind speeds by Model II and III are the 
same, the use of Model III (i.e., its vertical wind profile) leads to unconservative wind load 
estimation. Since the calculated curves for the over-land case are very similar to those 
shown in Figure 2.9, they are not plotted. 
 
 
Figure 2.8: Estimated mean (thick solid line), and mean +/- one standard deviation (thin 
solid line) of / ( )W GradA  , ( )WA  , ( )LA   and / ( )L WA  , by considering the wind speeds on the 
right-hand side of the storm travelling direction.  The dashed curves represent the mean 
value obtained by using the gradient wind calculated from Eqs. (2.18) and (2.19) (i.e., 
modified Model I and Model III) (see also Table 2.2). 




























































Figure 2.9: Comparison of vertical wind profile considered for Model II and that 
determined from Model III. 
2.3 Estimating tropical cyclone wind hazard using historical 
tracks 
Instead of using the simulated TC tracks to assess TC wind hazard for regions in 
mainland China (Li and Hong 2016), the use of historical tracks is considered in the 
following so to limit or eliminate additional variability on the estimated TC wind hazard 
caused by the TC occurrence and track modelling. 
The best track dataset of TC affecting mainland China is available from the China 
Meteorological Administration (CMA) (Ying et al. 2014). The dataset covers the region 
north of the equator and west of 180°E, including the South China Sea (SCS) from 1949 
to 2017 (http://tcdata.typhoon.org.cn); it contains the information on each TC track at every 
6 hours, including the time, location (latitude and longitude), intensity category, and the 
minimum pressure near the TC center. The processed track data are illustrated in Figure 




Figure 2.10: A region of interest for a coastal area in mainland China and historical TC 
tracks from 2013 to 2017. 
Given a point on the track, p and VT can be obtained or calculated, and B and Rmax can 
be estimated using the following empirical equations (Vickery and Wadhera 2008),  
( ) 9 2max maxln /1000 3.015 6.291 10 0.0337 lnRR p
−= −   + + , (2.20) 
and, 
max1.833 0.326 BB fR= − +  , (2.21) 
where the standard deviation of lnRmax, 
maxlnR
  equals 0.448 for 8700Pap  , 
51.137 7.92 10 p−−    for 8700Pa 12000Pap   , and 0.186 for 12000Pap  ; and the 
standard deviation of B, lnB , equals 0.221. 
By using the same analysis procedure used in Li and Hong (2016) to estimate annual 
maximum (10)V , denoted as VA, is carried out using Model II. The estimated mean of VA, 
the coefficient of variation (cov) of VA, the 50-year return period value of VA, VA50, and the 
500-year return period values of VA, VA500, are shown in Figure 2.11 for a region containing 
a segment of the Chinese coastline identified in Figure 2.10.  Since the calculation of Rmax 
and B shown in Eqs. (2.20) and (2.21) involves the uncertain residuals, the analysis of TC 
wind hazard by using the historical tracks and simulation procedure is repeated 100 times 
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to consider the uncertainty in lnRmax and B. 
The results presented in Figure 2.11 indicate that the means of VA, VA50 and VA500 
decrease as the distance from the coastline to the overland site increases. This agrees with 
the decreased central pressure difference as the storm moves overland. The cov of VA varies 
from about 0.30 to 0.46 and attains the largest value for sites near the coastline. Since it is 
well-known that the structural reliability subjected to wind loading is sensitive to the cov 
of wind speed, this observed difference could be important in the risk and reliability 
analysis of structures. A distribution fitting analysis carried out by using the Gumbel 
distribution (GD) and the generalized extreme value distribution (GEVD) indicates that in 
almost all cases, the use of the GEVD for the annual maximum TC wind speed is preferred 
based on the Akaike information criterion. Typical samples and fitted distributions are 
shown in Figure 2.12. 
The analysis that is carried out for the results shown in Figure 2.11 is repeated but using 
Model I and Model III, instead of Model II.  Samples for the sites shown in Figure 2.12 
obtained by using Model I and Model III are also compared in the same Figure. The results 
indicate that the empirical distributions of VA obtained by using Model I are shifted towards 
the left as compared to those obtained by using Model II. The empirical distributions of VA 
obtained by using Model III for the two over-water sites agree well with those obtained by 
using Model II. The comparison of the estimated statistics of VA for the sites identified in 





Figure 2.11: Estimated statistics of VA by using Model II: a) mean, b) coefficient of 
variation, c) 50-year return period value, d) 500-year return period value. 
 
 
Figure 2.12: Typical samples of annual maximum TC wind speed and fitted distributions 




Over-land (approx. dist. 
form coastline (km)) or 
over-water 
Model 
Model I Model II Model III 
1 21.5, 113 Water 0.30 0.34 0.30 
2 21.75,113.5 Water 0.32 0.34 0.32 
3 22.25, 113.5 Land (6) 0.35 0.38 0.35 
4 22,114 Water 0.34 0.38 0.35 
5 22.5,114 Land (5) 0.37 0.39 0.36 
6 21.5,114.5 Water 0.27 0.31 0.27 
7 22,114.5 Water 0.29 0.32 0.28 
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8 22.5,114.5 Land (0.1) 0.36 0.38 0.35 
9 23,114.5 Land (≥20) 0.41 0.46 0.39 
10 22,115 Water 0.28 0.29 0.27 
11 22.75,115 Land (1) 0.37 0.40 0.35 
12 22.75,115.5 Land (1) 0.39 0.43 0.38 
13 23,115.5 Land (≥20) 0.39 0.42 0.38 
14 22.75,116 Water 0.36 0.39 0.35 
15 23,116 Land (16) 0.37 0.40 0.35 
Table 2.4:  Ratios of the statistics of VA obtained by using the models listed in Table 2.1. 
Site 
Ratio of mean Ratio of VA50 Ratio of VA500 
Model II 
to Model I 
Model II to 
Model III 
Model II 
to Model I 
Model II to 
Model III 
Model II 
to Model I 
Model II to 
Model III 
1 1.09 0.93 1.16 1.02 1.07 1.03 
2 1.08 0.92 1.11 0.97 1.21 1.00 
3 1.07 0.81 1.20 0.93 1.21 0.95 
4 1.08 0.93 1.27 1.04 1.29 1.09 
5 1.09 0.83 1.17 0.89 1.09 0.91 
6 1.08 0.91 1.18 0.99 1.21 1.00 
7 1.08 0.92 1.19 0.99 1.19 1.06 
8 1.07 0.88 1.12 0.94 1.36 1.03 
9 1.14 0.84 1.31 0.97 1.35 1.01 
10 1.09 0.92 1.15 0.97 1.12 0.99 
11 1.09 0.85 1.22 0.97 1.22 0.98 
12 1.12 0.86 1.31 0.97 1.24 0.92 
13 1.14 0.82 1.31 0.90 1.28 0.96 
14 1.13 0.94 1.26 1.00 1.16 1.00 
15 1.12 0.81 1.18 0.87 1.33 0.90 
Based on the results shown in Tables 2.3 and 2.4 where the results from Model II are 
used as the reference, the following observations can be made: 
1) The cov of VA obtained by using Models I and III are smaller than those obtained by 
using Model II. This reflects that the scaling of the wind field from Models I or III by a 
constant does not lead to the wind field obtained from Model II. It also indicates that 
the wind fields obtained based on Models I and III are slightly less sensitive to those 
obtained based on Model II. 
2) Use of Model I, in general, leads to the estimated mean of VA, VA50 and VA500 that are 
smaller than those obtained by using Model II. The underestimation by using Model I 
for onshore sites is greater than that for offshore sites. 
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3) The ratios shown in Table 2.4 are not consistent for different sites. This inconsistency 
is likely due to that the estimated wind hazard is conditioned on the historical track 
records and that the influence of the TC wind is not spatially homogeneous. Note that 
VA50 is often used in the design codes. A ratio TW/Grad > 0.75 could be considered for the 
estimated VA50 by using Model I to be more consistent with that by using Model II for 
the offshore sites. The suggested TW/Grad for the modified Model I based on the results 
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where ( )/ = W GradT F , and c1 and c2 are the model parameters. The estimated c1 and c2 
are 0.81 and 0.036 if the mean value shown in Figure 2.7a is considered. This case is 
referred to as Case-M.  If the mean value shown in Figure 2.8a is considered, the model 
coefficients become 0.75 and -0.007, which is referred to as Case-R. 
4) A ratio TL/W greater than that shown in Eq. (2.10) should be considered for the estimated 
VA50 by using Model I to be more consistent with that by using Model II. If the results 
shown in Figure 2.7d are considered (i.e., Case-M), TL/W can be approximated by using 
Eq. (2.10), except that rl equal to 0.85 is replaced by,  
( )1 2 3exp /= − − lr b b b , (2.23) 
where b1 = 0.92, b2 = 0.17 and b3 = 1.45. If the results shown in Figure 2.8d (i.e., Case-
R) are considered, b1 = 0.91, b2 = 0.22 and b3 = 3.16 are to be used to calculate rl. 
5) In general, the use of Model III overestimates the mean of VA. However, the estimated 
VA50 and VA500 are reasonably close to those obtained based on Model II, especially for 
over-water sites. Therefore, if one is interested in estimating the T-year return period 
value of VA the use of Model III can be adequate for T within 50 to 500 years, except a 
modification for the transition zone should be considered. It is suggested that the same 
TL/W indicated in 4) (i.e., Eqs. (2.10) and (2.23)) should be used with this model. 
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Table 2.5:  Ratio of the statistics of VA by considering suggested modification to Model I 
and Model III. 
 Ratio of mean Ratio of VA50 Ratio of VA500 
Site 
Model II to 
Model I 
Case-M, Case-R 




to Model I 
Case-M, Case-R 




to Model I 
Case-M, Case-R 
Model II to 
Model III 
Case-M, Case-R 
1 0.96, 1.02 0.90, 0.90 1.00, 1.07 0.94, 0.94 0.92, 1.00 0.94, 0.94 
2 0.95, 1.02 0.89, 0.89 0.98, 1.07 0.94, 0.94 1.17, 1.25 1.04, 1.04 
3 0.94, 0.98 0.89, 0.87 1.03, 1.12 0.95, 0.93 1.03, 1.09 1.00, 0.98 
4 0.96, 1.03 0.89, 0.89 1.11, 1.18 0.97, 0.97 1.13, 1.22 1.05, 1.05 
5 0.95, 1.00 0.91, 0.89 1.01, 1.08 0.96, 0.94 0.91, 0.98 0.94, 0.92 
6 0.97, 1.04 0.90, 0.90 1.03, 1.15 0.97, 0.97 1.10, 1.18 1.02, 1.02 
7 0.97, 1.05 0.90, 0.90 1.03, 1.11 0.97, 0.97 1.04, 1.14 1.03, 1.03 
8 0.96, 1.02 0.90, 0.89 0.98, 1.05 0.91, 0.90 1.17, 1.35 1.10, 1.10 
9 0.99, 1.04 0.96, 0.94 1.11, 1.18 1.08, 1.07 1.19, 1.31 1.18, 1.16 
10 0.98, 1.05 0.91, 0.91 1.01, 1.11 0.95, 0.95 0.97, 1.06 0.95, 0.95 
11 0.96, 1.02 0.90, 0.89 1.05, 1.18 0.98, 0.97 1.13, 1.21 1.02, 1.00 
12 0.99, 1.05 0.92, 0.90 1.12, 1.21 1.03, 1.02 1.13, 1.27 0.99, 0.98 
13 0.99, 1.04 0.94, 0.91 1.09, 1.16 1.03, 1.02 1.10, 1.25 1.07, 1.04 
14 1.00, 1.08 0.93, 0.93 1.07, 1.18 1.00, 1.00 1.03, 1.18 0.95, 0.95 
15 0.97,1.02 0.92, 0.89 1.03, 1.12 0.99, 0.97 1.15, 1.33 1.13, 1.10 
Based on the above suggestions, the analysis that is carried out for the results presented 
in Tables 2.3 and 2.4 is repeated by using Eqs. (2.22) and (2.23) for Case-M and Case-R. 
As the newly estimated cov values are almost identical to those shown in Table 2.3, they 
are not presented. The obtained ratios of the statistics between the models are shown in 
Table 2.5. A comparison of the results shown in Tables 2.4 and 2.5 indicates that the 
estimated mean of VA values by considering the modifications to Model I and Model III 
are closer to those obtained by using Model II. This is expected as the adjusted factors are 
suggested based on the mean curve shown in Figures 2.7 and 2.8. The estimated VA50 by 
using Case-M is closer than that using Model II and is greater than that using Case-R. This 
suggests that the modification factors associated with Case-M are preferred. In addition, 





A comparison of predicted wind speed using three engineering-type tropical cyclone 
(TC) wind field models is presented. The comparison uses a nonlinear slab-resolving model 
as the benchmark model and considers ranges of TC parameters that are used as input 
variables to calculate the wind fields. Parametric analysis indicates that, in general, the 
wind fields obtained based on the gradient balance equation (Model I) and from the linear 
height-resolving model (Model III) differ from those obtained using the nonlinear slab-
resolving model (Model II). 
The azimuthally averaged ratios of the wind speeds from these models are functions of 
the distance to the storm center and vary from TC event to TC event. There is a large scatter 
in the azimuthally averaged ratio. The comparison also shows that the vertical wind profile 
obtained based on the linear height-resolving model does not lead to the profile inferred 
from observation data. 
Based on the comparison of the predicted wind speed by using the three wind field 
models, sets of adjustment factors are calculated and suggested so that their use leads to 
the predicted TC surface wind hazard that is more consistent with those obtained using the 
benchmark model (i.e., Model II). It is shown that the use of the suggested modifications 
can be valuable and lead to the estimated VA50 to be close to that obtained by using the 
benchmark model. 
In addition, it is shown that the statistics of the annual maximum wind speed are 
spatially varying and that the use of the generalized extreme value distribution is preferable 
to the Gumbel distribution for the annual maximum TC wind speed. 
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Chapter 3  
3 Development of a statistical-based model by 
incorporating surrogate rainfall fields for assessing typhoon 
rain hazard 
3.1 Introduction 
China experiences significant rainfall-induced damage.  Predicting heavy rainfall and 
assessing rainfall hazard for mainland China are subjects of intensive research (Luo et al. 
2020).  The heavy rainfall could be caused by the occurrence and passing of tropical 
cyclones (TCs) (i.e., typhoons) (Chen et al. 2010).  The average number of landfalling TCs 
in mainland China is about 8 per year.  The direct economic loss due to TCs in China is 
increasing (Zhang et al. 2009; Xiao and Xiao 2010).  Typhoon season is from May to 
November and is most frequent during July to September (Hong et al. 2016).  Two of the 
most damaging TC rainfall events in the last 50 years for mainland China occurred in 
August 1975 and August 1996 (Chen et al. 2010, Sun et al. 2006).  The extreme rainfall 
event with accumulated rainfall of 1062 mm in 24 hours in Henan, August 1975, resulted 
in severe floods and claimed tens of thousands of lives (Chen et al. 2010).  The rain hazard 
assessment and mapping for mainland China are extensively discussed and presented in 
the literature by considering all mechanisms or types of heavy rainfall (Luo et al. 2020).  
However, it appears that the TC rain hazard mapping for the coastal region of mainland 
China is not available in the literature.  This is in contract with typhoon wind hazard 
mapping for the same region that was presented in several studies using different wind field 
models.  For example, Xiao et al. (2011) and Hong et al. (2016) investigated the wind 
hazard based on localized typhoon track statistics.  Li and Hong (2016) and Sheng and 
Hong (2020) mapped the TC wind hazard for onshore and offshore locations near the 
coastline of mainland China by using an empirical track model.  The empirical track model 
was developed based on the best track database available from the China Meteorological 
Administration (CMA) (Ying et al. 2014).  The model can be used to sample synthetic TC 
tracks from genesis to lysis.  It also provides TC parameters along the track, such as the 
TC translational direction and velocity, central pressure difference, radius to maximum 
wind speed, and the parameter for Holland pressure profile. 
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The modeling and prediction of the TC rainfall intensity is a necessary step to assess 
accumulated TC rain hazard.  The TC rainfall intensity is influenced by the storm size, 
intensity, sea-surface temperatures, the vertical wind shear, and topographic effect (Frank 
and Ritchie 2001; De Maria and Tuleya 2001; Lonfat et al. 2004, 2007; Chen et al. 2006; 
Ueno 2007; Tuleya et al. 2007; Langousis and Veneziao 2009; Rogers et al. 2009; Chen et 
al. 2010).  One of the statistical-based models is the rainfall climatology and persistence 
model (R-CLIPER) (De Maria and Tuleya 2001; Tuleya et al. 2007).  The model was 
developed based on the rainfall fields inferred from the Tropical Rainfall Measuring 
Mission (TRMM) ) satellite data (Simpson et al. 1988; Kummerow et al. 2000).  The 
inferred rainfall field could be obtained based on the precipitation radar (PR) data from 
TRMM (PR-TRMM) or Microwave Imager (TMI) data from TRMM (TMI-TRMM).  The 
preference of one or the other data set was discussed in Yamamoto et al. (2008).  A 
limitation of R-CLIPER is that it assumes an axisymmetric rainfall intensity field.  A 
modification to this model by including an unsymmetric rainfall intensity field and the 
topographic effect was proposed in Lonfat et al. (2007).  Their model is known as the 
parametric hurricane rain model (PHRaM).  Essentially, PHRaM represents the rainfall 
field by using the first few terms of the Fourier series and then adds a component to 
consider the topographic effect.  An assessment of the performance of R-CLIPER and 
PHRaM for landfalling TCs affecting the U.S., as well as other rainfall intensity models, 
was presented in Brackins and Kalyanapu (2020).  Their results indicate that these models 
underestimate the rainfall, which is consistent with that observed by Langousis and 
Veneziano (2009).  The assessment of the rainfall asymmetries and the relationship 
between the TC intensity and rainfall distribution for landfalling TCs affecting mainland 
China was investigated by Yu et al. (2015, 2017) using the Fourier series.  Their studies 
focused on the TC rainfall asymmetry but pointed out that the axisymmetric component of 
the TC rainfall decreased after landfall. 
One of the critical aspects of developing a statistical-based rainfall intensity model is 
the available sufficient number of sampled rainfall fields that represent the realization of 
the random rainfall intensity fields for different combinations of the TC parameters.  
Unfortunately, the data collection is a resource-intensive task, and the available samples of 
the rainfall intensity field are limited, considering the possible combinations of the TC 
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parameters.  An alternative to augment the data is to generate surrogates based on observed 
rainfall intensity fields that are viewed as samples of stochastic fields.  The generation and 
application of surrogates were extensively elaborated in Theiler et al. (1992), Schreiber and 
Schmitz (1996; 2000).  Schreiber and Schmitz (1996, 2000) proposed an iterative 
amplitude adjusted Fourier transform (IAAFT) algorithm to generate surrogates.  The 
generation of surrogates based on discrete wavelet transform for hydrological time series 
was presented in Keylock (2012; 2019).  The generation of the multi-dimensional 
nonstationary surrogates was also presented in Hong et al. (2021) and Zhou et al. (2021).  
The one considered in Zhou et al. (2021) is based on the efficient and non-redundant 
discrete orthonormal wavelet transform (DOST) (Stockwewll 2007).  However, the 
generation and use of surrogates of the TC rainfall intensity fields have not been explored 
in the literature. 
Rather than using a statistical-based model, a physical-statistical-based model was 
proposed in Langousis and Veneziano (2009) for long-term TC hazard modeling.  The 
physical part of the model is based on the vertical wind velocity field of TC, and the 
statistical part of the model is to adjust the physical-based model such that the predicted 
rainfall is consistent with observations.  The approach to modeling the rainfall field based 
on the vertical wind velocity field was followed by Snaiki and Wu (2018), Lu et al. (2018), 
and Xi et al. (2020).  These studies indicated that the rain-induced momentum flux at the 
surface could not be ignored, and the topographic effect needs to be taken into account.  
However, additional samples of the rainfall fields for possible combinations of the TC 
parameters are valuable to calibrate the model parameters and identify the uncertainty 
associated with the physical-based sed models. 
In the present study, the rainfall intensity fields from PR-TRMM and TMI-TRMM are 
propose to generate surrogates as the target or seed reainfall fields.  The generation of 
surrogates is focused on the rainfall intensity fields of the landfalling TC events affecting 
mainland China.  the model parameters by adopting PHRaM and using PR-TRMM/ TMI-
TRMM with or without surrogates are calibrated.  To show the applicability of the model 
for the TC rain hazard assessment, the developed rainfall intensity model with historical 
and synthetic TC tracks to estimate the return period value of the accumulated rainfall in 
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24 hours I combined.  As part of verification, the estimated return period value of the 
accumulated rainfall to that obtained by using the record from surface meteorological 
stations at a few locations is compared.  Although investigating the correlation of extreme 
TC wind and rain is important for the TC hazard and risk modeling, this topic is outside 
the scope of the present study. 
3.2 Rainfall intensity snapshots and generation of 
surrogates 
3.2.1 TC Rainfall intensity snapshots considered 
As the surface meteorological stations are often very sparsely distributed, the data from 
surface stations are very limited for calibrating or validating the TC rainfall intensity model.  
This problem could be overcome by using the instantaneous rainfall intensity field inferred 
from the PR data or TMI data obtained through the TRMM program (Simpson et al. 1988; 
Kummerow et al. 2000).  The data from TRMM are extensively used for calibrating the 
rainfall models (e.g., Lonfat et al. 2004, 2007; Chen et al. 2006; Yu et al. 2017; Yamamoto 
et al. 2008).  Lonfat et al. (2007) considered the available snapshots of rainfall fields from 
TRMM for different regions to calibrate PHRaM. 
TRMM was launched in late November 1997 and ended in collecting data in April 2015.  
The TRMM satellite orbits about 350 km above the surface.  The instrument observes the 
swath of 220 km.  The processed rainfall data from PR-TRMM and TMI-TRMM are 
accessible from the National Aeronautics and Space Administration (NASA) (an agency 
of the U.S. federal government), Earthdata portal (https://urs.earthdata.nasa.gov/).  Version 
7 of the processed PR and TMI are downloaded from “Ges Disc database” by using “wget”.  
Yamamoto et al. (2008) discussed the difference between the TMI and the PR data, 
indicating that these two sets of data reflect different stages of the evolution of convective 
precipitation.  PR directly detects near-surface rain, and TMI provides deep convection and 
solid hydrometeors, sensing heavy rain during the mature stage.  The snapshots cannot be 
interpolated to provide the rainfall intensities in continuous time because of the long inter-
frame time (about 12 hours).   
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For identifying the snapshots that correspond to TCs affecting mainland China and with 
the TC center within 250 km of coastline, it is noted that the best track database is available 
from the China Meteorological Administration (CMA) (Ying et al. 2014).  The database 
covers the north region of the equator and west of 180°E, including the South China Sea 
from 1949 to 2017 (http://tcdata.typhoon.org.cn, accessed 2017).  It contains the 
information on each TC track every 6 hours, providing the time, location (latitude and 
longitude), intensity category, and the minimum pressure near the TC center.  For the 
present study, the interval of track data is interpolated into 15 minutes intervals and used 
to aid the extraction of the snapshots of rainfall fields from TRMM. 
By processing the available instantaneous rainfall intensity fields from PR-TRMM and 
TMI-TRMM, the instantaneous rainfall intensity fields for the TCs affecting mainland 
China and TC center within 250 km of coastline are extracted.  The extracted snapshots are 
summarized in Tables A.1 and A.2.  From the Tables, it can be observed that there are 614 
snapshots of rainfall fields from 148 TCs that are found in the PR-TRMM dataset.  There 
are 933 snapshots of the rainfall fields from 151 TCs that are found in the TMI-TRMM 
dataset.  Among the snapshots in the TMI-TRMM dataset, 403 rainfall fields cover at least 
a portion of the center region of TC defined by the circle with a radius equal to the radius 
to the maximum wind speed of TC event, Rmax.  In the Tables, the identified TC track 
information on latitude and longitude of TC center is obtained based on the best track 
database.  The time shown in the Tables for a snapshot is the closest time identified based 
on the interpolated track information using 15 minutes intervals.  Other parameters defining 
the TC wind field (e.g., the maximum wind velocity; radius to maximum wind velocity; 
Holland pressure profile parameter; storm translational velocity and direction) that 
correspond to the identified time could be calculated as shown in the Tables.  The details 
of their calculation are elaborated in the following sections.  Note that for all the considered 
snapshots, the shortest distance between the TC center and the snapshot is less than 500 
km. 
Two samples of snapshots of the rainfall fields, one from PR-TRMM and the other from 
TMI-TRMM, are shown in Figures 3.1a and 3.1b.  The digital elevation maps 
corresponding to the sites for the snapshots are shown in Figures 3.1c and 3.1d.  These 
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digital elevation maps are downloaded from The NASA Shuttle Radar Topographic 
Mission (http://srtm.csi.cgiar.org/srtmdata/, July, 2019).  In fact, the digital elevation map 
for the entire coastal region of mainland China is downloaded from the same website and 
used in the present study. 
The samples shown in Figure 3.1 could be viewed as samples from the stochastic fields.  
A snapshot may contain measurement errors.  Since the stochastic quantification of the 
error for a given snapshot of the rainfall field is unknown, such an error is neglected in the 
present study. 
a)   b)  
c)  
Figure 3.1: Snapshots of instantaneous rainfall intensity fields for the same instance 
(extracted from TRMM) and the corresponding digital elevation map:  a) Snapshot 579 
identified in Table A.1, b) Snapshot 871 identified in Table A.2, c) digital elevation map 
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corresponds to the snapshot shown in a), and d) digital elevation map corresponds to the 
snapshots shown in a) and b). 
The snapshots of rainfall fields from TRMM were used as the basis to develop R-
CLIPER model (Marks et al. 2002; Tuleya et al. 2007) and PHRaM (PHRaM (Lonfat et al. 
2007).  However, the number of snapshots of the rainfall intensity fields for the 
combinations of TC parameters is relatively limited for the possible combinations of TC 
parameters.  This is especially the case by considering each snapshot is just a single 
realization of the stochastic rainfall field.  To increase the number of snapshots to be used 
to calibrate an instantaneous rainfall intensity model, the generation of surrogates based on 
each observed snapshot of the rainfall fields listed in Tables A.1 and A.2 in Appendix A is 
proposed.  Both the original snapshots and their surrogates to calibrate the parameters for 
the PHMaR model focused on the landfalling TC center affecting mainland China are used.  
The procedure to generate surrogate and model calibration is described in the following 
sections. 
3.2.2 Generation of surrogates based on discrete orthogonal S-
transform 
The generation of surrogates for a stochastic process was discussed extensively in 
Theiler et al. (1992).  Schreiber and Schmitz (1996; 2000) proposed an iterative amplitude 
adjusted Fourier transform (IAAFT) algorithm to generate surrogates for hypothesis testing.  
The generated surrogate for a given time history (or signal) is to have the Fourier amplitude 
spectrum (or power spectral density) equal to that of the original signal.  Also, the surrogate 
has the same values as those of the original signal but with their order shuffled.  The 
algorithm is popular and has been extended by other researchers (Venema et al. 2006, 
Keylock 2012, 2019; Hong et al. 2021, Zhou et al. 2021).  In particular, Zhou et al. (2021) 
used the discrete orthonormal S-transform (DOST) (Stockwell 2007) to simulate the 
inhomogeneous random corrosion surface.  The simulation is based on the iterative power 
and amplitude correlation (IPAC) algorithm (Hong et al. 2021a,b).  The use of DOST, 
which is extremely efficient and easy to interpret, is adopted in the present study to generate 
surrogates of the inhomogeneous rainfall field.  This allows an increased number of 
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snapshots of the instantaneous TC rainfall fields that can be used to calibrate the rainfall 
intensity model, such as PHRaM. 
According to Stockwell (2007), DOST is a pared-down version of the S-transform 
(Stockwell et al. 1996).  For one-dimensional field, DOST takes a discrete N-point space 
series to an N-point space-wavenumber representation by using N orthonormal basis 
functions, 
[ ]( ; , )kD x p q , given by, 
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In Eq. (3.2), N equals a power of 2 and m is the octave number.  The total number of the 
complex basis functions based on the combinations of p and q defined in Eq. (3.3) is N/2.  
The use of N/2 basis function is similar to the Fourier transform and is justified since the 
basis function is conjugate symmetric (i.e., *[ ] [ ]( ; , ) ( ; , )k kD x p q D x p q = − ), where the 
asterisk denotes the complex conjugate.  The DOST coefficients, ( , )x p qDS , for a real-
valued signal are conjugate symmetric about p = 0  (Wang and Orchard 2009).  An 





Figure 3.2:  Relation between the double indices (p,q) to a system of single index j for 
DOST: a) Case for N = 8, and b) N equals a power of 2 (Modified after Zhou et al. 2021). 
In anticipation of dealing with the multi-dimensional random field, it is convenient to 
simplify the double indices (p,q) (i.e., ( ; ; )p q  ) to a single index j, as shown in Figure 3.2a 
for the case when N = 8, and in Figure 3.2b in general when N equals an integer power of 
2.  The Figure indicates that each partition depicted in Figure 3.2 that corresponds to a 
combination of the two indices (p,q) is represented by a number in a single index system.  
The octave number m = 0 to 3 is also shown in the plot.  The correspondence between j 
and ( ; ; )p q   for the general case is illustrated in Figure 3.2b.  Based on the adopted single 
index system, the notation for the basis function 
[ ]( ; , )kD x p q  is then represented by 
[ ]( ; )kD x j . 
 Based on the above considerations, the DOST pair for a one-dimensional field can be 
written as, 
( ) ( ) ( )
1 1
arg ( )*
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0 0
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N N
i y j
j k k k
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  DSDS DS , (3.3) 
where ( )y jDS  is the DOST of ( )ky x .  Note that Eq. (3.3) can be re-written by incorporate 
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the fast Fourier transform (FFT) for computational efficiency (Wang and Orchard 2009).  
Similar to the two-dimensional FT, the two-dimensional DOST (i.e., 2D-DOST) is 
separable (Stockwell 2007).  This facilitates its use in dealing with a field y(x1, x2) is two-
dimensional space.  Let 
1 2
{ ( , )}k k Ny x x , denote the sampled y(x1, x2) at discrete points, where 
1 1 1k x
x k = , 
2 2 2k x
x k = , km = 0, 1, 2, …, Nm -1 (m = 1, 2), N = N1N2, xm is the sampling 
interval for xm, and Nm is the total number of sampled points (considered to be the power 
of 2) along 
mk
x .  The 2D-DOST pair can be written as, 
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1 2 1 2
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and, 
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where j1 = 0, …, N1-1, and j2 = 0, …, N2-1, and the orthogonal basis functions are already 
defined in Eq. (3.2). 
Based on 2D-DOST, the IPAC algorithm is applied to generate surrogates for a given 
sample of the rainfall field  1 1 2( , )x xn Ny j j   as follows: 
1) Calculate ( )1 2,y j jDS  using Eq. (3.4) for the given seed rainfall field 
 1 1 2( , )x xn Ny j j  , sort  1 1 2( , )x xn Ny j j  in ascending order and store it in  ( ) Nj .  
Sample ( )1 2,j j  which independent and uniformly distributed between 0 and 2 
2) Calculate the power corrected field 
1 2
( , )PC k ky x x  by using the right-hand side of Eq. (3.5) 
but with ( )( )1 2arg ,y j jDS  replaced with ( )1 2,j j . Find the rank of 
1 2
( , )PC k ky x x  denoted 
as 
1 2
( , )k kr x x , for all combinations of k1 and k2. 
3) Assign the amplitude corrected field 
1 2 1 2
( , ) ( ( , ))AC k k k ky x x r x x= , calculate its DOST 
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coefficient ( )1 2,y j jDS , and let ( ) ( )( )1 2 1 2, arg ,j j y j j = DS . 
4) Repeat Steps 2) to 3) if 
1 2 1 2 1 2
1 2 1 2
2 2
( , )- ( , ) / ( , )PC k k k k k k
k k k k
y x x y x x y x x          , 
otherwise, take 
1 2
( , )AC k ky x x  as the surrogate, where  is a specified tolerance value. 
For the numerical analysis presented in the present study,  equal to 2×10-3 is employed.  
A preliminary numerical analysis indicates that the use of the IPAC algorithm for a seed 
rainfall intensity field with a large area of almost zero rainfall intensity could generate 
surrogates that are significantly different from the seed rainfall intensity field.  
Consequently, it was decided that the generation of the rainfall field is to be carried out by 
only considering cells with at least 0.01 of the maximum rainfall intensity, Imax.  That is, a 
cell with rainfall intensity less than 0.01Imax is not involved in the shuffling in the IPAC 
algorithm.  For example, by considering each rainfall field presented in Figures 3.1a and 
3.1b as the target (or seed) random fields and using the IAPC algorithm with this mentioned 
criterion, the evaluated amplitude of the DOST coefficients by applying Eq. (3.4) are 
shown in Figures 3.3a and 3.3b, respectively.  Using the obtained amplitude of the 
coefficient and the steps of the IPAC algorithm with DOST, typical surrogates for the 
rainfall fields shown in Figures 3.1a and 3.1b are illustrated in Figures 3.3c and 3.3d.  The 
amplitude of the DOST coefficients of the surrogates is shown in Figures 3.3e and 3.3f, 
indicating that they mimic well the DOST amplitude of the seed fields.  The correlation 
coefficient between ( )1 2,y j jDS  for the seed rainfall intensity field and the surrogate 
equals 0.9919 if the rainfall intensity field shown in Figure 3.1a is considered, and 0.9927 
if the rainfall intensity field shown in Figure 3.1b is considered. 
Moreover, by generating 50 surrogates for each of the rainfall intensity fields shown in 
Figure 3.1, the average of the amplitude of the DOST coefficients of the surrogates is 
carried out.  The obtained averages are shown in Figures 3.3g and 3.3h.  The correlation 
coefficient between ( )1 2,y j jDS  for the seed rainfall intensity field and the mean of the 
amplitude of the DOST coefficients of the 50 surrogates equals 0.9981 if the rainfall 
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intensity field shown in Figure 3.1a is considered, and 0.9988 if the rainfall intensity field 
shown in Figure 3.1b is considered.  These results indicate that the surrogates are very 
consistent with the seed rainfall intensity field in terms of the amplitude of DOST 
coefficients (i.e., power distribution in the time and frequency domain).  The surrogates 
also have the same marginal probability distribution function of the rainfall intensity field 
as the seed field (see Step 3) of the algorithm). 
The described approach in generating surrogates is applied for each of the snapshots 
listed in Tables A.1 and A.2.  For each seed snapshot of the rainfall intensity field, 
surrogates are generated and used together with those shown in Tables A.1 and A.2 to 







Figure 3.3:  DOST amplitude of the seed rainfall fields, typical surrogates by using the 
fields, the mean of their amplitude of DOST coefficients, and the ratio between the mean 
amplitude of DOST coefficient of the surrogate and its target.  The left and right columns 
correspond to those by using the rainfall field shown in Figures 3.1a and 3.1b as the seed 
rainfall fields, respectively. a) and b) Amplitude of the seed rainfall field; c) and d) typical 
surrogates; e) and f) Amplitude of the DOST coefficient of the surrogates shown in c) and 
d); g) and h) the mean of the amplitude of DOST coefficient for 50 generated surrogates. 
3.3 Calibrating PHRaM based snapshots of rainfall intensity 
fields and their surrogates 
3.3.1 Modeling of the rainfall intensity 
PHRaM (Lonfat et al. 2007) is a modified version of R-CLIPER model (Marks and 
54 
 
DeMaria 2001; Tuleya et al. 2007) by including the effect of wind shear (Chen et al. 2006) 
and the orographic effect.  PHRaM can be written as, 
0( , ) ( ) ( , ) ( , )Shear TopI r I r I r I r = +  +  , (3.6) 
where ( , )I r   (mm/h) is the predicted instantaneous rainfall intensity at a site, which is 
defined by a distance to the TC center r (km) and an azimuth angle  with respect to the 
translation direction (clockwise angle is taken as positive).  In Eq. (3.6), I0(r) (mm/h) 
represents the predicted instantaneous rainfall intensity (i.e., predicted by R-CLIPER 
model), which is an axisymmetric field.  ( , )ShearI r   (mm/h) represents the asymmetric 
component of the rainfall caused by wind shear, which could be viewed as Fourier 
decomposition of the rainfall field with order greater than zero and conditioned on r.  
( , )TopI r   (mm/h) is used to take into account the effect of topographic change (i.e., the 
slope of the mountains). 
R-CLIPER considers that the rainfall intensity I0(r) at a distance r from the TC center 
can be evaluated based on, 
0 0
0
( ) , / 1
( )

















     − −           
, (3.7) 
where I0 and Im are the rainfall intensity at r equal to zero and rm, respectively, rm is the 
radius of maximum rainfall intensity, and re is a model parameter.  Based on statistical 
analysis results, Tuleya et al. (2007) suggested that I0, Im, rm, and re, can be treated as a 
linear function of the surface wind speed (i.e., maximum wind speed at 10 m height above 
the ground surface), Vm (m/s). 
The asymmetric component of the rainfall intensity caused by wind shear, ( , )ShearI r  , 








I r a r k b r k
= =
 =  +   , (3.8) 
where ak(r) and bk(r) are Fourier series coefficients for a given r, and N is the total number 
of wavenumbers to be considered.  It was recommended in Lonfat et al. (2007) that N = 2 
is to be used for model development. 
The term for the topographic effects ( , )TopI r   is given by, 
( , ) ( , ) ( , )Top s sI r cV r h r =    , (3.9) 
where c is a model coefficient, ( , )sh r   (m) is the ground elevation, and ( , )sV r   (m/s) 
represents the wind field at 10 m height above the ground surface.  Further discussions on 
the modeling of ( , )ShearI r   were presented in Grieser and Jewson (2012) and Brackins and 
Kalyanapu (2020).  Based on these studies,  
0( , ) ( , ) ( )Top TopI r r I r =   , (3.10) 
where, 
1 ( /100), for increased elevation in downwind direction
( , )
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, (3.11) 
where the lift (m) is the amplitude of the difference in the elevation. It was pointed out 
(Lonfat et al. 2007; Grieser and Jewson 2012; Brackins and Kalyanapu 2020) that the 
coefficients in Eq. (3.10) are calculated based on a resolution of 10 km for the digital 
elevation map.  If a different resolution is considered, the coefficient in Eq. (3.10) (i.e., c 
in Eq. (3.9)) should be re-calibrated. 
In Lonfat et al. (2007), it was suggested that ( , )sV r   is to be modeled using the model 
given by Willoughby et al. (2006) to evaluate the tangential wind velocity ( , )sV r  .  Rather 
than using this suggested wind field model, in the present study, the use of the surface wind 
obtained by scaling the gradient wind (Holland 1980) is considered.  The consideration of 
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scaled gradient wind field could be justified since it provides a good estimate of the surface 
wind, as shown in Georgiou et al. (1983), Young (2017), and Gu et al. (2020).  Based on 
these studies and for the numerical analysis to be carried out in the present study, it is 
considered that ( , )sV r   could be approximated using, 
( , ) ( , ) / 2s s g g cV r c V r u− =  + , (3.12) 
for onshore sites, where 
s gc −  is a coefficient relating the gradient wind and surface wind 
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     −  −    
 = − + +      
          
,(3.13) 
in which 
cu  (m/s) is the translational velocity, ρ is the air density that can be taken equal 
to 1.15 (kg/m3), B is Holland’s radial pressure model parameter, p is the central pressure 
difference, Rmax is the radius to maximum wind speed, fc (rad/s) is Coriolis parameter, and 
 is the angle with respect to the TC translation direction and taken as positive if it is 
clockwise.  If 
s gc −  is assumed to be a constant, the adoption of Eqs. (3.12) and (3.13) also 
implies that 
maxm s gV c V−= , where max /V B p e=   .  Based on Georgiou et al. (1983) and 
Gu et al. (2020), a value of 
s gc −  equals 0.83 is considered, and Vm is used to represent the 
2-minute surface mean wind speed. 
The analysis presented in Lonfat et al. (2004) was carried out for three TC intensity 
classes:  tropical storms; Saffir–Simpson category-1 and -2 hurricanes; and Saffir–Simpson 
category-3, -4, and -5 hurricanes.  Since CMA (GB/T19201 2006) classifies the intensity 
of TC as shown in Table 3.1, in the following numerical analysis, the calibration of the 
PHRaM for landfalling TCs affecting mainland China is carried out for three groups of 
intensity class:  Group 1 contains IC 1, Group 2 contains IC 2 and 3, and Group 3 contains 




Table 3.1: Intensity Category according to CMA (GB/T19201 2006). 
Name, Intensity Category (IC) Wind speed (representing the near-surface maximum 
2-minute mean wind speed near the TC center) (m/s) 
Tropical depression, 1 10.8-17.1 
Tropical storm,  2 17.2-24.4 
Severe tropical storm, 3 24.5-32.6 
Typhoon, 4 32.7-41.4 
Severe typhoon, 5 41.5-50.9 
Super typhoon, 6 ≥51.0 
 
3.3.2 Estimating model parameters 
From the discussion presented in the previous section, it can be observed that the term 
( , )TopI r   is a function of I0(r) (i.e., R-CLIPER) which is unknown a priori.  Also, 
( , )ShearI r   is to be estimated based on the available observed rainfall intensity field.  To 
estimate the parameters Im, I0, rm, and re shown in Eq. (3.7) for a given set of observed 
rainfall fields 
, ,( , )observed k j k jI r  , the minimization of the error is defined as, 
( )( )
2
0 , , , , 0 ,
Over Over 
( , ) / 1 ( , ) ( )observed k j k j Top k j k j k j
k j
E I r r I r=  +   −  , (3.14) 
where k denotes the k-th rainfall intensity field, and j denotes the j-th location of the 
measured rainfall intensity.  However, rather than following Tuleya et al. (2007) and 
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=      − −       
, (3.15) 
is adopted, where n and e are model parameters.  Moreover, rather than considering that 
Im, I0, rm, and re are linear functions of Vm (Tuleya et al. 2007), it is assumed that 
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maxm Im ImI a b V= + , and 0 0 0 maxI II a b V= + , where a and b with subscripts and e are model 
parameters to be estimated by minimizing E0 defined in Eq. (3.14).  For simplicity, rm is 
taken equal to Rmax.  This could be justified considering Rmax is greater than the radius 
where the maximum wind shear occurs and an outward radial displacement of 7.8 km that 
is caused by the outward wall updraft of the tropical cyclones (Langousis and Veneziano 
2009).  Note that by considering the relation between Vm and Vmax, one could easily write 
m1.20m Im ImI a b V= + , and 0 0 0 m1.25I II a b V= +  if the parametrization is based on Vm.   
First, the minimization of E0 shown in Eq. (3.14) was carried out.  Unfortunately, this 
resulted in an unrealistic predicting model (e.g., extreme large rainfall intensity or negative 
rainfall intensity).  Consequently, the parameter estimation is carried out based on the 
azimuthally averaged rainfall intensity calculated from the snapshots of the rainfall 
intensity.  In such a case, Eqs. (3.13) and (3.14) becomes 
( )( )
2
0 , , 0 ,
Over Over 
( ) / 1 ( ) [ ( )]
j
observed k j Top k j j k
k
E I I r

=  +   −  , (3.16) 
where , ( )observed k jI   is the azimuthally averaged rainfall intensity for the k-th snapshot and 
the j-th annulus with a radius between 
0jr r  , , ( )Top k j   represents the averaged 
topographic effect for the k-th snapshot and the j-th snapshot and the j-th annulus, and 
0 ,[ ( )]j kI r  represents the predicted rainfall intensity.  Note that rj = 10j km 0r  = 5 km are 
considered to evaluate the azimuthally averaged rainfall intensity. 
To appreciate the average behavior of the rainfall intensity, the calculated azimuthally 
averaged rainfall intensity is shown in Figures 3.4a to 3.4c by considering the snapshots of 
the rainfall fields for four cases, which are referred to as Case 1 to Case 4.  Case 1 is defined 
by the rainfall fields from PR-TRMM (see Table A.1), and Case 2 is defined by the rainfall 
fields from TMI-TRMM (see Table A.2).  Case 3 is the same as Case 1, except 10 
additional surrogates for each of the snapshots shown in Table A.1 are included.  Case 4 is 
the same as Case 2, except 10 additional surrogates for each of the snapshots shown in 
Table A.2 are included.  Note that since not all snapshots of the rainfall intensity have the 
same spatial coverage, the obtained mean for different r/rm may contain a different number 
59 
 
of samples.  The Figure indicates that the mean of the rainfall intensity obtained based on 
PR-TRMM is greater than that obtained by using TMI-TRMM.  This is consistent with the 
remark made by Yamamoto et al. (2008) in that PR and TMI detect different aspects of 
rainfall, as mentioned earlier.  The obtained mean values are also consistent with those 
reported in Yu et al. (2017) for areas located in the coastal region in mainland China. 
 
Figure 3.4:  Average rainfall intensity and predicted rainfall intensity. 
By minimizing the error defined in Eq. (3.16), the obtained model parameters are shown 
in Table 3.2 for the grouped intensity categories (i.e., GC1, GC2, and GC3) and different 
cases.  Based on the estimated model parameters, the predicted rainfall intensity is shown 
in Figure 3.5 for selected values of Rmax and Vmax.  Note that since the mean presented in 
Figure 3.4 for GC1, GC2 and GC3 are obtained by considering TCs with different Rmax and 
Vmax ( and snapshots with incomplete coverage of the rainfall intensity field), the results 
shown in Figures 3.4 and 3.5 should not be compared quantitatively.  However, 
qualitatively, the trends of the rainfall intensity in the radial direction shown in Figures 3.4 
and 3.5 are consistent.  Also, the results show in Figure 3.5 indicate that the predicted 






























































































































rainfall intensity is sensitive to Rmax and Vmax.  An increase in Rmax or Vmax results in an 
increase in the predicted azimuthally average rainfall intensity.  In all cases, the use of the 
model parameters developed based on TMI-TRMM with or without surrogates leads to the 
predicted azimuthally averaged rainfall intensity that is less than that developed based on 
PR-TRMM.  However, it must be emphasized that the predicted rainfall accumulation by 
considering the passage of a TC event depends on the azimuthally averaged and the 
asymmetric component of the rainfall intensity. 
Table 3.2:  Estimated model coefficient for the mean rainfall intensity. 
Group Case Parameters 
 aI0 bI0 aIm bIm n e  
GC1 1. PR-TRMM -2.1462 0.2266 0.2818 0.0285 1.4047 26.1852 
2. TMI-TRMM -3.3118 0.2502 0.4321 0.0357 0.6310 2.5257 
3. PR-TRMM & 
surrogates 
-2.2811 0.2188 0.1838 0.0649 0.2882 1.6239 
4. TMI-TRMM 
& surrogates 
-3.2523 0.2456 0.3108 0.0448 0.4139 2.1059 
GC2 1. PR-TRMM 1.0721 0.0401 -2.3677 0.2169 0.5819 1.9059 
2. TMI-TRMM -1.9622 0.1110 -1.8556 0.1361 0.8260 4.0765 
3. PR-TRMM & 
surrogates 
1.0688 0.0402 -2.3704 0.2170 0.5818 1.9057 
4. TMI-TRMM 
& surrogates 
-1.9382 0.1102 -1.8561 0.1362 0.8256 4.0727 
GC3 1. PR-TRMM 10.2792 -0.2050 -8.6572 0.3515 1.5275 9.0939 
2. TMI-TRMM -1.9554 0.0782 -2.3464 0.1787 1.4319 7.7649 
3. PR-TRMM & 
surrogates 
-0.1397 0.0164 0.0231 0.1693 1.4368 7.7217 
 
 































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.5:  Predicted azimuthally averaged rainfall intensity using the model parameters 
shown in Table 3.2. For the plots where Vmax is shown, rm equals 60, 50, and 40 km for 
GC1, GC2, and GC3, respectively.  For the plots where rm is shown, Rmax equals 15, 30, 
and 45 m/s for GC1, GC2, and GC3, respectively.   
To assess the asymmetric component of the rainfall intensity field, the terms associated 
with wavenumber 1 and 2 are retained to represent ( , )ShearI r   as shown in Eq. (3.8) but 
replacing the Fourier coefficients ak(r) and bk((r) with ak(r/rm) and bk(r/rm).  This 
replacement is consistent with the parametrization used for I0(r) shown in Eq. (3.15).  The 
Fourier coefficients can be calculated using ( ), , , , 0 ,( , ) 1 ( , ) ( )observed k j k j Top k j k j k jI r r I r − +    
and the Fourier series properties.  The resulting coefficients for GC1, GC2, and CG3 are 
shown in Figures 3.6 to 3.9 for Case 1 to Case 4, respectively.  The Figure shows that the 
Fourier coefficients vary radially and depend on the grouped intensity categories.  For each 
case, the largest amplitude of the Fourier coefficients occurs for GC3, indicating that the 
asymmetric rainfall intensity for GC3 is likely to be more severe than that for GC1 and 
GC2.  Also, a comparison of the results for cases without surrogate snapshots to those with 
surrogate snapshots indicates that the consideration of surrogates leads to slightly smoother 
Fourier coefficients. 































































































































































































































































Figure 3.6:  Coefficients for the asymmetric rainfall intensity field for Case 1.  The first 
to third rows correspond to GC1 to GC3, respectively.  ak(r/rm) and bk(r/rm) has units of 
mm/h, where k = 1 and 2. 
 
Figure 3.7:  Coefficients for the asymmetric rainfall intensity field for Case 2.  The first 
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to third rows correspond to GC1 to GC3, respectively.  ak(r/rm) and bk(r/rm) has units of 
mm/h, where k = 1 and 2 
 
Figure 3.8:  Coefficients for the asymmetric rainfall intensity field for Case 3.  The first 
to third rows correspond to GC1 to GC3, respectively.  ak(r/rm) and bk(r/rm) has units of 




Figure 3.9:  Coefficients for the asymmetric rainfall intensity field for Case 4.  The first 
to third rows correspond to GC1 to GC3, respectively.  ak(r/rm) and bk(r/rm) has units of 
mm/h, where k = 1 and 2. 
To appreciate the asymmetric rainfall field, ( , )ShearI r   obtained by using Fourier 
coefficients is shown in Figures 3.6 to 3.9.  The obtained results are shown in Figures 3.10 
to 3.13 for Cases 1 to 4.  The Figures indicate that there is a strong asymmetric component 
in the rainfall intensity fields.  This observation is consistent with those reported in Chen 
et al. (2006) and Lonfat et al. (2007), and Yu et al. (2017).  The obtained magnitude of the 
asymmetry shown in Figures 3.10 to 3.13 differs from those presented in Yu et al. (2017).  
This is partly due to that the obtained asymmetry is affected by selected snapshots, 
topographic effect, and possibly regional influence.  Also, the study by Yu et al. (2017) 
was focused on the asymmetry of the rainfall intensity for selected coastal provinces and 
for the TCs before and after landfall.  In all cases, the asymmetric depends on whether PR-
TRMM or TMI-TRMM data are used. The asymmetry obtained by using the PR-TRMM 




Figure 3.10:  Asymmetric rainfall fields calculated based on the model coefficients 




Figure 3.11:  Asymmetric rainfall fields calculated based on the model coefficients 
shown in Figure 3.7 for Case 2. 
 
Figure 3.12:  Asymmetric rainfall fields calculated based on the model coefficients 




Figure 3.13:  Asymmetric rainfall fields calculated based on the model coefficients 
shown in Figure 3.9 for Case 4. 
By using the developed models and the considered snapshots, the mean and standard 
deviation of the residuals, (r/rm), are calculated and shown in Figure 3.14.  Part of this 
residual is due to the consideration of only the first two wavenumbers in Fourier series 
expansion. The results shown in Figure 3.14 indicate that the mean is near zero, indicating 
that the developed empirical model for the rainfall intensity is almost unbiased.  In addition, 
the standard deviation decreases as r/rm increases.  The decrease of the standard deviation 
can be explained by noting that the rainfall intensity decreases as (r/rm).  The mean and 
standard deviation may be approximated by a linear function as shown in Figure 3.14 with 
the parameters given in Table 3.3. 
Table 3.3:  Parameters for the statistics of the residuals. 
Case and grouped 
intensity categories 
Mean 
( / )ma b r r   = +   
Standard deviation 
( / )ma b r r   = +   
a  b  a  b  
Case 1 
GC1 -0.148 0.0154 3.927 -0.2517 
GC2 -0.049 0.0113 7.296 -0.4970 
GC3 -0.112 0.0443 12.489 -0.9281 
Case 2 
GC1 -0.159 0.0294 2.204 -0.0940 
GC2 0.109 0.0000 2.510 0.0054 
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GC3 -0.043 -0.0011 1.956 0.0262 
Case 3 
GC1 -0.142 0.0148 3.355 -0.2183 
GC2 -0.063 0.0111 6.605 -0.4748 
GC3 -0.701 0.0889 11.707 -0.9073 
Case 4 
GC1 -0.123 0.0145 2.047 -0.0823 
GC2 0.041 -0.0003 3.231 -0.1573 
GC3 -0.217 0.0356 6.019 -0.4021 
Based on the above, in summary, the developed rainfall intensity model equals ( , )I r   




( , ) max 0,(1 ( , )) ( ) ( / )cos( ) ( / )sin( ) ( / )Top k m k
k k
I r r I r a r r k b r r k r r
= =
 




where the axisymmetric component 
0( )I r  is given by Eq. (3.15) with model parameters 
presented in Table 3.2 that depend on the adopted data (PR or TMI) and the considered 
intensity category, ( , )Top r   is presented in Eq. (3.11), which depends on the topography 
and the TC wind field, ( / )k ma r r  and ( / )k mb r r  are the coefficients shown in Figure 3.9, 
and the residual is assumed to be normally distributed with mean and standard deviation 
defined in Table 3.3.  Note that the analysis of the spatial interevent correlation and 
intraevent correlation of the residuals is beyond the scope of the present study, although it 
can be important for mapping TC rainfall hazard for an area.  This aspect should be 
scrutinized in a future study. 
 


































































Figure 3.14:  Mean and standard deviation of residual ε(r/rm).  
3.4 Evaluation of the TC rain hazard 
3.4.1 Procedure to estimate the accumulated rainfall at a single site 
The modeling of the (instantaneous) TC rainfall intensity presented in the previous 
section depends on the parameters Rmax, Vmax, B, and cu  (i.e., translation velocity and the 
translation direction).  These parameters are available or can be calculated based on the 
information given in the historical TC tracks (Ying et al. 2014) or synthetic tracks (Li and 
Hong 2016).  In both cases, the information on TC tracks is given every 6 hours, providing 
the time, location (latitude and longitude), and the minimum pressure near the TC center.  
An example of the historical TC and synthetic TC activities for a period of 10 years is 
shown in Figure 3.15.  It is observed that the total number of landfalling TCs based on the 































































































































































































historical catalogue is 75, agreeing with the observation that the annual average number of 
landfalling TCs in mainland China is about 8 (Hong et al. 2016). 
a) b)  
Figure 3.15:  Illustration of the TC tracks for a period of 10 years:  a) Historical TC tracks 
from 2001 to 2010 based on historical catalogue given in Ying et al. (2014), b) Synthetic 
TC tracks generated using the model shown in Li and Hong (2016) for a period of 10 years. 
Note that the time and location of the track can be used to evaluate cu .  The minimum 
pressure near the TC center can be employed to evaluate the central pressure difference p.  
If Rmax and B can be evaluated using (Vickery and Wadhera 2008), 
max
5 2
maxln 3.015 6.291 10 0.0337 lnRR p
−= −   +  +  ,  (3.18) 
and, 
max1.833 0.326 1000 c BB f R= − + , (3.19) 
where p is in hPa,  is the latitude, the standard deviation of lnRmax, 
maxln R
  equals 0.448 
for 87 hPap  , 1.137 0.00792 p−   for 87 hPa 120 hPap  , and 0.186 for 
120 hPap  ; and the standard deviation of B, B , equals 0.221. 
The assessment of the accumulated rainfall at a site caused by the passing of a TC 
requires considering the time-varying characteristics of the TC tracks.  A TC track that is 
given every 6 hours is interpolated along the track at every 15 minutes.  Based on these 
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calculated parameters for a given TC at a given instance (i.e., p, location, and cu ), Rmax 
and B are calculated by using Eqs. (3.18) and (3.19).  By using Rmax, B, p, and cu , and the 
adopted simple wind field shown in Eqs. (3.12) and (3.13), the gradient wind ( , )gV r  , the 
surface wind field ( , )sV r  , Vmax and Vm are calculated.  The value of Vm is to be used to 
determine the intensity category of the TC at the considered time instance (i.e., whether the 
TC at the considered instance belongs to GC1, GC2, or GC3).  The identification of the 
intensity category is necessary for selecting the model parameters to evaluate I0(r) (see Eq. 
(3.15)).  The wind field ( , )sV r   is used to evaluate the coefficient for the topographic 
effect ( , )Top r   described in Eq. (3.11).  The predicted rainfall intensity at the considered 
instance is then calculated using Eq. (3.17).  The accumulated rainfall is obtained by 
integrating the rainfall intensity at each 15 minutes time step over the time interval of the 
TC that affects the site. 
As an illustration, the above-outlined procedure is used to assess the accumulated rain 
hazard by using the synthetic tracks for a period of 25000 years.  For the assessment, the 
site (i.e., Guangzhou ) shown in Figure 3.16a, and the rainfall intensity model for Case 1 
(i.e., based on PR-TRMM data without surrogates) is considered.  The assessed maximum 
accumulated rain per 24 hours, Q24, that is caused by each TC for the site (i.e., Guangzhou ) 
is evaluated.  The annual maximum of Q24, denoted as QA24, is extracted from the samples 
for each year and presented in Figure 3.16b. 
The analysis that is carried out is repeated but considering the rainfall model for Case 2, 
Case 3 or Case 4. In all cases, the results are compared in Figure 3.16b.  Figure 3.16b shows 
that the empirical distributions for Cases 1 and 3 are very consistent while the empirical 
distributions for Cases 2 and 4 are similar.  This observed trend is expected as Cases 3 and 
4 are the same as Cases 1 and 2 but developed with additional surrogates of the original 
snapshots.  The ratio of QA24 estimated based on Cases 1 or 3 is about 60% greater than 
that based on Cases 2 or 4.  In other words, the use of the rainfall model developed based 
on PR-TRMM leads to the estimated QA24 that is about 60% greater than that obtained by 
using the rainfall model developed based on TMI-TRMM. 
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a) b)  
Figure 3.16:  Considered site and empirical distribution of the maximum accumulated 
rainfall for 24 hours: a) Considered site, b) Empirical probability distribution of QA24. 
3.4.2 TC rain hazard mapping 
To map the rain hazard, the square grid system with the distance between the grid of 
0.5o covering the coastal region in mainland China is considered.  The analysis that is 
presented in the previous section but for each point within the considered grid system is 
carried out.  For the analysis, we only consider the rainfall intensity model for Cases 3 and 
4 since these models are developed using both the TRMM data and surrogates. 
The obtained results are presented in Figure 3.17.  The results indicate that the obtained 
values for Case 3 are greater than those for Case 4.  The ratio of the former to the latter is 
about 1.6, which is consistent with that observed in Figure 3.16 for Guangzhou.  However, 
this is greater than that could be inferred from Figure 3.15 (i.e., I0(r)), which is about 1.4.  
This discrepancy may be explained by noting that the standard deviation of the residual for 
Case 3 is about twice that for Case 4.  The standard deviation also affects the estimated 
extreme value of the accumulated rain hazard. 
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a) b)  
Figure 3.17:  Mapped accumulated annual maximum rainfall hazard: a) 100-year return 
period value of QA24 if rainfall intensity model for Case 3 is used, b) a) 100-year return 
period value of QA24 if rainfall intensity model for Case 4 is used. 
3.4.3 Comparison with estimation from gauge data 
An attempt to validate the developed models is carried out by comparing the estimated 
accumulated rain hazard by applying the developed model and simulation framework to 
that estimated based on gauge data for a few selected cities that are listed in Table 3.4.  The 
gauge data are obtained from CMA website (https://data.cma.cn/en) for the meteorological 
stations located at the selected cities.  Based on the historical gauge record and the best TC 
track dataset (Ying et al. 2014), It is identified that the recorded rain associate with TC 
events.  The samples of QA24 for each considered site listed in Table 3.4 are calculated.  The 
samples of QA24 are shown in Figure 3.18 in the Gumbel probability paper.  Also, 
simulation analysis of QA24 for each considered site is carried out using the developed 
rainfall intensity model and simulated TC tracks as was done in Section 3.4.1.  The samples 
of QA24 are also shown in Figure 3.18.  The estimated 100-year return period values of QA24 
based on the empirical distributions shown in Figure 3.18 are summarized in Table 3.4.  
The comparison shown in Figure 3.18 and Table 3.4 indicates that the accumulated rain 
hazard obtained by using the developed model and simulation procedure is less than that 
obtained based on the gauge data, except for Wenzhou.  Note that QA24 based on the gauge 
data is estimated by fitting the sampled using the Gumbel distribution based on the least-
squares method.  The ratio of QA24 obtained based on the developed models to that 
estimated based on the gauge data is not consistent.  This inconsistency could arise from 
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several sources, including the measurement error associated with gauge data and the 
extrapolation through the distribution fitting.  On average, QA24 estimated based on Case 3 
is about 76% of that estimated based on the gauge data, and the ratio of QA24 estimated 
based on Case 4 is about 47% of that estimated based on the gauge data.  The above 
observations simply reflect the fact that the snapshots from TRMM that are used to develop 
the TC rainfall intensity models underestimate the actual TC rainfall intensity (Lonfat et al. 
2007; Langousis and Veneeziano 2009). 














Shanghai（SH） 31.2333 121.4833 164.90 101.25 197.08 
Ningbo (NB) 29.8667 121.5167 191.64 118.72 186.94 
Wenzhou (WZ) 28.0167 120.65 218.09 135.55 185.55 
Fuzhou (FZ) 26.0833 119.3 198.76 122.32 333.76 
Xiamen (XM) 24.4833 118.1 198.02 123.00 266.96 
Guangzhou (GZ) 23 113.2167 157.44 97.08 304.57 
Shenzhen (SZ) 22.55 114.1167 189.72 117.79 343.69 







Figure 3.18: Comparison of QA24 due to TC rainfall for selected sites. 
3.5 Conclusion 
The  generation surrogates by using the TC rainfall intensity fields from PR-TRMM and 
TMI-TRMM as the target or seed rainfall fields is proposed.  The surrogates augment 
available TC rainfall intensity fields. Both the original rainfall intensity fields as well as 
their surrogates are applied to evaluate the parameters for the TC rainfall intensity model 
(i.e., PHRaM) for the TCs affecting onshore sites in the coastal region of mainland China. 
It is shown that with the help of the surrogates, the developed TC rainfall intensity model 
provides smoother predicted rainfalls.  To show the application of the models for the TC 
rain hazard assessment, the developed rainfall intensity models, and synthetic TC tracks 
are combined to to estimate the T-year return period value of the accumulated rainfall per 
24 hours, QA24-T.  Value of QA24-100 for part of the coastal region in mainland China are 
mapped.  These maps show that the spatial variation of QA24-100 is relatively smooth.  Also, 
the estimated QA24-100 using models developed based on the snapshots from TMI-TRMM 
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is about 60% of that obtained using models developed based on the snapshots from PR-
TRMM.  This inconsistency reflects the differences in the rainfall intensity from TMI-
TRMM and PR-TRMM. 
Moreover, as part of verification, the estimated QA24-100 from surface meteorological 
stations at a few sites to those estimated using the developed models and synthetic TC 
tracks is compared.  The comparison indicates that, on average, QA24-100 based on gauge 
data is about 1.4 times that obtained using the model developed based on the snapshots 
from PR-TRMM, and about 2.3 times that obtained using the model developed based on 
the snapshots from PR-TRMM.  This suggests that one may consider a scaling factor of 
1.4 to the rainfall intensity models developed based on snapshots from PR-TRMM and a 
scaling factor of 2.3 to the rainfall intensity models developed based on snapshots from 
TMI-TRMM.  By including these scaling factors, the estimated accumulated rain hazard 
by using the empirical models and synthetic TC tracks could be consistent with that 
estimated based on records from gauge data. 
Although the investigation of the correlation of extreme TC wind and rain is important 
for TC hazard and risk modeling, this topic is outside of the scope of the present study. 
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Chapter 4  
4 Development of a physical-statistical model for 
predicting typhoon rainfall  
4.1 Introduction 
Severe tropical cyclones (TCs), known as typhoons in the northwest Pacific region, 
cause high winds, storm surges, large waves, and intense rainfall.  The east coast of 
mainland China is significantly affected by typhoon hazard (Chen et al. 2010; Xiao et al. 
2011; Li and Hong 2016; Hong et al. 2016, Lou et al. 2020; Chen et al. 2021).  The high 
winds, intense precipitation, and storm surge caused by typhoons have been responsible 
for catastrophic damages and fatalities.  According to Chen et al. (2010), the six top 
heaviest rainfall events on record in China are all related to TCs.  The extreme rainfall 
event with accumulated rainfall of 1062 mm in 24 in Henan, August 1975, resulted in 
severe floods that claimed tens of thousands of lives.  Lian et al. (2020) indicated that on 
September 16, 2018, typhoon Mangkhut struck southern China.  It affected 300 million 
people and resulted in a direct economic loss of 5.2 billion yuan (i.e., Ren Min Bi (RMB)).   
The prediction of TC rainfall is a major operational challenge and of importance for 
assessing long-term rain hazard.  TC rainfall intensity varies with the storm size, intensity, 
and track.  For TC over the offshore, the rainfall intensity is influenced by sea-surface 
temperatures and the vertical wind shear (Frank and Ritchie 2001; Chen et al. 2006; Ueno 
2007).  For the landfalling TC, the increased friction caused by increased rough terrain and 
topographical variation could change the rainfall intensity and pattern. 
Two widely used statistical-based rainfall models are the rainfall climatology and 
persistence model (R-CLIPER) (DeMaria and Tuleya 2001; Tuleya et al. (2007) and the 
parametric hurricane rain model (PHRaM) (Lonfat et al. 2007).  R-CLIPER uses the radial 
distributions of azimuthally averaged rainfall to represent an instantaneous rainfall 
footprint that depends on the storm intensity.  The model provides the axisymmetric 
precipitation patterns centered at the TC center and grouped into three TC-intensity classes 
(i.e., the Saphir-Simpson category 0, categories 1 and 2, and categories 3 to 5).  R-CLIPER 
was developed based on satellite observations TC rain fields over offshore locations, and 
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possible environmental interactions are not considered directly.  The local aggregated rain 
predicted by this model depends on TC-intensity classes, the distance to the storm center, 
which is a function of the class, the radius to maximum wind velocity, and the TC 
translation velocity.  PHRaM is developed based on R-CLIPER by taking into account the 
orographic lift effect and vertical wind shear for landfalling TCs.  PHRaM provides an 
asymmetric rainfall prediction for landfalling TCs, where the orographic effects are 
considered by a scaling factor that depends on the elevation of the mountain. 
As pointed out in Langousis and Veneziano (2009), the parametrization in R-CLIPER 
and PhRaM is coarse because of the limited available data.  They proposed a physical-
statistical model for estimating the rainfall intensity, where the vertical outflow of water 
vapor from the TC boundary layer is taken into account.  The model assumed that the 
rainfall intensity is proportional to the vertical wind velocity.  The physic aspect of the 
model proposed by Langousis and Veneziano (2009) is related to the evaluation of the 
vertical wind velocity within the TC wind field as a function of the TC translation velocity, 
the maximum (gradient) tangential wind speed, and the radius to the maximum tangential 
wind speed (i.e., the radius of maximum winds).  The TC wind field model adopted was a 
modified version of the model proposed in Smith (1968).  For a few selected model 
parameters, they compared the predicted tangential, radial, and vertical wind speeds to 
those obtained by using the models in Shaprio (1983), Kepert (2001), and the Fifth-
Generation Pennsylvania State (MM5).  They showed that the vertical wind velocity profile 
obtained by the modified model approximates the one obtained by MM5 better than those 
obtained by using the models in Shaprio (1983), Kepert (2001).  It is noted that the model 
in Shapiro (1983) is a vertically averaged boundary layer slab model that was originally 
proposed in Chow (1971).  The model has been subsequently updated and modified in 
Vickery et al. (2009) and in Li and Hong (2015).  The model in Kepert (2001) is a 3D linear 
model; its enhanced version is a 3D nonlinear model (Kepert and Wang (2001), which can 
provide the heightwise wind profile of the horizontal winds that matches an empirical 
model determined based on measurements (Hong et al. 2019).  In addition to these 
mentioned models, other popular models include the ones given in Meng et al. (1995, 1997). 
The statistical aspect of the model given by Langousis and Veneziano (2009) is related 
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to the estimation of the parameters in the rainfall intensity model by using the precipitation 
radar data from the Tropical Rainfall Measuring Mission (TRMM) satellite (Simpson et al. 
1988).  The estimation is carried out through regression analysis and distribution fitting 
and for the TC over the offshore.  They use 38 rainfall snapshots from several TC events. 
The physical-statistical modelling approach to estimate the TC rainfall intensity was 
followed by others, including Snaiki and Wu (2018), Lu et al. (2018), and Xi et al. (2020).  
The study presented in Snaiki and Wu (2018) considered that the rain-induced momentum 
flux at the surface could not be ignored, and the wind field could be represented by a linear 
model.  The TRMM Microwave Imager (TMI), and Precipitation Radar (PR) data over the 
offshore locations from a few TC events are used to show their modelling approach.  In Lu 
et al. (2018), the assessment of TC rainfall was focused on two landfalling hurricane events 
that occurred in the U.S.  The analysis of the rainfall from 393 TCs in the U.S. from 1999 
to 2018 was reported in Xi et al. (2020).  They indicated that a physics-based TC rainfall 
model could perform better than pure statistical models in predicting rainfall.  The above 
review indicates that a physical-statistical model that is calibrated using the observed TC 
rainfall field affecting mainland China is currently unavailable. 
In the present study, a physical-statistical model is calibrated to estimate the rainfall 
intensity by considering the TC events affecting mainland China.  A framework for the TC 
rain hazard assessment by coupling the physical-statistical model and an empirical TC 
track model is also proposed.  For the development and calibration of the physical-
statistical model, a nonlinear wind field model is considered, and more than six hundred 
snapshots of rainfall fields from the PR data extracted from the TRMM database (referred 
to as PR-TRMM data) for the TCs affecting mainland China are employed.  Using the 
calibrated physical-statistical model together with an existing empirical TC track model 
(Li and Hong 2016) to estimate the TC rain hazard is presented for the coastal region in 
mainland China.  The estimated TC rain hazard based on the proposed framework is 
compared with that evaluated by using climatological records from few meteorological 
stations. 
4.2 Typhoon rainfall model 
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4.2.1 Typhoon wind field and vertical wind velocity 
An analytical solution of the TC gradient wind field model was proposed by Holland 
(1980).  This calculated wind speed by using this model and the vertically averaged 
boundary layer slab model (Chow 1971; Shapiro 1983) were used as the basis to suggest a 
simple model for mapping the hurricane wind hazard.  The slab model was calibrated 
extensively and used to map the wind hazard for the U.S. (Thompson and Cardone 1996; 
Vickery et al. 2000, 2010).  It was also used to map the TC wind hazard for the coastal 
region in mainland China (Li and Hong 2016; Hong et al. 2016) with or without using the 
empirical tracks developed based on the historical track database.  However, the slab model 
does not directly provide the vertical wind velocity. 
Instead of using the slab model, the linear and nonlinear models proposed in Meng (1993, 
1995) were also considered for the TC wind hazard modeling.  Moreover, the linear and 
nonlinear models described in Kepert (2001) and Kepert and Wang (2001) could also be 
considered.  Hong et al. (2019) showed that the 3D nonlinear model proposed by Kepert 
and Wang (2001) provides the heightwise wind profile for the horizontal winds that is 
consistent with the empirical equation obtained from the dropsonde data from hurricane 
reconnaissance (Vickery et al. 2009).  However, the extensive calibration of the parameters 
required to use these 3D models for the TC wind hazard modeling by using the measured 
wind speed is not reported in the literature. 
Both the slab model and 3D models are based on the fluid momentum equations (Holton, 
2004).  In particular, the slab model – a vertically averaged through the depth of the 
planetary boundary layer can be written in the earth-fixed coordinate system as (Chow 
1971; Shapiro 1983; Vickery et al. 2000; Li and Hong 2015), 
   
1ˆs D
c s s s c s c g c H s s c s c
u C
u u u u f k u u u p K u u u u u
t h

 + • + • = −  + − −  +•  − + +  
 (4.1) 
where the arrow above a symbol indicates that it is a vector; 
su , cu , and gu  (m/s) are the 
wind velocity relative to the moving centre of the vortex, the storm translation velocity, 
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and the wind velocity resulting from the large-scale pressure field, respectively; fc = 
2 sin   (rad/s) is Coriolis parameter at latitude  (in degrees) in which  (rad/s) is the 
rotation of the Earth with magnitude 2π/day,  (kg/m3) is the density of air, k̂  is the unit 
vector in the vertical direction, pc (Pa) is an axisymmetric pressure field (i.e., an 
azimuthally averaged pressure field of a typical tropical cyclone), KH is the eddy viscosity 
coefficient which is calculated as suggested by Smagorinsky (1963), CD is the surface drag 
coefficient and h (m) is the depth of the planetary boundary layer.  In Eq. (4.1), the total 
pressure p = pc + pg, where pg represents the large-scale pressure field, and it is assumed 
that ˆg gp fk u = −  .  The procedure to solve Eq. (4.1) by using the finite difference 
method was documented in Chou (1971), Vickery et al. (2000), and Li and Hong (2015). 
Unlike the case in Shapiro (1983), the solution described in Vickery et al. (2000) and Li 
and Hong (2015) is the full nonlinear solution to Eq. (4.1) for a translating TC.  The 
parameters required to solve Eq. (4.1) include the surface drag coefficient CD, the radius to 
maximum wind velocity Vmax, Rmax (m), and the depth of the planetary boundary layer h 
(m).  The boundary conditions include the pressure gradients ∂pc/∂x and ∂pc/∂y that are 




r r r r
      
= −          
 (4.2) 
where r (m) is the radial distance from the pressure center of the storm; B is Holland’s 
radial pressure model parameter (Holland 1980), and p is the central pressure difference. 
For the landfalling TCs, CD equal to 0.0047 could be considered; for TCs over the 
offshore, it was suggested that (Large and Pond 1981; Vickery et al. 2010),  
( ) 310 maxmin 0.49 0.065 10 ,D DC V C
− = +   , (4.3) 
where ( ) 3 4max 1min max 0.0019, 0.0881 10 17.66 10 ,0.0025DC r− − =  +   , V10 (m/s) is the 
mean wind velocity at 10 m height and r1 = max (r, Rmax).  A wind field database by solving 
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Eq. (4.1) for combinations of Rmax, B, p, and uc can be precalculated and stored for the 
TC hazard modeling.  It is observed from the historical TC tracks (Ying et al. 2014; Li and 
Hong 2016) that for the landfalling TCs affecting mainland China, typical values of Rmax, 
B, p, and cu  are about 50 km, 1.6, 50 hPa, and 12 m/s.  This wind field model is adopted 
in the present study for assessing the TC rain hazard as explained in the following. 
As indicated previously, the solution to the above-mentioned slab model provides only 
horizontal wind velocity.  To infer the vertical wind velocity from such a model, first, it is 
noted that Langousis et al. (2009) and Langousis and Veneziano (2009) solved the vertical 
wind velocity based on a modified wind field model given in Smith (1968).  In such a case, 
the vertical wind velocity ( , , )w r z , which is a function of r, elevation z, and azimuth  
relative to the direction of storm motion (see Figure 4.1).  They showed that once the 
horizontal radical wind velocity uR and the horizontal tangential wind velocity uT is 
obtained, ( , , )w r z  is expressed using mass conservation as, 
0 0
( )1
( , , )
z z
R Tru uw r z dz dz
r r
  
 = − +   
  . (4.4) 
For a selected set of model parameters, Langousis and Veneziano (2009) compared the 
calculated vertical wind speed with those obtained based on the models in Shapiro (1983), 
Kepert (2001), and MM5.  An illustration of such a comparison is shown in Figure 4.2a, 
where S, K, and MS are used to denote the results obtained based on Shapiro (1983), Kepert 
(2001), and Langousis and Veneziano (2009), respectively.  The comparison indicates that 
the vertical wind velocity for the MS curve is close to that obtained based on MM5.  
Compared to the MM5 curve, the peak of the MS curve is lower and is shifted toward a 
lower value of r.  The peak value of the S curve is almost twice that of the MM5 curve, 






Figure 4.1: Schematic illustration of the wind field, translation direction, and azimuth. 
 
Figure 4.2: Comparison of the vertical wind velocity at an altitude of 1000 m for a constant 
eddy viscosity coefficient of 50 m2/s, a surface drag coefficient CD = 0.003, Vmax = 50 m/s, 
Rmax = 40 km, and B = 1.6.  The curves S, K, MS, and MM5 are obtained from Langousis 
and Veneziano (2009).  The SV curve shown in Plot a) is for h equal to 1000 m, and in Plot 
b) is for h calculated by using Eq. (4.6). 
Rather than using the approach proposed in Langousis and Veneziano (2009), if the wind 
field obtained from the slab model shown in Eq. (4.1) with a slab thickness h and using Eq. 
(4.4) are considered, the following is obtained, 
( )






 = − +   
, (4.5) 
where ur and uT are the radial velocity and tangential velocity (which are functions of r 






































































































and ) obtained by solving Eq. (4.1). 
By using Eqs. (4.1) and (4.5), the obtained vertical wind speed profile for the set of 
model parameters shown in Figure 4.2a is calculated and plotted in Figure 4.2a for h = 
1000 m.  This profile is identified as the SV curve.  For completeness, the solution of the 
vertical wind velocity profile is included and is referred to as 3D-N curve, in Figure 4.2a.  
This curve is obtained using the 3D-nonlinear model described in Kepert and Wang (2001) 
but as implemented in Hong et al. (2019).  It can be observed from the Figure that the peak 
value of the SV curve is smaller than that of the MM5 curve.  The SV curve is comparable 
to the MS curve.  The 3D-nonlinear model leads to a lower peak value of the vertical wind 
velocity as compared to S, MS, and MM5 curves but greater than that of the K curve.  The 
SV curve differs from the S curve because the horizontal winds calculated for the SV curve 
are based on the full nonlinear solution, while that for the S curve is obtained based on the 
truncated Fourier series approximation (Shapiro 1983).  Note that the value of vertical wind 
velocity from all curves except MM5 is practically zero for r larger than 150 km. 
It should be noted that the boundary layer height varies with the inertial stability IS 
(Kepert 2001) and is given by, 
186.6 12.66/ S hh I= + + , (4.6) 
where h is the residual with zero mean and standard deviation of 106 m.  If the boundary 
layer height given by Eq. (4.6) is used, the obtained vertical wind velocity by using Eqs. 
(4.1) and (4.5) is shown in Figure 4.2b, where the curves obtained for other methods shown 
in Figure 4.2a are replotted to facilitate the comparison.  The results shown in Figure 4.2 
indicate that the use of Eq. (4.6) results in a smaller vertical wind velocity.  A preliminary 
analysis by using h = 1000 m and SV curve results in the calculated rainfall intensity that 
is much greater than that calculated from the snapshots obtained from PR-TRMM.  The 
significant overestimation as compared to the TRMM data could also be observed from the 
results obtained by using the modified wind field model given in Smith (i.e., MS curve) 
(Langousis and Veneziano 2009).  Moreover, the overestimation by using a physical-based 
model was also observed in Xi et al. (2020).  Therefore, in the following, the boundary 
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layer height calculated by using Eq. (4.6) will be used together with Eqs. (4.1) and (4.5) in 
the following for the physical-statistical model to be developed. 
A sensitivity analysis of the vertical wind velocity profile is carried out by using the 
adopted model (i.e., Eqs. (4.1), (4.5), and (4.6)) for ranges of Rmax, B, p, and cu .  The 
obtained values are shown in Figure 4.3 by considering CD = 0.0047, which is for the 
landfalling TCs.  The results indicate that the vertical wind velocity profile is very sensitive 
to B and p.  The increased amplitude of the translational velocity does not always results 
in an increased peak value of vertical wind velocity.  The change of Rmax decreases slightly 
the value of r/Rmax where the peak value of the vertical wind occurs. 
 
 
Figure 4.3: Comparison of the vertical wind velocity profile obtained by using Eqs. (4.1) 
and (4.5).  The values of (Rmax, B, p, cu ) are (40 km, 1.6, 50 hPa, 5 m/s), except otherwise 
indicated in the plot. 
4.2.2 Modelling the TC rainfall intensity 
In Langousis and Veneziano (2009), it is assumed that the rainfall intensity is 
proportional to the vertical wind velocity and that the upward water vapor flux from the 
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TC boundary layer equals the downward flux of rainwater.  It was further assumed that 
below a reference height, the temperature T and saturation ratio Q are constant and equal 
to the depth-averaged values denoted as T  and Q .  According to their model, the TC 
rainfall intensity at Site A shown in Figure 4.1, I(r,) (mm/h), can be written as, 
( ) ( , ), ( , ) 0
( , )
0, ( , ) 0
h h
h
S T Qw r w r
I r
w r




where ( , ) ( , , )h z hw r w r z = =  , the volume of liquid water per unit volume of saturated 











in which the symbol with overbar denotes the mean value of the symbol, and T is the 
temperature in oC.  Since T  ranges from 20 to 24oC and Q  ranges from 75% to 85%.  In 
the following, T  = 24oC and Q  = 80% are considered.  Since the observations indicate 
that the wall updraft of a tropical cyclone slopes outward with an angle 0 from the vertical, 
ranging from 45 o to 60o, and that such a slope was not considered in modeling the wind 
field, Langousis and Veneziano (2009) suggested considering an outward radial 
displacement of r of the rainwater due to the sloping updrafts that can be calculated using, 
( )0 0 m mtan exp /r H r r r  =  − −  , (4.9) 
where H0 is within 5 to 7 km, and rm is the location in which ( , )hw r   is maximum.  For 
the numerical analysis to be carried out in the following sections, where H0 = 6 km and 0 
= 52.5 o.  Moreover, since the time tf is required for rain generating features to develop and 
time tr is required for a raindrop to reach the ground, an azimuth correction   for Site A 
shown in Figure 4.1 was also suggested (Langousis and Veneziano 2009), 
1
( , )( )g f rV r t t
r
 =  + , (4.10) 
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where tf = 30 (min) tr = 25 (min), and the gradient wind speed ( , )gV r   (tangential velocity) 
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r r
     −  −    
 = − + +      
          
, (4.11) 
By considering the mentioned corrections, the rainfall intensity at Site A is to be 
estimated based on ( , )I r r− + .  A comparison of the rainfall intensity estimated 
from the satellite data for offshore locations, MM5 and ( , )I r r− +  was presented in 
Langousis and Veneziano (2009).  It indicates that ( , )I r r− +  does not provide an 
unbiased estimate and the scatter is very large.  It was suggested that scaling factors as 
functions of the position of Site A to the TC center are to be calibrated and used for long-
term rain hazard assessment (Langousis and Veneziano (2009). 
Based on the description and discussion in this and previous sections, it is proposed to 
use ( , )I r r− +  but with ( , ) ( , , )h z hw r w r z = =   obtained from slab model (i.e., Eq. 
(4.1) and (4.5)) as the (first-order) surrogate model for predicting the rainfall.  This 
surrogate model is to be modified based on statistical analysis using samples of rainfall 
intensity inferred from satellite data for landfalling data affecting sites in the coastal region 
of mainland China.  The calibration of the factors to modify ( , )I r r− +  is described 
in the subsequent sections. 
4.2.3 Model calibration and adjustment using precipitation radar 
data 
To calibrate and adjust the model shown in Eq. (4.11), one could use rainfall 
measurements from the surface meteorological stations or the rainfall intensity data from 
TRMM satellite (Simpson et al. 1988; Kummerow et al. 2000).  Since the surface 
meteorological stations are often very sparsely distributed, the data from surface stations 
are very limited.  The data from TRMM are extensively used for calibrating the rainfall 
models (e.g., Lonfat et al. 2004, 2007; Chen et al. 2006; Yu et al. 2015, 2017; Yamamoto 
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et al. 2008).  Lonfat et al. (2007) focused on modeling rainfall intensity using the available 
snapshots of rainfall fields from TRMM for different regions.  Yu et al. (2017) concentrated 
on rainfall intensities of the landfalling TC events affecting China.  They concluded that 
there is a large variability in the maximum total rain, maximum rain area, and maximum 
rain rate. 
TRMM was launched in late November 1997 and ended in collecting data in April 2015.  
The TRMM satellite orbits about 350 km above the surface.  The instrument observes the 
swath of 220 km.  The processed rainfall data from PR-TRMM and TMI-TRMM are 
accessible from the National Aeronautics and Space Administration (NASA) (an agency 
of the U.S. federal government), Earthdata portal (https://urs.earthdata.nasa.gov/).  Version 
7 of the processed PR and TMI are downloaded from “Ges Disc database” by using “wget”.  
Yamamoto et al. (2008) discussed the difference between the TMI and the PR data, 
indicating that these two sets of data reflect different stages of the evolution of convective 
precipitation.  PR directly detects near-surface rain and TMI provides deep convection and 
solid hydrometeors, sensing heavy rain during the mature stage.  The PR snapshots cannot 
be interpolated to provide the rainfall intensities in continuous time because of their long 
inter-frame time (about 12 hours).  The PR dataset was considered in Langousis and 
Veneziano (2009) for assessing their physical-statistical model.  For consistency, the PR 
datasets for landfalling TCs affecting mainland China are considered for the calibration 
and modification of the TC rainfall intensity model, ( , )I r r− + . 
By processing the PR data from TRMM (PR-TRMM), it is found that that there are 614 
snapshots of rainfall fields from TRMM that correspond to the TCs with their center 
located within 250 km from the coastline of mainland China.  These snapshots are observed 
from 1997 to 2015 for 147 TCs and are summarized in Table A.1.  An illustration of a 
snapshot of the rainfall field is illustrated in Figure 4.4a, where the values of the TC 
parameters Rmax, 
cu
, p, and B shown in the plot are identified or interpolated based on 
the best track dataset available from the China Meteorological Administration (CMA) 
(Ying et al. 2014) (see http://tcdata.typhoon.gov.cn/, accessed 2017).  For the plots, the 
translational direction is oriented vertically and upward.  By applying the rainfall intensity 
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model ( , )I r r− +  with the vertical wind velocity profile calculated using Eqs. (4.1) 
and (4.5) for the TC parameters corresponding to the snapshot shown in Figure 4.4a, the 
obtained ( , )I r r− +  based on the proposed physical model is shown in Figure 4.4b.  
The predicted rainfall field has the appearance of the TC rainfall field.  The difference 
between the observed snapshot and the predicted rainfall intensity field is shown in Figure 
4.4c.  The ratio of the values of the snapshot to the predicted value is shown in Figure 4.4.d.  
The results presented in Figure 4.4c and 4.4d indicates that the difference between the 
physical-based model and the observed rainfall field from PR-TRMM is very large.  The 
large discrepancy between the snapshots and predicted rainfall intensity from the physical-
based model was also inferred from the physical models presented in Langousis and 
Veneziano (2009), Lu et al. (2018), and Xi et al. (2020). 
One could use 
0( , )r 
 to correct the physical-based model. An alternative is to use 
0( , )r 
 to scale the physical-based model.  In both cases, the objective is to develop a 
model that, at least, the predicted rainfall intensity on average matches that of the snapshots.  
It seems the use of 
0( , )r 
 to scale the physical-based model could results in the predicted 
values that, in most cases, are greater than zero, satisfying the physical constraint that the 
rainfall intensity must be positive.  However, in evaluating the ratio 
0( , )r 
, it is observed 
that 
0( , )r 
 could be very large because the predicted rainfall intensity (or ( , )hw r  ) for 
sites with large r/Rmax values is extremely small.  However, if a small amount of 
background rainfall intensity is included in ( , )I r r− + , the extremely large value of 
0( , )r 
 could be reduced.  For example, by considering that the observed and the 
predicted rainfall intensity are increased by I, the calculated ratio of the observed rainfall 
intensity plus I to ( , )I r r I− + + , denoted as 
1( , )r 
, is shown in Figure 4.4e 
for I = 0.1 mm.  A comparison of the results presented in Figures 4.4d and 4.5e indicates 
that the inclusion of the background rainfall intensity effectively removes the extremely 
large value of the ratio.  However, the consideration of such a I value negligibly impacts 
the accumulated rainfall due to the passage of TC since it only adds 2.4 mm rainfall for 24 
hours.  In addition, as will be seen, the background rainfall intensity will be removed from 
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the final modelling of the rainfall intensity. 
a)  
b) c)  
d) e)  































































































































model: a) an example of PR-TRMM data (i.e., snapshot 595 in Table A.1), b) predicted 
based on the physical model, c) difference between PR-TRMM data and predicted rainfall 
intensity, 
0( , )r 
, d) Ratio of PR-TRMM data and predicted rainfall intensity, 
0( , )r 
, e) 
Ratio of PR-TRMM data plus I to ( , )I r r I− + + , where I is assumed to be 0.1 
mm. 
Before carrying out the analysis for each snapshot that is extracted from PR-TRMM and 
listed in Table A.1, it is noted that Lonfat et al. (2004, 2007) developed their statistical-
based model by grouping the snapshots according to three groups of TC categories.  The 
same three groups of TC categories was considered in Xi et al. (2020) in assessing their 
physical-based model.  Based on these observations, for the numerical analysis presented 
in the following, TCs affecting mainland China are grouped according to the intensity 
category (IC) specified in CMA (GB/T19201 2006):  Group 1 (IC 1 = Tropical depression), 
Group 2 ( IC 2 = Tropical storm, and IC 3 = Severe tropical storm ), and Group 3 (IC 4 = 
Typhoon, IC 5 = Severe typhoon and IC 6= Super typhoon).  For easy reference, these 
three groups are referred to as GC1, GC2, and GC3, respectively. 
For snapshots within each class and listed in Table A.1, the analysis that is carried out 
for the results shown in Figure 4.4 is repeated.  The obtained mean of the azimuthally 
averaged rainfall intensity is shown in Figures 4.5a.  Note that the mean presented in the 
Figure for GC1, GC2, and GC3 are obtained by considering snapshots that may not cover 
the rainfall intensity field of interest (i.e., a snapshot may only cover partially a circle 
centered at TC center) and could come from TCs with different Rmax and Vmax and snapshots 
with incomplete coverage of the rainfall intensity field).  Therefore, the curves simply 
reflect the collected data rather than the rainfall intensity for a given group of intensity 
categories.  Most importantly, they may not be compared directly with those predicted 
using the physical-based model, as shown in Figure 4.6. This is because the latter represents 
a complete rainfall field while the former is obtained average from available snapshots, 





Figure 4.5: Average of the azimuthally average rainfall intensity from the available 
snapshots listed in Table A.1. 
  
Figure 4.6: Azimuthally average rainfall intensity based on the predicted values using the 
physical-based model for the TC parameters that represent the mean value of each IC group. 
In order to assess the difference between the observed versus predicted rainfall intensity, 
the difference between the observed to the predicted value for each pixel for a given 
snapshot is calculated.  The azimuthally averaged value of this difference for the 
considered snapshot is then evaluated.  This evaluation is repeated for each of the 
considered snapshots from PR-TRMM, which is listed in Table A.1.  The average of the 
azimuthally averaged value from each snapshot, 
0( , )r 
, is shown in Figure 4.7a.  The plot 
indicates that the physical-based model overestimates the TC rainfall intensity as measured 
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by PR-TRMM.  This observed overestimation is consistent with that reported in other 
studies for landfalling TC events in the U.S. that are mentioned earlier.  Moreover, the 
standard deviation of 
0( , )r 
 is calculated and shown in Figure 4.7b.  The figure shows 
that the standard deviation is comparable or greater than the predicted rainfall intensity 
shown in Figure 4.6. 
 
Figure 4.7: Mean of 
0( , )r 
 for the considered snapshots of PR-TRMM. 
To further assess and illustrate the difference between the rainfall intensity from PR-
TRMM and the physical-based model, the statistics of 
1ln( ( , ))r   following the same 
procedure as that used for 
0( , )r 
 is evaluated.  The obtained mean and standard 
deviation of 
1ln( ( , ))r   are shown in Figure 4.8.  The figure indicates that the physical-
based model overestimates the rainfall intensity inferred from PR-TRMM significantly for 
r/Rmax near 0.5.  The model also underestimates the rainfall intensity for r/Rmax greater than 
about 2.0.  The standard deviation of 
1ln( ( , ))r   could be treated as a linear function of 
r/Rmax. 





























































Figure 4.8: Mean and standard deviation of 
1ln( ( , ))r  : a) Mean b) Standard deviation. 
Based on the observations from Figures 4.7 and 4.8, it is concluded that the physical-
based model without further adjustment is unlikely to provide an adequate representation 
of the actual rainfall intensity.  Therefore, it is proposed that the rainfall intensity, ( , )pI r  , 
for a given set of values of Rmax, B, p, and 
cu
, could be expressed as 
0( , ) ( , ) ( , )pI r I r r r = − − +    (4.12) 
where ( , )I r r− −  is defined previously.  Further it is assumed that 
0( , )r 
 could be 
modelled as a truncated normal distribution with the mean and standard deviation (before 
truncation) as shown in Figure 4.7, such that the calculated ( , )pI r   is nonnegative.  This 
is equivalent to assume that ( , )pI r   is represented by a truncated normal distribution with 
the mean equal to ( , )I r r− −  plus mean of 
0( , )r  . 
4.3 Assess the TC rain hazard 
4.3.1 Procedure to estimate the TC rain hazard 
In the previous section, the modeling of the (instantaneous) TC rainfall intensity is 
presented.  The assessment of the rainfall accumulation caused by the passage of a TC 
requires considering the TC track time-varying characteristics.  By evaluating the TC 
rainfall intensity along the track at each time step (e.g., at every 15 minutes), the rainfall 




























































intensity at a site of interest is evaluated by using Eq. (4.12) based on the track parameters, 
and the accumulated rainfall is obtained by integrating the rainfall intensity at each time 
step over the time interval of the TC that affects the site. 
The modeling of TC tracks for the landfalling TCs that was reported in Li and Hong 
(2016) is adopted in the present study.  The model was developed based on the best track 
dataset (Ying et al. 2014) and can be used to model the tracks from the genesis to lysis of 
TCs affecting onshore locations in mainland China.  According to their model, the number 













where x is the value of X, and r = 65.85 and p = 0.65 are the distribution parameters.  They 
suggested that the location of the TC genesis could be randomly selected from the historical 
TC genesis. 
Given the genesis, the empirical track is used to evaluate time-varying (, cu , p), 
where the TC heading  (°) is the angle between the translational direction and the north 
(positive for the clockwise angle), cu  (m/s) is the amplitude of the translational velocity, 
and p is the central pressure difference.  The empirical track model estimates the (future) 
state at i + 1 step of the TC track given the current state at i by using (Li and Hong 2016), 
1 1 2 3ln( ) ln( ) lnc i c i i i cu u a a c a+ = + + +  +  , (4.14) 
2 31 1i i i ib b c b+  = + + +  + , (4.15) 
and, 
( )
11 1 2 3 4
ln( ) ln( )
i i ii i s s s I
I d d I d T d T T
++
= + + + − +  , (4.16) 
where ai, bi, and di in Eqs. (4.14) to (4.16) are the geographically dependent model 
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parameters; Ts °K and I with subscripts are sea surface temperature (SST), and relative 
intensity of the TC.  The relative intensity is defined as I = (pda-pc +es)/(pda-pdc), where pc 
(hPa) is the central pressure, pda (hPa) is the ambient pressure, pdc (hPa) is the minimum 
sustainable surface value of central pressure (of dry air) (see Darling 1991), and 
( ) ( )6.112 exp 17.67 273 / 29.5s s se T T=   − −    is the saturation vapour pressure.   with a 
subscript in Eqs. (4.14) to (4.16) are zero-mean Gaussian residuals.  Values of 
is
T  are based 
on the monthly averaged SST from historical data.  The central pressure difference p = 
1010 - pc (hPa ), which is calculated using the simulated relative intensity I. 
The calculated I values by using Eq. (4.16) are applicable for offshore locations.  For 
the landfalling TC, a filling-rate model is required to describe the decay of p due to the 
unavailability of the oceanic heat source and energy dissipation.  The suggested model for 
the central pressure difference at time t since the TC making landfall, p(t), is given by, 
( )0( ) exp pp t p a t =   −  (4.16) 
where p0 denotes the central pressure difference at the time of landfall; 
0 1 0p p p aa a a p= +  + ; ap0 and ap1 are model coefficients to be determined, and a is a zero-
mean normal variate with standard deviation a. 
Based on the calculated p, Rmax (km) and B are calculated using (Vickery and Wadhera 
2008), 
5 2
max maxln 3.015 6.291 10 0.0337 lnRR p
−= −   + + , (4.17) 
and 
max1.833 0.326 1000 c BB f R= − + , (4.19) 
where p is in hPa, the standard deviation of lnRmax, 
maxln R
  equals 0.448 for 87 hPap  , 
1.137 0.00792 p−   for 87 hPa 120 hPap  , and 0.186 for 120 hPap  ; and the 
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standard deviation of B, B , equals 0.221. 
All model coefficients for Eqs. (4.14) to (4.17) were estimated based on the historical 
data and described in Li and Hong (2016).  An illustration of simulated tracks for 10 years 
of TC activities by using the track model is shown in Figure 4.9. 
   
Figure 4.9: Illustration of the historical TC activities for TC activities during a period of 
10 years (from 1981 to 1990,  There were a total of 329 events, and the average landfalling 
rate is 8.2 per year) and the simulated TC tracks.  The left plot is for historical TC activity, 
and the right plot is for simulated TC activity. 
Given a TC track information, the vertical wind velocity can be calculated by using Eqs. 
(4.1) and (4.5), the TC rainfall intensity can be estimated based on the proposed model 
shown in Eq. (4.12), and the rain hazard at a site can be evaluated.  More specifically, the 
proposed framework to estimate the TC rain hazard at an onshore site is schematically 




Figure 4.10: Flowchart for evaluating the TC rain hazard for a given site. 
1). For a considered period (say 10000 years), sample the TC activity for each year 
according to Eq. (4.13).  For each TC event, sample the track according to Eqs. (4.14) 
to (4.17).  The simulation is carried out every 6 hours.  The simulated track that is 
characterized by Rmax, B, p, and cu  is interpolated for a sampling interval of 15 
minutes. 
2). For a given TC track, once it is within 250 km of coastline, extract the precalculated 
wind field, which is based on Eq. (4.1), according to the parameters obtained in Step 
1) and evaluate the vertical wind velocity field ( , )hw r   by applying Eq. (4.5); 
3). Using the calculated ( , )hw r   and Eq. (4.12), calculate the rainfall intensity and the 
accumulated rainfall amount, QT.  Find the maximum accumulated rainfall amount 
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within 24 hour period, Q24. 
4).  Repeat Steps 2) and 3) for all sampled tracks within the considered period, and extra 
the samples of Q24 for the site interest and all tracks. Find the annual maximum 
values of Q24, denoted as QA24.  Based on the empirical probability distribution of 
QA24, find the T-year return period value of QA24. 
4.3.2 Estimated TC rain hazard 
In this section, a framework for assessing and mapping the TC rain hazard for onshore 
sites in mainland China is proposed.  For the analysis, a rectangular grid system with a 
resolution of 0.5° covering the coastal region is considered.  The obtained T-year return 
period value of QA24, QA24-T, is presented in Figure 4.11a for T = 100 years.  For comparison 
proposed, the mapped TC rain hazard based on the empirical model, which is developed 
based on PR-TRMM, is presented in Figure 4.11b.  The comparison indicates that the 
values estimated based on Eq. (4.12) are much greater than those obtained based on the 
empirical model shown in Chapter.  Part of this discrepancy is due to the use of truncated 
normal distribution for the residuals.  This aspect needs to be investigated further in future 
a study.  Also, the semi-empirical model does not take into account the topographic effect.  
Moreover, the interevent and intraevent spatial correlations of the residuals, which are not 
considered in the present chapter, need to be investigated.  Note that since the use of the 
semi-empirical model requires the computation of the vertical wind profile, it is much less 
efficient than the use of the empirical models presented in Chapter 3. 
a) b)  
Figure 4.11: Rain hazard map by considering QA24-T for T = 100 years: a) Based on Semi-
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empirical model shown in Eqs. (4.12), and b) Based on the empirical model presented in 
Chapter 3 (see Figure 3.17a). 
4.3.3 Comparison of the estimated TC rain hazard estimated using 
gauge data 
To assess the validity of the calculated QA24-T according to the proposed semi-empirical 
model shown in Eq. (4.12), the samples of QA24 obtained from simulation results are 
presented in the Gumbel probability paper in Figure 4.13 for a few selected sites listed in 
Table 4.1.  These results are compared with those obtained from the gauge data.  Also, a 
quantitative comparison of QA24-100 estimated from the empirical distributions shown in 
Figure 4.13 is summarized in Table 4.1.  The comparison presented in Figure 4.13 and 
Table 4.1 indicates that the estimated TC rain hazard by using the developed semi-
empirical model could be adequate for several sites in the southwest of China.  However, 
the use of the developed model results in severe overestimation of the TC rain hazatd. 










Shanghai（SH） 31.2333 121.4833 306.74  197.08 
Ningbo (NB) 29.8667 121.5167 367.47  186.94 
Wenzhou (WZ) 28.0167 120.65 405.45  185.55 
Fuzhou (FZ) 26.0833 119.3 371.96  333.76 
Xiamen (XM) 24.4833 118.1 379.79  266.96 
Guangzhou (GZ) 23 113.2167 291.02  304.57 
Shenzhen (SZ) 22.55 114.1167 357.98  343.69 




Figure 4.12:  Comparison of QA24 obtained based on simulation analysis using the semi-
empirical model and those based on gauge data. 
4.4 Summary and Conclusions 
In this chapter, a simple semi-empirical model is calibrated for estimating the rainfall 
intensity by considering the landfalling TC events in mainland China.  A TC rain hazard 




In developing the semi-empirical model, first, the vertical wind velocity profile of TC 
that could be used as the (first-order) surrogate model for the TC rainfall intensity is 
proposed.  The snapshots of rainfall intensity from the precipitation radar data from TRMM 
(PR-TRMM) correspond to the landfalling TCs with their center located within 250 km 
from the coastline of mainland China are extracted.  It is shown that such a surrogate 
overestimates and underestimates the rainfall intensity inferred from PR-TRMM if the site 
is within two times the radius to the maximum wind velocity and away from twice the 
radius to maximum wind velocity, respectively.  An adjustment to the physical- model 
based on error analysis is made using the extracted rainfall intensity snapshots to develop 
the semi-empirical model. 
An assessment of TC rain hazard assessment is carried out for the coastal region in 
mainland China.  It is shown that the spatial trends of the estimated TC rain hazard in terms 
of T-year return period value of the annual maximum accumulated rain per 24 hours, QA24-
T, by using the developed semi-empirical model are similar to those obtained based on the 
empirical model presented in Chapter 3.  Part of this discrepancy is due to the use of 
truncated normal distribution for the residuals.  This aspect needs to be investigated further 
in future study.  However, the estimated TC rain hazard by using the semi-empirical model 
is greater than that obtained by using the empirical model.  The obtained results also 
indicate that the estimated TC rain hazard by using the developed semi-empirical model 
could be adequate for several sites in the southwest of China.  The use of the developed 
model results in severe overestimation of the TC rain hazard in south of coastal region of 
China; the use of the developed model results show a relative good estimation of coastal 
region of China. 
It must be emphasized that the semi-empirical model does not take into account the 
topographic effect.  The interevent and intraevent spatial correlations of the residuals, 
which are not considered in the present chapter, need to be investigated in a future study. 
Reference 
Chen, S. S., Knaff, J. A., & Marks Jr, F. D. (2006). Effects of vertical wind shear and storm 
107 
 
motion on tropical cyclone rainfall asymmetries deduced from TRMM. Monthly 
Weather Review, 134(11), 3190-3208.  
Chen, Y., Duan, Z., Yang, J., Deng, Y., Wu, T., & Ou, J. (2021). Typhoons of western 
North Pacific basin under warming climate and implications for future wind hazard 
of East Asia. Journal of Wind Engineering and Industrial Aerodynamics, 208, 
104415. 
Chow, S. (1971). A study of the wind field in the planetary boundary layer of a moving 
tropical cyclone. M.Sc. Thesis, New York University, New York, NY.  
Darling, R. W. R. (1991). Estimating probabilities of hurricane wind speeds using a large-
scale empirical model. Journal of Climate, 4(10), 1035-1046.  
DeMaria, M., & Tuleya, R. E. (2001). Evaluation of quantitative precipitation forecasts 
from the GFDL hurricane model. Preprints. In Symp. on Precipitation of Extremes: 
Prediction, Impacts, and Responses, Alberquerque, NM, Amer. Meteor. Soc. 340–
343.  
Frank, W. M., & Ritchie, E. A. (2001). Effects of vertical wind shear on the intensity and 
structure of numerically simulated hurricanes. Monthly Weather Review, 129(9), 
2249-2269.  
Holland, G. J. (1980). An analytic model of the wind and pressure profiles in hurricanes. 
Monthly Weather Review, 108(8), 1212-1218.  
Hong, H. P., Li, S. H. & Duan, Z. D. (2016). Typhoon wind hazard estimation and mapping 
for coastal region in mainland China. Natural Hazards Review, 17(2), 04016001.  
Hong, X., Hong, H. P., & Li, J. (2019). Solution and validation of a three dimensional 
tropical cyclone boundary layer wind field model. Journal of Wind Engineering and 
Industrial Aerodynamics, 193, 103973.  
Kepert, J. (2001). The dynamics of boundary layer jets within the tropical cyclone core. 
Part I: Linear theory. Journal of the Atmospheric Sciences, 58(17), 2469-2484.  
Kepert, J., & Wang, Y. (2001). The dynamics of boundary layer jets within the tropical 
cyclone core. Part II: Nonlinear enhancement. Journal of the atmospheric sciences, 
58(17), 2485-2501.  
Kummerow, C., Simpson, J., Thiele, O., Barnes, W., Chang, A. T. C., Stocker, E., ... & 
Nakamura, K. (2000). The status of the Tropical Rainfall Measuring Mission 
(TRMM) after two years in orbit. Journal of applied meteorology, 39(12), 1965-
1982.  
Langousis, A., & Veneziano, D. (2009). Theoretical model of rainfall in tropical cyclones 
for the assessment of long‐ term risk. Journal of Geophysical Research: 
Atmospheres, 114(D2).  
Langousis, A., Veneziano, D., & Chen, S. (2009). Boundary layer model for moving 
tropical cyclones. In Hurricanes and climate change (pp. 265-286). Springer, 
Boston, MA.  
Large, W.G.& Pond, S. (1981). Open ocean momentum flux measurements in moderate to 
108 
 
strong winds. J. Phys. Oceanogr., 11, 324–336.  
Li, S. H., & Hong, H. P. (2015). Observations on a hurricane wind hazard model used to 
map extreme hurricane wind speed. Journal of Structural Engineering, 141(10), 
04014238.  
Li, S. H., & Hong, H. P. (2016). Typhoon wind hazard estimation for China using an 
empirical track model. Natural Hazards, 82(2), 1009-1029.  
Lian, Y., Liu, Y., & Dong, X. (2020). Strategies for controlling false online information 
during natural disasters: The case of Typhoon Mangkhut in China. Technology in 
Society, 62, 101265.  
Lonfat, M., Marks Jr, F. D., & Chen, S. S. (2004). Precipitation distribution in tropical 
cyclones using the Tropical Rainfall Measuring Mission (TRMM) Microwave 
Imager: A global perspective. Monthly Weather Review, 132(7), 1645-1660.  
Lonfat, M., Rogers, R., Marchok, T., & Marks Jr, F. D. (2007). A parametric model for 
predicting hurricane rainfall. Monthly Weather Review, 135(9), 3086-3097.  
Lu, P., Lin, N., Emanuel, K., Chavas, D., & Smith, J. (2018). Assessing hurricane rainfall 
mechanisms using a physics-based model: Hurricanes Isabel (2003) and Irene 
(2011). Journal of Atmospheric Sciences, 75(7), 2337-2358.  
Luo, Y., Sun, J., Li, Y., Xia, R., Du, Y., Yang, S., ... & Li, M. (2020). Science and 
prediction of heavy rainfall over China: Research progress since the reform and 
opening-up of new China. Journal of Meteorological Research, 34(3), 427-459.  
Meng, Y., Matsui, M. & Hibi, K. (1995). An analytical model for simulation of the wind 
field in a typhoon boundary layer. Journal of Wind Engineering and Industrial 
Aerodynamics, 56(2-3), 291-310.  
Meng, Y., Matsui, M. & Hibi, K. (1997). A numerical study of the wind field in a typhoon 
boundary layer. Journal of Wind Engineering and Industrial Aerodynamics, 67, 
437-448.  
Shapiro, L. J. (1983). The asymmetric boundary layer flow under a translating hurricane. 
Journal of Atmospheric Sciences, 40(8), 1984-1998.  
Simpson, J., Adler, R. F., & North, G. R. (1988). A proposed tropical rainfall measuring 
mission (TRMM) satellite. Bulletin of the American Meteorological Society, 69(3), 
278-295.  
Smagorinsky, J. (1963). General circulation experiments with the primitive equations: I. 
The basic experiment. Monthly Weather Review, 91(3), 99-164.  
Smith, R. K. (1968). The surface boundary layer of a hurricane. Tellus, 20(3), 473-484.  
Snaiki, R., & Wu, T. (2018). An analytical framework for rapid estimate of rain rate during 
tropical cyclones. Journal of Wind Engineering and Industrial Aerodynamics, 174, 
50-60.  
Thompson, E. & Cardone, V. (1996). Practical modeling of hurricane surface wind fields. 
Journal of Waterway, Port, Coastal, and Ocean Engineering, 122(4), 195-205.  
Tuleya, R. E., DeMaria, M., & Kuligowski, R. J. (2007). Evaluation of GFDL and simple 
109 
 
statistical model rainfall forecasts for US landfalling tropical storms. Weather and 
Forecasting, 22(1), 56-70.  
Ueno, M. (2007). Observational analysis and numerical evaluation of the effects of vertical 
wind shear on the rainfall asymmetry in the typhoon inner-core region. Journal of 
the Meteorological Society of Japan. Ser. II, 85(2), 115-136.  
Vickery, P. J., & Wadhera, D. (2008). “Statistical models of Holland pressure profile 
parameter and radius to maximum winds of hurricanes from flight-level pressure 
and H*Wind data.” J. Appl. Meteor. Climatol., 47(10), 2497–251 
Vickery, P. J., Wadhera, D., Galsworthy, J., Peterka, J. A., Irwin, P. A., & Griffis, L. A. 
(2010). Ultimate wind load design gust wind speeds in the United States for use in 
ASCE-7. Journal of Structural Engineering, 136(5), 613-625.  
Vickery, P. J., Wadhera, D., Powell, M. D., & Chen, Y. (2009). A hurricane boundary layer 
and wind field model for use in engineering applications. Journal of Applied 
Meteorology and Climatology, 48(2), 381-405.  
Vickery, P.J., Skerjl, P. & Twisdale, L. (2000). Hurricane wind field model for use in 
hurricane simulations. Journal of Structural Engineering, 126(10), 1203-1221.  
Xi, D., Lin, N., & Smith, J. (2020). Evaluation of a physics-based tropical cyclone rainfall 
model for risk assessment. Journal of Hydrometeorology, 21(9), 2197-2218.  
Xiao, Y. F., Duan, Z. D., Xiao, Y. Q., Ou, J. P., Chang, L., & Li, Q. S. (2011). Typhoon 
wind hazard analysis for southeast China coastal regions. Structural Safety, 33(4-
5), 286-295.  
Yamamoto, M. K., Furuzawa, F. A., Higuchi, A., & Nakamura, K. (2008). Comparison of 
diurnal variations in precipitation systems observed by TRMM PR, TMI, and VIRS. 
Journal of Climate, 21(16), 4011-4028.  
Ying, M., Zhang, W., Yu, H., Lu, X., Feng, J., Fan, Y., ... & Chen, D. (2014). An overview 
of the China Meteorological Administration tropical cyclone database. Journal of 
Atmospheric and Oceanic Technology, 31(2), 287-301.  
Yu, Z., Wang, Y., & Xu, H. (2015). Observed rainfall asymmetry in tropical cyclones 
making landfall over China. Journal of Applied Meteorology and Climatology, 
54(1), 117-136.  
Yu, Z., Wang, Y., Xu, H., Davidson, N., Chen, Y., Chen, Y., & Yu, H. (2017). On the 
relationship between intensity and rainfall distribution in tropical cyclones making 




Chapter 5  
5 Conclusions and future work 
5.1 Conclusions 
This thesis is focused on the development of the tropical cyclone (TC) rainfall intensity 
models and mapping of the accumulated rain hazard due to TC.  The study is concentrated 
on the coastal region in mainland China.  Since the TC rainfall intensity field depends on 
the TC wind field, the comparative study of several commonly used engineering TC wind 
field models is carried out first.  This is followed by the development of the empirical 
model for the TC rainfall intensity field based on the snapshots of the TC rainfall fields.  
Also, a semi-empirical model of the TC rainfall field is developed.  The developed rainfall 
intensity models are used to map TC rain hazard for the coastal region in mainland China. 
The conclusions from the comparative study of three engineering-type TC wind field 
models (i.e., Model I = gradient balance equation, Model II =  the nonlinear slab-resolving 
model, and Model II = height resolving linear model) indicates that: 
a): in general, the wind fields obtained based on the gradient balance equation (Model I) 
and from the linear height-resolving model (Model III) differ from those obtained using 
the nonlinear slab-resolving model (Model II). 
b) The azimuthally averaged ratios of the wind speeds from these models are functions of 
the distance to the storm center and vary from TC event to TC event. There is a large scatter 
in the azimuthally averaged ratio. The comparison also shows that the vertical wind profile 
obtained based on the linear height-resolving model does not lead to the profile inferred 
from observation data. 
c) Based on the comparison of the predicted wind speed by using the three wind field 
models, sets of adjustment factors are calculated and suggested so that their use leads to 
the predicted TC surface wind hazard that is more consistent with those obtained using the 
benchmark model (i.e., Model II). It is shown that the use of the suggested modifications 




d) In addition, it is shown that the statistics of the annual maximum wind speed are spatially 
varying and that the use of the generalized extreme value distribution is preferable to the 
Gumbel distribution for the annual maximum TC wind speed. 
The generation of surrogates by using the TC rainfall intensity fields from PR-TRMM 
and TMI-TRMM as the target or seed rainfall fields is proposed.  The surrogates augment 
available TC rainfall intensity fields.  Both the original rainfall intensity fields as well as 
their surrogates are used to evaluate the parameters for the TC rainfall intensity model (i.e., 
PHRaM) for the TCs affecting onshore sites in the coastal region of mainland China. 
Both empirical models and semi-empirical models are developed for mapping TC rain 
hazard.  It must be emphasized that the TC rain hazard mapping for coastal regions in 
mainland China is the first of its kind.  The rainfall intensity models presented are not 
perfect but serves as a guide to develop more accurate models. 
Empirical TC rainfall intensity models are developed based on snapshots from TRMM.  
It is shown that with the help of the surrogates, the developed TC rainfall intensity model 
provides smoother predicted rainfalls.  To show the application of the models for the TC 
rain hazard assessment, the developed rainfall intensity models and synthetic TC tracks are 
combined to estimate the T-year return period value of the accumulated rainfall per 24 
hours, QA24-T.  Map of QA24-100 for part of the coastal region in mainland China is mapped.  
These maps show that the spatial variation of QA24-100 is relatively smooth.  Also, the 
estimated QA24-100 using models developed based on the snapshots from TMI-TRMM is 
about 60% of that obtained using models developed based on the snapshots from TMI-
TRMM.  This inconsistency reflects the differences in the rainfall intensity from TMI-
TRMM and PR-TRMM. 
Moreover, as part of verification, the estimated QA24-100 from surface meteorological 
stations at a few sites to those estimated using the developed models and synthetic TC 
tracks is compared.  The comparison indicates that, on average, the former is about 40% 
greater than the latter.  This suggests that one may consider a scaling factor of 1.4 to the 
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rainfall intensity models developed based on snapshots from PR-TRMM and a scaling 
factor of 2.3 to the rainfall intensity models developed based on snapshots from TMI-
TRMM.  By including these scaling factors, the estimated accumulated rain hazard by 
using the empirical models and synthetic TC tracks could be consistent with that estimated 
based on records from gauge data. 
Besides developing the empirical models, a semi-empirical model (i.e., physical-
statistical-based model) is also developed.  In developing the semi-empirical model, it is 
firstly assumed that the vertical wind velocity profile of TC could be used as the (first-
order) surrogate model for the TC rainfall intensity.  The snapshots of rainfall intensity 
from the precipitation radar data from TRMM (PR-TRMM) correspond to the landfalling 
TCs with their center located within 250 km from the coastline of mainland China are 
extracted.  It is shown that such a surrogate overestimates and underestimates the rainfall 
intensity inferred from PR-TRMM if the site is within two times the radius to the maximum 
wind velocity and away from twice the radius to maximum wind velocity, respectively.  
The adjustment to  the physical- model based on error analysis using the extracted rainfall 
intensity snapshots is considered to develop the semi-empirical model. 
An assessment of TC rain hazard assessment is carried out for the coastal region in 
mainland China.  It is shown that the spatial trends of the estimated TC rain hazard in terms 
of T-year return period value of the annual maximum accumulated rain per 24 hours, QA24-
T, by using the developed semi-empirical model are similar to those obtained based on the 
empirical model presented in Chapter 3.  Part of this discrepancy is due to the use of 
truncated normal distribution for the residuals.  This aspect needs to be investigated further 
in future a study.  However, the estimated TC rain hazard by using the semi-empirical 
model is greater than that obtained by using the empirical model.  The obtained results also 
indicate that the estimated TC rain hazard by using the developed semi-empirical model 
could be adequate for several sites in the southwest of China.  The use of the developed 
model results in severe overestimation of the TC rain hazard in south of coastal region of 
China; the use of the developed model results show a relative good estimation of coastal 
region of China. 
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It must be emphasized that the semi-empirical model does not take into account the 
topographic effect.  The interevent and intraevent spatial correlations of the residuals, 
which are not considered in the present chapter, need to be investigated in a future study. 
5.2 Future work 
There are several unresolved issues that could be important for TC rain hazard mapping.  
These are listed in the following: 
a)  The comparison of the TC wind field did not consider the nonlinear 3D model or the 
Weather Research and Forecasting (WRF) Model (https://www.mmm.ucar.edu/weather-
research-and-forecasting-model).  The consideration of such a model for comparison could 
be used to gain further confidence in using a simple and effective engineering-type TC 
wind field model for TC wind hazard mapping. 
b)  Item a) is also applicable for the rainfall intensity field.  Such a comparison, including 
the rainfall measurements from the gauges, could be valuable to assess the validity of WRF, 
semi-empirical model, empirical model for predicting rainfall intensity or accumulated 
rainfall due to passage of TC. 
c)  The developed empirical models or semi-empirical models for the rainfall intensity did 
not consider interevent correlation and intraevent correlation.  Although the consideration 
of these correlations for a single site is not important, it could affect the estimated TC rain 




Appendix A: Extracted snapshots of rainfall intensity from 
TRMM 




















1 1 19980708 22.36  118.60  1.58  33.73  10.00  2.30  1  0.00  
 2 19980709 22.74  118.85  1.36  72.82  10.96  2.43  2  60.47  
 3 19980709 23.32  120.16  1.46  52.70  12.00  4.21  2  335.59  
 4 19980709 23.61  120.00  1.43  56.44  12.00  3.61  2  332.19  
 5 19980710 24.14  119.39  1.45  51.88  10.31  1.75  2  299.57  
 6 19980710 24.48  118.43  1.46  48.93  10.00  1.09  1  260.06  
2 7 19980804 23.92  120.56  1.51  53.82  29.05  6.80  3  320.97  
 8 19980804 25.07  119.76  1.51  52.62  18.34  4.75  3  338.08  
3 9 19980810 20.14  113.45  1.24  52.59  23.97  3.81  3  283.39  
 10 19980810 20.43  112.44  1.34  35.29  25.00  4.26  3  295.84  
 11 19980811 22.33  110.51  1.01  100.00  15.76  12.52  2  303.22  
4 12 19980822 19.80  111.60  1.45  29.86  10.00  7.92  1  310.15  
 13 19980822 21.11  109.18  1.25  64.34  10.00  3.27  1  298.19  
5 14 19980911 20.41  115.37  1.68  40.96  10.00  1.99  1  292.25  
 15 19980911 20.50  114.93  1.63  49.27  10.00  1.86  1  270.00  
 16 19980912 20.40  113.96  1.66  43.37  10.00  2.35  1  270.00  
 17 19980912 20.40  113.27  1.77  25.71  10.00  4.29  2  270.00  
 18 19980913 19.70  109.75  1.67  43.02  10.00  6.05  2  266.90  
 19 19980913 20.03  108.22  1.66  44.94  12.40  4.68  2  276.58  
 20 19980914 20.30  106.50  1.90  10.99  12.00  3.70  2  0.00  
6 21 19980919 30.06  123.01  1.13  44.34  25.00  4.50  3  262.03  
 22 19980919 30.02  122.76  1.25  28.36  25.00  4.28  3  260.67  
 23 19980919 29.99  122.52  0.96  74.02  24.83  4.11  2  259.99  
 24 19980919 29.93  122.24  1.15  41.90  22.24  3.99  2  255.66  
7 25 19981025 20.62  116.14  1.22  37.60  35.00  3.27  3  15.22  
 26 19981026 22.55  117.39  1.25  30.06  34.61  3.89  3  28.41  
 27 19981026 23.26  117.82  1.17  41.19  28.83  3.19  3  35.70  
 28 19981027 24.50  119.00  1.16  41.67  10.00  7.47  1  56.60  
 29 19981027 24.61  119.25  1.05  60.90  10.00  5.35  1  66.06  
8 30 19990501 21.00  115.30  0.97  42.73  25.00  1.77  2  305.82  
 31 19990501 21.26  114.92  1.01  35.89  24.07  1.81  2  309.44  
 32 19990502 22.42  114.70  1.04  29.92  10.00  2.36  1  2.21  
9 33 19990606 22.75  114.97  0.95  51.02  30.74  7.63  3  259.37  
 34 19990607 21.78  113.23  1.12  25.72  30.00  4.48  3  232.05  
 35 19990607 22.05  112.90  1.16  19.69  25.69  6.61  3  3.30  
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 36 19990608 23.39  109.44  0.98  44.58  10.58  0.48  1  248.27  
 37 19990608 23.31  109.24  0.96  47.97  10.08  0.79  1  248.85  
10 38 19990726 20.25  113.81  1.64  28.25  25.00  4.23  3  32.43  
 39 19990726 21.04  114.69  1.51  48.98  25.00  9.92  3  52.93  
 40 19990727 24.92  117.82  1.46  49.68  18.44  3.04  2  19.68  
11 41 19990806 22.13  117.78  1.26  90.51  15.00  3.89  2  50.57  
 42 19990806 22.37  118.57  1.43  53.25  15.00  3.45  2  83.10  
12 43 19990808 33.82  121.72  1.41  49.28  11.00  5.88  2  314.62  
 44 19990808 34.00  121.50  1.44  43.88  11.00  6.67  2  314.46  
 45 19990808 34.22  121.27  1.28  70.23  11.00  6.15  2  321.72  
13 46 19990822 21.67  115.21  1.72  22.90  30.56  4.75  4  314.50  
 47 19990822 22.38  114.31  1.67  28.60  29.93  3.86  4  301.36  
 48 19990823 23.33  112.86  1.79  13.44  11.31  2.96  2  347.40  
 49 19990823 23.99  112.80  1.28  100.00  10.00  3.13  1  0.00  
 50 19990825 31.58  119.07  1.57  32.38  10.00  9.66  1  72.19  
 51 19990825 31.77  119.71  1.25  84.02  10.00  8.78  1  69.16  
14 52 19990903 22.99  116.44  1.39  47.79  19.29  6.28  2  322.12  
 53 19990904 24.08  115.58  1.52  27.01  10.56  6.83  2  321.30  
 54 19990905 30.55  119.60  1.23  61.91  10.00  5.78  1  58.27  
 55 19990905 30.69  119.87  1.29  51.23  10.00  8.11  1  60.38  
 56 19990905 30.79  120.08  1.28  52.88  10.00  10.11  1  60.88  
15 57 19990914 20.83  116.13  1.54  34.98  26.88  2.15  3  333.21  
 58 19990915 21.54  115.27  1.56  31.07  30.00  1.72  3  321.47  
 59 19990915 21.77  115.00  1.29  82.42  30.00  3.81  3  308.66  
 60 19990915 21.91  114.80  1.39  60.15  30.00  3.65  3  304.09  
 61 19990916 22.51  113.29  1.57  28.38  28.29  4.58  3  321.59  
 62 19990916 23.35  112.71  1.40  55.32  17.61  3.91  2  332.58  
16 63 19990918 31.05  122.84  0.97  32.13  19.98  4.13  2  313.80  
 64 19990918 31.19  122.67  0.95  34.97  19.70  4.31  2  314.28  
 65 19990918 31.36  122.49  0.88  45.01  19.07  4.53  2  319.62  
 66 19990918 31.51  122.35  0.80  71.89  18.37  4.72  2  328.30  
17 67 19990925 21.53  115.50  1.31  17.31  24.04  0.78  3  0.00  
 68 19990925 21.70  115.39  1.28  20.54  12.79  2.57  2  302.12  
18 69 19991008 21.80  118.06  1.54  45.13  45.00  2.51  4  337.43  
 70 19991008 22.29  117.91  1.61  33.91  45.00  2.25  4  16.68  
 71 19991009 24.26  118.08  1.48  51.23  38.10  3.15  4  351.16  
 72 19991009 24.75  118.00  1.48  50.75  28.77  3.30  3  4.84  
 73 19991009 24.89  118.04  1.25  100.00  23.70  3.53  3  18.71  
19 74 20000617 20.09  114.13  1.20  32.20  10.00  4.49  1  295.37  
 75 20000617 20.56  113.32  1.06  56.15  10.00  3.40  1  314.31  
20 76 20000709 25.32  121.54  0.81  28.28  30.00  8.46  2  351.06  
 77 20000710 30.89  121.48  0.80  85.24  22.94  12.05  2  6.98  
 78 20000710 31.62  121.61  0.80  100.00  21.35  11.71  2  10.22  
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 79 20000710 32.21  121.75  0.80  52.33  20.27  11.42  2  12.13  
 80 20000710 32.84  121.98  0.80  93.74  19.52  11.25  2  23.98  
21 81 20000715 18.34  111.53  1.44  32.42  13.00  3.78  2  315.41  
 82 20000716 19.22  111.20  1.39  40.84  13.00  2.60  2  0.00  
 83 20000716 20.94  111.79  1.34  45.15  13.70  4.17  2  37.73  
 84 20000717 21.73  112.19  1.11  92.45  14.95  4.33  2  15.72  
 85 20000717 21.83  112.18  1.20  71.89  14.98  4.71  2  310.77  
 86 20000717 22.43  109.21  1.30  50.12  12.00  10.87  2  261.84  
 87 20000718 22.04  106.65  1.48  23.04  12.00  6.77  2  256.74  
 88 20000718 21.19  107.73  1.41  33.13  12.00  3.71  2  133.35  
 89 20000719 21.40  108.30  1.48  23.08  12.00  10.41  2  19.05  
 90 20000719 20.13  107.19  1.38  39.53  13.00  0.86  2  68.27  
22 91 20000810 29.40  122.03  1.09  43.62  37.41  3.70  3  294.73  
 92 20000810 29.49  121.83  1.12  38.31  35.31  3.42  3  297.94  
 93 20000810 29.57  121.66  1.00  57.96  32.60  3.81  3  302.54  
 94 20000810 29.68  121.50  0.96  64.26  27.50  4.41  2  308.30  
23 95 20000823 24.79  118.23  1.05  43.39  45.00  5.65  3  313.22  
 96 20000823 25.19  117.32  0.95  62.24  31.82  4.10  3  285.92  
 97 20000823 25.25  117.03  1.19  23.34  27.98  3.47  3  283.66  
 98 20000825 30.62  119.06  0.88  63.10  10.00  5.81  1  10.19  
 99 20000825 30.93  119.14  0.88  63.50  10.00  5.81  1  14.32  
 100 20000825 31.18  119.24  1.01  40.67  10.00  5.89  1  24.49  
 101 20000825 31.41  119.41  0.91  57.15  10.00  6.12  1  35.95  
 102 20000826 33.59  121.61  0.83  65.89  10.00  7.78  1  43.68  
 103 20000826 33.89  122.01  0.80  100.00  10.00  7.98  1  51.00  
 104 20000826 34.11  122.45  0.89  55.27  10.00  6.95  1  63.71  
24 105 20000830 28.49  123.25  1.33  32.46  40.00  6.79  4  346.92  
 106 20000831 33.43  123.75  1.08  64.95  40.00  10.52  3  9.90  
 107 20000831 20.88  115.71  1.81  33.20  24.97  3.25  3  324.69  
 108 20000901 24.20  114.50  1.44  100.00  20.00  6.33  3  348.93  
25 109 20000908 18.50  111.48  1.20  57.41  40.43  4.85  3  270.01  
 110 20000909 18.37  110.17  1.39  23.97  44.29  4.11  4  243.26  
26 111 20001107 20.65  114.20  1.22  46.41  10.00  0.14  1  284.97  
27 112 20010623 25.20  119.46  1.44  53.22  38.91  9.10  4  7.81  
 113 20010623 27.02  119.85  1.24  90.01  26.88  10.45  3  15.76  
28 114 20010701 19.96  112.01  1.53  18.77  32.08  4.37  4  300.17  
 115 20010701 20.64  111.02  1.31  54.03  39.45  5.52  4  309.45  
 116 20010702 21.79  108.39  1.41  34.30  24.58  4.45  3  302.04  
 117 20010702 22.25  107.23  1.28  55.92  18.35  3.69  2  291.11  
29 118 20010705 21.46  116.31  1.38  32.11  45.00  5.78  4  321.07  
 119 20010706 23.06  113.27  1.40  26.71  28.70  5.05  3  287.03  
 120 20010706 23.36  112.20  1.31  40.73  23.98  6.00  3  281.55  
 121 20010707 23.50  108.40  1.02  100.00  18.00  4.28  2  267.97  
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 122 20010707 23.52  108.11  1.14  71.29  17.18  4.41  2  278.07  
 123 20010707 23.60  107.14  1.26  47.40  14.15  2.57  2  270.01  
30 124 20010712 24.09  119.32  1.37  85.63  10.92  1.83  2  354.72  
31 125 20010724 20.64  114.24  1.43  53.09  35.00  3.69  4  258.26  
 126 20010725 21.62  110.64  1.48  40.46  29.71  4.82  3  279.82  
 127 20010726 21.83  109.59  1.39  57.56  21.54  4.22  3  283.77  
32 128 20010730 24.45  120.94  0.88  100.00  34.31  5.14  3  340.86  
 129 20010730 26.36  119.75  0.98  72.46  24.00  3.14  2  325.97  
 130 20010731 30.62  119.99  1.20  29.89  12.00  10.61  2  4.13  
 131 20010731 31.11  120.02  0.83  91.48  12.34  10.40  1  2.45  
 132 20010731 31.65  120.05  0.94  68.34  13.31  9.89  1  1.85  
 133 20010731 32.29  120.07  0.80  96.01  14.53  9.30  1  2.10  
33 134 20010803 25.11  120.34  1.55  40.82  10.00  5.65  1  328.62  
 135 20010803 25.38  120.17  1.54  42.69  10.00  5.65  1  331.48  
 136 20010803 26.16  119.78  1.24  100.00  10.00  6.28  1  337.63  
 137 20010804 30.42  118.68  1.22  91.69  10.00  4.37  1  60.95  
 138 20010805 31.50  121.13  1.33  67.75  10.00  4.18  1  67.10  
 139 20010805 31.60  121.40  1.45  47.60  10.00  3.83  2  66.58  
 140 20010805 31.70  121.66  1.27  78.32  10.00  3.57  1  65.89  
 141 20010806 32.77  123.97  1.29  71.69  10.00  6.31  1  41.98  
34 142 20010829 19.42  111.49  1.18  28.56  14.44  2.96  2  303.55  
 143 20010829 19.78  110.75  1.07  46.47  17.89  1.89  2  295.28  
 144 20010830 19.75  109.44  1.13  36.03  18.52  2.53  2  287.58  
 145 20010830 20.03  108.92  1.11  38.79  20.00  2.36  2  323.89  
 146 20010831 21.54  108.94  1.17  27.23  23.32  2.50  2  313.46  
 147 20010831 21.80  108.64  0.84  91.71  17.60  1.54  2  90.00  
 148 20010901 21.67  109.33  1.10  37.11  10.87  0.63  1  144.19  
 149 20010901 21.60  109.45  1.17  27.25  10.00  0.49  1  90.00  
 150 20010902 21.48  109.59  1.18  25.39  10.00  2.02  1  197.48  
 151 20010902 20.94  109.50  1.08  41.14  10.00  2.20  1  180.00  
 152 20010903 20.10  109.90  1.12  36.71  10.00  1.14  1  148.71  
 153 20010903 19.90  109.96  1.26  17.09  10.00  1.15  1  270.00  
 154 20010904 20.43  109.39  1.16  29.26  10.00  1.32  1  341.88  
 155 20010904 20.65  109.23  0.82  100.00  10.00  2.17  1  299.94  
 156 20010905 20.72  108.64  0.89  81.48  10.00  0.70  1  52.47  
 157 20010905 21.06  108.77  0.91  76.07  10.00  2.00  1  41.62  
 158 20010906 21.50  108.92  0.98  58.78  10.00  0.57  1  90.00  
 159 20010907 21.30  109.73  0.97  62.78  10.00  5.06  1  92.73  
 160 20010907 20.56  112.45  0.94  70.99  10.00  3.04  1  125.04  
 161 20010908 20.25  112.02  1.08  43.46  10.00  3.51  1  224.39  
 162 20010908 18.92  111.43  1.09  44.02  10.00  2.60  1  236.45  
 163 20010909 18.70  110.80  1.09  45.74  10.00  1.79  1  248.54  
 164 20010909 18.29  109.83  1.14  37.32  10.00  2.70  1  254.15  
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 165 20010910 18.29  109.21  1.05  53.72  10.00  0.18  1  314.90  
 166 20010910 18.61  108.97  1.17  30.93  10.00  2.05  1  349.48  
 167 20010911 18.80  108.56  1.04  54.42  10.00  4.55  1  270.00  
35 168 20010916 24.62  121.62  1.09  45.81  30.52  3.50  3  225.33  
 169 20010917 24.08  121.09  1.05  54.05  19.72  2.51  2  196.18  
 170 20010918 22.66  119.79  1.08  50.75  12.95  1.10  2  208.97  
 171 20010919 22.56  118.22  1.06  54.59  13.88  5.06  2  275.95  
 172 20010919 22.86  117.09  1.07  52.26  24.37  6.77  2  286.41  
 173 20010920 23.00  113.64  0.96  74.49  10.00  4.68  1  270.01  
 174 20010920 22.95  112.58  1.15  38.45  10.00  0.77  1  260.75  
36 175 20010926 23.33  120.42  1.34  30.42  28.30  2.01  3  330.79  
 176 20010927 24.09  120.29  1.30  35.53  20.00  1.72  2  229.86  
 177 20010927 23.82  120.26  1.15  62.33  20.00  3.39  2  67.71  
 178 20010928 24.46  120.62  1.28  38.62  20.00  2.17  2  328.04  
 179 20010928 24.90  120.50  1.03  85.82  15.00  2.57  2  359.32  
 180 20010929 26.61  120.87  0.94  100.00  12.00  4.99  1  28.48  
 181 20010929 26.83  121.02  1.26  37.88  11.99  5.32  2  37.32  
 182 20010929 27.28  121.72  1.35  25.80  10.38  8.53  2  55.80  
37 183 20020605 19.78  113.18  1.29  37.23  10.00  2.48  1  78.00  
 184 20020605 19.90  113.88  1.11  72.39  10.00  3.27  1  90.00  
38 185 20020704 29.84  124.16  1.30  42.45  44.14  8.30  4  356.55  
 186 20020704 30.33  124.12  1.31  40.99  41.28  8.33  4  355.70  
 187 20020704 30.74  124.08  1.14  66.95  39.47  7.91  3  354.09  
 188 20020704 31.26  124.00  1.15  64.41  37.88  6.38  3  350.62  
39 189 20020707 21.31  116.49  1.81  32.97  15.74  3.51  3  82.60  
 190 20020708 21.98  118.48  1.61  68.56  18.00  2.66  3  49.76  
 191 20020708 22.59  118.91  1.60  68.68  16.44  4.60  2  24.56  
 192 20020709 24.21  120.11  1.83  25.92  22.00  1.63  3  67.21  
 193 20020709 24.28  120.35  1.61  62.20  22.00  4.16  3  69.00  
 194 20020709 24.35  120.49  1.45  97.28  22.00  4.52  3  55.24  
40 195 20020727 34.59  122.65  0.80  77.49  20.00  6.23  2  295.36  
 196 20020727 34.75  122.30  0.80  100.00  20.00  6.48  2  301.10  
 197 20020727 34.93  122.01  0.80  57.76  19.75  6.26  2  313.67  
41 198 20020803 20.89  116.35  1.09  62.87  18.00  4.28  2  266.42  
 199 20020803 20.54  114.55  1.09  64.84  20.00  3.17  2  227.35  
 200 20020804 21.02  115.11  1.30  25.77  25.00  2.63  3  16.98  
 201 20020804 22.77  115.69  1.30  24.63  25.56  5.57  3  6.61  
 202 20020805 23.97  115.70  1.09  56.52  25.00  5.29  2  0.00  
42 203 20020819 22.07  110.32  1.52  28.01  25.57  11.16  3  341.20  
43 204 20020907 27.20  121.50  0.95  77.46  50.00  5.14  3  270.63  
 205 20020907 27.20  120.65  0.85  100.00  42.69  6.87  3  270.01  
 206 20020907 27.20  120.29  1.21  33.54  38.94  7.45  3  268.36  
44 207 20020911 20.77  113.91  1.51  37.53  20.00  3.94  3  292.09  
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 208 20020911 21.19  113.18  1.44  49.30  23.97  3.96  3  308.38  
 209 20020912 21.85  110.59  1.54  30.86  19.01  3.21  3  277.00  
 210 20020912 21.98  109.79  1.46  43.44  15.60  2.83  2  282.54  
 211 20020913 22.20  108.60  1.22  92.92  10.00  1.26  1  0.00  
 212 20020913 22.07  108.83  1.34  65.88  10.00  2.35  1  118.66  
 213 20020914 21.79  109.64  1.43  49.82  10.00  3.67  1  128.54  
 214 20020914 21.53  110.55  1.43  50.14  10.00  3.50  1  95.75  
 215 20020915 21.30  112.00  1.34  69.30  10.00  0.80  1  0.00  
 216 20020915 21.17  112.04  1.39  58.01  10.00  2.95  1  163.81  
45 217 20020925 18.79  108.88  1.62  38.29  18.00  2.83  3  326.09  
 218 20020926 19.48  108.63  1.70  24.69  18.00  2.36  3  350.38  
 219 20020926 20.71  108.50  1.57  44.51  15.00  2.45  2  0.00  
 220 20020927 21.52  108.50  1.51  52.46  13.47  2.73  2  0.00  
 221 20020927 21.40  109.42  1.49  58.24  10.00  2.54  2  90.00  
 222 20020928 21.43  110.01  1.64  30.37  10.00  0.62  1  75.17  
46 223 20030721 18.91  109.95  1.12  30.39  24.78  5.50  3  280.78  
 224 20030721 19.25  108.37  1.00  49.73  20.00  6.45  2  288.31  
47 225 20030723 20.07  112.81  1.12  43.73  60.00  7.65  4  310.61  
 226 20030724 22.69  109.11  1.19  29.23  26.57  7.94  3  300.41  
 227 20030724 22.89  108.72  1.22  24.67  23.64  7.93  3  297.18  
 228 20030724 23.43  107.01  1.07  46.55  14.65  5.95  2  276.81  
48 229 20030804 23.89  118.82  1.26  35.17  15.20  3.22  2  298.38  
 230 20030804 24.24  118.17  1.29  30.77  11.90  3.91  2  324.26  
49 231 20030819 26.57  121.60  1.21  37.08  20.00  11.02  2  331.91  
 232 20030820 27.96  120.28  1.15  43.27  18.23  8.60  2  306.93  
 233 20030820 28.25  119.82  1.11  49.20  16.27  7.82  2  305.19  
50 234 20030820 21.56  116.15  1.25  43.02  11.10  1.85  2  336.16  
51 235 20030824 19.99  110.90  1.14  23.90  45.00  6.21  4  301.69  
 236 20030825 20.64  109.64  1.07  32.64  47.19  5.62  4  293.33  
 237 20030825 21.60  106.75  1.10  27.62  32.93  6.40  3  297.46  
52 238 20030901 21.82  118.50  1.36  29.15  60.00  8.24  5  278.04  
 239 20030902 22.50  113.78  1.32  34.08  33.81  8.43  3  261.30  
 240 20030902 22.59  111.87  1.22  51.42  17.14  6.09  2  288.01  
53 241 20031118 18.83  108.72  1.36  58.35  35.00  2.65  3  11.10  
 242 20031119 20.30  108.60  1.48  31.96  15.00  3.64  2  3.12  
 243 20031119 20.98  109.04  1.55  22.18  11.70  2.86  2  27.55  
54 244 20040702 25.35  121.31  1.55  43.71  25.00  3.67  3  349.93  
 245 20040702 25.92  121.13  1.55  42.71  23.31  3.63  3  346.33  
 246 20040702 26.10  121.10  1.62  31.96  23.00  3.60  3  358.61  
 247 20040703 28.88  121.46  1.56  37.42  23.00  8.39  3  20.70  
 248 20040703 29.26  121.63  1.61  30.44  23.00  8.37  3  22.81  
 249 20040703 29.69  121.90  1.36  68.83  23.00  7.65  3  31.51  
 250 20040703 30.05  122.17  1.42  56.78  23.00  7.03  3  34.46  
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55 251 20040715 21.37  115.44  1.26  62.35  20.00  4.16  2  288.02  
 252 20040716 21.94  114.54  1.27  59.24  20.00  8.45  2  328.51  
56 253 20040727 22.73  116.56  1.46  46.48  19.98  5.00  3  309.34  
57 254 20040812 27.82  122.12  0.97  60.92  60.00  6.91  4  316.10  
 255 20040812 28.10  121.79  1.12  35.33  60.00  6.50  4  310.35  
 256 20040812 28.30  121.08  1.07  42.59  58.07  5.85  4  270.01  
 257 20040812 28.30  120.70  1.21  24.41  48.31  5.78  4  270.01  
58 258 20040825 25.50  121.02  0.80  37.00  44.11  5.54  3  270.01  
 259 20040825 25.43  120.10  0.88  10.00  41.51  6.70  3  248.43  
 260 20040826 23.66  117.39  0.80  72.54  21.97  4.74  2  262.63  
 261 20040826 23.57  116.23  0.80  31.62  15.00  5.00  1  264.72  
 262 20040827 22.78  113.73  0.80  41.82  15.00  2.37  1  255.17  
 263 20040827 22.68  113.21  0.80  20.11  15.00  1.35  1  255.83  
59 264 20040912 26.62  121.93  0.96  30.38  14.00  4.29  2  340.69  
 265 20040912 27.25  121.67  0.81  52.19  14.00  4.73  1  335.26  
 266 20040913 29.56  119.71  0.92  33.00  10.00  9.42  1  347.30  
 267 20040913 29.93  119.62  0.80  63.69  10.00  10.30  1  347.70  
 268 20040913 30.46  119.49  0.83  45.03  10.00  9.38  1  348.76  
 269 20040913 31.10  119.35  0.80  52.97  10.00  8.32  1  350.09  
60 270 20050718 24.47  121.55  1.69  18.24  47.52  3.28  5  296.76  
 271 20050718 24.57  121.29  1.67  20.67  40.86  2.98  4  290.59  
 272 20050719 25.50  120.02  1.80  10.00  37.31  3.79  4  345.03  
 273 20050719 26.19  119.56  1.46  47.33  31.70  3.10  3  312.86  
 274 20050720 27.52  117.76  1.52  36.69  17.72  3.61  2  329.40  
61 275 20050729 19.23  110.22  1.32  54.84  25.21  3.87  3  289.27  
 276 20050730 19.51  109.24  1.47  28.84  25.00  3.88  3  279.58  
 277 20050730 19.98  107.36  1.38  41.37  25.00  4.89  3  293.77  
62 278 20050805 28.00  121.37  1.30  65.31  58.22  3.68  4  311.91  
 279 20050806 28.40  120.90  1.58  23.38  40.00  3.42  4  316.05  
 280 20050806 30.52  118.78  1.51  30.00  21.90  3.98  3  320.30  
 281 20050806 30.72  118.61  1.28  63.40  21.40  3.75  3  326.92  
 282 20050807 34.50  119.02  1.06  100.00  15.00  6.29  2  7.43  
 283 20050807 34.80  119.10  1.05  100.00  15.00  6.26  2  14.65  
 284 20050807 35.15  119.22  1.45  33.02  15.00  6.22  2  14.99  
63 285 20050812 22.40  117.42  1.45  48.74  29.22  6.70  3  323.51  
64 286 20050901 25.07  119.55  0.99  50.09  40.97  7.74  3  306.91  
 287 20050901 25.62  117.85  0.83  78.86  24.70  5.69  2  293.28  
65 288 20050911 27.52  122.52  1.33  47.02  65.00  6.72  5  322.94  
 289 20050911 28.34  121.76  1.29  51.63  65.00  7.24  5  321.27  
 290 20050912 31.95  119.49  1.45  26.17  15.00  5.22  2  352.86  
 291 20050912 32.25  119.45  1.17  67.11  15.00  5.62  2  353.27  
 292 20050912 32.49  119.42  1.05  89.53  15.00  5.97  2  355.04  
 293 20050912 32.77  119.40  1.30  44.97  15.00  6.37  2  358.29  
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66 294 20050925 19.08  111.01  1.57  47.46  70.00  4.42  5  276.49  
 295 20050926 18.90  109.83  1.79  14.00  39.65  3.92  4  270.01  
 296 20050926 19.37  107.64  1.58  45.55  35.00  5.41  4  290.58  
67 297 20051002 24.26  118.52  1.63  25.00  37.28  5.58  4  292.23  
 298 20051002 24.80  117.37  1.47  47.43  16.91  5.23  2  294.18  
68 299 20060517 20.86  115.76  1.24  26.93  56.24  5.39  4  25.28  
 300 20060517 23.31  116.97  1.22  26.59  50.00  6.68  4  18.08  
 301 20060517 23.62  117.11  0.95  72.71  46.98  7.41  3  28.19  
 302 20060518 24.50  117.80  0.82  100.00  20.00  9.72  2  37.36  
 303 20060518 31.41  123.45  0.85  74.82  12.00  6.76  1  70.39  
 304 20060518 31.48  123.83  1.09  35.52  12.00  7.40  1  81.83  
 305 20060518 31.52  124.21  1.03  42.97  12.00  7.94  1  84.37  
69 306 20060628 19.57  111.59  0.81  79.04  15.00  3.92  1  333.26  
 307 20060628 20.94  110.53  1.16  15.61  13.06  1.12  2  351.90  
70 308 20060703 19.95  109.46  1.26  35.67  12.00  8.02  2  322.04  
 309 20060704 21.40  107.89  1.19  44.08  12.00  3.58  2  316.69  
71 310 20060713 25.06  121.38  1.67  41.96  35.00  5.00  4  297.52  
 311 20060713 25.16  121.12  1.62  51.07  35.00  5.77  4  292.39  
 312 20060714 26.90  117.36  1.58  53.90  24.57  5.40  3  267.93  
72 313 20060725 24.28  118.44  1.36  50.69  32.13  4.49  3  280.46  
 314 20060725 24.44  117.48  1.29  63.83  19.03  3.65  2  289.83  
 315 20060727 23.65  109.93  1.17  91.78  12.74  6.60  2  232.04  
 316 20060728 21.89  109.09  1.49  32.82  11.98  1.09  2  234.16  
 317 20060728 21.78  108.87  1.17  100.00  11.00  1.14  1  243.54  
73 318 20060803 20.44  112.51  1.27  40.35  35.00  5.00  3  332.73  
 319 20060803 21.40  111.50  1.26  39.69  35.00  5.09  3  299.75  
 320 20060804 22.46  109.22  1.28  34.56  15.00  4.20  2  308.52  
 321 20060804 23.00  108.45  1.06  75.67  12.95  4.27  2  306.78  
74 322 20060809 22.80  119.94  1.00  18.51  14.84  6.20  2  269.70  
 323 20060809 22.68  118.47  0.80  52.66  12.00  6.01  1  263.64  
75 324 20060810 26.89  121.57  1.19  37.64  92.28  5.86  5  292.71  
 325 20060810 27.00  121.20  1.32  20.62  90.00  5.59  6  285.19  
 326 20060810 22.02  114.09  0.87  36.78  10.73  0.28  1  294.33  
 327 20060811 22.10  113.90  0.81  47.36  10.00  1.00  1  212.02  
76 328 20060823 18.92  111.64  1.10  54.15  10.00  3.18  1  38.62  
 329 20060824 21.41  112.67  1.25  24.46  10.00  4.03  1  322.37  
77 330 20060912 20.34  114.84  1.52  44.22  10.00  6.79  2  290.05  
 331 20060913 21.08  111.83  1.49  46.63  10.00  1.45  1  293.00  
 332 20060913 21.38  111.70  1.27  96.63  10.00  0.80  1  0.00  
78 333 20070704 18.24  110.50  1.35  60.52  12.00  3.21  2  355.28  
 334 20070704 19.00  110.14  1.40  48.13  13.75  3.05  2  316.88  
 335 20070705 20.40  108.52  1.52  25.14  18.49  4.89  3  343.98  
 336 20070705 21.35  108.19  1.20  84.43  19.42  4.11  2  319.06  
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79 337 20070808 22.30  117.04  1.18  19.57  23.75  6.31  3  270.01  
 338 20070808 22.30  115.62  0.95  55.75  17.96  5.73  2  270.01  
 339 20070809 21.58  112.98  1.02  44.13  15.06  1.88  2  223.96  
 340 20070809 21.48  112.90  1.05  39.86  18.00  1.80  2  30.30  
 341 20070810 22.33  113.76  0.94  58.65  19.78  1.79  2  294.80  
 342 20070810 22.43  113.32  0.86  74.53  18.00  1.52  2  289.46  
 343 20070811 22.91  114.12  1.04  38.88  18.00  4.73  2  60.57  
80 344 20070818 23.78  120.45  1.32  27.23  55.00  4.32  4  291.61  
 345 20070818 24.17  119.65  1.31  29.10  43.69  3.27  4  310.63  
 346 20070819 25.30  118.35  0.92  100.00  20.00  3.36  2  307.90  
 347 20070819 25.82  117.79  0.91  100.00  18.24  4.80  2  321.82  
81 348 20070918 26.02  121.75  1.63  37.37  71.72  6.00  5  303.99  
 349 20070918 26.96  120.84  1.52  52.52  62.32  5.54  5  321.92  
 350 20070919 30.32  118.91  1.43  62.48  15.48  9.85  2  352.61  
 351 20070919 30.70  118.90  1.66  28.60  14.51  10.90  2  1.49  
 352 20070919 31.24  118.94  1.55  42.15  13.34  12.21  2  4.30  
 353 20070919 31.76  119.00  1.51  47.24  12.50  13.34  2  5.86  
82 354 20070924 19.74  110.15  1.56  41.25  17.54  5.67  3  256.41  
 355 20070924 19.08  108.73  1.52  50.21  14.68  4.01  2  237.09  
 356 20070925 20.12  107.52  1.36  81.08  10.00  4.41  1  327.79  
 357 20070925 20.65  106.33  1.32  89.18  10.00  3.02  1  276.97  
83 358 20071007 26.02  120.60  1.48  41.39  39.01  4.82  4  0.00  
 359 20071007 26.34  120.60  1.18  100.00  37.67  4.24  3  0.00  
 360 20071007 27.06  120.55  1.34  64.65  32.81  2.65  3  331.05  
 361 20071008 28.03  120.60  1.34  62.04  13.57  4.30  2  29.86  
 362 20071008 28.32  120.81  1.35  58.49  10.89  6.43  2  39.57  
 363 20071008 28.46  121.01  1.41  48.14  10.00  6.74  1  64.22  
84 364 20080418 18.55  111.29  1.33  45.21  39.48  3.30  4  351.11  
 365 20080419 21.61  112.04  1.30  44.78  12.16  7.17  2  32.79  
85 366 20080624 21.30  114.88  1.33  27.56  24.22  5.00  3  330.76  
 367 20080624 22.30  114.39  1.20  47.01  20.00  3.72  2  343.84  
 368 20080625 23.65  114.00  1.39  17.69  12.00  3.64  2  358.28  
 369 20080625 24.42  113.87  0.95  93.96  11.85  3.62  1  345.35  
86 370 20080718 25.32  121.13  1.19  34.48  25.00  5.36  3  331.37  
 371 20080718 26.07  120.63  1.11  45.94  25.00  5.17  3  323.77  
 372 20080718 26.29  120.38  1.02  62.59  24.45  4.51  2  309.79  
 373 20080719 28.10  120.10  0.99  63.04  15.00  6.93  2  17.07  
 374 20080719 28.42  120.21  0.98  64.31  15.00  7.94  2  17.16  
 375 20080719 29.14  120.44  0.95  68.37  15.00  9.81  2  13.11  
 376 20080719 29.54  120.53  1.08  45.39  14.99  10.23  2  9.41  
 377 20080720 33.93  122.74  0.80  90.30  12.00  9.32  1  39.93  
 378 20080720 34.29  123.04  0.89  70.61  12.00  10.78  1  32.06  
87 379 20080728 23.89  120.88  1.37  45.37  45.00  5.03  4  309.81  
123 
 
 380 20080728 26.20  118.78  1.15  84.33  23.28  4.14  2  313.22  
 381 20080729 26.64  118.26  1.34  46.08  20.00  3.22  2  320.20  
 382 20080729 26.79  118.13  1.32  49.02  20.00  3.42  2  321.82  
88 383 20080805 20.73  114.53  1.43  20.18  25.00  2.44  3  288.98  
 384 20080805 20.86  114.05  1.40  24.07  28.70  3.75  3  284.08  
 385 20080806 21.52  110.98  1.37  27.37  22.41  5.93  3  256.49  
 386 20080806 21.02  109.49  1.02  100.00  20.00  5.27  2  254.05  
 387 20080807 21.61  106.17  1.31  36.25  17.97  5.55  2  258.37  
89 388 20080821 20.83  116.15  0.91  43.74  36.88  3.54  3  307.29  
 389 20080822 22.02  114.48  0.93  38.53  34.99  3.28  3  318.84  
 390 20080822 22.18  114.36  0.99  28.24  34.23  3.80  3  329.27  
 391 20080822 22.63  113.69  0.80  59.91  25.09  3.96  2  283.85  
90 392 20080914 24.74  121.68  1.25  60.62  47.80  4.00  4  355.37  
 393 20080914 25.98  120.94  1.22  64.29  34.22  2.67  3  39.45  
 394 20080915 26.23  121.34  1.05  100.00  30.00  3.42  3  51.49  
 395 20080915 26.90  123.18  1.47  24.04  24.55  3.14  3  86.48  
91 396 20080923 20.78  113.35  1.61  28.16  70.00  7.45  5  295.41  
 397 20080923 21.44  111.24  1.67  19.06  63.67  7.19  5  282.44  
 398 20080924 22.16  107.80  1.43  55.76  21.41  5.07  3  274.24  
 399 20080924 22.33  106.63  1.63  22.81  15.21  3.64  2  283.74  
92 400 20080928 24.80  121.30  1.92  16.16  50.00  4.35  5  338.73  
 401 20080929 27.22  122.12  1.68  44.95  20.00  3.28  3  43.91  
 402 20080929 27.51  122.49  1.40  100.00  20.00  7.06  3  48.70  
93 403 20081003 18.84  111.13  1.22  56.37  12.00  3.87  2  354.84  
 404 20081003 19.65  110.95  1.36  29.59  10.31  2.64  2  342.44  
 405 20081004 21.28  110.80  1.24  47.39  10.00  2.00  1  0.00  
 406 20081004 21.66  111.14  1.24  45.49  10.00  3.16  1  58.63  
 407 20081005 22.34  112.96  1.20  52.16  10.00  5.11  1  65.45  
 408 20081005 22.83  114.35  1.30  34.78  10.00  4.99  1  72.74  
94 409 20090620 22.52  118.24  1.52  31.49  30.00  4.87  3  9.61  
 410 20090621 23.57  118.37  1.49  35.13  30.00  3.57  3  5.31  
 411 20090621 25.43  119.03  1.36  52.74  16.92  6.71  2  36.31  
 412 20090621 25.66  119.22  1.44  39.10  15.47  7.81  2  35.80  
 413 20090622 26.71  119.85  1.54  24.52  15.00  7.71  2  25.89  
 414 20090622 29.48  122.94  1.24  65.99  10.00  7.61  1  54.00  
 415 20090622 29.64  123.24  1.32  52.60  10.00  8.70  1  62.59  
 416 20090623 29.75  123.58  1.27  60.34  10.00  10.30  1  72.45  
 417 20090623 29.85  124.08  1.29  56.87  10.00  12.97  1  79.11  
95 418 20090626 22.94  114.46  1.31  43.19  13.59  1.71  2  346.26  
96 419 20090711 20.00  113.00  1.06  28.16  15.00  5.20  2  270.01  
 420 20090711 20.01  111.53  0.96  44.73  15.02  7.82  2  274.72  
 421 20090712 21.18  106.74  1.05  28.09  12.60  8.06  1  277.89  
 422 20090713 23.29  120.15  1.30  60.33  15.00  5.33  2  294.95  
124 
 
 423 20090713 24.02  119.49  1.47  29.56  15.00  8.24  2  337.22  
97 424 20090718 21.81  116.96  1.09  90.18  41.21  6.77  3  298.94  
 425 20090718 22.49  115.08  1.22  58.20  40.31  7.49  4  279.89  
 426 20090719 23.45  110.66  1.35  33.58  18.41  4.98  2  287.96  
98 427 20090804 21.02  113.89  1.71  45.76  30.22  3.20  4  327.42  
 428 20090804 21.80  112.84  1.76  35.82  30.00  1.60  4  270.00  
 429 20090805 21.98  112.53  1.77  34.78  25.21  1.17  3  308.94  
 430 20090805 22.02  112.46  1.55  75.43  25.00  1.06  3  304.33  
 431 20090805 22.05  111.67  1.82  26.50  25.00  2.50  3  260.45  
 432 20090806 21.90  111.00  1.46  100.00  25.00  3.91  3  247.76  
 433 20090806 20.68  109.99  1.75  39.53  36.28  3.19  4  225.14  
 434 20090807 20.26  109.39  1.83  27.10  38.00  2.65  4  235.43  
99 435 20090807 24.37  121.50  1.76  40.28  25.00  1.61  3  202.95  
 436 20090808 24.99  121.17  1.43  30.01  40.00  2.52  4  308.35  
 437 20090808 25.73  120.46  1.47  24.45  37.81  2.01  4  345.07  
 438 20090809 26.11  120.25  1.46  25.76  35.00  2.48  4  323.66  
 439 20090809 27.47  119.74  1.42  28.54  23.76  4.14  3  13.17  
 440 20090810 28.01  119.88  1.35  37.91  22.00  5.97  3  13.92  
 441 20090810 31.75  120.13  0.97  100.00  15.00  4.95  2  28.79  
 442 20090810 32.13  120.41  1.25  47.64  15.00  3.79  2  33.04  
 443 20090811 32.52  120.66  0.96  100.00  15.00  3.02  2  21.51  
100 444 20090911 19.80  108.52  1.39  18.56  18.00  4.78  2  270.01  
 445 20090911 19.80  107.30  1.21  47.02  15.00  2.91  2  270.00  
101 446 20090914 20.67  114.68  1.46  43.51  32.56  5.25  3  317.78  
 447 20090915 22.13  111.69  1.43  45.02  34.42  6.52  4  286.36  
 448 20090915 22.75  110.01  1.34  62.57  16.44  4.82  2  300.95  
102 449 20091011 18.70  111.28  1.22  30.76  15.95  4.32  2  305.08  
 450 20091012 19.63  109.41  1.25  25.29  20.00  3.32  2  288.43  
 451 20091012 19.85  108.71  1.17  36.69  20.10  1.87  2  303.93  
 452 20091013 20.30  107.70  1.32  15.97  45.00  1.45  4  271.20  
 453 20091013 20.30  107.33  1.08  51.51  29.59  1.01  3  270.00  
 454 20091014 20.40  106.48  1.20  31.54  12.72  1.69  2  270.00  
103 455 20091020 18.30  109.70  2.00  28.99  10.00  1.27  2  230.86  
104 456 20100716 18.35  109.13  1.00  42.86  37.86  5.21  3  285.97  
 457 20100717 20.87  106.29  0.97  43.04  16.67  4.45  2  317.84  
105 458 20100721 19.22  112.38  1.11  72.72  35.22  4.11  3  326.72  
 459 20100721 20.19  111.78  1.29  33.92  40.00  5.19  4  321.77  
 460 20100722 21.99  109.76  1.16  52.98  28.28  5.61  3  303.87  
 461 20100722 22.68  108.69  1.39  17.94  18.23  5.21  2  315.43  
106 462 20100829 20.67  116.30  1.11  44.46  15.00  1.43  2  0.00  
 463 20100830 25.79  121.56  1.63  36.92  14.89  2.73  2  235.89  
 464 20100830 25.70  121.40  1.63  36.93  15.00  2.54  2  243.01  
 465 20100830 25.53  120.99  1.47  64.94  15.00  3.23  2  247.94  
125 
 
 466 20100831 24.89  118.98  1.51  57.70  14.25  0.05  2  241.25  
107 467 20100901 23.47  118.60  1.16  32.23  20.00  4.05  2  310.60  
 468 20100901 23.84  117.71  1.09  42.25  20.00  5.51  2  287.30  
 469 20100902 23.82  114.54  0.97  64.32  13.64  3.54  1  252.54  
 470 20100902 23.63  113.83  1.03  53.79  10.42  1.96  1  254.92  
 471 20100903 23.40  112.43  1.02  55.11  10.00  3.32  1  245.63  
 472 20100903 23.01  111.73  1.24  21.93  10.00  3.01  1  230.50  
108 473 20100909 23.10  118.90  1.36  65.52  35.00  6.20  3  352.94  
 474 20100909 24.39  118.79  1.34  65.89  39.78  5.82  4  352.09  
 475 20100910 27.61  119.12  1.34  59.10  10.85  7.01  2  20.37  
 476 20100910 27.95  119.26  1.25  76.48  10.00  7.43  1  19.48  
 477 20100910 28.64  119.56  1.23  78.34  10.00  8.85  1  22.57  
 478 20100910 28.98  119.73  1.16  92.19  10.00  9.46  1  25.70  
 479 20100911 32.95  123.84  1.29  58.06  10.00  9.83  1  47.40  
109 480 20100919 23.21  120.30  1.45  39.67  47.03  3.53  4  275.19  
 481 20100919 23.40  119.53  1.41  45.59  40.00  5.09  4  298.25  
 482 20100920 23.22  116.18  1.54  25.87  18.99  5.29  3  288.03  
 483 20100920 23.69  115.13  1.36  54.85  13.02  7.67  2  266.02  
110 484 20101006 18.80  108.73  1.15  50.57  10.00  0.71  1  90.00  
 485 20101007 18.80  108.89  1.15  50.40  10.00  0.49  1  90.00  
 486 20101007 18.80  109.33  1.36  16.69  10.00  1.36  1  90.00  
 487 20101008 18.88  109.63  1.31  22.45  10.00  2.29  1  67.76  
 488 20101008 19.15  110.46  1.31  23.28  10.00  0.94  1  42.94  
 489 20101009 19.37  110.59  1.20  39.91  10.00  1.14  1  23.67  
 490 20101009 20.42  110.88  1.21  35.24  10.00  2.95  1  22.78  
 491 20101010 20.79  111.52  1.24  30.53  10.00  0.02  1  84.21  
111 492 20101022 22.39  118.30  1.98  20.11  48.86  2.72  5  355.58  
 493 20101022 22.54  118.27  2.05  12.50  46.92  2.90  5  348.11  
 494 20101022 23.12  118.10  1.90  29.63  45.00  3.32  5  342.65  
 495 20101023 24.51  117.84  1.52  100.00  15.94  2.53  2  21.79  
 496 20101023 24.99  118.16  1.81  40.36  10.00  3.76  1  42.03  
112 497 20110601 21.31  117.63  0.97  54.92  10.00  6.02  1  36.48  
113 498 20110610 22.45  116.90  1.63  23.16  15.00  5.34  2  0.00  
114 499 20110622 20.54  112.89  1.39  36.14  18.00  2.65  2  305.78  
 500 20110622 20.99  112.28  1.45  26.59  18.09  3.84  2  309.55  
 501 20110623 21.17  110.40  1.26  60.18  22.52  4.07  3  252.94  
 502 20110623 21.00  109.27  1.40  33.48  22.00  3.88  3  262.58  
 503 20110624 20.34  106.70  1.32  49.24  22.00  6.46  3  262.85  
115 504 20110625 28.72  123.63  1.29  29.86  31.58  11.21  3  20.89  
 505 20110625 29.24  123.84  1.26  33.75  30.10  12.40  3  18.25  
 506 20110625 29.74  124.03  1.01  74.99  30.00  13.45  3  19.16  
 507 20110625 30.39  124.29  1.25  33.47  30.00  14.71  3  18.50  
116 508 20110729 19.60  109.36  1.46  34.86  25.00  5.75  3  247.34  
126 
 
 509 20110730 19.40  107.75  1.35  56.45  24.99  5.47  3  264.68  
117 510 20110829 23.38  119.94  0.97  21.13  24.05  2.26  2  326.00  
 511 20110830 24.14  119.07  0.80  57.97  19.85  1.11  2  327.75  
 512 20110830 24.30  119.00  0.80  76.98  18.00  1.03  2  358.48  
 513 20110830 24.36  119.00  0.80  48.83  18.00  0.88  2  0.00  
 514 20110831 24.81  118.89  0.80  72.33  14.00  3.57  1  304.25  
118 515 20110929 19.85  110.51  1.41  38.75  45.72  5.81  4  288.35  
 516 20110929 20.50  109.36  1.63  10.00  32.84  5.42  4  307.64  
 517 20110930 20.92  106.49  1.57  15.45  15.43  3.71  2  278.73  
119 518 20111004 18.80  109.81  1.36  21.87  19.96  4.45  2  267.18  
120 519 20120616 19.40  111.58  1.17  22.70  14.00  1.34  2  270.00  
 520 20120617 19.26  111.31  1.04  43.36  15.69  1.62  2  194.08  
 521 20120617 18.91  112.08  1.03  45.44  18.49  2.01  2  80.34  
 522 20120619 21.78  117.08  1.03  39.29  24.70  7.38  2  39.30  
 523 20120620 23.09  118.13  0.94  53.89  19.32  8.05  2  37.89  
121 524 20120629 21.57  114.95  1.37  50.22  25.00  8.20  3  283.36  
 525 20120629 21.65  114.45  1.40  44.48  25.00  8.06  3  278.38  
 526 20120629 22.12  112.67  1.26  70.33  16.56  7.34  2  296.33  
122 527 20120723 20.74  114.57  1.43  23.77  39.51  4.67  4  309.07  
 528 20120724 22.51  111.92  1.46  18.67  36.92  7.46  4  292.84  
 529 20120724 22.80  109.79  1.38  28.57  23.19  8.16  3  270.01  
 530 20120725 22.32  105.92  1.43  21.98  14.00  3.54  2  258.53  
123 531 20120802 32.93  123.93  1.22  27.93  41.99  10.46  4  301.01  
 532 20120802 33.23  123.36  1.10  43.01  45.27  9.77  4  302.81  
124 533 20120802 26.60  120.41  1.37  28.24  27.60  6.35  3  343.10  
 534 20120803 27.20  119.77  1.29  38.03  22.32  7.47  3  290.55  
 535 20120803 27.33  119.28  1.30  37.00  20.04  6.93  2  285.41  
125 536 20120807 28.80  122.20  1.21  37.02  45.00  4.43  4  310.19  
 537 20120807 28.95  121.97  1.07  58.35  42.37  5.01  3  305.53  
 538 20120807 29.21  121.55  1.17  41.44  36.36  6.08  3  305.12  
 539 20120808 29.36  121.32  0.86  100.00  34.47  6.32  3  309.27  
126 540 20120816 20.46  112.21  1.32  58.71  41.36  7.54  4  293.15  
 541 20120817 21.46  107.83  1.25  70.30  28.52  6.84  3  278.38  
 542 20120817 21.74  106.27  1.54  20.22  23.23  6.77  3  287.87  
127 543 20120824 22.39  119.11  1.47  31.99  35.37  3.26  4  276.13  
 544 20120825 22.10  117.44  1.37  49.27  37.41  3.34  4  231.83  
 545 20120825 21.56  116.87  1.51  27.72  44.07  2.44  4  214.83  
 546 20120829 29.00  124.16  1.38  36.45  30.00  9.56  3  21.66  
 547 20120829 29.47  124.39  1.45  26.55  30.00  9.18  3  23.51  
128 548 20121028 19.69  106.93  1.28  45.84  40.67  3.81  4  336.42  
 549 20121029 21.39  107.36  1.37  28.30  10.00  2.41  1  60.33  
 550 20121029 21.50  107.86  1.25  48.14  10.00  0.82  1  90.00  
129 551 20130622 19.37  111.16  1.56  31.53  22.00  6.90  3  257.68  
127 
 
 552 20130622 19.00  109.31  1.25  100.00  22.00  4.80  3  270.01  
 553 20130623 20.00  106.72  1.62  21.78  19.54  2.51  3  342.28  
 554 20130624 21.28  105.88  1.45  45.93  13.75  2.61  2  346.51  
130 555 20130701 20.95  110.36  1.83  21.91  35.51  6.43  4  318.23  
 556 20130702 22.12  109.69  1.79  26.18  24.56  7.99  3  341.30  
131 557 20130712 24.87  121.85  1.13  60.85  57.45  6.85  4  283.08  
 558 20130713 26.39  117.98  1.29  31.76  20.83  7.26  2  304.85  
132 559 20130718 23.82  118.10  1.24  27.44  15.00  6.44  2  0.00  
 560 20130718 25.10  117.60  0.89  90.27  10.00  4.66  1  357.00  
133 561 20130802 19.73  110.65  1.52  43.20  28.00  7.63  3  304.66  
 562 20130803 21.43  107.41  1.58  30.46  24.70  7.41  3  296.03  
 563 20130803 21.58  107.08  1.65  21.36  22.06  7.62  3  295.23  
134 564 20130813 20.31  112.50  1.58  23.43  55.00  5.01  5  320.71  
 565 20130814 21.50  112.00  1.42  45.90  55.00  3.53  5  328.35  
 566 20130814 22.97  110.71  1.38  51.71  22.72  2.86  3  350.68  
 567 20130815 23.54  110.70  1.55  23.85  18.38  2.72  3  0.00  
 568 20130817 23.54  109.60  1.50  30.35  15.71  2.65  2  245.80  
 569 20130817 23.49  109.44  1.44  39.77  15.04  2.72  2  250.68  
 570 20130818 23.21  108.87  1.38  49.97  12.67  0.27  2  235.33  
135 571 20130818 28.86  121.72  1.33  40.47  13.31  1.19  2  259.81  
136 572 20130821 25.70  119.75  0.86  33.27  53.97  5.80  3  266.59  
 573 20130821 25.73  119.39  0.80  85.04  51.26  6.01  3  280.30  
 574 20130822 26.02  118.45  0.80  49.19  32.52  6.76  2  290.44  
137 575 20130829 26.86  122.35  1.57  38.31  16.00  4.96  2  26.77  
 576 20130829 26.99  122.45  1.25  100.00  16.00  6.14  2  37.67  
 577 20130829 27.75  122.99  1.45  56.55  15.37  7.95  2  29.01  
138 578 20130922 22.07  117.42  1.48  29.21  80.00  6.49  6  303.55  
 579 20130922 22.65  116.01  1.61  13.38  78.38  7.13  6  286.19  
 580 20130923 23.87  111.91  1.66  10.00  19.85  6.02  3  296.98  
139 581 20131006 27.08  119.83  1.41  96.81  38.60  6.05  4  263.50  
 582 20131007 26.88  118.70  1.84  21.86  14.65  4.47  2  258.97  
140 583 20131103 20.30  114.44  1.58  44.14  31.08  2.51  4  270.00  
141 584 20131111 21.72  107.32  1.83  27.37  28.71  4.81  4  11.81  
 585 20131111 22.47  108.24  1.69  48.13  13.01  1.37  2  80.39  
142 586 20140614 21.08  116.80  1.20  46.73  19.83  2.53  2  0.00  
 587 20140614 21.62  116.80  1.40  16.80  22.00  3.12  3  358.82  
 588 20140615 23.20  116.52  1.25  34.21  17.59  2.20  2  337.63  
 589 20140615 23.64  116.50  1.12  56.77  12.10  3.42  2  0.00  
 590 20140616 25.84  118.88  1.09  55.98  12.00  8.22  1  59.82  
 591 20140616 26.52  120.01  1.06  61.01  12.00  10.73  1  55.87  
143 592 20140718 19.52  111.79  1.54  17.47  117.88  5.81  6  313.92  
 593 20140718 20.97  109.44  1.47  24.59  75.63  6.36  5  308.74  
 594 20140718 21.18  109.14  1.48  23.39  72.10  6.09  5  306.72  
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 595 20140719 21.84  107.96  1.36  39.32  58.05  5.69  5  291.50  
144 596 20140722 24.14  120.31  1.40  21.11  38.73  4.50  4  321.28  
 597 20140723 26.20  118.23  1.26  37.79  20.44  6.34  2  322.05  
 598 20140723 27.11  117.87  1.22  42.30  18.65  7.04  2  348.69  
 599 20140724 32.96  118.46  1.16  43.88  18.00  10.60  2  30.35  
145 600 20140819 24.49  117.71  1.45  61.44  10.00  8.04  1  351.59  
 601 20140819 26.07  117.86  1.40  66.81  10.00  8.64  1  32.71  
 602 20140820 30.13  121.76  1.53  37.92  10.00  10.84  1  20.72  
 603 20140820 30.54  121.95  1.24  88.24  10.00  12.45  1  23.74  
 604 20140820 30.95  122.19  1.53  37.09  10.00  13.45  1  29.54  
146 605 20140907 19.62  111.61  1.18  56.04  10.00  4.29  1  322.80  
147 606 20140916 21.00  108.50  1.20  52.09  50.00  9.35  4  295.75  
 607 20140916 21.85  106.00  1.36  25.04  28.07  9.70  3  281.37  
148 608 20140922 28.79  121.96  1.18  47.80  25.00  3.60  3  9.26  
 609 20140922 29.01  122.00  0.93  96.99  25.00  3.33  2  5.15  
 610 20140922 29.18  121.99  0.94  92.98  24.85  3.36  2  354.55  
 611 20140922 29.35  121.95  1.15  51.71  23.63  3.68  3  342.01  
 612 20140923 31.87  122.13  1.05  64.53  12.00  6.50  1  54.90  
 613 20140923 32.07  122.45  1.29  29.03  12.00  6.67  2  53.52  
 614 20140923 32.29  122.80  1.06  62.68  12.00  6.57  1  54.95  
 




















1 1 19980708 22.36  118.60  1.58  33.73  10.00  2.30  1  0.00  
 2 19980709 22.74  118.85  1.36  72.82  10.96  2.43  2  60.47  
 3 19980709 22.79  118.98  1.60  30.20  11.98  2.43  2  67.73  
 4 19980709 23.32  120.16  1.46  52.70  12.00  4.21  2  335.59  
 5 19980709 23.61  120.00  1.43  56.44  12.00  3.61  2  332.19  
 6 19980710 24.08  119.52  1.65  21.74  11.00  2.10  2  298.99  
 7 19980710 24.14  119.39  1.45  51.88  10.31  1.75  2  299.57  
 8 19980710 24.48  118.45  1.46  48.93  10.00  1.09  1  260.77  
 9 19980710 24.44  118.27  1.38  64.07  10.00  0.04  1  256.21  
2 10 19980804 23.87  120.60  1.51  53.82  29.05  6.80  3  321.01  
 11 19980804 24.82  119.88  1.65  29.48  22.60  4.99  3  335.23  
 12 19980804 25.07  119.76  1.51  52.62  18.34  4.75  3  338.08  
3 13 19980810 20.14  113.45  1.24  52.59  23.97  3.81  3  283.39  
 14 19980810 20.20  113.20  1.29  42.99  25.00  3.53  3  284.98  
 15 19980810 20.43  112.44  1.34  35.29  25.00  4.26  3  295.84  
 16 19980811 22.33  110.51  1.01  100.00  15.76  12.52  2  303.22  
 17 19980811 22.54  110.13  1.37  26.98  14.88  13.43  2  299.21  
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 18 19980811 23.28  107.85  1.20  53.91  13.09  0.88  2  286.32  
4 19 19980822 19.80  111.60  1.45  29.86  10.00  7.92  1  310.15  
 20 19980822 20.03  111.26  1.25  68.87  10.00  6.76  1  303.24  
 21 19980822 21.11  109.18  1.25  64.34  10.00  3.27  1  298.19  
5 22 19980911 20.41  115.37  1.68  40.96  10.00  1.99  1  292.25  
 23 19980911 20.50  114.93  1.63  49.27  10.00  1.86  1  270.00  
 24 19980911 20.50  114.81  1.82  19.99  10.00  1.77  2  270.00  
 25 19980912 20.40  113.96  1.66  43.37  10.00  2.35  1  270.00  
 26 19980912 20.40  113.82  1.67  43.07  10.00  2.49  1  270.00  
 27 19980912 20.40  113.27  1.77  25.71  10.00  4.29  2  270.00  
 28 19980913 19.70  109.75  1.67  43.02  10.00  6.05  2  266.90  
 29 19980913 20.01  108.46  1.61  55.35  12.06  4.43  2  278.63  
 30 19980913 20.03  108.22  1.66  44.94  12.40  4.68  2  276.58  
 31 19980914 20.30  106.50  1.90  10.99  12.00  3.70  2  0.00  
 32 19980914 20.30  106.50  1.76  27.86  12.00  4.93  2  0.00  
6 33 19980919 30.09  123.33  1.15  41.19  25.00  4.70  3  265.78  
 34 19980919 30.06  123.05  1.13  44.34  25.00  4.50  3  262.45  
 35 19980919 30.02  122.76  1.25  28.36  25.00  4.28  3  260.67  
 36 19980919 29.99  122.52  0.96  74.02  24.83  4.11  2  259.99  
 37 19980919 29.93  122.24  1.15  41.90  22.24  3.99  2  255.66  
7 38 19981025 20.62  116.14  1.22  37.60  35.00  3.27  3  15.22  
 39 19981026 22.55  117.39  0.92  96.60  34.75  3.93  3  28.41  
 40 19981026 23.26  117.82  1.17  41.19  28.83  3.19  3  35.70  
 41 19981027 24.50  119.00  1.16  41.67  10.00  7.47  1  56.60  
 42 19981027 24.61  119.25  1.05  60.90  10.00  5.35  1  66.06  
8 43 19990501 21.00  115.30  0.97  42.73  25.00  1.77  2  305.82  
 44 19990501 21.22  114.98  1.04  31.39  24.93  1.51  2  310.62  
 45 19990501 21.26  114.92  1.01  35.89  24.07  1.81  2  309.44  
 46 19990502 22.30  114.70  0.98  38.84  10.76  2.52  1  0.00  
 47 19990502 22.42  114.70  1.04  29.92  10.00  2.36  1  2.21  
 48 19990502 22.76  114.94  0.82  68.36  10.00  -0.56  1  47.98  
9 49 19990606 22.75  114.97  0.95  51.02  30.74  7.63  3  259.37  
 50 19990606 22.67  114.58  0.80  81.27  30.00  7.23  2  252.05  
 51 19990607 21.78  113.23  1.12  25.72  30.00  4.48  3  232.05  
 52 19990607 22.03  112.90  1.16  19.69  25.69  6.61  3  4.73  
 53 19990608 23.39  109.44  1.01  39.58  10.67  0.69  1  248.27  
 54 19990608 23.31  109.24  0.96  47.97  10.08  0.79  1  248.85  
10 55 19990726 20.25  113.81  1.64  28.25  25.00  4.23  3  32.43  
 56 19990726 20.41  113.94  1.65  26.62  25.00  4.56  3  37.14  
 57 19990726 21.04  114.69  1.51  48.98  25.00  9.92  3  52.93  
 58 19990727 24.92  117.82  1.46  49.68  18.44  3.04  2  19.68  
 59 19990727 25.24  117.93  1.60  27.89  16.54  0.69  2  15.47  
11 60 19990806 22.13  117.78  1.26  90.51  15.00  3.89  2  50.57  
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 61 19990806 22.37  118.57  1.43  53.25  15.00  3.45  2  83.10  
 62 19990806 22.39  118.74  1.57  28.76  15.00  3.48  2  80.34  
12 63 19990808 33.82  121.72  1.41  49.28  11.00  5.88  2  314.62  
 64 19990808 34.00  121.50  1.44  43.88  11.00  6.67  2  314.46  
 65 19990808 34.22  121.27  1.28  70.23  11.00  6.15  2  321.72  
13 66 19990822 21.67  115.21  1.69  26.89  30.78  4.65  4  314.50  
 67 19990822 21.87  114.99  1.50  58.89  32.50  4.05  4  314.62  
 68 19990822 22.31  114.42  1.52  53.11  33.44  3.35  4  303.00  
 69 19990822 22.38  114.31  1.67  28.60  29.93  3.86  4  301.36  
 70 19990823 23.33  112.86  1.79  13.44  11.31  2.96  2  347.40  
 71 19990823 23.99  112.80  1.28  100.00  10.00  3.13  1  0.00  
 72 19990825 31.58  119.07  1.57  32.38  10.00  9.66  1  72.19  
 73 19990825 31.77  119.71  1.25  84.02  10.00  8.78  1  69.16  
14 74 19990903 22.99  116.44  1.39  47.79  19.29  6.28  2  322.12  
 75 19990904 24.08  115.58  1.52  27.01  10.56  6.83  2  321.30  
 76 19990905 30.55  119.60  1.23  61.91  10.00  5.78  1  58.27  
 77 19990905 30.69  119.87  1.39  37.25  10.00  7.78  1  60.38  
 78 19990905 30.79  120.08  1.28  52.88  10.00  10.11  1  60.88  
15 79 19990914 20.83  116.13  1.54  34.98  26.88  2.15  3  333.21  
 80 19990915 21.53  115.28  1.56  31.07  30.00  1.72  3  321.74  
 81 19990915 21.77  115.00  1.29  82.42  30.00  3.81  3  308.66  
 82 19990915 21.91  114.80  1.39  60.15  30.00  3.65  3  304.09  
 83 19990916 22.39  113.42  1.51  37.20  30.28  4.87  3  311.72  
 84 19990916 22.51  113.29  1.57  28.38  28.29  4.58  3  321.59  
 85 19990916 23.35  112.71  1.40  55.32  17.61  3.91  2  332.58  
16 86 19990918 31.05  122.84  0.97  32.13  19.98  4.13  2  313.80  
 87 19990918 31.19  122.67  0.95  34.97  19.70  4.31  2  314.28  
 88 19990918 31.36  122.49  0.88  45.01  19.07  4.53  2  319.62  
 89 19990918 31.51  122.35  0.80  71.89  18.37  4.72  2  328.30  
 90 19990919 34.25  122.89  0.98  28.50  10.00  5.55  1  52.47  
 91 19990919 34.34  123.14  0.80  59.13  10.00  5.07  1  72.69  
17 92 19990925 21.53  115.50  1.31  17.31  24.04  0.78  3  0.00  
 93 19990925 21.55  115.50  1.00  67.78  21.15  1.09  2  0.00  
 94 19990925 21.70  115.39  1.28  20.54  12.79  2.57  2  302.12  
18 95 19991008 21.80  118.06  1.54  45.13  45.00  2.51  4  337.43  
 96 19991008 22.29  117.91  1.61  33.91  45.00  2.25  4  16.68  
 97 19991008 22.35  117.94  1.73  17.08  45.00  2.99  5  25.26  
 98 19991009 24.26  118.08  1.48  51.23  38.10  3.15  4  351.16  
 99 19991009 24.75  118.00  1.48  50.75  28.77  3.30  3  4.84  
 100 19991009 24.89  118.04  1.25  100.00  23.70  3.53  3  18.71  
19 101 20000617 20.09  114.13  1.20  32.20  10.00  4.49  1  295.37  
 102 20000617 20.56  113.32  1.06  56.15  10.00  3.40  1  314.31  
 103 20000617 20.65  113.24  1.12  45.32  10.00  3.93  1  327.47  
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20 104 20000709 25.39  121.52  0.81  28.28  30.00  8.46  2  350.60  
 105 20000709 25.77  121.45  0.80  35.04  30.00  8.60  2  350.88  
 106 20000710 30.89  121.48  0.80  85.24  22.94  12.05  2  6.98  
 107 20000710 31.62  121.61  0.80  100.00  21.35  11.71  2  10.22  
 108 20000710 32.21  121.75  0.80  52.33  20.27  11.42  2  12.13  
 109 20000710 32.84  121.98  0.80  93.74  19.52  11.25  2  23.98  
21 110 20000715 18.34  111.53  1.44  32.42  13.00  3.78  2  315.41  
 111 20000716 19.22  111.20  1.39  40.84  13.00  2.60  2  0.00  
 112 20000716 20.94  111.79  1.34  45.15  13.70  4.17  2  37.73  
 113 20000717 21.73  112.19  1.11  92.45  14.95  4.33  2  15.72  
 114 20000717 21.83  112.18  1.20  71.89  14.98  4.71  2  310.77  
 115 20000717 22.46  109.46  1.43  28.98  12.00  9.05  2  261.70  
 116 20000717 22.43  109.21  1.30  50.12  12.00  10.87  2  261.84  
 117 20000718 22.04  106.65  1.48  23.04  12.00  6.77  2  256.74  
 118 20000718 21.19  107.73  1.41  33.13  12.00  3.71  2  133.35  
 119 20000719 21.32  108.27  1.49  22.25  12.00  8.35  2  22.88  
 120 20000719 21.40  108.30  1.48  23.08  12.00  10.41  2  19.05  
 121 20000719 20.13  107.19  1.38  39.53  13.00  0.86  2  68.27  
 122 20000719 20.20  107.30  1.38  39.64  13.00  0.07  2  51.56  
22 123 20000810 29.40  122.03  1.09  43.62  37.41  3.70  3  294.73  
 124 20000810 29.49  121.83  1.12  38.31  35.31  3.42  3  297.94  
 125 20000810 29.57  121.66  1.00  57.96  32.60  3.81  3  302.54  
 126 20000810 29.68  121.50  0.96  64.26  27.50  4.41  2  308.30  
 127 20000810 29.78  121.36  1.01  55.30  23.05  4.93  2  311.27  
23 128 20000823 24.57  118.47  0.95  63.20  48.75  5.87  3  316.11  
 129 20000823 24.79  118.23  1.05  43.39  45.00  5.65  3  313.22  
 130 20000823 25.19  117.32  0.95  62.24  31.82  4.10  3  285.92  
 131 20000823 25.25  117.03  1.19  23.34  27.98  3.47  3  283.66  
 132 20000825 30.62  119.06  0.88  63.10  10.00  5.81  1  10.19  
 133 20000825 30.93  119.14  0.88  63.50  10.00  5.81  1  14.32  
 134 20000825 31.18  119.24  1.01  40.67  10.00  5.89  1  24.49  
 135 20000825 31.41  119.41  0.91  57.15  10.00  6.12  1  35.95  
 136 20000826 33.21  121.20  1.03  36.93  10.00  7.55  1  39.94  
 137 20000826 33.59  121.61  0.83  65.89  10.00  7.78  1  43.68  
 138 20000826 33.89  122.01  0.80  100.00  10.00  7.98  1  51.00  
 139 20000826 34.11  122.45  0.89  55.27  10.00  6.95  1  63.71  
24 140 20000830 27.36  123.56  1.41  24.05  40.00  8.80  4  346.73  
 141 20000830 27.99  123.39  1.30  37.16  40.00  7.72  4  346.63  
 142 20000830 28.49  123.25  1.33  32.46  40.00  6.79  4  346.92  
 143 20000831 33.43  123.75  1.08  64.95  40.00  10.52  3  9.90  
 144 20000831 20.88  115.71  1.81  33.20  24.97  3.25  3  324.69  
 145 20000831 21.01  115.65  1.87  23.84  25.00  3.57  3  339.49  
 146 20000831 22.92  114.84  1.76  36.80  27.04  5.07  3  327.03  
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 147 20000901 23.93  114.55  1.80  30.33  21.41  6.06  3  351.18  
 148 20000901 24.20  114.50  1.44  100.00  20.00  6.33  3  348.93  
25 149 20000908 18.50  111.48  1.20  57.41  40.43  4.85  3  270.01  
 150 20000909 18.37  110.17  1.39  23.97  44.29  4.11  4  243.26  
26 151 20001107 20.65  114.20  1.22  46.41  10.00  0.14  1  284.97  
27 152 20010623 25.20  119.46  1.33  74.77  39.22  9.06  4  7.81  
 153 20010623 25.62  119.53  1.55  34.63  36.25  9.33  4  8.37  
 154 20010623 26.57  119.72  1.47  45.47  29.58  9.89  3  12.41  
 155 20010623 27.02  119.85  1.24  90.01  26.88  10.45  3  15.76  
28 156 20010701 19.96  112.01  1.53  18.77  32.08  4.37  4  300.17  
 157 20010701 20.07  111.81  1.52  19.91  33.33  4.62  4  301.47  
 158 20010701 20.64  111.02  1.31  54.03  39.45  5.52  4  309.45  
 159 20010702 21.79  108.39  1.45  28.32  25.11  4.44  3  302.04  
 160 20010702 21.90  108.20  1.23  65.96  21.72  4.51  2  301.08  
 161 20010702 22.17  107.45  1.50  20.86  18.82  4.00  3  287.68  
 162 20010702 22.25  107.23  1.28  55.92  18.35  3.69  2  291.11  
29 163 20010705 21.31  116.44  1.32  42.04  45.00  4.87  4  313.36  
 164 20010705 21.46  116.31  1.38  32.11  45.00  5.78  4  321.07  
 165 20010706 23.06  113.27  1.40  26.71  28.70  5.05  3  287.03  
 166 20010706 23.36  112.20  1.31  40.73  23.98  6.00  3  281.55  
 167 20010707 23.50  108.40  1.02  100.00  18.00  4.28  2  267.97  
 168 20010707 23.52  108.11  1.14  71.29  17.18  4.41  2  278.07  
 169 20010707 23.60  107.42  1.28  44.64  14.80  4.24  2  270.01  
 170 20010707 23.60  107.14  1.37  30.54  14.24  2.81  2  270.01  
30 171 20010712 24.09  119.32  1.37  85.63  10.92  1.83  2  354.72  
 172 20010712 24.40  119.30  1.53  51.84  10.33  0.03  2  357.93  
31 173 20010724 20.64  114.24  1.43  53.09  35.00  3.69  4  258.26  
 174 20010725 20.70  113.47  1.60  24.01  35.00  3.91  4  292.22  
 175 20010725 20.77  113.29  1.58  26.54  35.00  4.07  4  291.69  
 176 20010725 21.58  110.93  1.64  17.96  32.90  5.05  4  280.88  
 177 20010725 21.62  110.64  1.48  40.46  29.71  4.82  3  279.82  
 178 20010726 21.83  109.59  1.39  57.56  21.54  4.22  3  283.77  
32 179 20010730 24.45  120.94  0.88  100.00  34.31  5.14  3  340.86  
 180 20010730 26.23  119.84  0.98  71.69  25.85  3.01  2  330.93  
 181 20010730 26.36  119.75  0.98  72.46  24.00  3.14  2  325.97  
 182 20010730 26.50  119.64  1.25  26.74  20.76  3.64  2  322.03  
 183 20010731 26.95  119.51  1.09  49.56  14.06  5.20  2  3.74  
 184 20010731 30.62  119.99  1.20  29.89  12.00  10.61  2  4.13  
 185 20010731 31.11  120.02  0.83  91.48  12.34  10.40  1  2.45  
 186 20010731 31.65  120.05  0.94  68.34  13.31  9.89  1  1.85  
 187 20010731 32.29  120.07  0.80  96.01  14.53  9.30  1  2.10  
 188 20010801 32.80  120.10  0.80  100.00  15.00  8.79  1  3.59  
33 189 20010803 25.11  120.34  1.55  40.82  10.00  5.65  1  328.62  
133 
 
 190 20010803 25.38  120.17  1.54  42.69  10.00  5.65  1  331.48  
 191 20010803 25.91  119.89  1.53  42.31  10.00  6.04  1  338.32  
 192 20010803 26.16  119.78  1.24  100.00  10.00  6.28  1  337.63  
 193 20010804 30.42  118.68  1.22  91.69  10.00  4.37  1  60.95  
 194 20010804 30.59  119.06  1.47  44.74  10.00  3.47  1  63.61  
 195 20010805 31.37  120.77  1.17  100.00  10.00  4.60  1  67.14  
 196 20010805 31.50  121.13  1.17  100.00  10.00  4.24  1  67.10  
 197 20010805 31.60  121.40  1.45  47.60  10.00  3.83  2  66.58  
 198 20010805 31.70  121.66  1.27  78.32  10.00  3.57  1  65.89  
 199 20010805 31.78  121.86  1.41  53.79  10.00  3.28  2  65.83  
 200 20010806 32.77  123.97  1.29  71.69  10.00  6.31  1  41.98  
34 201 20010829 19.42  111.49  1.18  28.56  14.44  2.96  2  303.55  
 202 20010829 19.73  110.87  1.12  37.84  17.02  2.14  2  291.71  
 203 20010829 19.78  110.75  1.07  46.47  17.89  1.89  2  295.28  
 204 20010830 19.75  109.44  1.13  36.03  18.52  2.53  2  287.58  
 205 20010830 19.81  109.28  1.18  27.14  19.37  2.04  2  294.41  
 206 20010830 20.03  108.92  1.11  38.79  20.00  2.36  2  323.89  
 207 20010831 21.35  109.13  1.18  26.08  24.59  3.44  3  326.17  
 208 20010831 21.54  108.94  1.17  27.23  23.32  2.50  2  313.46  
 209 20010831 21.80  108.64  0.84  91.71  17.60  1.54  2  90.00  
 210 20010901 21.67  109.33  1.10  37.11  10.87  0.63  1  144.19  
 211 20010901 21.60  109.45  1.17  27.25  10.00  0.49  1  90.00  
 212 20010901 21.60  109.48  1.03  50.18  10.00  0.50  1  90.00  
 213 20010902 21.48  109.59  1.18  25.39  10.00  2.02  1  197.48  
 214 20010902 21.36  109.56  1.10  37.77  10.00  1.88  1  195.75  
 215 20010902 21.02  109.50  1.10  38.72  10.00  1.85  1  180.00  
 216 20010902 20.94  109.50  1.08  41.14  10.00  2.20  1  180.00  
 217 20010903 20.10  109.90  1.12  36.71  10.00  1.14  1  148.71  
 218 20010903 20.03  109.94  1.18  27.47  10.00  1.09  1  154.08  
 219 20010903 19.90  109.96  1.26  17.09  10.00  1.15  1  270.00  
 220 20010904 20.43  109.39  1.16  29.26  10.00  1.32  1  341.88  
 221 20010904 20.65  109.23  0.82  100.00  10.00  2.17  1  299.94  
 222 20010905 20.70  108.61  1.20  23.85  10.00  0.70  1  77.13  
 223 20010905 20.72  108.64  0.89  81.48  10.00  0.70  1  52.47  
 224 20010905 21.06  108.77  0.91  76.07  10.00  2.00  1  41.62  
 225 20010906 21.13  108.81  1.07  43.13  10.00  1.98  1  18.80  
 226 20010906 21.49  108.89  1.12  34.33  10.00  0.62  1  26.35  
 227 20010906 21.50  108.92  0.98  58.78  10.00  0.57  1  90.00  
 228 20010906 21.30  109.17  1.16  29.25  10.00  1.76  1  90.00  
 229 20010907 21.30  109.73  0.97  62.78  10.00  5.06  1  92.73  
 230 20010907 20.66  112.26  1.08  42.34  10.00  3.29  1  111.45  
 231 20010907 20.56  112.45  0.94  70.99  10.00  3.04  1  125.04  
 232 20010908 20.25  112.02  1.08  43.46  10.00  3.51  1  224.39  
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 233 20010908 18.92  111.43  1.09  44.02  10.00  2.60  1  236.45  
 234 20010909 18.73  110.90  1.08  45.87  10.00  1.86  1  256.93  
 235 20010909 18.70  110.80  1.09  45.74  10.00  1.79  1  248.54  
 236 20010909 18.29  109.83  1.14  37.32  10.00  2.70  1  254.15  
 237 20010910 18.29  109.21  1.05  53.72  10.00  0.18  1  314.90  
 238 20010910 18.61  108.97  1.17  30.93  10.00  2.05  1  349.48  
 239 20010910 18.71  108.95  1.03  57.22  10.00  2.38  1  348.80  
 240 20010911 18.80  108.56  1.04  54.42  10.00  4.55  1  270.00  
35 241 20010916 24.62  121.62  1.25  22.10  31.09  3.51  3  225.33  
 242 20010916 24.50  121.48  1.07  49.41  27.54  3.30  3  227.80  
 243 20010916 24.23  121.18  1.06  51.22  21.94  2.83  2  218.73  
 244 20010917 24.08  121.09  1.05  54.05  19.72  2.51  2  196.18  
 245 20010918 23.19  120.32  1.06  53.18  15.00  1.80  2  251.70  
 246 20010918 22.66  119.79  1.08  50.75  12.95  1.10  2  208.97  
 247 20010919 22.53  118.64  0.97  73.76  12.79  5.13  1  274.86  
 248 20010919 22.56  118.22  1.06  54.59  13.88  5.06  2  275.95  
 249 20010919 22.86  117.09  1.07  52.26  24.37  6.77  2  286.41  
 250 20010920 23.00  113.64  0.96  74.49  10.00  4.68  1  270.01  
 251 20010920 23.00  113.33  1.28  20.91  10.00  4.41  1  270.01  
 252 20010920 22.95  112.58  1.15  38.45  10.00  0.77  1  260.75  
36 253 20010926 23.33  120.42  1.34  30.42  28.30  2.01  3  330.79  
 254 20010927 24.10  120.29  1.30  35.53  20.00  1.72  2  253.47  
 255 20010927 23.81  120.20  1.29  36.88  20.00  3.76  2  190.26  
 256 20010927 23.82  120.26  1.19  54.17  20.00  3.56  2  67.71  
 257 20010928 24.46  120.62  1.28  38.62  20.00  2.17  2  328.04  
 258 20010928 24.57  120.57  1.44  16.78  19.72  2.19  3  340.53  
 259 20010928 24.78  120.51  1.19  53.32  16.58  2.44  2  350.29  
 260 20010928 24.90  120.50  1.03  85.82  15.00  2.57  2  359.32  
 261 20010929 26.61  120.87  0.94  100.00  12.00  4.99  1  28.48  
 262 20010929 26.83  121.02  1.18  50.72  12.00  5.15  2  37.32  
 263 20010929 26.98  121.20  1.36  24.68  11.71  6.33  2  51.78  
 264 20010929 27.13  121.46  1.22  43.35  11.04  7.51  2  57.86  
 265 20010929 27.28  121.72  1.35  25.80  10.38  8.53  2  55.80  
37 266 20020605 19.78  113.18  1.29  37.23  10.00  2.48  1  78.00  
 267 20020605 19.80  113.30  1.31  33.91  10.00  2.48  1  78.00  
 268 20020605 19.90  113.85  1.11  72.39  10.00  3.27  1  90.00  
38 269 20020704 29.43  124.19  1.26  48.77  46.88  8.28  4  357.77  
 270 20020704 29.84  124.16  1.30  42.45  44.14  8.30  4  356.55  
 271 20020704 30.33  124.12  1.31  40.99  41.28  8.33  4  355.70  
 272 20020704 30.74  124.08  1.14  66.95  39.47  7.91  3  354.09  
 273 20020704 31.26  124.00  1.15  64.41  37.88  6.38  3  350.62  
39 274 20020707 21.31  116.49  1.81  32.97  15.74  3.51  3  82.60  
 275 20020707 21.34  116.66  1.67  57.15  16.92  3.51  3  79.89  
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 276 20020708 21.97  118.46  1.61  68.56  18.00  2.66  3  52.04  
 277 20020708 22.08  118.58  1.51  90.96  17.66  2.93  2  40.62  
 278 20020708 22.42  118.81  1.71  46.87  15.04  4.54  2  29.93  
 279 20020708 22.59  118.91  1.60  68.68  16.44  4.60  2  24.56  
 280 20020709 24.17  120.03  1.64  57.63  22.00  1.63  3  66.50  
 281 20020709 24.21  120.11  1.83  25.92  22.00  1.63  3  67.21  
 282 20020709 24.28  120.35  1.61  62.20  22.00  4.16  3  69.00  
 283 20020709 24.35  120.49  1.45  97.28  22.00  4.52  3  55.24  
40 284 20020727 34.59  122.65  0.80  77.49  20.00  6.23  2  295.36  
 285 20020727 34.75  122.30  0.80  100.00  20.00  6.48  2  301.10  
 286 20020727 34.93  122.01  0.80  57.76  19.75  6.26  2  313.67  
 287 20020727 35.23  121.69  0.80  47.38  18.38  5.77  2  320.47  
41 288 20020803 20.90  116.57  1.24  36.05  17.94  4.32  2  271.85  
 289 20020803 20.89  116.32  1.09  62.87  18.00  4.28  2  265.60  
 290 20020803 20.54  114.55  1.09  64.84  20.00  3.17  2  227.35  
 291 20020804 21.02  115.11  1.30  25.77  25.00  2.63  3  16.98  
 292 20020804 22.77  115.69  1.30  24.63  25.56  5.57  3  6.61  
 293 20020805 23.64  115.70  1.12  51.51  25.00  5.41  3  0.00  
 294 20020805 23.97  115.70  1.09  56.52  25.00  5.29  2  0.00  
42 295 20020819 22.07  110.32  1.52  28.01  25.57  11.16  3  341.20  
43 296 20020907 27.20  121.50  1.18  37.51  50.00  5.04  4  270.63  
 297 20020907 27.20  121.21  1.10  49.64  49.00  5.61  4  270.01  
 298 20020907 27.20  120.91  1.32  19.25  45.99  6.29  4  270.01  
 299 20020907 27.20  120.65  0.85  100.00  42.69  6.87  3  270.01  
 300 20020907 27.20  120.29  1.21  33.54  38.94  7.45  3  268.36  
44 301 20020911 20.77  113.91  1.51  37.53  20.00  3.94  3  292.09  
 302 20020911 21.19  113.18  1.44  49.30  23.97  3.96  3  308.38  
 303 20020911 21.30  113.00  1.57  26.53  25.00  4.13  3  299.13  
 304 20020912 21.85  110.56  1.54  30.86  19.01  3.21  3  276.99  
 305 20020912 21.88  110.37  1.51  35.15  18.52  2.80  3  277.58  
 306 20020912 21.96  109.90  1.42  50.33  16.42  2.71  2  283.27  
 307 20020912 21.98  109.79  1.46  43.44  15.60  2.83  2  282.54  
 308 20020913 22.20  108.60  1.32  69.36  10.00  0.72  1  0.00  
 309 20020913 22.20  108.60  1.22  92.92  10.00  1.26  1  0.00  
 310 20020913 22.07  108.83  1.34  65.88  10.00  2.35  1  118.66  
 311 20020914 21.79  109.64  1.43  49.82  10.00  3.67  1  128.54  
 312 20020914 21.53  110.55  1.43  50.14  10.00  3.50  1  95.75  
 313 20020915 21.30  112.00  1.34  69.30  10.00  0.80  1  0.00  
 314 20020915 21.17  112.04  1.39  58.01  10.00  2.95  1  163.81  
 315 20020915 20.99  112.10  1.30  79.97  10.00  3.08  1  159.94  
45 316 20020925 18.79  108.88  1.62  38.29  18.00  2.83  3  326.09  
 317 20020926 19.36  108.65  1.53  53.95  18.00  2.45  3  351.70  
 318 20020926 19.48  108.63  1.70  24.69  18.00  2.36  3  350.38  
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 319 20020926 20.71  108.50  1.57  44.51  15.00  2.45  2  0.00  
 320 20020926 20.80  108.50  1.53  51.23  15.00  2.83  2  0.00  
 321 20020927 21.26  108.50  1.55  46.60  14.40  3.11  2  0.00  
 322 20020927 21.52  108.50  1.51  53.38  13.30  2.67  2  0.00  
 323 20020927 21.40  109.24  1.49  57.41  10.00  2.80  2  90.00  
 324 20020927 21.40  109.42  1.49  58.24  10.00  2.54  2  90.00  
 325 20020928 21.43  110.01  1.64  30.37  10.00  0.62  1  75.17  
46 326 20030721 18.91  109.95  1.12  30.39  24.78  5.50  3  280.78  
 327 20030721 18.95  109.68  1.02  47.74  23.24  5.80  2  280.01  
 328 20030721 19.25  108.37  1.00  49.73  20.00  6.45  2  288.31  
47 329 20030723 20.07  112.81  1.12  43.73  60.00  7.65  4  310.61  
 330 20030723 20.37  112.53  1.32  14.99  60.00  8.41  5  323.26  
 331 20030724 22.69  109.11  1.19  29.23  26.57  7.94  3  300.41  
 332 20030724 22.89  108.72  1.22  24.67  23.64  7.93  3  297.18  
 333 20030724 23.39  107.36  1.09  44.03  15.26  6.33  2  281.04  
 334 20030724 23.43  107.01  1.07  46.55  14.65  5.95  2  276.81  
48 335 20030804 23.89  118.82  1.26  35.17  15.20  3.22  2  298.38  
 336 20030804 23.97  118.64  1.16  52.01  14.05  3.38  2  293.64  
 337 20030804 24.12  118.30  1.24  37.49  12.51  3.73  2  303.16  
 338 20030804 24.22  118.18  1.29  30.77  11.90  3.91  2  320.88  
49 339 20030819 26.57  121.60  1.21  37.08  20.00  11.02  2  331.91  
 340 20030820 27.58  120.80  1.03  64.91  19.81  9.50  2  314.18  
 341 20030820 27.96  120.28  1.15  43.27  18.23  8.60  2  306.93  
 342 20030820 28.25  119.82  1.11  49.20  16.27  7.82  2  305.19  
50 343 20030820 21.56  116.15  1.25  43.02  11.10  1.85  2  336.16  
 344 20030820 21.77  116.07  1.29  36.88  10.00  0.42  1  341.30  
51 345 20030824 19.83  111.21  1.14  24.24  45.00  6.16  4  290.84  
 346 20030824 19.99  110.90  1.14  23.90  45.00  6.21  4  301.69  
 347 20030825 20.64  109.64  1.07  32.64  47.19  5.62  4  293.33  
 348 20030825 21.60  106.75  1.10  27.62  32.93  6.40  3  297.46  
 349 20030825 21.78  106.44  0.90  61.52  30.47  5.96  3  304.46  
52 350 20030901 21.82  118.50  1.36  29.15  60.00  8.24  5  278.04  
 351 20030902 22.50  113.78  1.32  34.08  33.81  8.43  3  261.30  
 352 20030902 22.59  111.87  1.22  51.42  17.14  6.09  2  288.01  
 353 20030902 22.69  111.46  1.26  43.05  15.56  5.48  2  280.28  
53 354 20031118 18.83  108.72  1.36  58.35  35.00  2.65  3  11.10  
 355 20031118 18.98  108.76  1.37  56.20  35.00  2.69  3  16.18  
 356 20031119 20.30  108.60  1.48  31.96  15.00  3.64  2  3.12  
 357 20031119 20.98  109.04  1.55  22.18  11.70  2.86  2  27.55  
 358 20031119 21.13  109.12  1.49  30.32  11.15  1.75  2  26.08  
54 359 20040702 25.20  121.34  1.27  100.00  25.00  3.52  3  351.09  
 360 20040702 25.35  121.31  1.55  43.71  25.00  3.67  3  349.93  
 361 20040702 25.54  121.26  1.48  55.37  24.78  3.70  3  343.04  
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 362 20040702 25.92  121.13  1.55  42.71  23.31  3.63  3  346.33  
 363 20040702 26.10  121.10  1.62  31.96  23.00  3.60  3  358.61  
 364 20040703 28.88  121.46  1.55  37.88  23.00  8.37  3  20.70  
 365 20040703 29.26  121.63  1.61  30.44  23.00  8.37  3  22.81  
 366 20040703 29.69  121.90  1.36  68.83  23.00  7.65  3  31.51  
 367 20040703 30.05  122.17  1.42  56.78  23.00  7.03  3  34.46  
 368 20040703 30.45  122.49  1.36  67.58  23.00  6.31  3  33.78  
55 369 20040715 21.37  115.44  1.26  62.35  20.00  4.16  2  288.02  
 370 20040715 21.44  115.23  1.28  59.08  20.00  3.98  2  292.65  
 371 20040716 21.78  114.66  1.31  51.66  20.00  7.20  2  315.16  
 372 20040716 21.94  114.54  1.27  59.24  20.00  8.45  2  328.51  
56 373 20040726 21.56  117.73  1.69  15.46  10.00  7.73  2  352.91  
 374 20040726 22.50  116.90  1.39  60.70  18.44  5.79  2  304.35  
 375 20040727 22.73  116.56  1.40  58.12  20.00  5.27  3  309.34  
57 376 20040812 27.82  122.12  1.07  42.75  60.00  6.97  4  316.10  
 377 20040812 28.10  121.79  1.12  35.33  60.00  6.50  4  310.35  
 378 20040812 28.29  121.41  0.95  63.18  60.00  6.03  4  286.31  
 379 20040812 28.30  121.08  1.07  42.59  58.07  5.85  4  270.01  
 380 20040812 28.30  120.70  1.04  47.95  49.99  5.79  4  270.01  
58 381 20040825 25.50  121.26  0.80  41.20  44.83  5.00  3  270.01  
 382 20040825 25.50  120.98  0.80  37.00  44.11  5.54  3  270.01  
 383 20040825 25.43  120.10  0.88  8.11  41.51  6.70  3  248.43  
 384 20040825 25.24  119.71  0.80  35.27  41.12  6.60  3  238.20  
 385 20040826 23.66  117.39  0.80  72.54  21.97  4.74  2  262.63  
 386 20040826 23.59  116.52  0.80  87.85  15.00  4.80  1  264.10  
 387 20040826 23.57  116.23  0.80  31.62  15.00  5.00  1  264.72  
 388 20040827 22.78  113.73  0.80  41.82  15.00  2.37  1  255.17  
 389 20040827 22.75  113.60  0.80  38.50  15.00  2.26  1  258.39  
 390 20040827 22.68  113.21  0.80  20.11  15.00  1.35  1  255.83  
 391 20040827 22.65  113.09  0.80  47.67  15.00  0.48  1  254.97  
59 392 20040912 26.44  122.00  0.93  35.54  14.00  3.97  1  341.91  
 393 20040912 26.62  121.93  0.96  30.38  14.00  4.29  2  340.69  
 394 20040912 26.79  121.86  0.81  53.42  14.00  4.55  1  341.18  
 395 20040912 27.04  121.77  0.80  67.15  14.00  4.65  1  339.52  
 396 20040912 27.25  121.67  0.81  52.19  14.00  4.73  1  335.26  
 397 20040913 29.56  119.71  0.92  33.00  10.00  9.42  1  347.30  
 398 20040913 29.93  119.62  0.80  63.69  10.00  10.30  1  347.70  
 399 20040913 30.46  119.49  0.83  45.03  10.00  9.38  1  348.76  
 400 20040913 31.01  119.37  0.80  52.97  10.00  8.32  1  349.88  
 401 20040913 31.63  119.25  0.80  93.19  10.00  7.08  1  351.74  
60 402 20050718 24.47  121.55  1.69  18.24  47.52  3.28  5  296.76  
 403 20050718 24.57  121.29  1.67  20.67  40.86  2.98  4  290.59  
 404 20050719 25.50  120.02  1.80  8.00  37.31  3.79  4  345.03  
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 405 20050719 25.74  119.93  1.21  100.00  35.69  3.57  3  337.86  
 406 20050719 26.07  119.69  1.62  25.06  32.90  3.23  4  320.00  
 407 20050719 26.19  119.56  1.46  47.33  31.70  3.10  3  312.86  
 408 20050720 27.52  117.76  1.52  36.69  17.72  3.61  2  329.40  
61 409 20050729 19.23  110.22  1.32  54.84  25.21  3.87  3  289.27  
 410 20050730 19.48  109.42  1.51  22.90  25.00  3.85  3  284.22  
 411 20050730 19.51  109.24  1.47  28.84  25.00  3.88  3  279.58  
 412 20050730 19.98  107.36  1.38  41.37  25.00  4.89  3  293.77  
62 413 20050805 28.00  121.37  1.30  65.31  58.22  3.68  4  311.91  
 414 20050805 28.13  121.21  1.35  56.02  52.76  3.60  4  312.99  
 415 20050805 28.28  121.04  1.17  91.91  45.00  3.51  4  314.50  
 416 20050806 28.40  120.90  1.58  23.38  40.00  3.42  4  316.05  
 417 20050806 28.53  120.75  1.21  82.20  36.39  4.25  3  315.52  
 418 20050806 30.52  118.78  1.51  30.00  21.90  3.98  3  320.30  
 419 20050806 30.72  118.61  1.28  63.40  21.40  3.75  3  326.92  
 420 20050807 34.50  119.02  1.06  100.00  15.00  6.29  2  7.43  
 421 20050807 34.80  119.10  1.05  100.00  15.00  6.26  2  14.65  
 422 20050807 35.15  119.22  1.45  33.02  15.00  6.22  2  14.99  
63 423 20050812 22.09  117.68  1.47  46.36  27.19  7.13  3  321.09  
 424 20050812 22.40  117.42  1.45  48.74  29.22  6.70  3  323.51  
64 425 20050901 25.07  119.55  0.99  50.09  40.97  7.74  3  306.91  
 426 20050901 25.22  119.21  1.09  33.86  37.01  7.42  3  291.84  
 427 20050901 25.48  118.28  0.93  59.89  27.84  6.25  2  286.47  
 428 20050901 25.62  117.85  0.83  78.86  24.70  5.69  2  293.28  
65 429 20050911 27.52  122.52  1.33  47.02  65.00  6.72  5  322.94  
 430 20050911 27.81  122.26  1.50  23.38  65.00  6.88  5  320.55  
 431 20050911 28.05  122.03  1.35  43.42  65.00  7.07  5  320.18  
 432 20050911 28.34  121.76  1.29  51.63  65.00  7.24  5  321.27  
 433 20050912 31.95  119.49  1.45  26.17  15.00  5.22  2  352.86  
 434 20050912 32.25  119.45  1.17  67.11  15.00  5.62  2  353.27  
 435 20050912 32.49  119.42  1.05  89.53  15.00  5.97  2  355.04  
 436 20050912 32.77  119.40  1.30  44.97  15.00  6.37  2  358.29  
66 437 20050925 19.08  111.01  1.57  47.46  70.00  4.42  5  276.49  
 438 20050925 19.10  110.74  1.63  36.10  70.00  4.08  5  272.12  
 439 20050926 18.90  109.83  1.79  14.00  39.65  3.92  4  270.01  
 440 20050926 19.37  107.64  1.58  45.55  35.00  5.41  4  290.58  
67 441 20051002 24.26  118.52  1.63  25.00  37.28  5.58  4  292.23  
 442 20051002 24.38  118.24  1.61  27.10  31.94  5.31  4  297.55  
 443 20051002 24.80  117.37  1.47  47.43  16.91  5.23  2  294.18  
 444 20051002 24.90  117.11  1.51  41.49  14.27  5.79  2  294.48  
68 445 20060517 20.64  115.66  1.03  64.13  59.26  4.88  4  21.79  
 446 20060517 20.86  115.76  1.24  26.93  56.24  5.39  4  25.28  
 447 20060517 23.31  116.97  1.22  26.59  50.00  6.68  4  18.08  
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 448 20060517 23.62  117.11  1.14  38.32  48.01  7.29  4  28.19  
 449 20060518 24.50  117.80  0.82  100.00  20.00  9.72  2  37.36  
 450 20060518 24.85  118.12  0.96  68.50  17.48  13.51  2  41.51  
 451 20060518 31.41  123.45  0.85  74.82  12.00  6.76  1  70.39  
 452 20060518 31.48  123.83  1.14  29.23  12.00  7.30  2  81.83  
 453 20060518 31.52  124.21  1.03  42.97  12.00  7.94  1  84.37  
69 454 20060628 19.57  111.59  0.81  79.04  15.00  3.92  1  333.26  
 455 20060628 20.94  110.53  1.16  15.61  13.06  1.12  2  351.90  
70 456 20060703 19.95  109.46  1.26  35.67  12.00  8.02  2  322.04  
 457 20060703 20.23  109.19  1.16  51.42  12.00  7.58  2  314.96  
 458 20060704 21.12  108.17  1.20  42.55  12.00  5.41  2  316.05  
 459 20060704 21.36  107.93  1.19  44.08  12.00  3.58  2  316.58  
71 460 20060713 25.06  121.38  1.67  41.96  35.00  5.00  4  297.52  
 461 20060713 25.16  121.12  1.62  51.07  35.00  5.77  4  292.39  
 462 20060714 26.90  117.36  1.58  53.90  24.57  5.40  3  267.93  
72 463 20060725 24.28  118.44  1.36  50.69  32.13  4.49  3  280.46  
 464 20060725 24.33  118.08  1.61  16.08  27.04  3.43  3  278.24  
 465 20060725 24.41  117.56  1.46  34.81  19.73  1.98  3  287.24  
 466 20060725 24.44  117.48  1.29  63.83  19.03  3.65  2  289.83  
73 467 20060727 23.65  109.93  1.17  91.78  12.74  6.60  2  232.04  
 468 20060728 21.89  109.09  1.49  32.82  11.98  1.09  2  234.16  
 469 20060728 21.78  108.87  1.17  100.00  11.00  1.14  1  243.54  
 470 20060728 21.76  108.81  1.29  70.48  11.00  1.23  2  244.15  
74 471 20060803 20.48  112.49  1.27  40.35  35.00  5.00  3  332.34  
 472 20060803 20.68  112.37  1.13  66.19  35.00  5.15  3  328.31  
 473 20060803 21.26  111.75  1.22  48.03  35.00  5.16  3  304.88  
 474 20060803 21.40  111.50  1.26  39.69  35.00  5.09  3  299.75  
 475 20060804 22.46  109.22  1.28  34.56  15.00  4.20  2  308.52  
 476 20060804 23.00  108.45  1.06  75.67  12.95  4.27  2  306.78  
75 477 20060809 22.80  119.94  1.00  18.51  14.84  6.20  2  269.70  
 478 20060809 22.68  118.47  0.80  52.66  12.00  6.01  1  263.64  
76 479 20060810 26.59  122.29  1.15  42.96  94.83  6.35  5  295.50  
 480 20060810 26.75  121.91  1.31  21.95  93.79  6.09  6  295.52  
 481 20060810 26.89  121.57  1.19  37.64  92.28  5.86  5  292.71  
 482 20060810 27.00  121.20  0.80  50.43  12.00  1.98  1  285.19  
 483 20060810 21.51  115.91  0.87  38.19  12.00  2.59  1  280.37  
 484 20060810 22.02  114.09  0.87  36.78  10.73  0.28  1  294.33  
 485 20060811 22.10  113.90  0.81  47.36  10.00  1.00  1  212.02  
77 486 20060823 18.92  111.64  1.19  38.03  10.00  3.17  1  38.62  
 487 20060824 19.60  112.23  1.09  54.37  10.00  5.40  1  54.37  
 488 20060824 21.41  112.67  1.25  24.46  10.00  4.03  1  322.37  
 489 20060824 21.55  112.54  1.24  26.18  10.00  4.17  1  319.33  
 490 20060824 21.98  112.01  0.95  78.45  10.00  0.31  1  303.43  
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 491 20060825 22.10  111.80  1.28  20.44  10.00  1.00  1  120.45  
78 492 20060912 20.34  114.84  1.52  44.22  10.00  6.79  2  290.05  
 493 20060913 21.09  111.81  1.49  46.63  10.00  1.45  1  299.45  
 494 20060913 21.14  111.77  1.59  30.76  10.00  1.22  1  322.44  
 495 20060913 21.38  111.70  1.27  96.63  10.00  0.80  1  0.00  
79 496 20070704 18.24  110.50  1.35  60.52  12.00  3.21  2  355.28  
 497 20070704 18.41  110.46  1.48  34.18  12.00  3.10  2  344.77  
 498 20070704 19.00  110.14  1.40  48.13  13.75  3.05  2  316.88  
 499 20070705 20.40  108.52  1.52  25.14  18.49  4.89  3  343.98  
 500 20070705 21.35  108.19  1.20  84.43  19.42  4.11  2  319.06  
 501 20070705 21.46  108.05  1.25  72.88  18.29  4.92  2  307.69  
80 502 20070808 22.30  117.04  1.18  19.57  23.75  6.31  3  270.01  
 503 20070808 22.30  115.62  0.95  55.75  17.96  5.73  2  270.01  
 504 20070808 22.30  115.36  0.80  100.00  16.37  6.10  1  270.01  
 505 20070809 21.58  112.98  1.02  44.13  15.06  1.88  2  223.96  
 506 20070809 21.47  112.89  1.08  34.69  15.78  2.05  2  211.28  
 507 20070809 21.33  112.82  1.09  32.62  18.00  2.25  2  27.85  
 508 20070809 21.48  112.90  1.05  39.86  18.00  1.80  2  30.30  
 509 20070810 22.28  113.79  0.99  47.95  19.96  2.13  2  25.70  
 510 20070810 22.33  113.76  0.94  58.65  19.78  1.79  2  294.80  
 511 20070810 22.43  113.32  0.86  74.53  18.00  1.52  2  289.46  
 512 20070811 22.91  114.12  1.04  38.88  18.00  4.73  2  60.57  
81 513 20070818 23.78  120.45  1.32  27.23  55.00  4.32  4  291.61  
 514 20070818 24.10  119.74  1.41  17.16  46.42  2.91  4  306.91  
 515 20070818 24.18  119.64  1.31  29.10  43.69  3.27  4  311.25  
 516 20070819 25.30  118.35  0.92  100.00  20.00  3.36  2  307.90  
 517 20070819 25.37  118.26  1.05  70.77  20.00  4.18  2  310.15  
 518 20070819 25.59  118.00  1.22  39.76  19.72  5.08  2  318.07  
 519 20070819 25.82  117.79  0.91  100.00  18.24  4.80  2  321.82  
82 520 20070918 26.02  121.75  1.63  37.37  71.72  6.00  5  303.99  
 521 20070918 26.23  121.46  1.44  69.63  70.00  5.92  5  314.34  
 522 20070918 26.73  121.03  1.48  60.46  65.64  5.67  5  324.78  
 523 20070918 26.96  120.84  1.52  52.52  62.32  5.54  5  321.92  
 524 20070919 30.32  118.91  1.43  62.48  15.48  9.85  2  352.61  
 525 20070919 30.70  118.90  1.66  28.60  14.51  10.90  2  1.49  
 526 20070919 31.24  118.94  1.55  42.15  13.34  12.21  2  4.30  
 527 20070919 31.76  119.00  1.51  47.24  12.50  13.34  2  5.86  
83 528 20070924 19.74  110.15  1.61  31.76  17.63  5.70  3  256.41  
 529 20070924 19.23  108.95  1.67  24.20  15.16  4.39  2  232.62  
 530 20070924 19.08  108.73  1.52  50.21  14.68  4.01  2  237.09  
 531 20070925 20.12  107.52  1.36  81.08  10.00  4.41  1  327.79  
 532 20070925 20.58  106.79  1.67  22.32  10.00  5.22  1  281.99  
 533 20070925 20.65  106.33  1.32  89.18  10.00  3.02  1  276.97  
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84 534 20071007 26.02  120.60  1.48  41.39  39.01  4.82  4  0.00  
 535 20071007 26.34  120.60  1.18  100.00  37.67  4.24  3  0.00  
 536 20071007 26.90  120.60  1.47  41.75  35.00  3.16  4  0.00  
 537 20071007 27.06  120.55  1.34  64.65  32.81  2.65  3  331.05  
 538 20071008 27.92  120.52  1.43  46.22  15.00  3.15  2  41.71  
 539 20071008 28.03  120.60  1.34  62.04  13.57  4.30  2  29.86  
 540 20071008 28.19  120.70  1.40  51.59  12.15  5.45  2  30.06  
 541 20071008 28.32  120.81  1.35  58.49  10.89  6.43  2  39.57  
 542 20071008 28.46  121.01  1.41  48.14  10.00  6.74  1  64.22  
85 543 20080418 18.55  111.29  1.33  45.21  39.48  3.30  4  351.11  
 544 20080418 20.44  111.18  1.45  23.64  20.00  5.10  3  41.60  
 545 20080419 21.65  112.07  1.30  44.78  12.16  7.17  2  32.66  
86 546 20080624 21.07  115.02  1.41  17.02  25.00  5.15  3  329.30  
 547 20080624 21.30  114.88  1.33  27.56  24.22  5.00  3  330.76  
 548 20080624 22.30  114.39  1.20  47.01  20.00  3.72  2  343.84  
 549 20080625 23.65  114.00  1.39  17.69  12.00  3.64  2  358.28  
 550 20080625 23.85  113.98  1.26  33.60  12.00  3.67  2  353.12  
 551 20080625 24.24  113.91  1.17  47.97  12.00  3.72  2  350.09  
 552 20080625 24.42  113.87  0.95  93.96  11.85  3.62  1  345.35  
87 553 20080718 25.32  121.13  1.19  34.48  25.00  5.36  3  331.37  
 554 20080718 25.55  120.99  1.14  42.20  25.00  5.30  3  330.92  
 555 20080718 26.10  120.60  1.11  45.94  25.00  5.17  3  322.61  
 556 20080718 26.29  120.38  1.02  62.59  24.45  4.51  2  309.79  
 557 20080719 28.10  120.10  0.99  63.04  15.00  6.93  2  17.07  
 558 20080719 28.42  120.21  0.98  64.31  15.00  7.94  2  17.16  
 559 20080719 28.73  120.32  0.82  97.90  15.00  8.80  1  15.88  
 560 20080719 29.14  120.44  0.95  68.37  15.00  9.81  2  13.11  
 561 20080719 29.54  120.53  1.08  45.39  14.99  10.23  2  9.41  
 562 20080720 33.93  122.74  0.80  90.30  12.00  9.32  1  39.93  
 563 20080720 34.29  123.04  0.89  70.61  12.00  10.78  1  32.06  
88 564 20080728 23.89  120.88  1.37  45.37  45.00  5.03  4  309.81  
 565 20080728 26.20  118.78  1.15  84.33  23.28  4.14  2  313.22  
 566 20080728 26.35  118.60  1.51  22.67  21.43  3.76  3  310.30  
 567 20080729 26.64  118.26  1.34  46.08  20.00  3.22  2  320.20  
 568 20080729 26.79  118.13  1.41  35.73  20.00  3.39  3  321.82  
89 569 20080805 20.73  114.53  1.43  20.18  25.00  2.44  3  288.98  
 570 20080805 20.86  114.05  1.40  24.07  28.70  3.75  3  284.08  
 571 20080806 21.52  110.98  1.37  27.37  22.41  5.93  3  256.49  
 572 20080806 21.41  110.56  1.08  81.47  20.73  5.26  2  252.63  
 573 20080806 21.02  109.49  1.02  100.00  20.00  5.27  2  254.05  
 574 20080807 21.61  106.17  1.31  36.25  17.97  5.55  2  258.37  
90 575 20080821 20.71  116.32  0.90  45.45  38.97  3.54  3  304.67  
 576 20080821 20.83  116.15  0.91  43.74  36.88  3.54  3  307.29  
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 577 20080822 22.02  114.48  0.93  38.53  34.99  3.28  3  318.84  
 578 20080822 22.18  114.36  0.99  28.24  34.23  3.80  3  329.27  
 579 20080822 22.54  114.01  1.09  15.62  28.89  4.68  3  293.84  
 580 20080822 22.63  113.69  0.80  59.91  25.09  3.96  2  283.85  
91 581 20080914 24.74  121.68  1.11  90.59  47.34  3.86  4  355.37  
 582 20080914 25.05  121.66  1.42  32.38  44.58  3.07  4  356.67  
 583 20080914 25.98  120.94  1.22  64.29  34.22  2.67  3  39.45  
 584 20080914 26.07  121.06  1.30  50.25  32.19  2.97  3  58.44  
 585 20080915 26.23  121.34  1.05  100.00  30.00  3.42  3  51.49  
 586 20080915 26.33  121.48  1.15  77.09  30.00  3.35  3  52.00  
 587 20080915 26.90  123.18  1.47  24.04  24.55  3.14  3  86.48  
92 588 20080923 20.78  113.35  1.61  28.16  70.00  7.45  5  295.41  
 589 20080923 21.32  111.76  1.71  15.04  66.88  7.59  5  284.29  
 590 20080923 21.44  111.24  1.67  19.06  63.67  7.19  5  282.44  
 591 20080924 22.13  108.12  1.46  50.77  23.32  5.17  3  275.78  
 592 20080924 22.16  107.80  1.43  55.76  21.41  5.07  3  274.24  
 593 20080924 22.33  106.63  1.63  22.81  15.21  3.64  2  283.74  
93 594 20080928 24.80  121.30  1.92  16.16  50.00  4.35  5  338.73  
 595 20080928 25.01  121.19  1.71  44.75  45.38  4.56  4  334.97  
 596 20080929 27.22  122.12  1.68  44.95  20.00  3.28  3  43.91  
 597 20080929 27.32  122.24  1.61  57.46  20.00  4.47  3  47.76  
 598 20080929 27.42  122.37  1.40  100.00  20.00  5.86  3  50.07  
 599 20080929 27.51  122.49  1.40  100.00  20.00  7.06  3  48.70  
 600 20080929 27.69  122.70  1.56  65.58  20.00  7.76  3  44.64  
94 601 20081003 18.65  111.15  1.25  51.98  12.00  3.97  2  354.58  
 602 20081003 18.84  111.13  1.22  56.37  12.00  3.87  2  354.84  
 603 20081003 19.65  110.95  1.36  29.59  10.31  2.64  2  342.44  
 604 20081003 19.82  110.89  1.07  89.13  10.00  2.37  1  338.39  
 605 20081004 21.28  110.80  1.24  47.39  10.00  2.00  1  0.00  
 606 20081004 21.34  110.80  1.23  48.11  10.00  2.27  1  0.00  
 607 20081004 21.59  111.00  1.29  37.26  10.00  2.96  1  58.15  
 608 20081004 21.66  111.14  1.24  45.49  10.00  3.16  1  58.63  
 609 20081005 22.34  112.96  1.20  52.16  10.00  5.11  1  65.45  
 610 20081005 22.45  113.22  1.28  38.37  10.00  5.06  1  64.85  
 611 20081005 22.74  114.06  1.20  50.56  10.00  4.99  1  72.40  
 612 20081005 22.83  114.35  1.30  34.78  10.00  4.99  1  72.74  
95 613 20090620 22.52  118.24  1.52  31.49  30.00  4.87  3  9.61  
 614 20090621 23.57  118.37  1.49  35.13  30.00  3.57  3  5.31  
 615 20090621 25.43  119.03  1.36  52.74  16.92  6.71  2  36.31  
 616 20090621 25.66  119.22  1.44  39.10  15.47  7.81  2  35.80  
 617 20090622 26.29  119.63  1.48  32.87  15.00  8.20  2  25.97  
 618 20090622 26.71  119.85  1.54  24.52  15.00  7.71  2  25.89  
 619 20090622 29.32  122.71  1.40  40.86  10.00  6.68  2  50.31  
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 620 20090622 29.48  122.94  1.24  65.99  10.00  7.61  1  54.00  
 621 20090622 29.64  123.24  1.45  32.36  10.00  8.54  2  62.59  
 622 20090623 29.75  123.58  1.27  60.34  10.00  10.30  1  72.45  
 623 20090623 29.85  124.08  1.29  56.87  10.00  12.97  1  79.11  
96 624 20090626 22.78  114.51  1.26  52.24  15.26  2.69  2  339.55  
 625 20090626 22.94  114.46  1.31  43.19  13.59  1.71  2  346.26  
97 626 20090711 20.00  113.00  1.06  28.16  15.00  5.20  2  270.01  
 627 20090711 20.00  112.70  1.00  37.31  15.00  4.84  2  270.01  
 628 20090711 20.01  111.53  0.96  44.73  15.02  7.82  2  274.72  
 629 20090712 21.18  106.74  1.05  28.09  12.60  8.06  1  277.89  
98 630 20090713 23.29  120.15  1.30  60.33  15.00  5.33  2  294.95  
 631 20090713 23.84  119.57  1.35  48.15  15.00  6.92  2  335.85  
 632 20090713 24.02  119.49  1.47  29.56  15.00  8.24  2  337.22  
99 633 20090718 21.81  116.96  1.09  90.18  41.21  6.77  3  298.94  
 634 20090718 22.00  116.63  1.18  68.72  42.86  7.08  4  302.91  
 635 20090718 22.40  115.56  1.26  51.42  43.60  7.63  4  282.09  
 636 20090718 22.49  115.08  1.22  58.20  40.31  7.49  4  279.89  
 637 20090719 23.45  110.66  1.35  33.58  18.41  4.98  2  287.96  
100 638 20090803 20.36  114.35  1.49  99.05  22.96  3.03  3  311.39  
 639 20090804 21.02  113.89  1.71  45.76  30.22  3.20  4  327.42  
 640 20090804 21.80  112.84  1.76  35.82  30.00  1.60  4  270.00  
 641 20090805 21.80  112.78  1.82  26.91  29.90  1.71  4  282.81  
 642 20090805 21.98  112.53  1.77  34.78  25.21  1.17  3  308.94  
 643 20090805 22.02  112.46  1.55  75.43  25.00  1.06  3  304.33  
 644 20090805 22.05  111.67  1.82  26.50  25.00  2.50  3  260.45  
 645 20090806 21.94  111.10  1.91  15.71  25.00  3.34  3  252.31  
 646 20090806 21.90  111.00  1.46  100.00  25.00  3.91  3  247.76  
 647 20090806 20.75  110.06  1.83  27.62  32.50  2.83  4  222.50  
 648 20090806 20.68  109.99  1.75  39.53  36.28  3.19  4  225.14  
 649 20090807 20.26  109.39  1.83  27.10  38.00  2.65  4  235.43  
 650 20090807 20.16  109.24  1.64  63.15  37.44  2.52  4  232.91  
101 651 20090807 24.37  121.50  1.76  40.28  25.00  1.61  3  202.95  
 652 20090808 24.84  121.36  1.33  46.62  40.00  2.91  4  317.25  
 653 20090808 24.99  121.17  1.43  30.01  40.00  2.52  4  308.35  
 654 20090808 25.73  120.46  1.47  24.45  37.81  2.01  4  345.07  
 655 20090808 25.82  120.43  1.31  48.13  36.03  2.23  3  342.54  
 656 20090809 26.01  120.33  1.05  100.00  35.00  2.48  3  327.37  
 657 20090809 26.11  120.25  1.46  25.76  35.00  2.48  4  323.66  
 658 20090809 27.34  119.71  1.23  59.27  24.25  3.38  3  8.55  
 659 20090809 27.47  119.74  1.42  28.54  23.76  4.14  3  13.17  
 660 20090809 27.60  119.78  1.29  47.93  23.35  4.79  3  12.40  
 661 20090810 27.79  119.82  1.13  77.02  22.69  5.47  2  12.64  
 662 20090810 28.01  119.88  1.35  37.91  22.00  5.97  3  13.92  
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 663 20090810 31.75  120.13  0.97  100.00  15.00  4.95  2  28.79  
 664 20090810 32.13  120.41  1.25  47.64  15.00  3.79  2  33.04  
 665 20090811 32.52  120.66  1.34  34.32  15.00  2.89  2  21.51  
102 666 20090910 19.45  112.39  1.23  42.91  15.00  7.26  2  284.21  
 667 20090911 19.80  108.52  1.39  18.56  18.00  4.78  2  270.01  
 668 20090911 19.80  108.19  1.21  47.39  18.00  4.08  2  270.01  
 669 20090911 19.80  107.30  1.21  47.02  15.00  2.91  2  270.00  
103 670 20090914 20.67  114.68  1.46  43.51  32.56  5.25  3  317.78  
 671 20090914 20.90  114.44  1.53  31.57  33.92  5.23  4  311.83  
 672 20090915 22.13  111.69  1.43  45.02  34.42  6.52  4  286.36  
 673 20090915 22.24  111.26  1.27  79.26  27.31  6.06  3  285.12  
 674 20090915 22.59  110.30  1.48  36.91  17.69  5.08  2  300.23  
 675 20090915 22.75  110.01  1.34  62.57  16.44  4.82  2  300.95  
104 676 20091011 18.70  111.28  1.22  30.76  15.95  4.32  2  305.08  
 677 20091012 19.57  109.58  1.09  52.60  19.91  3.51  2  295.20  
 678 20091012 19.63  109.41  1.25  25.29  20.00  3.32  2  288.43  
 679 20091012 19.85  108.71  1.17  36.69  20.10  1.87  2  303.93  
 680 20091012 19.90  108.64  1.19  33.20  20.54  1.99  2  309.16  
 681 20091013 20.30  107.70  1.11  46.86  45.00  1.47  4  271.20  
 682 20091013 20.30  107.38  1.05  59.53  33.89  0.98  3  270.00  
 683 20091013 20.30  107.33  1.08  51.51  29.59  1.01  3  270.00  
 684 20091014 20.40  106.48  1.20  31.54  12.72  1.69  2  270.00  
 685 20091014 20.40  106.37  1.25  23.50  11.75  1.24  2  270.00  
105 686 20091020 18.39  109.83  2.00  29.50  10.00  2.50  2  250.60  
 687 20091020 18.30  109.70  2.00  28.99  10.00  1.27  2  230.86  
106 688 20100716 18.35  109.13  1.00  42.86  37.86  5.21  3  285.97  
 689 20100717 20.87  106.29  0.97  43.04  16.67  4.45  2  317.84  
107 690 20100721 19.22  112.38  1.11  72.72  35.22  4.11  3  326.72  
 691 20100721 19.42  112.27  1.37  23.82  37.04  4.27  4  333.00  
 692 20100721 20.19  111.78  1.29  33.92  40.00  5.19  4  321.77  
 693 20100722 21.99  109.76  1.16  52.98  28.28  5.61  3  303.87  
 694 20100722 22.68  108.69  1.39  17.94  18.23  5.21  2  315.43  
 695 20100722 22.90  108.47  1.12  60.02  16.42  5.19  2  317.43  
108 696 20100829 20.67  116.30  1.11  44.46  15.00  1.43  2  0.00  
 697 20100830 20.90  116.55  1.14  39.97  15.55  1.10  2  90.00  
 698 20100830 25.79  121.56  1.63  36.92  14.89  2.73  2  235.89  
 699 20100830 25.70  121.40  1.63  36.93  15.00  2.54  2  243.01  
 700 20100830 25.59  121.14  1.37  85.30  15.00  3.01  2  245.89  
 701 20100830 25.53  120.99  1.47  64.94  15.00  3.23  2  247.94  
 702 20100831 25.01  119.23  1.74  23.15  14.59  1.37  2  242.44  
 703 20100831 24.89  118.98  1.51  57.70  14.25  -0.05  2  241.25  
109 704 20100901 23.47  118.60  1.16  32.23  20.00  4.05  2  310.60  
 705 20100901 23.76  118.00  0.88  84.89  20.00  5.18  2  288.95  
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 706 20100901 23.84  117.71  1.09  42.25  20.00  5.51  2  287.30  
 707 20100902 23.82  114.54  0.99  61.36  13.80  3.68  2  252.54  
 708 20100902 23.74  114.26  1.24  21.88  12.65  2.67  2  252.50  
 709 20100902 23.63  113.83  1.03  53.79  10.42  1.96  1  254.92  
 710 20100902 23.61  113.75  1.08  44.28  10.05  1.96  1  254.86  
 711 20100903 23.46  112.58  1.02  56.20  10.00  3.20  1  251.41  
 712 20100903 23.40  112.43  1.02  55.11  10.00  3.32  1  245.63  
 713 20100903 23.13  111.91  1.10  41.38  10.00  3.18  1  234.10  
 714 20100903 23.01  111.73  1.24  21.93  10.00  3.01  1  230.50  
110 715 20100909 23.10  118.90  1.36  65.52  35.00  6.20  3  352.94  
 716 20100909 24.05  118.82  1.46  45.00  39.67  5.83  4  355.87  
 717 20100909 24.39  118.79  1.34  65.89  39.78  5.82  4  352.09  
 718 20100910 27.61  119.12  1.34  59.10  10.85  7.01  2  20.37  
 719 20100910 27.95  119.26  1.25  76.48  10.00  7.43  1  19.48  
 720 20100910 28.26  119.39  1.39  49.36  10.00  8.14  1  20.18  
 721 20100910 28.64  119.56  1.23  78.34  10.00  8.85  1  22.57  
 722 20100910 28.98  119.73  1.16  92.19  10.00  9.46  1  25.70  
 723 20100911 32.95  123.84  1.29  58.06  10.00  9.83  1  47.40  
111 724 20100919 23.21  120.30  1.45  39.67  47.03  3.53  4  275.19  
 725 20100919 23.32  119.74  1.49  33.42  40.00  4.33  4  286.78  
 726 20100919 23.40  119.53  1.41  45.59  40.00  5.09  4  298.25  
 727 20100920 23.22  116.18  1.54  25.87  18.99  5.29  3  288.03  
 728 20100920 23.69  115.13  1.36  54.85  13.02  7.67  2  266.02  
112 729 20101006 18.80  108.73  1.15  50.57  10.00  0.71  1  90.00  
 730 20101006 18.80  108.78  1.24  33.78  10.00  0.57  1  90.00  
 731 20101007 18.80  108.89  1.15  50.40  10.00  0.49  1  90.00  
 732 20101007 18.80  109.28  1.21  38.44  10.00  1.21  1  90.00  
 733 20101007 18.80  109.33  1.36  16.69  10.00  1.36  1  90.00  
 734 20101008 18.88  109.63  1.31  22.45  10.00  2.29  1  67.76  
 735 20101008 18.90  109.72  1.22  37.01  10.00  2.43  1  74.97  
 736 20101008 19.15  110.46  1.31  23.28  10.00  0.94  1  42.94  
 737 20101009 19.32  110.56  1.31  21.86  10.00  1.14  1  23.08  
 738 20101009 19.37  110.59  1.20  39.91  10.00  1.14  1  23.67  
 739 20101009 20.42  110.88  1.21  35.24  10.00  2.95  1  22.78  
 740 20101009 20.59  110.97  1.29  23.75  10.00  2.94  1  33.01  
 741 20101010 20.77  111.33  1.14  47.06  10.00  1.13  1  77.89  
 742 20101010 20.79  111.52  1.24  30.53  10.00  -0.02  1  84.21  
113 743 20101022 22.41  118.29  1.98  20.11  48.86  2.72  5  354.34  
 744 20101022 22.54  118.27  2.05  12.50  46.92  2.90  5  348.11  
 745 20101022 22.97  118.15  1.54  100.00  45.00  3.28  4  344.54  
 746 20101022 23.12  118.10  1.90  29.63  45.00  3.32  5  342.65  
 747 20101023 24.51  117.84  1.52  100.00  15.94  2.53  2  21.79  
 748 20101023 24.63  117.90  1.52  100.00  12.01  2.80  2  25.77  
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 749 20101023 24.86  118.04  1.55  90.35  10.00  3.37  1  35.09  
 750 20101023 24.97  118.14  1.81  40.36  10.00  3.76  1  41.86  
114 751 20110601 21.35  117.67  0.97  54.92  10.00  6.02  1  37.09  
 752 20110601 21.57  117.86  0.85  79.07  10.00  6.33  1  44.02  
115 753 20110610 22.45  116.90  1.63  23.16  15.00  5.34  2  0.00  
116 754 20110622 20.54  112.89  1.39  36.14  18.00  2.65  2  305.78  
 755 20110622 20.87  112.44  1.35  42.67  18.00  3.82  2  306.98  
 756 20110622 20.99  112.28  1.45  26.59  18.09  3.84  2  309.55  
 757 20110623 21.17  110.40  1.26  60.18  22.52  4.07  3  252.94  
 758 20110623 21.11  110.14  1.38  36.51  22.04  3.92  3  258.09  
 759 20110623 21.00  109.27  1.40  33.48  22.00  3.88  3  262.58  
 760 20110624 20.34  106.70  1.32  49.24  22.00  6.46  3  262.85  
117 761 20110625 28.72  123.63  1.29  29.86  31.58  11.21  3  20.89  
 762 20110625 29.24  123.84  1.26  33.75  30.10  12.40  3  18.25  
 763 20110625 29.74  124.03  1.01  74.99  30.00  13.45  3  19.16  
 764 20110625 30.39  124.29  1.25  33.47  30.00  14.71  3  18.50  
118 765 20110729 19.60  109.36  1.46  34.86  25.00  5.75  3  247.34  
 766 20110730 19.40  107.75  1.35  56.45  24.99  5.47  3  264.68  
119 767 20110806 30.60  124.49  1.33  41.96  44.90  7.27  4  354.86  
120 768 20110829 23.38  119.94  0.97  21.13  24.05  2.26  2  326.00  
 769 20110829 23.50  119.86  0.80  97.01  22.41  1.91  2  328.88  
 770 20110830 24.15  119.07  0.80  57.97  19.85  1.11  2  327.73  
 771 20110830 24.30  119.00  0.80  76.98  18.00  1.03  2  358.48  
 772 20110830 24.36  119.00  0.80  48.83  18.00  0.88  2  0.00  
 773 20110831 24.81  118.89  0.80  72.33  14.00  3.57  1  304.25  
 774 20110831 24.89  118.29  0.81  42.63  14.00  0.20  1  274.24  
121 775 20110929 19.85  110.51  1.41  38.75  45.72  5.81  4  288.35  
 776 20110929 20.50  109.36  1.63  9.55  32.84  5.42  4  307.64  
 777 20110929 20.67  109.09  1.27  63.12  30.60  5.05  3  296.83  
 778 20110930 20.92  106.49  1.57  15.45  15.43  3.71  2  278.73  
 779 20110930 20.95  106.33  1.39  40.02  13.97  3.89  2  282.44  
 780 20110930 21.12  105.71  1.22  73.45  10.00  1.57  1  292.41  
122 781 20111004 18.80  109.81  1.35  23.72  19.86  4.39  2  267.18  
123 782 20120616 19.40  111.58  1.17  22.70  14.00  1.34  2  270.00  
 783 20120617 19.26  111.31  1.04  43.36  15.69  1.62  2  194.08  
 784 20120617 18.91  112.08  1.03  45.44  18.49  2.01  2  80.34  
 785 20120617 18.94  112.20  0.94  63.61  19.25  2.01  2  72.02  
 786 20120619 21.74  117.04  1.03  39.29  24.70  7.38  2  40.37  
 787 20120620 23.09  118.13  0.99  44.76  19.40  8.15  2  37.89  
124 788 20120629 21.57  114.95  1.37  50.22  25.00  8.20  3  283.36  
 789 20120629 21.65  114.45  1.40  44.48  25.00  8.06  3  278.38  
 790 20120629 22.12  112.67  1.26  70.33  16.56  7.34  2  296.33  
125 791 20120723 20.74  114.57  1.43  23.77  39.51  4.67  4  309.07  
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 792 20120723 20.87  114.38  1.31  42.19  42.81  5.18  4  306.72  
 793 20120724 22.53  111.86  1.46  18.67  36.92  7.46  4  292.49  
 794 20120724 22.66  111.48  1.34  34.69  31.63  7.51  3  288.78  
 795 20120724 22.80  110.18  1.33  34.99  23.78  7.92  3  270.01  
 796 20120724 22.80  109.79  1.38  28.57  23.19  8.16  3  270.01  
 797 20120725 22.32  105.92  1.43  21.98  14.00  3.54  2  258.53  
126 798 20120802 32.93  123.93  1.22  27.93  41.99  10.46  4  301.01  
 799 20120802 33.28  123.27  1.10  43.01  45.27  9.77  4  302.84  
 800 20120802 35.35  118.55  1.37  28.24  27.60  6.35  3  343.10  
127 801 20120802 26.85  120.31  0.99  56.97  22.72  5.56  2  335.21  
 802 20120803 27.03  120.17  1.02  90.25  24.74  8.10  2  312.90  
 803 20120803 27.20  119.77  1.29  38.03  22.32  7.47  3  290.55  
 804 20120803 27.33  119.28  1.30  37.00  20.04  6.93  2  285.41  
128 805 20120807 28.80  122.20  1.21  37.02  45.00  4.43  4  310.19  
 806 20120807 28.95  121.97  1.23  33.39  42.81  4.92  4  305.53  
 807 20120807 29.06  121.78  0.94  83.41  39.51  5.50  3  303.81  
 808 20120807 29.21  121.55  1.17  41.44  36.36  6.08  3  305.12  
 809 20120808 29.36  121.32  0.86  100.00  34.47  6.32  3  309.27  
129 810 20120816 19.97  113.78  1.54  21.85  36.59  7.41  4  284.85  
 811 20120816 20.46  112.21  1.32  58.71  41.36  7.54  4  293.15  
 812 20120817 21.46  107.83  1.25  70.30  28.52  6.84  3  278.38  
 813 20120817 21.74  106.27  1.13  100.00  23.42  6.80  2  287.87  
 814 20120817 21.85  105.92  1.45  33.22  22.04  6.62  3  289.01  
130 815 20120824 22.37  119.29  1.47  31.46  37.19  3.14  4  282.05  
 816 20120824 22.39  119.11  1.47  31.99  35.37  3.26  4  276.13  
 817 20120825 22.10  117.44  1.37  49.27  37.41  3.34  4  231.83  
 818 20120825 21.56  116.87  1.51  27.72  44.07  2.44  4  214.83  
 819 20120829 29.00  124.16  1.38  36.45  30.00  9.56  3  21.66  
 820 20120829 29.47  124.39  1.45  26.55  30.00  9.18  3  23.51  
131 821 20121028 19.69  106.93  1.28  45.84  40.67  3.81  4  336.42  
 822 20121029 21.30  107.20  1.34  33.45  10.00  2.61  1  59.39  
 823 20121029 21.39  107.36  1.37  28.30  10.00  2.41  1  60.33  
 824 20121029 21.50  107.86  1.25  48.14  10.00  0.82  1  90.00  
132 825 20130622 19.37  111.16  1.56  31.53  22.00  6.90  3  257.68  
 826 20130622 19.00  109.62  1.27  95.57  22.00  5.36  3  270.01  
 827 20130622 19.00  109.31  1.25  100.00  22.00  4.80  3  270.01  
 828 20130623 20.00  106.72  1.62  21.78  19.54  2.51  3  342.28  
 829 20130624 21.30  105.87  1.45  45.93  13.75  2.61  2  346.75  
133 830 20130701 20.73  110.57  1.56  68.73  37.61  5.72  4  316.97  
 831 20130701 20.95  110.36  1.83  21.91  35.51  6.43  4  318.23  
 832 20130702 22.12  109.69  1.79  26.18  24.56  7.99  3  341.30  
134 833 20130712 24.87  121.85  1.13  60.85  57.45  6.85  4  283.08  
 834 20130713 26.39  117.98  1.29  31.76  20.83  7.26  2  304.85  
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 835 20130713 26.70  117.55  1.12  59.15  18.09  6.79  2  311.47  
135 836 20130718 23.82  118.10  1.24  27.44  15.00  6.44  2  0.00  
 837 20130718 24.13  118.04  0.89  94.14  14.39  6.20  1  340.63  
 838 20130718 24.82  117.68  0.96  74.83  10.00  5.14  1  336.43  
 839 20130718 25.10  117.60  0.89  90.27  10.00  4.66  1  357.00  
136 840 20130802 19.51  110.95  1.62  27.99  28.22  7.62  3  311.10  
 841 20130802 19.73  110.65  1.52  43.20  28.00  7.63  3  304.66  
 842 20130803 21.43  107.41  1.58  30.46  24.70  7.41  3  296.03  
 843 20130803 21.58  107.08  1.65  21.36  22.06  7.62  3  295.23  
 844 20130803 22.08  105.89  1.61  26.23  13.99  2.30  2  293.04  
137 845 20130813 20.31  112.50  1.58  23.43  55.00  5.01  5  320.71  
 846 20130814 21.32  112.08  1.49  34.68  55.00  3.86  5  343.57  
 847 20130814 21.50  112.00  1.42  45.90  55.00  3.53  5  328.35  
 848 20130814 22.75  110.76  1.55  24.83  23.30  3.15  3  344.09  
 849 20130814 22.97  110.71  1.38  51.71  22.72  2.86  3  350.68  
 850 20130815 23.40  110.70  1.45  37.98  19.54  2.67  3  0.00  
 851 20130815 23.54  110.70  1.55  23.85  18.38  2.72  3  0.00  
 852 20130817 23.54  109.60  1.50  30.35  15.71  2.65  2  245.80  
 853 20130817 23.49  109.44  1.44  39.77  15.04  2.72  2  250.68  
 854 20130818 23.29  108.99  1.58  20.27  13.25  1.39  2  237.67  
 855 20130818 23.21  108.87  1.38  49.97  12.67  0.27  2  235.33  
138 856 20130818 28.88  121.88  1.24  54.62  13.89  2.13  2  260.63  
 857 20130818 28.86  121.72  1.33  40.47  13.31  1.19  2  259.81  
 858 20130818 28.83  121.55  1.27  49.67  11.99  0.09  2  258.36  
139 859 20130821 25.70  119.75  0.86  33.27  53.97  5.80  3  266.59  
 860 20130821 25.73  119.39  0.80  85.04  51.26  6.01  3  280.30  
 861 20130821 25.91  118.75  0.80  49.71  36.87  6.54  3  291.27  
 862 20130822 26.02  118.45  0.80  49.19  32.52  6.76  2  290.44  
140 863 20130829 26.86  122.35  1.57  38.31  16.00  4.96  2  26.77  
 864 20130829 26.99  122.45  1.25  100.00  16.00  6.14  2  37.67  
 865 20130829 27.17  122.61  1.68  22.93  16.00  7.50  2  36.13  
 866 20130829 27.38  122.75  1.40  66.17  15.96  8.21  2  29.83  
 867 20130829 27.75  122.99  1.45  56.55  15.37  7.95  2  29.01  
141 868 20130922 21.91  117.68  1.42  38.78  80.00  6.27  5  301.29  
 869 20130922 22.07  117.42  1.48  29.21  80.00  6.49  6  303.55  
 870 20130922 22.53  116.42  1.29  61.43  79.51  7.06  5  288.86  
 871 20130922 22.65  116.01  1.61  13.38  78.38  7.13  6  286.19  
 872 20130923 23.87  111.91  1.66  8.00  19.85  6.02  3  296.98  
142 873 20131006 27.10  120.26  1.65  47.09  45.62  6.55  4  272.42  
 874 20131006 27.08  119.83  1.41  96.81  38.60  6.05  4  263.50  
 875 20131006 27.03  119.46  1.60  56.84  29.20  5.61  3  259.19  
 876 20131006 26.95  119.06  1.71  38.22  18.97  5.08  3  257.51  
 877 20131007 26.88  118.70  1.84  21.86  14.65  4.47  2  258.97  
149 
 
 878 20131007 26.83  118.43  1.56  63.64  12.43  2.81  2  258.22  
143 879 20131103 20.30  114.44  1.58  44.14  31.08  2.51  4  270.00  
 880 20131103 19.94  114.04  1.70  25.48  22.34  4.77  3  220.64  
144 881 20131111 21.72  107.32  1.83  27.37  28.71  4.81  4  11.81  
 882 20131111 21.97  107.43  1.94  13.48  24.59  4.40  3  29.41  
 883 20131111 22.43  108.04  2.00  8.00  14.01  2.46  3  75.93  
 884 20131111 22.47  108.24  1.76  36.32  12.88  1.18  2  80.39  
145 885 20140614 21.06  116.80  1.20  46.73  19.83  2.53  2  0.00  
 886 20140614 21.62  116.80  1.40  16.80  22.00  3.12  3  358.82  
 887 20140614 21.77  116.78  1.23  40.57  22.00  3.11  2  349.49  
 888 20140615 23.20  116.52  1.25  34.21  17.59  2.20  2  337.63  
 889 20140615 23.32  116.50  1.25  34.75  15.78  2.12  2  0.00  
 890 20140615 23.64  116.50  1.12  56.77  12.10  3.42  2  0.00  
 891 20140615 23.76  116.51  1.18  44.39  12.00  3.91  2  13.27  
 892 20140616 25.63  118.47  1.05  63.90  12.00  7.84  1  62.13  
 893 20140616 25.84  118.88  1.07  60.19  12.00  8.17  1  59.82  
 894 20140616 26.04  119.23  1.18  40.57  12.00  8.89  2  55.97  
 895 20140616 26.29  119.64  1.14  47.63  12.00  9.88  2  54.64  
 896 20140616 26.52  120.01  1.06  61.01  12.00  10.73  1  55.87  
 897 20140616 26.80  120.50  1.12  48.96  12.00  11.71  2  59.37  
146 898 20140718 19.26  112.09  1.56  15.09  113.30  6.13  6  310.89  
 899 20140718 19.52  111.79  1.54  17.47  117.88  5.81  6  313.92  
 900 20140718 20.97  109.44  1.47  24.59  75.63  6.36  5  308.74  
 901 20140718 21.18  109.14  1.48  23.39  72.10  6.09  5  306.72  
 902 20140719 21.84  107.96  1.36  39.32  58.05  5.69  5  291.50  
147 903 20140722 24.14  120.31  1.40  21.11  38.73  4.50  4  321.28  
 904 20140723 26.20  118.23  1.26  37.79  20.44  6.34  2  322.05  
 905 20140723 26.40  118.10  1.32  28.51  20.00  6.83  2  336.21  
 906 20140723 26.72  117.98  1.18  48.84  19.30  6.94  2  343.33  
 907 20140723 27.11  117.87  1.22  42.30  18.65  7.04  2  348.69  
 908 20140723 27.47  117.81  1.25  36.78  18.10  7.14  2  354.27  
 909 20140724 32.96  118.46  1.16  43.88  18.00  10.60  2  30.35  
148 910 20140819 24.49  117.71  1.45  61.44  10.00  8.04  1  351.59  
 911 20140819 24.94  117.64  1.38  73.04  10.00  7.51  1  352.36  
 912 20140819 25.73  117.66  1.66  25.73  10.00  7.81  1  17.54  
 913 20140819 26.07  117.86  1.51  46.12  10.00  8.78  1  32.71  
 914 20140820 29.81  121.62  1.65  23.58  10.00  9.46  1  22.45  
 915 20140820 30.13  121.76  1.53  37.92  10.00  10.84  1  20.72  
 916 20140820 30.54  121.95  1.24  88.24  10.00  12.45  1  23.74  
 917 20140820 30.95  122.19  1.53  37.09  10.00  13.45  1  29.54  
 918 20140820 31.53  122.64  1.36  63.73  10.00  13.73  1  35.50  
149 919 20140907 19.62  111.61  1.18  56.04  10.00  4.29  1  322.80  
 920 20140907 19.84  111.44  1.16  60.92  10.00  4.16  1  326.00  
150 
 
150 921 20140915 19.40  112.20  1.28  40.04  50.00  7.81  4  288.01  
 922 20140916 21.00  108.50  1.20  52.09  50.00  9.35  4  295.75  
 923 20140916 21.22  108.01  1.24  43.12  48.40  9.34  4  294.98  
 924 20140916 21.74  106.55  1.25  41.66  33.61  9.39  3  285.21  
 925 20140916 21.85  106.00  1.11  67.54  28.89  9.66  3  281.37  
151 926 20140922 28.79  121.96  1.18  47.80  25.00  3.60  3  9.26  
 927 20140922 29.01  122.00  1.33  27.31  25.00  3.37  3  5.15  
 928 20140922 29.18  121.99  0.94  92.98  24.85  3.36  2  354.55  
 929 20140922 29.35  121.95  1.18  47.06  23.86  3.63  3  342.01  
 930 20140923 31.64  121.76  0.88  100.00  12.00  6.30  1  48.13  
 931 20140923 31.87  122.13  1.05  64.53  12.00  6.50  1  54.90  
 932 20140923 32.07  122.45  1.29  29.03  12.00  6.67  2  53.52  
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