Abstract: This study mainly focuses on the stability of a class of linear neutral systems in a critical case, that is, the spectral radius of the principal neutral term (matrix H ) is equal to 1. It is difficult to determine the stability of such systems by using existing methods. In this study, a sufficient stability criterion for the critical case is given in terms of the existence of solutions to a linear matrix inequality (LMI). Moreover, it is also shown that the proposed stability criterion conforms with a fact that the considered linear neutral systems are unstable when H has a Jordan block corresponding to the eigenvalue of modulus 1. An illustrative example is presented to determine the stability of a linear neutral system whose principal neutral term H has multiple eigenvalues of modulus 1 without Jordan chains. This is difficult in existing studies.
Introduction
For clarity, we first introduce a class of linear neutral systems
where t . 0 is a constant delay, F( . ) is a linear functional and Àt, 0] . Based on spectral radius of matrix H, the neutral system (1) can be classified into three cases: r(H ) , 1, r(H ) . 1 and r(H ) ¼ 1. The case r(H ) , 1, namely matrix H is Schur stable, is a necessary condition for exponential stability of the linear neutral system (1) [1, 2] . To the best knowledge of the authors, the case r(H ) . 1 means that there are characteristic roots of the linear neutral system (1) with positive real part, so the system is unstable. The last case r(H ) ¼ 1 is the critical case, which is concerned in this paper.
Neutral systems in the critical case need to be considered in practice because they are in fact related to a class of repetitive control systems [3, 4] . However, it is much more complicated to determine the stability of such systems because their characteristic equation may have an infinite sequence of roots with negative real parts approaching zero. In recent years, stability problem of neutral systems in the critical case is investigated by frequency-domain methods [5, 6] (the interested readers could consult [5] and [6] , and references therein, for the development on such a problem). As we know, the frequency-domain stability criteria will become more and more difficult to verify as the dimension of matrix H increases. Moreover, when H has multiple eigenvalues of modulus 1 without Jordan chain, the analysis of non-exponential asymptotic stability is still an 'open problem' [5, pp. 426 -427] . The difficulty remains when time-domain methods are used. In most of existing literature, the candidate Lyapunov functionals usually include a non-negative term like kD(x t )k 2 , where D( . ) is called D operator [1, pp. 286 -287] and is defined as D(x t ) ¼ x(t) 2 Hx(t 2 t) for (1). In the case r(H ) , 1. it can be proved that the zero solution of D(x t ) ¼ 0 is asymptotically stable when kD(x t )k 2 approaches zero asymptotically. However, we cannot obtain the property in the critical case, thus cannot further analyse stability by investigating the tendency of kD(x t )k. On the other hand, the other type of stability criteria usually rely on the condition r(H ) , 1 to prove the boundedness of k_ x(t)k [7, pp. 336-337; 8, pp. 157-158] . Unfortunately, it is difficult to obtain the boundedness of k_ x(t)k in the critical case as well (see the beginning of Section 4.1). Therefore the existing stability criteria cannot cover the critical case easily. In fact, most of existing stability criteria have implicitly assumed r(H ) , 1 [9 -12] .
In this paper, we mainly investigate the critical case of a class of linear neutral systems. A sufficient delayindependent stability criterion for the critical case is given in terms of the existence of solutions to an LMI. This makes the proposed criterion quite feasible with the aid of a computer. Then, by the proposed criterion, an existing criterion is extended to determine the stability of a scalar linear neutral system in the critical case. Finally, it is shown that the proposed criterion conforms with a fact that the considered linear neutral system is unstable when H has a Jordan block corresponding to the eigenvalue of modulus 1 [5, pp. 394, 415 ]. An illustrative example shows the effectiveness of the proposed criterion and gives an alternative to handle the 'open problem' according to [5, pp. 426 -427 ].
Notation
The notation used in this paper is as follows. R n is Euclidean space of dimension n. k . k denotes the Euclidean norm or a matrix norm induced by the Euclidean norm. C([Àt, 0]; R n ) denotes the space of continuous ndimensional vector functions on [2t, 0]. The symbol kÁk w stands for the norm defined by
, where x t [ Cð½Àt; 0; R n Þ. r(X ) and l min (X ) denote the spectral radius and the minimum eigenvalue of matrix X, respectively. X T and X Ã are used for the transpose and conjugate transpose of matrix X. tr(X ) denotes the trace of matrix X. X . 0 (X ! 0, X , 0, X 0) denotes that matrix X is a positive definite (positive semidefinite, negative definite, negative semidefinite) matrix. I n is the identity matrix with dimension n. '0' denotes a scalar or a zero matrix (vector) of appropriate dimension. '#' in matrices denotes the term which is not used in the development. Sometimes, the dimension of a matrix will not be mentioned when no confusion arises.
Problem formulation and preliminary results
For simplicity, we consider a special case of (1) as follows
with the initial condition
where [5] .
Before proceeding further, we have the following preliminary results (the proofs are all shown in the Appendix):
Lemma 1: For any negative semidefinite matrix
. . , n, where w ij corresponds to the element in the ith row and jth column of F.
Lemma 2: For any T, H [ R nÂn
, if H is non-singular and there exist matrices 0 ,
Remark 1: Lemma 3 indicates that for any given Q . 0,
Main results
In this section, a delay-independent stability criterion (Theorem 1) in terms of an LMI is proposed for the linear neutral system (2) with r(H ) 1. Then, an existing criterion is extended to determine the stability of a scalar linear neutral system in the critical case (Theorem 2). Finally, we prove that the proposed delay-independent stability criterion does not hold when matrix H has a Jordan block corresponding to the eigenvalue of modulus 1 (Theorem 3).
Stability criterion
The condition r(H ) , 1 usually plays a role to show k_ x(t)k being bounded. This is a very important step to show asymptotical stability of neutral type systems [1, pp. 
by (2) . Consequently, k_ x(t)k is bounded by applying r(H ) , 1. This is not true in the critical case. Taking this into account, we need to seek another condition to replace the boundedness of k_ x(t)k. To begin with, we need
We say that g(t) is uniformly continuous on [0, 1) if for any
Barbalat's Lemma ( [13, p, 123] ): If the differentiate function f (t) has a finite limit as t ! 1, and if f˙is uniformly continuous, then f˙(t) ! 0 as t ! 1.
Uniform continuity is often awkward to assert from the definition. A very simple sufficient condition for a differentiable function to be uniformly continuous is that its derivative is bounded. By this condition, many proofs are to show the boundedness of the derivative rather than its uniform continuity, although the latter in fact may play the same role as the former. In the following proof, we will need to show the uniform continuity from the definition.
Before introducing the following Theorem 1, a stability definition is given. It should be noticed that the following definition is slightly different from that proposed in [1] . In [1] , the initial condition is restricted by 
The trivial solution is said to be globally asymptotically stable if it is stable and lim t!1 kx(t, f)k ¼ 0 for any initial condition kfk W , 1.
Theorem 1:
The solution x(t, f) of (2) 
where
The proof is composed of four propositions:
; Proposition 3 is to show that kx(t, f)k 2 is uniformly continuous; Proposition 4 is to show the solution x(t, f) is stable. If the four propositions are satisfied, then the solution x(t, f) of (2) is globally asymptotically stable. The outline of the proof is as (2) is asymptotically stable by Definition 2. Next, the four propositions above are proven one by one in detail.
If H is non-singular, then the neutral system (2) can be rewritten as
Choose a candidate Lyapunov-Krasovskill functional to be
where 0 ,
, then the lime derivative of V(t) is calculated as follows
Substituting (5) into the above equation yields
Since 
Integrating both sides of (8) from 0 to t, we obtain
Since V (t) ! 0 and l min (W ) . 0,
Therefore Ð t 0 kx(s)k 2 ds has a limit as t ! 1 by (10), that is
Proposition 3: kx(t, f)k 2 is uniformly continuous.
Since f(t) is continuously differentiable, the solution x(t, f) is continuously differentiable except maybe at the points t 0 þ kt, k ¼ 0, 1, 2 . . . [1, p. 25, Theorem 7.1]. Then, by Newton-Leibniz Formula, we have
where h . 0 without loss of generality. Utilising (9) and
Using the Cauchy-Schwarz inequality ka, bl ka, al 
This implies that jx(t, f)j 2 is uniformly continuous. A Proposition 4: x(t, f) is stable.
Since f(t) is continuously differentiable, the solution x(t, f) is continuously differentiable except maybe at the points kt, k ¼ 0, 1, 2, . . . [1, p. 25, Theorem 7.1]. Then, by Newton-Leibniz Formula, it follows that
. Based on the equation above, we have
Using the Cauchy-Schwarz inequality ka, bl 2 ka, alkb, bl, we obtain
Consequently, we have
By using the inequality above, V(t) is bounded as Substituting the result
2 ds into the inequality above results in
Therefore, the solution x(t, f) is stable by Definition 2. (2) is exponentially stable in the case with r(H ) , 1 [2] , whereas the solution x(t, f), nonexponentially stable in the critical case [5, p. 413] . 
Scalar case
Now, let us consider a scalar linear neutral system
where h, a 0 , a 1 [ R.
Verriest and Niculescu gave the following result:
Lemma 5 ( [14] ): The scalar neutral system (13) is delayindependent asymptotically stable if (i) a 0 , 0, (ii) jhj ,1, (iii) ja 1 j , ja 0 j.
By Theorem 1 the extension of Lemma 5 for the critical case is given as follows Theorem 2: The scalar neutral system (13) is delayindependent asymptotically stable if (i) a 0 , 0, (ii) jhj 1, (iii) ja 1 j , ja 0 j Proof: When jhj ¼ 1, (4) can be written as
where p, q, w [ R all positive numbers. Thus, if the following condition
holds, then (14) holds with a sufficiently small positive number w. This implies that the scalar linear neutral system (13) (13) has an infinite sequence of roots with negative real parts approaching zero. As a result, it is difficult to determine the stability of system (13) with jhj ¼ 1 by using frequency-domain methods.
Special case
For simplicity, let Pre-multiplying and post-multiplying H T QH À Q 0 by S T J and S J respectively, we obtain 
Illustrative example
Consider the linear neutral system (2) in the critical case with The eigenvalues of V þ LWL T are (212.0220, 23.7504, 0, 0). Therefore the system considered in this example is asymptotically stable independent of delay.
Remark 7: H in the system considered in the example has multiple eigenvalues of modulus 1 without Jordan chains. The stability analysis of such a system is still an 'open problem' according to [5, pp. 426-427] . However, the stability of the system can be determined by the stability criterion (4).
Conclusions
Asymptotic stability of neutral type systems, especially in the critical case, is studied and a stability criterion in terms of LMIs is proposed. It is also shown that the proposed stability criterion conforms with the fact that the considered linear neutral system is unstable when H has a Jordan block corresponding to the eigenvalue of modulus 1. Furthermore, the proposed criterion can help to determine the stability of the case where H has multiple eigenvalues of modulus 1 without Jordan chains. This gives an alternative to handle the 'open problem' according to [5, pp. 426 -427] .
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