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ABSTRACT
This paper investigates the importance of housing variables in predicting the six recent
recessions using factor analysis model. It shows that housing variables have great predictive
power in forecasting the downturn of the economy, but little predictive power when the economy
is steady or is expanding. The explanation is that housing variables match consumers'
expectations of future income and employment, and consequently predict future economic
downturn.
By using Granger-Causality test and vector autoregression (VAR) model, combination of
factor analysis and VAR model, and hard thresholding method to identify the importance of each
housing variable, the results show that housing price indexes are not important in forecasting the
economy, but that measures of housing volumes improve predictions. Moreover, the housing
volume measures with one-unit of structure tends to play a greater role in the prediction.
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1CHAPTER 1
HOUSING MARKET AND MOTIVATION
There has been an upward trend in the housing market since 1990 in which the housing
prices, residential investment, and home sales have been increasing and setting new records. In
2004 and 2005, large numbers of buyers have rushed into the housing market due to favorable
interest rates and expected appreciation in the home prices. The increase caused the
homeownership rates to rise to 69% during these two years for all ages, races, and ethnicities
(see the 2005 housing market report by the Joint Center for Housing Studies of Harvard
University).
This housing boom has been the longest expansion since 1970 as shown in Figure 11 (Joint
Center for Housing Studies of Harvard University)2. The housing supply has been growing with
an annual average of over 1.9 million units in housing starts and manufactured home placements
since 2000. Meanwhile, the ongoing demand in the housing market is also increasing in
conjunction with the rate of construction. This can be demonstrated by the low rate of the
inventory of new homes for sale relative to the home sales of the end of 2004.
In addition, the mortgage finance system created varieties of products which offered buyers
more flexible loans with a lower adjustable rates even when the interest rate rose. Moreover,
1 All figures are placed in the Appendix A.
2 Quoted from the State of the Nation’s Housing 2005 by the Joint Center for Housing Studies of Harvard University.
2immigrants and future generations continue to contribute greatly to the increasing demand for
new homes.
The housing market was still strong due to a strong job market, high demand for
homeownership, and flourishing rental market. This also showed an appreciation of housing
prices, but it started to show signs of cooling in late 2005. As mortgage interest rate and housing
price grew, home builders responded to the softening by pulling back on construction. In
addition, home sales dropped, causing a higher inventory of new and existing homes for sale.
It was not until 2006 that the housing market slid dramatically after the starts, sales, and
housing prices peaked in 2005. The home sales dropped by 10%, housing starts decreased by
13%, and the housing price appreciation fell to only a few percentage points. The inventory of
vacant house for sale soared by more than 500,000 between late 2005 and late 2006. Large
numbers of homes in foreclosure entered the market. Moreover, the affordability problem even
deteriorated. The households with housing burden of more than 30% income increased by 2.3
million compared to the record of 37.3 million in 2005.
These abrupt downturns originated from the bubble burst in the inflated demand of the for-
sale market. The housing demand increased due to the low interest rate and large expected
housing price appreciation. Buyers entered the market trying to take advantage of potentially
rising housing prices while investors targeted at a quick resell. Builders catered to the rising
demand by their increase in construction, but the time lag between housing preparation work and
housing completion drove the home price even higher. In the meantime, mortgage lenders
offered the anxious buyers lower down-payments and eased requirements for those borrowers
with unqualified credit records.
3When the higher mortgage interest rate and increased housing price took effect, some
buyers were forced out of the market. Weak home sales and slow housing price appreciation
caused the upsurge of house-buying to vanish and investors to draw back from the market.
Although the home builders tried to pull back on productions, the lag made the cut too late.
There were a growing number of foreclosed houses returning to the market. Although only
less than half of the houses were eventually sold according to Freddie Mac, the swarm of these
houses in the already bloated market led to high pressure on housing prices. The nearby
homeowners in the communities suffered great loss in home equity and the local government
also suffered drastic decline in property tax collections.
The metropolitan areas faced great risk of widespread foreclosure since they had weak
economies, high subprime shares, and oversupplies of housing. The communities with low
income and minority suffered the most because of the predominant subprime loans.
The affordability problem has been persistent even during the economic boom from 2000.
In 2006, more than 39 million households were paying more than 30 percent of income on
housing while 18 million were paying more than 50 percent. The number of severely burdened
households climbed by almost four million from 2001 to 2006. This severely affected low-
income populations. In 2006, 47% of low-income families were severely burdened by housing
costs, while only 11% of lower middle-income households and 4% of upper middle-income
households were exceptionally affected. The huge difference between housing costs and income
reflected large numbers of low-paying and part-time jobs generated by the economy, high costs
of maintaining houses, as well as construction and renovation by local governments.
4Although many housing markets were entrapped in massive turmoil in 2006, the economy
as a whole was still in a boom with fast economic growth, increased consumption, expenditure,
and strong retail sales. The economy did not collapse until the end of 2007. This situation
resembles the Great Depression in the 1930s. Eighty five years ago, the economy seemed to be in
a boom with increased stock dividends, expansion of existing companies, entry of new firms,
rising personal savings, and a bull stock market. Everything looked good except the housing
market. House prices increased and mortgage foreclosure rates skyrocketed which caused
distress in the housing market. In 1927, housing starts in the US started to decline from
2,423,000 until 221,000 in 1933, which began a long-lasting and devastating collapse worldwide.
These two recessions shed light on the relationship of housing market and the downturn
point of the economy. In order to explore the importance of housing variables in predicting the
economy, target variables should be chosen. GDP is a good summary of the economic conditions,
but it's quarterly based, not monthly. Therefore this paper follows Stock and Watson (2002) to
use four variables as target variables: real personal income, employment in nonfarm industry,
industrial production, and real manufacturing and trade sales. In addition, in order to measure the
predictive power of housing variables to GDP more directly, I use Stock and Waston's monthly
estimation of GDP as another target variable.
Comparing Figure 2 and Figure 3, we can see that well before the two recessions began,
housing variables were the first to show pessimistic signs. Housing variables started to decrease
from 2006, which were almost two years before the four target variables dropped, as shown in
Figure 2 and Figure 3. Similarly, when looking at the recovery of the recession, what can be
easily seen is that housing variables gradually recovered before the rise of the four target
5variables. Combining Figure 2 and Figure 3, we could conjecture that housing variables are
signals indicating the ups and downs of the economy.
Since housing variables began to decrease before the economy as a whole decreases, they
are performing like leading indicators. Leading indicators, composed of a series of correlated
economic indicators, reflect the fluctuations of the economy as a whole, and predict the possible
trends in future.
Typically the leading indicators are announced on the last weekday of each month by the
US Department of Commerce. Generally speaking, if the leading indicators continue decreasing
in three months, then an economic recession is expected. Vice versa, if they continue increasing
in three months, then the economy is expected to boom. Usually leading indicators change six to
nine months ahead of the turning point of the economy. The U.S. Department of Commerce's
Economic Bulletin Board (EBB)3 pointed out that leading indicators could predict downturns of
the economy eleven months ahead of time, and predict economic recovery three months before
expansion.
Leading indicators have played an important role in the evolution of macro econometric
forecasting models. Some papers, such as Stock and Watson (2002) and Forni (2002), have
conducted experiments demonstrating that leading indicators contribute greatly in predicting
economy as a whole, but they put too little weight on housing variables.
This dissertation investigates the value added of using housing variables to predict the
economy. Firstly, I will discuss the reason I choose housing variables to improve prediction
instead of any other variables, that is, the potential importance of the housing variables.
3 It is a dial-up bulletin board system, delivering all major U.S. Government economic information including
economic indicators from the Bureau of the Census, Bureau of Economic Analysis, Federal Reserve Board and
Labor Department.
6As presented in Leamer's 2007 paper, residential investment is a small part of long-run
growth. The table "Contributions to Real GDP Growth" compiled by the Bureau of Economic
Analysis was cited and graphed in his paper, showing that during 1950 and 2005, the largest
contribution to economic growth comes from consumer services, and then from other consumer
spending items including durables and non-durables. Residential investment, however, accounts
for only a small fraction of the economic growth. Therefore, in the long run, housing variables
do not contribute significantly to the growth of GDP.
However, when referring back to the ten recessions in history, we could see the signaling
effect of housing variables to the weakness before the recessions and the recoveries. Leamer
presents residential investment movements around the ten peaks of economy which illustrates the
weakness and strength of housing variables before and during recessions, thereby showing that
residential investment contributes significantly and consistently to the downturn of the economy,
and also rises earlier than the subsequent recovery. By comparing the cumulative contributions
around the recessions of all possible economic variables such as equipment and software,
durables and non-durables, Leamer shows that housing is the largest contributor to the recessions
in 1949, 1957, 1960, 1970, 1974, and 1980, and is the second largest in 1981 and 1990. Housing
shows less importance in 1953 and 2001 recession, which are due to Department of Defense
(DOD) downturn and a collapse in equipment and software respectively. Therefore, it is the
residential investment that indicates most of the start of recessions. Housing variables do affect
the whole economy ahead of time and predicts the economy.
The next step of this dissertation is to choose models for forecasting economy with housing
variables added. Each economic event happens with co-movements of large number of
macroeconomic variables, and therefore, the economists have used large dataset to predict
7economic fluctuations. Thanks to the advance in information technology, large datasets of
economic indicators are now available. However, if the number of parameters to estimate
exceeds the number of observations, then there is an identification problem. To address this
problem, principal component and factor analysis models are used. The basic idea is that the
information in a large number of variables can be compressed to a handful of predictors which
will be included in the model instead.
A basic dynamic factor model was developed by Sargent and Sims (1977). In late 1937,
Mitchell and Burns published papers stating a list of leading indicators as well as coincident and
lagging indicators of economic activities as factors that play important roles in measuring the
cyclical behaviour of business cycles. The idea of a common business cycle was first raised by
Mitchell and Burns (1946), and the National Bureau of Economic Research (NBER) developed
the indexes of leading and coincident indicators. This approach was extended to a basic dynamic
factor model by Sargent and Sims (1977) as well as Geweke (1977).
In the last few years, a couple of papers about factor analysis model were proposed as a
improvement. Stock and Watson (2002) combines the approximate factor model and the
dynamic factor model and uses estimated factors to make out-of-sample forecasts. Forni, Hallin,
Lippi, and Reichlin (2002) also combines the approximate factor model and the dynamic factor
model. The model assumes that the idiosyncratic components are not necessarily orthogonal to
each other, and also, a minimal amount of cross-correlation for common components and a
maximal amount of cross-correlation for idiosyncratic components are imposed.
Although a large dataset provides plenty of information, it is not wise to add as many
variables as possible. A basic statistical principle states that more data improves efficiency, but it
might be the case that the cross-correlation in the errors is too large and the variability of the
8common component is too small. Under the case that the errors are cross-correlated or have big
unequal idiosyncratic error variances, the estimated factors and the forecasts of target variables
will be less efficient. Therefore, it is necessary to exclude "noisy" data in the housing variables,
according to Bovin and Ng (2005). Three methods are used in this paper to exclude noisy data
for factor analysis model as follows.
The first method is using VAR model for Granger-causality test with target variable,
endogenous variables, each housing variable, and lags of them, holding non-housing variables
constant. The importance of each housing variable could be tested by AIC and BIC criteria in
VAR model, holding non-housing variables constant. The housing variables with lower criteria
imply larger importance to the forecasts of the economy.
The second method is factor-augmented vector autoregressive (FAVAR) model, combining
factor analysis and standard VAR models, as used in Friedman, B., Kuttner, K. (1993). A two-
step method of FAVAR model is that first estimating factors of the large dataset then including
these factors in the VAR model, and choosing important housing variables with low information
criterion.
The last method is called hard thresholding, which is used in Bai and Ng (2008). This
method uses t-statistical test to measure if the i-th predictor is significant without controlling for
other predictors.
The contribution of this dissertation is that it shows the great predictive power of housing
variables in forecasting the downturn of the economy using factor analysis model for five recent
recessions, but little predictive power when the economy is steady or is expanding. It also shows
that it is housing volumes that matter, not housing price, as stated in Leamer (2007).
9The dissertation is organized as follows. Chapter 2 briefly introduces the literatures closely
related to this dissertation. Chapter 3 describes the resources and definitions of the data used.
Chapter 4 explains the factor analysis model and the methodology used to select important
housing variables, and also presents the corresponding experiments results. Chapter 5 provides
theoretical explanations of why housing variables could be good predictor for the recessions.
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CHAPTER 2
LITERATURE REVIEW
Forecasting with large dataset of predictors brings richer information and relative
robustness against structural instability compared to low dimensional forecasting. However,
problems arise at the same time. When the number of variables is larger than the number of time
series, identification problems occur. Two methods that could be used to solve the identification
problem include variable selection procedures and principal component and factor analysis
models. In this dissertation the latter method will be used.
The concept of a business cycle which describes the co-movement of many macroeconomic
variables was first raised by Burns and Mitchell (1946). This idea was best captured by the
dynamic factor model of Sargent and Sims (1977) and Geweke (1977). Sargent and Sims
assumes the idiosyncratic components to be independent stationary processes and estimates
factors using the Kalman filter method.
Stock and Watson (2002b) and Forni, Hallin, Lippi, and Reichlin (2000), however, relax
some of the restrictions and propose new estimation methods. They are considered important
"second generation" factor models. It allows the cross-sectional dimension approaching to
infinity for the approximate factor model. Four assumptions are imposed specifying that a
limited amount of dynamic cross-correlation and a restricted cross-correlation between the
common components. The four assumptions compose a so-called generalized dynamic factor
model. This model is applied to a large panel including several macroeconomic variables for
11
EURO countries to compute a coincident indicator. The paper proposes new method to
consistently estimate factors as both cross section and the time dimensions approached infinity.
The generalized dynamic factor model generated by Forni et al. (2000) allows for non-
orthogonal idiosyncratic components. Compared with Stock and Watson (2002b), Forni et al.
does not allow the factor loading coefficients to be time-varying, also it requires two-sided
smoothing, which makes the estimate of principal components not available at the end of the
sample.
Stock and Watson (2002a, 2002b) provides a theoretical factor model and an empirical
application. Stock and Watson focuses their study on the case when the number of candidate
predictors and the number of time series observations are both large. The paper does not limit the
assumptions of the idiosyncratic disturbance to cross-sectionally independent or serially
correlated, which are unrealistic, but allows for both serial and cross-sectional correlation. These
assumptions are also provided in Chamberlain and Rothschild (1983), Connor and Korajczyk
(1986 1993), and Forni et al. (2000).
In addition, Stock and Watson adopts assumptions for the factors and factor loadings, as
well as the regressors and the resulting forecast errors. Also the assumptions allows the factors to
be serially correlated and lags of factors to be included.
Compared to the three-step method which assumes N is small in Stock and Watson (1989),
Stock and Watson (2002b) allows N to be large, which makes iterative nonlinear methods such
as used in Stock and Watson (1989) computationally difficult. Therefore, they propose a two-
step method that estimates the factors by principal components and then predicts the target
variable using the estimated factors and lagged dependent variable.
Stock and Watson (2002b) contributes in three aspects. Firstly, the estimation of principal
12
components is consistent under the condition that both N and T converge to infinity. Secondly,
the feasible forecast of the target variable converges to the optimal infeasible forecast as N and T
approach infinity, which means that the feasible forecast is asymptotically first-order efficient
since the MSEs of the two forecasts approach the same as N and T become larger. Thirdly, Stock
and Watson allow temporary instability over long time period as stochastic drift in the factor
loadings and show that above results still hold if the drift is small and idiosyncratic.
Stock and Watson (2002b) also raises several potential methodological issues: Efficiency
problem if heteroscedasticity and serially correlation exist, a distribution theory is needed to
provide measures of the sampling uncertainty of the estimated factors, also what would happen if
any strong persistence is introduced into the series.
Stock and Watson (2002a) applies the factor analysis model using principal components to
the real-time US macroeconomic forecasts from 1959 to 1998. There are eight target variables,
four of which are the measures of real economic activity: total industrial production, real
personal income less transfer, real manufacturing and trade sales, and number of employees on
non-agricultural payrolls. The other four variables are measures of price inflation: the consumer
price index; the personal consumption expenditure implicit price deflator; the consumer price
index less food and energy; and the producer price index for finished goods. The full dataset
used to forecast the eight target variables consists of 215 monthly time series, and diffusion
index forecasts are constructed 6-, 12-, and 24-month ahead. All variables are transformed so
that they are standardized to have mean zero and unit variance.
Compared with the factor analysis model introduced in Stock and Watson (2002b), small
modifications are made in Stock and Watson (2002a). One is that lags are included in the
forecasting equation. Different numbers of lags including lags of target variable and lags of
13
factors, and also the number of factors are conducted in different experiments. Second, the
experiments are based on h-step ahead forecasts.
Since the dataset contains missing observations, the expectation maximization (EM)
algorithm can be applied to estimate the factors by solving a suitable minimization problem
iteratively. In Stock and Watson (2002b) paper, three methods are used to construct factors. First
is using principal components from the subset of 149 variables, that is, the balanced panel.
Second, using all 215 variables to compute factors with the EM algorithm. Third, 149 predictors
in the balanced panel are stacked with their first lags, and then estimates the empirical factors by
the principal components of the stacked data.
Stock and Watson (2002b) compares the results of the factor analysis forecasting with those
of several conventional econometric model: auto-regressive forecast, vector auto-regressive
forecast, multivariate leading indicator forecast, and Philips curve forecast. By comparing the
out-of-sample MSE of each model with different numbers of lags and different types of factors,
the paper shows that the improvement of the factor analysis over the conventional models is
quite significant. What is interesting is that only six factors capture much of the variation of the
full 215 time series. In addition, the empirical results show that only a few factors are needed to
forecast real macroeconomic activity.
Forni, Hallin, Lippi, and Reichlin (2002) also uses a large dataset to extract common
component for forecasting inflation and real activity in the Euro area. Their goal is to test
whether pooling information from large number of financial variables improves forecast of the
Euro-area industrial production and consumer price indexes. The dataset in Forni et al. contains
447 monthly macroeconomic time series organized in six blocks. Three models are constructed
and compared: univariate AR model, Stock and Watson static factor analysis model, and Forni et
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al. model. The difference between Stock and Watson model and Forni et al. model is the way in
which the common components are constructed.
Forni et al. (2002) adopts a traditional simulated out-of-sample experiment to verify the
forecasting power of the model. The paper forecasts the target variables between 1997:2 to
2001:3 using observations from 1987:2 to 1997:1 one step ahead. One, three, six, and twelve step
ahead forecasts are computed. The results shows that, in general, Forni et al. and Stock and
Watson forecast both target variables better than the univariate AR model in all horizons. When
forecasting 1 and 3 steps ahead, Forni et al. method does better than the Stock and Watson
method for forecasting inflation. Generally speaking, the Stock and Watson and Forni et al.
methods generate similar results, that is, adding financial variables contribute to the forecast of
inflation over all time horizons. This is not completely true for industrial production, which
depends on the forecast horizon.
How many factors should be adopted in the model? Not too many papers have considered
this problem. Increasing the number of factors might improve the fit, but efficiency is lost when
more factor loadings are being estimated. The usual AIC and BIC are not suitable under the case
when both N and T are large since the information criterion are functions of either N or T alone,
while the penalty for over-fitting must be a function of both N and T.
Lewbel (1991) and Donald (1997) adopts a rank test for the number of factors, while Cragg
and Donald (1997) uses information criterion. However, these methods assume a fixed
dimension N or T of the dataset. Connor and Korajczyk (1993) developes a test for factor
numbers for large dataset, unfortunately, the assumption is that N converges to infinity holding T
fixed, also covariance stationary and homoscedastic are crucial assumptions for their test. Stock
and Watson (1998) does show that BIC with modification could be used to choose number of
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factors, but it requires N to far exceed T, and it is possible for factors to be effective for the
whole dataset but weak when predicting individual data series. Forni Hallin Lippi and Reichlin
(2000a) raises the idea of a multivariate variant of the AIC, however, no theory nor application
are available to support the idea.
Bai and Ng (2002) develops a formal statistical procedure to estimate the number of factors
consistently. It allows for heteroskedasticity in the idiosyncratic component of the observed data
and some weak dependence between the factors and the errors. It also allows for cross-section
and serial dependence. Facing the trade off between the benefit and the penalty for over-fitting,
Bai and Ng show that traditional AIC and BIC are no longer valid. Instead, they propose
different penalty functions that are based on both N and T.
The new panel information criterion are examined in an empirical application of asset
pricing with different N and T tested. When N and T are small, the new information criterion
does not show much improvement and the penalty term NT/(N+T) provides a small correction to
the asymptotic convergence rate of min{ ,N T }, also adjusts the penalty upward. When N
and T are large enough, the test shows precise estimates of the number of factors. This is not
surprising since the information criteria depend on large N and T. Although the new panel
information criteria tend to choose too many factors, these problems are much less severe than in
traditional AIC and BIC.
Different assumptions are studied in the experiments of Bai and Ng (2002), showing that
under heteroskedasticity and weak dependence between components and the errors, the proposed
criteria continue to select the true number of factors precisely. Under the case when only one of
the serial and cross-section correlation exists in the idiosyncratic errors, the proposed criteria
work well; when both types of correlation occur, the results are less precise, but still perform
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good, as long as N is large enough.
Another problem arises: does adding more data improve the estimate of the factors? Boivin
and Ng (2005) discusses the problem how the size and the composition of the dataset affect the
factor estimates. There is a chance that adding more data may lead to worse forecast if there exist
cross-correlated idiosyncratic errors or if some factors have different forecasting power with
different size dataset. In the factor analysis application, large dimensional datasets are typical.
However, it is not necessary to include all available data series. There are some studies that
advocate selectively choosing data, but they are based on strict factor models, under the
assumption of mutually uncorrelated idiosyncratic errors.
Boivin and Ng (2005) states that when adding "noisy" series, the average size of the
common component would decrease, and the residual cross-correlation would eventually be so
large that more data are undesired. Boivin and Ng are the first to explore the finite sample
properties of the principal component estimator with cross-section correlation in the
idiosyncratic errors. They show that whether adding more data can produce more accurate
predictors depends on the nature of the marginal series. The more heteroskedastic and mutually
uncorrelated the errors are, the less precise the estimation of the factors, holding N constant.
Therefore, if the marginal data bears large idiosyncratic errors or weak factor loadings, then the
marginal series are undesirable.
Boivin and Ng (2005) investigates whether dropping variables might improve the forecast
power using empirical experiments with 147 data series from Stock and Watson (2002b). The
full dataset can be classified into 13 groups. They find that some groups have more data series
than others, so the problem of oversampling might exist. In addition, many of the relative
importance of the principal component for each series are small, meaning that the dispersion in
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the importance of common components is quite big, causing adverse effects on the forecast. Also,
Boivin and Ng show that there exists large cross-correlation in the idiosyncratic errors.
Boivin and Ng weight the principal components with different information criterion, and
then choose the number of factors by BIC after the factors are estimated. They conclude that
differently weighted principal components generate better forecast results than Stock and Watson
in all eight target variables, if not at least the same. It suggests that smaller dataset could have
been adequate to construct factors and more data do not necessarily yield better result. Boivin
and Ng also suggest that instead of dropping undesired data series, the effect of which on the
objective function could be weighted downward so that no information would be wasted. There
are many unresolved problems unsolved about what data should be used in factor analysis.
However, what is clear is that the data size alone will not determine the properties of factors and
that data quality should be taken into consideration.
Several papers talk about the methods to choose important variables and exclude noisy data.
Vector auto-regression method (VAR) model could be conducted and therefore Granger
causality test is used to select significant variables. VAR model have been discussed in many
papers. For example, Friedman and Kuttner (1993) uses VAR model to provide evidence on the
relation between the paper-bill spread and fluctuations in business activity. Bernanke and Blinder
(1992) and Sims (1992) have employed VAR model to identify the effects of monetary policy on
macroeconomic variables. A considerable literature have extended on this model.
Bernanke, Boivin, and Eliasz (2012) states that although VAR model helps in selecting
important housing variables, critics of this approach should not be ignored. The model contains
only a few variables thus lacks information. Standard VAR model seldom includes more than six
to eight variables due to degree-of-freedom problem. Three potential problems are given in the
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paper. First, small dimension excludes some potential important information from the VAR
model, causing the estimates to be contaminated. Second, due to restrictive numbers of variables
allowed, the choice of some specific data series can not fully state a general economic concept.
Third, as a result of restricted number of variables, not all impulse response can be observed,
which narrows down what policy makers care about.
Bernanke et al. develop a method to eliminate the adverse effect of low dimension problem
of VAR model by combining factor analysis and standard VAR together, which is called factor-
augmented vector autoregressive models (FAVARs). Two types of estimation methods are
conducted in this paper. A two-step method is that first estimating factors by principal
components method of large dataset, and then running VAR model with the estimated factors
included. Another one-step method estimates the factors and the dynamics simultaneously using
Bayesian likelihood methods and Gibbs sampling.
Both methods are applied to empirical experiments on the effect of monetary policy
innovations on key macroeconomic indicators including 120 balanced monthly macroeconomic
time series from January 1959 to August 2001. Bernanke et al. (2012) compares the results of
standard VAR model with only three variables included, that is, industrial production, CPI, and
the federal funds rate, with two FAVAR models, one is the FAVAR model with only the federal
funds rate assumed to be observed, another is adding an estimated factor to the three-variable
VAR model. It shows that adding one factor to standard VAR model greatly changes the impulse
response, and the previous FAVAR model has the same result as the latter one, which suggests
that the two FAVAR models successfully extract useful information from large dataset.
Another method of selecting important housing variables as introduced in Bai and Ng (2008)
is the hard thresholding. By using a statistical test to determine if each predictor is significant,
19
fewer predictors could be even more informative in predicting target variables. However, the
drawback of hard thresholding is that it does not control other predictors when testing predictors
one at a time, and it is sensitive to slight change in the data. Thus soft thresholding is also
introduced in the paper which allows for model selection and shrinkage. The paper shows that
both hard and soft thresholding improve the prediction than no selection at all, while soft
thresholding is even performing better.
Bai and Ng (2008) also uses squared principal components and squared factors to forecast.
The previous method allows nonlinearity in principle components while the latter allows
nonlinear relationship between factors and target variables. Ludvigson and Ng (2007) especially
finds that the square of the first factor is significant in the prediction regression while the square
of other factors are much weaker.
Bernanke et al. (2012) also raises the question of how many factors to use. Bai and Ng
(2002) proposes a criterion for determining how many factors to be estimated, but it does not
solve the problem how many factors should be used in the FAVAR model. In order to fix this
problem, Bernanke et al. conduct experiments with increasing number of factors added until five.
It turns out that further increasing the number of factors does not improve the results.
In conclusion, FAVAR model not only extracts important information from large dataset
which are unable to be included in standard VAR model, but also presents the impulse responses
of many variables to monetary policy innovations. The two-step approach produces more
responses than one-step method, also eliminates the problem that take a stand on choosing
appropriate variables for a generally defined economic concept.
There are some papers studying the relationship between consumer confidence and
household spending. Bram and Ludvigson(1998), Carroll, Fuhrer, and Wilcox (1994), also
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Mehra and Martin (2003) all believe that consumer confidence have predictive power for future
consumption. Adrangi (2010), however, states that consumer sentiment only affects consumption
of durable goods. Bram et al (1998) and Mehra et al (2003) also believe that consumer
confidence is the catalyst for economic fluctuation and has predictive content for future change
in income in a short term, that is, consumer sentiment can assess and forecast economic
conditions. Santero and Westerlund (1996), however, thinks that the predictive power of
consumer sentiment varies across countries and survey measures.
Haurin (2009) raises the idea that consumer sentiment predicts well in the production and
sales of homes especially when housing market peaks. Weber (1996) states that consumer
sentiment also predicts housing starts. Goodman (1994), however, indicates that consumer
attitude data has little predictive data in forecasting housing activity.
Robsta, Deitzb, and McGoldrickc (1998) and Haurin (1990) state that income uncertainty
affects the likelihood of homeownership. Robsta et al (1998) argues that income uncertainty has
bigger impact on purchase decision than renting. Haurin (1990) argues that the likelihood of
homeownership is constrained by whether the household can qualify the down-payment
requirement which is quite natural since a household or a mortgage lender's expectation will
affect the down-payment qualifications thus affect housing variables.
While Dion (2006) believes that consumer expectation affects buying order and, thus,
lowers output production, Santero and Westerlund (1996) argue that consumer confidence has
much less effect than business confidence when predicting economic output because it is less
related to the output.
Strauss (2013) uses national and state-level building permits from 1980 to 2010 to predict
state economic activity during recessions in the US. The model he uses is autoregressive
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distributed lag model. There are three findings in his paper. Firstly, building permits forecasts
outperform the AR benchmark out-of-sample over past three decades in predicting employment
and real income growth than traditional leading indicators. Secondly, building permits explain
the variations in job and income growth across states. Lastly, he explains that housing leads the
economy because permits reflect and are significantly related to consumer expectations about
future economic activity.
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CHAPTER 3
DATA DESCRIPTION
The whole dataset used in this dissertation contains 63 series of monthly variables in the
United States. Limited by the availability of some variables, most data span 1968 to 2013 while
some data like Case-Schiller price index and FNC residential price index start from 2000, three
months commercial paper rate starts from 1997, real manufacturers’ unfilled orders in durable
goods, manufacturers' new orders, consumer goods and materials, manufacturers’ new orders for
nondefense capital goods, and ISM® new orders index start from 1992, distressed sales and
purchase only house price index for the United States start from 1990. An index of variable
descriptions is provided in the appendix. Different experiments are conducted with various
combinations of variables and different time spans.
Following Stock and Watson (2002a), my dissertation chooses target variables as following:
number of employees on non-agricultural payrolls, total industrial production, real personal
income, real manufacturing and retail sales, as well as estimated monthly GDP measured by
Stock and Waston. From Figure 4, these five target variables all start to decrease at the end of
2007, which is the recession this dissertation seeks to explore.
Non-housing variables are mainly the leading indicators from the Conference Board and
Stock and Watson (1989), including average weekly hours of production workers in
manufacturing, capacity utilization rate in manufacturing, interest rate on 10 year US T-bill
constant maturity, 3 months T-bill rate, 3 months CP rate, 3 months T-bill rate minus 3 months
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CP rate, number of people working part-time in nonagricultural industries because of slack work,
average weekly initial claims for unemployment insurance, real manufacturers' unfilled orders in
durable goods industries, manufacturers' new orders for consumer goods and materials, trade
weighted index of nominal exchange rates between US and UK, West Germany, France, Italy
and Japan, manufacturers' new orders for nondefense capital goods, ISM® new orders index,
Index of supplier deliveries for vendor performance, National Association of Purchasing
Managers’ index of vendor performance, S&P500 common stock price, money supply M2, fed
funds rate, 10 year T-bill minus fed funds rate, index of consumer expectations, monetary
Services Index for M1, M2, M2 omitting the small-denomination time deposits, and all assets.
Housing variables include Case-Shiller price index, FNC residential price index, median
price index from core logic, purchase only house price index for the United States, new one
family homes for sale in the United States, new one family homes sold in the United States, and
distressed sales in one, three, six and twelve months. The dissertation also employs housing units
authorized but not yet started, housing starts, housing units under construction, and housing units
completed, each with one unit, two to four units, and above five units respectively. The housing
variables data source is Federal Reserve Economic Data of St. Louis.
Three types of aggregate house price measures are used in this dissertation. Case-Shiller
price index (CSPI) is a repeated sales methodology which focuses on houses that have sold more
than once. It assumes the quality of the houses remaining approximately unchanged over time,
thus the change in housing price is contributed to the change of aggregate house price, therefore
controls for heterogeneity. Residential price index (FNCP) is an hedonic methodology which
controls for differences in quality. The hedonic approach does not require the assumption of
constant housing quality, instead, it construct a house with hypothetical constant-quality house
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with each attribute holding constant over time. Housing price index (HPI) from CoreLogic and
purchase only house price index for the United States (HPIPO) is also a repeated sales
methodology, the reason why I include these two price indexes is because of their broader span
back to 1990, while CSPI and FNCP only trace back to 2000, which makes experiments before
2000 hard to conduct.
Housing starts are defined as the number of privately owned new houses which has been
started in a given period. Building permits are counted when they are authorized. A new single
unit house is considered a housing completion when the house is 90 percent complete and a
structure with multiple units is considered a housing completion when 90 percent of its units are
ready for occupancy. These housing variables are derived from surveys of homebuilders
nationwide, issued by the U.S. Census Bureau jointly with the U.S. Department of Housing and
Urban Development.
Not all the houses with building permits get started, and not all started units get completed.
Housing starts and completions could have happened without building permits. Construction is
sometimes abandoned after permits are issued but before construction is started, which is called
"authorized but not started" affecting the relationship between permits and starts, or after
construction is started, which is called "under construction" affecting the relationship between
starts and completions.
Housing construction has been paid close attention because it requires a lot of labor. The
rise in construction could boost job creation in construction, finance and real estate and therefore
economic growth. The National Association of Home Builders estimates that for every new
house built, at least three full-time jobs are generated and $90,000 in new tax revenue are created.
In addition, when people buy new houses, they also spend money on other consumer goods, such
25
as furniture, lawn and garden supplies, and that generates jobs in other industries.
The number of new home sales is consistently lower than total single-family starts or
completions. This does not mean a huge inventory of unsold homes is building up. Houses built
for rent, houses built by a general contractor on the owner's land, and owner-built homes are not
included in new home sales, only those that are built for sale are included in the New Residential
Sales series.
A "distressed sale" is an urgent sale of assets because of negative situations, usually a
foreclosure. Distressed sales are often at a loss because only limited time is allowed for exchange
assets with funds in order to make payment for debts or other emergencies. This might be
because rising mortgage rates convince homebuilders to slow down on new home starts. The
owner may stop making mortgage payments when the economy is going bad.
All variables are standardized after transformation in one of the following methods: 1
denotes no transformation, 2 denotes first difference, 4 denotes logarithm, 5 denotes first
difference of logarithms, and 6 denotes second difference of logarithms. The transformation form
of the variables is listed in Appendix C. All the transformed housing variables are stationary as
shown in Figure 5 and Figure 6. The dataset includes both seasonally adjusted data and
seasonally adjusted at an annual rate data. In the dataset, some variables contain missing data in
which case the average value of two previous and later numbers will be calculated. Stock and
Watson (2002) has introduced an method of expectation maximization algorithm to eliminate
data irregularities.
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CHAPTER 4
MODELS AND RESULTS
This dissertation estimates factor analysis models based on three groups of variables: non-
housing, housing, and all variables. It explores the predictive ability of housing variables by
comparing the out-of-sample mean squared errors (MSE) of two types of factor analysis models,
one with only non-housing variables, the other with all the variables. Using the equation of (End
value - Start value)/Start value, the percentage change in MSE equals the difference between the
MSE when all variables are used and when only non-housing variables are used divided by the
MSE with only the non-housing variables. A negative percentage change of MSE stands for a
decrease in the MSE when housing variables are added to the dataset. The larger the magnitude
of the change in MSE, the greater the predictive power of the housing variables.
This dissertation follows Stock and Watson (2002) to use dynamic factor model to predict
the economy. Let Yt+h denote the target variable to be forecast, Xt denote an N-dimensional
multiple time series of predictors. Then
ttt eFX  (1)
and
httWtFht WFY    (2)
Where t = 1, . . . , T, et is the N × 1 idiosyncratic disturbance, Wt is the lagged target variable, and
εt+h is the resulting forecast error. Λ denotes factor loadings, and Ft denotes factors.
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4.1. Predictive Power of Housing Variables in Forecasting Six Recessions
The dissertation combines factor analysis model and rolling forecasting method to predict
target variables in six recent recessions, including 2007, 2001, 1990, 1981, 1980, and 1974
recessions. I use the information criteria to select the number of factors for each target variables
in different recessions. I also use three different methods, Granger causality and VAR model,
FAVAR model, and hard thresholding, to test the importance of each housing variable.
This dissertation uses Akaike information criterion (AIC) and Bayesian information
criterion (BIC) to select the number of factors. In principle, we can compute the sum of squared
residuals for equation (2), and then select the optimal number of factors using the information
criteria of the form
N* =
n
min [T ln(SSR) + n*CT], (3)
where n is the number of factors, CT =2 for AIC and CT = ln(T) for BIC.
4.1.1 Recession From December 2007 to June 2009
First I am going to forecast the target variables from January to December in 2008. Since
some housing variables only start from 2000, including Case-Shiller price index and FNC
residential price index, I use 2000 to 2007 dataset to forecast the economic downturn. Table 14
shows the AIC and BIC values for all five target variables when all housing variables are used,
and Table 2 shows the information criteria values when only non-housing leading indicators are
used. By selecting the smallest values, we can conclude that when all variables are used, nine
factors are optimal for employment in non-farm industry (EMP) and manufacturing and trade
4 All tables are placed in Appendix B.
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sales (MATS), three for industrial production (IP) and GDP, seven for real personal income less
transfer (RPI) under AIC. When using BIC, however, eight factors are optimal for EMP, one for
IP and RPI, three for GDP, and nine for MATS. Similarly, when only non-housing variables are
used, six factors are selected for EMP, seven for IP, GDP and MATS, and five for RPI under
AIC, while BIC selects the same number of factors for all target variables except IP with two
factors. From the different number of factors selected by AIC and BIC, we can observe that BIC
tends to select fewer factors than AIC.
Let us use EMP as target variable for example. When rolling forecasting method is adopted
to predict one period ahead, I use observations on the non-housing variables from 2000-01 to
2007-12 to forecast employment in 2008-01 with six factors selected by both AIC and BIC, then
add one more observation, that is, use data from 2000-01 to 2008-01 to forecast employment in
2008-02. Repeating the steps above twelve times until we obtain the forecasts of the entire 2008
year. The results are reported in Table 3. Comparing the predicted employment to the actual
value, the out-of-sample MSE is computed as 0.0795517. Similarly, implementing the same
experiments with housing variables added, the out-of-sample MSE drops dramatically to
0.0233995 using nine factors under AIC and 0.0244095 using eight factors under BOC. Thus
adding housing variables in the factor analysis model lowers the MSE by 70.59 and 69.32
percent respectively for AIC and BIC, which is a quite significant improvement in predicting
employment.
While housing variables greatly improve the prediction of the employment, they also
improve the forecasts of RPI and MATS by cutting the MSE by 32.46 and 41.17 percent under
AIC. The MSE for IP drops by 15.66 percent under AIC and 78.16 under BIC. The MSE for
GDP, however, only decreases by .66 percent. Generally speaking, adding housing variables
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greatly improves the predictive power to forecast the 2008 target variables under both AIC and
BIC. I have also tried to add the square of the first factor adopted by Ludvigson and Ng (2007),
but it does not improve the prediction.
Similar experiments are conducted forecasting 3, 6, and 12 periods ahead with and without
the housing variables under AIC. As shown in Table 4, as the forecasting lag becomes larger, the
decreases in the MSE with housing variables added become smaller, but are still significant
except for GDP. For EMP, the decrease in MSE drops by 28 percent from 1 period ahead to 12
periods ahead. For IP and MATS, the decrease in MSE is robust for all four periods ahead. The
change in MSE for RPI varies slightly for 1, 3, and 6 periods ahead, but it drops by 10 percent
when forecasting the target variable 12 periods ahead. The decreases in MSE for GDP are near
zero for 1 and 12 periods ahead, and increase to 3 and 4 percent for 3 and 6 periods ahead,
respectively. Generally speaking, the out-of-sample MSE decreases by large percentage for EMP,
IP, RPI, and MATS when housing variables are added for 1, 3, 6, and 12-period ahead. From this
experiment, we could conclude that housing variables do have great predictive power for the
downturn of the economy, especially for the employment.
From the experiments above, adding housing variables greatly improves the predictions of
the target variables in 2008 when the target variables decreased. However, it is not the same for
the forecasts of other time periods. I use 2000 to 2005 data to forecast the target variables in
2006, and 2000 to 2006 data to forecast 2007 in order to examine the predictive power of
housing variables when the economy is steady. I also use 2000 to 2008 data to test the predictive
ability of housing variables by forecasting the economic recovery in 2009.
Table 5 shows the percentage changes of MSE forecasting the target variables in 2006,
2007 and 2009 under AIC. When predicting 2006, adding housing variables to the leading
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indicators causes the MSE drop by only 4.71 and 6.71 percent for GDP and MATS, and even
increase the MSE by 24.78, 8.85, and 7.84 percent for EMP, IP, and RPI, respectively. When
predicting 2007, adding housing variables decreases the MSE for GDP and MATS by 8 and 9
percent respectively, causes only 0.13 percent decrease for EMP, but it increases the MSE
slightly for IP and RPI by 1.7 percent. The results show that adding housing variables cause an
inaccuracy in the prediction. This weak performance of the housing variables in forecasting the
economic fluctuation in 2006 and 2007 is because that the housing variables decrease about two
years before the economy downturn, while in 2006 and 2007 the economy stayed steady or
continued rising until late 2007. When predicting 2009, all the target variables have higher MSE
with housing variables added to the leading indicators. Therefore, we can conclude that housing
variables have significant role in improving the predictive power of forecasting the economic
downturn in 2008, but have negative effect in predicting the steady economy or economic
recovery
The discussion above states the predictive power of housing variables forecasting the 2008
recession. The following experiments will investigate further whether this predictive power only
works for the 2008 recession or for other recessions. I conduct experiments to test the role of
housing variables in predicting each of the following recessions in reverse chronological order,
including the recession from March 2001 to November 2001, from July 1990 to March 1991,
from July 1981 to November 1982, from January 1980 to June 1980, and from November 1973
to March 1975. Due to the lack of availability of the observations, no earlier recession will be
included.
4.1.2 Recession From March 2001 to November 2001
When predicting 2001 recession, since manufacturers’ unfilled orders in durable goods and
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new orders in nondefense capital goods are available from 1992 January, also due to the
transformation of the observations, the experiments are traced back to 1992 March. Since CSPI
and FNCP are not available before 2000, this dissertation uses house price index from CoreLogic
for the United States and purchase only house price index from the Fred instead as the substitutes.
Since 3 months Commercial Paper rate is not available before 1997, it will not be used in the
experiment.
Table 6 and 7 presents the information criteria for 2001 recession with all variables and
with only non-housing variables under AIC and BIC. When all variables are included, EMP and
RPI require three factors as the optimal number for both AIC and BIC, GDP and MATS require
seven as the optimal factor number for both criteria, IP uses four as the best number of factors
for AIC and three for BIC. When only non-housing leading indicators are involved, EMP, GDP,
and MATS use four as the optimal factor number for both AIC and BIC, IP selects three for AIC
and two for BIC, RPI requires five for AIC and three for BIC. We can see that BIC tends to
select smaller number of factors under this case.
Using the different number of factors selected by the information criteria according to Table
6 and 7, the change in MSE for all five target variables are shown in Table 8. When the number
of factors is selected by AIC, only IP has a lower MSE with housing variables added by 29.33
precent, all other target variables have higher MSEs with housing variables added. When the
number of factors is selected by BIC, the MSE for all five target variables increase when adding
housing variables. In this case, housing variables are either not sensitive to or even against the
prediction of the economic downturn. This is, however, consistent with the 2001 recession which
is driven by a collapse in business investment in equipment and software. According to Leamer
(2007), the contribution to weakness in GDP the year before the recession from residential
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investment is only 12 percent compared to 23 percent from durable goods, 19 percent from
equipment and software, and 20 percent from exports, as shown in Table 9.5
4.1.3 Recession From July 1990 to March 1991
For 1990 recession, I use January 1983 to June 1990 data. Due to the availability limitation,
the following variables are excluded from the dataset: Median price index with single-house
combined from CoreLogic, Distressed sales in last 1, 3, 6 and 12 months, Real manufacturers'
unfilled orders in durable goods industries, Manufacturers' new orders, consumer goods and
materials, Manufacturers' new orders, nondefense capital goods, ISM® new orders index.
Table 10 and 11 show the information criteria values for all variables case and only non-
housing leading indicator case. When all variables are used, four is the optimal number of factors
for EMP, one is the optimal number of GDP, and six for RPI, under both AIC and BIC. Five is
the best number of factors for IP under AIC, and four under BIC. Six is the optimal number for
RPI under AIC, and one under BIC. When non-housing variables are included, EMP and RPI
share the same number of factors six for both AIC and BIC, IP and GDP use two as the optimal
number for both criteria. MATS uses six factors under AIC, and two under BIC.
Table 12 shows the change of MSE in predicting target variables for 1990 recession. When
using AIC to select the number of factors, the MSE drop by 12.81, 16.45, and 30.18 percent for
EMP, GDP, and MATS, respectively, but change slightly for IP and RPI. When BIC is used to
select the factor number, the decrease in MSE for MATS is not as significant as the result under
AIC. For the other four target variables, the change in MSE under BIC are the same as the
change under AIC. We can conclude that adding housing variables improves the prediction of
5 This table is quoted from Leamer (2007) with the title “Contribution to Weakness in GDP, The Year Before the
Recession”, page 15.
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1990 recession moderately for EMP, GDP, and MATS, but has weak effect for IP and RPI.
4.1.4 Recession From July 1981 to November 1982
Table 13 and 14 shows the optimal number of factors selected by AIC and BIC for 1981
recession. Since there is another recession one year before this recession, observations included
are of short time span. The dataset from July 1980 to June 1981 is used to forecast 1981
recession. When all variables are included, EMP needs three factors as the optimal number, IP
and MATS require two, and IP needs one factor, under both AIC and BIC. RPI has seven as the
optimal factor number under AIC, and one under BIC. When only non-housing leading
indicators are included, EMP use four factors, GDP and RPI use one factor, under both criteria.
IP needs five factors under AIC and one under BIC. MATS uses four as the optimal number
under AIC and one under BIC.
Table 15 shows the change of MSE when housing variables are added for 1981 recession.
Adding housing variables lower the MSE for EMP by 24.54 percent under both AIC and BIC.
Therefore, the housing variables have great predictive power in forecasting EMP in this case. It
also lowers the MSE slightly for GDP by 7.92 percent. For IP, RPI, and MATS, however, the
percentage change in MSE depends on whether the number of factors is determined by AIC or
BIC. The MSE for RPI drops significantly by 39.77 percent under AIC, but only 5.86 percent
under BIC. The MSE for IP decreases by 19.9 percent under BIC, but it increases by 18.39
percent under AIC. MATS has a lower MSE by 22.96 percent when housing variables are added
under BIC, but a higher MSE by 2.57 percent under AIC. This contradictory results is due to the
lack of information because of the short time span.
4.1.5 Recession From January 1980 to June 1980
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Table 16 and 17 shows the number of factors selected by AIC and BIC for 1980 recession.
The dataset from January 1978 to December 1979 is used to forecast the recession. When all
variables are used, the number of factors selected are the same under both AIC and BIC. EMP
uses three factors, GDP requires two factors, IP, RPI, and MATS need seven factors. When only
non-housing leading indicators are used, EMP selects two as the optimal number of factors, IP,
RPI, and MATS use three factors, under both criteria. Four factors are optimal for GDP under
AIC, and two under BIC.
Table 18 conveys the change of MSE when housing variables are added in forecasting 1980
recession. We can see that adding housing variables lowers the MSE for EMP and IP moderately
by 8.51 and 22.56 respectively. The table shows that housing variables play an important role in
predicting RPI and MATS, decreasing the MSE by 58.56 and 45.12 respectively. The MSE for
GDP decreases slightly by 5.5 percent when housing variables added with the number of factors
selected by BIC, but increases by 16.43 percent under AIC. Therefore, housing variables have
great predictive power for most target variables, but an adverse effect on the prediction of GDP
under AIC case.
4.1.6 Recession From November 1973 to March 1975
Here comes to the last recession this dissertation investigates. Table 19 and 20 displays the
information criteria values for the prediction of 1974 recession. The forecast of 1974 recession
uses observations from January 1970 to October 1973. When all housing variables are used, two
factors are optimal for IP and GDP, three for RPI, under both criteria. Both EMP and MATS use
five factors under AIC, and two factors under BIC. When non-housing variables are used, three
factors are used for EMP, four factors for IP, GDP, and MATS, under both AIC and BIC. RPI
uses four factors under AIC and three factors under BIC.
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Table 21 presents the change in MSE when housing variables are added in forecasting 1974
recession. Adding housing variables lowers the MSE greatly for EMP and RPI by 35.91 and 19.7
percent under AIC, 26.02 and 24.34 percent under BIC. It decreases the MSE for GDP slightly
by 3.24 percent. However, adding housing variables lowers the MSE for MATS by 8.45 percent
under AIC, but raise the MSE by 7.55 percent under BIC. It also has negative effect in predicting
IP by increasing the MSE by 11.64 percent under both criteria.
The experiments above for six recessions imply that the housing variables have significant
predictive power in forecasting the economic downturn except for the 2001 recession in which
the housing market was not the cause of the recession, but not necessarily in predicting the
steady economy and the economic recovery.
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4.2 The Importance of Each Housing Variable in Improving The Prediction
This dissertation also evaluates individual housing variables separately since adding more
data does not necessarily produce better results referring to Bai and Ng (2002). Adding variables
that are correlated with other variables might reduce the efficiency of the factors. Since some
variables are not available before 2000, this dissertation only use 2007 recession dataset to select
important housing variables. Three methods are used to verify important housing variables.
4.2.1 Granger Causality Test and VAR Model
Following Friedman and Kuttner (1993), the first method I use is the Granger causality test
and VAR model. The first step tests one variable at a time without controlling for the other
leading indicators using the Granger causality test. Take industrial production for example, the
right-hand side of the equation includes twelve lags of the industrial production, twelve lags of
the producer price index, a time trend, and six lags of the tested variable.
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where Z denotes the variable to be tested, and t represents the time trend.
Using the sample period from 2000-2008, four non-housing variables, CAP, TBILL3MO,
WICI, and ISMNOI, are significant according to the F-test. Sixteen housing variables are
significant, which are DSAL1MO, DSAL3MO, DSAL6MO, DSAL12MO, AUTHNOT24U,
COMPU1USA, COMPUTSA, HOUST1F, HOUST2F, HOUST, PERMIT1, PERMIT24,
PERMIT5, PERMIT, UNDCON1USA, and UNDCONTSA. The change in the MSE are shown
in Table 22. Compared to Table 1 where all housing variables are used, Table 22 shows that the
selection of housing variables improves the prediction for EMP under AIC by 3 percent, and
slightly lower the MSE for GDP by 1 percent. However, the MSE for RPI and MATS increase
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by 8 percent under AIC.
The second step is using the VAR model to estimate each housing variable controlling non-
housing variables. Since the number of variables is limited in VAR model, not all non-housing
variables can be included. This model only use the four significant non-housing variables chosen
by the Granger causality tests displayed above. A total of eight variables are included, which are
industrial production, producer price index, the one housing variable to be tested, and four non-
housing variables. Six lags of each variable are also included following Friedman and Kuttner
(1993).
For the VAR model, three criteria can be used to choose important variables, Akaike
information criterion (AIC), Bayesian information criterion (BIC), and Hannan-Quinn
information criterion (HQIC). A small value indicates better model. The best sixteen housing
variables are consistent for all three criterion, which are DSAL12MO, UNDCONTSA,
DSAL6MO, UNDCON5MUSA, UNDCON1USA, HNFS, DSAL3MO, PERMIT1,
UNDCON24USA, AUTHNOT5MU, AUTHNOTT, PERMIT, HSN1F, COMPU1USA,
DSAL1MO, and COMPUTSA. Table 23 shows that the change in MSE with housing variables
selected by VAR model are similar to, if not worse than, the ones selected by Granger-Causality
test.
One shortcoming of standard VAR model is that only a few variables can be included, thus
many information are missing causing estimation not accurate. In addition, the housing variables
selected by the two tests contradict each other somewhat. Comparing the two sets of housing
variables selected by Granger causality tests and VAR model, some variables that are selected by
one test did not appear under the other test. For example, HNFS and HSN1F selected by VAR
model are tested insignificant under Granger causality tests, while housing starts which is
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significant has high value of the information criterion.
4.2.2 FAVAR Model
In order to eliminate information loss and include desired information, a second method,
factor-augmented vector autoregressive (FAVAR) model, is introduced in Bernanke, Boivin and
Elisaz (2005). FAVAR model combines the factor analysis and VAR models. In order to capture
more information on the nonhousing variables, four factors are estimated using all the
nonhousing variables. Take industrial production for example, the FAVAR model includes seven
variables: industrial production, producer price index, the four factors, one housing variable to be
tested, and also six lags of all these variables.
Table 24 displays the housing variables selected by information criterion within FAVAR
model. In addition to the AIC, BIC, and HQIC methods, the Wald tests are used to pick
important housing variables in the FAVAR model. The housing variables selected by wald test
are displayed in Table 25. The model shows that although information criteria imply some
housing variables to be good predictors, the Wald tests suggest that it is not necessarily the case.
Some variables that have good values for the information criteria are not statistically significant
by the Wald test. Examples include FNCP for industrial production, COMPUTSA and HSN1F
for real personal income, HPI for employment, HSN1F and HNFS for industrial production.
Interestingly, the wald tests indicate that one housing price index is important for employment
and industrial production, while none of the housing price index are selected by information
criteria.
Thus, the information criteria conflict with the Wald test for some housing variables. Using
the two groups of selected housing variables by the information criteria and the Wald tests, the
factor analysis models for predicting the target variables in 2008 yield the results in Table 26 and
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Table 27 respectively. The housing variables selected by information criteria present a much
smaller decrease by 50 percent in the MSE for EMP with the number of factors selected by AIC
or BIC. It also leads to smaller decrease in the MSE for IP and RPI under AIC by 21 and 12
percent, respectively. The housing variables selected by the wald tests produce slightly better
results in predicting GDP by 1 percent, but it lowers the decrease in MSE for IP and RPI by 16
and 10 percent respectively under AIC.
4.2.3 Hard Thresholding
The third method of choosing important housing variables is hard thresholding provided in
Bai and Ng (2007). By regressing target variables on four lags of the target variables and one
housing variable, housing variables could be selected if the t statistics are significant. Table 28
displays the housing variables chosen for each target variable. One thing needs to be paid
attention is that FNCP is statistically significant for industrial production and GDP, and HPIPO
is significant for real personal income.
Table 29 represents the change in the MSE when the selected housing variables are added to
the non-housing leading indicators. For EMP and MATS, the change in the MSE decreases
slightly by 2 to 3 percent. However, adding the selected housing variables generates a 14 percent
more decrease in the MSE for GDP under AIC, and slightly decreases the MSE more by 4 and 6
percent for IP and RPI respectively under AIC.
4.2.4 The Relevance of Housing Unit of Structure
Since the hard thresholding method generates a better result compared to FAVAR model
with information criteria and Wald tests, this dissertation compares the two groups of housing
variables selected by each method. For GDP, FAVAR method selects Housing Units Authorized,
But Not Yet Started with 5 units or more while hard thresholding selects with 1 unit. FAVAR
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method picks Housing Units Completed, 2-4 Unit. FAVAR chooses Housing Units Under
Construction with 2 or more units, while hard thresholding chooses with 1 unit and the total.
Hard thresholding method also picks FNC price index.
For real personal income, the difference between the housing variables are listed as follows.
FAVAR method selects DSAL6MO, DSAL12MO, AUTHNOT24U, HOUST2F,
UNDCON5MUSA, HNFS, while hard thresholding method selects HPIPO, AUTHNOT1U,
AUTHNOTT, COMPU1USA, PERMIT1, UNDCON1USA, UNDCONTSA.
For real manufacturing and trade sales, FAVAR method selects extra housing variables that
the hard thresholding method does not select: AUTHNOT1U, AUTHNOT24U, AUTHNOTT,
COMPU24USA, HOUST2F, UNDCONTSA, HNFS.
Therefore, concluded from the observations above, the number of units for housing volumes
is also crucial in the housing variable selection to improve the prediction. Table 30 displays the
correlation between the housing variables with different units and target variables two years
ahead, between 2000 and 2008. Interestingly, the correlations are the highest with housing
volume measures with one unit and with all units. When there are two or more units, the
correlations tend to be smaller and decrease significantly as the unit increases. That explains the
reason why the hard thresholding selects the housing volumes mostly with one unit and generates
better results than FAVAR method.
However I notice that without the housing price index, the change in the MSE barely varies.
In addition, in most of the housing variable selection methods, housing price index is found not
important or significant.
In order to verify my conjecture, the dissertation runs regressions with only housing
volumes added to the leading indicator, and with only housing price index added. Table 31
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shows that when only housing volumes are included, the drop in the MSE are slight smaller but
still very similar to the ones when all housing variables are added as shown in Table 1. Table 32
shows that when only housing price indexed are added to the leading indicators, the out-of-
sample MSE even increase for EMP, IP, and GDP by 8.77, 13.33, and 24.09 percent,
respectively, under AIC. For RPI and MATS, the decrease in MSE is much smaller than when all
housing variables are added by 27 and 36 percent under AIC. The results are even worse when
the number of factors is selected by BIC. Therefore, the selected important housing variables,
though vary with time periods and target variables, are all relevant with the volume measures of
housing. This is consistent with Leamer (2007) theory that “homes have a volume cycle, not a
price cycle”, it is the volume that matters, not price.
In conclusion, from the experiments discussed in the dissertation, we can conclude that
adding housing variables could improve the prediction of the economic downturn remarkably
especially for employment, but is not sensitive in predicting steady or booming economy. In
addition, the housing price index does not play an important role in prediction, but instead,
housing volume measures exert great influence on forecasting economic fluctuations. Moreover,
the housing volume measures with one unit of constructure exhibit greater importance than with
two or more units.
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CHAPTER 5
HOUSING VARIABLES AND THEORETICAL EXPLANATION
As a crucial component of the U.S. economy, housing market has a mutual effect on many
related industries, such as banking, the mortgage sector, raw materials, employment, construction,
manufacturing and real estate. When the economy is in a boom, people are more likely to
purchase new homes; conversely, when the economy is in a recession, people are less likely to
buy new homes.
One possible explanation of housing variables' great predictive power is that since housing
is a household's most expensive durable purchase, the decisions of purchasing houses are based
on carefully formed expectations of future employment and income. If households plan to buy
small appliance, it is not necessary to consider about future income. Thus the purchase of
ordinary goods can not successfully reflects consumers’ expectation of future employment and
wealth.
But things are different when it comes to housing purchases. It is so large an expense and
investment that rational consumers will gather whatever information they have to analyze if the
current and expected economical conditions are suitable for buying a house, for example, future
job condition, future income variability, future economy trends, and any plan that will affect real
income implicitly. For example, if the households plan to have a baby, they will take into
account of the expense on children, which will affect real income implicitly. If the households
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have a insecure job that they expect themselves to be fired any time, then they are less likely to
purchase house. This is what we call income uncertainty.
Income uncertainty will affect the decision of purchasing a house. John Robst (1999)
provides evidence that income uncertainty reduces the likelihood of individuals owning homes at
a point in time. People are rational, making decisions based on the analysis of all available
information they collect. If they expect their future employment to be insecure, their future
income to be lowered, or the future housing market and the economic condition to be risky, they
will wait until the conditions become better before they decide to buy houses. Their expectation
of future real personal income and employment are largely reflected in their decision of housing
purchase, that is, housing variables match consumers' expectations of future income and
employment. This is the reason why the housing market reflects the expectation of consumers
and consequently nicely predicts the future employment and future economical condition when
things are not going smoothly. As indicated in Leamer (2007), it is a consumer cycle, not a
business cycle.
The correlation experiments are conducted in order to study the relationship between
housing volume variables and target variables as shown in Table 30. When housing starts are two
years before target variables, say, corr(EMPt, HSt-24)= 0.8393, corr(IPt, HSt-24)= 0.8690,
corr(GDPt, HSt-24)= 0.7884, corr(RPIt, HSt-24)= 0.8125, corr(MATSt, HSt-24)= 0.8625
between 2000 and 2008, which show close correlation and consequently the strong predictive
power of housing starts to forecast macroeconomic variables.
In order to verify the theoretical explanation that housing variables predict macroeconomic
variables by reflecting the consumer confidence index, the experiments will be conducted in two
steps: correlation between housing starts and consumer expectations as shown in Table 33, and
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correlation between consumer expectations and target variables shown in Table 34. Since
consumer confidence index (CCI) is designed to predict target variables six months ahead6, while
housing starts predict target variables two years ahead, then the experiments will test correlations
between target variables and CCI six months ahead of target variables, and between CCI and
housing starts eighteen months ahead of it. Between 2006 and 2008, corr(EMPt,CCIt-6)=0.8737,
corr(IPt,CCIt-6)=0.9109, corr(GDPt,CCIt-6)=0.4797, corr(RPIt,CCIt-6)=0.6907, corr(MATSt,CCIt-
6)=0.9199. The results show that CCI is highly correlated with future employment and industrial
production. Meanwhile, the correlations between main housing volume variables and CCI are
corr(DSAL1MOt-18,CCIt) = -0.6145, corr(AUTHNOT1Ut-18,CCIt) = 0.8538,
corr(COMPU1USAt-18,CCIt) = 0.6887, corr(HOUST1Ft-18,CCIt) = 0.9360,
corr(UNDCON1USAt-18,CCIt) = 0.8624, corr(PERMIT1t-18,CCIt) = 0.9490. This high correlation
shows that housing starts reflects CCI in the future, and therefore predicts the future employment
and future economics condition, as stated above.
Interestingly, however, even when promotions, rising incomes and economic recovery are
expected, actions by households are often postponed until the expectations are realized due to
risk aversion7. This would explain why the housing market leads recessions but not recoveries.
6 “The Conference Board Consumer Confidence Index (CCI) ... is based on ... their expectations for six months
hence regarding business conditions, employment, and income.” from the Consumer Confidence Survey technical
note in February 2011.
7 Charles A. Holt and Susan K. Laury's paper "Risk Aversion and Incentive Effects" uses a lottery choice experiment
to illustrate that most experiment subjects exhibit risk aversion at low pay-off level, and the number increase even
more at high pay-off level.
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Figure 1: Housing investment has been on its longest and strongest run
Data source: Joint Center for Housing Studies of Harvard University
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Figure 2: Index of target variables from 2000 to 2011
Sources: ST. LOUIS FED Economic Data
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Figure 3: Index of housing variables from 2000 to 2011
Sources: ST. LOUIS FED Economic Data
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Figure 4: Trends of five target variables between 2000:1 and 2011:1
Data source: Federal Reserve Economic Data St. Louis
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Figure 5: Transformed CSPI and FNCP between 2000:1 and 2011:12
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Figure 6: Transformed housing variables between 1990:1 and 2011:12
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Table 24: Housing variables selected by FAVAR model using information criteria from 2000 to
2008
Housing variables selected for EMP: DSAL12MO UNDCONTSA UNDCON5MUSA
UNDCON1USA DSAL6MO HNFS DSAL3MO UNDCON24USA PERMIT1 AUTHNOT5MU
PERMIT HSN1F HOUST1F COMPU1USA HOUST COMPUTSA DSAL1MO AUTHNOTT
AUTHNOT1U PERMIT24 PERMIT5
IP: DSAL12MO UNDCONTSA UNDCON1USA UNDCON5MUSA DSAL6MO HNFS
DSAL3MO PERMIT1 UNDCON24USA AUTHNOT5MU PERMIT AUTHNOTT
COMPU1USA HOUST1F DSAL1MO HOUST HSN1F COMPUTSA
GDP: DSAL12MO UNDCONTSA UNDCON5MUSA UNDCON1USA DSAL6MO
HNFS DSAL3MO UNDCON24USA PERMIT1 AUTHNOT5MU PERMIT AUTHNOTT
HOUST1F HOUST DSAL1MO COMPU1USA COMPUTSA
RPI: DSAL12MO UNDCONTSA UNDCON5MUSA UNDCON1USA HNFS DSAL6MO
DSAL3MO UNDCON24USA PERMIT1 AUTHNOT5MU PERMIT AUTHNOTT HOUST1F
HOUST
MATS: DSAL12MO UNDCONTSA UNDCON5MUSA UNDCON1USA DSAL6MO
HNFS DSAL3MO UNDCON24USA PERMIT1 AUTHNOT5MU PERMIT AUTHNOTT
HOUST1F HOUST DSAL1MO COMPU1USA COMPUTSA HSN1F AUTHNOT1U
PERMIT24 PERMIT5 HOUST5F COMPU5MUSA
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Table 25: Predicting 2008 economy with housing variables selected by FAVAR model with
housing variables selected by information criterion
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Table 26: Housing variables selected by FAVAR model using wald test from 2000 to 2008
Housing variables selected for EMP: HPI DSAL1MO DSAL3MO DSAL6MO
DSAL12MO AUTHNOT24U AUTHNOT5MU COMPU1USA COMPUTSA HOUST1F
HOUST2F HOUST PERMIT1 PERMIT24 PERMIT UNDCON1USA UNDCON24USA
UNDCON5MUSA UNDCONTSA HSN1F HNFS
IP: FNCP DSAL1MO DSAL3MO DSAL6MO DSAL12MO AUTHNOT5MU
COMPU1USA COMPU5MUSA COMPUTSA HOUST1F HOUST2F HOUST PERMIT1
PERMIT24 PERMIT5 PERMIT UNDCON1USA UNDCON5MUSA HSN1F
GDP: DSAL1MO DSAL3MO DSAL6MO DSAL12MO AUTHNOT5MU COMPU1USA
COMPU24USA COMPUTSA HOUST1F HOUST5F HOUST PERMIT1 PERMIT24 PERMIT
UNDCON24USA UNDCON5MUSA HSN1F
RPI: DSAL1MO DSAL3MO DSAL6MO DSAL12MO AUTHNOT24U COMPUTSA
HOUST1F HOUST2F HOUST PERMIT24 PERMIT UNDCON5MUSA HSN1F HNFS
MATS: DSAL1MO DSAL3MO DSAL6MO DSAL12MO AUTHNOT1U AUTHNOT24U
AUTHNOTT COMPU1USA COMPU24USA COMPUTSA HOUST1F HOUST2F HOUST5F
HOUST PERMIT1 PERMIT24 PERMIT UNDCON1USA UNDCON24USA
UNDCON5MUSA UNDCONTSA HSN1F HNFS
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Table 27: Predicting 2008 economy with housing variables selected by FAVAR model with
housing variables selected by wald test
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Table 28: Housing variables selected by hard thresholding from 2000 to 2008
Housing variables selected for EMP: DSAL1MO DSAL3MO DSAL6MO DSAL12MO
COMPU1USA COMPU24USA COMPUTSA HOUST1F HOUST2F HOUST5F HOUST
PERMIT1 PERMIT24 PERMIT5 PERMIT UNDCON1USA UNDCONTSA HSN1F
IP: FNCP HPIPO DSAL1MO DSAL3MO DSAL6MO DSAL12MO AUTHNOT1U
COMPU1USA COMPUTSA HOUST1F HOUST PERMIT1 PERMIT24 PERMIT
UNDCON1USA UNDCON24USA UNDCONTSA HSN1F
GDP: FNCP DSAL1MO DSAL3MO DSAL6MO DSAL12MO AUTHNOT1U
COMPU1USA COMPUTSA HOUST1F HOUST5F HOUST PERMIT1 PERMIT24 PERMIT5
PERMIT UNDCON1USA UNDCONTSA HSN1F
RPI: HPIPO DSAL1MO DSAL3MO AUTHNOT1U AUTHNOTT COMPU1USA
COMPUTSA HOUST1F HOUST PERMIT1 PERMIT24 PERMIT UNDCON1USA
UNDCONTSA HSN1F
MATS: DSAL1MO DSAL3MO DSAL6MO DSAL12MO COMPU1USA COMPUTSA
HOUST1F HOUST5F HOUST PERMIT1 PERMIT24 PERMIT UNDCON1USA
UNDCON24USA UNDCON5MUSA HSN1F
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Table 29: Predicting 2008 economy with housing variables selected by hard thresholding
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Table 30: Correlations between housing volume measures of different units of structure and
target variables two years ahead from 2000 to 2008
Target Variables with Housing Units Completed
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Target Variables With Housing Units Authorized But Not Yet Started
90
Target Variables With Housing Starts
91
Target Variables With Housing Permits
92
Target Variables With Housing Units Under Construction
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Table 31: Predicting 2008 economy with only housing volume measures added to the non-
housing leading indicators
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Table 32: Predicting 2008 economy with only housing price measures added to the non-housing
leading indicators
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Table 33: Correlations between consumer confidence index and housing volume measures from
2000 to 2008
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Table 34: Correlations between consumer confidence index and target variables from 2006 to
2008
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APPENDIX C: VARIABLE DESCRIPTION
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Target variables:
Variable name Variable description
Transforma-
tion form
EMP Employment in nonfarm industry 6
IP Industrial production 6
GDP Gross domestic output 6
RPI Real personal income less transfer 6
MATS Real manufacturing and trade sales 6
Housing variables:
Variable name Variable description
Transforma
-tion form
CSPI Case-Schiller price index 6
FNCP Residential price index 6
HPI Median price index with single-house combined 6
HPIPO
Purchase Only House Price Index for the United
States
6
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DSAL1MO Distressed sales last 1 month 4
DSAL3MO Distressed sales last 3 month 4
DSAL6MO Distressed sales last 6 month 4
DSAL12MO Distressed sales last 12 month 4
AUTHNOT1U
Housing Units Authorized, But Not Yet Started,
1-Unit Structures
4
AUTHNOT24U
Housing Units Authorized, But Not Yet Started,
2-4 Unit Structures
4
AUTHNOT5MU
Housing Units Authorized, But Not Yet Started,
5-Unit Structures or more
4
AUTHNOTT
Housing Units Authorized, But Not Yet Started,
total
4
COMPU1USA Housing Units Completed, 1-Unit Structures 4
COMPU24USA Housing Units Completed, 2-4 Unit Structures 4
COMPU5MUSA
Housing Units Completed, 5-Unit Structures or
more
4
COMPUTSA Housing Units Completed, total 4
HOUST1F Housing Starts, 1-Unit Structures 4
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HOUST2F Housing Starts, 2-4 Unit Structures 4
HOUST5F Housing Starts, 5-Unit Structures or more 4
HOUST Housing Starts, total 4
PERMIT1
Housing Units Authorized by Building Permits,
1-Unit structures
4
PERMIT24
Housing Units Authorized by Building Permits,
2-4 Unit Structures
4
PERMIT5
Housing Units Authorized by Building Permits,
5-Unit Structures or more
4
PERMIT
Housing Units Authorized by Building Permits,
total
4
UNDCON1USA
Housing Units Under Construction, 1-Unit
Structures
4
UNDCON24USA
Housing Units Under Construction, 2-4 Unit
Structures
4
UNDCON5MUSA
Housing Units Under Construction, 5-Unit
Structures or more
4
UNDCONTSA Housing Units Under Construction, total 4
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HSN1F New One Family Houses Sold: United States 4
HNFS
New One Family Homes For Sale in the United
States
4
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Non-housing variables:
Variable
name
Variable description
Transform-
ation form
AWHP
Avg. weekly hours of production workers in
manufacturing
1
CAP Capacity utilization rate in manufacturing 1
TBILL10YR Interest rate on 10 year US T-bill constant maturity 2
TBILL3MO 3 months T-bill rate 2
TB110 Spread between 10-year and 1-year Treasury bonds 2
CP3 3 months CP rate 2
TBCP3M 3 months T-bill rate-3 months CP rate 1
EMPPT
Number of people working part-time in nonagricultural
industries because of slack work
5
WICI
Average weekly initial claims for unemployment
insurance
5
UMOD
Real manufacturers' unfilled orders in durable goods
industries
5
MOCMQ Manufacturers' new orders, consumer goods and 5
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materials
TWIER5
Trade weighted index of nominal exchange rates
between US and UK, West Germany, France, Italy and
Japan TWIER
5
MNONC Manufacturers’ new orders, nondefense capital goods 5
SP500 Stock prices, S&P500 common stocks 5
FFR Fed funds rate 2
TB_FFR 10 year T-bill – fed funds rate 1
ISMNOI ISM® new orders index 1
ISDVP Index of supplier deliveries, vendor performance 1
NAPM
National Association of Purchasing Managers' index of
vendor performance
1
CCI Index of consumer expectations 1
MSIMIM1 Monetary Services Index for M1 6
MSIM2M
Monetary Services Index for M2 omitting the small-
denomination time deposits
6
MSIM2 Monetary Services Index for M2 6
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MSIMZM Monetary Services Index for all zero-maturity assets 6
MSIALL Monetary Services Index including all the assets 6
M2 Money supply M2 6
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