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résume et mots clés 
Nous avons récemment présenté [ I l  une méthode de reconstruction d'image spatiale dégradée par du flou de bougé à par- 
tir d'une séquence d'images acquises à très faible niveau de photons. L'estimation des déplacements du capteur permet de 
reconstruire une image nette après recalage. Cette méthode, optimale au sens du maximum de vraisemblance (MV), ne pre- 
nait pas en compte les connaissances a priori que l'on peut posséder sur les mouvements du capteur. Nous présentons i c i  
les résultats obtenus en cherchant I'estimateur du maximum a posteriori (MAP) pour les translations des images de la séquen- 
ce. Nous avons calculé cet estimateur dans deux situations concrètes, premièrement dans le cas où le mouvement est aléa- 
toire de densité de probabilité gaussienne et non corrélé (d'une image à l'autre de la séquence), et deuxièmement dans le 
cas où le mouvement est aléatoire, de densité de probabilité gaussienne, et corrélé. Nous précisons dans cet article les condi- 
tions expérimentales pour lesquelles la nouvelle approche, qui repose sur I'estimateur du MAP, permet d'obtenir des résul- 
tats meilleurs que ceux acquis précedemment avec I'estimateur du MV. Nous présentons des résultats pour des déplacements 
du capteur de grande ampleur et pour trois images ayant des caractéristiques différentes : deux images du ciel à faible flux 
utile dont l'une des deux est pauvre en objets et une troisième image d'un groupe d'étoiles, avec des objets plus étalés et 
un flux utile plus important que dans les images précédentes. 
traitement d'image, reconstruction d'images, bruit de poisson, séquence d'images, faible flux, théorie bayesienne de l'estimation, 
maximum de vraisemblance, maximum a posteriori, images astronomiques. 
abstract and key words 
We have recently presented a method for blurred spatial image reconstruction from a sequence of randomly shifted and very 
IOW photon level images. Each image displacement estimation allows one to reconstruct a clean image after matching the 
sequence. This method, optimal in the Maximum Likelihood (ML) sense, did not take into account the a priori knowledge avai- 
lable on sensor movement. We address here the results obtained when calculating the Maximum a posteriori estimate for the 
translations of the sequence images. We calculate the MAP estimate within two situations, when the movement to correct is either 
Gaussian and non-correlated, or Gaussian and correlated. In this article, we specify the experimental conditions for which the 
new approach based on MAP estimate allows one to obtain better results than those obtained by the MV one. Furthermore, we 
present new results for large movements (of 33 pixels standart deviation for 256 x 256 images), and for three images with dif- 
ferent obiect's size and different background flow : two images of the sky at low   hot on level, one af which has new obiects, 
and a third image with larger stars and higher photon level than the previous images. 
image processing, image reconstruction, Poisson noise, image sequence, low photon, estimation Bayesian theory, maximum 
likelihood, maximum a posteriori, astronomical images. 
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1. introduction 
La déconvolution tnyope d'images floues et dégradées par du 
bruil  CS^ uii problème classique et largement traité, en particulier 
dans le cadre de l'imagerie astrontiniique [ 2 ] ,  [3], [41, [S 1,161,171, 
[8] el cle l'iiiiagerie médicale [9]. Deux grandes classes de 
inélliodcs sont généralement ~~tilisées : les méthodes itéralivcs du 
lype cles inéthodes de  Aycrs et  Dainty [ IO] ,  [I 11, qui sont iitilisées 
pour restaurer cles images dégradées par la turbulence atmosplîé- 
rique, cl son1 Sondées sur la corrélation (interférométrie Speckle, 
lriple corrélation, n-iétliode de Knox-Thompson [21), el les 
inétliodes d'opliiiilssi~ion numérique sous contrainte [ 121, [ 131, 
[14], 1151 pour reclierclier un estimateur riu senï du MV ou du 
MAP, B parlir d'un modèle décrivant l'image mesurée. 
Nous avons réceinment présenté [ I l  une étude pour la recons- 
truction d'iinagcs aslrononiiques acquises dans le cadre de I'ex- 
péi-iciice FOCAI, qui est une rnission d'observation du ciel dans 
l'ultraviolet h parlir d'un ballon stratospliériq~ie. Cette métliode 
est proche des mérl~ocles d'optimisation nuinériquc citées plus 
haut ; cependant aucune de ces méthodes ne correspond exacte- 
ment à notre problème, en effet pour nous, l'origine du fiou n'est 
pas la turbulci~ce almosphécique inais le mouveinent du capteur, 
ce qui conduit 31 une modélisation différente. Les clonnécs FOCA 
sont acquises par un détecteur de photons embarqué dans la 
nacelle du ballon stratosphérique. Les photons recueillis aux ins- 
tants 1 = t u  + n A t ,  ( n  = 1, 2. ..) par le capteur permettent de for- 
mer une image pendant un temps d'exposition Af  = 20 rns dans 
le cas de l'expérience FOCA. On obtient ainsi une séquence 
d'images à très faible flux (typiq~iernent 100 photons par image), 
chaque image étant décalée par rapport aux autres en raison du 
mouvement du capteur. L'image finale est reconstruile par som- 
mation des images de  la séqueiice après correction du inouvc- 
ment. La cléterinination des vecteurs de déplacement des images 
est ainsi prépondérante pour la qualité de I'image reconstruite. 
Dans le but de sin~plifier les calculs, et en accord avec le type 
d'images observées, nous faisons différentes Iiypothcses. 
1) Le bruit présent clans les images est décrit par la loi de 
Poisson. Nous considérons uniquement la nature discrète du 
bruil. En pal-ticulier, rious ne clierchons pas à corriger la fonction 
d'étalement des appareils d'optique, cellc-ci étant par ailleurs 
bien connue. 
2) La scène est invariante pendant la tolalité du temps d'acquisi- 
tion. En effet, la L~irbuPence atinosphérique est négligeable. 
3) Les images sont périodiques. Cette hypothèse, classique en 
traitement d'images, pcimet de s'affrancliir des effets de bords qui 
interviennent lors des trai~slatioris. De PILIS elle s'applique bien 
aux images du ciel considérées dans lkxpériei-ice FOCA. 
4) Les rotations sont négligeables et le mouvement est dû aux 
scules lranslalions. 
1 .  Focal Corrector Anilstigiiiat, expCrieiice coiid~iiic par le CNES 
Figure 1. - En Iiauî, images de rélerence 1 1 (exlractioii d'une sous-iniagc 
de taille 2 5 6  x 2 5 6  de I l ) .  Eii bas, iinage :ic ~élercnce I3 ct une image brui- 
tée (avec X = lw4 soit avec 31 pliotons) cl (lécalée (l'une séquence créée 
sur Iy 
Nous avons utilisé pour les siinulations trois images aslrono- 
iniques qui sont montrées S L I ~  la figure 1. Dans l'image il nous 
considérons un groupe de 15 étoiles (gaussiennes) de largeur à 
mi-liaiiteur égale 21 5 pixels, dont l'intensité maximale est distri- 
buée suivant une densité de probabilité  ini il os me, leur positron 
étant répartie autour d'une position inoyenne avec unc dcnsité de 
probabilité gaussieiine. Dans cette image de taille 256 x 256, 
61 O/o en moyenne des pliotoiis proviennent du rayonnement dili 
fus du fond du ciel (« bruit de fond »), et 39 % en moyenne des 
pliotons provicnnciit des étoiles (objets). L'image 12 correspond 
à la modélisation précise d'iinages du ciel dans des régions 
pauvres en objets et 21 très faible flux utile. Pour cette image de 
taille 1024 x 1024, les étoilcs sont positionnécs aléatoirement 
suivant Line densité de probabilité unilorinc, Icur iiitensilé inaxi- 
male suit Linc loi exponentielle, et elles ont une largeur i~ mi-hau- 
teur de 1 ,8  pixels. Lc nombre d'objets est de 150, et clans I'ima- 
ge, 9 1 % en inoyenrie des photoils sont issus du fond clu ciel, 
alors que 9 % en moyenne sont issus des objets. Cette situation 
est celle de régions interstellaires observées dans la ii~ission 
FOCA, mais égaleiiieiit dans d'autres missions d'observation à 
partir d'un capteur ciiibarq~ié~. NOLIS avons cnrin utilisé pour les 
sii-iiulatioiis l'image I:<. Elle correspoiid à la ino~lélisation 
d'images de la voie lactéc et à faible flux utile. Pour cette image 
de taille 256 x 256, les étoilcï SOIIL positionnées aléatoirement 
2.  Ce type cl'iinagcs cst Cgalciiiciit ohserv6 dniis la iiiissioii CALEX, Gilliixy 
Evolutioii Explorer, qui csl iinc iiiissioii d'observiitiori spatiale inlernalion;ile, 
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suivant une densité de probabilité uniforme, leur intensité maxi- 
male suit une loi exponentielle, et elles ont une largeur à mi- 
hauteur de 3 , 5  pixels. Le nombre d'objets est de 31, et dans 
l'image, 65% en moyenne des photons sont issus du fond du 
ciel, alors que 35% en moyenne sont issus des objets. 
Nous utilisons une notation à une dimension pour les images et 
nous notons sp( i )  la valeur de l'image s, au pixel i. Cette 
valeur est égale au nombre de photons mesurés en ce point. 
Notons S = (SI, sa, ... s,, ... sp) la séquence d'images à faible 
flux. p ( i )  est le flux moyen, c'est à dire l'espérance du nombre 
de photons mesurés au pixel i divisé par le temps d'exposition 
At d'une image s,. Le flux de lumière du ciel est supposé 
constant en chaque point pendant le temps d'observation total 
AT ( A T  N 15 mn pour FOCA). A cause de la nature discrète 
des photo-évènements, chaque irnage à faible flux est bruitée 
par un  bruit de Poisson dont la loi de probabilité s'écrit en 
chaque pixel (lorsque ces images sont décalées d'une quantité 
jp) : 
[At . p( i  - j)ISp(') 
p[sp( i ) lp( i ) ,  jp]  = ex~[ -At  
- 81 sp(i)! (1) 
La vraisemblance de la mesure de l'image s, est 
i 
Ainsi l'estimateur jyV du maximum de vraisemblance est la 
valeur de j, qui optimise cette probabilité. 
En réalité, la valeur de p( i )  est inconnue puisqu'elle est propor- 
tionnelle h l'image à estimer. Pour cela noils considèrerons la 
fonction de vraisemblance de la mesure pour l'ensemble de la 
séquence : 
DlnL (S, ,LL, J) 
où J = ( j i ,  jz ,  .... jp). La relation = O permet 
M i )  
d'obtenir l'estimateur du MV pour le flux p(i)  au pixel i : 
. P 
L'image reconstruite r y V ( i )  est définie cornme étant propor- 
tionnelle au paramètre estimé de la loi de poisson p y V ( i )  : 
L'estimateur de I'ensemble des décalages JE: est alors obtenu 
pour le maximum de la fonction de log-vraisernblance, en 
considérant l'ensemble des pixels des images de la séquence, 
généralisée en rempla~ant y par son estirnateur , L L ~ ' .  
et 11 1 
J;;; = arg IllRX {L(S,  / L . ; I ~ ' ,  J )} .  
J 
(4) 
Nous avons montré [ I l  qu'on obtient alors 
At Xest le paramètre de bmit et est défini comme étant le rapport - AT'  
Les images étant supposées périodiques, le terme xi pJfV(i)  
est indépendant de J, et, l'addition d'un terme constant ne modi- 
fiant pas le résultat de l'optimisation, J;+;: est donc déterminé 
par l'équation suivante : 
Par la suite, dans un souci de simplification, nous poserons 
C M v  ( J )  = C rJMV(i) .lnrfTV(i) , { i 1 
et nous considèrerons l'optimisation de C&,v(J)  : 
Ji:; = arg ~ i l ~ { C n r v  (J)}. 
J 
(7). 
On remarque que Cnrv ( J )  = - E, E étant définie comme l'en- 
tropie empirique. Maximiser le critère revient donc à minimiser 
l'entropie empirique, qui est ici une quantité négative. 
Nous avons déjà présenté des résultats obtenus pour de faibles 
translations [ l ]  et sans connaissance sur le mouvement du cap- 
teur. Or, en réalité, tous les mouvements ne sont pas réalisables 
physiquement, et il est possible de connaître la probabilité 
n priori d'un mouvement. Nous voulons $ présent introd~~ire c t
a priori sur le nlouvement du capteur pour étudier s'il est pos- 
sible d'aniéliorer encore la reconstniction de l'image par rapport 
à l'approche du MV présentée dans [ 11. Nous allons considérer 
tout d'abord des mouveiiients gaussiens décorrélés et chercher 
l'estimateur du maximum a posteriori (MAP) pour ces mouve- 
ments, puis nous déterminerons I'estiinateur du MAP lorsque les 
mouvements sont gaiissiens et corrélés. Nous présentons égale- 
ment les résultats de la reconstruction pour des translations de 
plus grande ampleur que celle considérée dans l'article [Il, c'est 
à dire de l'ordre de 40 pixels pour des images de tailles 
25G x 25G et 1024 x 1024 pixels. 
Algorithme d'optimisation 
L'estimateur J:;; est calculé à l'aide d'un algorithme itératif 
déterniiniste d'optimisation. A chaque itération, la recherche du 
maxiiii~im de CnI \ , ( J )  est effectuée pour chaque image p dails 
un voisiriage doiiné de la position précéderite jrJ. Pour cela, nous 
avons considéré des cléplaceinents discrets (i.e. avec un pixel de 
précisioli). L'adécltiation eiitre la taille de la fenêtre de ieclierclic 
et I'aniplit~ide des iiioiivenients permet cl'éviler de rester piégé 
tlniis les mnxirii;~ lociiux du crithe. Eii efïet, iious avons précé- 
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deniment 6tudi6. iiiins le cas de l'algorithme du MV, I'inflitence 
de la taille de la feiiêtre de recherche 1161 sur I'estimatioii de J 
par le MV. Cette Etude n filit apparaître qiie. si 13 taille de la 
fenêtre est trop fitible. il peut iippariiître un dédoublement de 
l'image recoristniite. Ce ph6iiomène displtrait en revanche lors- 
qu'on iiiigmente cette taille et à partir d'une taille suffisante. nous 
ii'obtenons pas iiiienieilleure précisicin dans I'estimution en I'nitg- 
mentant encore. alors que le temps de ciilcul croît considérable- 
ment pour l'algorithme dii MV. Le choix de 111 fenêtre de 
recherche se fiiit de manièse empirique, en recherchant Lin 
compromis entre la minimisaticin du teriips de calcul et le risque 
de converger vers un maximum local du critère ou de ne pas reca- 
ler toutes les images. Dans nos simiilations, nous avons 
chciisi iirie taille tle fe~iétre de rt~ciirrclie de 10 x 10 pixels 
pour des déplacements d'éciiit type 8 pixels et une iiiille de 
100 :x 1UO pixels pour des déplacements d'écart type 33 pixels. 
La convergence est atteinte lorsclue la variation de C.\l\.(J) est 
nulle au cours d'une itération. Deus exemples de valeurs de 
Cl f I \ - ( J  sont montrés sur les figures 2-ti et 2-b pour les images 
II et 12. En abscisse sont reportées les valeurs j ,  (centrées autour 
de 178) des déplacements (par rapport 3 l'image de référence) de 
l'image courante .s,,(i + j!,) de la séquence suivant la ligne qui 
passe par le maximuili du critkre. En ordonnée sont reportées les 
valeurs du c r i t h .  recalées dynamiquement entre 0 et 255. Tout 
d'iibod, iious const:itoiis la présence d'un pic marqué pour I'opti- 
mum des vitleurs dii critère. Deuxi6mement, la fonctionnelle à 
niasiri.riser est pliis bruit& pour I'iniage I2 que pour I'ir~iage I l .  
Piiiircette iiiiage I-, ILI ti~ille des objets est plus petite qLie pour II. 
Le rlombre tle5 imrigei de In sécliicncc Etarit élevé, et I'algoritliiiie 
de recIie~.che 6t:int effectit6 Je iiiiiiiière systéirinticlue dans un 
ikiriinirie qiii petit Ctré :tsse/ iniportnnt ( 100 x 100 pixels pour 
rios ~iniiilntiuri~) polir 6viter de i-cster piég6 dans des maxima 
feccinJiiirt.i, i l  cit iriipérittif d'optirniser le temps de calcul. 
Cette optirniution ii Et6 ohtenite en considérant non plus les 
irri;iges si,(/) rrioii pliitôt les udreiies des photoni qui constituent 
cci irri:igei. Polir plu\ de ditail$, une decription de I'algcirithine 
cit pM\t'~iléc dails [ I I  POLIT la recherche du maxirnura de la vrai- 
se~iihliince, et \a g6riéi.alisation pour le critère du MAP peut 5e 
fttire aiGnient eii iijoiitant au calcul de la vilnation de Ir1 vraiseni- 
hlance le calcul du ternle correcteur pour les déplacenients 
( \~ i i r  2.2. let 3.1 J. 
Les terripi de culciil sur >talion SUN Ultia 30 sont reportés dans 
le tübleau 1 .  
'khleau 1. - Temps de calcul sur les images II et I2. P cst le nombre 
d'iniügcs dans la séquence, les déplacements sont distribilés suivani une 
densité de pntlialité unifornie entre -:let t .4 ,  tf est la ttiille de la fenêtre 
de recherche. n est le noinhre d'itérations. 
O 
O 50 1 O0 150 200 250 
pixels 






O 200 400 600 800 IO00 
pixels 
b 
O 2 4 6 8 10 12 14 16 18 20 22 24 
nombre d'iterations 
Figiirc 2. - ( c i )  (rcsli.(l))) : valciirs de ( ' n , \ . ( J )  ailx itérations ii=O et 19, 
lorsqiie j , ~  viiric siiiviiiii la dircctioii 0 . r  polir Ii(resp. 12) ; (c) : évolution 
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Sur  la figure 2-c, nous avons reporté l'évolution du critère nor- 
malisé C n r v ( J )  en fonction des itérations pour l'image I I ,  CA[\. (ilrnl) 
où C'n~v(l lrni)  est la valeur de ce critcre pour l'image soinine 
X I I  A,,() + J!,) après uri recalagc exact Nous pouvoiiq constater 
la coiivergence du critère au bout de  quelque^ itérations. 
2. étude 
pour des mouvements 
décorrélés 
2-1. résultats obtenus avec I'estimateur 
du MV 
Nous présentons ici des résultats obtenus en optimisant le critè- 
re Cndv(J) lorscllie les déplacements du capteur sont décorrélés 
et  décrits par une densité de probabilité iinilome ou pussienne. 
2.7.7. déplacements aléatoires de densité 
d e  probabilité uniforme 
Nous avons utilisé une séqiience de 2000 images pour les siinii- 
latioris que nous clécrivons clans la suite. Le capteur est en inou- 
vernent aléatoire de densité de probabilité uiiiforine. Nous pou- 
vons ainsi évaliier les résultats de I'algoritliinc de rccalage dans 
des conditions optimales pour l'estimation par le maximum de 
vraisemblance ( P(J) =constante, J étant le vecteur des déca- 
lages initiaux). L'image de référence est II, le nombre moyen de 
photons dans iine image de la séquei-ice est OB. Nous comparons 
les résultats obtenus pour des déplacements distribués suivant 
une  densité de probabilité iiniforme entre -10 et t 1 0  pixels et 
entre -40 et +40 pixels. 
Petits déplacements : 
*' zr=L sJ,(i + j,,) par L' irnage reconstruite r,;IL'(i) = - P . Alll 
somination des ilnages bruitées de la séqiience avant correction 
du inouveinent (iinage floue) et après correction du mouvenierit 
(iiuage restaurée) est présentée sui' la figure 3-a. 
S u r  la figure 4-a nous avons reporté les valeurs vraies des dépla- 
cemerils jl , ,yz, . , .J i ,  s~iivant la direction Iiorizontale O.I., airisi 
que  les écarts (d6placeiiieiîts résiduels) entre les valeui's esti- 
iuées gi-&ce I'algoi~itlirne cl11 MV cl ces valeurs vraies. 
Grands déplacements : 
Nous consicléi.oiis à présctit des déplaccii~ent.s iiiiti~iiix distribuks 
suivant iiiie densilé cle probuhilit6 iiiiifrii'iiie ciitse -40 et +4O pixcls. 
Figure 3. - Image tloue et image restaurée (a) : pour un mouvement unifor- 
me avec A = lOpixels, (b) : pour un moitvement uniforme avec 
.-1 = .LOpixels. 
L'image floue ct l'image reslaurée sont présentées sur la figure 
3-b. Sur la figure 4-b nous avons représenté les positions vraies 
des iiiiages de la séquence suivant la direction horizontale O.r, 
ainsi que les écarts entre valeurs estimées et valeurs vraies. 
Dans le tableau 2, iioiis avons seporté la valeur de l'entropie einpi- 
rique normalisée à convergence de I'algorithine, obteiiue lorsque 
le critère C"'"(J) reste constant air cours d'une itération entière. 
Elle convcrge en cluelclues itéralioiis vers une valeur proche de 1, 
ce qiii signifie que l'entropie einpirique de I'iniage recoiistsuite 
après recnlage est proche de celle de I'iinage dételminée h partir 
de la séquerice non décalée. La minimisation de l'entropie enipi- 
ricllie est le critère de recalage obtenu en appliqiiant le pnneipe du 
maximuin de vraisemblance. Toutclois ce critère n'est pas clirec- 
leinen1 relié à la qualité vislielle de I'iinage reconstruite, aussi, 
nous allons ii1troduir.e d'aiitres ciitèi-es pour évaluer la qualité de 
cette iinage. 
L'étude des clécalages résiduels. entre les irnages de la séqiience et 
I'iniage cle référence, api-ès convergence de l'algositlinie (figure 4), 
conduit à diflereiites constatations. Toiit d'abord, les images sont 
globalement recalées aiitour d'une position rnoyennc qui peut êtrc 
nori niille, ce qlii irict en évideiice une dérive globale au cours du 
recalage. en particulier pour les niouveinents de graiide ainpleui: 
Cette déiive ii'cst pas génaiitc polir 11c)tre élude, aussi iious il'avoiis 
pus ciwyé dc la coi-riger. Par ailleurs, la grniide riiajarité des 
iiriagci de la séqueiicc. inititilerncnl d6cnlées avec uii écart type 81 
de 8.39 pixeli (resp. 32.99 pixels), sont recaléch avec iitie ei-reLir 
litlale I</kgalc à 2.87 pixels (résp. 2.80 pixels) cnvirori, l'erreur 
lirialc 6iaiii tlélïiiic cotiiiiic I'kcart lypc cles clCcaIiigci résid~iels 
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numero de I'imagette numero de I'imagette 
-100 I I I I I I I J 
O 200 400 600 800 1000 1200 1400 1600 1800 2000 
numero de I'imagette 
-100 1 1 1 1 1 1 1 I 1 1 I 
O 200 400 600 800 1000 1200 1400 1600 1800 2000 
numero de I'imagette 
Figure 4. - NIouvement uniforme suivant Oz ; à gauclie : déplacements vrais et à droite écart entre les déplaceixierits estimés et les déplacements vrais (a) : 
pour A = 10 pixels, (b) : A = 4 0  pixels. 
après le recalage. Enfin, on observe que quelques images (moins Tableau 2. - Recalage par l'algoritlime du MVd'une séquence de 2000 
de 1%) apiès un décalage supérieur iniages bruitées ( A  = 1,5.10W4) et décalées (suivant un moiivement initial 
uniforme avec A = 10 ou A = 40) par rapport à l'image de référence fi. 
3 x E f de 18 position de recalage moyenne. Nous dirons que ces Tableau résiilné des résultats. 
images sont non recalées. Il nous a paru pertinent de séparer ces 
deux classes d'images pour évaluer le résultat, en calculant d'une 
part l'écart type du décalage résiduel uniquement sur les images 
recalées (erreur finale inférieure 5i 3 x Ef), et d'autre part en intro- 
duisant comme critère empirique complémentaire la proportion 
d'images recalées (rapport entre le noinbre d'images recalées et  le 
ilombre d'images total). Il semblerait que les images non recalécs 
corsespondent h des déplacements non isotropes (de sens opposé à 
celui de la dérive). Une étude plus approfondie serait nécessaire 
pour mieux caractériser ces images lion recalées afin d'éventuelle- 
ment trouver une n~ét l~ode pour leur délection aulomatique. 
L'écart type des déplaceineilts est sepoilé dans le tableau 2, avant 
(Ei) et après ( E  f )  Ic secalage, ainsi qiie la proportion d'iinages 
recalées. 
écart type d ~ i  mouvement initial 
prr~portion d'iinages recalées 
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En utilisant les critères enipiriq~ies pour caractériser les résultats du I'algorithine du MV lorsque les niouvernelits sont aléatoires de 
i-ecalage, nous vérifions que l'écart type des dkplacements résiduels densité de probabilité gaussienne et aléatoires de densité de pro- 
est le niêi-iie pour les deux séquences, indépendamrnent de I'anipli- babilité unifonne, et cle grande arnpletir. L'image considérée est 
tude du morivcment initial. Entïn on reninrque que POLIT les grands 12. Le nornbre d'irnages de la séquence est P = 2000, le nombre 
déplacements iine faible minorité d'images ne sont pas recalées, ce inoyen de photons est de 247 pour une image de la séq~ience. 
qui n'altère clue très pet1 la qualité visuelle de l'image reconstniite. 
En conclusion, I'algorithnie permet la reconstniction d'une ilnage 
de bc)nrie clualité pour les deux mouvements considérés, avec lin 
écart type des déplacements résid~iels de 2.8 pixels environ pour 
les images recalées 
2.7.2. mouvements aléatoires de densités 
de  probabilite uniforme et gaussienne 
L'estimateur dii MV est optiiu:il lorsclue la densité de probabilité 
de la grandeur h estimer est unifoime. En réalité, la densité de pro- 
babilité décrivant ies mouvements aléatoires di1 capteur est gaus- Figure 5.- Image reconstruite avant reculage et aprcs recalage (extraction 
sienne. Nous proposons ici de coinparer les résultats obtenus avec d'une image de taille 2% x 25% 
200 200 1 1 1 1 1 1 1 1 
-200 
1 I I I 1 I I I I 
O 200 400 600 800 1000 1200 1400 1600 1800 2000 
numero de I'imagette 
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numero de I'imagette 
-200 1 , , , - L - L - L i L  
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riuniero de I'irnagetle numero de I'imagette 
Figure 6. - Di.placciiiciils iiiitiiiiix, 11uis iiii~iivciiic~il r6siducl iipri'florrcctioii, [~oiir tlcs tl6pleccriieiits tlc rlciisité de pi,ib;il)iliti. (a) : iiriili>rriie et (1))  : gaussiciiric. 
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Taùltÿu 3. - Recalage par l'algorithme du 11IVd'une séquence de 2000 
images bruitées ( A  = 9,23.10-*) et décalées (suivant un mouvement uni- 
forme ou geussien) par rapport à I'iinage de référence 12. Tableau résumé 
des r6sultatS. 
r l l 1 1 c ~ ~ ~ ~ ,  P = 2000, tf = 100 lmvt ~~nitornieJ nvt gaussienl 
critère à convergence 1 1.0406 1 1.0394 1 Civrv(vrai) 
écart type du mouvement initial Ei 
E f pour les images recalées 1 {.O9 l '.O9 1 
proportion d'images recalées 1 99.9% 1 99.2% 1 
32.99 
L'image tloue pour un mouvement gaussien et l'image restaurée 
sont présentées sur la figure 5. Nous avons extrait une image de 
taille 256 x 256 pour plus de visibilité. Les décalages suivant une 
direction Ox sont montrés sur la figure 6, et les résultats suivant 
les trois critères retenus sont présentés dans le tableau 3. 
L'étude des positions des images de la séquence après corsection 
fait apparaitre différents poiiits. Ainsi une majorité d'images de 
In siquence sont recalées autour d'unc position moyenne non 
nulle. Par nilleurs, l'écart type de l'erreur résiduelle pour les 
irnages recalées est le même pour les dcux mouvements. Enlïn 
le tianibrc d'images non recalées est légèrement plus important 
pour le niouvenient gaussien que pour le mouvement uniforme. 
Nous observons donc que l'algorithme du MV permet, dans les 
cas iiniforme et gaussien, de recaler la séquence d'images avec 
la même erreur résiduelle à condition de ne considérer que les 
images recalées. La proportion d'images non recalées est légère- 
ment plus grande lorsque le mouveinent est gaussien, sans que 
cela dégrade notablement l'image reconstruite. 
32.66 
2.2. résultats obtenus avec I'estimateur 
du MAP 
2.2.7. estimateur du MAP pour les déplacements 
gaussiens non corrélés 
Driris cette partie, nous considéroiis le cas où le capteur possède 
un nlouvement aléatoire gaussien de variance et de valeur 
inciyeiine connlies, et lion corrélé d'tiiie image B l'autre de la 
s6qirericc. Nous introduisons celte conriaiss:irice (1 p i o r i  pour 
calculer I'cstiriiiitcur du iiiaxiinuin a posteriori (MAP). D'après la 
thiorie hayekiciiiic de I'cstiinntioii, I'cstimatcur .lC1 '" reclierclié 
cloit cil~ti11liat.l. la clli;iiitii6 : 
- 
1 
avec P(j,,) = - l 1  - 1 '  , où o et 7 sont ~ ~ é ~ ~ i r t  dGexp [ 2g2 1 
type et la valeur moyenne des déplacements j ,  (décalages initiaux 
des images bi-uitées de la séquence par rapport h l'image de rdfé- 
rence). L'estimateui- du déplacernent j,, de l'image sp est alors : 
f 'i 
Le paramètre p ( i )  étant ~I~COIIIILI,  IIOL S considiireroiis comme 
pr6cederninerit I'estimateur dii inaxiinuin de vraisemblaiicc 
a pastel-iori pour J qui est alors : 
(101 
En considérant les seuls tcrmcs dépendants de J ,  on obtient : 
J~\{;;!P = 
ou, avec les notations précédentes : 
1 
C ( J )  - j - 7 )  J 
P 
Par la suite, nous noterons 
(12) 
le critère à optimiser pour la déterGnation des déplaceinents 
J e t :  
J;:$' = arg iriax{CnInp(J)). 
J (13) 
Les critères C,\{np ( J )  et CA,/ v ( J )  différent uniquement par l e  
1 
terme additiî Cl,( j ,  - y)'. Ce ternie sera grand pour des 2 5  
valeurs des déplacements éloignées de la valeur moyenne et 
son rôle est de défavoriser ces déplacements trop improbables 
des ilnages de la séquence par rapport à I'iinage de référence. 
2.2.2. comparaison des résultats obtenus avec les 
deux estimateurs J::; et J & ? ~  dans le cas 
d'un mouvement gaussien 
1. variation du paramètre de bruit X 
Nous avons utilisé pour les siinulations I'iinage de réîéreiîce 
I:i. Sur cettc image, nous avons réalisé piusieurs séq~ierices de 
Ar: . 1000 images avec des paiainètres de bruit X = - différents 
AT (tableau 4). 
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Tableau 4. - A  partir de l'image de référeiice 1:i, des séquences de 1000 images bruitées sont créees en hisant varier le paramètre de bruit X Dans ce tableau, 
iious reportons le noinbre moyen de pliotons par image de la séquence en fonction de ce paramétre X 
Les décalages initiaux des images par rapport à I3 sont aléa- 
loires de densité de probabilité gaussienne et d'écart type 32,67 
pixels. Nous avons appliqué les algoritlirnes du MAP et du MV 
sur ces séquences d'images, en considérant une fenêtrc de 
recherche de taille 100 x 100 pixels pour l'estiination des déca- 
lages des iinages par rapport à I:,. Les résultais (figure 7) ont été 
inoyennés sur deux réalisations des clécalages initiaux. 
Sur la figure 7, nous représentons l'erreur fi iiale calculée pour la 
totalité des ii-iiages, en Ionction de A. On remarque que les résul- 
Lats obtenus (clans les mêmes conditions initiales), par les deux 
algorilhii-ies MAP et MV, sont très proches pour des valeurs de 
X supérieures à 3 . IO-", avec une erreur finale légèrement plus 
faible pour le MAP. Pour X = 2 . IO-" ou X = ïOF4, I'u~ilisa- 
Lion d'une connaissance n priori sur J permet une ineille~ire 
estimation de  J et donc d'obtenir une meilleure iinage restaurée. 
Pour A = 5 . 10-" les résultats sont insatisfaisi~ilts pour les 
deux estimateurs. Nous coiisidèrerons dans la suite, la valeur 
X = 2 .  IO-"  coinine une valeur limite pour la bonne iecons- 
truction des iinages dans de telles conditions expérimentales. 
2. variation du nombre Pd'images dans une séquence 
Nous proposons maintenant de tester les deux algorithmes du 
MAP el  du MV dans les mêmes conditions expérimentales que 
dans la section précédente, mais pour X = 2 .  10-4 ct avec des 
séquences constituées de P images, oii P varie de 1000 à 200. 
Les résultats présentés sur la figure 8 ont été moyennés sur deux 
réalisations des décalages initiaux. 
Sur la figure 8, nous présentons l'erreur résiduelle totale après 
recalage. On constate que l'erreur finale est plus faible et varie 
moins en  fonction de Pdans le cas de décalages estimés par l'al- 
gorithme du MAP. Par exemple pour P = 400, I'ainélioration 
apportée par le MAP sur le MV est de 34 %. 
3. variation du « bruit de fond » de l'image de référence 
Nous avons utilisC pour les siin~ila~ioiis l'image de référence l:, 
sur laquelle nous avons coiîsidéré deux pourcentages dil'férenls 
de pliotons issus du rayonneinent diffus d ~ i  fond du ciel. 
Nous avons réalisé une séquence de 1000 images bruitées avec 
les inêmes conditions expériinentalcs que précedeniinent 
( A  = 2 .10 -~ ,  fenêtre de recherche de taille 100 x 100 pixels, et 
écart type initial du mouvement gaussien de 3267 pixels). Les 
résultats préseniés dans le tableau 5 ont été inoyennés sur deux 
réalisations des décalages initiaux. 
Plus le nombre de pliotons issus du rayonnement diff~is du fond 
du ciel est important, pllis la rccoiistr~~ction de l'image est évi- 
deinment difficile, mais on peut également remarquer que le 
MAP conduit h de meillcurs résultats que le MV. 
MAP non correle - 
MV --- 
lambda 
Figure 7. - Evolution de I'erreur finale sur toutes les images, en fonction du 
paramètre de bruit X Cette erreur est calculée par les deux algoritlimes 
MAPet h I l i  
Figure 8. - Evolution de l'erreur finale sur toutes les iinages, en fonction 
du noinbre Pd'images dails une séquence. Cette erreur est calculée par 
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Tableau 5. -Par les algorithmes du MV ou du MAP, on recale des séquences 
de 1000 images bruitées ( A  = 2 .  10W4) et décalées (suivant une densité de 
probabilité gaussieiine d'écart type initial 32,67 pixels) par rapport à l'ima- 
ge de référence 1% Tableau résumé des résuttats pour deux pourcentages de 
photons issus du rayonnement diffus du fond du ciel. 
Tableau 6. -Par les algoritlimes du MV ou du IMAP, on recale des séquences 
de 1000 images bruitées ( A  = 2 . 10-~) et décalées (suivant une dcnsitt de 
probabilité gaussieiine d'écart type initial 32,67 pixels) par rapport à I'ima- 
gc de référence 1% Tableau résumé des rtsultats pour deux tailles de fenêtre 
de reclierclie. 
- - 
erreur fiilale sur la totalité 
des images 
pliotons issus du fond du ciel 80% 
11.72 
taille de la fenêtre de recherche 





erreur finale sur la totalité 






4. recherche quasi-exhaustive 
Avec les mêmes conditions expériincntales que précedemment, 
nous avons testé les algorithmes du MAP et du MV sur la 
séquence d'images, en  considérant une fenêtre de recherche de 
taille 100 x 100 pixels pour l'estimation des décalages, puis une 
taille de 200 x 200. Les résultats présentés ci-après ont été 
moyennés sur deux réalisatioiîs des décalages initiaux. D'après 
le tableau 6, on constate qu'une recherche quasi-exhaustive dété- 
riore les résultats du MV, alors qu'elle les améliore pour le MAP. 
La taille de la fenêtre de recherche peut être choisie en reclier- 
chant un compromis entre le temps de calcul (de 3H pour une 
taille 100 x 100 et de  1 IH pour une taille 200 x 200) et la pré- 
cision désirée pour la reconslruction. 
5. conclilsion 
Nous avons considéré dans cette partie le cas d 'u~ i  mouvement 
gaussien et non coi~élé .  On a nionlré que pour un paramètre de 
bruit X largement supérieur ci 2 .  les résultats du MV et 
du MAP sont très proches. Par contre, pour un X de 2 . L O - ~ ,  le 
MAP est plus perrormaiit. L'écart entre les résultats des deux 
algorithmes augmente d'autant plus que ie nombre P d'images 
de la séquence diminue ou que le iionibre de photons issus du 
rayonnement diffus du fond du ciel auginente. Dans tous les cas, 
les ~iieilleures perforniaiices son1 obtenues pour le MAP avec 
uiie recherche exliaustive. 
MV 
100 x 100 




200 x 200 
Dans de nombreuses situations expérimentales, le mouveii~erit du 
capteur est corrélé. En particulier, l'étude dc la fonction 
d'autocosrélation du inouvernent estimé pour les données FOCA 
fait apparaître une corrélation teinporelle. Nous allons appliquer 
la même démarche que précédemment et introduire la densité cle 
probabilité qui résulte de la connaissaiîce a p r ~ o r ' ~  que l'on pos- 
sède sur Lin mouvement gaussien coi~élé. Pour déterminer P ( J )  
nous allons inodélises le mouve~iieiit aléatoire gaussicn par L I I ~  
processus autorégressif (AR) que nous clioisiro~îs d'ordre 1 pour 
les simulatioiis. Nous supposons que le processus es1 eigodiquc et 
stationnaire. De plus, nous co~isidérerons que le inouvcïiient es1 
causal, ce qui permet d'écrire : 
39.20 
M V  MAP oh le temps t est défini par t  = p a At, ou a et cr sont les coel'ri- 
cients de la modélisalion AR el où r,  est LIII bruit blanc gaussieii 
de variance égale à 1 et de moyenne nulle. En condcluciice, j,, cst 
également de i-iioyenne nulle. Lorsque n est proche cle I le inou- 
veinent est fortemenl c o d l é  alors que lorsque n csl proche dc O 
le mouvement est faiblement corrélé. Bien entendu, si a = O, Ic 
mouvement est décoi~élé et la grandeur aléatoire j, est égale à la 
grandeur aléatoire o . e,, ce qui revient au cas étudié cil section 
2.1.2. Les valeurs de e, sont tirées aléatoirement suivant uiie deri- 
sité de probabilité gaussienne centrée de variance égale à 1 ,  puis 
les valeurs de j ,  sont déterininées récursivement à l'aide de 
l'équation 14. 
MV 
3.1. estirnateur du MAP 
pour les déplacements 
L'estimateur du MAP est la valeur de J qui vérifie : 
D'après la relation 14, les valeurs de .i,, dépendent des grandeurs 
aléatoires e, qui sont décorrélées. Ainsi P ( J )  = n,[P(c<,)], 
- 
Suivant la même déinarche que dans la section 2.1.2, i-ious oble- 
nons 
IVIV . JE$' = arg max { P  . AL . /LJ"" (i) . l i i [ P . ~ ~  /-LJ ( z ) ]  } J 
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Le critère à maximiser pour obtenir J:'cPest 
Comme pour les décalages non corrélés des images de la séquen- 
ce par rapport à l'image de référence, la prise en compte du 
mouvement dans l'algorithme de recherche se traduit par un terme 
additif. Le  temps de calcul sur station de travail SUN Ultra 30 est 
de 81145 pour 500 images dans la séquence (247 photons en 
moyenne par image) et une fenêtre de recherche de 100 x 100 
pixels pour les déplacements. 
3.2. comparaison des résultats obtenus 
avec les estimateurs CMV et C, , , I~~  
lorsque le mouvement est gaussien 
et corrélé 
1. étude en fonction de  la corrélation des séquences. 
Nous avons utilisé pour les siinulations l'image de référence 13. 
Sur cette image, nous avons réalisé une séquence de 1000 images 
bruitées avec un paramètre de bruit X = 3 .  IO-^, c'est-à-dire 92 
photons par image. 
Nous avons testé les deux algorithmes du MAP et du MV lorsque 
le mouvement initial est aléatoire de densité de probabilité gaus- 
sienne (écart type 32,67 pixels) et corrélé, et pour différentes 
valeurs du coefficient de  corrélation a. La taille de la fenêtre de 
recherche a été choisie égale h 100 x 100 pixels. 
Sur la figure 9 l'erreur finale totale est reportée en fonction de a, 
obtenue eii moyennant les résultats pour deux réalisations du mou- 
vement initial. On remarque que plus le mouvement du capteur est 
1 1 1 1 I 1 1 1 1 I 
O 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
a 
ligure 9. - Evolution cle l'erreur finale sur toutes les images, en fonction du 
coefficient de corr6lation a du mouvement du capteur. Cette erreur est cnl- 
culée pour les deux algorithines MAP et MV. 
corrélé, plus l'amélioration apportée par le MAP par rapport au 
MV est importante. Pour une faible corrélation l'application de 
l'un ou  l'autre des algorithmes est équivalente. 
2. variation de  la taille de  la fenêtre de recherche 
L'image de référence que nous considérons dans ce paragraphe 
est I2 et possède 1024 x 1024 pixels. Nous avons testé I'algo- 
rithrne de recalage pour les deux critères Cnrvet Cnrilplorsque 
le niouveinent initial est corrélé et gaussien avec un coefficient 
de corrélation a égal à 0.99, ce qui corsesponcl à un temps de 
corrélation d'environ 100 x At. Nous avons simulé 2 réalisa- 
tions du mouvement pour la même liste de photons, correspoii- 
dant à deux séquences de 500 images (247 photons en moyenne 
par image) et d'écart type initial Ri = 32.67 pixels. 
Nous présentons dans le tableau 7, les résultats pour ces 2 réali- 
sations des décalages initiaux (« invtl » et << riivt2 ») et pour 2 
tailles de fenêtre de recherche. 
Les deux exemples de mouvements initiaux el de mouvements 
résiduels sont montrés sur la figure 10 pour une fcnêtre de 
recherche de 100 x 100 pixels. Pour ces déplacements c o ~ ~ é l é s ,  
l'étude des niouvements résiduels après reconstruction fait appa- 
raître dans certains cas un recalage « par intervalles » de la 
séquence autour de positions moyennes différentes, cc qui se 
traduit par un dédoublement de l'image reconstruite. Avec le cri- 
tère CnrAA nous n'avons pas constaté d'image non recalée iso- 
lée (mouvement résiduel supérieur 21 3 x Ef, EEf étant l'écart 
type des décalages résiduels). 
En coiiclusion, l'avantage de l'estimation du MAP est l'absence 
d'images non recalées. En eîfet, celles-ci ne sont pas to~~jours  
décelables dans le cas de données réelles. Par contre, il peut y 
avoir dédoublement de l'image reconstruite lorsque les images 
se regroupent par intervalles (par exemple mvt 1, C n l ~ p ) .  En 
revanche, il apparaît ici que l'amélioration de la précision de 
l'estimation du mouvement obtenue avec l'estimateur du MAP 
par rapport à l'estimateur du MV n'est pas significative, après 
correction, pour les images recalées (ES = 0 ,91  en moyenne 
pour le MAP et 0,95 en moyenne pour le MV) 
On constate qu'en augmentant la taille de la fenêtre de reclierche 
(tableau 7), les images non recalées disparaissent pour le MV, 
mais on a toujo~~rs le phénomène de dbdoubleinent pour le MAP. 
Cependant, si on est limité en temps de calcul, c'est-à-dire si l'on 
doit s e  contenter d'une taille de fenêtre faible, l'utilisation du 
MAP donne de meilleurs résultats que celle di1 MV. 
4. ap lication 
à 8 es données réelles 
L'expérience FOCA fouinie des listes de pliolons issues de vols. 
Une des listes correspo~ici i une séquence d'images prise au 
cours du vol 10 gap 8, effectué en mai 1994. La séquence est 
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TIibleaii 7. - Par les algoritlimes du blV oii du MAP, on recale des séquences de 500 iniages bruitees ( A  = 9,2Y. IO-") et d6calées (suivant un niouvement 
gaussien d 'kart  type initial 32,67 pixels et corr61é avec ri = 0. DO) par rapport i l'image de référence 12. 'rableau résumé des résultats pour deux tailles de 
Yenêtre de rcclicrche. 
MAP 
I 1  1 
I E ~  sur In totalité des images 1 29.63 1 0.97 1 0.88 1 25.78 1 29.63 1 0.97 1 0.88 0.93 1 
Taille fenêtre de recherche 
Critère h convergence 
200 x 200 pixels 
I I 1 I I I I I 
MV 
0.8890 1 1.0367 1 1.0721 1 0.9546 1 0.8890 / 1.0367 1.022 1 1 1.0374 
Figure 10.  - ( a )  : exemples de niouveirients initiaux (mvt 1 et nivt2), puis mouvements résiduels, calculés avec (11) : C'nrl,et (c) : CAIAn pour une fenêtre de 
recherche de III0 x 100 pixels. 
mvt 1 
100 x 100 pixels 
E; 32.67 
I I I I 1 1 I 1 
coniposée de 39.993 trames et d'lin noiiibre totiil de photons de 
1.036.956. On y trcluve donc en moyenne 26 pliotons par traine. 
Cette liste correspond à une image 1024 x 1024 de l'amas 
Ivlessier 3 inscrit dans uri cliamp circufaire. La largeur B mi-hau- 
teur (FWHM) théorique des étoilcs, due à la fonction d'étalenient 
des appareils d'optique, est de 3,7 pixels. 
A p:irtir de cette liste nous avoris cr6e une kquence de 7998 
iiiiages composée\ de 5 tr;~iiies cliiicuiie. Cette valeur est 1111 bon 
coniproniis ciitrt. la q~iniititi de ptiotoiis par iniape de In séquence 
et la ii6ccïsitt! d'5tit. eii rlessciii\ dii seuil di1 niciiivetiieiit. Une pre- 
11liCrc r ~ c ~ ~ ~ i ~ t l ~ i ~ ~ t i o ~ i  tic I' iiïiig~ vl.i~ic p;ir I'iilgoritliiiie d u  MV ct 
iiiic niinlysc piCcihc tlcs li~tc\ dcs clCcalagcs catiniCs. ont 111oiiti.é 
tnvt 2 nivt 1 
MAP 
que Ic capteur avait un mouvement gaussien d'écart type empi- 
rique d'environ 1,56 pixels et coi~élé avec lin coefficient de cor- 
rélation cl estimé de 0,3 1. Nous avons donc appliclué les 3 algo- 
iithmes (MV, MAP non corrélé et MAP corrélé) sur ces données, 
en tenant compte des valeurs de net  (L polir le calcul des ciitères 
et eii prenant une fenêtre de reclierclie de taille 10 x 10 pixels. 
NOLIS niontrons sur la fig~ire I I  une partie de l'image floue et de 
l'image reconstruite, et sur la figure 12, In coupe de l'étoile la 
plus inteiihe du champ, avant et api-ès recentrage par chacun des 
trois algoritliiries. La qualité de la reconstruclion est évaluée en 
c:ilciilant la lai-gcur h nii-hauteui- de l'étoile la plus inteiise 
(tnblcau 8). 
l I I 
mvt 7 
0.93 




0.95 Ef des images recalées 0.97 0.88 
MV 
0.94 0.95 0.97 
MAP MV 
R e c o n s t r u c t i o n  d ' i m a g e s  a s t r o n o m i q u e s  à p a r t i r  d e  s é q u e n c e s  à f a i b l e  f l u x  
Titl~leait 8. - Largeur à mi-liatiteur de l'étoile la plus brillante du champ, avant recalage et après reconstructioii de I'irnage par  les différeiits algoritlimes. 
Figure 11. - Image floue el iinage reconstruite par I'estiinateur du MV. Il 
s'agi1 ici d'extractions 128 x 128 du cliatnp 1024 x 1024. 
FWHM (pixels) 
2000 - avant recula e 
MA? non carrele 
MAP conoie 
O 5 10 15 20 25 30 35 40 
pixels 
av:in t recalage 
4.3 
Figure 12. - Coupes d'intensité d e  l'étoile la plus brillante du cliamp, avant 
recalage et après reconstruction de l'image par les différents algorithnies. 
Quel que soit I'algorithinc dc rccalagc appliqué i ces données 
réelles, on retrouve une valeur proche de la FWHM théorique. 
011 n'observe pas ici de nette amélioration de la reconstruction 
lorsqu'on applique un algorithme du MAP, le MV donnant déjii 




NOLIS avons présenté les résultats obtenus avec un algoritlime de 
recalage d'images Iàible I'lux, optiinal au sens du MV, pour des 
images astronomiques sirnulées et réelles ayant différentes 
caractéristiques (taille des objets, répartition des objets). 
Nous avons évalué la qualité de l'image restaurée en calculaiit 
l'erreur d e  recentrage moyeiiiie avant et après correctioii, puis CII 
calculaiit l'écart type du mouvement résiduel iiiiiqueinent sur les 
images recalées. 
L'écart type de l'erreur résiduelle sur les iinages recalées clépend 
de la séquence d'iinages considérée et pour nos siin~ilations, oii 
MAP noil corrélé 
3.6 
non recalées est plus iiriportant lorsq~ie le inouvetnent est gaus- 
sien que lorsclu'il a une densité de probabilité ~inihrnie.  
MAP corrélé 
3.8 
Nous avons également déterininé I'estiinateur optiiiial nu sens clil 
MAP lorsque le niouveilient du capteur est gaussicti et decorré- 
lé, puis gaussien ct coi-rélé. NOLIS avons coinparé les eslimateurs 
du MAP avec I'eslirnateui du MV. 
Nous avons obtenu des résultats différents suivant les séqueiices 
d'iiliages consiclérées. D'une manière génésale, nous pouvons 
dire que lorsque I'algoritlime du MV fournit de bons résultats 
alors la quasi-totalité des images sont i-ecalCcs. En revanche, 
lorsque I'algoritliine du MV ne permet pas d'obtenir une bonne 
reconstruction de I'imagc (il y a Lin nombre coiiséclueiit d'images 
iioii recalées), L'algorithme du MAP apporte une amélioration 
dans la reconstruction en diminuant le nombre d'iiuages noil 
recalées ainsi que l'amplitude des décalages non corrigés. 
En conclusion, nous pouvons dire que pour les séquences consi- 
dérées, l'amélioration obtenue avec les algorithmes optimaux au 
sens du MAP pour des mouvements iioli corrélés ou corrélés, 
peut être intéressant pour certaines conditions expériinentales. 
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