For a sum of independent discrete random variables, its higher order largedeviation approximation is discussed. An approximation to the tail probability of the distribution of the sum is provided, and its numerical comparison with other approximations is done in the binomial case. Consequently, the approximation formula is seen to be more accurate.
Introduction
In the higher order asymptotics, the Edgeworth expansion for the distribution of statistics is very useful to compare statistical procedures like estimators and tests (see, e.g. Akahira and Takeuchi (1981) , Pfanzagl and Wefelmeyer (1985) , Ghosh (1994) ). On the other hand, the large-deviation approximation plays an important role in the asymptotic efficiency of tests (see, e.g. Bahadur (1971) and Bucklew (1990) ).
Recently, the higher order large-deviation approximation for the distribution of the sum of independent discrete random variables was discussed by Akahira et al. (1999) . The approximation is closely connected with the saddlepoint approximation (see, e.g. Daniels (1954 Daniels ( , 1987 , Lugannani and Rice (1980) , BarndorffNielsen and Cox (1989) , Jensen (1995) ).
In this paper, a higher order large-deviation approximation to the tail probability for the distribution of the sum of independent discrete random variables is given. A numerical comparison with others, including the saddlepoint approximation, is done in the binomial case. Consequently, the higher order approximation gives sufficiently accurate results.
The large-deviation approximation
In this section, the higher order large-deviation approximation in Akahira et al. (1999) is summarized as follows. Assume that X 1 , X 2 , . . . , X n , . . . is a sequence of independent integer-valued random variables and, for each j = 1, 2, . . . , n, . . . , X j is distributed according to a probability function
Letting S n := n j=1 X j , we denote a probability function of S n by p * n (y) := P {S n = y} (2.1) for y = 0, ±1, ±2, . . . . We also denote the moment generating function (m.g.f.) of X j by
for j = 1, 2, . . . , n, . . . , assuming that M j (θ)'s exist for values of θ in an open interval Θ which includes 0. Now, for each j, we consider a discrete exponential family P j := {p j,θ (x) : θ ∈ Θ} of probability functions
. Denote a probability function of
On the other hand, it follows from (2.2) that, for each j, the characteristic function of X j , under the family P j , is given by
Since, by (2.6), the characteristic function of S n , under the families of {P j }, is
we have by the Fourier inverse transform
From (2.5) and (2.7) we obtain
From (2.8) and (2.9) we obtain
For small |t|, we have the Taylor expansion
where S n = y for y = 0, ±1, ±2, . . . . The following theorems are given in Akahira et al. (1999) .
(2.13)
The formula (2.12) is numerically shown to be sufficiently accurate in the binomial and negative-binomial cases, and (2.13) seems to have an advantage in comparison with others, including the saddlepoint approximation. In the next section we try to improve (2.13) to get a more numerically stable and accurate formula for the tail probability than (2.13).
A higer order approximation to the tail probability
First, we consider two estimatorsθ
Then we have the following.
. . ), then the upper tail probability of the distribution of S n is given by
Proof. From (2.12) we have
Since, from (3.1),
it follows that
From (3.2) we have
From (3.4) to (3.9) we obtain
Since, by (3.5),
it follows from (3.10) that
In a similar way to the above we have a higher order approximation to the lower tail probability of the distribution of S n . Indeed, we consider two estimatorŝ
. . ), then the lower tail probability of the distribution of S n is given by
for all y < E(S n ), where p * n (y) is given by (2.12).
Binomial cases
Suppose that X 1 , X 2 , . . . , X n , . . . is a sequence of independent random variables and, for each j = 1, 2, . . . , n, . . . , X j is distributed as the binomial distribution B(1, p j ) with a probability function
for x = 0, 1, where 0 < p j < 1 and q j = 1 − p j . Let S n := n j=1 X j . Then we consider the large-deviation approximations (2.13), (3.3), the Edgeworth expansion and the Lugannani and Rice approximation to the upper tail probability of the distribution of S n . First, in a similar way to the binomial case in Akahira et al. (1999) , from (2.11) we takeθ =θ(S n ) such that
where S n = y for y = 0, ±1, ±2, . . . , hence . . . , n) . From (4.1) we can calculate the large-deviation approximations (2.13) and (3.3) to the upper tail probability of the distribution of S n . Second, the cumulants of S n are given by 0.305146, 0.715095, 0.612101, 0.672283, 0.447648, 0.268358, 0.434328, 0.552620, 0.608603, 0.130255, 0.941095, 0.141198, 0.164085, 0.693920, 0.565611, 0.977985, 0.0513902, 0.877854, 0.451323, 0.0628465, respectively (see Tables 3.4, 3.5 and 3.6 in Akahira et al. (1999) Table 2 . The exact values of the tail probabilities P {Sn ≥ y} for y > E(Sn) and P {Sn ≤ y} for y < E(Sn), and the relative errors of its normal approx. the saddlepoint approx. with the first term only, the saddlepoint (sp.) expansion, the L-R approx., and the LD approx. (3.3) and (3.11) when p j = p = 0.15 (j = 1, . . . , n) for n = 10, 20 and p j = p = 0.5 (j = 1, . . . , n) for n = 10. The values except the LD approx., are referred from it follows that the Edgeworth expansion of the distribution of S n is given by 
