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ABSTRACT
Empirical evaluation of verification tools by benchmarking is a
common method in software verification research. The Competi-
tion on Software Verification (SV-COMP) aims at standardization
and reproducibility of benchmarking within the software verifica-
tion community on an annual basis, through comparative evalu-
ation of fully automatic software verifiers for C programs. Build-
ing upon this success, here we describe our proposal to re-use the
ecosystem developed around SV-COMP for benchmarking Java
verification tools. We provide a detailed description of the rules
for benchmark verification tasks, the integration of new tools into
SV-COMP’s benchmarking framework and also give experimen-
tal results of a benchmarking run on three state-of-the-art Java
verification tools, JPF-SE, JayHorn and JBMC.
1. INTRODUCTION
The complexity of software in smartphones and enterprise applica-
tions has dramatically increased over the last years. In particular,
mobile applications based on the Android OS have gained popu-
larity in the consumer electronics industry, reaching nearly 87%
market share [1]; the Android OS essentially consists of a large
set of libraries (approximately 13 million lines of code), containing
both Java code and native code, which thus require methods to
verify its security properties (e.g., sensitive data leakage) [2]. Sim-
ilarly, Java remains popular in business applications (server-side),
mainly owing to the existence of several robust frameworks (e.g.,
Spring [3]); therefore, verification of Java enterprise applications
is also of particular interest.
Technology companies such as Facebook and Amazon increasingly
invest effort and time to develop efficient and effective verification
methods as testing alternatives [4, 5], to check correctness of some
aspects of their systems with the goal to improve robustness and
security [6]. Although there are several software verification tools
for Java programs (e.g., Bandera [7], JPF-SE [8], JayHorn [9] and
JBMC [10]), they are typically very difficult to compare in prac-
tice, mainly due to the lack of (1) a common set of benchmarks
and (2) methods to standardize and reproduce the empirical eval-
uations.
The Software Verification Competition. SV-COMP is one of
the main initiatives targeted at the evaluation of new software
verification methods, technologies, and tools [11]. It has been
running since 2012 as part of the International Conference on
Tools and Algorithms for the Construction and Analysis of Sys-
tems (TACAS). Its main focus has been on evaluating different
verification (and testing) tools for C programs. Currently, there
are some powerful Java verifiers available, but there is no standard
procedure to compare them fairly. One of the main difficulties to
conduct such a comparison is the lack of a standard set of Java
benchmarks and respective benchmarking infrastructure to obtain
reliable, reproducible and accurate results.
The main contribution of this paper is to define a standard Java
benchmark format and respective benchmarking infrastructure,
which can drive the verification community to effectively evaluate
state-of-the-art software verification tools for Java programs with
the goal to achieve comparability and reproducibility. In partic-
ular, we collect and harmonize an initial set of Java benchmarks
from different sources [9, 10, 12, 13] and re-use existing bench-
marking infrastructure [14], so that we allow the community to
get beyond research prototypes to usable tools [15]. This can lead
to further progress in the area of verification of Java programs
and raise interest in applying these tools to industrial systems.
Java verification tools. Here, we consider the following tools:
JBMC [10]1 is based on the C Bounded Model Checker (CBMC) [16]
to verify Java bytecode. JBMC consists of a frontend for pars-
ing Java bytecode and a Java operational model (JOM), which
is an exact but verification-friendly model of the standard Java
libraries. A distinct feature of JBMC is the use of Bounded Model
Checking (BMC) [17] in combination with Boolean Satisfiability
and Satisfiability Modulo Theories (SMT) [18] and full symbolic
state-space exploration, which allows JBMC to perform a bit-
accurate verification of Java programs.
Java PathFinder (JPF)2 is an explicit-state [8] and symbolic [12,
13] software model checker for Java bytecode. JPF is used to
find and explain defects, collect runtime information as coverage
metrics, deduce test vectors, and create corresponding test drivers
for Java programs. JPF checks for property violations such as
deadlocks or unhandled exceptions along all potential execution
paths as well as user-specified assertions.
JayHorn3 is a verifier for Java bytecode [9] that uses the Java op-
timization framework Soot [19] as a front-end and then produces
a set of constrained Horn clauses to encode the verification con-
dition (VC). JayHorn is able to check for user-specified assertions
and is sound for Java programs that use a single thread, have no
dynamic class loading and complex static initializers.
Overview. This paper proposes a Java Category for the Soft-
ware Verification Competition (SV-COMP). First, we describe in
detail the definition and set up of the category. Then, we report
on the integration of the three tools mentioned above into the
SV-COMP benchmarking infrastructure. Finally, we give the ex-
perimental results that we obtained by benchmarking the tools
on the benchmarks that we collected.
1Available at https://www.cprover.org/jbmc/
2Available at https://github.com/javapathfinder, https://
github.com/symbolicpathfinder
3Available at https://github.com/jayhorn/jayhorn
2. OUR PROPOSAL FOR A JAVA CATEGORY
IN SV-COMP
We describe our proposal to host a Java category in SV-COMP.
In particular, we define the structure and meaning of verification
tasks, the properties to be verified, the execution environment
and how verification results could be evaluated.4
2.1 Definition of Verification Task
A verification task consists of a Java program and a specification.
A verification run is a non-interactive execution of a competition
candidate, i.e., a verifier, on a single verification task, in order to
check whether the program satisfies its specification. According
to the current SV-COMP rules,5 the result of a verification run
is a triple (answer, witness, time). Answer is one of the following
outcomes given in Table 1.
Table 1: Definition of a Verification Result in SV-COMP [11].
TRUE The specification is satisfied (i.e., there is no
path that violates the specification).
FALSE The specification is violated (i.e., there exists
a path that violates the specification).
UNKNOWN The tool cannot decide the problem or ter-
minates by a tool crash, time-out, or out-of-
memory (i.e., the competition candidate does
not succeed in computing an answer TRUE or
FALSE).
Time is the consumed CPU time until the verifier terminates. It
includes the consumed CPU time of all processes that the verifier
starts. If time is equal to or larger than the time limit, then
the verifier is terminated and the answer is set to “timeout” (and
interpreted as UNKNOWN).
Witness checking as previously described in [21]) represents an
important feature to validate verification results given by verifiers.
At the moment there is no witness checking in the Java category,
though.
The Java verification tasks are partitioned into categories, which
are defined in category-set files. At the moment there is only one
category in Java, ReachSafety, which is concerned with specifica-
tions that consider an assert(condition) statement in the verifica-
tion task whose non-violation must be proven or refuted.
2.2 Benchmark Verification Tasks
All Java verification tasks used in the competition must be part
of the SV-COMP benchmark collection6 prior to the benchmark
contribution deadline (typically in September). The competition
candidates can “train”, i.e., run and tune, their verifiers on the
verification tasks until the tool submission deadline (typically in
November). Misclassified benchmarks can be corrected during
this training period. Contentious benchmarks are excluded from
the competition once they are identified. SV-COMP does not use
verification tasks without training; this is particularly important
for Java since it has many features of which verifiers only support
a subset; participants should know before the competition which
features they are expected to support.
4SV-COMP 2019 is in preparation at the time of publication. An
up-to-date version of the rules can be found in [20].
5A detailed description of the current rules can be found in https:
//sv-comp.sosy-lab.org/2018/rules.php
6https://github.com/sosy-lab/sv-benchmarks
Benchmark structure. Verification tasks are grouped in directo-
ries, e.g., jbmc-regression. Within these directories, each verifica-
tion task is in its own directory, e.g., StringValueOf01 true-assert.
The suffix of this directory contains the expected verification out-
come, i.e., true-assert means that there is no execution of the pro-
gram that violates any of the assertions in that program. A verifi-
cation task has the directory structure7 shown in Table 2. target/
holds the build products if a verification tool has to compile the
source code before performing its analysis. For convenience, a
build script is provided with the benchmark.
Table 2: Directory structure of a verification task.
src
src/main/java/Main.java The Main class.
src/main/java/ This directory contains the remain-
ing Java source tree.
target/classes After building, contains the .class
files built from src.
target/target.jar Assembles the .class files from tar-
get/classes.
The programs are assumed to be written in Java 1.8. Verifica-
tion tools that require the sources to be compiled can use any
Java 1.8 compiler. The .java source files are in the source tree in
the src sub-directory of the benchmark directory. The program
may call the Java standard library (java.*, javax.*). The sources of
other dependencies must be added to the source tree together with
their respective licenses. In order to allow tools that analyze Java
source code to participate, we do not permit .jar files as depen-
dencies (except the Java standard library). The benchmark must
have a Main class with a public static void main(String[]) method
in the root package. The Main.java file must have a copyright
header indicating the source of the benchmark and its license.
Potential competition participants are invited to submit verifi-
cation tasks until the benchmark contribution deadline by sub-
mitting a Pull Request to the benchmark collection repository.8
Verification tasks must comply with the aforementioned format.
New proposed categories will be included if at least three different
tools or teams participate in the category (i.e., not the same tool
twice with a different configuration). In the following, we list a
few conventions that are used in the Java verification tasks.
Assertions. For checking (un)reachability, we use the assert key-
word provided in the Java language. It is assumed that the As-
sertionError thrown on violation of the assertion always leads to
abortion of the program, i.e., it is not caught in the program. In
future, further properties could be defined by different types of
uncaught errors/exceptions.
Nondeterminism. The arguments to public static void main(String[]
args) are assumed to be nondeterministic under the following con-
straints: assume(args != null && for all i. 0<=i<args.length =>
args[i] != null).
We do not specify custom methods for introducing nondeter-
minism as done in the C categories of SV-COMP (cf. VERI-
FIER nondet) [11]. Instead, we use the java.util.Random class; the
methods in that class are expected to return a nondeterministic
value instead of a random value, but satisfying the same con-
straints on their value range.
7This structure is inspired by the Maven standard directory layout
(cf. https://maven.apache.org).
8https://github.com/sosy-lab/sv-benchmarks
Figure 1: Per benchmark comparison table as produced by BenchExec [14]. The detailed description of the scores of each tool can be
found in https://pschrammel.bitbucket.io/schrammel-it/research/sv-comp-java-2018/.
Moreover, we do not specify a custom assume method. It is recom-
mended to use Runtime.getRuntime().halt(1) to achieve the desired
behavior as this does not impact the termination behavior of a
program—e.g. defining assume(cond); as while(!cond); would make
any program with such assumptions classified non-terminating
when a potential Java Termination category might be introduced
in future.
Operating System Model. Any library methods that make sys-
tem calls are not allowed in verification tasks. Exceptions with
well-defined behaviors can be explicitly granted if they allow a
wider range of benchmarks to be included in the collection. For
instance, new java.util.Date() could be defined to create a Date
object with a nondeterministic timestamp.
2.3 Properties
In SV-COMP, the specification to be verified for a program path/
dirname is given either in a file with the name path/dirname.prp
or in a file Category.prp. The definitions in these .prp have been
designed for extensibility in order to allow new properties for fu-
ture categories to be specified. For instance, in the C categories,
four different properties are in use.
For our Java category, the definition in ReachSafety.prp states
CHECK( init(Main.main), LTL(G assert) ). Here, init(Main.main)
gives the initial states of the program by a call of function main
(under the assumptions on the inputs of main stated in the previ-
ous section). LTL(f) specifies that formula f holds at every initial
state of the program. In particular, the linear-time temporal logic
(LTL) operator G f means that f globally holds. The proposition
assert is true if all assert statements in the program hold.
2.4 Competition Environment and Requirements
In the SV-COMP environment, each software verifier is assumed
to run on a machine with a GNU/Linux operating system (x86 64-
linux, Ubuntu 16.04). SV-COMP also sets three resource limits to
evaluate each software verifier, which are: (i) a memory limit of
15 GB of RAM, (ii) a runtime limit of 900 seconds of CPU time,
and (iii) a limit to 8 processing units of a CPU. Note that if a
software verifier does not consume CPU time, then it is killed after
900 seconds of wall clock time, and the resulting runtime is set to
900 seconds. For the Java category, OpenJDK 1.8 is assumed to
be installed on the competition machines. The modest resource
requirements have been chosen in order to allow everybody to
reproduce the competition results on a reasonably sized machine.
2.5 Evaluation by Scores and Runtime
SV-COMP has strict rules to evaluate the verification results pro-
vided by each software verifier. In particular, each verifier is heav-
ily penalized if they produce an incorrect result for a specific ver-
ification task with the goal to favor correctness. The scores are
assigned to each software verifier according to Table 3.9
The higher score and penalty for the TRUE case is justified be-
cause it is usually more difficult to prove a program correct than
to find a bug [11].
3. INTEGRATION INTO THE COMPETITION
INFRASTRUCTURE
BenchExec10 [14] is the framework used in SV-COMP for reliable
benchmarking and resource measurement. It can be easily in-
9https://sv-comp.sosy-lab.org/2018/rules.php
10https://github.com/sosy-lab/benchexec
Figure 2: Example of a scatter plot comparing JPF-SE and
JBMC as produced by BenchExec [22].
Table 3: Evaluation by Scores and Runtime in SV-COMP [11].
Points Answer Description
0 UNKNOWN Failure to compute verification re-
sult, out of resources, program crash.
+1 FALSE
correct
The error in the program was found.
-16 FALSE
incorrect
An error is reported for a program
that fulfills the specification (false
alarm, incomplete analysis).
+2 TRUE
correct
The program was analyzed to be free
of errors.
-32 TRUE
incorrect
The program had an error but the
competition candidate did not find
it (missed bug, unsound analysis).
stalled to run experimental comparisons and to reproduce compe-
tition results. For the Java category, we extended the framework
by introducing a new assert proposition for specifying properties.
Integrating a new tool into the framework requires the addition
of two files:
• The tool-info module is a Python module located in the
benchexec/tools directory that implements the tool inter-
face to connect a verifier to BenchExec. Essentially, it must
provide functions for running the verifier with a given verifi-
cation task and to translate the tool output into an answer
TRUE, FALSE or UNKNOWN (see Section 2.1).
• The benchmark definition11 is an XML file that specifies
which categories can be run with a given verifier and which
tool command line options to use.
Here, we have implemented and added these files for the three
tools under consideration (i.e., JPF-SE, JBMC and JayHorn).
After installing a verifier (e.g., JPF-SE) in the base directory
of BenchExec, it can be run with the command bin/benchexec
jpf.xml. There are various options to run subsets of the verifica-
tion tasks and overriding time and memory limits, for instance.
11https://github.com/sosy-lab/sv-comp
4. JAVA BENCHMARK COLLECTION
Previously, there existed 64 “minepump” benchmarks in the SV-
COMP repository from earlier attempts to run a Java category;
these benchmarks were already classified as “safe” and “unsafe”
by the community. Beyond these few files, there was no stan-
dard benchmark suite for Java verification available in the com-
munity.12 Therefore, we took the entire JBMC regression test
suite (“jbmc-regression”), consisting of 177 benchmarks (includ-
ing known bugs and hard benchmarks that JBMC cannot yet han-
dle); these benchmarks test common Java features (e.g., polymor-
phism, exceptions, arrays, and strings) and they were classified by
the JBMC developers. We also used 23 benchmarks (“jayhorn-
recursive”) taken from the JayHorn repository [9]. These are
mainly C benchmarks from the recursive category that have been
translated into Java by keeping the original classification from SV-
COMP. Additionally, we have extracted 104 benchmarks from the
JPF regression test suite [12] (“jpf-regression”); for these particu-
lar benchmarks, we have manually inspected and classified them
as “safe” and “unsafe”. Table 4 summarizes the characteristics of
the benchmark sets.
Table 4: Characteristics of the Java Benchmark Sets.
benchmark set total safe unsafe avg. LOC
jbmc-regression 177 89 88 25
jpf-regression 104 52 52 52
jayhorn-recursive 23 14 9 35
minepump 64 8 56 62
total 368 163 205 40
These benchmarks are a good start to launch the proposed Java
category, but are not yet fully representative for the breadth of
challenges that we face in verifying Java programs. We will rely
on the community to contribute and continuously enrich the col-
lection of Java benchmarks in the future.
5. BENCHMARKING RESULTS
The results of running a verifier using BenchExec as explained
in Section 3 are collected in a timestamped format in the results
directory with the BenchExec base directory. This contains a
.zip file with the log files and a .xml.bz2 file with the results in
a structured format. One or more of the latter files (potentially
of different tools) can be passed to bin/table-generator in order to
generate an HTML report that compares the benchmarking runs.
A part of this report is shown in Figure 1.13. This comparison
used JBMC v5.9-3c2e55e, JayHorn v0.5.1, and JPF-SE rev 32.
The HTML report allows to filter rows and columns and display
the most important comparison charts, such as scatter plots —
Figure 2 compares the CPU time of JPF-SE and JBMC, for ex-
ample — and quantile (“cactus”) plots as depicted in Figure 3.
The latter plot shows the cumulative time (y-axis) required for
a verifier to solve its n fastest benchmarks (x-axis). This allows
us to compare the scaling behavior of the tools, i.e., the longer a
graph extends to the right the more verification tasks were solved
by the tool, the closer to the bottom the faster it is.
6. CONCLUSIONS
We described our proposal to run the first Java category in SV-
COMP, given that it is currently focused on evaluating C soft-
ware verifiers only. In particular, we defined the structure and
meaning of verification tasks, the properties to be verified, the
execution environment and how verifiers are integrated into the
12There is a community effort in collecting Java benchmarks in
http://sir.unl.edu, but they are not currently classified.
13The full results are available at https://pschrammel.
bitbucket.io/schrammel-it/research/sv-comp-java-2018/
Figure 3: Quantile plot as produced by BenchExec [14].
benchmarking framework and how verification results, produced
by each Java verifier are evaluated. SV-COMP is one of the most
successful software verification competitions, which is annually
held by TACAS. Although the first edition of SV-COMP took
place in 2012 and has been a successful so far, there has been no
verification track to evaluate software verifiers targeted for Java
programs. As a next step, Java verifiers need to be extended in
order to produce witness files (for violation and correctness) that
adhere to the witness exchange format defined by SV-COMP [21].
In this respect, witness checkers for Java verifiers also need to de-
veloped in order to check validity of the verification results pro-
vided by each verifier [23].
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