Gauss's error law for generalized jump processes in which the average value is also the most probable value is derived from the maximum likelihood path for the growth of a fluctuation. Evolution towards equilibrium and the spontaneous growth of a fluctuation from equilibrium are analyzed and compared in the continuous, diffusion limit.
Introduction
Both classical and quantum statistics can be derived from Gauss's principle [1] P(n;n') = expjs(n)-S(»«)-Qj^J (n-n s )j (1) and the second law in the form
The entropy S is a dimensionless quantity since the temperature T has dimensions of energy so that it can be measured in energy units. The random variable n is the number of particles, and n s denotes its average or most probable value. E is the internal energy, p the chemical potential and V the volume. According to (1) , the entropy is the thermodynamic potential that determines the error law for which the average value is also the most probable value. In order to determine the entropy, it was necessary to provide a continuous time Markov process that admits an invariant probability distribution [1] . Casting this stationary distribution in the form of (1) identifies the entropy, and subsequent application of the second law (2) gives the * Work supported in part by contributions from the Ministry of Public Education (M.P.I.) and the National Science Council (C.N.R.). Reprint requests to Prof. B. H. Lavenda, Dipartimento di Scienze Chimiche, Universitä degli Studi di Camerino, Via S. Agostino, 1-62032 Camerino (MC)/Italien. physical "distributions" in the physicist's sense of the meaning; that is, n s as a function of the temperature.
For a general derivation of Gauss's error law (1) in terms of the entropy we should like to make no reference to any particular mechanism. In order to accomplish this, we must consider the full time-dependent transition probability of a completely general form of a jump process and determine under what conditions (1) holds. We shall see that such a kinetic derivation involves the optimal path for the growth of a spontaneous fluctuation from equilibrium. The transition probability becomes path independent, which implies a lack of statistical correlations between the endpoints of transition, since one of the endpoints is the equilibrium state.
If we consider the reverse evolution of the system toward equilibrium, we find that the deterministic rate equation overwhelmingly maximizes the path probability, and again we find no correlations between nonequilibrium states. In order to take into account such statistical correlations, we consider the diffusion limit of the general jump process already introduced. In the presence of thermal fluctuation, modelled as Brownian motion, there are no longer optimal paths which maximize the path probability. We shall see that only in the asymptotic time limit where the statistical correlations have had sufficient time to wear off, is the probability distribution given by Gauss's law (1) . The entropy and its derivative are related to the quasipotential, which governs the evolution of the diffusion process, only in the asymptotic time limit.
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Optimal Paths of Jump Processes
Consider a bivariate Poisson distribution
k\ I! where the intensity parameters, g and r, denote rates of generation and recombination, respectively. After each observation, we can compare the values of k and / with their expected values, respectively, g At and r At. Certainly deviations will occur, and we wish to obtain a measure of these. A widely used method in statistical mechanics employs "conjugate" [2] distributions
where Z is the moment generating, or "partition", function
For finite time differences, the conjugate distribution (4) can be written in the canonical form
where J denotes the integral over all paths connectin, n 0 ) ing n 0 to n, and the function
will be seen to play a role analogous to that of the Hamiltonian in mechanics. As a problem of statistical interference, the unknown parameter x could be estimated from the observations made on the random process n [3] . Since the probability measure density dP # /dP>0, the measure P can be expressed by integration with respect to P # , namely
To Using Jensen's inequality, we have P(n,n 0 ) (9) ^ exp jf* J {Jf(n,z)dt-xdn}\n 0 <n(t)<n Equating average and most probable values, we replace the conditional expectation in the exponent of (9) by the negative of
subject to the given endpoints of transition. Expression (10) is not any longer a functional of fluctuating paths [4] . It is a function only of the endpoints of the transition. The n (t) in (10) is a continuous and, at least, twice differentiable function which makes the functional in brackets a minimum subject to the endpoint conditions. The equivalence of average and most probable values therefore yields the asymptotic equivalence
between the transition probability and the minimum of the "action" [5] . For discontinuous jump processes, Friedlin and Wentzell [5] show that (11) is the dominant term as a small parameter, characterizing the intensity of the fluctuations that tends to zero. Hence, (11) is a logarithmic (>c) equivalence, and it is only in this limit that we should expect that average and most probable values coincide. In other words, the supposed equivalence of the mean and mode of the distribution implies implicitly that we are considering an asymptotic process whose realizations are statistically independent.
The most probable paths of a fluctuation can be derived from an extremum principle [6] . The equation of motion has the Hamiltonian form
The paths of maximum likelihood are determined from the dissipation balance condition [7] (13)
where it reduces, in the diffusion limit, to the equivalence of the Rayleigh-Onsager dissipation function and the generating function [c.f. (24) below]. With the general expression for the Hamiltonian given in (7), we find there are two values
of the force which satisfy (13) . The first value determines the overwhelmingly most probable path since it yields the deterministic rate equation when it is substituted into (12) . This tells us nothing about the magnitude of the fluctuations and can be excluded by requiring that 6U/dn ^ 0 for n s , where n s is a solution of the detailed balance condition
The second value of x in (14) yields the mirror image solution of the deterministic rate equation when inserted into (12) . The difference
is always positive, regardless of whether n>n s or n<n s . For this reason it has been referred to as a "quasi-potential" [5] , The monotonic increasing property of U (n) is due to the concavity of the entropy [8] 
From (17) it follows that
(18) the negative of the thermodynamic force [9] . Just as the thermodynamic force measures the tendency of the system to seek equilibrium [9] , so the force (18) is a measure of the system's ability to deviate from equilibrium. It may be noted that, in general, U (n s ) = -PV/T, where P is the pressure, and this coincides with F/T, where F is the Helmholtz free energy, in the case of a vanishing chemical potential.
Another way to distinguish between the two maximum likelihood solutions, given in (14) , is to set the lower limit of integration T 0 = -oo in (11) , assuring that the aged system must have certainly been at equilibrium some long time ago. We then obtain
which identifies the scalar potential S in Gauss's principle (1) as the entropy.
As an illustration, consider Einstein's radiation mechanism [10] where the intensity parameters of the jump process are r = ccn and g = ßn + y. The coefficients a, ß, and y are related to, but not identical with [11] , Einstein's coefficients of absorption, induced emission and spontaneous emission, respectively. The detailed balance condition (15) implies that oc>ß since n s = y/(u -ß). In order that this conforms with Planck's law, ct/ß = exp (E'/T), where the prime means differentiation with respect to n s , and y/ß-m, the density of states in the given energy interval. According to Boltzmann's principle, the entropy of the process is
so that for the second optimal value of the force in (14) we find
provided Stirling's approximation is valid. In the second line we have used the fact that for thermal radiation the chemical potential is zero. Integrating (21) between the limits n s and n and introducing the result into the first line of (19) yields the second line.
Diffusion Processes and Non-Optimal Paths
The parameter x is a measure of the strength of the fluctuations, and it will take on different values depending upon the intensity of the noise. In particular, let us consider the diffusion limit where x is a small but finite quantity.
Expanding the Hamiltonian (7) to second order in X gives 
Optimal values of the parameter are determined from the dissipation balance condition (13) obtained by setting (22) equal to zero or equivalently,
The designation of (24) as a dissipation balance condition comes from the fact that the first term is the Rayleigh-Onsager dissipation function and the second term is the generating function [6] . Their numerical equivalence determines the paths of maximum likelihood. This condition yields the optimal values
Again the first value corresponds to the deterministic path while the second is related to its mirror image in time. The value of yt is identical to the value given in (14) in the same approximation. That is, In (r/g) is to be approximated by the average of its upper and lower bounds [12] 
where the second approximation arises from evaluating (r + g)/rg at n = fi s . Certainly this will not do for large deviations since the form of the diffusion coefficient requires the deviations from the time-independent state n s to be small.
Introducing *y given in (23) into (11) gives
which is the form given by Friedlin and Wentzell [5] as a direct generalization of the Onsager-Machlup function [9] of Gaussian-Markov processes. The drift need not be a linear function of n in order for (27) to be applicable. As in the case of jump processes, Friedlin and Wentzell [5] show that (27) is the dominant term as a small parameter, characterizing that the intensity of the fluctuations of a continuous diffusion process, tends to zero.
In the presence of statistical correlations between nonequilibrium states that are not well-separated in time, the parameter y will not be given by either of its optimal values (14) . In the continuous diffusion limit, the prior probability density will be given by the Wiener expression
describing the "free" diffusion process
where w is the time integral of white noise. The process (29) 
is a solution to the equation dn(t) = dw(t) for t > T 0 with the initial condition ii(T 0 ) = n 0 .
Suppose that the system is displaced from equilibrium -regardless of whether it is due to a spontaneous fluctuation or an imposed constraint -and then "released" and allowed to return. The process is now described by the stochastic equation
with the same initial condition as the free diffusion process. The drift b induces a transformation of the free diffusion process into a biased diffusion process whose posterior probability density is related to the Wiener density by [13] P*(n,n0;y)
where the Hamiltonian is given by (22). In terms of the Wiener process, we may write (31) 
where the kernel Jf is given by Jf(n,n 0 ) (36)
The evaluation of the conditional Wiener integral (36) can be reduced to solving the diffusion equation [15] 0jf and, in the same limit, the transition probability density (35) transforms into the invariant probability density
T -* 00
independently of the initial state of the system. In order that Gauss's principle be satisfied, the asymptotic form of the quasi-potential V must be given by
Then, according to (33), the force which measures the tendency of the system to seek equilibrium is [13] 1
We will discuss the factor of one-half in the next section. It thus turns out that Gauss's principle (1) is given by the ratio p^ (n)/p w (h s ), since p w (n s ) provides the proper normalization. In the discrete case, this is a consequence of the binomial theorem.
In an isolated system, the second term in (43) vanishes and we are left with
Although this is the commonly cited relation between entropy and probability due to Boltzmann [16] , it does not correspond to any form of physical statistics. The reason is that it implies that (9S/0n s ) y = O and such a system can never come to equilibrium with a thermostat at temperature T. In the case of the negative binomial distribution that was used in the Einstein radiation mechanism, the invariant density (41)
The fact that
provided Stirling's approximation is valid, ensures that the ratio p^ (nj/p^ (n s ) is a proper fraction. Setting the invariant probability density equal to the negative binomial coefficient will never yield a normalizable ratio of the probability densities. Hence (44) is an untenable relation even on the basis of equal a priori probabilities.
The physical reason why the a priori probability argument will not work is because, as soon as the energy constraint is introduced, the "cells" among which the particles are to be distributed are no longer equiprobable [3] , [17] . Consider the (classical) placement of n particles in m cells under the assumption that all m" possible placements are equally probable. The probability of obtaining a given set of occupancy numbers is
The entropy is
According to Boltzmann's formula for an isolated system, (44), the invariant probability density would be equal to the multinomial coefficient. Yet, by the second law we have
which is precisely Boltzmann's law. Hence, the system cannot be isolated and the invariant probability density must be given by
provided Stirling's approximation is valid. Under the same approximation p^ ({nf}) = 1. In contrast to our original assumption of equal a priori probabilities in (47), the a priori probabilities are no longer equal in (50). What has previously been attributed to the en-ergy constraint -the non-equivalence of the cells -is now seen to be a direct consequence of the second law (49). Hence, the invariant probability density (44), for an isolated system, is not compatible with either classical or quantum statistics.
Optimal Versus Non-Optimal Paths
The difference between the forces, (18) and (43), is not only the anticipated change in sign but also a factor of one-half involved. The sign change indicates a change in the direction of evolution of the system, either away from, (18), or toward, (43), equilibrium. Whatever relation we choose for the thermodynamic force, expression (31) is always equivalent to (32). The fact that the conditional expectation is taken with respect to the prior probability measure in (31), rather than the posterior measure as in (8) , introduces an additional term that would not have appeared in (8) . Therefore, even if the thermodynamic force is derivable from a scalar potential, its integral does not determine the transition probability density. Moreover, there is an additional term, of stochastic rather than deterministic origin, emanating from the Ito nature of this integral. The last term in (34) takes into account the indeterminancy in the final endpoint of the transition [6] . It is this term which is responsible for establishing the limiting invariant distribution [13] , for without it there would be no zero eigenvalue in the expression for the kernel (38).
Hence, although yt in (14) characterizes an optimal path with respect to the measure P # , namely the mirror image in the time solution to the deterministic rate equation, the negative of yt does not characterize an optimal path with respect to the measure P. It is precisely, the kernel (38) that accounts for the statistical correlations between nonequilibrium states which are not widely separated in time [7] . Asymptotically, the kernel (38) tends to (40), which wipes out all information regarding the initial state of the system and contributes the missing half to form Gauss's principle. A long time elapse makes the states statistically independent and all physical systems tend to "forget" their initial states with the passage of time. Due to the presence of statistical correlations between nonequilibrium states that are not well separated in time, the thermodynamic force, measuring the tendency to seek equilibrium, should not be the negative of (18). That the thermodynamic force (43) is precisely half of its "optimal" value implies stationarity for, according to (23), the rate of change of the number of particles vanishes. Consequently, (42) is the asymptotic form of the quasi-potential, and likewise (43) is the asymptotic form of the thermodynamic force.
