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HPC (High Performance Computing) チャレンジは、総合的な HPCシステム性能評価の試
み と し て 、 米 国 DARPA (Defense Advanced Research Projects Agency) の HPCS 
(High-Productivity Computing Systems) プロジェクトの支援を受けて[1]、Tennessee 大学の J. 
Dongarra博士 により、2003年 11月 SC2003(2003年 Supercomputing Conference)において提
唱された HPCシステムのベンチマーク(BM)セットです[2]。Linpack HPCの単一性能指標のみ







ーが共同で行った HPC チャレンジベンチマークを使った SX-7 の評価結果について述べ、28












評価方法は、全ノード総合性能を評価するテスト(G: Global system performance)と、ノード単
体のシングル環境でのテスト (SN: Single Environment)、多重負荷環境でのテスト (EP: 


















２．２ HPCC ベンチマークプログラム 
２．２．１ HPL：連立１次方程式（LU 分解と後退代入）の計算プログラム 
いわゆるLinpackのMPIで記述された分散並列版で、ノード全体の演算性能を評価します。
オリジナルコードは、NetlibのHPLです。全ノードのトータルな演算性能が大きいほど高い性能




２．２．２ DGEMM：実数行列 A,B の行列積 C=AB を計算するカーネルプログラム 
DGEMMは Netlibの BLAS(Basic Linear Algebra Subprograms)の一つの機能として提供さ
れ、さまざまな数値計算に出てきます。例えば連立 1 次方程式 LU 分解計算（Linpack）では、
演算の主要部分が DGEMM となり、性能を左右する一番重要な要素となります。本 BMによる
評価結果は、全ノード総合性能には依存せず、ノード単体の演算性能に依存します。性能の
単位は Gflop/s（Giga floating point operations per second:一秒間に浮動小数点演算を何回行





ノード単体のメモリ性能を測定します。オリジナルコードは、J. D. McCalpin 博士の STREAM 
memory bandwidth benchmarkです。全ノード総合性能には依存せず、ノード単体のメモリ性能
に依存します。性能の単位は GB/s（Giga Bytes per second:一秒間に転送するメモリサイズ（バ




２．２．４ PTRANS：行列の転置 A=A+BTを行うプログラム 
PTRANS (Parallel matrix TRANSpose)は、全ネットワーク転送性能を行列の転置で評価しま
す。オリジナルコードは Netlibの PARKBENCH (PARallel Kernels and BENCHmarks)です。全
ネットワーク転送性能が大きいほど高い性能となり、全ネットワーク総合転送性能に依存します。





オリジナルコードは、DARPA HPCS Discrete Math Benchmarksです。ノード単体のメモリ間
接参照のテストと、全ノードの MPI 通信での参照テストとなっています。ノード単体の性能に依
存する項目と、全ノード総合性能に依存する項目の両方があります。性能の単位は Gup/s




２．２．６ FFTE ：離散フーリエ変換の性能評価を行うカーネルプログラム 
一次元離散フーリエ変換を高速フーリエ変換で計算するカーネルプログラムです。オリジナ






２．２．７ Communication bandwidth and latency：データ転送能力を評価するプログラム 
オリジナルコードは、HLRS(ドイツHigh Performance Computing Center in Stuttgart)が開発の
b_eff (effective bandwidth benchmark)です。 
一般に、データ転送時間 T は、データ転送の立ち上がり時間（スタートアップ時間, 
Start-up_Time）とデータ転送速度(バンド幅 BW: Bandwidth)を用いて次式で与えられます。 
 




















HPC チャレンジには、ベースラインランとオプティマイズランの 2 つ実行ルールがあります。






















最初のバージョン 0.3αは 2003 年 11 月 5 日に公表されています。この時点では、大テスト
項目は 5項目でした。0.6αが2004年 5月 31日に更新され、この時点でテスト 2項目（DGEMM
と FFTE）が追加され、2004年 12月時点と同じ大テスト項目が 7項目となりました。最新のバー












      1     HPLinpack benchmark input file 
      2     Innovative Computing Laboratory, University of Tennessee 
      3     HPL.out      output file name (if any) 
      4     8            device out (6=stdout,7=stderr,file) 
      5     1            # of problems sizes (N) 
      6     30000        Ns 
      7     1            # of NBs 
      8     64           NBs 
      9     1            PMAP process mapping (0=Row-,1=Column-major) 
     10     1            # of process grids (P x Q) 
     11     1            Ps 
     12     32           Qs 
     13     16.0         threshold 
     14     1            # of panel fact 
     15     2            PFACTs (0=left, 1=Crout, 2=Right) 
     16     1            # of recursive stopping criterium 
     17     44           NBMINs (>= 1) 
     18     1            # of panels in recursion 
     19     3            NDIVs 
     20     1            # of recursive panel fact. 
     21     2            RFACTs (0=left, 1=Crout, 2=Right) 
     22     1            # of broadcast 
     23     0            BCASTs (0=1rg,1=1rM,2=2rg,3=2rM,4=Lng,5=LnM) 
     24     1            # of lookahead depth 
     25     1            DEPTHs (>=0) 
     26     2            SWAP (0=bin-exch,1=long,2=mix) 
     27     64           swapping threshold 
     28     0            L1 in (0=transposed,1=no-transposed) form 
     29     0            U  in (0=transposed,1=no-transposed) form 
     30     1            Equilibration (0=no,1=yes) 
     31     16           memory alignment in double (> 0) 
     32     ##### This line (no. 32) is ignored (it serves as a separator). ###### 
     33     0                       Number of additional problem sizes for PTRANS 
     34     1200 10000 30000                values of N 
     35     2                       number of additional blocking sizes for PTRANS 





今回、我々はスーパーコンピュータの「質」を評価するという観点から、SX-7 の 1 ノード（３２
CPU）を用いて、その性能を 2 つ並列処理形態で評価しました。一つはノード内 32CPU の各
CPU をそれぞれ独立のノードとして見立てて、1CPU に 1MPI プロセスを割り当て、性能評価を










- SMP 並列処理の導入効果 
HPLのオリジナルコードはMPIで分散並列化されたものとなっていますが、SMP並列化され






ベクトル型スーパーコンピュータが高性能を発揮しており、SX-7 の MPI 分散並列では実効
効率が 90.3%、SMP とMPIの共有分散ハイブリッド並列では実効効率が 76.9%となっています。
スカラ型スーパーコンピュータでは SGI Altixがやや高性能で、実効効率が 67.7%となっていま




訳を「コスト分布」と呼びます)について説明します。表 1 は、入力データサイズを N=30,000、解
法パラメータを Right Looking、ブロックサイズパラメータを NB=64 とし P=1、Q=32 として測定し
た結果です。HPL 全体では、データ生成と結果検証もありますが、性能測定に関係する部分
のコストのみを抜き出します。実行は MPI 32プロセスで、単位は秒です。 
 
表 1  HPLのコスト分布 
HPL    (Target portion for measurement) 









71.8 19.9 1.6 0.9 
 
一番計算時間が長い、すなわち計算コストの一番大きいのは HPL_dgemm で、これは行列
積となります。行列積の計算は、BLAS ライブラリの DGEMM を使っています。この時の測定で
は DGEMM の実効効率は 97%と高い性能が発揮されています。また、HPL_bcast_1ring はデ
ータ転送の部分で、MPIの SEND と RECVの関数を使って転送が行われています。HPLのコ
ストのほとんどがこれら 2 つの部分で占められます。LU 分解のオーダ評価を行うと、演算部分




次に、ブロックパラメータ NB, P, Q, NBMINが HPL実行結果にどのように影響を及ぼすかに
ついて検討します。まずは、NB=64, NBMIN=64 に固定して評価します。この時、実行時間を
節約するため、小さなサイズのデータ N=20,000 で評価した結果が表 2 となります。P と Qが行
列データの分散方法を決めるパラメータで、P と Qの積が MPIのプロセス数になります。なお、
項目 T/V は HPL の解法を表します。HPL は LU 分解の解法に、3 つの選択肢(Left looking, 
Crout, Right looking)がありますが、本実験では一番性能が良かった Right Looking(外積型ガ
ウスの消去法)を採用しました。表 2 中 T/V の項目の R の次の数字が NBMIN のサイズとなっ
ています。 
 
表 2  ブロックパラメータ(P, Q)の HPL性能に対する影響 
T/V N NB  P Q Time Gflop/s
W10R3R64 20000 64 1 24 33.80 1.578e+02(82.1%) 
W10R3R64 20000 64 2 12 33.91 1.573e+02(81.9%) 
W10R3R64 20000 64 3 8 35.37 1.508e+02(78.5%) 
W10R3R64 20000 64 3 6 46.73 1.141e+02(79.2%) 
W10R3R64 20000 64 4 4 51.79 1.030e+02(81.1%) 
W10R3R64 20000 64 6 3 48.70 1.095e+02(76.0%) 
W10R3R64 20000 64 8 2 55.01 9.696e+01(67.3%) 




次に、入力データサイズを N=10,000 に縮小し、プロセス数を 48 に固定(P=1, Q=48)して、





表 3 プロックパラメータ(NBMIN, NB)の HPL性能に対する影響 
T/V(Change:NBMIN)   N NB P Q Time Gflop/s 
WC10R3R32 10000 63 1 48 3.16 2.11E+02 
WC10R3R44 10000 63 1 48 3.13 2.13E+02 
WC10R3R64 10000 63 1 48 3.14 2.12E+02 
WC10R3R144 10000 63 1 48 3.75 1.78E+02 
   
WC10R3R32 10000 64 1 48 3.14 2.12E+02 
WC10R3R44 10000 64 1 48 3.12 2.14E+02 
WC10R3R64 10000 64 1 48 3.1 2.15E+02 
WC10R3R144 10000 64 1 48 3.08 2.17E+02 
   
WC10R3R32 10000 65 1 48 3.22 2.07E+02 
WC10R3R44 10000 65 1 48 3.37 1.98E+02 
WC10R3R64 10000 65 1 48 3.18 2.10E+02 
WC10R3R144 10000 65 1 48 3.16 2.11E+02 
   
WC10R3R32 10000 127 1 48 3.86 1.73E+02 
WC10R3R44 10000 127 1 48 3.89 1.72E+02 
WC10R3R64 10000 127 1 48 4.06 1.64E+02 
WC10R3R144 10000 127 1 48 4.2 1.59E+02 
   
WC10R3R32 10000 128 1 48 3.91 1.71E+02 
WC10R3R44 10000 128 1 48 3.61 1.85E+02 
WC10R3R64 10000 128 1 48 3.98 1.67E+02 
WC10R3R144 10000 128 1 48 4.17 1.60E+02 
   
WC10R3R32 10000 129 1 48 4.06 1.64E+02 
WC10R3R44 10000 129 1 48 4.04 1.65E+02 
WC10R3R64 10000 129 1 48 4.16 1.60E+02 
WC10R3R144 10000 129 1 48 4.28 1.56E+02 
   
WC10R3R32 10000 255 1 48 5.97 1.12E+02 
WC10R3R44 10000 255 1 48 6.05 1.10E+02 
WC10R3R64 10000 255 1 48 6.16 1.08E+02 
WC10R3R144 10000 255 1 48 6.55 1.02E+02 
   
WC10R3R32 10000 256 1 48 5.92 1.13E+02 
WC10R3R44 10000 256 1 48 6.22 1.07E+02 
WC10R3R64 10000 256 1 48 6.19 1.08E+02 
WC10R3R144 10000 256 1 48 6.5 1.03E+02 
   
WC10R3R32 10000 257 1 48 6.13 1.09E+02 
WC10R3R44 10000 257 1 48 6.13 1.09E+02 
WC10R3R64 10000 257 1 48 6.14 1.09E+02 
WC10R3R144 10000 257 1 48 6.56 1.02E+02 
 






最後に、2004年 12月現在登録されている HPLの値を図 1に示します。全体ノードが大きい
ほど高性能となるため、シングルノードの SX-7 の順位は 49 位中 MPI 並列版が 31 位、SMP 
+MPI 並列版が 39 位となっています。トップは 252CPU 構成の Cray X1 であり、24 ノード
(192CPU)構成の SX-6が、Cray X1に続くグループとなっています。 


















































































































































































































































































DGEMMデータサイズ = HPL N／2／MPIプロセス数の平方根 
- SMP 並列処理の導入効果 
十分に SMP 並列化された BLAS を利用することで、DGEMM のテストは高度に並列化され
た結果が得られます。 
- 実効効率 
シングル環境(SN)での DGEMM の実効効率はピーク性能に近い 99%以上の性能を発揮し
ます。また多重負荷環境(EP)においても実効効率は 93%以上となっています。 
- 性能評価結果 
  2004年 12月現在登録されているシングル環境(SN)の結果を図 2に示します。データのない



















































































































































































































































































図 2 DGEMMの結果（シングル環境） 
５．３ STREAM 
- データサイズ 
STREAMの配列サイズは、HPLのデータサイズ N と MPIのプロセス数から次の式で決めら
れます。 
STREAM配列サイズ = HPL N＾2／MPIプロセス数／3 
- SMP 並列処理の導入効果 
オリジナルコードに OpenMPによる SMP並列化の指示行が入っており、並列化されます。実
行するとノード内において並列化された結果が得られます。表 4、5は全 32CPU中、SMP並列




表 4 多重負荷環境での STREAM性能 
EP_STREAM_Copy 389.791 GB/s 
EP_STREAM_Scale 348.593 GB/s 
EP_STREAM_Add 428.084 GB/s 
EP_STREAM_Triad 492.161 GB/s 
 
表 5 シングル環境での STREAM性能 
SN_STREAM_Copy 537.486 GB/s 
SN_STREAM_Scale 379.734 GB/s 
SN_STREAM_Add 437.240 GB/s 




  2004 年 12 月現在登録されているシングル環境の積和の結果(SN_STREAM_Triad)と多重
負荷環境の積和の結果(EP_STREAM_Triad)を図 3、4 に示します。ベクトルロードストアユニッ
トを有するベクトル機のメモリ性能の良さが際立っています。特に SX-7 は共有並列を最大限に
活かされた結果となっており、16CPU を使った SMP 共有並列の高性能が発揮されて、圧倒的
に優れたメモリ性能が示されています。 












































































































































































































































































図 3 シングル環境 SN_STREAM_triadの結果 
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表 6  PTRANSのコスト分布 
ptr_trans (Target portion for measurement) 
0.651   (sec)  
intrans-1,2 dtr2mx  dtr2b sendrecv intrans-4 

































































図 5 最適な転置方法 
 
 PTRANSの性能に関して、通信コストが最も大きな要素でありますが、通信以外の処理コスト




表 7  PTRANS コスト分布 
N Performance transmission bank Number of 
  (GB/s) (sec) (sec) processes 
10000 7.423 0.024 0.0062 4(NB= 90) 
10000 7.871 0.023 0.0066 4(NB=100) 
10000 7.035 0.026 0.0111 4(NB=104) 
10000 8.543 0.022 0.0064 4(NB=105) 
10000 11.231 0.014 0.0011 8(NB=105) 
10000 7.091 0.026 0.0112 4(NB=106) 
10000 6.496 0.029 0.0118 4(NB=110) 
10000 6.424 0.029 0.0119 4(NB=120) 










表 8  PTRANSブロックパラメータの評価 
TIME M N MB NB P Q TIME CHECK GB/s RESID 
WALL 45,000 45,000 150 150 1 8 0.94 PASSED 17.266  0.00  
WALL 45,000 45,000 187 187 1 8 0.84 PASSED 19.237  0.00  
WALL 45,000 45,000 241 241 1 8 1.16 PASSED 13.952  0.00  
WALL 45,000 45,000 255 255 1 8 0.82 PASSED 19.828  0.00  
WALL 45,000 45,000 255 255 2 4 4.15 PASSED 3.901  0.00  
WALL 45,000 45,000 471 471 1 8 0.93 PASSED 17.356  0.00  
          
WALL 45,000 45,000 105 105 1 16 1.09 PASSED 14.889  0.00  
WALL 45,000 45,000 143 143 1 16 1.05 PASSED 15.427  0.00  
WALL 40,000 40,000 147 147 1 16 0.89 PASSED 14.336  0.00  
WALL 45,000 45,000 150 150 1 16 1.01 PASSED 15.991  0.00  
WALL 45,000 45,000 187 187 1 16 1.45 PASSED 11.166  0.00  
WALL 45,000 45,000 200 200 1 16 1.15 PASSED 14.050  0.00  
WALL 45,000 45,000 241 241 1 16 1.01 PASSED 15.992  0.00  
WALL 45,000 45,000 255 255 1 16 1.13 PASSED 14.386  0.00  
WALL 45,000 45,000 300 300 1 16 1.21 PASSED 13.437  0.00  
WALL 45,000 45,000 450 450 1 16 1.12 PASSED 14.491  0.00  
WALL 45,000 45,000 471 471 1 16 0.93 PASSED 17.353  0.00  
          
WALL 45,000 45,000 150 150 1 32 0.76 PASSED 21.208  0.00  
WALL 45,000 45,000 187 187 1 32 0.81 PASSED 19.944  0.00  
WALL 45,000 45,000 241 241 1 32 0.71 PASSED 22.757  0.00  
WALL 45,000 45,000 255 255 1 32 0.77 PASSED 20.995  0.00  
WALL 45,000 45,000 471 471 1 32 0.66 PASSED 24.569  0.00  
 








2004年 12月現在登録されている PTRANSの値を図 6に示します。ノード数が大きいほど高
性能となるため、シングルノードの SX-7 の順位は低くなっています。トップは 252CPU 構成の
Cray X1であり、24 ノード(192CPU)構成の SX-6が、それに続きます。 
















































































































































































































































































ノード単体テストの RandomAccess のテーブルサイズ（rand の範囲）と更新領域サイズ（配列
Tableの大きさ）は、HPLのデータサイズ N と MPIのプロセス数から次の式で決められます。 
テーブルサイズ= HPL N＾2／MPIプロセス数 
    更新領域サイズ＝テーブルサイズ×4 
- メモリアクセス方法 
ノード単体テストでは、ノード内のメモリのランダムアクセス（インダイレクトアクセス）性能を評






























































































































































































































































































図 8 シングル環境の RandomAccessの結果 
 
また、図 9 は MPI による全ノードテストの結果です。全ノードテストは、ネットワーク全体の総
合性能が評価されるため、ノード（CPU）数の少ない SXは高い性能とはなっていません。 
 17














































































































































































































































































図 9 全ノードテストの RandomAccessの結果 
 




N^2／プロセス数／2／(struct fftw_complexのサイズ)  (SN_FFTE, EP_FFTE) 























































































































































































































































































図 10 シングル環境の SN_FFTEの結果 















































































































































































































































































図 11 全ノードテストの G_FFTEの結果 
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５．７ Communication bandwidth and latency 
- 転送スキーム 
バンド幅およびレイテンシの評価のスキームは Ping-Pong転送スキームと Ring転送スキーム
の 2 つあります。このうち、Ring 転送スキームはデータを MPI のランク順に転送する方法と、ラ
ンダムに転送する方法があります。この 2 つのスキームを使って、バンド幅テストでは 2M バイト
のデータを転送し、レイテンシーテストでは 8 バイトのデータを転送してデータ転送性能の評価



























Naturally ordered  （MPI_COMM_WORLDでのランクの並びでとなりに転送）
Randomly ordered （乱数を使って作ったランクの並びでとなりに転送）
Ring 転送スキーム
１ ２ n４３ …… 1へnへ
７ ４ xn２ …… 7へxへ  
 
 




Communication bandwidth and latency の内、2004年 12月現在登録されているレイテンシ 5
項目の内、Randomly ordered Ringのレイテンシの性能を図 13に示します。SX-7はノード内の
転送のため、比較的高性能の部類に属します。最速は、Cray XD1になっています。 













































































































































































































































































図 13 Randomly ordered Ringのレイテンシの性能 
 




12月現在登録されているバンド幅 5項目の内、Naturally Ordered Ringのバンド幅の結果を図
14に示します。SXはトップグループになっていることが分かります。 
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図 14 Naturally Ordered Ringのバンド幅の性能 
 
６．考察 






2)主要な HPC ユーザおよびベンダが参画している点をあげられます。具体的には、CRAY X1、
















るほど高順位であることを示しています。SX-7 の登録された結果（SMP 実行の方）で、SX-7 単
体は 32CPU構成であるため、HPLでは順序が 49位中 39位としながら、メモリバンド幅や、ネッ













































































います。” We are impressed with the continuing high performance of the SX family of 
processors. The SX-7 lives up to the expectations.” 
情報シナジーセンターの SXシステムは、8 ノード(240CPU)からなる総性能 2.1Tflop/sのシス
テムですが、24時間フル稼働の現在、常に 85％以上の CPU利用率（2003～2004年の実績で














（地球シミュレータ, CRAY-X1）とスカラ並列型スーパーコンピュータ（SGI Altix, IBM Power3/4）
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