Radiation damage presents a unique challenge for material simulations, with processes ranging from picoseconds to decades in time and nanometers to meters in length. Particularly, the understanding of many processes and fundamental mechanisms at the mesoscale are still lacking. In this paper, the self-evolving kinetic Monte Carlo (SEAKMC) method and its application to study mesoscale defect interaction is presented. SEAKMC is an offlattice atomistic kinetic Monte Carlo approach which conducts 'on-the-fly' saddle point searches (SPS) using selective active volumes. The main components of SEAKMC are examined with focus on the comparative benefits of this method. Future areas of improvement are outlined, including suggestions for general improvements to SPS methods by reducing redundant searching and making predictive initial guesses for point defect migration events. Previous applications of SEAKMC to radiation effects in materials are briefly reviewed. Some potential applications of SEAKMC are given, including discussion of dislocation bias, and the further study of interaction between dislocation loops and point defects, which provide useful insights to understand void swelling, radiation induced segregation, and other important radiation damage processes.
Introduction
Radiation effects in materials cover processes and phenomena with a wide range of time and length scales. For instance, neutrons passing through reactor materials create a series of displacement cascade events. These events occur on timescales as short as picoseconds [1] , initiating damages in materials by displacing atoms from their original lattice sites and creating point defects and defect clusters. In sufficiently energetic collisions, several subsequent dynamic collisions (sub-cascade) occur. Some of the surviving defects and defect clusters will then diffuse throughout the material, interacting with each other and other defects that are present in the materials, such as dislocations, dislocation loops, stacking fault tetrahedra, cavities, and grain boundaries, resulting in defect annihilation and accumulation. The defect interaction and evolution could last up to decades and dictates the changes in microstructure and degradation of material properties, such as void swelling [2] [3] [4] [5] [6] [7] , radiation-induced segregation [8] [9] [10] [11] [12] [13] , irradiation creep [7, [14] [15] [16] , radiation-induced hardening [17] [18] [19] [20] and embrittlement [21] [22] [23] [24] [25] [26] , and conductivity degradation [27] .
Many of these phenomena can be simulated and modelled using techniques with varying flexibility as to the size, time, properties, and processes that need to be investigated. These methods include density functional theory (DFT) [28] [29] [30] [31] [32] [33] , molecular dynamics (MD) [34] [35] [36] [37] [38] [39] [40] [41] [42] , kinetic Monte Carlo (KMC) [43] [44] [45] [46] , mean field rate theory (MFRT), and cluster dynamics [47, 48] . At electronic and atomistic scales, DFT is useful for determining many electronic structure features and ground state properties. However, DFT is only practical for systems up to a few thousand atoms, which limits its applicability for processes at larger scales. MD simulations use atomic vibrations to generate the dynamic evolution of a system of multi-millions of atoms based on integrating the classical equations of motion. As much of the displacement cascade is created in the first few picoseconds after a collision, there is a great deal of information about initial stages of radiation damage events that can be gained using MD. However, the time step over which integration is carried out must be restricted to femtoseconds, which in turn limits the temporal range of a simulation usually to nanoseconds.
To overcome limitations of MD to reach mesoscale in time, accelerated molecular dynamics (AMD) [43, [49] [50] [51] [52] and KMC are two widely used methods. In AMD, the simulated time acceleration is achieved using a variety of techniques. These techniques include modification of the energy landscape through hyperdynamics [49] and metadynamics [50] , which lower the energy cost to transition, although metadynamics may not preserve the complete saddle point landscape.
multiple path trajectories in the case of systems which have uncorrelated successive transitions [51] . By increasing the temperature of a simulation, temperature accelerated dynamics (TAD) [52] allows for more rapid transitions, then calculates the time required for a transition at a lower temperature using the gathered energy barriers. Comparatively in KMC simulations, the transitions and their associated waiting times are determined probabilistically based on the energetic barriers to transition. Most KMC methods can be sorted into two classes: object KMC (OKMC) [53] and atomistic KMC (AKMC) [45] . In OKMC, the energy values used for transitioning are typically given in advance. This method is computationally efficient but significantly reduces the accuracy of complex interactions between defects, particularly interstitial clusters, because of the potential for many distinct transitions. Historically, AKMC is used when a system can be considered as purely onlattice [45] . This is generally not an issue for vacancies, as the surrounding structure stays close to a lattice configuration when an atom is removed. However, for interstitials and complex interstitial clusters, the lattice distortion is large enough that a purely lattice based approach is inadequate. Additionally, these methods often require the compilation of all potential saddle point information before simulation begins, which can pose an undue burden, particularly for the study of complicated systems.
It is therefore desirable to have a KMC method which can handle the interaction of a variety of defect structures, while not restricted to an on-lattice configuration. To do this, the so-called 'on-the-fly' KMC approaches have been developed, including adaptive KMC [54, 55] , kinetic Activation Relaxation Technique (k-ART) [56] [57] [58] , autonomous basin climbing (ABC) [59] [60] [61] , and self-evolving atomistic kinetic Monte Carlo (SEAKMC) [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] . These methods differ from traditional OKMC and AKMC approaches as they generate saddle points along the way, 'on-the-fly', using actual atomistic configuration of the systems. The main difference between the methods is the way in which they search for saddle points. While kART uses the Lanczos [72] method, both adaptive KMC and SEAKMC initially use the Dimer method [73] . SEAKMC is differentiated from adaptive KMC through its use of active volumes (more details are given in [70] ), which allows SEAKMC to handle a much larger system size and more complicated defects. Comparisons of the relative efficiencies of some of these methods can be found in [63, 66] . The benefits of selective active volumes make SEAKMC particularly well suited to study radiation effects in materials. However, the system size that can be simulated using on-the-fly KMC methods is still considerably smaller than that in MD, e.g. MD is currently capable of simulating systems containing up to billions of atoms. In addition, for situations where very small energy barriers are dominant, KMC methods including SEAKMC are also limited in the accessible time scales.
Compared with atomistic understanding of defect production using MD or macroscopic defect evolution using MFRT, there is a significant gap in our mesoscale understanding of the fundamental processes and mechanisms associated with radiation effects, especially at meso-timescale. For instance, the dislocation bias factor, which depends on the interactions between a dislocation and point defects over long periods of time, is severely overestimated compared with values deduced from experimental data, resulting in an irradiation-induced swelling rate that is an order of magnitude larger than experimental measurements [5, 6] . This discrepancy has existed for decades and the underlying cause remains elusive, indicating our understanding of the interaction between a dislocation and point defects is still not sufficient. One of the technical challenges is that the dislocation-point-defect interaction (DPDI) processes are rather difficult to capture; they are too fast for experimental techniques, such as transmission electron microscope (TEM), and too slow for conventional atomistic approaches, e.g. MD [35] [36] [37] [38] [39] [40] [41] [42] . Nevertheless, an understanding of DPDI, especially at mesoscale, is essential to predictively model materials' behaviors over their lifetimes and to design strategies to improve the irradiation resistance.
In this paper, we focus on the perspective of mesoscale simulations of radiation effects in materials using SEAKMC. Particularly, workflow of SEAKMC is reviewed, with discussion on the purpose and implementation of many key components. Discussion is given on potential opportunities for improvement to the SEAKMC to run simulations of larger and more complex systems. Finally, examples of SEAKMC applications are briefly discussed, with focus on problems which SEAKMC might be able to address in future works.
Self-Evolving atomistic kinetic Monte Carlo (SEAKMC)

SEAKMC overview
The basic structure of SEAKMC is shown in the flowchart in Fig. 1 . First an atomistic input structure is generated, which SEAKMC reads in and uses to detect any defects. Then, around each defect an active volume is identified in which atoms will be allowed to move during saddle point searches (SPS). Within each active volume, SPS are carried out to determine potential migration pathways and other transition states. Using this list of saddle points, the KMC step is used to carry out the dynamic processes and determine an increase in time, followed by a relaxation to move atoms to another potential energy local minimum. After sufficient repetition, a stop criterion is reached and the simulation is concluded.
Initial system configuration
The input structure for SEAKMC consists of a list of n atoms, with corresponding coordinates for each atom. The atoms' positions are relaxed using an interatomic potential. Different potentials may be able to accurately capture some, but not all material properties, so the potential used should be selected to meet the simulation's needs. Properties such as crystal structure, lattice constants, elastic constants, stacking fault energy, and defect formation and migration energy barriers can be adequately represented by a given potential. For radiation damage simulations, the defect properties are usually emphasized [74] .
We consider the relaxed configuration state to be a vector ∊ x 0 , with system energy
for ε sufficiently small and all ∊ y . The energy of our system is increased by any incremental change to x 0 . In other words, a slight deviation of any combination of positions of atoms will result in an increase in the potential energy of our system. However, this is not the same as deviation of any combination of atoms resulting in an increase in the potential energy. The key point here is that while the system is in a potential energy local minimum, it is possible that through a large enough rearrangement, our system will find an even lower minimum. The potential configuration space is proliferated with local minima, and we seek out saddle point configurations which serve as a pathway between two nearby minima.
Depending on the phenomena or process being investigated, it is important to consider the treatment of the simulation box boundaries. For many structures, it is desirable to impose a periodic boundary condition (PBC) in each direction. To avoid self-interaction effects, it is necessary to choose a simulation box sufficiently large so that defect structures contained within can be accurately described. As an example, consider a dislocation loop in bcc Fe, a simulation box should be large enough in each direction so that the stress field emanating up from the loop is not significantly different from the bulk near the boundaries. In Fig. 2 , the strain is shown for an example such as this, where only strain which is greater than 0.0002 in magnitude is shown. By choosing a sufficiently large simulation box that stress field effects match the bulk values near the perimeter, we ensure that there is no significant defect self-interaction. However, care must be taken to use a simulation box which is no larger than necessary, as relaxation time is directly tied to system size.
Active volume selection
One of the defining features of SEAKMC is the use of selective active volumes. An active volume is a region of interests, e.g. surrounding a defect or defect cluster, where within that region free movement of atoms is allowed during SPS. In comparison, each atom's position outside this region is held fixed during SPS. The basis for the use of active volumes is that the influence of a defect or defect cluster has a small or modest range within the material. Then outside this range, there should be little influence on other atoms from the defect. While too severe a restriction may lead to errors, the energy barrier obtained will approach the appropriate value as the radius of the active volume increases. The SEAKMC code will automatically determine a radius for active volume in many cases which is determined by the type of detected defect. A schematic of active volume selection for a vacancy, a dumbbell, and an interstitial cluster is included in Fig. 3 . It is found that the probability of finding a meaningful saddle point may drop significantly without using the active volume and the SPS efficiency is rather low, as the energy increase during the SPS using Dimer method is associated with the number of atoms [70] .
When determining the size of an active volume, there is a tradeoff between the accuracy of our energy barriers and the computational cost of carrying out the SPS. As the dimension of our system increases, the number of associated saddle points increases exponentially [46] . By using the active volumes, we limit the degrees of freedom during SPS and effectively reduce the number of available saddle points. The saddle points which are eliminated are ones in which atoms outside the active volume move, which generally indicates very rare events for sufficiently large active volumes, e.g. ∼ 20 Å. Strictly speaking, these rare events are not impossible, but are highly unlikely, and considering the high number of SPS's that must be carried out to find such transitions, it is unlikely that a typical search would locate these configurations with any regularity. Practically, to accurately include all such behavior requires more computational power or software efficiency than is currently feasible. By reducing the number of atoms of the force calculations in a SPS, the efficiency of SPS can be increased by many orders of magnitude and the time needed to find a given set of likely saddle points is greatly reduced.
The associated migration energy barriers may be inaccurate for insufficiently large active volumes. To address this, a multi-step procedure was developed to achieve both computational accuracy and efficiency for SPS. First a small active volume is selected which will generate relevant saddle points. Then the size of the active volume is gradually increased, where more atoms are subsequently allowed to move, guided in the direction of previously found saddle points, until SPS is carried out in a sufficiently large region. The successive active volumes are shown schematically in the left of Fig. 4 . For each set of saddle point configuration data, the radius of the active volume is expanded to include more atoms to achieve convergence of the transition state energy. An example of this convergence test is shown for two transition events on the right of Fig. 4 . In this case, a radius of 5.6 lattice constants would be chosen to ensure sufficient barrier convergence. At each successive iteration, the atoms that are freed up to relax into a saddle point configuration have less stress field interference, and therefore on average move less than the atoms which have already been allowed to move. This results in later iterations quickly converging to an accurate saddle point configuration.
Saddle point search
Starting from a configuration which is a local minimum of potential energy, the next step is to pursue a list of paths which lead to first order saddle points. These saddle points will be configurations x 1 such that for sufficiently small ε and some direction
1 and for all
. In other words, we seek saddle points such that our system energy is minimized for movement in all but one direction, and maximized in that direction. The difficulty in finding these saddle point configurations is primarily due to the high number of degrees of freedom associated with the configuration space of the investigated systems. Using these saddle points, we can determine the energy cost (transition state energy) for a change in configuration space which leads to another local minimum.
Saddle points are originally obtained in SEAKMC using the Dimer method [73] . The Dimer method is part of a class of minimum mode saddle point searching methods. Others include the Lanczos method [72] and partitioned rational function optimizer [75] . Using the Dimer method, an initial random displacement is made, after which the system is moved into a saddle point configuration by essentially following the minimum mode. This is accomplished without direct calculation of the Hessian matrix to reduce computational costs, especially for large systems. More information about these methods can be found in Ref. [54, 73, 76] . A key feature of the Dimer method comes from its ability to find saddle point configurations without prior knowledge of the minima into which the system transitions. This is contrasted to methods which allow for calculating a saddle point configuration which connects the initial state to a known final state, such as the nudged elastic band (NEB) method [77] . Before searching, there is no current method to determine how many saddle points we should expect to find, what the energy barrier associated with potential saddle points will be, or where the saddle points will be in configuration space. From a single energy minimum, there could be hundreds of saddle points which are locally connected. A simplified illustration of the issue is shown in Fig. 5 . We consider the x and y coordinates to be degrees of freedom, while the z coordinate represents the associated potential energy. Imagine this image represents a valley located in the center of eight mountain peaks. In the valley is a town which wishes to relocate to a nearby valley. To save energy, they will move through the lowest neighboring pass. The number of peaks and passes are obscured to the town by trees. Several explorers are sent to find all passes around the town. Each explorer sets out in a random direction independently until they have climbed a sufficient distance along a neighboring mountain. Then by effective use of the mountain's slope each explorer finds a pass. The explorers write down coordinates and altitude for each pass and make their way back to the town. Upon comparing coordinates, the town determines that there are four passes. Several new explorers are sent out and two additional passes are found. Each time an explorer sets out in a random direction, it is very likely that they find one of the existing six passes. Suppose the two passes at the front of Fig. 5 are not found. Then the lowest barrier cannot be chosen, despite several search attempts. The town is faced with a dilemma, to keep sending explorers with the hope that there is a better option, or to go with the lowest found pass. This story is similar in many ways to the process and challenges faced by SPS in on-the-fly KMC and SEAKMC. This uncertainty introduces error in the simulated time, as saddle points which contain low transition state energies, which are therefore high probability transitions, are not necessarily always found with a relatively thorough search. For example, with a dumbbell in bcc Fe, after 10 5 searches, new saddle points were still being located, even with a relatively small active volume of 3.2 unit cells. Considering the simplicity of a single dumbbell, the increase in complexity for clusters of interstitials means that both the number of saddle points and the time spent searching will increase accordingly. This represents a challenge to finding a complete saddle point catalogue, even using the efficiency gains from incorporating active volumes. A convergence criteria is proposed based on the changes in the total simulated time, which serves as an indicator of the efficiency for additional SPS [62] .
Kinetic Monte Carlo
Kinetic Monte Carlo is a stochastic approach to simulate the evolution of an atomistic system using random number generation. Used as early as 1966 by Beeler [78] to study annealing after a displacement cascade, KMC has been developed over the past 50 years to simulate a diverse array of phenomena at a relatively low computational cost. The heart of KMC is a coupled stochastic process, based in the rich theory of Markov processes [79, 80] . A random process is said to be a Markov process if it is memoryless. In other words, the future behavior of a system is exclusively determined by the current state. The sequence of all previous states is equivalent to any series of states which could have led to the current conditions. KMC splits the rare event transition into two categories: (i) the change in configuration, which is discrete in time and space, and (ii) the change in time associated with the transition, which is continuous in time and discrete in space [46] .
The first step in KMC treating each configuration as a discrete state is to determine which saddle point to choose. Linked to each state are several other configurations, which the system might transition into. Each saddle point configuration is a transient state which our system may temporarily transition to, and the likelihood that transition is determined using the obtained transition state energy E. The probability of transitioning to a given saddle point,
where k b is the Boltzmann constant and T is the temperature of the system. The second step contained within the KMC algorithm determines the time spent waiting for a transition to occur. This is the key to the mesoscale nature of KMC, the ability to simulate rare phenomena over long time scales. Time is advanced using the residence time-algorithm [81] , where the time spend waiting for the transition to occur is given by (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) Fig. 5 . Saddle point search representation for 2D configuration space. The x and y axes represent degrees of freedom in configuration space, with z representing the potential energy. The center of the graph is a local minimum, which is surrounded by eight saddle points.
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where ξ is chosen randomly from a uniform distribution on (0,1), and ν is the attempt frequency, which is calculated using the formula of Vineyard [82] . In many cases, a constant prefactor is used to reduce computational costs. However, the prefactor may need to be calculated in each active volume for more accurate results. The residence time algorithm is employed in SEAKMC. Consider the simple problem of Cr vacancy diffusion at low temperatures. Using the standard equation for diffusivity, at 375 K, it takes a single vacancy approximately 11 days to migrate 150 nm. Using KMC, we can quickly generate the time taken for each transition to occur, and simulation time is now dependent on finding the saddle points necessary to make the transitions. This allows KMC to handle simulation of rare events in a way that is impossible for MD simulations. This also ties the timescale of KMC simulations directly to the temperature of a system and the energy barriers which separate minima. In the cases of low energy barriers and high temperatures, transitions happen with greater frequency. Then the length of time simulated in KMC is determined in part by the temperature of the system, and by the lowest energy barriers through which the system passes. In the case of many low energy barriers, the timescale of KMC simulations is heavily restricted. A method by Puchala et al. [83] has been developed to help to alleviate this problem. They consider several states which are connected by low energy barriers as being an effective energy barrier, and treat them as transient states, where the absorbing states sit outside the energy basin. Based on this treatment, a method is then developed to merge low energy states, preventing the system from spending an exorbitant amount of time between successive low energy states.
In the study of Markov processes, it is often important to consider recurrent and transient classes of states. A recurrent class of states is a collection of states, which once the Markov process has entered any state within the class, it will never enter a state which is not in the class. A transient class is a collection of states from which a Markov process could leave and not return to any of the states within the class. Any Markov process with a finite number of states has at least one recurrent class, although it might be the class including all states. The simulation of defects migrating and eventually being absorbed by a defect sink can then be thought of as a problem of waiting for a Markov process to enter a recurrent class. Consider a dumbbell migrating in the presence of a dislocation. Once the dumbbell has migrated sufficiently close to the dislocation, it will be absorbed. Then states where the dislocation contains an additional atom from the dumbbell would be part of the recurrent class. In the case of interaction between defects and sinks, we may use KMC methods to investigate not only which classes are recurrent, but also what is the probability that a given recurrence class is reached, and how long it takes to reach that state. In a model system, this would correspond to studying the probability that a point defect is absorbed by some sink and the lifetime of a defect. In radiation damage simulations, we are often concerned with the concentrations of defects and defect clusters after a given time. By understanding recurrent classes, we can compare the rates at which defects are absorbed by sinks.
Challenges and opportunities for SEAKMC
One area for potential development in SEAKMC is SPS, which is the most time-consuming step. Since the complete catalogue of saddle points is not known in advance, it would be advantageous to find a way to estimate a list that might be incomplete but contains the most important or relevant saddle points. One feature that can be utilized is the symmetry of the lattice structure and/or the defects. For simple unit cells, and defects which have a high degree of symmetry, finding one saddle point may give clues about the location of other saddle points. Then this information could be used in the initial random guess of SPS. Fig. 6 shows some of the saddle point configurations for a [1 1 0] dumbbell in bcc Fe. Here the black spheres represent the atoms in our initial configuration, and the other spheres represent the position of a single atom from the dumbbell which has migrated to its saddle point location. Each color separates saddle points by their migration path symmetry. Here collinear denotes the first nearest neighbors which share a plane containing the dumbbell atoms. Perpendicular denotes first nearest neighbors which do not share a plane with the dumbbell atoms. For each neighbor, there are two separate transition pathways assoicated with the rotation of the dumbbell. For the rotation saddle points, the dumbbell does not migrate to a nearest neighbor, but instead changes orientation within the 〈1 1 0〉 family or rotates into a 〈1 1 1〉 crowdion configuration. Discovery of a new saddle point could then lead to several others using the symmetry information obtained in collections.
The following has been implemented manually, whereby initial guesses are chosen to target anticipated saddle point configurations. First a single dumbbell is created in a bulk bcc Fe structure. Using the smallest active volume possible (3.2 unit cells) 800,000 saddle point searches were performed. Each time a new saddle point configuration was found, the relative coordinates of each atom in the active volume were stored, with the center of the dumbbell treated as the origin. Next a displacement vector was stored, which tracked the difference between the original atoms, and the atoms after the system had reached its saddle point. Using this method 64 unique saddle point configurations were located, with the last unique saddle point found near the end of the search. Then in a system containing a 2 nm [0 0 1] dislocation loop, each atom site was chosen to carry out a saddle point search. Instead of a random initial guess, we make a relatively deterministic guess which is based on the displacement vector stored in the bulk searchers. An active volume size is chosen which is at least as large as our initial guess, where the atomic positions from the bulk system are paired with atoms from the new system. Then we move each of these atoms by 80% of the displacement based on the saddle points in the bulk systems (which resulted in the location of the desired saddle points). In almost every case, this method converges to the desired saddle point, and with a significant speedup in individual search time. To achieve this degree of saddle point saturation would be impractical using random initial displacements, as this reduces the computation time required by several orders of magnitude. In previous searches, it took 5000 SPS and two days of computation time to locate the 16 saddle points, although in many cases this was not enough. Using the method outlined above, 64 saddle points can be located at each position using 64 searches in about five minutes. This has been effective almost every time for a search carried out more than 3 unit cells away from the dislocation loop (more details are given in Section 4.2).
SEAKMC currently uses the Dimer method or activation-relaxation technique to carry out SPS. As mentioned previously, these algorithms launch random un-correlated SPS independently. To improve the efficiency and fidelity of saddle point searches, new correlated saddle point search algorithms will be very useful. In these, concurrently running searches should pass information about the configuration space as they search for saddle points. The searches might be cancelled or redirected if they are converging on the same saddle point. When SPS are running in parallel, periodically the configuration vectors of each search can be compared by taking the norm of their difference. For two vectors whose difference norm is sufficiently small, we may then judge that these searches are converging to the same saddle point. Similarly, each search can be compared against previously located saddle points. If a search is determined to be too close to an already located saddle point, then it can be redirected or restarted. This saves time in searching by removing redundant saddle point identification.
Improvement to SPS could also come in the form of initial guesses which land closer to saddle points or guesses which avoid converging onto the same saddle point. To achieve these methods, the use of machine learning methods may be beneficial. Machine learning [84] is being considered as a powerful tool to increase saddle point sampling efficiency. Using the geometry of the material and defect clusters contained within, patterns may emerge as to how saddle points fill the [180] [181] [182] [183] [184] [185] [186] [187] [188] [189] energy landscape. While these patterns may not be clear, or general enough to investigate by hand, during the millions of SPS which are carried out in a simulation, the aggregate data may be useful for machine learning methods. Pattern recognition may lead to an initial guess which is very close to the true saddle point configuration. Each previously located saddle point could be the basis for a future guess once a defect has migrated to a different location within the system. By scoring the success of these initial guesses, the code might then learn what sorts of initial displacements are desirable, or which lead to the redundant configurations. Then through keeping track of where displacements have already been made, it is possible to locate areas within the configuration landscape which remain untouched by our index of guesses. Instead of blindly searching, every time a saddle point is found for a given active volume, this data can be used as a starting point for similar initial active volumes. From here, it is possible to determine what conditions are necessary to make an educated initial guess given the surrounding geometry and defect structure.
Applications
Defect recombination radii and cascade annealing together with MD
One of the most fundamental interaction mechanisms of interest in radiation damage is the recombination of defects. After a cascade damage event, several Frenkel pairs may be formed in the first few picoseconds. Many of these will recombine over a longer period, which can be simulated using OKMC. However, one of the critical parameters, the radius within which a Frenkel pair will spontaneously recombine, is not generally known. Several attempts have been made to determine this parameter through experimental and computational methods, with varying results. SEAKMC has been used by Nakashima et al. [85] to simulate both the recombination radius and the path which is traversed in a recombination event. In bcc Fe, it was found that spontaneous recombination would occur at 2nd,3rd,4th,7th, and 10th nearest neighbor sites, with more than 80% of recombination's occurring from 7th and 10th nearest neighbor sites. A formula was then derived for the capture radius of a dumbbell in the presence of a vacancy cluster, as a function of cluster size. The capture radius can then be used as an input parameter in OKMC simulations and for MFRT calculations.
Generally, the interaction radii between defects and defects clusters depends on many parameters and may be difficult to obtain. The size, geometry, and composition of a cluster changes the interaction energy function. However, these are not necessary to predetermine if SEAKMC is used. For example, SEAKMC has been paired with MD to study cascade annealing in comparison with OKMC [70] . A PKA event was simulated first using MD. Following the PKA event, a damage cascade leaves a system with many defects. This structure is then used as input for SEAKMC simulations of defect recombination and evolution. Comparing the results of OKMC and SEAKMC, OKMC simulations were found to estimate a greater quantity of surviving interstitials and interstitial clusters compared to SEAKMC. The difference comes from the treatment of defect-defect interaction. OKMC generally uses assumed interaction energy and interaction radii between defects, and therefore likely loses fidelity when considering situations with complex defect interactions. As barriers are calculated on-the-fly in SEAKMC, using information from all defects in the system, it is expected that more accurate defect interaction results have been achieved. In future studies, this can be repeated sequentially by creating a cascade in MD, using the output as an input structure in SEAKMC for annealing, and then taking this output back into MD for further cascades. This allows for mesoscale simulation of cascade damage including the dose rate effects.
Point defect interaction with dislocation loops and Loop-Loop interactions
Dislocation loops are critical defects in many metals and alloys exposed to radiation damage. The interaction of dislocation loops with defects, other loops, and general defect sinks, along with their initial evolution, can be difficult to model. For example, one of the 〈1 0 0〉 dislocation loop formation mechanisms in bcc Fe was observed using SEAKMC [62] . Instead of the conventional understanding of dislocation interaction, it was found that 〈1 0 0〉 loops can be formed at the merger of two 1/2 〈1 1 1〉 dislocation loops. Previously, using MD calculations, 1/2 〈1 1 1〉 loop formations were frequently observed while 〈1 0 0〉 formations were not seen. This is partially because the formation of 〈1 0 0〉 loops occurs at longer timescales at room temperatures and the relatively stability of ½ 〈1 1 1〉 and 〈1 0 0〉 depends on the simulations temperatures. In another study [69] , loop formations were also studied in FeCr alloys. Here it was found that while the loop formation mechanism was similar in FeCr as to in Fe, the distribution of chromium influences the outcome of the formation, with a preference for 1/2 〈1 1 1〉 dislocation loops.
In addition, the interaction between point defects and dislocation loops are studied using SEAKMC. For instance, the saddle point energy variations in the presence of a 2 nm [0 0 1] dislocation loop are established. Both vacancy and dumbbell defects are considered, with six dumbbell orientations from the 〈1 1 0〉 family. For the vacancy case, eight saddle points are considered, with each corresponding to a transition to a nearest neighbor site. For the dumbbell case, 64 saddle points are considered. For each of these saddle points, and transition state energy map is created. Migration energy results are calculated for a cylinder 24 unit cells in height and 12 unit cells in radius. The divergence from bulk energy values is then considered for each energy direction. An example of this is given below in Fig. 7 for a [ 1 10 ] oriented dumbbell migrating to its nearest neighbor in the [ 1 1 1 ] direction. The atoms which have energy barriers within 0.005 eV of the bulk value are excluded from this image to illustrate the change in energy near the loop.
Point defect interaction with dislocations
The classical understanding of defect interaction with dislocations is based on elasticity theory. In this, the material is treated as a continuum with no consideration of atomistic details. Defects are then studied in terms of concentration per unit area and flux across boundaries. The interaction of defects and sinks described by differential equations, which model drift-diffusion processes. This framework provides many advantages and disadvantages. In the case where the interaction energy term is well described, such as defect-dislocation interaction, given by
where A is a constant which depends on material properties and r and θ are the radius and angle at which the energy is being evaluated. There is potential for a solution which is easy to represent analytically, or for numerical solvers which employ finite element methods [86] . These solutions are valid at long distances, and are not restricted by the time scale of interest. For many applications, this makes elasticity theory an effective approach to modeling radiation damage. The simplifying assumptions of elasticity theory can be problematic for several reasons however. It mostly neglects the impact of atomic scale interactions, the dislocation core effects, and the dynamical nature of defect dislocation interaction, and relies on the simplification inherent in the interaction energy term. Further, this interaction energy term may not be well described for general defect cluster geometries, and so a general solution for all geometries and other sinks may not exist.
One specific example of a problem caused by the current understanding of defect-dislocation interaction using elasticity theory is the concept of dislocation bias. Dislocation bias is a parameter which is used in MFRT to account for the preferential absorption of interstitials over vacancies by dislocations. Bias is traditionally calculated by considering the ratio of interstitial and vacancy capture efficiencies, where capture efficiency is defined as the ratio of total defect flux to the dislocation with and without the interaction energy drift term [6] . The bias factor which is calculated in this way is known to significantly overestimate the dislocation bias, which leads to an overestimation of void swelling [5, 6] .
The interaction energy term used has been described using an atomistic approach as well [42] . For instance, Chang et al. [87] to simulate bias factors using atomistic description of binding energy. Particularly, this is based on the strain field generated by the presence of a dislocation, using the interatomic potentials, and gives an alternate approach to the problem. Using both the analytical and atomistic energies, bias factors were calculated by solving the MFRT drift-diffusion equations using the finite element method. The bias factors obtained from the atomistic binding energy were greater than those using the analytic interaction energy. However, bias factors obtained through either method still disagree with experimental estimations of bias.
The interaction between point defects and dislocations has so far been studied primarily using elasticity theory because of the extended time scales and size requirements for simulations. The time needed for vacancy migration exceeds the practical limitations of MD simulations. The time scale for vacancy migration over a few nanometers is within range for SEAKMC and makes it a proper tool to examine the dislocation bias problems. Determining bias factor using KMC is a complementary way of calculating it based on the rate theory method; in both approaches defects interacting with a single dislocation are employed. The simulated interaction is a simplification of the scenarios in irritated materials containing complex dislocation configurations but is a useful tool in quantifying dislocation bias. For the case of KMC methods, there is not a well-established definition. However, it is possible to define the bias in KMC by considering the lifetime of a defect. By creating a defect at each position, the time to absorption can be calculated including the energy barriers in the presence of a sink, and then with the bulk energy barriers. Then the ratio of time to absorption can be calculated. In this way, we can formulate an alternative description of capture efficiency, which is equivalent to the method based on the ratio of defect fluxes with and without interaction energy.
In addition, dislocation loops could be the dominant microstructural feature, depending on the dose, serving as sinks for point defects. Unlike line dislocations, dislocation loops do not have generally welldefined interaction energy functions. This has made defining a bias factor for dislocation loops rather challenging based on MFRT methods. Using the lifetime approach mentioned above, the bias factor of dislocation loops can be obtained. The system size required to contain dislocation loops ranging from 1 nm to 5 nm in diameter can be on the order of 10 6 atoms. Because of SEAKMC's use of active volumes, it is highly efficient to calculate the needed transition state energy to simulate this defect-sink interaction in this case.
Summary and outlook
Radiation damage modeling presents challenges because of the range of time and space scales over which its constituent phenomena occur. To accurately capture the material behavior requires simulations which cover large systems filled with complex defect structures. These processes are often dependent on dynamics and migration events which happen on timescales which fall within the scope of KMC. Unlike many other KMC methods, SEAKMC can perform efficient saddle point sampling for very large systems. The use of active volumes, coupled with the time scale advantages of KMC methods make SEAKMC a powerful tool for mesoscale simulation of defect interaction and defect dynamics in materials.
The basic components of SEAKMC are reviewed in this paper, with insight into the underlying constituent processes. An overview of potential developments for SEAKMC are given. While SEAKMC is an effective tool for mesoscale simulations, these capabilities could be greatly expanded through addressing a few key aspects of how SPS are carried out. The challenges facing SEAKMC are often greater challenges for general KMC methods, as efficient SPS is often a principle component of the computational cost of on-the-fly KMC simulations. By addressing these concerns, there is potential for dramatic gains in the efficiency and completeness of building the saddle point catalogue.
Potential applications of using SEAKMC to study point defect interaction with dislocations and dislocation loops are presented. The conventional description of point defect interaction with dislocations exist for decades and clearly require additional understanding to address the discrepancy between theoretical calculations and experimental estimations. Despite the prevalence of dislocation loops in radiation environments and their contribution to material degradation, dislocation loops can be difficult to study using many classical methods. We outline the framework to address these questions using SEAKMC because of the efficiency it can provide for large systems and time scales which capture relevant dynamics, which would be also applicable to study defect interactions with grain boundaries, surfaces, and interfaces.
