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We determine the fraction of events with double parton (DP) scattering in a single pp¯ collision at√
s = 1.96 TeV in samples of γ + 3 jet and γ + b/c jet + 2 jet events collected with the D0 detector
and corresponding to an integrated luminosity of about 8.7 fb−1. The DP fractions and effective
cross sections (σeff) are measured for both event samples using the same kinematic selections. The
measured DP fractions range from 0.21 to 0.17, with effective cross sections in the γ + 3 jet and
γ + b/c jet + 2 jet samples of σincleff = 12.7± 0.2 (stat)± 1.3 (syst) mb and σHFeff = 14.6± 0.6 (stat)±
3.2 (syst) mb, respectively.
PACS numbers: 14.20Dh, 13.85.Qk, 12.38.Qk
I. INTRODUCTION
The study of deep inelastic hadron-hadron collisions
is one of the main sources of knowledge about hadronic
structure. We describe such a collision as the process in
which a single parton (quark or gluon) from one nucleon
undergoes a hard scattering off a single parton from the
other nucleon. The other “spectator” partons, which do
not take part in this hard 2 → 2 parton collision, con-
tribute to the so-called “underlying event.” However,
the probability of other partons in each nucleon to also
undergo a hard scattering is not zero. The rate of multi-
ple parton interactions (MPI) in pp¯ collisions is directly
related to the transverse spatial distribution of partons
within the proton, and has been the subject of extensive
theoretical studies (see e.g., [1–10]).
Relevant measurements have been performed by the
AFS [11], UA2 [12], CDF [13, 14], D0 [15, 16], AT-
LAS [17], and CMS [18] collaborations. The first three
measurements are based on samples of events having a
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4-jet final state, while the CDF and D0 measurements
in Refs. [14–16] use γ + 3 jet events produced by double
parton (DP) scattering with γ+jet and dijet final states.
The γ+jet production originates mainly via quark-gluon
scattering in a Compton-like process, qg → qγ, and an
annihilation process, qq¯ → gγ. As was shown experi-
mentally in Refs. [13–16] and theoretically described in
Ref. [19], the use of γ + 3 jet events leads to a greater
sensitivity to the DP fraction as compared to 4-jet events
mainly because of the better energy and angular resolu-
tions for photon as compared with jets.
The total DP cross section σDP for the events caused
by two parton scatterings with γ + jet and dijet final
states is defined as [15]
σDP =
σγjσjj
σeff
. (1)
Here, σγj (σjj) is the total γ + jet (dijet) production
cross section. The parameter σeff in Eq. 1 is related to
the distance in the transverse plane between partons in
the nucleon [2, 3, 5, 11–15]:
σeff =
[∫
(F (β))2d2β
]
−1
, (2)
where F (β) =
∫
ρ(r)ρ(r − β)d2r is the overlap func-
tion between the parton spatial distributions ρ(r) in the
nucleons colliding with impact parameter β (for exam-
ple, see [5–7]). Here r is a distance from the center
of the nucleon in transverse plane. The overlap func-
tion is normalized to unity,
∫
F (β)d2β = 1. In case
of a Gaussian spatial density ρ(r), the overlap function
F (β) = (4πa2)−1 exp(−β2/2a2), and thus σeff = 8πa2,
4where a is the Gaussian width [7, 15]. The overlap func-
tion characterizes the transverse area occupied by the
interacting partons. The larger the overlap (i.e., smaller
β), the more probable it is to have one or more hard
parton interactions in the colliding nucleons.
Table I summarizes the currently available measure-
ments of the value of σeff . Within uncertainties, existing
measurements of σeff for final states with jets and pho-
tons or W bosons are consistent. They are more precise
than those with 4-jet final state. The dependence of σeff
on
√
s is expected to be small [5].
In this paper we present the first measurement of
the DP rates and σeff involving heavy flavor leading
jet using the γ + b/c jet + 2 jet final state and compare
this measurement to the results obtained with γ + 3 jet
events. The γ + b/c-jet production is mainly caused
by b(c)g → b(c)γ and qq¯ → gγ with g → QQ¯, where
Q = b(c) [20]. Figure 1 shows the fractions of gq and
gb subprocesses in events with γ + jet and γ + b-jet final
states, calculated using default pythia 6.4 [21] settings
and the cteq 6.1L parton distribution function [22]. At
pγT ≈ 30 GeV, Compton-like scattering dominates over
the annihilation process, contributing about 85%–88% of
events. Since the initial quarks in the Compton-like scat-
tering for inclusive γ+ jet and γ+ b/c-jet production are
typically light (≈ 92%, according to the estimates done
with pythia) and b/c quarks, respectively, the differ-
ence between effective cross sections measured in the two
processes should be sensitive to difference between light
quark and heavy quark transverse spatial distributions
(see Eq. 2).
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FIG. 1: (color online) Fractional contribution of the
Compton-like qg → qγ (q is any quark type) and bg → bγ
subprocesses to the associated production of inclusive γ + jet
and γ + b-jet final states as a function of pγT .
The outline of the paper is as follows. Section II briefly
describes the technique for extracting the effective cross
section σeff . Section III includes the description of the D0
detector and the data and Monte Carlo simulation (MC)
samples used in the measurement. Section IV presents
signal and background models. Section V describes the
discriminating variable used to determine the DP frac-
tions. The DP fractions are estimated in Section VI.
Section VII describes the determination of other param-
eters needed to calculate σeff . In Section VIII, we cal-
culate the effective cross section σeff for γ + 3 jet and
γ + b/c jet + 2 jet events, and discuss the effects related
to parton distribution functions (PDF) in Section IX.
The results are summarized in Section X.
II. TECHNIQUE FOR EXTRACTING σeff FROM
DATA
To extract σeff , we use the same technique as in ear-
lier measurements [14, 15], which requires only quantities
determined from data, minimizing the impact of theoret-
ical assumptions. We avoid using theoretical predictions
of the γ + jet and dijet cross sections by comparing the
number of γ+3 jet events produced in DP interactions in
single pp¯ collisions to the number of γ+3 jet events pro-
duced in two distinct hard parton interactions occurring
in two separate pp¯ collisions in the same beam cross-
ing. The latter class of events is referred to as double
interaction (DI) events. Assuming uncorrelated parton
scatterings in the DP process [1–5], DP and DI events
should be kinematically identical, and only differ by the
presence of one (two) pp¯ collision vertex in the case of DP
(DI) events. This assumption has been tested in Ref. [15]
and is discussed further in Section VIII. Both DP and
DI interactions provide a source of events with two in-
stances of parton scattering. It is necessary to measure
both DP and DI rates to extract σeff . Background pro-
cesses include single hard interactions producing similar
final states with or without the presence of additional
soft pp¯ interactions.
As was shown in Ref. [15], the number of DI events
with the final topology of interest, NDI, can be ob-
tained from the probability for a DI event, PDI =
2(σγj/σhard)(σ
jj/σhard), in a pp¯ beam crossing with two
hard collisions. Here σhard is the total hard pp¯ interaction
cross section. This probability should be corrected for the
combination of the acceptance (geometric and kinematic)
and selection efficiency (ǫDI), the two-vertex event selec-
tion efficiency (ε2vtx), and the number of beam crossings
with two hard collisions (N2coll):
NDI = PDIN2collǫDIε2vtx. (3)
Analogously to NDI, the number of DP events, NDP,
can be expressed from the probability for a DP event,
PDP = (σ
γj/σhard)(σ
jj/σeff), in a pp¯ beam crossing with
one hard collision. Similarly to the DI events, this prob-
ability is corrected for the combination of the acceptance
(geometric and kinematic) and selection efficiency (ǫDP),
the single-vertex event selection efficiency (ε1vtx), and
5TABLE I: Summary of the results, experimental parameters, and event selection criteria for the double parton analyses
performed by the AFS, UA2, CDF, D0, ATLAS, and CMS Collaborations (no uncertainties are available for the AFS result).
√
s (GeV) final state pcutT (GeV) η range σeff
AFS [11] 63 4 jets pjetT > 4 |ηjet| < 1 ≈ 5 mb
UA2 [12] 630 4 jets pjetT > 15 |ηjet| < 2 > 8.3 mb (95% C.L.)
CDF [13] 1800 4 jets pjetT > 25 |ηjet| < 3.5 12.1+10.7−5.4 mb
CDF [14] 1800 γ + 3 jets pjetT > 6 |ηjet| < 3.5 14.5 ± 1.7 (stat) +1.7−2.3 (syst) mb
pγT > 16 |ηγ | < 0.9
D0 [15] 1960 γ + 3 jets 60 < pγT < 80 |ηγ | < 1.0 16.4 ± 0.3 (stat)± 2.3 (syst) mb
pjetT > 15 1.5 < |ηγ | < 2.5
ATLAS [17] 7000 W + 2 jets pjetT > 20 |ηjet| < 2.8 15± 3 (stat) +5−3 (syst) mb
CMS [18] 7000 W + 2 jets pjetT > 20 |ηjet| < 2.0 20.7 ± 0.8 (stat)± 6.6 (syst) mb
the number of beam crossings with one hard collision
(N1coll):
NDP = PDPN1collǫDPε1vtx. (4)
The ratio of the number of DP to DI events, NDP/NDI,
allows us to obtain the expression for σeff [14, 15]:
σeff =
NDI
NDP
εDP
εDI
Rcσhard, (5)
where the factor Rc ≡ (1/2)(N1coll/N2coll)(ε1vtx/ε2vtx).
The cross sections σγj and σjj do not appear in this
equation, and all efficiencies for DP and DI events enter
only as ratios, resulting in a reduction of the correlated
systematic uncertainties.
The background to DP events are single parton (SP)
scatterings with the radiation of at least two hard glu-
ons in the initial or final state, qg → qγgg, qq¯ → gγgg,
which leads to the same γ + 3 jet signature. The frac-
tion of DP events is determined using a variable sensitive
to the kinematic configurations of the two independent
scatterings of parton pairs.
The largest background to DI events is two-vertex SP
events with one hard γ+3 jet interaction occurring in one
pp¯ collision and an additional soft interaction (i.e., having
no reconstructed jets) occurring at the other pp¯ vertex.
III. D0 DETECTOR AND DATA SAMPLES
The D0 detector is described in detail in Refs. [23–25].
Photon candidates are identified as isolated clusters of
energy depositions in one of three uranium and liquid ar-
gon sampling calorimeters. The central calorimeter cov-
ers the pseudorapidity [26] range |ηdet| < 1.1, and the
two end calorimeters cover up to |ηdet| ≈ 4.2. In addi-
tion, the plastic scintillator intercryostat detector covers
the region 1.1 < |ηdet| < 1.4. The electromagnetic (EM)
section of the calorimeter is segmented longitudinally into
four layers and transversely into cells in pseudorapidity
and azimuthal angle ∆ηdet×∆φdet = 0.1×0.1 (0.05×0.05
in the third layer of the EM calorimeter). The hadronic
portion of the calorimeter is located behind the EM sec-
tion. The calorimeter surrounds a tracking system con-
sisting of a silicon microstrip tracking (SMT) detector
and scintillating fiber tracker, both located within a 2 T
solenoidal magnetic field. The solenoid magnet is sur-
rounded by the central preshower (CPS) detector located
immediately before the calorimeter. The CPS consists of
approximately one radiation length of lead absorber sur-
rounded by three layers of scintillating strips.
The current measurement is based on 8.7 fb−1 of data
collected after the D0 detector upgrade in 2006 [25], while
the previous measurements [15, 16] were made using data
collected before this upgrade.
The events used in this analysis pass triggers designed
to identify high-pT clusters in the EM calorimeter with
loose shower shape requirements for photons. These trig-
gers have ≈ 96% efficiency at pγT ≈ 30 GeV and are 100%
efficient for pγT >35 GeV.
To select photon candidates in our data samples, we
use the following criteria [27, 28]: EM objects are recon-
structed using a simple cone algorithm with a cone size of
∆R =
√
(∆η)2 + (∆φ)2 = 0.2. Regions with poor pho-
ton identification capability and degraded pγT resolution
at the boundaries between calorimeter modules and be-
tween the central and endcap calorimeters are excluded
from analysis. Each photon candidate is required to de-
posit more than 96% of the detected energy in the EM
section of the calorimeter and to be isolated in the an-
gular region between ∆R = 0.2 and ∆R = 0.4 around
the center of the cluster: (Eisotot − Eisocore)/Eisocore < 0.07,
where Eisotot is the total (EM+hadronic) tower energy in
the (η, φ) cone of radius ∆R = 0.4 and Eisocore is EM en-
ergy within a radius of ∆R = 0.2. Candidate EM clusters
that match to a reconstructed track are excluded from
the analysis. We also require the energy-weighted EM
cluster width in the finely-segmented third EM layer to
be consistent with that expected for a photon-initiated
electromagnetic shower. In addition to the calorimeter
isolation cut, we also apply a track isolation cut, requir-
ing the scalar sum of track transverse momenta in an
annulus 0.05 ≤ ∆R ≤ 0.4 to be less than 1.5 GeV.
Jets are reconstructed using an iterative midpoint cone
6algorithm [29] with a cone size of 0.5. Jets must satisfy
quality criteria that suppress background from leptons,
photons, and detector noise effects. Jet transverse mo-
menta are corrected to the particle level [30].
To reject background from cosmic rays and W → eν
decay [27], the missing transverse momentum in the event
is required to be less than 0.7pγT . All photon-jet pairs
must be separated by ∆R > 0.7 and all jet-jet pairs must
be separated by ∆R > 1.0. Each event must contain at
least one photon in the pseudorapidity region |ηγ | < 1.0
or 1.5 < |ηγ | < 2.5 and at least three jets with |ηjet| <
2.5. The jet with the highest pT is termed the “leading
jet” or first jet, and the jets with the second and third
highest pT are denoted as the second and third jets in the
following. Events are selected with photon transverse
momentum pγT > 26 GeV, leading jet p
jet
T > 15 GeV,
while the next-to-leading (second) and third jets must
have 15 < pjetT < 35 GeV. The upper limit on the pT
of the second and third jets increases the fraction of DP
events in the sample [15].
To select the sample of γ + b/c jet + 2 jet candidate
events, the leading jet is required to have at least two as-
sociated tracks with pT > 0.5 GeV and each track must
have at least one hit in the SMT detector. At least one
track must have pT > 1.0 GeV. These requirements en-
sure that there is sufficient information to identify the
leading jet as a heavy flavor candidate and have a typ-
ical efficiency of about 90%. To enrich the sample with
heavy flavor jets, a neural network based b-tagging algo-
rithm (b-NN) [31] is used. It exploits long decay lengths
of b-flavored hadrons. The leading jet is required to pass
a tight b-NN cut > 0.225 [31].
Data events with a single pp¯ collision vertex (“1vtx”
sample), which contain DP candidates, are selected sep-
arately from events with two vertices (“2vtx” sample),
which contain DI candidates. The collision vertices in
both samples are required to have at least three associ-
ated tracks and to be within 60 cm of the center of the
detector along the beam (z) axis. The total number of
γ+3 jet and γ+b/c jet + 2 jet candidate events, referred
to below as inclusive and heavy flavor (HF) samples, in
each of the 1vtx or 2vtx categories after all selection
criteria have been applied are given in Table II. No re-
quirement on the origin vertex for the photon or jets is
imposed here for the 2vtx events.
TABLE II: The numbers of selected 1vtx and 2vtx candi-
date events, N1vtx and N2vtx, and their ratio in the γ + 3 jet
(inclusive) and γ + b/c jet + 2 jet (HF) samples.
Data
Sample N1vtx N2vtx N2vtx/N1vtx
Inclusive 218686 269445 1.23 ± 0.01
HF 5004 5811 1.16 ± 0.02
IV. DATA, SIGNAL, AND BACKGROUND
EVENT MODELS
This section gives an overview of the DP and DI mod-
els built using data and MC samples, to estimate the
number of DP and DI events in data, NDP and NDI.
These models are also used to calculate selection efficien-
cies and geometric and kinematic acceptances for DP and
DI events.
A. Signal models
• DP data event model (mixdp):
The DP signal event model exploits the fact that
two parton-parton scatterings can occur in the
same pp¯ collision. Therefore, an individual signal
DP event is constructed by overlaying one event
from an inclusive data sample of γ+ ≥1 jet data
events with another event from a sample of inelas-
tic non-diffractive events selected with a minimum
bias trigger and a requirement of at least one recon-
structed jet (“MB” sample) [15, 30]. Both input
samples contain only events with a single pp¯ colli-
sion vertex. The pT values of the jets from the MB
event are recalculated relative to the vertex of the
γ+jet event. The resulting mixed event is required
to satisfy the same selection criteria as applied to
γ+3 jet data events with a single pp¯ collision. The
mixdp sample provides independent parton scat-
terings with γ + jet and dijet final states, by con-
struction. In particular, since the γ + jet process
is dominated by small parton momentum fractions
(x), the x values in the dijet production process re-
maining after the first parton interaction occurred
is generally unaffected, i.e. the two interactions
have negligible correlation in the momentum space.
The mixing procedure is shown schematically in
Fig. 2. The mixdp events shown in Fig. 2(b) com-
prise about 60% of both inclusive and HF samples.
• DI data event model (mixdi):
The DI signal event model assures that the γ+3 jet
DI events originate from two separate pp¯ collisions
by preparing a mixture of γ+≥1 jet events from the
γ + jet data and of MB events with requirements
of ≥1 selected jets and two pp¯ collision vertices for
both data samples. Thus, the second pp¯ collision
contains only soft underlying energy that can con-
tribute energy to a jet cone, or a photon isolation
cone. In addition, in the case of ≥2 jets in either
component of the mixdi mixture (i.e., in γ + jet
or MB events), the two leading jets are required to
originate from the same vertex, using jet track in-
formation, as discussed in Appendix B of Ref. [15].
Since the pT of all reconstructed objects is calcu-
lated with respect to the primary pp¯ collision vertex
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FIG. 2: (color online) Schematic view of the mixing procedure
used to prepare the mixdp signal sample. Two combinations
are considered: (a) γ+1 jet and two jets from a dijet event and
(b) γ + 2 jets and one jet from a dijet event. The dotted line
represents a jet failing the selection requirements since this
jet is either not reconstructed or beyond kinematic selection
limits.
(PV0), the jet pT from the MB event is recalcu-
lated relative to the primary vertex of the γ + jet
event (i.e., PV0 for the 2vtx data sample). Here
the PV0 is the pp¯ collision vertex with the lowest
probability that it originates from a soft pp¯ inter-
action [31]. The resulting γ + 3 jet events undergo
the same selection as applied to the data sample
with two pp¯ collision vertices.
A fraction of the γ + 2 jet events coming from one
hard interaction in the mixdp and mixdi models may
be caused by DP events. This fraction was measured
in Ref. [16] as a function of the second jet pT . With
our current selections, we have 〈pjet2T 〉 ≈ 24 GeV, and
this fraction is expected to be around 4%–5%. Since
in Eq. 5 we calculate the ratio of DP and DI events,
and the fractions of the γ + 2 jet events in the mixdp
and mixdi models are similar, it has been found that the
corresponding DP fractions cancel.
To construct a model of γ + b/c jet + 2 jet DP and
DI signal events, the leading jet in both the mixdp and
mixdi samples should additionally satisfy the tight b
identification criteria described in the previous section.
To create signal and background MC models for DP
and DI events, we use an overlay of MC γ+ jet (γ + b/c-
jet) and dijet events. These events are generated with
pythia or sherpa [32] event generators and processed
through a geant-based [33] simulation of the D0 detec-
tor response. To accurately model the effects of multiple
pp¯ interactions and detector noise, data events from ran-
dom pp¯ crossings are overlaid on the MC events using
data from the same data taking period as considered in
the analysis. These MC events are then processed using
the same reconstruction code as for data. We also ap-
ply additional smearing to the reconstructed photon and
jet pT so that the measurement resolutions in MC match
those in data. These MC events are used to create single-
and two-vertex samples.
• DP and DI MC models (mcdp and mcdi):
Using the γ+jet (γ+b/c-jet) and dijet MC samples,
we create γ + 3 jet (γ + b/c jet + 2 jet) DP and DI
MC models, similar to those constructed for mixdp
and mixdi data samples, by examining information
for jets and the photon at both the reconstructed
and particle level. These samples are used to cal-
culate efficiencies and acceptances for DP and DI
events. As a cross check, we have compared pT and
η distributions for the jets and the photon at the
reconstruction level in these models with those in
the mixdp and mixdi data samples. Small discrep-
ancies have been resolved by reweighting the MC
spectra and creating models denoted as data-like
mcdp and mcdi.
B. Background models
To extract fractions of DP and DI events from data,
we need to build SP background models.
• SP one-vertex event model (sp1vtx):
A background to the DP events are single parton-
parton scatters with two additional bremsstrahlung
jets resulting in a γ + 3 jet final state in a single
pp¯ collision event. To model this background, we
consider a sample of MC γ+3 jet events generated
with MPI modeling removed. The sp1vtx sample
contains the final state with a photon, leading jet,
and two additional bremsstrahlung jets with the
same selection criteria as applied to the data sample
with a single pp¯ collision vertex. The sherpa SP
model is taken as the default.
• SP two-vertex event model (sp2vtx):
The background to DI events differs from the
sp1vtx model in that the γ + 3 jet MC events are
selected with two reconstructed pp¯ collision ver-
tices. Events with no jet activity in the second
vertex are selected by requiring the three jets to
originate from the primary pp¯ collision vertex.
To model the background to the γ+ b/c jet + 2 jet DP
and DI processes, the sp1vtx and sp2vtx samples are
constructed using the same techniques, but using γ+b/c-
jet events generated with the pythia and sherpa MCs
with MPI modeling removed.
V. DISCRIMINATING VARIABLE
Unlike the SP scattering 2 → 4 process, which pro-
duces a γ + jet final state and two bremsstrahlung jets,
the DP mechanism has two independent 2 → 2 parton-
parton scatterings within the same pp¯ collision, resulting
in substantially different kinematic distributions in the
final state. Discrimination between these processes is ob-
tained by examining the azimuthal angle between the pT
8vectors of two object pairs in γ + 3 jet events,
∆S ≡ ∆φ
(
~P 1T,
~P 2T
)
, (6)
where ~P 1T = ~p
γ
T + ~p
jet1
T and
~P 2T = ~p
jet2
T + ~p
jet3
T . Fig-
ure 3 illustrates a possible orientation of photon and jets
transverse momentum vectors in γ+3 jet events, as well
as the vectors ~P 1T and
~P 2T.
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FIG. 3: (color online) A possible configuration of photon and
jets transverse momenta vectors in γ + 3 jet events. Vectors
~P 1T and ~P
2
T are the pT -imbalance vectors of γ + jet and dijet
pairs.
The differential cross section as a function of ∆S
was measured in Ref. [16] and compared with various
SP and MPI models. Momentum conservation causes
∆S to peak near π, and this is particularly visible in
SP, although detector resolution effects and additional
gluon radiation produce a significant number of events
at smaller angles. For DP events, where the photon and
leading jet usually come from one parton-parton scatter-
ing and the two other jets usually come from another
parton-parton scattering, the pairwise balance ∆S angle
has no pronounced peak at any particular value, although
some residual bias remains towards ∆S = π caused by
the DP events shown in Fig. 2(b).
VI. FRACTIONS OF DP AND DI EVENTS
A. Fractions of DP events
To calculate σeff , we need the number of DP events
(NDP) in Eq. (5), given by the product of the fraction
of DP events (fDP) and the size of the 1vtx sample.
The fraction fDP is estimated in the γ+3 jet 1vtx data
sample using the DP (mixdp) and SP (sp1vtx) models.
The DP fractions (and σeff) are measured in the inclusive
and HF samples separately.
The fraction fDP is found using a maximum likelihood
fit [34] of the ∆S distribution of the data to signal and
background templates that are taken to be the shapes
of the ∆S distribution in the mixdp and sp1vtx mod-
els, respectively. Signal and background samples used as
templates, described in Section IV, satisfy all the selec-
tion criteria applied to the data sample.
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FIG. 4: (color online) The ∆S distribution in the data, DP
and SP models, and the sum of the DP and SP contributions
weighted with their fractions (“Total”). The plots (a) and
(b) correspond to the inclusive and HF samples, respectively.
The lower subplots show the relative difference of the data
points with respect to the fitted sum, along with the total
uncertainties, i.e. DP fraction and statistical uncertainties
from data and MC added in quadrature.
A first approximation to the fractions can be obtained
from the fits to inclusive and HF data shown in Fig. 4.
9The measured DP fractions are:
f incDP = 0.202± 0.007 (7)
and
fHFDP = 0.171± 0.020, (8)
respectively. If it is not stated otherwise, the uncertain-
ties shown in Eqs. 7, 8, and in the text below are only
statistical. The sum of DP and SP models weighted with
their fractions describes the data with χ2/ndf = 0.45 for
the inclusive case and χ2/ndf = 0.26 (with the number
of degrees of freedom, ndf = 7) for the HF sample, i.e.
≈ 87% and ≈ 97% χ2-probability, respectively.
While the default SP model obtained with sherpa,
provides a reasonable description of the ∆S distribution
in data, it might be not perfect for other related kine-
matic variables, which may affect the DP fractions as
well. For this reason we examine two alternative models.
Since the fraction of events with the leading jet com-
ing from the second parton interaction is small (. 10%),
the ∆φ(γ, jet1) distribution (the azimuthal angle between
the photon and leading jet pT vectors) in the inclusive
γ + 3 jet events should be sensitive to initial and final
state radiation effects in the γ+jet events. We construct a
modified γ+3 jet SP model in which the MC ∆φ(γ, jet1)
distribution is reweighted to agree with data, as discussed
in the Appendix. The f inc,rew1DP fraction obtained with the
∆φ(γ, jet1) reweighted SP model is 0.216 ± 0.007. The
shapes of the pT spectra of the second and third jets are
important for the ∆S calculation. To estimate the ef-
fects of possible mismodeling of the jet pT spectra, we
create an alternative SP model by reweighting the jet pT
distributions in the default MC SP model in two dimen-
sions (pT of the second and third jet) to SP data. After
reweighting, the DP fraction is recalculated and found to
be f inc,rew2DP = 0.195 ± 0.007. The sum of DP and the
∆φ(γ, jet1) (jet pT ) reweighted SP models weighted with
their fractions describes the data with χ2/ndf = 0.51
(χ2/ndf = 0.43), ndf = 7.
The fraction obtained by averaging fDP values after
reweighting the ∆φ(γ, jet1) and second and third jet pT
spectra is used as a central value, and the difference be-
tween this and the value obtained with the default SP
model (Eqs. 7 and 8) is taken as a systematic uncertainty.
The final DP event fraction in the inclusive sample is
f inc,avgDP = 0.206± 0.007 (stat)± 0.004 (syst). (9)
A similar reweighting procedure and determination of
central value and the assignment of uncertainties is ap-
plied for the SP model in the HF sample, and the DP
fraction is found to be
fHF,avgDP = 0.173± 0.020 (stat)± 0.002 (syst). (10)
All the results on DP fractions are summarized in Ta-
ble III.
The measured DP fraction is lower than that measured
in the earlier D0 analysis [15]. This is primarily because
TABLE III: DP event fraction for different reweighting pro-
cedures.
fDP Inclusive sample HF sample
No reweighting 0.202 ± 0.007 0.171 ± 0.020
∆φ(γ, jet1) reweighted 0.216 ± 0.007 0.169 ± 0.020
pjet2T and p
jet3
T reweighted 0.195 ± 0.007 0.177 ± 0.020
Reweighted average 0.206 ± 0.007 0.173 ± 0.020
of the smaller jet cone radius used in the current mea-
surement (R = 0.5 vs. R = 0.7 in [15]), what leads to a
smaller probability to pass the jet reconstruction thresh-
old (6 GeV for the uncorrected jet pT ). The use of a
smaller jet cone also significantly reduces the dijet cross
section (a factor of 1.5 − 2) in the pT region of interest.
Because the second parton interaction produces mostly
a dijet final state, the measured DP fraction drops.
In addition to the SP events produced in single pp¯
collisions, another source of possible background to the
single-vertex γ+3 jet DP events are two pp¯ collisions pro-
duced very close to each other along the beam direction,
so that a single vertex is reconstructed. This contribu-
tion is estimated using the instantaneous luminosity, the
bunch size, the time between bunch crossings, and the
vertex resolution, and found to be negligible at a level
of . 0.2%.
B. Fractions of DI events
In addition to fDP, the fraction of DI events (fDI)
occurring in events with two pp¯ collisions within the
same bunch crossing must be determined to measure
σeff . A discriminant is constructed using the track
information of a jet and of the assignment of tracks to
the two pp¯ collision vertices (PV0 and PV1). We use the
pT -weighted position along the beam (z) axis of all tracks
associated to the jet and the fraction of charged particles
in the jet (CPF). The CPF discriminant is based on the
fraction of total charged particles’ transverse momentum
(i.e., total track pT ) in each jet i originating from each
identified vertex j in the event:
CPF(jeti, vtxj) =
∑
k pT (trk
jet
i
k , vtxj)∑
n
∑
l pT (trk
jet
i
l , vtxn)
. (11)
Each jet is required to have CPF> 0.5 and at least two
tracks.
In events with two pp¯ collisions, jets in γ+3 jet events
may originate either from PV0 or PV1. The leading jet
is required to originate from PV0. Four classes of events
are defined:
I: All three jets originate from PV0.
II: Jet 1 and jet 2 originate from PV0 while jet 3
originates from PV1.
III: Jet 1 and jet 3 originate from PV0 while jet 2
originates from PV1.
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IV: Jet 1 originates from PV0 while jet 2 and jet 3
originate from PV1.
Class I corresponds to a type of γ + 3 jet event that
has all three jets originating from the same pp¯ collision
with no reconstructed jets in the other, i.e., background
(non-DI) events, while classes II, III and IV correspond
to three types of signal (DI) events.
To assign a jet to a vertex and extract fDI using the
jet track information, we need the z resolution of the
jet-to-vertex assignment algorithm, σz . This resolution
can be calculated in the γ+3 jet data event sample with
a single pp¯ collision. Since these events have only one
reconstructed pp¯ collision vertex, all the jets should orig-
inate from this vertex. To find the z position of a jet’s
origin, we consider all tracks inside a jet cone and calcu-
late the pT -weighted position in z of all the tracks (zjet).
The track z position is calculated at the point of closest
approach of each track to the beam axis. For each jet in
the 1vtx data sample, we estimate the distance between
the zjet and the z-vertex position, ∆z(vtx, jet). We find
σz ≈ 1.2 cm and that 98%–99% of jets in 1vtx events
have ∆z(vtx, jet) < 3σz. We consider a jet to originate
from a vertex if |z − zjet| < 3σz. If the jet is located
within 3σz of both vertices it is assigned to the closest
vertex.
Table IV shows the fractions of 2vtx data events in
each class. From this table, one can see that the single
interaction events (Class I) dominate over DI events (sum
of classes II, III, and IV). The DI event fraction is fDI =
0.135± 0.002 for the inclusive sample and fHFDI = 0.131±
0.010 for the sample with a heavy flavor leading jet.
TABLE IV: The fractions of 2vtx data events for Class I
(non-DI events), and three classes of DI events in the γ+3 jet
(inclusive) and γ + b/c jet + 2 jet (HF) samples.
DI event class Inclusive sample HF sample
I 0.865 ± 0.001 0.869 ± 0.010
II 0.074 ± 0.001 0.078 ± 0.008
III 0.044 ± 0.001 0.040 ± 0.006
IV 0.017 ± 0.001 0.013 ± 0.003
The distance in z between two vertices ∆z(PV0,PV1)
may affect the measured DI fraction, since about 5%
of events have ∆z(PV0,PV1) < 3σz. No requirement
is placed on this distance in the analysis. To quantify
the dependence of the DI fraction on this distance, we
have also measured the DI fraction with the requirement
that the two vertices are separated by ∆z(PV0,PV1) >
5σz. Table V shows fDI for the two cases: no cut and
∆z(PV0,PV1) > 5σz. The difference between them is
taken as a systematic uncertainty.
An additional uncertainty is due to the determination
of the photon vertex. This uncertainty has been esti-
mated using events with a photon EM cluster in the cen-
tral region (|ηγdet| < 1.0) with a matched CPS cluster.
These events allow us to extrapolate the photon direc-
TABLE V: DI event fraction with respect to ∆z(PV0, PV1).
∆z(PV0, PV1) Inclusive sample HF sample
All values 0.135 ± 0.002 0.131 ± 0.010
>5σz 0.129 ± 0.002 0.122 ± 0.011
tion along the z axis and determine the vertex position
on the z axis [28]. Using the γ + 3 jet data, we estimate
the photon pointing resolution in z to be about 4.5 cm.
Using this resolution and the distribution of the distance
in z between the first and second vertices in 2vtx events,
we find that the photon origin vertex may be misidenti-
fied in about 4% of events, which is taken as a systematic
uncertainty.
The DI fractions extracted for the inclusive and heavy
flavor samples are:
fDI = 0.135± 0.002 (stat)± 0.008 (syst), (12)
fHFDI = 0.131± 0.010 (stat)± 0.011 (syst). (13)
A cross check of the measured DI fractions is per-
formed by fitting the ∆S templates for signal and back-
ground models to data as was done to extract the DP
fraction in Section VIA. We use the mixdi sample for
the signal template and the sp2vtx sample for the back-
ground template (see Section IV). The measured frac-
tions fDI = 0.127 ± 0.021 (with sp2vtx model taken
from sherpa) and fDI = 0.124 ± 0.056 (pythia) are in
good agreement with each other and with fDI obtained
by the jet-track method. The results for the heavy flavor
jet sample are fHFDI = 0.153 ± 0.044 with the SP model
from sherpa and fHFDI = 0.143 ± 0.056 using pythia,
which are also in agreement with the jet-track method.
Since the results of this cross check agree with the values
obtained using the jet track method, we do not assign an
additional systematic uncertainty.
VII. DP AND DI EFFICIENCIES, Rc AND σhard
A. Ratio of signal fractions in DP and DI events
A fraction of events with jets containing energetic π0 or
η mesons may satisfy the photon selection criteria. The
photon fraction in the selected data is estimated using the
maximum likelihood fit of templates from the output of
the photon identification neural network (ONN) in signal
and background events to that in data, as described in
detail in Ref. [27]. The photon fractions in DP and DI
events are found to be similar. For example, for a photon
in the central calorimeter (CC) region, fγ,CCDP = 0.432±
0.002 and fγ,CCDI = 0.437± 0.004 for DP and DI events,
respectively. The photon fractions are slightly higher in
the forward region due to tighter photon selections.
The fractions of events with b or c jets in the 1vtx and
2vtx data samples are estimated using templates for the
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invariant mass of charged particle tracks associated with
the secondary vertex, MSV (see Ref. [20]) for γ + b/c-
jet and γ + jet MC samples. The resulting HF fractions
are dominated by c quarks, f bDP = 0.352± 0.025, f cDP =
0.551 ± 0.041, and f bDI = 0.327 ± 0.019, f cDI = 0.573 ±
0.043. The HF fractions in DP and DI samples are in
good agreement. Approximately 10% of the jets tagged
as HF come from mistagged light quark jets.
The overall signal fractions in DP and DI samples and
their ratio in the inclusive, fγDP/f
γ
DI, and HF samples,
(fγDPf
HF
DP)/(f
γ
DIf
HF
DI ), are summarized in Table VI. The
systematic uncertainties on the signal fraction are caused
by the uncertainties on the photon and heavy flavor frac-
tions from ONN and MSV template fitting.
TABLE VI: The overall signal fractions in DP and DI samples
and their ratio in the γ+3 jet (inclusive) and γ+b/c jet + 2 jet
(HF) samples. Total uncertainties are shown, i.e., statistical
and systematic uncertainties added in quadrature.
Sample DP DI ratio
Inclusive 0.445 ± 0.005 0.456 ± 0.008 0.976 ± 0.019
HF 0.402 ± 0.030 0.405 ± 0.030 0.993 ± 0.104
B. Ratio of signal efficiencies in DP and DI events
The selection efficiencies for DP and DI events enter
Eq. (5) only as ratios, substantially canceling correlated
systematic uncertainties. The DP and DI events differ
from each other by the number of pp¯ collision vertices
(one vs. two), and therefore their selection efficiencies
εDI and εDP may differ due to different amounts of soft
unclustered energy in the single and double pp¯ collision
events. This could lead to a difference in the jet recon-
struction efficiencies because of the different probabili-
ties for jets to pass the pT > 6 GeV requirement applied
during jet reconstruction. It could also lead to different
photon selection efficiencies because of different amounts
of energy in the track and calorimeter isolation cones
around the photon. To estimate these efficiencies, we
use the data-like mcdp and mcdi samples described in
Section IV.
Using these models, we find the ratio of the geomet-
ric and kinematic acceptances for DP and DI events to
be ADP/ADI = 0.551± 0.010 (stat)± 0.030 (syst) for the
inclusive sample and AHFDP/A
HF
DI = 0.567± 0.021 (stat) ±
0.052 (syst) for the HF sample. The difference between
the ADP and ADI acceptances is caused by an average
difference of 0.5 GeV in jet pT due to the offset energy
entering the jet cone from the second vertex [30]. This
significantly increases the reconstruction efficiency of jets
(mainly for second and third jets) in DI events. The
differences between the acceptances obtained with data-
like and default mcdp and mcdi models are taken as
systematic uncertainty. An additional systematic uncer-
tainty (about 1%) is caused by the difference between
photon identification efficiencies obtained with sherpa
and pythia. For the HF sample, we also correct for the
b-tagging selection efficiency. The ratio of the HF jet se-
lection efficiencies is εHFDP/ε
HF
DI = 1.085±0.019. This num-
ber is obtained by weighting b- and c-jet efficiencies with
their fractions found in Section VII A. The typical HF
jet selection efficiency is 60% (10%) for the tight b(c) jet
selection. Only about 0.5% of the light jets are misidenti-
fied as heavy flavor jets [20, 31]. The b-tagging efficiency
decreases with increasing number of pp¯ collision vertices
due to a larger hit density in the SMT detector and a
decrease in the track reconstruction efficiency. This also
explains the lower N2vtx/N1vtx ratio for the HF sample
compared to the inclusive sample in Table II.
C. Vertex efficiencies
The vertex efficiency ε1vtx (ε2vtx) corrects for single
(double) collision events that are lost in the DP (DI)
candidate sample because of the single (double) vertex
requirements (|zvtx| < 60 cm and ≥ 3 tracks). The ratio
ε1vtx/ε2vtx is calculated from the data and found to be
1.05 ± 0.01. The probability to miss a hard interaction
event having at least one jet with pT > 15 GeV due to a
non-reconstructed vertex is < 0.5% and is ignored.
We might also have an additional fake reconstructed
vertex that passes the vertex requirement. This proba-
bility is estimated using γ + jet events and γ + ≥ 3 jet
events simulated in MC without zero-bias events over-
lay, as these events should contain only one vertex. We
find that the probability to have a second (fake) vertex
is < 0.1% and is ignored.
D. Calculating Rc, σhard, N1coll and N2coll
We calculate the numbers of expected events with
one (N1coll) and two (N2coll) pp¯ collisions resulting in
hard interactions following the procedure of Ref. [15],
which uses the hard pp¯ interaction cross section σhard =
44.76± 2.89 mb. The values of N1coll and N2coll are ob-
tained from a Poisson distribution parametrized with
the average number of hard interactions in each bin of
the instantaneous luminosity Linst distribution, 〈n〉 =
(Linst/fcross)σhard, where fcross is the frequency of beam
crossings for the Tevatron [23]. Summing over all
Linst bins, weighted with their fractions, we get Rc =
(1/2)(N1coll/N2coll)(ε1vtx/ε2vtx) = 0.45. This number is
smaller by approximately a factor of two compared to
that for the data collected earlier as reported in Ref. [15].
Since Rc and σhard enter Eq. 5 for σeff as a product,
any increase of σhard leads to an increase of 〈n〉 and,
as a consequence, to a decrease in Rc, and vice versa.
Due to this partial cancellation of uncertainties, although
the measured value of σhard has a 6% relative uncer-
tainty, the product Rcσhard only has a 2.6% uncertainty,
Rcσhard = 18.92± 0.49 mb.
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VIII. RESULTS
Using Eq. 5, we obtain the following effective cross
sections:
σincleff = 12.7± 0.2 (stat)± 1.3 (syst) mb, (14)
σHFeff = 14.6± 0.6 (stat)± 3.2 (syst) mb. (15)
Within uncertainties, the effective cross section in the
inclusive event sample is consistent with that in the event
sample with identified heavy flavor jets.
The main sources of systematic uncertainties are sum-
marized in Table VII. They are caused by uncertain-
ties in the DP and DI fractions, the ratio of efficiencies
and acceptances in DP and DI events (“εDP/εDI”), sig-
nal fractions (“sig. frac.”), the uncertainty in the ratio of
the number of hard interactions with single and double
pp¯ hard collisions times σhard (“Rcσhard”), and jet energy
scale (“JES”). The latter is obtained from the variation
of JES uncertainties up and down by one standard devi-
ation for all three jets [30].
Figure 5 shows all existing measurements of σeff . The
σincleff and σ
HF
eff from this measurement agree both with
the previous D0 measurement [15] and with those ob-
tained by other experiments. These new measurements
of σeff are the most accurate to date, and also provide
the first measurement involving heavy quarks.
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FIG. 5: (color online) Existing measurements of effective cross
section, σeff , compared with result presented here (AFS: no
uncertainty is reported; UA2: only a lower limit is provided).
IX. DISCUSSION OF PDF EFFECTS
The experimentally measured effective cross section
σeff , presented in Eqs. 14 and 15, should be corrected for
the effect of double parton PDF (dPDF) evolution [35–
37]. The dPDF evolution starts at a small scale Q0, O(1
GeV), where the two PDFs corresponding to partons par-
ticipating in DP scattering can be factorized. The dPDF
evolution results in a correlation term at a larger en-
ergy scale Q, which necessitates the following correction:
[σeff ]
−1 = [σ0eff ]
−1(1 + ∆(Q)) [35], where ∆(Q) is a con-
tribution induced by the dPDF correlation term, and σ0eff
depends only on the spatial distribution of parton flavors.
To estimate this correction factor, we have employed soft-
ware, provided by the authors of Ref. [36]. It uses a
numerical integration of the leading order DGLAP [38]
equation for the dPDFs, and which may be used to evolve
the input dPDFs to any other scale. To get access to the
kinematics of the first and second parton interactions,
the relevant part of the pythia code was modified for us
by the pythia authors. The evolution effect has been
evaluated by examining the ratio
Rp(x1, x2;Q) =
Dp(x1, x2;Q)
Dp(x1;Q)Dp(x2;Q)
(16)
where Dp(x1, x2;Q) is the dPDF with the parton mo-
mentum fractions x1, x2 of the two partons participat-
ing in the first and second parton interactions on the
proton side at scale Q, and Dp(x1(2);Q) is a single par-
ton MSTW2008LO PDF [39]. A similar equation can be
written for the partons on the antiproton side. Using the
simulated γ + 3 jet and γ + b/c jet + 2 jet events, and
applying our kinematic cuts, we have found the product
of the two ratios RpRp¯ = 1.01 for γ + 3 jet and 1.02 for
γ + b/c jet + 2 jet events. This correction is expected to
have a larger deviation from unity for higher Q (e.g., it
was found to be 0.93 for γ + 3 jet at pγT = 70 GeV that
corresponds to the previous D0 measurement [15]). In
general, it should be calculated for each set of final states
and kinematic selections. Currently, the dPDF evolution
implemented in Ref. [36] is available at leading order ac-
curacy, while having it at next-to-leading order would be
preferable. Due to the smallness of the found correction
(1.01–1.02), and uncertainties related with the leading or-
der approximation, this correction is not applied to the
measured σeff .
X. SUMMARY
We have analyzed samples of γ + 3 jet and γ +
b/c jet + 2 jet events collected by the D0 experiment with
an integrated luminosity of about 8.7 fb−1 and deter-
mined the fractions of events with hard double parton
scattering occurring in a single pp¯ collision at
√
s =
1.96 TeV. In the kinematic region pγT > 26 GeV, p
jet1
T >
15 GeV, 15 < pjet2,3T < 35 GeV, we observe that about (21
± 1)% and (17± 2)% of the events are produced in double
parton interactions in the γ+3 jet and γ+b/c jet + 2 jet
final states. The effective cross section σeff , which char-
acterizes the spatial transverse parton distribution in a
nucleon, is found to be σincleff = 12.7±0.2 (stat)±1.3 (syst)
mb in γ + 3 jet and σHFeff = 14.6 ± 0.6 (stat) ± 3.2 (syst)
mb in γ + b/c jet + 2 jet final states.
13
TABLE VII: The systematic uncertainties from measurement of DP (fDP) and DI (fDI) fractions, the ratio of efficiencies
and acceptances in DP and DI events (“εDP/εDI”), signal fractions (“sig. frac.”), the uncertainty in the ratio of the number
of hard interactions with single and double pp¯ hard collisions times σhard (“Rcσhard”), and jet energy scale (“JES”), shown
together with overall systematic (δsyst), statistical (δstat) and total δtotal uncertainties (in %) for the σeff measurement. The
total uncertainty δtotal is calculated by adding the systematic and statistical uncertainties in quadrature.
Data Sources of systematic uncertainty
Sample fDP fDI εDP/εDI sig. frac. Rcσhard JES δsyst δstat δtotal
Inclusive 3.9 6.5 5.6 2.0 2.6 2.9 10.4 1.8 10.6
HF 11.6 11.2 9.4 10.4 2.6 1.3 21.6 4.0 22.0
Our value of σeff is in agreement with the results of
previous measurements and has a higher precision. This
is the first measurement of σeff with heavy flavor jets in
the final state. Due to the significant dominance of the
Compton-like process (see Fig. 1), we may conclude that
there is no evidence for a dependence of σeff on the initial
parton flavor.
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XI. APPENDIX
In Section VIA, we estimate the DP event fraction us-
ing the predictions of Monte Carlo SP models. In this ap-
pendix, we test variables that characterize the SP model
and are related to the ∆S distribution used to calculate
the DP fractions in Section VIA.
The variable ∆φ(γ, jet1) is sensitive to initial and fi-
nal state radiation and is strongly correlated to the
pT sum vector of the photon and leading jet system,
~P 1T = ~p
γ
T + ~p
jet1
T (see Eq. 6). We compare the distri-
bution of ∆φ(γ, jet1) in the MC SP sample to data. The
latter is obtained after subtracting the DP contribution,
predicted by the DP data model mixdp, according to the
DP fractions in Eqs. 7 and 8.
The comparison of the ∆φ(γ, jet1) spectra for the SP
model extracted from data with those in the sherpa and
pythia MC generators is shown in Fig. 6. The sherpa
SP event model agrees better with the data compared
to pythia, where the ∆φ(γ, jet1) distribution is shifted
towards π, resulting in much worse agreement with data.
For this reason, the subsequent analysis is performed us-
ing the sherpa SP model only.
The MC SP predictions for the pT spectra of the sec-
ond and third jets are also important since, in addition
to the vector ~P 1T, they form the other imbalance vector
of the ∆S variable, ~P 2T = ~p
jet2
T + ~p
jet3
T (see Eq. 6). Fig-
ure 7 illustrates the transverse momenta of the second
and third jets of the sherpa and data SP models. Both
jet-pT spectra in sherpa agree well with those in data.
However to construct a better (data-like) SP model,
the original default SP model from sherpa is reweighted
either in ∆φ(γ, jet1) bins, or in two dimensions of sec-
ond and third jet pT . These two alternative data-like
SP models are considered in Section VIA to calculate
the DP fractions. The later are compared to the DP
fractions obtained with the default SP model to derive
related systematic uncertainties.
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