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Abstract
The paper studies the relation between critical simplices and persistence diagrams
of the Cˇech filtration. We show that adding a critical k-simplex into the filtration cor-
responds either to a point in the kth persistence diagram or a point in the (k − 1)st
persistence diagram. Consequently, the number of points in persistence diagrams can be
expressed in terms of the number of critical simplices. As an application, we establish
some convergence results related to persistence diagrams of the Cˇech filtrations built over
binomial point processes.
Keywords: Cˇech complex; critical simplex; generalized discrete Morse theory; persis-
tence diagram; binomial point process
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1 Cˇech complexes: critical simplices and persistent homology
Let X ⊂ RN be a finite set. For a radius parameter t ≥ 0, the Cˇech complex Ct(X ) is defined
by
Ct(X ) =
{
∅ 6= σ ⊂ X :
⋂
x∈σ
B¯t(x) 6= ∅
}
,
where B¯t(x) = {y ∈ R
N : ‖y − x‖ ≤ t} denotes the closed ball of radius t centered at x
with respect to the Euclidean distance ‖ · ‖. This is an abstract simplicial complex homotopy
equivalent to the union of balls ∪x∈X B¯t(x) (by the nerve lemma). A subset σ ⊂ X of
cardinality (k + 1) is called a k-simplex, or simply a simplex. A 0/1/2-simplex is usually
referred to as a vertex, an edge or a triangle, respectively.
When the radius t is small enough, the Cˇech complex Ct(X ) consists of only vertices. As t
increases, simplices are added more and more until all simplices have already been included.
Topology features such as rings and cavities are created and then disappear as the radius
parameter runs from zero to infinity. To see how topology features change in the filtration
{Ct(X )}t≥0, we use a mathematical tool called persistent homology which can be visualized
by persistence diagrams. Roughly speaking, a point (b, d), called a birth-death pair, in the
qth persistence diagram corresponds to a q-dimensional hole which appears at time t = b,
persists during t ∈ [b, d), and disappears at time t = d.
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Let
f(σ) = inf{t ≥ 0 : σ ∈ Ct(X )} (1)
be the birth time of a simplex σ. It may happen that several simplices are added at the same
time. However, when the points X satisfy some mild conditions, the Cˇech filtration has a
very nice structure in the sense that either of the following holds
(0) Ct = C
−
t , where C
−
t = ∪s<tCs;
(i) Ct = C
−
t ⊔ {α};
(ii) Ct = C
−
t ⊔ [τ, σ], for τ ( σ, where [τ, σ] = {α : τ ⊂ α ⊂ σ} is called an interval.
Here ‘⊔’ denotes the disjoint union.
In case (i), a k-simplex α is called a critical k-simplex and its birth time f(α) a critical
value. When a critical k-simplex is added, either one generator is created in the kth homology
group or one generator disappears in the (k− 1)st homology group. In other words, adding a
critical k-simplex at time t = c corresponds either to a point in the kth persistence diagram
with birth time b = c, or to a point in the (k − 1)st persistence diagram with dead time
d = c. It turns out that homology groups do not change when an interval [τ, σ] with τ ( σ is
added. That is to say, the cases (0) and (ii) do not effect homology groups. From those, the
number of points in the qth persistence diagram can be calculated from the number of critical
k-simplicies (k ≤ q). The aim of this paper is to give a rigorous proof of the arguments above.
As an application, we study persistence diagrams of the Cˇech filtration built over binomial
point processes. Let {Xn}n≥1 be an i.i.d. (independent identically distributed) sequence of
RN -valued random variables with bounded probability density function κ(x) (with respect
to the Lebesgue measure on RN ). The union of the first n points, Xn = {X1,X2, . . . ,Xn} is
called a binomial point process. Random Cˇech complexes in this setting have been extensively
studied. Refer to [3] for a survey. Let PDq(n
1/NXn) be the qth persistence diagram of the
Cˇech filtration built over
n1/NXn = {n
1/NX1, n
1/NX2, . . . , n
1/NXn}
and let ξq,n be its counting measure
ξq,n =
∑
(b,d)∈PDq(n1/NXn)
δ(b,d).
Here δ(b,d) is the Dirac measure at (b, d). Then for 1 ≤ q ≤ N − 1, as a random measure on
∆ = {(b, d) : 0 ≤ b < d <∞},
almost surely, n−1ξq,n converges vaguely as n → ∞ to a nonrandom measure νq,κ which
can be expressed in terms of the limiting measure in the homogeneous Poisson point process
setting [7].
The limiting behavior of critical simplices has been studied [2, 4]. In order to deal with
critical simplices, we need the following assumption.
Assumption A. The probability density function κ(x) has convex and compact support
S, and
0 < inf
x∈S
κ(x) ≤ sup
x∈S
κ(x) <∞.
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Under Assumption A, the weak law of large numbers and the central limit theorem for the
number of critical k-simplices in {Ct(n
1/NXn)}t≥0 have been established [2]. We improve in
this paper by showing the strong law of large numbers. This result has interesting conse-
quences which we summarize in the following.
Theorem 1.1. Let 1 ≤ q ≤ N − 1. Then under Assumption A, the following hold.
(i) Almost surely,
ξq,n
n
→ νq,κ vaguely as n→∞.
The total mass νq,κ(∆) does not depend on κ.
(ii) Almost surely,
ξq,n(∆)
n
→MN,q as n→∞,
where MN,q is a constant depending only on N and q.
(iii) Almost surely,
1
n
∑
(b,d)∈PDq(n1/NXn)
δ(d−b) → (MN,q − νq,κ(∆))δ0 + νq,κ ◦ pr
−1 weakly as n→∞.
Here pr : ∆ ∋ (b, d) 7→ d− b ∈ (0,∞).
That the relation MN,q = νq,κ(∆) holds or not is still open.
2 Persistent homology of generalized discrete Morse functions
Let k be a field. For a simplicial complex K, denote by Cq(K), Zq(K) and Bq(K) the qth
chain group, the qth cycle group and the qth boundary group, respectively. Notations are
taken from [8].
For a right continuous filtration of simplicial complexes K = {Kt}t≥0 whose persistent
homology is assumed to be tame, let
βr,sq = β
r,s
q (K) = dim
Zq(Kr)
Zq(Kr) ∩Bq(Ks)
, (0 ≤ r ≤ s <∞),
be the qth persistent Betti numbers. As a function of (r, s), βr,sq becomes the ‘distribution
function’ of the qth persistence diagram. In fact, let ξq be the counting measure on ∆¯ :=
{(b, d) : 0 ≤ b < d ≤ ∞} defined by
ξq =
∑
(b,d)∈PDq(K)
δ(b,d),
where PDq(K) denotes the qth persistence diagram of the persistent homology of the filtration
K. Then
βr,sq = ξq([0, r]× (s,∞]).
Let K be a finite simplicial complex. For τ ⊂ σ, the interval [τ, σ] of simplices is defined
as
[τ, σ] := {α : τ ⊂ α ⊂ σ}.
It contains a single simplex in case τ = σ. Let V be a partition of K into intervals. Then a
function f : K → R is called a generalized discrete Morse function with generalized discrete
gradient V if
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(i) f(τ) ≤ f(σ), whenever τ ⊂ σ; and
(ii) for τ ⊂ σ, the equality f(τ) = f(σ) holds iff τ and σ belong to the same interval in V .
Refer to [1] for the usage of terminologies.
Let f : K → [0,∞) be a generalized discrete Morse function with f({v}) = 0 for all
vertices v. For t ≥ 0, let
Kt = f
−1([0, t]) = {σ ∈ K : f(σ) ≤ t}.
Assume that the value of f on each interval (except vertices) is different. Then for t > 0,
either of the following holds
(0) Kt = K
−
t ;
(i) Kt = K
−
t ⊔ {α};
(ii) Kt = K
−
t ⊔ [τ, σ], for τ ( σ.
When a single k-simplex α is added at time t = f(α), we call α a critical k-simplex and its
birth time f(α) a critical value.
Now consider the persistent homology of {Kt}t≥0 which is tame because K is finite. Let
Nk, k ≥ 1, be the number of critical k-simplices. Let N0 be the number of vertices in K.
Let Mq be the number of finite points (points (b, d) with d < ∞) in PDq. At the end of
this section, we show that a critical k-simplex with critical value t = c corresponds to either
a point in PDk with b = c or a point in PDk−1 with d = c. Consequently, the following
relations hold
N0 =M0 + β0(K),
N1 =M0 +M1 + β1(K), . . . ,
Nq =Mq−1 +Mq + βq(K).
Here βk(K) is the kth Betti number of K. Consequently, the following holds.
Theorem 2.1. For q ≥ 0,
Mq = Nq −Nq−1 + · · ·+ (−1)
qN0 − (βq(K) − βq−1(K) + · · ·+ (−1)
qβ0(K)).
The above relations will be proved through several lemmata. In what follows, the notation
α(p) is used to indicate that α is a p-simplex.
Lemma 2.2. Assume that K ⊂ K˜ are simplicial complexes with K˜ = K ⊔ α(p). Then
Zp−1(K˜) = Zp−1(K), Bp(K˜) = Bp(K),
and, {
Bp−1(K˜) = Bp−1(K), Zp(K˜) ∼= Zp(K)⊕ k, if ∂p(〈α〉) ∈ Bp−1(K),
Bp−1(K˜) = Bp−1(K) ⊕ k∂p(〈α〉), Zp(K˜) = Zp(K), if ∂p(〈α〉) 6∈ Bp−1(K).
Here ∂p : Cp(K) → Cp−1(K) is the pth boundary operator and the notation ‘⊕’ denotes the
direct sum of vector spaces.
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Proof. Since K˜ = K ⊔ α(p), it follows that
Ck(K˜) =
{
Ck(K) ⊕ k〈α〉, if k = p,
Ck(K), if k 6= p.
Note that Bp(K) = im ∂p+1 and Zp(K) = ker ∂p. Then it is clear that
Zp−1(K˜) = Zp−1(K), Bp(K˜) = Bp(K).
In case ∂p(〈α〉) ∈ Bp−1(K), then Bp−1(K˜) = Bp−1(K). Consequently, by the rank–nullity
theorem,
dimZp(K˜) = dimCp(K˜)− dimBp−1(K˜)
= 1 + dimCp(K) − dimBp−1(K) = 1 + dimZp(K),
which implies
Zp(K˜) ∼= Zp(K)⊕ k.
Conversely, when ∂p(〈α〉) /∈ Bp−1(K), then clearly Bp−1(K˜) = Bp−1(K) ⊕ k∂p(〈α〉). By
using the rank–nullity theorem again, it follows that Zp(K˜) = Zp(K). The proof is complete.
Lemma 2.3. Assume that K ⊂ K˜ are simplicial complexes with K˜ = K ⊔ {α(p) ⊂ β(p+1)}.
Then only the pth boundary and the pth cycle group change in a way that
Bp(K˜) = Bp(K) ⊕ k∂p+1(〈β〉), Zp(K˜) = Zp(K)⊕ k∂p+1(〈β〉).
Consequently,
Zp(K) ∩Bp(K˜) = Bp(K). (2)
Proof. Assume that K˜ = K ⊔ {α(p) ⊂ β(p+1)}. Then
Ck(K˜) =


Ck(K) ⊕ k〈α〉, if k = p,
Ck(K) ⊕ k〈β〉, if k = p+ 1,
Ck(K), if k /∈ {p, p+ 1}.
Now, by the definition of the boundary operator, we have
∂p+1(〈β〉) = ±〈α〉+
∑
σ
(p)
j ⊂β;σ
(p)
j 6=α
±〈σj〉. (3)
Clearly, the sum in the above equation belongs to Cp(K). By taking the boundary operator
again, we deduce that ∂p(〈α〉) ∈ Bp−1(K) because ∂p ◦ ∂p+1 = 0. Thus, similarly as in the
proof of Lemma 2.2, we obtain that
Bp−1(K˜) = Bp−1(K), Zp(K˜) ∼= Zp(K)⊕ k.
In this case, we can write explicitly
Zp(K˜) = Zp(K)⊕ k∂p+1(〈β〉).
Note that adding {α(p) ⊂ β(p+1)} does not effect the (p−1)st cycle group, that is, Zp−1(K˜) =
Zp−1(K).
5
Next we consider the boundary operator ∂p+1,
∂p+1 : Cp+1(K)→ Cp(K), ∂p+1 : Cp+1(K) ⊕ k〈β〉 → Cp(K)⊕ k〈α〉.
It follows from the expression of ∂p+1(〈β〉) in (3) that
Bp(K˜) = Bp(K) ⊕ k∂p+1(〈β〉).
Then Zp+1(K˜) = Zp+1(K) by comparing their dimensions using the rank–nullity theorem.
The second statement is an easy consequence of the first one. The proof is complete.
We have shown that
Zk(K) ∩Bk(K˜) = Bk(K), (k ≥ 0),
if K˜ = K⊔ {α(p) < β(p+1)}. (It’d better to write α(p) < β(p+1) here instead of α(p) ⊂ β(p+1).)
By induction, the above relation still holds, if K and K˜ is connected by a sequence of simplicial
complexes K = K0 ⊂ K1 ⊂ · · · ⊂ Kn = K˜ with Ki = Ki−1 ⊔ {α
(pi)
i < β
(pi+1)
i }. In this case,
K˜ is said to collapse onto K. We claim that K˜ collapses onto K, if K˜ = K ⊔ [τ, σ], for τ ( σ.
Indeed, choose an arbitrary vertex x ∈ σ \ τ , and partition the interval [τ, σ] into pairs
{α \ {x}, α ∪ {x}} with noting that
{α \ {x}, α ∪ {x}} =
{
{α \ {x}, α}, if x ∈ α,
{α,α ∪ {x}}, if x 6∈ α.
Then arranging the pairs in a suitable order yields the desired result.
Theorem 2.1 follows directly from the following result.
Theorem 2.4. Let K = {Kt}t≥0 be a right continuous filtration of simplicial complexes whose
persistent homology is assumed to be tame.
(i) Assume that only one p-simplex is added at time c ∈ (u, v], that is, Kc = K
−
c ⊔ α
(p),
and Kt = K
−
t for t ∈ (u, v] \ {c}. Then either PDp−1 has only one point in the region
{(b, d) : d ∈ (u, v]} with b ≤ u and d = c, or PDp has only one point in the region
{(b, d) : b ∈ (u, v]} with b = c and d > v.
(ii) Assume that for u ≤ r ≤ s ≤ v,
Zp(Kr) ∩Bp(Ks) = Bp(Kr).
Then PDp has no point in the region
{(b, d) : b ∈ (u, v] or d ∈ (u, v]}.
Proof. (i) Since Kc = K
−
c ⊔ α
(p), it follows from Lemma 2.2 that there are two cases to deal
with.
CASE 1: Zp(Kt) = Zp(Ku), t ∈ (u, v], andBp−1(Kt) = Bp−1(Ku), t ∈ (u, c) andBp−1(Kt) ∼=
Bp−1(Ku)⊕ k, t ∈ [c, v].
(a) Let us consider PDp−1. For fixed r ∈ [u, v], the function of s ∈ [r, v]
βr,sp−1(K) = dim
Zp−1(Kr)
Zp−1(Kr) ∩Bp−1(Ks)
= dim
Zp−1(Kv)
Zp−1(Kv) ∩Bp−1(Ks)
= dimZp−1(Kv)− dimBp−1(Ks),
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decreases by one at s = c, (if r < c). Therefore, there is only one point (b, d) with d ∈ (u, v].
Moreover, the point has b ≤ u and d = c.
(b) For PDp, see (ii).
CASE 2: Bp−1(Kt) = Bp−1(Ku), t ∈ (u, v], and Zp(Kt) = Zp(Ku), t ∈ (u, c) and Zp(Kt) =
Zp(Ku)⊕ k, t ∈ [c, v].
(a) For PDp−1, also see (ii).
(b) Consider PDp. Recall that Bp(Kv) = Bp(Ku). For fixed s ∈ [u, v], the function of
r ∈ [u, s]
βr,sp (K) = dim
Zp(Kr)
Zp(Kr) ∩Bp(Ks)
= dimZp(Kr)− dimBp(Ku), r ∈ [u, s]
increases by one at r = c, (if s ≥ c). Therefore, there is only one point (b, d) with b ∈ (u, v].
Moreover, the point has b = c and d > v. The proof of (i) is complete.
(ii) For u ≤ r ≤ s ≤ v, it follows from the relation Zp(Kr) ∩Bp(Ks) = Bp(Kr) that
βr,sp (K) = dim
Zp(Kr)
Zp(Kr) ∩Bp(Ks)
= dim
Zp(Kr)
Bp(Kr)
,
from which the conclusion follows. Theorem 2.4 is proved.
3 Cˇech complexes and generalized discrete Morse theory
Definition 3.1. A finite set X ⊂ RN is in general position if for every P ⊂ X of at most
N + 1 points,
(i) P is affinely independent, and
(ii) no point of X \ P lies on the smallest circumsphere of P.
Assume that the points X are in general position. Then the function f defined in (1)
is a generalized Morse function (associated with some generalized discrete gradient V ) [1] .
Assume further that the value of f on each interval in V is different. Then for each t > 0, it
holds that
Ct = C
−
t , or Ct = C
−
t ⊔ {α}, or Ct = C
−
t ⊔ [τ, σ] with τ ( σ,
where recall that Ct = Ct(X ) is the Cˇech complex with parameter t. From which, the following
result follows from Theorem 2.1.
Theorem 3.2. Let X ⊂ RN be a set of n points in general position. Assume that the birth
time of each interval is different. Let Nk, (k = 1, . . . , N) be the number of critical k-simplices
in {Ct(X )}t≥0. Then
#PD0 = n,
#PD1 = N1 − (n− 1),
. . .
#PDq = Nq −Nq−1 + · · ·+ (−1)
q−1N1 + (−1)
q(n− 1), 1 ≤ q ≤ N − 1.
Here #PDq denotes the number of points in the qth persistence diagram of {Ct(X )}t≥0.
7
We conclude this section with some remarks on critical simplices. A k-simplex α is critical,
if f(τ) < f(α) < f(σ), for any τ ( α ( σ. A criterion for this recovers the concept of critical
simplices in [2]. For a set α of (k + 1) points in general position in RN , let
S(α) = the unique (k − 1)-dimensional sphere containing α,
C(α) = the center of S(α) in RN ,
R(α) = the radius of S(α),
B(α)(B¯(α)) = the open (closed) ball in RN with radius R(α) centered at C(α),
conv◦(α) = the open k-simplex spanned by the points in α.
Lemma 3.3 ([2]). Assume that a finite set X ⊂ RN is in general position. Then a k-simplex
α is critical in the filtration {Ct(X )}t≥0, if
C(α) ∈ conv◦(α), X \ α /∈ B¯(α).
4 Persistence diagrams of random Cˇech complexes
Recall that {Xn}n≥1 is an i.i.d. sequence of R
N -valued random variables with bounded prob-
ability density function κ(x). We consider persistence diagrams of the Cˇech filtration built
over n1/NXn = {n
1/NX1, n
1/NX2, . . . , n
1/NXn}. Note that the assumption in Theorem 3.2
holds almost surely.
4.1 Strong law of large numbers for the number of critical simplicies
Let hk(σ) be the indicator function of k-simplices with C(σ) ∈ conv
◦(σ). Then σ is a critical
k-simplex in {Ct(X )}t≥0, if and only if hk(σ) = 1 and X \ σ /∈ B¯(σ). Let Nk(Xn) be the
number of critical k-simplicies in {Ct(Xn)}t≥0. Then under Assumption A, it holds that [2],
E[Nk(Xn)]
n
→ γN,k,
where
γN,k =
1
(k + 1)!
∫
(RN )k
hk({0, y1, . . . , yk})e
−ωNR({0,y1,...,yk})
N
dy1 · · · dyk,
with ωN the volume of the unit ball in R
N . Some exact values of γN,k were calculated in [4]
γ2,1 = 2, γ2,2 = 1,
γ3,1 = 4, γ3,2 = 3
(
1 +
pi2
16
)
, γ3,3 =
3pi2
16
.
The weak law of large numbers and the central limit theorem for Nk(Xn) were established
[2]. Here we show that the strong law of large numbers holds.
Theorem 4.1. Under Assumption A, for k = 1, 2, . . . , N ,
Nk(Xn)
n
→ γN,k almost surely as n→∞.
The almost sure convergence follows from the following general result. A detailed proof
is left to the reader.
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Theorem 4.2 (SLLN). Let {Xn}n≥1 be an i.i.d. sequence of R
N -valued random variables.
Denote by Xn = {X1,X2, . . . ,Xn} the corresponding binomial processes. Let Hn be a real-
valued functional defined on finite subsets of RN . Assume that for some p > 2,
sup
n
E[|Hn(Xn)−Hn(Xn−1)|
p] <∞.
Then almost surely,
Hn(Xn)− E[Hn(Xn)]
n
→ 0 as n→∞.
The proof of Theorem 4.2 is given in Appendix A.
4.2 Convergence of persistence diagrams—revisited
Let 1 ≤ q ≤ N−1. Let Pλ be a homogeneous Poisson point process in RN with density λ > 0.
Denote by PλL the restriction of P
λ on [−L
1/N
2 ,
L1/N
2 )
N . Then almost surely, as L→∞,
PDq(P
λ
L)
L
v
→ νλq .
Here ‘
v
→’ denotes the vague convergence of measures and PDq has the same meaning with
its counting measure. By a scaling property of homogeneous Poisson point processes, we can
deduce that νλq (A) = λν
1
q (λ
1/NA), for bounded measurable set A ⊂ ∆. Note that νλq has full
support [8].
For binomial point processes, under a weaker assumption than the boundedness assump-
tion here, it was shown in [7] that almost surely, as n→∞,
ξq,n
n
=
PDq(n
1/NXn)
n
v
→ νq,κ,
where
νq,κ(A) =
∫
νκ(x)q (A)dx =
∫
ν1q (κ(x)
1/NA)κ(x)dx.
In particular, νq,κ(∆) = ν
1
q (∆).
Now, as a direct consequence of Theorem 3.2 and Theorem 2.4, it follows that
ξq,n(∆)
n
=
#PDq(Xn)
n
→MN,q almost surely as n→∞,
where
MN,q = γN,q − γN,q−1 + · · ·+ (−1)
q−1γN,1 + (−1)
q.
Here is the main result in this random part.
Theorem 4.3. Let ζq,n be the random measure on [0,∞) defined by
ζq,n =
1
n
∑
(b,d)∈PDq(n1/NXn)
δ(d−b).
Then almost surely, as n → ∞, ζq,n converges weakly to a measure µq,κ, meaning that for
any bounded continuous function f : [0,∞)→ R, almost surely as n→∞∫
f(x)dζq,n(x) =
1
n
∑
(b,d)∈PDq(n1/NXn)
f(d− b)→
∫
f(x)dµq,κ(x).
Here
µq,κ = (MN,q − νq,κ(∆))δ0 + νq,κ ◦ pr
−1, (pr : ∆ ∋ (b, d) 7→ d− b).
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We remark that for α > 0, the persistent sum
1
n
∑
(b,d)∈PDq(n1/NXn)
(d− b)α
converges almost surely to a finite limit [6]. Therefore, the result in the above theorem holds
for any continuous function of polynomial growth.
Theorem 4.3 follows directly from the following deterministic result. A function F : ∆→ R
vanishes at infinity if for every ε > 0, there is a compact K ⊂ ∆ such that |f(x)| < ε, for
x ∈ ∆ \K.
Lemma 4.4. (i) Assume that the sequence of finite measures {µn} converges vaguely to µ
as n→∞ and that
sup
n
µn(∆) <∞.
Then for any continuous function F vanishing at infinity, it holds that∫
∆
Fdµn →
∫
∆
Fdµ as n→∞.
(ii) Assume further that there is a sequence of increasing positive numbers {rk} tending to
infinity such that
lim
k→∞
lim sup
n→∞
µn({(b, d) ∈ ∆ : d ≥ rk}) = 0.
Then for any bounded continuous function f : [0,∞)→ R with f(0) = 0,∫
∆
f(d− b)dµn →
∫
∆
f(d− b)dµ as n→∞.
(iii) Consequently, for any bounded continuous function f : [0,∞)→ R,∫
∆
f(d− b)dµn → (M − µ(∆))f(0) +
∫
∆
f(d− b)dµ as n→∞,
provided that µn(∆)→M as n→∞.
The lemma contains some ideas taken from [6]. It can be proved by a standard approxi-
mation method so that the proof is omitted. Note that the diagonal {b = d} plays a role as
infinity in the topology of ∆. When µn converges vaguely to µ and µn(∆)→ µ(∆), then µn
converges weakly to µ. However, since we only assume that µn(∆)→M , where M may not
equal µ(∆), some mass could escape to infinity.
To prove Theorem 4.3, it remains to show the condition (ii) in the above lemma. However,
that condition is a consequence of the strong law of large numbers for critical simplices in
the thermodynamic regime (cf. [2]).
A The strong law of large numbers for functionals on binomial
point processes
In this section, we prove Theorem 4.2.
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Proof of Theorem 4.2. For fixed n, let us estimate E[|Hn(Xn) − E[Hn(Xn)]|
p]. Set Z =
Hn(Xn). Define a martingale sequence {Mi}
n
i=0 as
Mi = E[Z|Fi], i = 0, 1, . . . , n.
Here F0 = {∅,Ω} and Fi = σ(Xj : j ≤ i) for i = 1, 2, . . . , n. Let 〈Z〉 denote the quadratic
variation
〈Z〉 =
n∑
i=1
(Mi −Mi−1)
2.
Then Burkholder’s inequalities (last line in page 518 of [5]) imply that
‖Z − E[Z]‖p ≤ (p− 1)‖
√
〈Z〉‖p. (4)
Let {X ′i}
n
i=1 be an independent copy of {Xi}
n
i=1. Let
Z ′i = Hn(X1, . . . ,Xi−1,X
′
i,Xi+1, . . . Xn), Zˇi = Hn(X1, . . . ,Xi−1,Xi+1, . . . Xn).
Observe that
Mi −Mi−1 = E[Z − Z
′
i|Fi].
Hence,
E[|Mi −Mi−1|
p] ≤ E[|Z − Z ′i|
p] ≤ 2p−1(E[|Z − Zˇi|
p] + E[|Z ′i − Zˇi|
p])
= 2pE[|Hn(Xn)−Hn(Xn−1)|
p].
Here the first inequality follows from Jensen’s inequality for conditional expectation.
From the definition of 〈Z〉, we have
‖〈Z〉‖p/2 ≤
n∑
i=1
‖(Mi −Mi−1)
2‖p/2 =
n∑
i=1
‖Mi −Mi−1‖
2
p.
The last sum is bounded by nCp, for some constant Cp, by the assumption. Together with
the inequality (4), it follows that
‖Z − E[Z]‖p ≤ (p − 1)‖
√
〈Z〉‖p = (p − 1)‖〈Z〉‖
1/2
p/2 ≤ (p− 1)C
1/2
p n
1/2.
Therefore for some constant Dp > 0,
E[|Hn(Xn)− E[Hn(Xn)]|
p] ≤ Dpn
p/2,
from which
P
(
|Hn(Xn)− E[Hn(Xn)]|
n
≥ ε
)
≤
Dp
εp
n−p/2.
Then the desired almost sure convergence is a consequence of the Borel–Cantelli lemma. The
proof is complete.
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