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En la actualidad, las redes de comunicaciones son elementos críticos de cualquier 
organización empresarial que nace de necesidades concretas en un momento determinado, 
que se amplia y evoluciona con las necesidades del día a día y con los continuos cambios en la 
organización. La auditoría de red es una actividad que permite determinar “el estado de las 
comunicaciones en una organización” aportando beneficios preventivos así como una valiosa 
información para optimizar el rendimiento de la infraestructura tecnológica en las 
organizaciones. 
 
Una de las ventajas que aporta una auditoria de la red es que ofrece las herramientas 
necesarias para determinar la eficacia con que una red respalda las operaciones empresariales 
y el grado de satisfacción de los usuarios, sin que influyan cuestiones políticas internas de la 
organización que encarga la auditoria, siendo una referencia independiente. 
 
Además permite identificar gastos encubiertos mediante un inventario rápido y 
preciso. Optimiza los niveles de servicio y de dotación de personal, y permite reducir costes, 
mejorando el funcionamiento de la red, identificando los problemas, patrones de fallos, y 
aislando los errores para proceder a su eliminación.  
 
Las auditorias de red son enormemente diversas debido a que tienen que cubrir un 
amplio rango de necesidades, ya que no es lo mismo conocer el estado general de una red, 
que una auditoria destinada a corregir un problema de funcionamiento o de prestaciones 
detectado, o estudiar la posible implementación de nuevas tecnologías en la red. Es por esto 
que no se puede hablar de un modelo único de auditoría de red, sino que en la mayor parte de 
los casos es necesario adaptar un modelo genérico de auditoría a las necesidades específicas 
de quien la requiere. 
 
La forma más conveniente de cumplir los dos objetivos indicados anteriormente 
(estandarización y adaptación a las necesidades del peticionario) es utilizando un modelo de 
auditoría compuesto por diversos módulos que se podrán elegir o descartar en función de las 
necesidades de cada red, de las tecnologías existentes en la misma, etc. 
 















2. Auditoria de Red 
A continuación se detallaran los puntos a tratar durante la auditoria de la red, como 
son los objetivos que se pretenden alcanzar, y las diferentes fases que se llevaran a cabo.  
 
2.1 Objetivo 
De común acuerdo con la persona responsable de solicitarla, se deben fijar los 
objetivos a cumplir por la auditoria de red, fijando el alcance de la misma de la forma más clara 




• Revisar el estado general de la red con vistas a una futura ampliación, migración o 
cambio de tecnología (Telefonía IP por ejemplo). 
• Revisar el estado general de la red para detectar posibles problemas. 
• Dimensionar adecuadamente los enlaces WAN. 
• Estudio de Calidad de Servicio en la red. 
• Solucionar un problema de rendimiento existente. 
• Elaborar la documentación técnica de la red. 
 
2.2 Fases de la auditoría 


















• Fase I: Análisis global de la red: Durante esta fase inicial se tomara contacto con la red 
y se deberá recopilar la información necesaria para poder comenzar a trabajar en la 
auditoría propiamente dicha.  
 
• Fase II: Toma de datos: Partiendo de la información obtenida en la fase anterior, se 
recopilara los datos necesarios para llevar a cabo el objetivo de la auditoria 
especificado anteriormente.  
 
• Fase III: Análisis de los datos: Plasmar y documentar toda la información recopilada.  
 
• Fase IV: Elaboración de documentación: En esta fase final de la auditoría se elaborará 
la documentación que se derive de la ejecución de las fases anteriores 
 
En los siguientes apartados se desarrollan cada una de estas fases. 







3. Fase I: Introducción y análisis global de la red 
 
Durante esta fase inicial tomaremos contacto con la red y deberemos recopilar la 
información necesaria para poder comenzar a trabajar en la auditoria.  
 
3.1 Inventario de equipamiento de red y de enlaces 
En este primer contacto con la red, se procederá a hacer un inventario del 
equipamiento que la compone y los enlaces existentes en la misma. Con la ayuda de los 
interlocutores asignados, se recopilará toda la información necesaria para el posterior acceso a 
cada equipo (fabricante, modelo, nombre, dirección IP de gestión, contraseñas, comunidades 
SNMP, etc.) así como las características específicas de cada enlace (tecnología, ancho de banda 
garantizado, ancho de banda máximo, etc.).  
 
Dentro del equipamiento de red se incluirán elementos hardware y software, siendo 
también necesario obtener información acerca de las aplicaciones que hacen uso de la red y de 
los tipos y patrones de tráfico que es probable encontrar en la misma (horas y días de tráfico 
máximo y mínimo por ejemplo). 
 











Ejemplo de patrón semanal de tráfico: 
 
 
3.2 Topología de la red. 
Dentro del estudio de la topología de la red, distinguiremos entre topologías de Nivel 1 
(nivel físico), donde se detallan las conexiones físicas entre los diferentes equipos de la red, 
topologías de Nivel 2 (nivel lógico), donde se analizan las dependencias entre los equipos 
basándonos en tecnologías a nivel de enlace, y finalmente topologías de Nivel 3 (nivel de red), 
donde se tienen en cuenta tecnologías como protocolos de enrutamiento, direccionamiento 
IP, etc.…  
 
3.2.1 Topología física de la red (esquemas físicos) 
Usando como base el inventario llevado a cabo en el apartado anterior, se elaborará 
un esquema físico de la red en el que se reflejará el conexionado de los distintos elementos 
que la forman. En este esquema se detallará el ancho de banda de los enlaces, puertos de 
conexión en los diferentes equipos, nombre y modelo de los equipos de la red, etc.… 
 
 Este esquema físico de la red nos tiene que permitir identificar posibles desajustes en 




















3.3 Topología lógica de la red (esquemas lógicos) 
De igual modo, se elaborará un esquema funcional (lógico) de la red en el que se 
plasmará la forma en que esta funciona.  
 





















En este esquema se detallarán las tecnologías presentes en la red referentes a 
direccionamiento IP, protocolos de enrutamiento, enlaces WAN, información sobre las VLANs 
existentes en la red, etc.  
 
 Este esquema lógico de la red nos tiene que permitir identificar posibles desajustes en 
la configuración de los equipos y sus VLANs, o divergencias en protocolos de enrutamiento, 
posibles cuellos de botella, etc.… 







4. Fase II: Toma de datos 
 
Partiendo de la información obtenida en la fase anterior, el siguiente paso es recopilar 
los datos necesarios para llevar a cabo el objetivo de la auditoria especificado anteriormente. 
Por este motivo se usaran diferentes métodos para recoger la información, que podemos 
clasificar en función de su origen: 
 
• Datos procedentes de los propios equipos de comunicaciones: Los equipos que 
componen la red (switches, routers, balanceadores, etc.) son una valiosa fuente de 
información, puesto que generan gran cantidad de datos estadísticos y de 
funcionamiento que posteriormente pueden ser recuperados mediante SNMP,  CLI 
(consola, Telnet o SSH) o un servidor de Syslog. 
 
Ejemplo de syslog: 
 
SWITCH1#sh logging 
Nov 18 23:49:53.179: %OSPF-5-ADJCHG: Process 1, Nbr 192.168.49.58 on Vlan740 from LOADING to FULL, 
Loading Done 
Nov 18 23:49:57.463: %CSM_SLB-6-RSERVERSTATE: Module 7 server state changed: SLB-NETMGT:  health 
probe re-activated server 192.168.28.50:0 in serverfarm 'LDAP' 
Nov 19 00:11:38.356: %CSM_SLB-6-RSERVERSTATE: Module 7 server state changed: SLB-NETMGT:  health 
probe re-activated server 192.168.28.50:80 in serverfarm 'TFJWSEAE0' 
Nov 19 00:11:43.308: %CSM_SLB-6-RSERVERSTATE: Module 7 server state changed: SLB-NETMGT:  health 
probe re-activated server 192.168.28.50:443 in serverfarm 'TFJWSEAE0.SSL 
 
 
• Datos procedentes de la conexión de Analizadores: Ya sean analizadores de 
protocolos, de ancho de banda, etc., en lugares estratégicos de la red proporcionan 
mucha información relevante. 
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• Datos obtenidos mediante la utilización de equipos de medida especializados: 
Medidas de temperatura, humedad, diafonía, atenuación, dispersión, etc. 
 
Como norma general es preferible obtener toda la información posible de los propios 
equipos de comunicaciones, limitando la utilización de analizadores o instrumentos de medida 
especializados a aquellas situaciones en que sean imprescindibles. 
 
La toma de datos se basa en un análisis de las tecnologías más comunes que se 
encuentran hoy en día en una red de comunicaciones. Estas tecnologías se estructuran en una 
adaptación al modelo TCP/IP, comenzando por las más próximas al nivel físico y terminando en 


















4.1 Tareas previas 
Antes de proceder a la toma de datos, es necesario comprobar que se está preparado para 
recoger toda la información que los propios equipos de la red pueden suministrar. Para ello se 
realizarán las siguientes tareas: 
 
• Instalación de un servidor de Syslog en la red: Nos permitirá recolectar toda la 













• Configuración de Syslog en todos los equipos: Es necesario que todos los equipos de 
la red que se quieran estudiar permitan recolectar la información que generen. 
Asimismo, se puede decidir qué nivel de profundidad en los logs se desea, desde el 
nivel mínimo (Alerts) hasta el máximo (Debugging) 
 
• Configuración de NTP en todos los equipos: Es recomendable para facilitar el estudio 
de la información recolectada, que todos los equipos de la red tengan correctamente 
configurado el NTP (Network Time Protocol, es un protocolo de Internet para 
sincronizar los relojes de los sistemas informáticos). 
 
• Configuración de acceso SNMP en todos los equipos: El Protocolo Simple de 
Administración de Red o SNMP es un protocolo de la capa de aplicación que facilita el 
intercambio de información de administración entre dispositivos de red. Mediante la 







configuración de claves de lectura y/o escritura, es posible acceder a los equipos para 
recoger la información interesante. 
 
• Configuración del envío de traps SNMP en todos los equipos: Habilitando el envío de 
traps nos aseguramos que los equipos de comunicaciones nos harán llegar aquellos 
mensajes relevantes que les hayamos configurado. 
 
• Recuperación de los mensajes de log que puedan estar almacenados en los equipos: 
Para disponer de información histórica de la red, se recogerán los logs almacenados en 
los diferentes equipos. 
 
4.2 Metodología de medición 
 
Si la medición de una magnitud tiene carácter puntual (sólo se va a medir en un 
instante concreto de tiempo) se elegirá para hacerla un momento que sea representativo. Por 
ejemplo, si se va a medir puntualmente el consumo de CPU de una máquina, la medición se 
hará en una hora en que se suponga que la carga es máxima (en las peores condiciones). 
 
Si por el contrario una magnitud va a ser medida durante un periodo de tiempo 
(consumo de CPU a lo largo de un mes por ejemplo), debemos fijar un comienzo y un periodo 
de medición que sea representativo a efectos de la auditoría.  
 
4.3 Entorno físico  
 
Siguiendo el modelo TCP/IP explicado anteriormente, el estudio de la red se inicia con el 
análisis del entorno físico en que se encuentran los equipos de comunicaciones.  
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La situación de estos equipos suele ser determinante a la hora de garantizar su correcto 
funcionamiento. Es por ello que se recomienda revisar los siguientes elementos utilizando para 
ello instrumental de medida especializado o la información de los propios equipos. 
 
• Temperatura dentro y fuera de los armarios de comunicaciones. 
• Humedad. 
• Ventilación. Acumulación de polvo. 
• Polución (humos, salidas de gases, etc.). 
• Existencia de campos electromagnéticos cercanos. 
• Alimentación eléctrica 
o Tomas de Tierra. 
o Redundancia. 
o Estabilidad de la corriente (picos, cortes, etc.) 
o Sistemas de Alimentación Ininterrumpida (UPS/SAI). 




o Facilidad para reemplazar equipamiento si fuera necesario. 
 
 







Medio Tipo de cableado Medidas a realizar
Par trenzado de cobre Categoria 5, Categoria 6, … Velocidad Tx, Diafonia, Atenuación, Impedancia, conservació cableado
Cable Serie - Velocidad Tx, Impedancia, conservació cableado
Cable Coaxial - Velocidad Tx, Impedancia, conservación cableado y conectores
Fibra Optica Monomodo/Multimodo Velocidad Tx, Dispersión, Atenuación, Impedancia, conservació cableado
Radio - Situación de las antenas, Atenuación, relación S/N y jitter, Interferencias
4.3.1 Medios físicos de transmisión 
Dado que actualmente las redes de comunicaciones transportan los datos sobre una 
variedad de medios de transmisión diferentes, estos deben ser analizados por separado para 
comprobar su funcionamiento en los casos que se considere necesario.  
 
 
4.3.2 Ethernet en medio compartido (Hubs y Repetidores) 
A pesar de que hoy en día las redes locales tienden a ser totalmente conmutadas, aún 
existen redes o segmentos compuestos de repetidores o Hubs en los cuales cada trama 
Ethernet generada por un equipo es transmitida al resto de máquinas. Estos equipos funcionan 
a nivel 1, ya que su función es recibir una trama de información, regenerar la señal y replicar 
dicha trama por todos sus puertos. 
 
4.3.2.1 Topología 
La compartición de un medio de transmisión entre múltiples estaciones impone unas 
normas de funcionamiento destinadas principalmente a la detección de colisiones. Este hecho 
limita la topología a utilizar, siendo necesario vigilar la existencia de Hubs/Repetidores en 
cascada y el diámetro total de cada segmento. 
 
4.3.2.2 Número de estaciones por segmento 
Para determinar el número de estaciones en cada segmento se utilizará un Analizador 
de Protocolos o la información disponible en los propios equipos (tablas de ARP en routers por 
ejemplo). Por el funcionamiento propio de estos equipos, un número elevado de repetidores 
en una red aumenta el número de colisiones dentro del dominio de colisión, provocando un 
incremento de las retransmisiones y en definitiva, la degradación del rendimiento de la red. 
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Estudio a nivel físico de la red
4.3.2.3 Estadísticas de Interfaces 
A través de SNMP es posible obtener estadísticas precisas acerca del estado de un 
interface Ethernet. Aunque las variables SNMP a trazar dependerán del fabricante, es 
importante tomar medidas sobre las ocupaciones de las interfaces, numero de colisiones, etc.  
 
4.3.2.4 Análisis de tráfico 
Utilizando un Analizador de Protocolos se estudiará el tráfico general existente en la 
red (o segmento), de forma que se pueda caracterizar la misma (protocolos, broadcasts por 
segundo, tamaños de trama,  etc.) 
 
4.4 Ethernet Conmutado (nivel de Enlace) 
Siguiendo el modelo TCP/IP explicado anteriormente, iniciamos el análisis de todas las 







Se comprobará si la topología de conexiones en la red es la adecuada en función de los 
flujos de tráfico esperados. Es posible que desde un punto de vista de topología de segundo 
nivel, el recorrido del tráfico a través de los enlaces no sea el esperado o el óptimo. 
 







Por este motivo, y bajo una perspectiva de los protocolos de segundo nivel, es 
necesario revisar esta topología, que enlaces se bloquean mediante Spanning-tree, si estos son 
los deseados o esperados, etc. 
 
4.4.2 Estado de la auto negociación 
Los conmutadores Ethernet, Fastethernet o GigabitEthernet, suelen tener activada en 
cada uno de sus puertos la funcionalidad de auto negociación para definir la velocidad de 
conexión (10/100/1000) y el modo (Half/Full Duplex). En determinadas circunstancias este 
proceso no funciona correctamente y provoca que cada extremo utilice un modo diferente, 
dando origen a la aparición de colisiones y la consiguiente degradación del rendimiento. 
 
La existencia de puertos en estado 100Half (detectable a través de CLI) o con un alto 
número de errores (Runts, FCS, Align, etc) suele ser indicio de auto negociaciones fallidas. 
 
Es conveniente definir una política de configuración a este respecto que indique qué 
puertos deben funcionar con auto negociación (los de usuario por lo general) y cuáles no 
(servidores, routers, etc). 
 
4.4.3 Elección de los Interfaces (Enlaces) a analizar 
El número de Interfaces existentes en una red Ethernet conmutada es, por lo general, 
tan elevado, que hace imposible el estudio detallado de cada uno de ellos. En cambio, sí que es 
posible clasificar los enlaces existentes según su función y de esta forma limitar el análisis a 


























4.4.4 Estadísticas de Interfaces 
En tecnologías de segundo nivel también es posible a través de SNMP obtener 
estadísticas precisas acerca del estado de un interface Ethernet. Aunque las variables SNMP a 
trazar dependerán del fabricante, es importante tomar medidas sobre las ocupaciones de las 
interfaces, numero de colisiones, etc.  
 
4.4.5 Control de flujo 
A través del CLI se comprobará si existen interfaces (Gigabit principalmente) donde 
esté activado el control de flujo (802.3x por ejemplo). 
 
4.4.6 Número e identificación de VLANs 
Se obtendrá una tabla de VLANs donde se indique el nombre y el identificador (802.1Q 
habitualmente) de cada una de ellas. Asimismo, para determinar el número de estaciones en 
cada VLAN se utilizará un Analizador de Protocolos o la información disponible en los propios 
equipos (tablas de ARP, tablas de forwarding L2, etc) 
 







4.4.7 Análisis de tráfico en cada VLAN 
En una red conviven diferentes tipos de tráfico, que podríamos agrupar en los 
siguientes apartados: 
 
• Tráfico Unicast: Tráfico de máquina a máquina. 
• Tráfico Broadcast: Tráfico de una máquina hacia todo el resto de máquinas del 
segmento 
• Trafico Multicast: Tráfico de una máquina hacia cierto número de máquinas que 
comparten un grupo multicast. 
 
 
Utilizando un Analizador de Protocolos se realizará un estudio del tráfico broadcast, 
multicast y unknown unicast existente en cada una de las VLANs (tipo de tráfico, tramas por 
segundo, tamaño de tramas, etc), comprobando si existe algún tipo de limitación de este tipo 
de tráfico en la red (por puerto normalmente). 
 
Se pondrá un énfasis especial en el tráfico Unknown Unicast, puesto que en una red 
conmutada funcionando en buenas condiciones debería ser prácticamente inexistente. 
 
4.4.8 Tráfico multicast L2. Mecanismos de contención 
Si como consecuencia del análisis del apartado anterior se observa una cantidad 
anormalmente elevada de tráfico multicast de nivel 2, es necesario profundizar en la causa del 
mismo. Por este motivo, se comprobará la existencia de mecanismos de contención del tráfico 
multicast a nivel 2 (CGMP, IGMP Snooping, etc). 


















Es muy importante conocer la existencia y ubicación de clusters y otro tipo de 
servidores redundantes, puesto que estas máquinas utilizan direcciones MAC multicast en su 
funcionamiento habitual, y pueden repercutir muy negativamente en el funcionamiento de la 
red (que por defecto hace flooding de estas tramas, es decir, realiza el envío de esa trama por 
todos sus puertos excepto por el puerto donde ha recibido la trama). 
 
4.4.9 Estudio direcciones MAC  
Mediante el acceso CLI a los equipos, la información de Syslog disponible o los traps 
SNMP recibidos se comprobará el número de direcciones MAC aprendidas por cada switch 
Ethernet, y se determinará si existen direcciones MAC que se vean a través de puertos 
distintos.  Si esto ocurre suele indicar la existencia de problemas (por ejemplo bucles) en la 
red, y en este caso tendríamos flapping de direcciones MAC entre puertos. 
 
Hay que tener en cuenta que los switches Ethernet con soporte de VLANs adoptan dos 
enfoques diferentes a la hora de crear sus tablas de forwarding L2: 
 
• SVL (Shared Vlan Learning): Sólo existe una tabla de forwarding para todas las 
VLANs. No puede por tanto existir la misma dirección MAC en dos VLANs 
diferentes. 
 
• IVL (Independent Vlan Learning): Existe una tabla de forwarding para cada 
VLAN. Se permite la existencia de la misma dirección MAC en varias VLANs. 








También es necesario comprobar si en las tablas de forwarding existen entradas 
estáticas (temporales o permanentes), y si es así, determinar la causa de su existencia. 
 
4.4.10 Tagging. Negociación y creación de trunks 
En las redes conmutadas suelen existir enlaces a través de los cuales se transmite 
tráfico de distintas VLANs. Estos enlaces (trunks) utilizan tecnologías de marcado (tagging) 













En cada enlace de trunk suele existir una VLAN cuyas tramas se pueden enviar sin 
marcar (untagged VLAN), conocida como VLAN nativa. Es necesario identificar esta VLAN en 
cada trunk y comprobar la consistencia de la misma en toda la red. 
 
Si este parámetro no coincide en los dos extremos de un enlace de trunk, se producen 
errores del tipo “Native VLAN Mismatch” y el tráfico en estas VLANs no funciona 
correctamente. 
 
4.4.11 Pruning de VLANs en trunks 
En un trunk es posible limitar de forma manual o automática las VLANs que se 
propagan a través del mismo. Esta funcionalidad (pruning) permite que no se consuma ancho 
de banda de los enlaces transmitiendo tráfico (broadcast fundamentalmente) de VLANs 
innecesarias y reduce el diámetro de STP en las mismas. 
 
Validaremos si esta funcionalidad está activa y correctamente configurada en la red. Si 
no es así, se propondrán mejoras o soluciones a los problemas existentes.  
 
4.4.12 VTP/GVRP  
La creación de VLANs en una red conmutada se puede ver facilitada mediante el empleo 
de protocolos como VTP (VLAN Trunking Protocol, propietario de Cisco) o GVRP (Generic VLAN 
Registration Protocol, protocolo estándar). En caso de existir, se analizará el funcionamiento 





• Pruning automático 
 
4.4.13 Agregación de enlaces 
Es común en las redes de comunicaciones actuales que el ancho de banda que proporciona 
un enlace sea insuficiente para el tráfico que debe cursar. Para solucionar este problema 







existen determinadas técnicas como Etherchannel (propietario de Cisco) o LAG (Link 
Aggregation, protocolo estándar) que permiten agrupar varios enlaces físicos para formar un 














En estos enlaces se comprobarán los siguientes puntos: 
 
• Formación correcta de la agrupación de enlaces 
• Funcionamiento adecuado del balanceo de carga entre enlaces 
• Algoritmos de balanceo utilizados (por MAC origen, MAC destino, IP origen, IP destino, 
etc.) 
• Énfasis especial en conexiones host-switch y router-switch, donde es más fácil que el 
balanceo de carga funcione mal. 
 
4.4.14 802.1x 
El protocolo 802.1x permite autenticar los usuarios que conectan a la red, así como 
asignar diferentes parámetros de conexión, como por ejemplo la VLAN asignada, 
direccionamiento IP, privilegios a la hora de acceder a navegación o unidades compartidas, etc. 





















Si este protocolo se encuentra presente en la red, deberemos comprobar si está 
correctamente configurado y en funcionamiento. 
 
4.5 Bridging 
A pesar de que las tecnologías de bridging están cada vez más en desuso, todavía son 
claves en diversos entornos de naturaleza propietaria (IBM fundamentalmente) ya que 
permiten la interconexión de diferentes tipos de redes a nivel de enlace. 
 
 







A la hora de analizar estas tecnologías se utilizará principalmente la información 
suministrada por los propios equipos a través del CLI, aunque también es posible utilizar un 
analizador de protocolos para observar el comportamiento del tráfico con mayor detalle. 
 
Se analizarán los siguientes aspectos:  
 
• Topologías empleadas 
• Bridging Transparente 
• Spanning-Tree 
• Bridging entre VLANs 
• Bridging entre Lan Emulation Clients (LEC) 
• Source Route Bridging (SRB) 
• Translational Bridging (Token Ring-Ethernet) 
• DLSW 
• DLSW con redundancia 
 
4.6 Conmutación ATM (switches ATM) 
 
Continuando con el análisis de tecnologías de segundo nivel presentes en los equipos 
de comunicaciones, si en la red existe tráfico ATM (Asynchronous Transfer Mode) es necesario 
realizar el estudio de los siguientes parámetros. 
 
4.6.1 Direccionamiento NSAP 
Cada conmutador ATM dispone de un prefijo formado por 13 bytes (104 bits) que le 
identifica unívocamente dentro de la red. De esos 13 bytes hay una parte común en todos los 
prefijos que identifica al conjunto de la red (una especie de máscara de área) conocida 
habitualmente como “level”.  

















A modo de ejemplo, en los conmutadores ATM del fabricante Marconi, el level es por 
defecto 80 (los primeros 80 bits de todos los prefijos son iguales), lo cual configura un red 
plana desde el punto de vista del routing ATM (todos los conmutadores son jerárquicamente 
iguales). 
 
En redes ATM muy grandes puede ser necesario jerarquizar el direccionamiento NSAP 
para optimizar el proceso de routing. Por este motivo es necesario realizar el estudio del 
direccionamiento existente en la red y de cómo se distribuye.    
 
4.6.2 Routing PNNI 
En la mayor parte de las redes ATM actuales el routing se realiza según el protocolo 
PNNI del ATM Forum. PNNI es un protocolo del tipo Link State, que se encarga de que cada 
switch ATM sepa cómo alcanzar los prefijos de los demás switches. 
 
 








La comprobación del funcionamiento del routing PNNI es necesario hacerlo mediante 
acceso CLI a cada equipo implicado en el enrutamiento.  
 
4.6.3 Señalización (UNI, NNI, ILMI) 
Es necesario comprobar que las distintas señalizaciones presentes en una red ATM 
(UNI, NNI, ILMI) funcionan correctamente en todos sus tramos (usuario-switch y switch-
switch). Si se detecta un funcionamiento incorrecto de alguna de estas señalizaciones será 
necesario estudiarlo con mayor detalle utilizando un analizador de protocolos, o las 
funcionalidades de debug de los propios equipos que se pueden activar puntualmente para 
diagnóstico de incidencias. 
 
4.6.4 Elección de los Interfaces (Enlaces) a analizar 
Como en la redes Ethernet, el número de Interfaces existentes en una red ATM puede 
ser tan elevado que haga imposible el estudio detallado de cada uno de ellos. En cambio, sí 
que es posible clasificar los enlaces existentes según su función y de esta forma limitar el 
análisis a aquellos Interfaces que sean significativos en el funcionamiento global de la red. 
 
4.6.5 Estadísticas de Interfaces 
Como se ha comentado anteriormente, es posible a través de SNMP obtener 
estadísticas precisas acerca del estado de un interface. Aunque las variables SNMP a trazar 
dependerán del fabricante, es importante tomar medidas de los diferentes parámetros 
presentes en interfaces ATM.  
 
En los conmutadores ATM existen tanto VPs (Paths virtuales) como VC (Caminos 
virtuales), que indican los diferentes caminos y circuitos existentes en la red. Para estos 
parámetros es necesario verificar la cantidad de VCs existentes, el número de celdas recibidas 
y transmitidas tanto por VP como por VC, celdas rechazadas y celdas conmutadas, etc. 









4.6.6 PVCs y PVPs 
Además de los VCs y VPs establecidos mediante señalización, pueden existir en la red 
otro tipo de conexiones establecidas manualmente: 
 
• PVCs y PVPs  (completamente estáticos) 
 
• SoftPVCs y SoftPVPs (estáticos en los extremos y dinámicos el resto del 
recorrido) 
 
Si existen estos circuitos en la red, deberá analizarse la configuración y el enrutado 
dinámico de este tipo de conexiones. 
 
4.6.7 Sincronización de reloj 
A diferencia de la redes Ethernet, en las redes ATM es necesario que exista una 
adecuada distribución de la señal de reloj, ya que de este hecho depende el correcto 
funcionamiento de otros servicios posteriores como la emulación de circuitos (CES).  Por este 
motivo deberá verificarse que la referencia de reloj y la forma en que se distribuye son las 
adecuadas. 
 







4.6.8 Emulación de circuitos (servicios CES) 
 
La emulación de circuitos (CES) permite a las redes ATM transportar de forma 
transparente señales PDH (Jerarquía Digital Plesiócrona, habitualmente 2 Mbps). En caso de 
existir este tipo de servicios deberíamos verificar su correcta configuración, con especial 




4.6.9 Traffic Policing 
Los conmutadores ATM pueden aplicar políticas de calidad de servicio a una conexión 
(circuito virtual) mediante los siguientes mecanismos: 
 
• En conexiones establecidas mediante señalización, el equipo terminal indica a 
la red ATM la Calidad de Servicio que necesita y la descripción del tráfico que 
va a generar. Con estos datos la red establece un circuito virtual capaz de 
satisfacer estas necesidades 
 
• En conexiones establecidas de forma manual (habitualmente PVCs), el 
operador de la red tiene que definir un contrato (UPC) al cual se adscribirá el 
tráfico generado por el equipo terminal. 
 
En cualquiera de los casos anteriores, si el tráfico recibido por la red ATM supera lo 
establecido en el contrato, se utilizará el mecanismo de Traffic Policing para penalizar el tráfico 
sobrante (bien marcándolo como descartable, o bien descartándolo directamente). 
 







El control de las políticas de Calidad de Servicio en ATM se realizará analizando los 
contratos (UPC) activos, su aplicación a los circuitos virtuales existentes y el número de celdas 




4.6.10 Traffic Shaping 
Como ya se comentó en el apartado anterior, el mecanismo de Traffic Policing marca o 
descarta las celdas que llegan a la red incumpliendo un contrato de tráfico (UPC). Los switches 
ATM por lo general, se pueden configurar para que encolen estas celdas en exceso y las 
transmitan cuando existan recursos suficientes para no incumplir ninguna otra garantía de 
Calidad de Servicio. Este mecanismo es conocido como Traffic Shaping, y sólo se aplica en los 
switches ATM cuando los equipos terminales no son capaces de ajustarse a una descripción 
estricta de tráfico. 
 







El control del Shaping se realizará analizando los contratos (UPC) activos, su aplicación 
a los circuitos virtuales existentes y el número de celdas encoladas (esperando a ser 
transmitidas) por el mecanismo de Shaping. 
 
4.7 Spanning Tree Protocol (STP) 
El protocolo Spanning Tree permite la existencia de enlaces redundantes en redes 
Ethernet (reales o emuladas) conmutadas, ya que su función es la de gestionar la presencia de 
bucles en topologías de red. El protocolo permite a los dispositivos de interconexión activar o 
desactivar automáticamente los enlaces de conexión, de forma que se garantice que la 
topología está libre de bucles.  
 
Los bucles infinitos ocurren cuando hay rutas alternativas hacia una misma máquina o 
segmento de red de destino. Estas rutas alternativas son necesarias para proporcionar 
redundancia, ofreciendo una mayor fiabilidad. Si existen varios enlaces, en el caso que uno 
falle, otro enlace puede seguir soportando el tráfico de la red.  
 
Cuando hay bucles en la topología de red, los dispositivos de interconexión de nivel de 
enlace reenvían indefinidamente las tramas Broadcast y Multicast, al no existir ningún campo 
TTL (Time To Live) en la Capa 2, tal y como ocurre en la Capa 3. Se consume entonces una gran 
cantidad de ancho de banda, llegando a inutilizar la red.  
 
La solución consiste en permitir la existencia de enlaces físicos redundantes, pero 
creando una topología lógica libre de bucles. STP permite solamente una trayectoria activa a la 
vez entre dos dispositivos de la red, pero mantiene los caminos redundantes como reserva, 
para activarlos en caso de que el camino inicial falle. 
 









Si la configuración de STP cambia, o si un segmento en la red redundante llega a ser 
inalcanzable, el algoritmo reconfigura los enlaces y restablece la conectividad, activando uno 
de los enlaces de reserva. Si el protocolo falla, es posible que ambas conexiones estén activas 
simultáneamente, lo que podrían dar lugar a un bucle de tráfico infinito en la LAN. 
 
Para verificar la correcta configuración del protocolo STP en los equipos de 
comunicaciones, es necesario analizar los puntos que se detallan a continuación. 
 
4.7.1 Tipo de Spanning-Tree 
Existen múltiples variantes del Spaning Tree Protocol, cuya diferencia principal consiste 
en el tiempo que tarda el algoritmo utilizado en converger: 
 
• 802.1d. Spanning Tree estándar (un solo STP para todas las VLANs existentes) 
 
• 802.1w. Spanning Tree con convergencia rápida (Rapid STP) 
 
• 802.1s. Spanning Tree con soporte de múltiples VLANs 
 
Es necesario verificar que el protocolo de STP elegido está correctamente configurado 
en todos los equipos de la red. 
 







4.7.2 STP único o STP por VLAN. 
La norma 802.1d especifica la existencia de un solo STP en una red, lo cual supone una 
seria limitación a la hora de implantar redes con múltiples VLANs. La mayoría de fabricantes 
han desarrollado ampliaciones propietarias a esta norma para poder utilizar STP en redes 
multiVLAN. 
 
En Cisco por ejemplo, la ampliación PVSTP (Per VLAN STP) crea un STP diferente para 
cada VLAN, definiendo unos formatos de encapsulación propietarios para el transporte de 




El número máximo de instancias de STP en un equipo suele estar limitado, por lo que 
es un parámetro a vigilar en redes donde estén definidas muchas VLANs.  
 
4.7.3 STP en puertos trunk (tagged) 
El transporte de las BPDUs sobre los enlaces entre switches puede ser propietario 
(extensión de la normal 802.1d), siendo un punto a tener en cuenta en el proceso de auditoría 
si en la red conviven equipos de distintos fabricantes. 
 
Es necesario verificar la compatibilidad entre los equipos de diferentes fabricantes a 
nivel de Spanning Tree. 
 







4.7.4 Elección y estabilidad de los Root Bridge 
El Root bridge de una instancia STP ha de ser elegido de forma que esté lo más cerca 
posible del centro de la red. Además ha de ser un equipo con la capacidad de conmutación 
suficiente para absorber el tráfico que va a recibir por su carácter de Root (centro de la red) 
 
De lo anterior se deduce que la elección de un Root de STP no puede dejarse en manos 
del propio protocolo, sino que ha de ser determinada por el administrador de la red. 
 
Por este motivo se realizará un estudio de la topología de STP existente por cada VLAN, 




Hay que tener en cuenta que una vez elegido el Root bridge de un STP no queremos 
que ningún otro dispositivo en la red pueda asumir esa función de manera no controlada. Por 
este motivo existen mecanismos estándar (bajar la prioridad a 0) o propietarios (Cisco 
RootGuard por ejemplo) para asegurarnos que no suceda. Deberemos verificar si están 
correctamente implementadas estas medidas en la red. 
 
4.7.5 Identificación de enlaces bloqueados 
Dado que Spanning-Tree rompe los posibles bucles existentes en una red conmutada 
bloqueando (estado “blocking”) los caminos menos óptimos para alcanzar el root bridge, si la 
red es estable no deberían existir transiciones del estado “blocking” a “forwarding”.  
 







Se deben determinar los enlaces bloqueados para cada VLAN prestando especial 
atención a su estabilidad, utilizando para ello los mensajes de Syslog y/o traps SNMP 
generados por los switches cada vez que algún puerto cambia de estado. 
 
4.7.6 Aging de direcciones MAC en cada VLAN 
Cada switch construye una tabla de direcciones MAC que le permite encaminar las 
tramas que recibe. Las entradas de esta tabla envejecen (aging) y se borran si en 5 minutos 
(por defecto) no han sido utilizadas. 
 
Este proceso de aging se puede ver acelerado por la existencia de cambios de 
topología de STP, por lo que se hace necesaria su verificación. 
 
4.7.7 Cambios de topología 
Los cambios de topología en una red son fácilmente detectables mediante la 
observación del aging de las tablas de direcciones MAC. Si se observan cambios frecuentes de 
topología es necesario investigar el motivo, pues su impacto en la red puede ser muy negativo. 
 
Casi todos los fabricantes disponen de mecanismos que suprimen los cambios de 
topología producidos por el encendido y apagado de los equipos de usuario (PortFast en Cisco, 
EdgePort en Enterasys, etc.).  
 
4.7.8 Comportamiento de STP 
En redes donde se hayan definido VLANs y se permita la existencia de más de una 
instancia de STP, se puede conseguir el balanceo de carga entre enlaces configurando 
Spanning Tree de forma que unos enlaces estén activos para unas VLANs y bloqueados para 
otras. 
 
A efectos de STP, una agregación de enlaces (Etherchannel o LAG) debe aparecer como 
un único puerto lógico, con todos los puertos físicos que forma la agregación en el mismo 
estado. Si se detectara cualquier otro comportamiento diferente del anterior sería necesario 
hacer un estudio en profundidad de la configuración de los diferentes interfaces.   








Por otro lado, la versión estándar de STP (802.1d) proporciona unos tiempos de 
convergencia bastante lentos, lo cual puede no ser admisible en cierto tipo de redes. La  
solución a este problema pasa por utilizar extensiones propietarias de la norma (como Uplink 
Fast, Backbone Fast o Cross-Stack Uplink Fast en Cisco) o recurrir al estándar 802.1w (Rapid 
STP). 
 
4.8 Enlaces WAN 
A continuación, siguiendo con el análisis de tecnologías de segundo nivel, 
procederemos al estudio de los diferentes tipos de enlaces WAN que podemos encontrar en 
una red: 
 
• HDLC y PPP: High-Level Data Link Control es un protocolo de comunicaciones de propósito 
general punto a punto, que opera a nivel de enlace de datos, y proporciona recuperación 
de errores en caso de pérdida de paquetes de datos, fallos de secuencia y otros, por lo que 















• Del protocolo HDLC deriva el protocolo PPP (Point-to-point Protocol), que permite 
establecer una comunicación a nivel de enlace entre dos computadoras, y que se utiliza en 
conexiones de banda ancha (como PPPoE o PPPoA). Además del simple transporte de 







datos, PPP facilita dos funciones importantes como son Autenticación y Asignación 












• Frame Relay: Protocolo de comunicaciones mediante retransmisión de tramas para redes 
de circuito virtual, que consiste en una forma simplificada de tecnología de conmutación 
de paquetes que transmite una variedad de tamaños de tramas o marcos (frames) para 
datos, perfecto para la transmisión de grandes cantidades de datos.  Utilizado para la 
transmisión de voz y datos a alta velocidad, permitiendo la interconexión de redes de área 




• RDSI: La Red Digital de Servicios Integrados (RDSI o ISDN en inglés) es una red que procede 
por evolución de la Red Digital Integrada (RDI), que facilita conexiones digitales extremo a 
extremo para proporcionar una amplia gama de servicios, tanto de voz como de otros 
tipos, y a la que los usuarios acceden a través de un conjunto de interfaces normalizados. 







Es decir, permite la integración de multitud de servicios en un único acceso, 
independientemente de la naturaleza de la información a transmitir y del equipo terminal 




• ATM/ADSL: Las líneas ADSL (Asymmetric Digital Subscriber Line) consisten en una 
transmisión de datos digitales (la transmisión es analógica) apoyada en el par simétrico de 
cobre que lleva la línea telefónica convencional o línea de abonado.  
 
 
Esta transmisión de información a través de PVCs ATM o conexiones ADSL, es cada día 
más frecuente. En esta situación el análisis se basará en los equipos de cliente (equipos de 
acceso) y no en los de conmutación (pertenecientes por norma general a una operadora) 
sobre los que no se tiene control. 







HDLC y PPP Frame Relay RDSI ATM
Ocupación interfaces x x x x
Analisis de trafico x x x x





Traffic Shaping x x
Analisis de Señalizacion x
Control de llamadas x




Para los diferentes tipos de enlace existente se procederá al estudio de los diferentes 
parámetros que le apliquen. Además de analizar los parámetros anteriormente explicados 
para otras tecnologías, destacamos los siguientes: 
 
4.8.1 Dial Backup 
Es frecuente que en las redes actuales, las conexiones WAN se vean respaldadas 
(backup) por conexiones conmutadas (RDSI normalmente) que entran en funcionamiento sólo 











Si existen estos enlaces de respaldo, deberemos comprobar que la configuración de 
estas líneas es la correcta, y efectuando cortes programados y autorizados en las líneas 
principales para verificar el funcionamiento. 
 
4.8.2 Compresión 
Hay equipos de comunicaciones, principalmente routers, que permiten la posibilidad 
de comprimir la información a nivel de línea. Sería conveniente estudiar si esta funcionalidad 
está habilitada en la red, y si se encuentra correctamente configurada.  
 
Hay que tener presente que la activación de la compresión puede suponer un consumo 
extra de CPU en los equipos, por lo que su uso sólo se recomienda en líneas de baja velocidad 
(menos de 2 Mbps). 
 
4.8.3 Multilink PPP 
La encapsulación PPP permite agregar varios enlaces WAN físicos para crear un enlace 
lógico de mayor capacidad (enlace multilink). En caso de existir dichos enlaces, se analizará su 





A pesar de que el IETF define en la RFC 1490 la encapsulación Frame Relay, algunos 
fabricantes (como Cisco) han definido encapsulaciones propietarias en las cuales existen 
variaciones en la forma en que los datos de nivel superior se transportan sobre Frame Relay. 
 
Cada acceso Frame Relay se caracteriza por una velocidad de acceso y la existencia de 
uno o más PVCs. Cada PVC está definido por un identificador (DLCI), una velocidad garantizada 
(CIR) y un exceso de velocidad no garantizado (EIR). 








Puede darse el caso de que en una línea Frame Relay, la suma de los CIR de los 
distintos PVCs definidos sea mayor que la velocidad de acceso (oversubscribing), por lo que 
hay que verificar si este hecho se produce y si existen problemas de descarte de tráfico. 
 
En ATM/ADSL, existen diferentes tipos de encapsulación: 
 
• RFC1483 routed (IP/AAL5) 
• RFC1483 bridged (IP/Ethernet/AAL5) 
• PPPoA (IP/PPP/AAL5) 
• PPPoE (IP/PPP/Ethernet/AAL5) 
 
Debemos verificar que tipo de encapsulación existe en los enlaces, y verificaremos si 
existe algún problema de MTU (Maximum Transfer Unit) al utilizar estas encapsulaciones. 
 
Por otro lado, el protocolo LMI permite al switch Frame Relay de la operadora que 
provee el servicio enviar información de los PVCs (número, DLCI, estado, etc.) definidos en un 
acceso al equipo terminal. También hace de keepalive entre el usuario y la red Frame Relay. 
Todas esta información debe ser verificada y comprobada la correcta configuración. 
 
4.8.5 Señalización/Control de llamadas 
Las comunicaciones RDSI usan diferentes protocolos de señalización (Q921 y Q931), 
que se pueden analizar mediante un Analizador de Protocolos o las funcionalidades de debug 
disponibles en los equipos. 
 
Con los datos anteriores y la configuración de los equipos se determinará si la 
parametrización de estos enlaces es la correcta o por el contrario se producen llamadas RDSI 
innecesarias (detectables por lo general mediante los mensajes de Syslog y/o los traps SNMP 
generados por los propios equipos). 
 
 







4.9 ATM Lan Emulation 
Lan Emulation (LANE), permite que una red ATM funcione emulando una red Ethernet 
convencional. Los servicios de LES (Lan Emulation Server) y BUS (usado para emular el tráfico 
Broadcast) caracterizan cada una de las redes virtuales (ELANs) definidas sobre la 




Para analizar si el funcionamiento de LANE en una red es correcto o existe algún fallo 
en la configuración, se observarán los siguientes aspectos: 
 
4.9.1 Número de ELANs existentes 
Es necesario determinar el número y distribución de ELANs en la red. Su creación debe 
obedecer a las mismas reglas que la creación de VLANs (en lo referente a la seguridad, 
aislamiento del tráfico, criterios geográficos, etc.). 
 
4.9.2 Identificación de los servicios 
Los distintos servicios de LANE (LECS, LES, BUS) tienen requerimientos de recursos 
diferentes. Los servicios de LECS y LES sólo se utilizan ocasionalmente, lo cual hace que su 







necesidad de recursos sea escasa. El servicio BUS de una ELAN por lo contrario se ocupa de 
distribuir todo el tráfico broadcast y multicast de la red, y es habitualmente el que más 
recursos consume. 
 
Es por tanto imprescindible identificar todos los servicios de LANE existentes así como 
la plataforma en que residen, para verificar si es la más adecuada para realizar la función que 
se le requiere, en especial en referencia al consumo de CPU. 
 
4.9.3 Redundancia de servicios.  
A pesar de que LANE sólo contempla la redundancia para el servicio de LECS (utilizando 
una dirección NSAP Well-Known) los fabricantes han incorporando distintas técnicas 
propietarias (DLE en Marconi, SSRP/FSSRP en Cisco, etc.) para conseguir que en una ELAN 
puedan existir varios LES/BUS funcionando al mismo tiempo. 
 
Se identificarán todos los LES/BUS redundantes que existan en las distintas ELANs. 
 
4.9.4 Estabilidad de los clientes de LANE (LEC) 
Cuando un cliente de LANE se registra con su LES/BUS se abren una serie de 
conexiones (VCs) que deben permanecer establecidas mientras el LEC y el LES/BUS sigan 
activos. Además, el LEC recibirá del LES/BUS un “LECID” en el momento de la conexión. 
 
En determinadas circunstancias puede darse el caso de que la conexión de un LEC con 
su LES/BUS sea inestable y se produzcan conexiones y desconexiones, lo cual quedará 
reflejado en una variación del “LECID”. 
 
Los equipos ATM suelen notificar este tipo de inestabilidad mediante mensajes de 
Syslog y/o traps SNMP. Asimismo, verificaremos el numero de VCs abiertos por cada LEC, y el 
número de LEC por cada LES. 
 







4.9.5 Resolución de direcciones y aging 
El proceso de LE_ARP es el núcleo de LANE. Gracias a él los LEC resuelven las 
direcciones NSAP contra las que tienen que abrir VCs para llegar a cada una de las direcciones 
MAC con las que necesiten comunicar. Estas asociaciones MAC-NSAP envejecen en las tablas 
de LE_ARP y se borran (por defecto) si no se utilizan en 5 minutos. 
 
Un funcionamiento incorrecto de este proceso impide la creación de circuitos Data 
Directs y hace que el tráfico unicast fluya a través del BUS, inundando el resto de la red. Es por 
este motivo que se debe vigilar especialmente que el proceso LE_ARP funcione correctamente 
(incluyendo el aging) en todos los LEC para evitar el flooding. 
 
En ciertos casos la dirección NSAP asociada a una dirección MAC puede cambiar 
(normalmente en redes dotadas de redundancia de enlaces). La norma LANE soluciona este 
extremo recurriendo al proceso de LE_NARP, que un LEC genera cuando detecta un cambio en 
la asociación MAC-NSAP. 
 
En redes donde los LEC puedan cambiar de dirección NSAP se vigilará el correcto 
funcionamiento del proceso LE_NARP. 
 
4.9.6 IP Multicast y LANE 
La distribución de tráfico IP Multicast en redes basadas en tecnología LANE presenta 
una problemática específica causada por el hecho de que todo el tráfico es reenviado por el 
BUS a todos los LEC de la ELAN, lo que puede aumentar notablemente la carga de la red. 
 
4.9.7 LANE y STP 
Los recálculos de STP en una red funcionando con LANE, hacen que se deba comprobar 
la validez de las entradas MAC-NSAP de cada LEC, con la consiguiente carga para el LES/BUS. Es 
muy importante validar la existencia de cambios frecuentes de topología STP en redes LANE. 
 
También se verificará si la implementación de LANE obliga a un STP único para todas 
las ELANs o se permite un STP diferente en cada una de ellas. 
 







4.10 Redes Wireless 
Las comunicaciones inalámbricas, aquellas cuya comunicación es la que no utiliza un 
medio de propagación físico, sino que utiliza la modulación de ondas electromagnéticas 
propagadas por el espacio sin un medio físico que comunique cada uno de los extremos de la 




En el estudio de estas redes, además de revisar la topología física y lógica como en el 
resto, aparecen unos nuevos dispositivos que son los que permiten el acceso al medio 
inalámbrico. Estos Access-points (puntos de acceso) inalámbricos, son un nuevo dispositivo 
que debemos revisar a nivel de configuración, prestaciones, estado de sus interfaces, etc. 
como si fuera otro equipo de comunicaciones mas. 
 
Por otro lado, deberemos estudiar lo siguiente: 
 
• Tráfico en la red wireless: Captura y análisis del trafico de la red inalámbrica 
 
• Seguridad: Autenticación, encriptación, accesos, vulnerabilidades, etc. 
 







4.10.1 Tráfico en la red Wireless 
En este punto se realizará una captura del tráfico existente en la red wireless, y 
posteriormente analizaremos las principales características de este tráfico. Asimismo, 
mediante programas específicos podemos rastrear el medio inalámbrico en busca de redes, y 
poder verificar la robustez de la red que estamos estudiando, así como las medidas de 
cobertura tanto en potencia como en distancia. 
 
4.10.2 Seguridad en la red Wireless 
Analizaremos las siguientes características de la red inalámbrica para así poder valorar 
el nivel de seguridad existente en la red: 
 
4.10.2.1 Autenticación  
Podemos encontrar los siguientes tipos de autenticación: 
 
 WEP con clave abierta (Open system): Se basa en la encriptación de una clave en 
formato hexadecimal o ascii de 64, 128 o 152 bits, dependiendo del dispositivo. 
 
 WEP con clave compartida (Shared key): El punto de acceso encripta un texto con 
una clave compartida y se lo envía a la maquina que quiere conectarse a la red. 
Esta máquina, al recibir el texto lo desencripta con la misma clave (si la dispone) 
que el punto de acceso y le reenvía el texto desencriptado. Si el texto coincide se 
admitirá esa máquina en la red. 
 
 WPA (wifi-protected-access): Surgió a raíz de demostrar la debilidad de la 
codificación WEP, y se divide en dos tipos de clave, PSK y EAP. 
 
4.10.2.2 Encriptación  
Analizaremos la presencia de los siguientes tipos 
 







 WEP: acrónimo de Wired Equivalent Privacy, es el sistema de cifrado incluido en el 
estándar IEEE 802.11 como protocolo para redes Wireless que permite cifrar la 
información que se transmite 
 
 WPA: protocolo que adopta la autentificación de usuarios mediante el uso de un 
servidor (donde se almacenan las credenciales y contraseñas de los usuarios de la 
red) o también permite la autentificación mediante clave compartida ([PSK], Pre-
Shared Key), que de un modo similar al WEP, requiere introducir la misma clave en 
todos los equipos de la red. 
 
 WPA2: protocolo creado para corregir las vulnerabilidades de WPA, el protocolo 
WPA2 utiliza el algoritmo de cifrado AES (Advanced Encryption Standard). 
 
4.10.2.3 SSID 
El SSID (Service Set IDentifier) es un código incluido en todos los paquetes de una red 
inalámbrica (Wi-Fi) para identificarlos como parte de esa red. El código consiste en un máximo 
de 32 caracteres alfanuméricos. Todos los dispositivos inalámbricos que intentan comunicarse 
entre sí deben compartir el mismo SSID. A menudo al SSID se le conoce como nombre de la 
red. Uno de los métodos más básicos de proteger una red inalámbrica es desactivar la difusión 
(broadcast) del SSID, ya que para el usuario medio no aparecerá como una red en uso.  
 
 







4.10.2.4 Filtros  
Existen otras formas de limitar el acceso a la red a parte de la autenticación y la 
encriptación, como puede ser realizar filtros para indicar el tráfico que el punto de acceso 
enviará a la red Ethernet. 
 
 MAC Address Filter: Filtrado en función de la dirección MAC origen de las tramas. 
Utilizando un filtro de por dirección MAC podemos permitir el acceso a la red 
solamente a aquellas tarjetas IEEE 802.11b autorizadas. De esta forma, no es 
posible acceder a la red si no se posee una de las MACs indicadas en la 
configuración. Su desventaja es la necesidad de llevar un control sobre las 
direcciones MAC de las tarjetas incluidas en los terminales 
 
 Ethertype: Esta opción permite identificar las tramas por su ethertype y decidir 
cuáles serán enviadas y cuales descartas. Por ejemplo, podemos implementar un 
filtro que envía el tráfico IP pero no deja pasar el tráfico IPX. Mediante filtros por 
ethertype es posible limitar el tráfico sólo a IP. Esto no mejora el nivel de seguridad 
de la red ya que la mayoría de los ataques serán sobre IP 
 
 IP Protocol: Mediante filtros “IP protocol“podemos indicar que protocolos de nivel 
4 que utilizan IP van a ser transmitidos y cuales descartados. Con este filtro 
podremos indicar que sólo se deje pasar al tráfico TCP, por ejemplo, limitando el 
tráfico que puede acceder a la red. El filtro puede utilizarse tanto en el envío como 
en la recepción (desde el punto de vista del interfaz donde es configurado). 
 
 IP Port: Mediante los filtros “IP Port” es posible indicar que paquetes serán 
enviados y cuales descartados teniendo en cuenta los puertos UDP/TCP destino. 
Por ejemplo, un filtro puede permitir el tráfico Telnet y denegar el FTP. 
 
4.11 Internet Protocol (IP) 
Continuando con el análisis de la red basado en el modelo TCP/IP explicado 
anteriormente, probablemente este sea unos de los puntos más importantes de la auditoria,  
ya que el protocolo IP se ha convertido en el referente de las comunicaciones actuales.  
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Definir en detalle todo aquello que puede ser objeto de análisis y medida en relación a 
este protocolo es muy complicado, por lo que separaremos el análisis en los siguientes puntos: 
 
4.11.1 Trafico IP 
En este punto se realizará un análisis de las principales características presentes en el 
tráfico IP, como pueden ser las retransmisiones debidas a colisiones de paquetes en la red, la 
MTU (máxima unidad de transferencia) y las fragmentaciones, existencia de redirecciones 
(ICMP Redirect), etc. 
 
Por otro lado, es recomendable hacer un estudio de la política de asignación de 
direcciones IP, si se basa en direcciones IP fijas o existe un servidor DHCP en la red, y si los 
equipos de comunicaciones tienen activada la opción Proxy ARP. 
 
Finalmente, por las características especiales de este tipo de tráfico, se analizará la 
presencia de broadcast UDP, y si existe tráfico Multicast en la red, investigar que protocolos y 
con qué topologías está configurado. 
 








Para evitar la existencia de puntos de fallo únicos en la red, se utilizan diferentes 
protocolos como pueden ser HSRP (Hot Standby Router Protocol, protocolo propiedad de 















Ambos protocolos, mediante el anuncio de un router virtual como una puerta de 
enlace por defecto en lugar de un router físico, consiguen evitar la existencia de puntos de 
fallo únicos y si se definen correctamente las prioridades, permite también el balanceo de 
cargas entre diferentes VLANs.   
 
Dos o más routers físicos se configuran formando parte de un grupo de standby 
representando al router virtual, con sólo uno de ellos realizando realmente el enrutamiento. Si 
el router físico principal falla, el otro router negocia para sustituirlo y asumir todo el 




Dentro del nivel de red podemos encontrar ciertos protocolos que permiten securizar 
las conexiones entre dispositivos, el acceso a los equipos de comunicaciones y permitir o 
denegar cierto tipo de tráfico a través de ellos. 








Se analizarán los siguientes puntos: 
 
• ACLs: Las ACLs (Access Control List) permiten controlar el flujo del tráfico en equipos de 
redes. Su principal objetivo es filtrar tráfico, permitiendo o denegando el tráfico de red de 
acuerdo a alguna condición. Sin embargo, también tienen usos adicionales, como por 
ejemplo, distinguir "tráfico interesante" (tráfico suficientemente importante como para 





• NAT: La creación de reglas de NAT (Network Adress Translation) permite intercambiar 
paquetes entre dos redes que se asignan mutuamente direcciones incompatibles. Esta 
funcionalidad convierte en tiempo real las direcciones utilizadas en los paquetes 
transportados, por lo que es necesario editar los paquetes para permitir la operación de 
protocolos que incluyen información de direcciones dentro de la conversación del 
protocolo. Su uso más común es permitir utilizar direcciones privadas dentro de la red y 
aún así proveer conectividad con el resto de Internet.  
 










• Túneles GRE: El GRE (Generic Routing Encapsulation) es un protocolo para el 
establecimiento de túneles a través de Internet, pudiendo transportar hasta 20 protocolos 
de red distintos. Permite emplear protocolos de encaminamiento especializados que 
obtengan el camino óptimo entre los extremos de la comunicación, la creación de túneles 




• IPSEC: es un conjunto de protocolos cuya función es asegurar las comunicaciones sobre IP 
autenticando y/o cifrando cada paquete IP en un flujo de datos. IPsec también incluye 
protocolos para el establecimiento de claves de cifrado. 
 







Caracteristicas RIP IGRP EIGRP OSPF BGP
Adyacencias x x
Areas/SA x x x
Balanceo de Carga x x x x
Consumo recursos x x x x
Discontinuidades IP x x
Estabilidad/Recalculos x x x
Hello's x x x
Holdown x
Metricas x x x
Router ID x x x









En este punto se analizarán las principales características de los diferentes protocolos 

















Además, se analizará la presencia en la red de routing asimétrico (en general es un 
punto a evitar en cualquier diseño de red), routing estático y las posibilidades de optimización, 
así como la existencia de redistribución de rutas entre diferentes protocolos de enrutamiento,  
y  de sumarización (manual o automática).  
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También se verificará la existencia de filtros para las rutas, y en caso de una topología 











Una de las funciones de las comunicaciones no es más que ser el soporte que permite 
a las aplicaciones comunicarse entre sí. Hoy en día la mayoría de las aplicaciones utiliza IP 
como protocolo de nivel de red y TCP o UDP como protocolo de transporte, si bien siguen 
























4.12.1 Flujos IP 
Utilizando un Analizador de Protocolos u otra herramienta que permita obtener los 
flujos de tráfico (recolector Netflow, PacketShaper, etc.) se estudiarán las conversaciones IP 
(dirección IP origen, puerto origen, dirección IP destino, puerto destino) que más recursos de 













4.12.2 Análisis de tráfico TCP y UDP 
Con la ayuda de un Analizador de Protocolos se estudiara el funcionamiento de las 
conexiones TCP utilizadas por las aplicaciones principales de la red, centrándose en los 
siguientes apartados: 
 
• Ventanas de transmisión. Maximum Segment Size (MSS) 
• Números de secuencia. 
• Keepalives TCP. 
• Retransmisiones y Asentimientos 
• Congestión 
• Líneas de alta velocidad y/o alto retardo 
 




• Ataques DoS (tráfico UDP masivo) 
 
4.12.3 Análisis de retardos 
Es frecuente que los usuarios de una red se quejen a los responsables de 
comunicaciones  acerca de la lentitud de una aplicación, existiendo siempre la duda de si el 
retardo percibido es debido a la red, a los servidores de la aplicación o a la percepción del 
usuario. 
 
Utilizando herramientas de fabricantes como PacketShaper o Paloalto, situadas en un 
punto estratégico de la red, es posible determinar el retardo introducido por la red y por los 
servidores, pudiendo de esta forma discriminar donde está el problema. 
 
4.12.4 Técnicas QoS de nivel 3 
En las redes actuales cada vez es más frecuente que se tengan en cuenta los 
requerimientos de cada tipo de tráfico IP y se aplique un tratamiento diferenciado a cada uno 







de ellos. En relación a las técnicas de Calidad de Servicio IP se analizarán los siguientes 
aspectos: 
• Clasificación del tráfico. Criterios. 
• Priorización (influencia en retardo y jitter) y encolado. 
• Asignación de ancho de banda según la aplicación 
• Políticas de QoS (Traffic Policing y Traffic Shaping) 
• Tráfico en tiempo real (voz, vídeo, etc.) 
• Control del tráfico TCP masivo 
• Gestión del ancho de banda en los enlaces críticos (salida a Internet por 
ejemplo) 
 
4.12.5 Microsoft Networking (PDC, BDC, WINS, Browsing) 
El tráfico generado por las máquinas que funcionan con sistemas operativos de 
Microsoft es cada día más importante en las redes actuales debido a la amplia implantación de 
los equipos de este fabricante. 
 
La comunicación entre máquinas Windows se basa en el envío de mensajes broadcast, 
puesto que se diseñó pensando en entornos LAN pequeños donde este tráfico no era 
problemático. En las redes actuales una configuración incorrecta de Microsoft Networking 
puede provocar una degradación importante de las prestaciones.  
 
En relación a este tipo de tráfico se analizará lo siguiente: 
 
• Dominios. Localización de PDCs y BDCs 
• Configuración de WINS para resolución de nombres 
• Configuración de Browsing (Master Browser, proceso de elección, etc) 
 
4.13 Seguridad básica 
Si bien la seguridad no es el objetivo principal de una auditoría de red, sí que es 
recomendable hacer un estudio básico al respecto para poder anticipar y evitar posibles 
problemas en la red (ataques, accesos indebidos, etc.)  
 







4.13.1 Desactivación de servicios innecesarios 
Ciertos servicios IP que pueden estar activados por defecto (finger, http, rsh, rcp, echo, 
etc.) son susceptibles de ataques DoS (Denial of Service). En caso de no ser necesarios se 
recomienda proceder a su desactivación. 
 
4.13.2 Firewalls, IDS 
Los Firewall son una pieza clave en la seguridad de una red puesto que definen los 
flujos IP que pueden entrar y salir de la misma. Su utilización debería ser obligatoria en todas 


















Los sistemas de IDS complementan a los Firewalls mediante la detección de flujos IP 
que puedan ser considerados peligrosos. Su existencia aporta un grado más de seguridad a la 
red.  




















En ambos casos, tanto de equipos de Firewall perimetrales como de sondas IDS, 
debemos hacer una revisión de las reglas implementadas, análisis de los logs para detectar 
problemas de rendimiento, ataques externos, etc…También es necesario validar que el 
software de estos equipos esté debidamente actualizado con el nivel de parcheo adecuado. 
 
4.13.3 Antivirus 
Además de los antivirus instalados en los equipos de usuario es recomendable en toda 
red la existencia de un antivirus de Gateway que analice todo el tráfico que entra y sale de la 











Generalmente los antivirus en entornos empresariales disponen de una consola 
centralizada desde la que se puede controlar el nivel de actualizaciones de todos los equipos 
de sobremesa, ordenadores portátiles y servidores. 
 
Debemos revisar que todos los equipos estén debidamente actualizados, y que estén 
implementadas correctamente las funcionalidades que aporta este software, como pueden ser 
securizar los dispositivos USB, Host IDS, Firewall personal, AntiSpam, etc… 
 
4.13.4 Proxy 
Un proxy permite a otros equipos conectarse a una red de forma indirecta a través de 
él. Cuando un equipo de la red desea acceder a una información o recurso, es realmente el 




El objetivo de estos equipos es doble, ya que evita la conexión directa a internet de los 
usuarios sin control por parte de los administradores, y además proporciona la funcionalidad 
de mantener los resultados obtenidos en una caché que permita acelerar sucesivas consultas 
coincidentes con la consiguiente mejora en los tiempos de acceso para consultas coincidentes. 
Al mismo tiempo libera la carga de los enlaces hacia Internet. 
 
Deberemos revisar que el tiempo de vida de las páginas de la cache esta 
correctamente configurado, los filtros de páginas web que tienen configurados, las páginas 
que se usan para categorizar los contenidos, etc… 
 







4.13.5 Ataques Internos 
En los apartados anteriores se han enumerado algunas de las posibles soluciones que 
permiten securizar la red frente ataques exteriores, pero no hay que olvidar que los ataques 
también pueden venir desde dentro de la propia red. Por ejemplo: 
 
• ARP Spoofing: suplantación de identidad por falsificación de tabla ARP. Se 
trata de la construcción de tramas de solicitud y respuesta ARP modificadas 
con el objetivo de falsear la tabla ARP (relación IP-MAC) de una víctima y 
forzarla a que envíe los paquetes a un host atacante en lugar de hacerlo a su 
destino legítimo. 
 
• IP Spoofing: suplantación de dirección IP, consistente en sustituir la dirección 
IP origen de un paquete TCP/IP por otra dirección IP a la cual se desea 
suplantar. 
 
• DoS por tráfico UDP masivo (virus) 
 
4.13.6 Política de acceso lógico a los equipos 
También es necesario realizar un estudio sobre las diferentes políticas de acceso a los 
equipos de comunicaciones, desde el punto de vista lógico y físico. 
 
A nivel físico, se deberá analizar la ubicación de los equipos, si son de fácil acceso, en 
que horarios y con qué nivel de permisos. 
 
A nivel lógico, analizar cómo se permite el acceso a los equipos (Telnet, SSH, http o 
HTTPS), si existen ACLs para estos accesos y desde donde se pueden acceder a estos equipos y 
que personas pueden hacerlo. 
 
Además, verificar la política de contraseñas y comunidades SNMP (si se cambian cada 
cierto tiempo, si son las de defecto, etc.), y la existencia del protocolo AAA (Authentication, 
Authorization and Accounting) que permite controlar y auditar el acceso de los usuarios a los 
equipos de comunicaciones. 
 








En este apartado centraremos el análisis en las versiones de software existentes en los 
diferentes equipos de la red de comunicaciones, para verificar si existe una política 
homogénea de upgrade de software, el grado de actualización y las vulnerabilidades presentes 
en el software instalado. 
 
4.14.1 Grado de actualización 
Se comprobará el estado de actualización del software que ejecutan los equipos para 
determinar si se le ha hecho un mantenimiento adecuado. Asimismo, se verificará si existe una 
política para la realización de upgrades, y con qué periodicidad se ejecutan. 
 
Para facilitar estos uprades y la escalabilidad de la red, se recomienda homogenizar las 
plataformas software en la red y no tener muchas versiones diferentes, añadido al problema 
de seguridad y de prestaciones que supone.  
 
4.14.2 Bugs conocidos 
Se analizará el software existente para encontrar fallos reconocidos por los fabricantes 
y tomar las medidas oportunas en caso de que puedan impactar en el funcionamiento de la 
red.  
 
Dependiendo del fabricante, existen diferentes herramientas on-line que permiten 
realizar una búsqueda por las diferentes versiones instaladas y muestran los resultados en 
función de la criticidad. Una vez se obtienen los resultados, es necesario analizar cuáles de las 
vulnerabilidades mostradas afectan a los equipos de la red bajo estudio. 
 
4.14.3 Existencia de ficheros “dump” en los equipos 
Ciertos modelos de equipos de comunicaciones generan fichero tipo “dump” o “panic” 
si sufren un problema grave que les obliga a reiniciar o dejar de hacer alguna de sus funciones. 
Para revisar esta información se comprobaran las memorias (flash, PCMCIA, etc.) de los 
equipos en busca de estos ficheros que puedan indicar fallos en el software. 








Uno de los fines principales de una auditoría en una red es poder determinar si los 
equipos que la componen están funcionando dentro de los límites normales y estimar su nivel 
de carga. Este dato es fundamental no sólo para conocer el estado actual de la red sino para 
planificar futuras ampliaciones en la misma. 
 
4.15.1 Hardware 
En este apartado centraremos el análisis en las diferentes funcionalidades de hardware 
existentes en los diferentes equipos de la red de comunicaciones. Se revisará el hardware de 
los distintos módulos o tarjetas, la colocación dentro de los chasis, capacidad de memoria en 




El consumo de CPU es un valor fundamental para conocer el estado de un equipo, ya 
que valores muy altos de consumo suelen ser sinónimos de problemas presentes o futuros.  
 
En determinados equipos de la red pueden estar activos procesos de monitorización 
(SNMP, RMON, Accounting) o de debugging que pueden impactar seriamente en su 
rendimiento al ser normalmente procesos que acceden a la CPU con alta prioridad. 
 
De igual forma, el uso de memoria también nos indica de alguna forma la situación en 
que se encuentra un equipo. Por este motivo, algunos equipos permiten obtener estadísticas 
de la utilización de buffers de memoria que hace su sistema operativo. Esta información puede 
ser importante a la hora de diagnosticar el estado de la red. 
 
4.15.3 Switching Path 
En algunos equipos (routers Cisco por ejemplo) existen diversas formas de conmutar 
las tramas o paquetes que pasan a su través (Switching Path). 
 







En función del Switching Path seleccionado para el tráfico existente en la red, el 
consumo de CPU será mayor o menor, lo cual impacta directamente en el rendimiento de los 
equipos. Se debe por tanto analizar esta información para ver si está correctamente 
configurado. 
 
4.15.4 Capacidad de switching/routing de los equipos 
Una vez analizados los puntos anteriores se tendrá una estimación de la carga que 
soportan los equipos de la red. Es necesario comparar este valor con la capacidad máxima (que 
debe indicar el fabricante) para determinar si se está cerca del límite teórico de conmutación. 
De esta forma se estará en condiciones de evaluar si el dimensionamiento de los equipos es el 
correcto o no. 
 
4.15.5 Tráfico IP 
En determinadas situaciones puede haber un equipo mal dimensionado o un enlace 
que actúe como “cuello de botella” en la comunicación de datos debido a su incapacidad para 
absorber el tráfico que se le entrega. Por ejemplo: 
 
• Enlace Half-Duplex a continuación de un enlace Full-Duplex 
• Switch L2 de bajas prestaciones elegido como Root de un STP 
 
Además, la existencia de tráfico IP masivo en determinados puntos de la red (puntos 
de agregación, accesos a Internet a alta velocidad, etc.) puede impactar notablemente en el 
rendimiento si los equipos no están adecuadamente dimensionados. 
  
 
4.16 Operación de la red 
Al margen del funcionamiento y configuración de los equipos que la componen, el 
estado de una red de comunicaciones también se ve influido por la forma en que se opera la 
red en el día a día. Una correcta operación redundará en un menor mantenimiento y una 
mayor celeridad a la hora de detectar y solucionar posibles problemas. 
  







4.16.1 Copias de seguridad de las configuraciones 
En toda red de comunicaciones debe existir una copia periódica de seguridad de las 
configuraciones de los equipo de forma que sea posible restaurarlas en caso de fallo de alguno 
de ellos. Existen herramientas que se ocupan de realizar esta función de forma automática 
(Cisco Works por ejemplo), aunque también se pueden realizar mediante scripts de una 
manera sencilla.  
Debemos revisar la periodicidad de estas copias de seguridad, el versionado de las 
mismas y la ubicación física de esta información para posibles contingencias. 
 
4.16.2 Redundancia de elementos de red 
La mayor parte de las redes de datos existentes en la actualidad incorporan algún 
elemento redundante (procesadoras, routers, switches, salidas a Internet, etc.) con la 
intención de minimizar el impacto de posibles fallos. 
 
En estos casos se comprobará si estos elementos redundantes funcionan 
correctamente provocando fallos controlados en los mismos y verificando si los resultados 
obtenidos concuerdan con los resultados esperados. 
 
4.16.3 Redundancia de enlaces y puntos de fallo 
De igual forma, los enlaces de datos suelen estar redundados en múltiples ocasiones 
para evitar cortes de servicio. En estas circunstancias se realizarán las siguientes 
comprobaciones: 
 
• Provocar caídas controladas de enlaces para observar el funcionamiento de la 
redundancia. 
 
• Validar la configuración física de los enlaces redundantes, ya que si dos líneas 
redundantes pasan por las mismas cajas de registro o las mismas canalizaciones, 
un corte en las fibras afectará por igual al enlace principal y al de respaldo. 
 







• Se comprobará si existen en la red puntos singulares de fallo, es decir, elementos 
no redundados que en caso de caída impacten severamente en el funcionamiento 
general de la misma. 
 
4.16.4 Planes de contingencia 
En relación al punto anterior, es necesario determinar si existen planes de 
contingencia adecuados para hacer frente en un tiempo razonable a fallos que degraden 
severamente la red, como por ejemplo: 
 
• ¿Qué hacer si falla el firewall que gestiona los accesos externos? 
• ¿Qué hacer si falla el switch Ethernet que concentra los equipos del CPD? 
• ¿Qué hacer si falla el router de salida a Internet? 
• ¿Qué hacer si falla el router de la oficina remota X? 
• ¿De qué repuestos se dispone? 
o En local 
o A través de terceros 
 Teléfonos y personas de contacto 
 Horarios 
 
Los tiempos de reacción en estos planes de contingencia vendrán determinados por la 
criticidad de los equipos afectados (tiempo máximo admisible de corte del servicio). 
 
4.16.5 Documentación actualizada 
Es muy importante para la correcta operación de la red, la existencia de una 
documentación actualizada y estandarizada donde se reflejen los cambios que se realizan en la 
red.  Siempre que sea posible se incluirán en dicha documentación los datos administrativos de 
las líneas de comunicaciones. 
Asimismo, esta información deberá estar almacenada en repositorios con políticas de 
seguridad adecuadas, y de forma única para evitar dispersión de la información. 
 







4.16.6 Gestión de Red 
Una red de comunicaciones actual es impensable si no está asociada a un sistema de 
gestión que permita vigilar su funcionamiento. El alcance de este sistema de gestión no tiene 
porque ser el mismo en todas las redes: aquellas más grandes y complejas necesitarán 
sistemas más sofisticados para su gestión. 
 
En todos los casos se comprobará si los elementos de gestión existentes están 
preparados para recoger la información que continuamente generan los propios equipos en 
forma de mensajes syslog, traps, etc., cuales son los flujos de trabajo y las respuestas a las 
alarmas generadas por la plataforma, matrices de escalado de incidencias, etc. 
 







5. Fase III: Análisis de la información 
 
Durante la Fase II se habrán recopilado multitud de datos relativos a las distintas 
tecnologías en que se haya dividido el estudio y que están presentes en la red analizada. 
 
Una vez dispongamos de todos estos datos, procederemos a su análisis para extraer las 
conclusiones que posteriormente se plasmarán en la documentación a entregar. 
 
Durante la fase anterior de toma de datos y durante la fase actual de análisis, surgirán 
posibles medidas correctivas para ciertos aspectos de la red a nivel de configuración física o 
lógica, prestaciones, configuración, etc. Es importante que todas las actuaciones, tanto si se 
realizan como si sólo se proponen, formen parte de la auditoria para que quede constancia del 
estado de la red, junto con las conclusiones y recomendaciones que se deriven del análisis de 
los datos. 
 
Toda esta información recogida durante la fase anterior, y la información una vez 











6. Fase IV: Elaboración de la documentación 
 
Como ya se ha comentado anteriormente, la elaboración de cada auditoria de red 
pretende un objetivo diferente en cada caso, ya sea el análisis de unos problemas 
determinados, como una visión general del estado de la red, del estado de actualización 
tecnológica, etc. Por este motivo, la documentación a realizar deberá estar correctamente 
enfocada para cumplir los objetivos marcados. 
 
6.1 Descripción de la red y objetivo de la auditoria 
 
Dado que toda auditoría ha de tener un objetivo claramente definido antes de 
comenzar a realizar medidas y tomas de datos, en este primer apartado de la documentación 
se definirá el objeto y alcance de la auditoría, y se incluirá una descripción de la red desde los 
puntos de vista físico y funcional (Nivel 1, Nivel 2 y Nivel 3), adjuntando de manera 
esquemática los diagramas e inventarios obtenidos. 
 
6.2 Resumen ejecutivo 
 
Aunque las conclusiones y recomendaciones detalladas se dejan para el final de la 
documentación, si es conveniente realizar de forma anticipada un breve resumen en el que se 
ponga de manifiesto el estado general de la red y las conclusiones y recomendaciones más 
importantes sin entrar en excesivos detalles. 
 
6.3 Análisis realizados sobre la red 
 
En este apartado se incluirán las mediciones y tomas de datos llevadas a cabo en la 
Fase II sobre cada una de las tecnologías de la red, incluyendo en cada apartado la siguiente 
información: 
 







• Datos obtenidos. Mediciones realizadas (mediante CLI, SNMP, Analizador, etc.) 
• Interpretación y Diagnóstico. Deficiencias encontradas 
• Acciones correctivas 
o Ya tomadas durante el proceso de Auditoría 
o A tomar en el futuro 
• Otras recomendaciones 
 
6.4 Conclusiones Generales 
 
Además de las conclusiones particulares extraíbles del análisis de cada una de las 
tecnologías que componen la red, existen conclusiones que se deben aplicar con carácter 
general a toda la red. En este sentido se hará referencia a los siguientes puntos: 
 
• Diagnóstico general de la red 
• Deficiencias encontradas 
• Escalabilidad de la red 
 
6.5 Recomendaciones Generales 
 
Del mismo modo, además de las recomendaciones ya realizadas anteriormente para 
cada una de las tecnologías estudiadas, hay otras recomendaciones que son de aplicación para 
el conjunto de la red, como por ejemplo: 
 
• Cambios Topológicos o Físicos 
• Modificaciones y mejoras en el funcionamiento de la red. 
o Nuevos diseños 
o Nuevos equipos 
o Nuevas funcionalidades 
• Recomendaciones de gestión 
• Mejoras en la operación 
 








En este último punto de la auditoría se incluirá toda la documentación generada 
durante el proceso que por motivos diversos (extensión, carácter muy técnico, etc.) no se haya 
considerado necesario incluir en los apartados anteriores, como por ejemplo capturas de 
tráfico, ficheros de log, configuraciones, documentación sobre estándares, fotografías 
digitales, etc. 
 









Como se ha comentado anteriormente, las auditorias de red son muy diversas en 
función del alcance de las mismas. Por este motivo, en el cálculo del presupuesto se han 
tenido en cuenta las tecnologías de red más comunes.  
 
Detalle tareas Personal asignado Auditoria Personal asignado cliente Tiempo estimado
Definición alcance de la auditoria Director de Proyecto Responsable IT del cliente 1 Jornada
Inventario de la red 2 Jornadas
Toma de datos -
3.1 LAN (N2, N3, IP) 2 Jornadas
3.2 WAN 1 Jornada
3.3 Wireless 2 Jornadas
3.4 Aplicaciones 2 Jornadas
3.5 Seguridad Basica 2 Jornadas
3.6 Software 2 Jornadas
3.7 Rendimiento 1 Jornada
3.8 Operación 1 Jornada
Analisis de la información Ingeniero de primer y segundo nivel - 10 Jornadas
Presentación resultados Ingeniero de segundo nivel y Director de Proyecto Responsable IT del cliente 1 Jornada








 Para determinar el importe económico de la auditoria, se ha estimado para el técnico 
de primer nivel encargado de la realización del inventario y toma de datos un precio de 30 
Euros/hora, mientras que para el técnico de segundo nivel encargado del análisis de toda la 
información y que elaborará la documentación conjuntamente con el técnico de primer nivel, 
se ha determinado un precio de 50 Euros/hora. 
 
 Por otro lado se considera que todo el software y hardware necesario para la captura 
de datos realizada durante la auditoria, se incluye en el importe total del proyecto, siendo 
aportado por parte de la empresa auditora de la red. 
 
 El importe total teniendo en cuenta estos parámetros y las jornadas estimadas de 
trabajo se valora en unos 10.000 Euros. 
 
 Finalmente, con el objetivo de tener claros los interlocutores en cada fase del 
proyecto, las responsabilidades de cada participante, la supervisión y coordinación de los 
trabajos a realizar, y asegurar el logro de los objetivos de calidad, coste y plazo, se establece el 
siguiente modelo de relación entre las diferentes figuras presentes en el desarrollo del 
proyecto:  
 




















• William Stallings, COMUNICACIONES Y REDES DE COMPUTADORES (7ª ED.), 
PEARSON EDUCACION, 2004 
 
• Cisco Systems, Inc. http://www.cisco.com 
 
• Cisco Systems, Inc, “Designing Cisco Networks”, CiscoPress, 1999. 
 
• Forouzan, Behrouz A., TRANSMISION DE DATOS Y REDES DE 
COMUNICACIONES (4ª ED.), MCGRAW-HILL / INTERAMERICANA DE ESPAÑA – 
2007 
 
• Huidobro Moya, Jose Manuel, REDES Y SERVICIOS DE TELECOMUNICACIONES  
(4ª ED.), THOMSON PARANINFO – 2006 
 
• William Stallings, FUNDAMENTOS DE SEGURIDAD EN REDES, PEARSON 
EDUCACION, 2003 
 
• Reid, Neil y Seide, Ron, MANUAL DE REDES INALAMBRICAS (802.11 WI-FI), 
MCGRAW-HILL / INTERAMERICANA DE MEXICO 2004 
 













Como se ha comentado anteriormente, las redes de comunicaciones hoy en día son un 
elemento crítico para los procesos de negocio de las empresas, plataformas de comercio 
electrónico, universidades a distancia, etc. 
 
Las redes de datos, los enlaces de comunicaciones entre CPDs, centros de trabajo, 
oficinas remotas, y cualquier tipo de acceso a la red se ha convertido en un punto crítico desde 
el punto de vista de la disponibilidad y de la seguridad de la información. Por estos motivos es 
necesario disponer de las infraestructuras de IT debidamente actualizadas, documentadas y 
controladas. 
 
Lamentablemente en muchos casos esto no es así, y por ese motivo es necesario 
disponer de las herramientas que permitan obtener el conocimiento y control sobre la red. 
Con este objetivo se han enumerado unas pautas a seguir en el análisis de la red, y los 
parámetros que deberían ser objeto de estudio en la mayoría de las tecnologías presentes hoy 
en día. 
 
Esta información obtenida en una auditoria de la red, debería complementarse con 
otros estudios fuera del alcance de esta labor, como seria disponer de un Plan Director de 
Seguridad, herramienta que permite a una organización definir sus actividades en Seguridad 
de los Sistemas de Información a corto, medio y largo plazo, adaptaciones a normas ISO, Ley 
de Protección de Datos, etc. Para disponer del control global de la organización desde el punto 
de vista de Tecnologías de Información. 
 







10. Apéndice I – Auditoria de una red Wireless 
10.1 Descripción de la red WLAN 
 
La red WLAN en estudio está en proceso de desarrollo. En el momento de la 
realización de la auditoria de seguridad el único centro con red WLAN es en Mataró, y cuenta 
con los siguientes elementos: 
 
- Access Point: 2 Cisco Aironet 1200. 
 
- Antenas Access Point: 2 antenas AIR-ANT5959. 
 
- Clientes: PCMCIA de Cisco incluida en los terminales Datalogic. 
 
10.1.1 Access Point Aironet 1200 
 
Estos equipos son los encargados de realizar el bridging entre la red Ethernet y la red 
Wireless LAN 802.11b. 
 
 
Los Aironet 1200 soportan SW IOS o VxWorks. Los Aironet 1200 instalados en el centro 
de Disegsa utilizan la versión 12.0, y la seguridad en el acceso a la red wireless quedará 
determinada por las opciones soportadas y las configuraciones realizadas sobre estos equipos. 
 








A continuación se muestran las características más importantes del equipo así como 
las implicaciones que suponen para la seguridad de la red: 
 
• Plataforma modular: soporta los estándares IEEE 802.11b e IEEE 802.11a. Se utiliza el 
estándar IEEE 802.11b por lo que las siguientes características se refieren al mismo. 
 
• Velocidades soportadas: 1, 2, 5.5 y 11 Mbps. La velocidad es negociable aunque es 
posible fijarla por configuración. Si las velocidades 1 y/o 2 Mbps están permitidas, la 
cobertura se amplía y se permite la conexión de clientes IEEE 802.11. 
 
• Estándar de red: IEEE 802.11b. Es un estándar extendido y conocido por lo que es 
probable encontrarse con clientes Wireless LAN que utilicen el estándar cerca de los 
centros de Disegsa. 
 
• Interfaz con la red cableada: puerto Ethernet 10/100 Base-T. 
 
• Banda de frecuencia utilizada: 2.4 a 2.497 GHz Es una banda de frecuencias que no 
requiere licencia para su utilización. Esto supone que podemos encontrar otro 
equipamiento generando interferencias en la misma banda de frecuencias (incluso 
equipos no utilizados para comunicaciones como un microondas). 
 
•    Tipo de arquitectura de la red: infraestructura. El AP será utilizado para conectarse a 
una red cableada. Los fallos de seguridad en la red wireless LAN supondrán un riesgo 
de seguridad para la red cableada. 
 
•    Medio Wireless: DSSS (Direct Sequence Spread Spectrum). La señal original se combina 
con un ruido pseudoaleatorio. Cada bit es representado por una secuencia de bits para 
que sea más inmune al ruido. 
 
•    Protocolo de acceso al medio: CSMA/CA Carrier Sense Multiple Access with Collision 
Avoidance. Evita que se produzcan colisiones debido a que se trata de un medio 
compartido. 
 







• Canales no solapados: 3. Al haber solo 3 canales no solapados, la probabilidad de que 
se produzcan interferencias entre equipos WLAN es alta. 
 
• Opciones de potencia de transmisión: 100, 50, 30, 20, 5 mW. La potencia de la señal 
debe limitarse cuando sea posible para evitar transmitir fuera de las dependencias de 
Disegsa. 
 
• Longitud de la clave de encriptación: 40 o 128 bits. Cuanto mayor es la longitud de la 
clave de encriptación, más difícil será descubrir la clave utilizada. 
 
• VLANs. La utilización de VLANs puede ser útil cuando queramos separar el tráfico o 




 Por dirección MAC 
 
 Por clave compartida, la clave no se envía por el medio físico aunque 
es posible su obtención. 
 
 802.1X (LEAP, PEAP, EAP-TLS, EAP-TTLS y EAP-SIM). Permite realizar 
autenticación mutua de forma segura y generar claves de encriptación 




 Claves estáticas o dinámicas de 40 o 128 bits. Cuanto mayor sea  la 
longitud de la clave, más complicado es obtenerla. La máxima 
seguridad se obtiene con claves dinámicas de 128 bits. 
 
• Configuración remota: Telnet, http y SNMP. Permite las tres opciones por lo que habrá 
que securizar al máximo cada una de ellas. 
 







• Configuración local: puerto serie. Este puerto permite modificar la configuración del 
equipo por lo que no debe ser accesible por una persona ajena a su administración / 
mantenimiento. 
 
• El certificado WiFi del equipo garantiza que podrá ser utilizado por clientes de otros 
fabricantes que también hayan obtenido el mismo certificado de compatibilidad 
proporcionado por la WECA. Esto supone que cualquier cliente WLAN WiFi es un 
atacante en potencia. 
 
10.1.2 Antena AIR-ANT5959 
 
Esta antena está pensada para ser montada sobre el techo. 
 
Las únicas implicaciones de seguridad de las antenas se corresponden con la forma en 
la que transmiten la señal. Si utilizamos una antena inapropiada podemos estar enviando la 
señal de nuestra red al exterior de las instalaciones posibilitando el acceso a la misma. 
 
Debe utilizarse la antena apropiada a cada instalación y limitar la potencia de 




A continuación se muestran las características de la antena instalada en el centro:  
 
- Tipo: omnidireccional 
- Frecuencia operativa: 2.4-25 GHz 







- Ganancia: 2 dBi 
- Polarización: Vertical, lineal 
- Plano horizontal: omnidireccional 
- Plano vertical: 70º 
- Entorno: indoor. 
 
A continuación se muestran el plano vertical y horizontal de transmisión de la antena 








10.1.3 Clientes Wireless LAN 
 
Los clientes Wireless LAN se componen de un adaptador WLAN de Cisco incluido 
dentro de un TP de Datalogic. 
 
 
10.1.3.1 Cisco Aironet 350 Series Client Adapter 
 
El adaptador incluido en los terminales de Datalogic está insertado en el equipo y no es 
visible desde el exterior. 
 









Las características principales de los adaptadores de Cisco se indican a continuación, 
con las mismas implicaciones de seguridad que las indicadas para los Access Point 
 
10.1.3.2 TP Datalogic DL8600 Kyman 
 
DL8600 es un terminal portátil con un escáner integrado, que permite leer los códigos 
de barras de los productos. En el centro de estudio, los TPs contienen un adaptador WLAN de 





Permite transmitir datos a un PC mediante un puerto serie, vía radio o mediante la 
cuna donde su batería es recargada. Se utiliza la comunicación con el PC vía radio y la cuna 
como backup de esta. 
Los TPs recogen códigos de barras de los productos y se los envían al servidor, 
comunicándose mediante una conexión telnet. 







10.2 Herramientas utilizadas durante la auditoría WLAN 
 
Para detectar el nivel de seguridad de la red WLAN se utilizaron herramientas para 
capturar tráfico en la red Wireless y en la red ethernet, detectores de vulnerabilidades de 
redes IEEE 802.11 y detectores de redes IEEE 802.11b. 
 
• Analizador de red IEEE 802.11b 
 
Mediante esta herramienta se capturó tráfico en la red WLAN para su posterior 
análisis. Proporciona capturas, análisis y estadísticas del trafico IEEE 802.11. 
 
Con las capturas obtenidas es posible comprobar los mensajes utilizados en la red, 
encriptación de los mismos, empleo de autenticación, las velocidades de transmisión 
empleadas, redes disponibles, equipos externos a la red de Disegsa… 
 
• Detector de vulnerabilidades para IEEE 802.11b 
 
Permite analizar el nivel de seguridad de la red IEEE 802.11 de forma pasiva 
(analizando tráfico) y de forma activa (realizando ataques e intentos de conexión). 
 
• Analizador de red ethernet 
 
Captura tráfico de la red ethernet, lo analiza y proporciona estadísticas e informes, 
mediante los filtros oportunos es posible analizar el tráfico de los equipos IEEE 802.11b 
que llega a la red ethernet. 
 
• Detector de redes IEEE 802.11b 
 
Es un programa sencillo y de pequeño tamaño utilizado por hackers para detectar las 
redes disponibles en una zona y comprobar el nivel de seguridad de las mismas. 
 
Con este programa comprobamos cual sería la información obtenida por un hacker y el 
uso que podría hacer de la misma. 
 







• BUG Tool de Cisco 
 
Se ha utilizado esta herramienta de Cisco para buscar bugs que puedan comprometer 
la seguridad de los equipos y/o la red en la versión de SW de los Access Points. (Se han 
revisado también las Release Notes de la versión de SW de los Access Points). 
 
10.3 Análisis de la seguridad 
 
A continuación se detalla el análisis de seguridad realizado en la red objeto de estudio.  
En primera instancia se analiza el radio de cobertura de las antenas. Dado que es 
posible detectar la señal de los APs desde el exterior de Disegsa, esto supone que es posible 
capturar tráfico y conectarse a la red de Disegsa desde el exterior siempre que se realice la 
configuración oportuna del cliente. 
 
10.3.1 Detección de la red IEEE 802.11b 
 
Utilizando una herramienta de detección de redes se obtiene la siguiente información 
de la red WLAN: 
 
- MAC de los Access Points: 00-0b-46-5f-49-b5 y 00-0b-46-5f-49-d9. 
- SSID de la red de Disegsa: 239016200. 
- Nombre de los Access Points: Descartes_1 y Descartes_2. 
- Canales de radio utilizados: 2412 MHz (canal 1) y 2462 Mhz (canal 11). 
- Fabricante Cisco. 
- Uso de encriptación WEP. 
- Relación señal ruido del punto donde obtenemos la señal. 
 
Aunque estos datos por si solos no permiten el acceso a la red, sirven de guía para 
conocer el nivel de seguridad de la misma y sus posibles vulnerabilidades. 
 
 







10.3.2 Análisis de la red Ethernet 
 
Durante las pruebas de vulnerabilidad se comprobó la arquitectura de la red y las 
conexiones de los equipos. 
 
La red cuenta con un hub que interconecta todos los equipos, incluyendo el router de 
interconexión con el resto de la red de Disegsa, los servidores y los Access Points. Debido a que 
la interconexión de los equipos se realiza mediante un hub, el medio es compartido y es 
posible capturar el tráfico de cualquier conversación. 
 
Dada la arquitectura de red y los equipos empleados, no existe ningún filtro para que 
el tráfico de los equipos 802.11b se dirija al resto de la red de Disegsa. 
 
A continuación se muestra un esquema de la red: 
 
 
Los Access Point funcionan como Transparent Bridging entre la red Ethernet y la red 
IEEE 802.11b. Por lo tanto, reenviarán tráfico broadcast y multicast a la red wireless (además 
del tráfico destinado a los clientes WLAN). 
 
Con la arquitectura del esquema, una violación del acceso a la red wireless supondría 
obtener también el acceso a la red ethernet de Descartes y al resto de la red de Disegsa (esto 







último dependerá de las configuraciones de seguridad realizadas en los routers y firewalls de 
Disegsa). 
 
10.3.3 Captura de tráfico en la red IEEE 802.11b 
 
Mediante un SW de captura y análisis de tráfico se obtuvieron las tramas enviadas 
entre el Access Point y los clientes. 
 
Se realizó una primera captura sobre todos los canales (saltando de uno a otro de 
forma periódica) para comprobar en que canales se recibían tramas. Una vez comprobado que 
sólo se recibían tramas en los canales 1 y 11 se realizó una captura sobre cada uno de los 
canales. 
 
10.3.3.1 Captura en el canal 1 
 
En la siguiente tabla se encuentran los datos principales de la captura realizada sobre 
el canal 1 (Access Point Descartes_1). 
 








En la tabla anterior se muestra como el tráfico de datos se está enviando codificado 
mediante WEP. 
 
El porcentaje de tráfico a 1 Mbps es alto debido a que a esta velocidad es enviado el 
tráfico de gestión y control IEEE 802.11b. 
 
A continuación se muestran las estadísticas de tráfico por MAC para el canal 1: 
 









La columna de la izquierda muestra las direcciones MAC detectadas durante la captura 
de tráfico. En las siguientes columnas se muestra el tráfico enviado por y hacia la dirección 
MAC indicada. La mayor parte del tráfico proviene del Access Point del canal 1 debido al tráfico 
de control y gestión utilizado por IEEE 802.11b. 
 
10.3.3.2 Captura en el canal 11 
 
En la siguiente tabla se encuentran los datos principales de la captura realizada sobre 
el canal 11 (Access Point Descartes_2). 
 









En la tabla anterior se muestra como el tráfico de datos se está enviando codificado 
mediante WEP. Vemos como el comportamiento es el mismo que en el canal 1, siendo el  







porcentaje de tráfico a 1 Mbps alto debido a que a esta velocidad es enviado el tráfico de 
gestión y control IEEE 802.11b. 
 




Vemos también como la mayor parte del tráfico proviene del Access Point del canal 11 
debido al tráfico de control y gestión utilizado por IEEE 802.11b. 
 
10.3.4 Análisis de tramas WLAN 
 
Los analizadores de tráfico permiten comprobar los valores de cada campo de las 
tramas capturadas. Dependiendo de las tramas, existen unos valores que pueden 
comprometer la seguridad de la red IEEE 802.11b. 
 
El análisis de las tramas se ha realizado sobre las capturas de los canales 1 y 11. Las 
conclusiones que se muestran en este apartado son válidas para ambos canales ya que sus 
configuraciones son idénticas. 
 













Estas tramas se utilizan para señalizar la presencia de un Access Point e informar de 
sus capacidades. A continuación se muestran sus campos más relevantes: 
 
Data Rate: 2 1.0 Mbps 
Channel: 1 2412 MHz 
 
802.11 MAC Header 
Subtype: %1000 Beacon [0 Mask 0xF0] 
Destination: FF:FF:FF:FF:FF:FF Broadcast [4-9] 
Source: 00:0B:46:5F:49:B5 [10-15] 
BSSID: 00:0B:46:5F:49:B5 [16-21] 
802.11 Management – Beacon 
ESS: 1 [34 Mask 0x01] 
Short Preamble: 1 [34 Mask 0x20] 
Element ID: 0 SSID [36] 
Length: 9 [37] 
SSID: ......... [38-46] 
Element ID: 1 Supported Rates [47] 
Length: 4 [48] 
Supported Rate: 0x82 1.0 Mbps (BSS Basic Rate) [49] 
Supported Rate: 0x84 2.0 Mbps (BSS Basic Rate) [50] 
Supported Rate: 0x8B 5.5 Mbps (BSS Basic Rate) [51] 
Supported Rate: 0x96 11.0 Mbps (BSS Basic Rate) [52] 
Channel: 1 [55] 
 
Con la captura anterior se obtiene la siguiente información: 
 
- Canal utilizado por el AP: 2412 MHz, canal 1 
- Dirección MAC del AP 
- ESS, no se trata de una red Ah hoc. 
- Preámbulo corto (puede ser necesario para configurar el cliente) 
- Velocidades soportadas: 1, 2, 5.5 y 11 Mbps. 








Resaltar que el SSID no aparece en la trama debido a la configuración del Access Point 
(opción “Allow "Broadcast" SSID to Associate?:“que será comentada más adelante). 
 
No enviar el SSID añade una relativa seguridad a la red ya que, como veremos en otra 
captura, es posible obtenerlo en los mensajes de “probe request” y “probe response”. 
 
Probe Request y Probe Response 
 
Los mensajes “probe” se utilizan en la fase de descubrimiento de la red en modo 
activo. A continuación se muestran los campos mas relevantes de los mensajes “probe 
request” enviado por un cliente y “probe response” enviado por el Access Point 
 
Data Rate: 2 1.0 Mbps 
Channel: 1 2412 MHz 
 
802.11 MAC Header 
Type: %00 Management [0 Mask 0x0C] 
Subtype: %0100 Probe Request [0 Mask 0xF0] 
 
802.11 Management - Probe Request 
Element ID: 0 SSID [24] 
Length: 9 [25] 
SSID: 932016200 [26-34] 
Element ID: 1 Supported Rates [35] 
Length: 4 [36] 
Supported Rate: 0x02 1.0 Mbps (Not BSS Basic Rate) [37] 
Supported Rate: 0x04 2.0 Mbps (Not BSS Basic Rate) [38] 
Supported Rate: 0x0B 5.5 Mbps (Not BSS Basic Rate) [39] 
Supported Rate: 0x16 11.0 Mbps (Not BSS Basic Rate) [40] 
 
Data Rate: 2 1.0 Mbps 
Channel: 1 2412 MHz 
Signal Level: 32% 








802.11 MAC Header 
Type: %00 Management [0 Mask 0x0C] 
Subtype: %0101 Probe Response [0 Mask 0xF0] 
 
802.11 Management - Probe Response 
Element ID: 0 SSID [36] 
Length: 9 [37] 
SSID: 932016200 [38-46] 
Element ID: 1 Supported Rates [47] 
Length: 4 [48] 
Supported Rate: 0x31 (Not BSS Basic Rate) [49] 
Supported Rate: 0x85 (BSS Basic Rate) [50] 
Supported Rate: 0x8B 5.5 Mbps (BSS Basic Rate) [51] 
Supported Rate: 0x96 11.0 Mbps (BSS Basic Rate) [52] 
Element ID: 3 Direct Sequence Parameter Set [53] 
Length: 1 [54] 
Channel: 1 [55] 
 
De ambos mensajes puede obtenerse la siguiente información: 
 
- Canal utilizado por el AP: 2412 MHz, canal 1 
- Velocidades soportadas: 1, 2, 5.5 y 11 Mbps. 
- SSID: 932016200 
 
Por lo tanto, es posible obtener el canal, velocidades soportadas y el SSID con sólo 
capturar tráfico en la red WLAN, lo que representa un problema de seguridad dado que es 




A continuación se muestra una captura de una trama de datos. 
 
Data Rate: 22 11.0 Mbps 







Channel: 1 2412 MHz 
Signal Level: 48% 
 
802.11 MAC Header 
Type: %10 Data [0 Mask 0x0C] 
WEP: 1 [1 Mask 0x40] 
Destination: 01:40:96:00:00:00 [4-9] 
BSSID: 00:0B:46:5F:49:B5 [10-15] 
Source: 00:0B:46:5F:49:B5 [16-21] 
 
802.11 WEP Data 
WEP IV: 0xA6107C [24-26] 
WEP Key Index: 1 Key ID=1 [27 Mask 0xC0] 
WEP Data: 
m..G*.........hv 6D D2 8A 47 2A 07 D7 0E 82 15 F8 1C C2 9E 68 76 
......Q.m7..).c2 C9 06 8E F0 A1 F2 51 BE 6D 37 96 DC 29 82 63 32 
......4.......xP AC C6 D0 FF 99 BC 34 87 C8 DE B6 0B C5 BC 78 50 
.'. +. E3 27 FE 20 2B 9D 
WEP ICV: 0xAF0191A9 [82-85] 
 
Como se muestra en la captura, no es posible obtener información de los datos que 
contiene la trama. La única información que obtenemos es el índice de clave utilizado y el tipo 
de codificación: WEP. 
 
Aunque en un principio, la encriptación WEP pudiera parecer segura, no lo es 
totalmente. En el analizador no aparece el contenido de los mensajes de datos pero 
capturando las tramas codificadas con WEP es posible obtener la clave WEP original. Esto se 
consigue con varios programas como Airsnort o WEPcrack. 
 
El procedimiento para obtener las claves WEP se basaría en capturar tráfico desde el 
exterior (recordar que el radio de cobertura de la red wireless excede el perímetro de Disegsa). 
Una vez realizada la captura, sin necesidad de recibir señal en esta fase, se seleccionarían las 
tramas de datos encriptadas con WEP y se procedería a la obtención de la clave mediante uno 
de los programas antes mencionados. 








Una vez obtenidas las claves de encriptación y el SSID es posible acceder a la red. Tan 
sólo nos resta obtener una dirección IP válida para la red de Descartes. Para conseguir la 
dirección IP basta con volver a capturar tráfico (esta vez indicando las claves de encriptación) y 
comprobar cuál es el direccionamiento de la red. A partir de este momento, tenemos 
conectividad con el resto de equipos de Descartes y con el resto de la red de Disegsa como si 
fuéramos un equipo más de la red. 
 
Todos los programas que necesitaríamos para acceder a la red se pueden obtener 
fácilmente en Internet.  
 
10.3.5 Resultados del detector de vulnerabilidades 
 
La única vulnerabilidad que encontró el detector es la posibilidad de comunicación 
directa entre los clientes y el AP. Esto indica que los clientes son capaces de acceder al AP para 
modificar su configuración. En circunstancias normales, el AP sólo debe ser gestionable desde 
la red ethernet. 
 
En una de las sesiones, el SW detectó un tercer AP ajeno a la red de Disegsa. A 












Esto confirma el hecho de que IEEE 802.11b es un estándar extendido y conocido por 
lo que es probable encontrarse con clientes o Access Points Wireless LAN cerca de los centros 
de Disegsa. 
 
10.3.6 Análisis de las configuraciones de los Access Point 
 
Para poder comprobar el nivel de seguridad de la red se analizaron una serie de 
aspectos de las configuraciones de los Access Points. A continuación se muestran los 




La configuración de la autenticación es “Open”. Esto significa que no existe ningún tipo 
de clave para que el AP autentique a los clientes. Los clientes piden acceso a la red con un 
mensaje “Authentication Request” y son contestados de forma automática con un 
“Authentication Response” indicando que han sido autenticados. 
 
Otro método posible para autenticar es mediante una clave compartida (“shared key”). 
La clave compartida es la clave WEP utilizada para encriptar. Este método es recomendable si 
no se utiliza encriptación WEP. En el caso de utilizar encriptación WEP es más seguro no 
autenticar (utilizar open) debido a que “shared key” facilita la obtención de la clave WEP 
(aunque no se envía la clave por el medio). 
 














Los Access Points están configurados para utilizar una clave WEP estática de 128 bits, y 
no se realiza rotación de la clave ni comprobación de la integridad de los mensajes. 
 
Este método es más seguro que utilizar una clave de 64 bits. Sin embargo, existen 





El SSID (Service Set Identifier) es un nombre que identifica a la red IEEE 802.11b. Los 
clientes deben conocer el SSID para poder asociarse a la red, ya sea por tenerlo configurado, o 
porque lo aprenda de la red si los Access Points lo indican en sus mensajes beacon. 
 
La configuración actual de los Access Point indica que no se anuncie el SSID en los 
mensajes beacon por lo que los clientes no conocerán el nombre de la red a no ser que lo 
tengan configurado. 
 
No anunciar el nombre de SSID no se considera un nivel de seguridad ya que este es 
visible en otros mensajes (puede verse en alguna de las tramas mostradas anteriormente), 
simplemente la ventaja de no enviarlo reside en que la conexión de clientes que no conozcan 




Las VLANs pueden utilizarse para aislar grupos de usuarios. En la situación actual no se 
están utilizando VLANs. Existe un único SSID que requiere encriptación y que no está siendo 
anunciado en los beacons, por lo que la utilización de VLANs en la red IEEE 802.11b no 
supondría ninguna mejora. 
 
 









Existen otras formas de limitar el acceso a la red a parte de la autenticación y la 
encriptación. Los Access Point de Cisco permiten realizar filtros para indicar el tráfico que el 
Access Point enviará a la red Ethernet. 
 
A continuación se explican los filtros disponibles. 
 
MAC Address Filter 
 
Filtran en función de la dirección MAC origen de las tramas. Utilizando un filtro de por 
dirección MAC podemos permitir el acceso a la red solamente a aquellas tarjetas IEEE 802.11b 
pertenecientes a Disegsa. De esta forma, no es posible acceder a la red si no se posee una de 




Esta opción permite identificar las tramas por su ethertype y decidir cuáles serán 
enviadas y cuales descartas. Como ejemplo, el siguiente filtro envía el tráfico IP pero no deja 






Mediante filtros “IP protocol” podemos indicar que protocolos de nivel 4 que utilizan 
IP van a ser transmitidos y cuales descartados. Por ejemplo, el siguiente filtro envía el tráfico 
TCP pero descarta el UDP. 
 
 









El filtro puede utilizarse tanto en el envío como en la recepción (desde el punto de 




Mediante los filtros IP Port es posible indicar que paquetes serán enviados y cuales 
descartados teniendo en cuenta los puertos UDP/TCP destino. 
 
El siguiente filtro permite el tráfico Telnet y deniega el FTP (sólo paquetes al puerto 20, 




Los filtros nos permiten restringir el acceso a la red de Disegsa desde la red IEEE 
802.11b asumiendo que esta última es mas insegura que la red cableada. 
 
Mediante filtros por direcciones MAC podemos evitar que tarjetas no registradas como 
clientes WLAN de Disegsa se conecten a la red. Su desventaja es la necesidad de llevar un 
control sobre las direcciones MAC de las tarjetas incluidas en los terminales de Disegsa. 
 
Mediante filtros por ethertype es posible limitar el tráfico sólo a IP. Esto no mejora el 
nivel de seguridad de la red ya que la mayoría de los ataques serán sobre IP. 
 
Mediante filtros por IP Protocol podremos indicar que sólo se deje pasar al tráfico TCP, 
limitando el tráfico que puede acceder a la red. 
 







Mediante filtros por IP Port podemos limitar el tráfico a telnet, que es el protocolo 
utilizado entre los terminales de Datalogic y el servidor. 
 
No se está utilizando ningún tipo de filtro en los Access Point por lo que un atacante 
que haya conseguido obtener acceso a la red wireless no tiene limitado el tipo de tráfico que 




Además de evitar el acceso a la red de Disegsa por posibles atacantes, es necesario 
securizar, en la medida de lo posible, la gestión de los Access Point. En el análisis de 
vulnerabilidades realizado en cuanto a la gestión de los equipos, se ha encontrado lo siguiente: 
 
- Es posible gestionar los equipos desde la red wireless. Esto permite a un atacante    
explotar vulnerabilidades en la gestión de los APs en caso de obtener acceso a la red. La 
solución pasa por realizar filtros. 
 
- El puerto del servidor web de los Access Point es el 80. Conviene modificar  este puerto  




- Actualmente existen 3 usuarios creados para la gestión de los Access Point. Los 3 usuarios 
tienen capacidades de administrador lo que les permite modificar la configuración de los 
equipos. Es aconsejable eliminar aquellos usuarios que no vayan a ser utilizados y crear un 
usuario sólo con posibilidad de lectura para realizar comprobaciones de los equipos sin 
peligro a modificar sus configuraciones. 
 










- SNMP: los usuarios creados para gestionar el equipo tienen marcada la casilla SNMP. Eso 
significa que el nombre de usuario puede ser utilizado para gestionar el equipo por SNMP. 
Si el equipo no está siendo gestionado por SNMP, es mejor deshabilitar esta casilla para 
evitar la modificación de su configuración por usuarios no autorizados. 
 
10.3.7 Análisis de las versiones de SW de los Aps 
 
La versión de SW de los Access Points 1200 del centro de Descartes es la siguiente: 
VxWorks 12.02T1. 
 
Se han analizado los bugs abiertos en la versión de SW de los equipos y corregidos en 




- CSCea39261, los ataques de los virus MS SQL, Slammer, Sapphire… que atacan al puerto UDP 
1434 afectan al Access Point y pueden inutilizar la red WLAN. 
 
- CSCea36554, el Access Point puede reiniciarse si se realizan transferencias de ficheros largos. 
(Debido a que la red WLAN de Disegsa se utiliza para conexiones Telnet, esta vulnerabilidad no 
afecta a los equipos). Solucionado en versión 12.03T. 
 
- CSCea66109, este bug afecta sólo a los Access Points configurados con autenticación MAC 
mediante un servidor RADIUS (opción recomendada en el apartado 5.4). Se han detectado 
pérdidas de conectividad cuando un nuevo cliente se asocia al Access Point. Solucionado en 
versión 12.03T 







10.4 Resumen de vulnerabilidades WLAN encontradas 
 
A continuación se indican las vulnerabilidades encontradas: 
 
1. El radio de cobertura de la red excede el perímetro de la tienda, es posible recibir señal 
desde el exterior de la tienda. 
 
2. No existe autenticación. No es el método más seguro. 
 
3. La encriptación es estática de 128 bits sin rotación. Es crackeable. 
 
4. No existen filtros de protocolos ni direcciones MAC. Una vez conseguido acceso a la red 
no tenemos limitación por MAC o protocolo. 
 
5. Es posible gestionar los Access Point desde la red wireless. Una vez conseguido acceso a 
la red podemos intentar el acceso a los equipos y modificar sus configuraciones. 
 
6. El puerto http es el 80. Es un puerto well-known y será uno de los primeros objetivos en 
los ataques. 
 
7. Existen varias comunidades SNMP (nombres de los usuarios creados) con permisos de 
escritura. Alguna de ellas con nombres bastante comunes como “Externo”. Permiten 
modificar el equipo por SNMP. 
 
8. Todos los usuarios tienen permisos de administrador en los Access Point. 
 













10.5 Recomendaciones para las vulnerabilidades WLAN 
 
Las recomendaciones que se proponen para contrarrestar las vulnerabilidades 
encontradas durante el análisis de la red son las siguientes. 
 
10.5.1 Radio de cobertura de la red IEEE 802.11b 
 
La solución al exceso de cobertura es limitar la potencia de transmisión de la señal en 
los puntos de acceso y clientes. 
 
En cualquier caso, es muy complicado mantener el radio de cobertura dentro del 
perímetro de la tienda debido a que la forma en la que transmite la antena no coincidirá con la 
forma del área que deseamos cubrir. 
 
Por tanto, habrá que limitar la potencia de transmisión de los Access Point en lo 





No se está utilizando autenticación de los clientes, y por otro lado la autenticación 
“shared key” no es recomendable. 
 
Como mejora de la situación actual se puede implementar EAP (Extensible 
Authentication Protocol) (estándar de 802.1X) o LEAP (Light Extensible Authentication 
Protocol). 
 
Estos dos métodos de autenticación son más seguros ya que existe una clave por 
usuario en lugar de una única clave compartida. Además, se generan unas claves de 
encriptación dinámicas asignadas por sesión. 
 







Los inconvenientes de utilizar esta opción son la complejidad, la necesidad de un 
servidor RADIUS o TACACs (donde serán autenticados los clientes), la compatibilidad de los 
clientes (el Sistema Operativo de los mismos debe soportar alguna de las opciones) y su 




Dado que se está utilizando encriptación WEP con clave estática de 128 bits, este 
apartado puede ser mejorado de varias formas: 
 
- Utilización rotación de claves WEP broadcast en los Access Point. Esta opción permite 
que los paquetes broadcast/multicast del AP se encripten utilizando las 4 claves WEP 
de forma periódica. Los segundos indican el tiempo de utilización de cada clave antes 
de saltar a la siguiente. Sólo está soportado con la utilización de EAP. 
 
- Utilización de MIC (Message Integrity Detection). MIC protege las claves WEP 
previniendo ataques “bit-flip”. Añade unos bytes a cada paquete para detectar si ha 
habido modificaciones sobre el paquete original. 
 
- TKIP (Temporal Key Integrity Protocol). Defiende de los ataques utilizados mediante 





- Utilizando 802.1X EAP, PEAP o LEAP. Añade mayor seguridad a la red generando 
claves de encriptación dinámicamente por usuario y sesión. Entre las opciones 
disponibles se encuentran EAP-TLS (mediante el uso de certificados), EAP-MD5 
(mediante la utilización de usuario y password) y PEAP (utiliza usuario y password) 
 









Las opciones de utilización de filtros de los Access Point nos permiten limitar las 
direcciones MAC que se conectarán a la red y los protocolos que van a poder utilizar. 
 
Limitando el acceso de determinadas direcciones MAC, impedimos que cualquier 
tarjeta ajena a la red de Disegsa pueda tener conectividad con el resto de la red, mientras que 
limitando los protocolos de los niveles de red, transporte y aplicación, limitamos el tráfico que 
un intruso va a ser capaz de recibir y enviar de la red. 
 
El funcionamiento de los filtros es el siguiente: 
 
- Filtros por direcciones MAC. Se crea un filtro indicando las direcciones MAC a permitir o 
filtrar. Para permitir solamente las direcciones MAC de la red de Disegsa: 
 
- indicar como “allowed” todas las direcciones MAC que van a conectarse al AP en 
la creación del filtro. 
 
- Dentro de la pantalla “advanced SSID” habrá que indicar como acción por defecto 
(Default Unicast Addess Filter) disallowed. De esta forma descarta el tráfico a 















- Filtros por protocolo. Creamos un filtro para cada nivel de protocolos: red, transporte y 
aplicación. En el filtro podemos indicar la acción por defecto a realizar: conviene indicar block 
en el filtro y forward dentro de los protocolos que indiquemos. De esta forma sólo se dejan 





Dado que los TPs de Disegsa van a utilizar únicamente conexiones Telnet contra el servidor, se 
recomienda crear los siguientes filtros: 
 
- Filtro de direcciones MAC con las direcciones de las PCMCIAs de los clientes. 
 
La desventaja de esta opción es el coste de tiempo que supone mantener registradas 
todas las direcciones MACs de las tarjetas de cada centro de Disegsa, realizando las 
modificaciones oportunas en la configuración de los Access Point cuando se añada, pierda o 
cambie de ubicación una tarjeta. 
 
Como mejora a la implementación de esta opción, es posible utilizar un servidor 
RADIUS para autenticar las direcciones MAC de los clientes. De esta forma sigue siendo 
necesario mantener una base de datos con las direcciones MAC de las tarjetas de los clientes 







pero se realiza de forma centralizada no teniendo que modificar las configuraciones de los 
Access Points. 
 
En el menú de filtros por dirección MAC se puede indicar que compruebe las 




- Filtros de protocolos. Crear los siguientes filtros y aplicarlos a la entrada del interfaz 
radio: 
 








- Port: permitir únicamente Telnet (puerto 23). Permitir también BOOTP Server (puerto 
67) si va a utilizarse DHCP. 
 
 













También es posible crear filtros de tráfico en el otro sentido (de la red Ethernet a la red 
WLAN) para evitar que el tráfico broadcast / multicast no enviado a los clientes IEEE 802.11b 
sea visible desde la red wireless. 
 
Una utilidad de crear los mismos filtros en sentido inverso es la de filtrar el tráfico UDP 
en la recepción del puerto Ethernet. De esta forma evitamos que el Access Point quede 
inutilizado por el tráfico generado por algunos virus que utilizan ataques de denegación de 
servicio al puerto 1434 UDP (Slammer, Sapphire…). 
 
10.5.5 Cambio de arquitectura de la red 
 
Con la arquitectura de red actual, la red wireless se encuentra conectada directamente 
a la red ethernet por lo que sólo es posible establecer filtros entre ambas en los Access Points. 
 
Si fuera posible aislar la red Ethernet de la red WLAN a nivel 3 podrían implementarse 
listas de acceso más complejas en el equipo que separase ambas redes. Esto evitaría también 
que el tráfico broadcast y multicast de la red Ethernet fuera transmitido a la red WLAN. 
 









Dado que los clientes WLAN sólo utilizan conexiones telnet contra su servidor, otra 
posibilidad es aislar completamente las redes wireless y ethernet para evitar que el acceso a la 
red wireless comprometa la seguridad del resto de la red.  
 
Esto implicaría que el servidor tuviera dos conexiones de red, una conectada al Access 
Point y otra a la red Ethernet de Disegsa. Esta es la opción menos flexible ya que no permite la 
conexión a la red de Disegsa desde la red WLAN que pudiera ser útil para futuras aplicaciones. 
Además, limita la gestión de los Access Point al servidor de la aplicación. 
 
10.5.6 Acceso al Access Point desde la red wireless 
 
Actualmente es posible acceder a la gestión del Access Point desde la red wireless, 
pero con los filtros indicados en el apartado anterior se elimina la posibilidad de acceder al 
equipo por http y SNMP. No es posible deshabilitar el acceso por telnet si queremos 
mantenerlo en la red ethernet. Sólo puede deshabilitarse a nivel global. 
 
 







10.5.7 Cambio del puerto http 
 
El puerto de gestión web de los access point es actualmente el puerto 80. Se 






10.5.8 Usuarios y acceso SNMP 
 
Actualmente existen 3 usuarios creados en los Access Points con privilegios de 




Es recomendable realizar las siguientes acciones en relación a los usuarios y el acceso 
SNMP: 
 
- Identificar los usuarios necesarios así como los privilegios que deben tener. 
 
- Deshabilitar la casilla SNMP de los usuarios. 
 
En el caso de utilizar gestión SNMP de los equipos, crear un usuario cuyo “username” 
sea igual al nombre de la comunidad. En la comunidad de lectura/escritura marcar las casillas 
SNMP y Write. En la comunidad de lectura marcar sólo la casilla SNMP. Incluir password a los 
nuevos usuarios ya que también pueden ser utilizados para acceder a la gestión web/telnet. 







10.5.9 Actualización de la versión de SW 
 
Se recomienda actualizar la versión de SW de los Access Point a la versión 12.03T en 
los siguientes casos: 
 
- Se desea utilizar la red WLAN con aplicaciones que, en determinados momentos, 
puedan realizar transferencias de archivos de gran tamaño. (Telnet envía paquetes de 
tamaño reducido). Bug CSCea36554. 
 
- Se implemente autenticación MAC de los clientes mediante un servidor RADIUS 
(recomendación del apartado 5.5.4). Bug CSCea66109. 
 
 
10.6  Mejoras de autenticación y encriptación de 802.1X 
 




10.6.1 Resumen de los tipos de ataques posibles 
 
A continuación se muestran los tipos de ataques posibles en la red WLAN: 
 
- Físico: robo o pérdida de tarjeta WLAN del cliente. 
 
- Solución: autenticación por usuario no por MAC. 
 
- Impersonation: cliente. No es posible determinar el usuario que se conecta a la red. 
 
- Solución: autenticación por usuario. 
 







- Impersonation: Roge APs. El cliente no autentica al AP por lo que pueden existir 
ataques de denegación de servicio mediante la instalación de un AP con el mismo SSID. 
 
- Solución: autenticación mútua. 
 
- Known Plaintext Attack: Permite spoofing y desencriptado. 
 
- Solución: utilizar MIC (Message Integrity Check). 
 
- Passive Monitoring: Permite obtener información de los clientes y APs. 
 
- Solución: ninguna 
 
- Robo de claves globales: Permite decodificar cualquier conversación con una clave 
única. Cambios de clave requieren cambiarla en todos los equipos. 
 
- Solución: claves dinámicas por usuario. 
 
- Denegación de servicio: Los mensajes de asociación y desasociación van sin encriptar 
ni autenticar. Es posible realizar ataques de denegación de servicio. 
 
- Solución: utilizar MIC (Message Integrity Check). 
 
- Descubrimiento (ataques de diccionario): El atacante utiliza la fuerza bruta para 
obtener la clave WEP. 
 
- Solución: no utilizar claves WEP generadas a partir de palabras, mezclar 
mayúsculas y minúsculas… 
 









10.6.2 Funcionamiento de IEEE 802.1X 
 
IEEE 802.1X es un marco de seguridad flexible que proporciona autenticación 
centralizada y distribución de claves dinámicas. Utiliza EAP (Extensible Authentication 
Protocol) y permite: 
 
- Gestión y distribución centralizada de claves de encriptación generadas 
dinámicamente por usuario y sesión. 
 
- Autenticación mutua, autenticación por paquete e integridad. 
 
- Control de seguridad centralizado 
 
Utilizando IEEE 802.1X/EAP un cliente que se asocia a un Access Point no puede 
obtener acceso a la red hasta que ha sido autenticado. Una vez que el cliente y el servidor 
(RADIUS) se han autenticado mutuamente, generan una clave de encriptación que será 
















Las conversaciones de seguridad se realizan entre el suplicante y el servidor de 
autenticación. La PCMCIA y el Access Point reenvían las peticiones, y se usa alguno de los 
siguientes protocolos de autenticación EAP: 
 
- LEAP (Legacy EAP). 
- EAP-TLS (Transport Layer Security). 
- PEAP (Protected EAP). 
- EAP-TTLS (Tunneled TLS) 
- EAP-SIM (Subscriber Identity Module) 
 
A continuación se realiza una breve descripción de los protocolos de autenticación 













Creado por Cisco para redes Wirless LAN, no es estándar. El cliente necesita un SW de 
Cisco para soportar este tipo de autenticación. El servidor RADIUS también debe soportar 
LEAP. 
 
Se utiliza una shared secret (password del usuario) para realizar la autenticación mutua 
entre el cliente y el servidor. Una vez autenticados, ambos generan una clave de encriptación 





Estándar basado en el protocolo TLS, utiliza certificados digitales para la autenticación 
de usuario y servidor. Es necesario que, tanto el cliente como el servidor, tengan almacenado 
su certificado. 
 
Se realiza autenticación mutua entre cliente y servidor enviándose sus certificados. 





Estándar. Utiliza certificados digitales para la autenticación del servidor. El cliente es 
autenticado mediante otro método a través del túnel TLS. 
 
El cliente no necesita certificado pero sí el servidor. El cliente puede ser autenticado 
mediante una password a través del túnel TLS. Una vez autenticados cliente y servidor, 
generan una clave de encriptación WEP válida para la sesión. 
 
 







10.6.2.4 Comparación entre los distintos protocolos EAP 
 
A continuación se muestra una tabla con la comparación entre los diferentes 








10.6.3 Mejoras WEP 
 
Para reducir las vulnerabilidades de WEP, existe la posibilidad de utilizar TKIP 
(Temporal Key Integrity Protocol). TKIP incluye una serie de mejoras sobre la encriptación WEP 











10.6.3.1 Per-packet keying 
 
Crea una clave temporal por cada trama que se envía. De esta forma las debilidades de 
los vectores de inicialización de RC4 pueden permiten obtener la clave temporal pero no la 
clave WEP. 
 
A continuación se muestra el esquema de encriptación RC4 normal. 
 
 




10.6.3.2 Broadcast Key Rotation 
 
Utilizado con EAP, permite que la clave utilizada para las tramas broadcast y multicast 
varíe de forma periódica. Cada cierto tiempo se genera una nueva clave broadcast aleatoria y 
se envía a los clientes WLAN mediante mensajes EAP. 
 
 









MIC (Message Integrity Check) mejora el algoritmo CRC (Cyclic Redundancy Check) 
para evitar que las tramas sean interceptadas y modificadas. 
 
MIC se basa en la dirección MAC origen, dirección MAC destino y payload para 
generar, mediante un algoritmo de hash, un valor que se añade al mensaje. Si se modifica 
cualquiera de los tres campos del mensaje, el valor de MIC no es correcto y la trama se 
descarta. 
 
10.6.4 Comparativa de vulnerabilidades WLAN 
 
A continuación se muestra una tabla con la comparativa de vulnerabilidades entre 
distintas opciones de seguridad (clave WEP estática, EAP-TLS con claves temporales y EAP-TLS 












Como se muestra en la tabla, la opción más segura es utilizar EAP con claves 
temporales (per-packet keying) y MIC. La vulnerabilidad “Passive Monitoring” indica que un 
intruso puede obtener información IEEE 802.11 del AP y de los clientes capturando tráfico pero 
no implica que pueda obtener los datos que se transmiten a través de la red WLAN. 
 
 
10.7 Conclusiones de la seguridad WLAN 
 
La seguridad de la red Wireles LAN de Disegsa está comprometida debido a la posibilidad 
de acceder a la misma desde el exterior y la posibilidad de obtener la clave WEP a partir de 
unas capturas de tráfico. 
 
Una vez obtenida la clave de encriptación, no existe ningún filtro en los Access Point 
que limite el acceso al resto de la red de Disegsa. Es decir, estaríamos conectados a la red de 
Disegsa tal y como lo haría un equipo conectado en la red Ethernet, lo que nos permitiría  
realizar ataques al resto de equipos de la red de Disegsa. 
 
Mientras el sistema operativo de los TPs no soporte métodos de autenticación y 
encriptación más complejos, la mejora del nivel de seguridad de la red wireless debe centrarse 
en la implementación de filtros en los Access Points. 
 
Si incluimos filtros por protocolo, en el peor de los casos, si un intruso lograse 
desencriptar la clave WEP, sólo podría lanzar tráfico ARP, DHCP/BOOTP y telnet hacia la red de 
Disegsa. 
 
Incluyendo filtros por dirección MAC, tampoco permitiríamos a tarjetas no registradas 
en Disegsa enviar tráfico hacia la red Ethernet. La gestión de esta solución se simplifica 
utilizando un servidor RADIUS para centralizar la autenticación de las direcciones MAC. 
 
Antes de utilizar IEEE 802.1X, puede implementarse una solución alternativa como 
aislar la red ethernet de la red WLAN o separar ambas redes a nivel 3 con un equipo que 
permita realizar filtros complejos (firewall o router). 
 







Mas adelante se recomienda utilizar IEEE 802.1X, pero sería necesario estudiar la 
opción más apropiada (por seguridad, complejidad y practicidad) para mejorar el nivel de 
seguridad de la encriptación de los datos. 
 







11. Apéndice II – Auditoria de una red ATM/LANE  
 
11.1 Resumen ejecutivo 
 
Los trabajos realizados en el transcurso del proyecto se han concretado en la toma de 
datos en las instalaciones mediante diversas herramientas especializadas y homologadas para 
proyectos de este tipo. En dichas actuaciones se ha analizado el estado de los equipos, de su 
configuración, la arquitectura de red de nivel 2 (enlace entre equipos) y 3 (encaminamiento 
entre redes) en la red actual de tecnología ATM/LANE. 
 
El análisis posterior de esta información se ha plasmado en este documento, que 
pretende mostrar el estado actual de la red de datos analizándolo en todos sus aspectos: 
arquitectura de red, tráfico de datos, rendimiento de los enlaces y los equipos de red, 
rendimiento de los protocolos y adecuación del software de los equipos. 
 
Los resultados se pueden consultar en los capítulos 5 y 6, donde se presentan las 
principales deficiencias encontradas en el estudio y las recomendaciones para un mejor 
funcionamiento de la red, tanto a nivel técnico para solucionar situaciones susceptibles de 
mejora como estratégico a corto y medio plazo. 
 
En términos generales, se puede afirmar que la red estudiada posee una 
infraestructura basada en tecnología LANE, una tecnología que tiende a ser obsoleta, que no 
está desarrollada de acuerdo a las necesidades de las aplicaciones y servicios que debe 
soportar hoy en día una red telemática. De igual modo, el núcleo de la red está formado por 
equipos obsoletos y sin posibilidades de ampliación. Se detecta un patrón de tráfico muy poco 
eficiente. 
 
La seguridad de los equipos en cuanto a su configuración también está por debajo del 
umbral mínimo. El software de los equipos no está convenientemente actualizado y su 
configuración no está optimizada para evitar los ataques informáticos típicos. 
 








11.2 Introducción: Situación inicial 
 
La Red de Comunicaciones es un elemento crítico de cualquier organización 
empresarial que nace de necesidades concretas en un momento determinado, que se amplia y 
evoluciona con las necesidades del día a día y con los continuos cambios en la organización. La 
auditoría de red es una actividad que permite determinar “el estado de las comunicaciones en 
una organización” aportando beneficios preventivos así como una valiosa información para 
optimizar el rendimiento de la infraestructura tecnológica en las organizaciones. 
 
Esta red telemática está basada fundamentalmente en la tecnología ATM/LANE. El 
objetivo del presente documento es describir el estado de esta red ATM/LANE tomando como 
base los datos obtenidos sobre la misma. En base a estos datos se detalla un conjunto de 
conclusiones orientado al diagnóstico, deficiencias, escalabilidad, rendimiento y disponibilidad 
de la red. 
 
Una vez realizado el análisis global de la red, se detalla un conjunto de 























11.3 Overview y análisis global 
 
11.3.1 Marco de trabajo 
 
El plan de trabajo incluye varios días de recogida de información, mediante la conexión 
de los equipos técnicos con las herramientas adecuadas para el análisis y la realización de 
entrevistas con los responsables de la gestión de la red. 
 
El equipamiento objeto de la auditoria es el listado proporcionado por el cliente, 
reflejado en el Anexo I de este documento. La fase de toma de datos se realiza mediante la 
conexión a la red en el CPD principal. El calendario seguido es el siguiente: 
 
• Durante dos días se recoge información proporcionada por los propios equipos 
(configuraciones, estado de las interfaces, tablas de routing, etc...) 
 
• Durante un día se introduce un analizador de protocolos en la red. Se utiliza un 
Analizador de Red Sniffer Pro 4.7 y se toman medidas en la VLAN de la red. 
 
• Durante un día se introduce una herramienta para la medición de utilización 
de ancho de banda. Se utiliza el CyberGauge v2.1 de Neon Software.  
 
Una vez capturada la información relevante de la red se confeccionan los informes de 
auditoría, los esquemas de red y los informes de conclusiones y recomendaciones. Las 
conclusiones y recomendaciones propuestas están basadas en equipamiento de última 
tecnología pensada para soportar las aplicaciones actuales y de futuro.   
 
11.3.2 Topología y conexiones 
 
Se ha realizado un estudio de las distintas topologías de la red en base al modelo de 
referencia OSI.  El modelo OSI (Open System Interconnection) de telecomunicaciones está 
basado en una propuesta desarrollada por la organización de estándares internacional (ISO). 







Su función es la de definir la forma en que se comunican los sistemas abiertos de 
telecomunicaciones, es decir, los sistemas que se comunican con otros sistemas. 
 
El modelo de referencia consiste en 7 capas. Esta auditoría se centra en el estudio de 
las capas 1, 2 y 3, también conocidas como Physic Layer (L1), Link Layer (L2) y Network Layer 
(L3). La capa física se encarga de la transmisión de datos entre los distintos nodos de la red. La 
capa de enlace L2 se encarga de la entrega de datos entre un nodo y otro en un enlace de red. 
La capa de red L3 maneja destinos, rutas, congestión en rutas, alternativas de enrutamiento, 
etc. 
 
11.3.3 Topología física L1 
 





















Podríamos definirlo como un esquema en estrella con doble núcleo en el que las 
conexiones convergen en los conmutadores ATM LE-155. 
 
 



































11.3.4 Topología switching L2 
 
En la fecha de toma de datos referentes a la topología de la red el esquema de nivel 2 es el 
siguiente: 
 






11.3.4.1 Análisis de Spanning Tree  
 
El protocolo Spanning Tree IEEE, (en adelante STP) se encarga, en una red conmutada, 
de gestionar la redundancia de caminos, asegurando la formación de una topología libre de 







bucles. La formación de bucles de nivel 2 provocaría que las tramas circularan de forma 
indefinida en la red, provocando una degradación inmediata de la velocidad en ésta red y del 
rendimiento, no solo en los conmutadores sino también en los equipos físicamente conectados 
a dicha red.  
 
En  caso de que existiesen bucles, STP se encargaría de declarar alguno de los puertos 
como Blocking, dejándolo en un estado standby en el cual, el puerto descartará las tramas 
recibidas, y por tanto, evitará que la información viaje indefinidamente por la red. 
 
En nuestro caso, la topología libre de bucles resultante de STP coincide con la 
topología de conexionado real, en otras palabras, STP no necesita declarar ningún puerto 
como blocking por que no existen caminos redundantes.  
 
Debido a este hecho, la red podría funcionar sin dicho protocolo evitando así el tráfico 
de intercambio de información entre equipos (BPDUs), además de los tiempos de 
convergencia iniciales que hacen que la red no esté disponible inmediatamente después de 
arrancar o de detectar algún cambio topológico.  
 
No obstante, la desactivación de STP no es aconsejable salvo que la red esté 
perfectamente controlada y la posibilidad de aparición de bucles sea nula, es decir, solo sería 
viable desactivar STP sí, y solo sí, se tiene la absoluta certeza de que en ningún momento 
aparecerán en ésta caminos redundantes.  
 
Con la idea de mejorar el funcionamiento de este protocolo se pueden hacer las 
siguientes sugerencias. 
 
11.3.4.1.1 Revisión configuraciones y elección root 
 
  En el momento de la adquisición de datos la red se compone de equipamiento Cisco 
donde, por defecto, está activo el protocolo STP. De esta forma se generan BPDUs y está activo 
el proceso de elección de root. Por el contrario, los equipos Fore PH6000 y ES-3810 tienen 
deshabilitado el protocolo STP.  
 







La elección del root de STP en la red se ha realizado aleatoriamente, en base al equipo 
con dirección MAC más baja. Se debe tener en cuenta que es el root quien se encarga de 
generar las BPDUS y detectar los caminos libres de bucles, con lo que sería conveniente 
modificar la prioridad en uno de los equipos para tener controlado este factor. En la actualidad 
el root es un equipo con dirección MAC 000.0C92.EF3A que no corresponde a ninguno de los 
equipos Catalyst analizados. Sin embargo, no se aprecian cambios o alteraciones en la elección 
de este root.  
 
11.3.4.1.2 Configuración de STP PortFast 
 
El protocolo STP define una serie de estados de un puerto previos a su declaración 
como puerto blocking, no reenvía tramas, o puerto forwarding, reenvía tramas. Estos estados 
se denominan Listening y Learning. Un puerto de un conmutador sin ninguna configuración 
extra tendrá el protocolo STP habilitado y pasará por estos dos estados previos manteniéndose 
en cada estado durante un tiempo igual al Forward Delay, que por defecto está fijado a 15 seg.  
 
Por tanto, un puerto de usuario, en el que la no existe la posibilidad de que se genere 
un bucle, se habrá de esperar un total de 2 veces el Forward Delay antes de empezar a 
funcionar con normalidad. 
 
Para evitar estos estados previos, se puede activar una característica denominada 
PortFast que permite que un puerto pase directamente a estado Forwarding, sin estar en los 
estados previos de Listening y Learning. No implica que Spanning Tree deje de funcionar y 
permite ofrecer conectividad inmediata a los usuarios que se conectan a la red. 
 
En la actualidad esta funcionalidad no está configurada, por lo que se recomienda su 
configuración. 
 
11.3.4.2 Análisis de VTP 
VTP (Vlan Trunking Protocol) es un protocolo de nivel 2, propietario del fabricante 
Cisco Systems. Su misión es mantener la consistencia en cuanto a la creación, supresión y 
cambios de VLANs dentro de un dominio VTP. 








En la fecha de toma de datos, la red tiene configurados todos sus equipos en modo 
VTP Server, su configuración por defecto. El equipo que actúa como Server es el encargado de 
mantener la base de datos con todas las VLANs definidas, con lo que cualquier cambio en él 
puede repercutir en los demás equipos. 
 
Por la dimensión de equipos de la red y teniendo en cuenta que en la actualidad tan 
solo existe una VLAN definida en la red se recomienda la utilización del modo VTP Transparent.  
Aunque el modo más escalable y que permite añadir equipos y segmentos más ágilmente en la 
red es el Server/Client. 
 
11.3.5 Topología routing L3 
 
El enrutamiento en la red de datos se limita al protocolo IP.  El equipo Fore PowerHub 
6000 es el encargado de los procesos de routing. Tal y como se indica en el apartado 4.6 
Análisis de Sistemas Operativos, este equipo es totalmente obsoleto en cuanto a soporte, 
tanto hardware como software por parte del fabricante, con el consiguiente riesgo que ello 
supone. 
 
El routing no se gestiona de forma distribuida, tan solo existe el PowerHub 6000, con 
lo que este equipo se convierte en un punto único de fallo. Se recomienda distribuir el routing 
en más de un equipo para conseguir una mayor disponibilidad y tolerancia a fallos.  
 
Cabe mencionar que no existe ningún protocolo de routing mediante el cual se 
gestionen de forma automática los diferentes caminos de nivel 3 que existen en la red. De 
todas formas, el enrutamiento estático que se utiliza es muy robusto y sencillo dadas las 
características actuales de la red. 
 
Las estaciones reciben una dirección IP de forma manual, sin emplear servidor DHCP. 











11.4 Análisis de datos y medidas 
 
11.4.1 Estudio del entorno físico 
 
Se ha analizado el entorno físico de los equipos instalados en las diferentes 
localizaciones. 
 
 Se han realizado mediciones de temperatura y humedad de las diferentes salas, 
revisión de etiquetaje de enlaces, “peinado” de armarios de comunicaciones y revisión de la 
accesibilidad física a los equipos.  En base a estos análisis se determinan una serie de 
conclusiones comunes. 
 
Tanto los equipos periféricos encargados de suministrar acceso a usuarios finales como 
los equipos de núcleo del CPD trabajan en un entorno de temperatura y humedad controlada, 
que en la fecha de toma de datos se encuentra entre los 24 y 28ºC dependiendo de la sala. La 
humedad fluctúa entre el 43% y el 48% entre las diversas localizaciones. 
 
Las especificaciones técnicas de estos equipos detallan un funcionamiento normal 
entre 0-45ºC de temperatura y 10-85% de humedad. Si bien estamos dentro de estos límites 
en el momento de la toma de datos es aconsejable controlar el hecho de no sobrepasar en 
ningún horario ni época del año estos valores. 
 
En general el “peinado” de los equipos es deficiente y los enlaces entre equipos y 
“parcheo” de usuarios no está visiblemente etiquetado. De esta forma la reposición física de 
los equipos ante una eventual situación crítica puede ser compleja en exceso. 
 
Los armarios están situados en salas cerradas bajo llave, con unas medidas de 
seguridad correctas ante el posible acceso a estos equipos de personal no autorizado. 
 
Desgraciadamente el entorno físico de los sistemas informáticos es un aspecto olvidado con 
demasiada frecuencia en muchas organizaciones, pero que se debería tener en cuenta para 







prever cualquier incidencia derivada de la carencia de control sobre el dicho entorno en el que 
trabajan los equipos de comunicaciones.  
  
11.4.2 Análisis de tráfico en los distintos segmentos 
 
En la fecha de toma de datos, la red estudiada tiene definida 1 VLAN en la red ethernet 
mapeada sobre una ELAN en la red ATM. El mapeo realizado es de la VLAN 1 a la ELAN default. 
 
El tráfico Unicast de nivel 2 existente en estas redes no suele ser problemático en una 
red totalmente conmutada como la que nos ocupa, ya que se encamina directamente hacia su 
destino a través de circuitos virtuales (en la parte ATM) o caminos determinados por Spanning 
Tree (en la parte Gigabit), teniendo una influencia nula en el resto de los equipos de la red. 
 
El tráfico Broadcast, Multicast y Unknown Unicast de nivel 2 sin embargo sí puede 
presentar problemas en una red conmutada, bien porque indique un mal funcionamiento de la 
misma (el tráfico Unknown Unicast debe ser siempre mínimo) o porque su proceso por los 
elementos de la red (BUS en redes ATM por ejemplo) provoque una disminución en las 
prestaciones. 
 
Es por ello que este análisis se ha basado en medir el tráfico Broadcast, Multicast y 
Unknown Unicast existente para obtener una idea de la carga general y del estado de ‘salud’ 
de la red. Para hacer estas medidas se utiliza un Analizador de Red Sniffer Pro 4.7 conectado a 
un puerto Fastethernet de un conmutador Catalyst2924XL de la red.  
 
Se han realizado mediciones tan solo en el segmento que junto con el cliente se ha 
decidido importante por niveles de tráfico y usuarios.  
 
11.4.2.1 Mediciones realizadas  
11.4.2.1.1 Default: 
• Nivel máximo observado: 109 tramas por segundo 
• Tipos principales de tráfico: IP (91,83%), SMTP, http. 
• Comentarios: VLAN en muy malas condiciones (ver conclusiones) 








A continuación se pueden observar gráficamente los resultados más significativos respecto a 
las mediciones realizadas en este segmento: 
 




Distribución del tráfico IP 
 
 







Tal y como se puede apreciar en los gráficos, el 91,83% del tráfico en la vlan es tráfico IP 




Anteriormente se comentaba el impacto del tráfico Unknown Unicast en una red 
conmutada y la necesidad de reducirlo al mínimo. En el segmento de red analizado existe un 
91% de tráfico IP, es decir, un 91% de tráfico TCP Unicast  del cual se está realizando flooding a 
todos los puertos de todos los equipos, con lo que se está tratando como tráfico Unknown 
Unicast. 
 
Se observa un máximo de 109 tramas por segundo, un valor excesivamente alto para el 
buen funcionamiento de la red. No se aprecia tráfico broadcast en exceso, pero sí existen 
valores de tráfico multicast muy altos. 
 
Con este patrón de tráfico  se puede concluir que la carga de proceso de los equipos 
LE-155, encargados de los servicios de BUS, se ve seriamente afectada, el tráfico multicast es el 
peor enemigo de las redes LANE. 
 
Tras la decodificación de un muestreo del tráfico, se observa que el origen de este 
problema se debe a la utilización de una dirección física MAC Multicast como gateway (01-50-
5A-14-14-0D), que se corresponde con el tipo de MACs utilizadas por los clusters de Firewalls 
Nokia/Checkpoint. A continuación se puede observar gráficamente la decodificación de una 
trama: 











  Este problema se puede reducir considerablemente utilizando las técnicas existentes 
en los conmutadores Ethernet (IGMP Snooping, CGMP, etc) siempre y cuando el clúster sea 
capaz de generar mensajes de IGMP. 
 
11.4.3 Análisis de conmutación ATM/LANE 
 
En cuanto a la conmutación de celdas ATM se han analizado los conmutadores 
principales LE155-1 y LE155-2 (Marconi LE155). Se comprueba la ocupación de los enlaces 
155Mbps entre estos conmutadores ATM en términos de circuitos virtuales. En los dos casos 
se concluye que los enlaces están altamente cargados, se aprecia un consumo máximo de VCs 
en el VPI 0 de 288 sobre 511 (56%) en el equipo LE155-1 y 306 sobre 511 (60%) en el equipo 
LE155-2. 
 
Sobre esta red ATM se ha definido 1 ELAN que funciona según la norma LANE. Los 
servidores LES/BUS de  esta red se encuentran en la actualidad definidos en las procesadoras 
SCP i960cf 16MB de los conmutadores Fore LE155-1 y LE155-2. 







Los LECS se encuentran definidos en las dos procesadoras SCP de los LE155. Los 
clientes de LANE (LEC) se encuentran definidos en los siguientes equipos: 
 
• ES-3810 de Fore/Marconi 
• Catalyst 2924 de Cisco 
• Adaptadores ATM de FORE/Marconi 
• PowerHub 6000 de FORE/Marconi 
 
Durante la auditoría se ha medido la estabilidad de los elementos que componen cada 
ELAN, encontrando que todos los servidores (LES/BUS) y clientes (LEC) se hallan conectados de 
forma permanente (no se detectan fenómenos de flapping), en algunos casos los clientes 
llevan 61 días conectados. Esto da una idea del buen estado general de la parte LANE de la red. 
 
De la misma forma, se ha comprobado el funcionamiento del mecanismo de LE-ARP 
(asociación de direcciones MAC y NSAP) en los equipos en los que hay definidos LECs, pues 
este proceso es fundamental para el correcto funcionamiento de una red ATM-LANE. Si LE-ARP 
no funciona de forma adecuada, los LECs no pueden abrir circuitos DATA DIRECT entre ellos y 
se ven obligados a enviar la información a través del BUS (haciendo por tanto flooding). 
 
Se comprueban por tanto las tablas de LE-ARP en las tarjetas ATM de los Catalyst 2924, 
así como en el ES-3810 y PowerHub 6000, sin observarse ninguna entrada no resuelta. 
 
Los servidores de LANE (LES y BUS) se hallan definidos en dos puntos de la red, lo cual 
permite la redundancia en caso de fallo en uno de los equipos que proporciona el LES y el BUS 
(LE155-1 o LE155-2). Esta situación está correctamente configurada mediante la utilización del 
mecanismo DLE (Distributed Lan Emulation) de Marconi, que permite definir para una misma 
ELAN varios pares LES/BUS que trabajan entre sí de forma cooperativa. Si uno de ellos deja de 
funcionar, el resto asume los clientes LANE que dependían de él. 
 
A pesar de que el estado de la parte LANE de la red es bueno, se deben hacer ciertas 
observaciones. La carga de los enlaces de los equipos LE-155, en cuanto a VCs, provocaría, ante 
la caída de uno de ellos, que el equipo que debe asumir todos los servicios no sea capaz de 
soportar la suma de todos los VCs y su tráfico correspondiente. 







Finalmente, existe el equipo Catalyst2924 A-1 en la red, en el que se hallan 
configurados varios LECs que no tienen utilidad alguna ya que no existen servicios LES/BUS 
para ellos. Es recomendable revisar su configuración con el fin de optimizarla.   
 
11.4.4 Análisis de conmutación ethernet 
Se revisan las configuraciones y el funcionamiento de los equipos que realizan la 
conmutación Ethernet (Catalyst de Cisco), no encontrándose ningún problema significativo en 
los mismos.  
 
Se comprueba especialmente la existencia de puertos donde la auto negociación haya 
funcionado de forma incorrecta, y no se encuentra ninguno. 
 
11.4.5 Análisis de IP 
Todos los segmentos de la red utilizan aplicaciones basadas en tráfico IPv4, debido a la 
importancia que este protocolo ha adquirido en las redes de telecomunicaciones actuales. 
 
El análisis funcional en cuanto a routing se refiere se encuentra detallado con mayor 
exactitud en el Apartado 3.2.3 de este documento (Topología Routing L3), en él se comenta el 
funcionamiento lógico en cuanto a la elección de las distintas rutas existentes en la red. 
 
11.4.5.1 Enrutamiento  
Se han estudiado las tablas de rutas de los equipos encargados de tomar decisiones en 
cuanto a caminos L3 se refiere, y no se ha detectado ningún problema en cuanto a estabilidad 
y coherencia de las tablas. 
 
Debido a la poca complejidad de la red IP actual, es relativamente sencilla la gestión de 
rutas estáticas. No obstante es recomendable en base a una mejor escalabilidad, la utilización 
de un protocolo de routing a medida que la segmentación de redes IP vaya en aumento. 
 







11.4.5.2 Segmentación de redes IP 
La VLAN 1 es la utilizada por los equipos para su tráfico de gestión de enlaces, tráfico 
sin tagging, tráfico CDP, etc... No es recomendable por tanto su utilización para el transporte 
de datos de usuarios y aplicativos. 
 
Se recomienda la utilización de una nueva VLAN y correspondiente red IP, para 
albergar las IPs de gestión de todos los equipos de comunicaciones. 
 
El equipo PowerHub 6000 se encarga de enrutar internamente las diferentes redes IP 
empleadas, aunque estas redes IP están todas definidas dentro de la misma vlan de nivel 2. No 
es recomendable este uso de diferentes redes IP en la misma vlan ya que fuerza al equipo a 
enrutar dentro de una misma interfaz. Se aconseja segmentar de forma coherente entre nivel 
2 y nivel 3. 
 
11.4.5.3 Configuraciones específicas   
Se observa que el equipamiento Cisco no tiene configurada una dirección IP de 
“Syslog” correspondiente a una máquina donde enviar posibles mensajes ante errores 
eventuales. Ante problemas serios de red esta utilidad puede almacenar mensajes muy 
importantes para la agilidad en la resolución del problema. 
 
El equipamiento Cisco permite guardar en un “buffer” interno estos mensajes. Se 
observa que esta funcionalidad está activada, pero los mensajes no son guardados con la 
información horaria adecuada de su aparición. 
 
Se recomienda la configuración adecuada para realizar la marca horaria en los 
mensajes, esta configuración requiere la introducción del comando IOS “service timestamps 












11.4.6 Análisis de sistemas operativos 
 
11.4.6.1 Equipamiento FORE 
La electrónica de la red de conmutación ATM utiliza el sistema operativo ForeThought 
del fabricante Fore/Marconi. Existen tres equipos encargados de dicha conmutación existiendo 
dos plataformas diferentes: 
 
ES-3810 
Es uno de los equipos conectados al backbone ATM y da acceso a los usuarios de la 
LAN. Este equipo llamado EtherSwitch dispone de una supervisora NNM con software 
NMM_4.3.0 de FORE SYSTEMS. 
 
El software actualmente liberado por Marconi está en la versión 5.2.0 con lo que sería 
recomendable su actualización. 
 
LE-155 
Se trata de los equipos llamados LE_70 y LE_80 encargados de la conmutación ATM. 
Disponen de unas supervisoras SCP i960cf 16MB con software ForeThought 5.3.1. Esta versión 
tiene reportados varios bugs que provocan la inestabilidad del sistema a los 450 días de 
funcionamiento sin interrupciones, aunque los equipos de la red muestran 61 días de 
funcionamiento. 
 
La recomendación en este sentido debería ser actualizar los equipos a la versión FT 7.0 
o superior ya que Marconi no proporciona soporte a problemas con versiones anteriores a 
estas. Pero teniendo en cuenta que para realizar esta actualización es necesario sustituir las 
procesadoras actuales, habría que valorar la inversión económica en unos equipos basados en 
una tecnología que tiende a ser obsoleta en el mercado.  
 
PowerHub 6000 
Es otro de los equipos conectado al backbone ATM, dispone de las tarjetas Packet 
Engine Plus 12X1 UTP Ports, PowerCell 600 (ATM) y una FOIRL 6X1 Interface Module con una 
FOIRL 6x1 Daughter Module. La versión de software del equipo es la 6pe-2.6.4.3-P2 (s1.176). 







Este equipo está totalmente obsoleto en cuanto a su venta y soporte de hardware y 
software. Teniendo en cuenta que se encarga del enrutamiento del núcleo de la red se 
recomienda encarecidamente su sustitución. 
 
11.4.6.2 Equipamiento CISCO 
Los equipos Cisco utilizan el sistema operativo IOS de Cisco Systems. Estos sistemas 
operativos permiten la operación y gestión del equipo, así como su configuración y es muy 
importante mantenerlo actualizado para evitar la aparición de bugs y vulnerabilidades que 
afecten al funcionamiento de los equipos y la red. 
 
En este capítulo se analiza las versiones de los sistemas operativos para verificar su 
adecuación al entorno de producción específico según funcionalidades que ofrece y su grado 
de actualización. 
 
La electrónica de red emplea en la actualidad versiones Early Deployment (ED) que el 
fabricante emplea para desplegar nuevas funcionalidades y nuevas plataformas hardware. Las 
Early Deployment acompañan a los equipos recién introducidos en el mercado. Con el tiempo 
aparecen problemas de software habituales al entrar la versión en producción. Periódicamente 
aparecen versiones de mantenimiento para corregir estos problemas y en momentos 
determinados, una vez se ha estabilizado lo suficiente el software, la versión se consolida en 
una versión General Deployment (GD). Es conveniente actualizar, al menos, en este momento 
el software para beneficiarse de un sistema operativo muy estable (tanto como es posible). 
 
En los anexos se han documentado los bugs de las versiones que se han podido 
encontrar hasta el momento. Adicionalmente, es necesario supervisar periódicamente la 
aparición de vulnerabilidades susceptibles de afectar a la instalación y provocar graves 





En los casos que se recomienda una actualización se ha encontrado que las versiones 
no siguen el proceso de mantenimiento recomendado por el fabricante para estabilizar el 







software. Esta migración por motivos de mantenimiento debe estudiarse en determinados 
casos, en los que se proponen versiones superiores a la instalada (migrar a 12.1 desde 12.0) ya 
que implica cambios de funcionalidad que pueden afectar al hardware y software existentes. 
A continuación se comenta cada plataforma por separado. 
 
11.4.6.3 Catalyst 2924XL 
 
Los Catalyst 2924XL con módulos ATM emplean dos sistemas operativos ya que el 
módulo ATM requiere de controladora propia. Estos equipos emplean la versión 12.0(5.2)XU 
que sería conveniente actualizar a la 12.0(5)WC8 
 
Módulo ATM (WS-X2961-XL) 
 
El análisis del software de esta placa (12.0(7)XF) permite concluir que no está 
convenientemente actualizado, ya que actualmente existe la versión 12.1(21) que está en la 
categoría General Deployment y por tanto sería muy conveniente migrar a esta versión. 
 
11.4.6.4  Amenazas potenciales 
 
En los anexos se han indicado las bugs encontrados en las versiones en producción de 
la electrónica de red. Sin embargo existen otras deficiencias que afectan a un conjunto de 
equipos más amplios. 
 
Un estudio realizado sobre dos de las principales vulnerabilidades que en los últimos 
tiempos se han publicado sobre deficiencias en el sistema operativo IOS ha concluido que la 
mayor parte de los equipos son susceptibles de sufrir ataques informáticos con probabilidades 
de éxito. 
 
Bloqueo de los interfaces de los equipos con IOS al recibir paquetes IP versión 4 
Los routers y switches Cisco configurados para procesar paquetes Internet Protocol 
versión 4 (IPv4) son vulnerables a un ataque Denial of Service (DoS). Múltiples paquetes IPv4 
con campos de protocolo específicos que sean enviados directamente al equipo pueden causar 
que el interface de entrada deje de procesar el tráfico al llenarse la cola de forma errónea. El 







procesado de paquetes Ipv4 está habilitada por defecto y afecta a todos los equipos Catalyst 
de la red. Sólo los equipos que procesen tráfico IP de versión 6 no están afectados Cisco 
Systems ha hecho públicos diversos parches incorporados al IOS y sugiere la modificación de la 
configuración siguiendo diferentes aproximaciones. 
 
Vulnerabilidades producidas por un procesado incorrecto de mensajes SNMP 
 
Múltiples productos de Cisco contienen vulnerabilidades debidas a una falta de 
mecanismos de protección del IOS y de otros sistemas operativos en el procesado de mensajes 
Simple Network Management Protocol (SNMP). Estas vulnerabilidades se pueden explotar 
para producir un ataque de denegación de servicio. Existen varias aproximaciones para mitigar 
el impacto de estos ataques así como versiones de mantenimiento disponibles. Estas 
vulnerabilidades se identifican en varios grupos como VU#617947,  VU#107186, OUSPG #0100, 
CAN-2002-0012 y CAN-2002-00131. 
 
11.4.6.5 Impacto de estas vulnerabilidades 
El análisis de las versiones de los equipos de red ha demostrado que están afectadas 
por las vulnerabilidades comentadas.  
 
En la siguiente tabla se resume el impacto en las plataformas de la red así como la 
versión de software sugerida para solucionar ambas vulnerabilidades. En el caso de ser un 
equipo no afectado, se propone la última versión de mantenimiento. 
 




attack? Soft Ideal 
Cat2924XM 12.0(5.3)WC1 12.0(5)WC3b 12.0(5)WC8 12.0(5)WC8 
Cat2900ML-ATM 12.0(7)XF No Migrar 12.0T o 12.1 12.1.21 (GD) 
 
                                          
 







11.4.7 Análisis de rendimiento 
En este apartado se analiza el rendimiento que está ofreciendo la red del cliente. Para 
ello se analizan fundamentalmente dos aspectos: el consumo de CPU que ocasionan los 
distintos procesos utilizados por los equipos y el ancho de banda consumido por el tráfico 
existente en los enlaces principales de la red. 
 
11.4.7.1 Carga de procesos 
En este apartado se analiza la carga de CPU detectada en los equipos de red. 
 
En los equipos Catalyst 2900XL se han registrado utilizaciones de CPU, en torno al 45% 
de media, con mínimos del 13%, con lo que se concluye una utilización normal del equipo. 
Estas cifras, aparentemente altas, se explican por el hecho de que estas plataformas utilizan 
dos sistemas hardware: uno para controlar el equipo (leds, spanning tree y otros protocolos, 
sobre la CPU) y otro para realizar la conmutación. Este último es un proceso que corre sobre 
un hardware específico diferente de la CPU central. Como las tareas de control deben ser 
constantes, la CPU muestra una utilización más alta de lo habitual en otras plataformas. 
 
En cuanto a los equipos que conforman el núcleo de red ATM, el equipo LE-155-1 ha 
registrado valores máximos del 100% de CPU, en el momento de las mediciones está 
consumiendo el 55% y registra mínimos del 27 % con lo que se concluye una utilización 
demasiado elevada del equipo. La explicación a esta elevada utilización se encuentra en las 
pocas prestaciones que ofrecen estos equipos para el tratamiento de tráfico multicast en redes 
LANE donde deben encargarse de proporcionar los servicios LES/BUS, los cuales cursan este 
tipo de tráfico. 
 
El equipo LE-155-2 ha registrado valores máximos del 87% de CPU, en el momento de 
las mediciones está consumiendo el 43% y registra mínimos del 28% con lo que se concluye 
una utilización demasiado elevada del equipo. 
 
El equipo ES-3810 y PowerHub 6000 no proporcionan datos acerca de su consumo o 
utilización de CPU. 







11.4.7.2 Niveles de tráfico 
Para medir la utilización de los enlaces se utiliza la herramienta CyberGauge v2.1 de 
Neon Software. Esta herramienta consulta el ancho de banda consumido mediante el 
protocolo de gestión SNMP para los equipos que son capaces de proporcionar esta 
información. En la red que estamos analizando todos los equipos Cisco Catalyst pueden ser 
analizados con esta herramienta. 
 
Durante una mañana en el periodo comprendido entre las 10h y las 14h se toman 
medidas de dos valores distintos en cada equipo, por una parte se mide el tráfico cursado por 
el LEC del equipo, es decir, el tráfico que se introduce en los circuitos Data Direct del LEC 
default. Por otra parte se mide el tráfico ethernet existente en el puerto que conecta la parte 
ethernet del conmutador con la parte ATM, el uplink ATM. 
 
Los resultados, en media de las dos horas, de la ocupación del enlace por parte del LEC 
son los siguientes: 
 
Equipo Average (Mb) Average (%) 
Switch-A1 23,8 15,3 
Switch-A2 10,4 6,7 
Switch-A4 22,9 14,7 
Switch-B1 1 0,6 
Switch-B2 1,86 1,2 
Switch-B4 15 9,6 
Switch-CPD 8,8 5,7 
 
Los resultados de las mediciones en el puerto virtual del uplink no resultan 
significativos debido al problema del flooding que se genera entre todos los puertos de los 
equipos por la configuración de una MAC multicast para el clúster de Firewall. Aún así, 




















Con estos dos gráficos como ejemplo se concluye que el tráfico Unicast, que es el tráfico 
cursado por los Data Direct del LEC, no es excesivo en ninguno de los casos, en cuanto a 
ocupación del enlace de 155Mb se refiere. En el peor de los casos se observa una media de 
ocupación del 15,3% del enlace. 







Sin embargo, las medidas en el puerto del uplink reflejan una ocupación a ráfagas muy 
altas. Estas ráfagas son debidas al flooding del tráfico multicast existente. Cabe recordar que el 
tráfico multicast no es cursado por los circuitos Data Direct del cliente LEC del uplink sino por 
el servicio de BUS. Este patrón de tráfico provoca una carga de proceso excesiva en los equipos 
servidores de LES/BUS, los LE-155. 
  
11.4.8 Análisis básico de seguridad 
Se aborda en este capítulo el tema de la seguridad en la configuración de los equipos. 
Este proyecto no pretende ser una auditoría de seguridad por lo que no se entra a valorar 
cuestiones relativas a la seguridad perimetral o la protección de datos críticos. Simplemente se 
busca determinar el nivel de protección que ofrece la configuración de los equipos (como 
parte del análisis de la red) para evitar los ataques más habituales en los entornos LAN como el 
que nos ocupa. 
 
Algunos de los problemas de seguridad más comunes son: 
• Ataques por inundación de tráfico de nivel 2 (MAC flooding attack) 
• Suplantación de servidores DHCP 
• ARP spoofing attack. 
• IP address spoofing attack 
• Acceso a la LAN sin autorización. 
 
Cisco Systems ofrece solución a estos problemas mediante comandos de IOS que 
permiten proteger a la red de actuaciones maliciosas. 
 
Los ataques de MAC flooding se producen cuando una estación conectada a la red 
envía de forma premeditada cientos de direcciones MAC para llenar las tablas CAM del puerto 
del switch al que se encuentra conectado. Una vez llenas, las MACs posteriores no se pueden 
almacenar y se reenvían a toda la red causando problemas de conectividad. Para evitarlo se 
utiliza en los equipos Cisco una funcionalidad llamada Port Security, que limita el número de 
MACs que puede mantener cada puerto del switch. 
 
La suplantación de servidor DHCP implica que otro servidor proporciona direcciones IP 
a las estaciones, con evidente peligro de falta de conectividad a los recursos de la red. DHCP 







snooping y la opción 82 de DHCP son mecanismos complementarios para identificar y 
autenticar las peticiones y las respuestas de este protocolo y descartar las respuestas de 
servidores no autorizados. Cabe destacar que en la actualidad no se utilizan servicios de DHCP, 
pero es recomendable su uso en base a una mayor escalabilidad de la red. 
 
El ataque ARP spoofing consiste en suplantar la dirección IP de una estación. Esto se 
consigue mediante el protocolo ARP, en concreto con el envío de “gratuitous ARP requests” 
que informan a todo el segmento de que una dirección IP está ligada a la MAC origen que 
figura en el paquete. Con IP Source Guard, la dirección IP adquirida de un servidor DHCP se liga 
a la estación y no permite que otra se la arrebate. 
 
Para evitar la entrada de usuarios sin autorización, se puede emplear el protocolo IEEE 
802.1x que habilita un sistema de autenticación entre el usuario y un servidor RADIUS. Este 
sistema de identificación es muy flexible ya que permite la utilización de cualquier sistema de 
directorio que se pueda integrar con el servidor RADIUS existente. 
 
11.4.8.1 Análisis de la situación actual 
Después de estudiar las configuraciones de los equipos se puede concluir que no 
disponen de los mecanismos mencionados anteriormente, por lo que son susceptibles ante 
todos los ataques comentados. 
 
Cabe destacar que la utilización de una MAC Multicast por parte del Cluster de Firewall 
deja al descubierto una vulnerabilidad fácilmente aprovechable por un intruso potencial. En el 
caso de lograr la intrusión en cualquier punto de la red se puede descifrar y comprometer 
prácticamente todo el tráfico existente. 
 
Se observa que la mayoría de equipos mantienen activas las comunidades snmp por 
defecto, public y private. Es recomendable no utilizar estas comunidades.   
 
Se recomienda utilizar la encriptación de los passwords de acceso disponible en los 
equipos Cisco, así como filtrar el acceso a ellos vía telnet. No se debe olvidar el riesgo potencial 
de los usuarios internos,  más aún en una red en la que los equipos de comunicaciones 
conviven en el mismo segmento L2 que los usuarios. 







11.5 Conclusiones generales 
 
11.5.1 Diagnóstico 
En términos generales, se puede afirmar que el estado de la red no es bueno. Esta 
infraestructura de red está basada en LANE, una tecnología que tiende a ser obsoleta, que no 
está desarrollada de acuerdo a las necesidades de las aplicaciones y servicios que debe 
soportar hoy en día una red telemática. De igual modo, el núcleo de la red está formado por 
equipos obsoletos y sin posibilidades de ampliación. 
 
El tráfico detectado en la red durante las tomas de datos muestra una ocupación 
excesiva de los enlaces y un alto consumo de procesado de la electrónica de red. Se detecta un 
patrón de tráfico muy poco eficiente.  
 
Resumiendo, la red muestra un patrón de tráfico que se mantiene cerca de la 
saturación y no refleja una optimización suficiente para el despliegue sobre ella de servicios 
relacionados con las nuevas tecnologías emergentes. 
  
11.5.2 Deficiencias 
• La red está basada en una tecnología y equipos obsoletos. 
 
• Existe un grave problema de flooding del tráfico a todos los puertos de la red debido a 
la utilización de una dirección multicast por parte del clúster de Firewall. 
 
• La no segmentación de la red en VLANs consume ancho de banda innecesario en los 
enlaces. 
 
• Los equipos no emplean ninguna de las recomendaciones básicas de seguridad para 
entornos LAN. 
 
• Las versiones del software que emplean los equipos de red requieren una 
actualización ya que las que emplean en la actualidad presentan deficiencias que se 
han solucionado en versiones posteriores. 








• La tecnología LANE utilizada así como los equipos son obsoletos, no son escalables. 
 
• Las decisiones de enrutamiento en la red se realizan de forma estática. Cabe pensar en 
la utilización de algún protocolo de routing que automatice el enrutamiento con vistas 
al crecimiento de redes IP. 
 
• La asignación de direcciones IP de forma manual dificulta tanto la gestión del 
direccionamiento como la capacidad de crecimiento. Los errores en la asignación se 
pueden producir más fácilmente. 
 
11.5.4 Rendimiento 
• Debido al excesivo tráfico multicast en la red, los equipos encargados de ofrecer los 
servicios LANE muestran un consumo muy elevado de CPU. 
 
• Los enlaces están capacitados para acomodar el ancho de banda demandado por los 
aplicativos actuales de la red. No obstante, existe tráfico multicast innecesario y 
ráfagas que pueden saturarlos en ciertos momentos. 
 
• No existe la posibilidad de implantar políticas de Quality of Service (QoS), en los 
equipos actuales, para asegurar el buen funcionamiento de las aplicaciones críticas. 
 
11.5.5 Disponibilidad 
• Se detecta un punto crítico de la red, el equipo PowerHub 6000 encargado del 
enrutamiento no está redundado. 
 
• Los servicios de LANE están redundados y balanceados entre dos equipos. Sin 
embargo, uno solo de los equipos puede no soportar todo el tráfico en caso de caída 
del otro. 
 
• No existe una topología física lo suficientemente mallada para garantizar una alta 














11.6.1 Optimización técnica de la infraestructura existente 
• Minimizar el tráfico multicast en la red. Utilizar técnicas de IGMP Snooping. 
 
• Optimizar la segmentación de la red en VLANs. 
 
• Actualización de las versiones de software de los equipos a las últimas versiones de 
mantenimiento. 
 




11.6.2 Estrategias de futuro 
• Renovación del equipamiento de red actual. Implantación de tecnología Ethernet con 
equipamiento modular que ofrezca una alta escalabilidad. 
 
• Estudio detallado de la seguridad de la red y puesta en marcha de mecanismos para 
incrementarla. Esto implicaría la revisión y actualización de las políticas de seguridad. 
 
• Introducción del estándar 802.1x para la autenticación de usuarios en la red local. Esta 
red de datos es suficientemente grande como para introducir este medio de controlar 
su acceso de forma centralizada y aumentar la seguridad global. 
 
• Análisis en profundidad de varias tecnologías emergentes, como la Telefonía IP, las 
redes inalámbricas Wi-Fi o la difusión de contenidos  como medio de proporcionar 
servicios avanzados. 
 
• Estudio de las alternativas tecnologías actuales y de futuro para la alta disponibilidad 
de recursos: soluciones de balanceo de carga, soluciones activo/pasivo activo/activo 
para asegurar la funcionalidad de los servicios críticos.  
 
• Despliegue de un sistema de Gestión Integral Centralizado para la monitorización 
proactiva de la red, ya que en la actualidad la infraestructura de Telecomunicaciones 
es un punto cada vez más crítico de cualquier organización. 







11.7 Anexo I - Equipamiento objeto de la auditoria 
 
A continuación se observa el listado del equipamiento analizado en esta auditoría de red: 
 
Armario Switch Fabricante Modelo 
A-1 switch-A1    CISCO CATALYS 2924XL 
A-2 switch-A2 CISCO CATALYS 2924XL 
A-4 switch-A4 CISCO CATALYS 2924XL 
B-1 switch-b1 CISCO CATALYS 2924XL 
B-2 switch-b2 CISCO CATALYS 2924XL 
B-4 switch-b4 CISCO CATALYS 2924XL 
CPD switch-s1 CISCO CATALYS 2924XL 
CPD LE_70 MARCONI LE-155 
CPD LE_80 MARCONI LE-155 
CPD ES-3810    FORE ES-3810 
CPD ph6000    FORE Power Hub 6000 
 
 
 
 
 
