ABSTRACT. In this paper we describe central extensions (up to isomorphism) of all complex null-filiform and filiform associative algebras.
INTRODUCTION
Central extensions play an important role in quantum mechanics: one of the earlier encounters is by means of Wigner's theorem which states that a symmetry of a quantum mechanical system determines an (anti-)unitary transformation of a Hilbert space.
Another area of physics where one encounters central extensions is the quantum theory of conserved currents of a Lagrangian. These currents span an algebra which is closely related to the so-called affine Kac-Moody algebras, which are the universal central extension of loop algebras.
Central extensions are needed in physics, because the symmetry group of a quantized system usually is a central extension of the classical symmetry group, and in the same way the corresponding symmetry Lie algebra of the quantum system is, in general, a central extension of the classical symmetry algebra. Kac-Moody algebras have been conjectured to be a symmetry groups of a unified superstring theory. The centrally extended Lie algebras play a dominant role in quantum field theory, particularly in conformal field theory, string theory and in M-theory.
In the theory of Lie groups, Lie algebras and their representations, a Lie algebra extension is an enlargement of a given Lie algebra g by another Lie algebra h. Extensions arise in several ways. There is a trivial extension obtained by taking a direct sum of two Lie algebras. Other types are split extension and central extension. Extensions may arise naturally, for instance, when forming a Lie algebra from projective group representations. A central extension and an extension by a derivation of a polynomial loop algebra over a finite-dimensional simple Lie algebra give a Lie algebra which is isomorphic with a nontwisted affine Kac-Moody algebra [3, Chapter 19] . Using the centrally extended loop algebra one may construct a current algebra in two spacetime dimensions. The Virasoro algebra is the universal central extension of the Witt algebra, the Heisenberg algebra is a central extension of a commutative Lie algebra [3, Chapter 18] .
The algebraic study of central extensions of Lie and non-Lie algebras has a very big story [1, 13, 14, [18] [19] [20] . So, Skjelbred and Sund used central extensions of Lie algebras for a classification of nilpotent Lie algebras [19] . After that, using the method described by Skjelbred and Sund were described all central extensions of 4-dimensional Malcev algebras [14] , 3-dimensional Jordan algebras [13] , 3-dimensional Zinbiel algebras [2] , 3-dimensional anticommutative algebras [4] , 2-dimensional algebras [5] . Note that, the method of central extensions is an important tool in the classification of nilpotent algebras (see for example, [11] ). Using this method, were described all 4-dimensional nilpotent associative algebras [9] , all 5-dimensional nilpotent Jordan algebras [12] , all 5-dimensional nilpotent restricted Lie algebras [7] , all 6-dimensional nilpotent Lie algebras [6, 8] , all 6-dimensional nilpotent Malcev algebras [15] and some other.
The main results of this paper consist of the classification of central extensions of nullfiliform and filiform complex associative algebras. This paper is organized as follows. In Section 1 we present some basic concepts needed for this study and give the classification of central extensions of null-filiform complex associative algebras. In Section 2 we provide the classification of central extensions of filiform complex associative algebras and finish with an appendix given the list of obtained main associative algebras.
1. PRELIMINARIES 1.1. Null-filiform and filiform associative algebras. For an algebra A of an arbitrary variety, we consider the series
We say that an algebra A is nilpotent if A i = 0 for some i ∈ N. The smallest integer satisfying A i = 0 is called the index of nilpotency of A.
It is easy to see that an algebra has a maximum nilpotency index if and only if it is null-filiform. For a nilpotent algebra, the condition of null-filiformity is equivalent to the condition that the algebra is one-generated.
All null-filiform associative algebras were described in [10, 17] :
2. An arbitrary n-dimensional null-filiform associative algebra is isomorphic to the algebra: µ n 0 : e i e j = e i+j , 2 ≤ i + j ≤ n, where {e 1 , e 2 , . . . , e n } is a basis of the algebra µ n 0 .
and we obtain the graded algebra gr A. If gr A and A are isomorphic, denoted by gr A ∼ = A, we say that the algebra A is naturally graded.
All filiform and naturally graded quasi-filiform associative algebras were classified in [16] .
Theorem 1.6 ( [16]
). Every n-dimensional (n > 3) complex filiform associative algebra is isomorphic to one of the next pairwise non-isomorphic algebras with basis {e 1 , e 2 , . . . , e n }:
: e i e j = e i+j , e n e n = e n−1 , µ n 1,3
: e i e j = e i+j , e 1 e n = e n−1 , µ
: e i e j = e i+j , e 1 e n = e n−1 , e n e n = e n−1 where 2 ≤ i + j ≤ n − 1. : e i e j = e i+j , e n−1 e 1 = e n µ n 2,2 (α) : e i e j = e i+j , e 1 e n−1 = e n , e n−1 e 1 = αe n µ n 2,3
: e i e j = e i+j , e n−1 e n−1 = e n µ n 2,4
: e i e j = e i+j , e 1 e n−1 = e n , e n−1 e n−1 = e n where α ∈ C and 2 ≤ i + j ≤ n − 2.
1.2.
Basic definitions and methods. During this paper, we are using the notations and methods well written in [5, 13, 14] and adapted for the associative case with some modifications. From now, we will give only some important definitions. Let (A, ·) be an associative algebra over an arbitrary base field k of characteristic different from 2 and V a vector space over the same base field k. Then the k-linear space Z 2 (A, V) is defined as the set of all bilinear maps θ : A × A −→ V, such that θ(xy, z) = θ(x, yz). Its elements will be called cocycles. For a linear map f from A to V, if we write δf :
is a linear subspace of Z 2 (A, V) which elements are called coboundaries. We define the second cohomology space
Let Aut(A) be the automorphism group of the associative algebra A and let φ ∈ Aut(A).
It is easy to verify that B 2 (A, V) is invariant under the action of Aut(A) and so we have that Aut(A) acts on H 2 (A, V).
Let A be an associative algebra of dimension m < n over an arbitrary base field k of characteristic different from 2, and V be a k-vector space of dimension n − m. For any θ ∈ Z 2 (A, V) define on the linear space A θ := A ⊕ V the bilinear product "
The algebra A θ is an associative algebra which is called an (n − m)-dimensional central extension of A by V. Indeed, we have, in a straightforward way, that A θ is an associative algebra if and only if θ ∈ Z 2 (A, V). We also call to the set Ann(θ) = {x ∈ A : θ (x, A) + θ (A, x) = 0} the annihilator of θ. We recall that the annihilator of an algebra A is defined as the ideal Ann(A) = {x ∈ A : xA + Ax = 0} and observe that Ann (A θ ) = Ann(θ) ∩ Ann(A) ⊕ V. . For x, y ∈ A, we have
Since P is a homomorphism we have that P (A) = A ′ is an associative algebra and A/ Ann(A) ∼ = A ′ , which give us the uniqueness. Now, define the map θ :
However, in order to solve the isomorphism problem we need to study the action of Aut(A) on H 2 (A, V). To do that, let us fix e 1 , . . . , e s a basis of V, and θ ∈ Z 2 (A, V).
Then θ can be uniquely written as
Given an associative algebra A, if A = I ⊕ kx is a direct sum of two ideals, then kx is called an annihilator component of A.
Definition 1.9. A central extension of an algebra A without annihilator component is called a non-split central extension.
It is not difficult to prove (see [14, Lemma 13] ), that given an associative algebra A θ , if we write as above
Since given
we easily have that in case
Ann(ϑ i ) ∩ Ann(A), and so we can introduce the set
which is stable under the action of Aut(A). Now, let V be an s-dimensional linear space and let us denote by E (A, V) the set of all non-split s-dimensional central extensions of A by V. We can write
We also have the next result, which can be proved as [14, Lemma 17] . 
From here, there exists a one-to-one correspondence between the set of Aut(A)-orbits on T s (A) and the set of isomorphism classes of E (A, V). Consequently we have a procedure that allows us, given the associative algebra A ′ of dimension n−s, to construct all non-split central extensions of A ′ . This procedure would be: Finally, let us introduce some of notation. Let A be an associative algebra with a basis e 1 , e 2 , . . . , e n . Then by ∆ i,j we will denote the associative bilinear form ∆ i,j : A × A −→ k with ∆ i,j (e l , e m ) = δ il δ jm . Then the set {∆ i,j : 1 ≤ i, j ≤ n} is a basis for the linear space of the bilinear forms on A. Then every θ ∈ Z 2 (A, k) can be uniquely written as θ = 1≤i,j≤n c ij ∆ i,j , where c ij ∈ k.
1.3. Central extension of null-filiform associative algebras. Using the presented procedure we can easy find all central extensions of the null-filiform associative algebras. We need the following proposition. 
Proof. The proof follows directly from the definition of a cocycle and an automorphism.
As dim(H 2 (µ n 0 , C)) = 1, it is easy to see the following result. 
is formed by the following cocycles
• A basis of B 2 (µ n 1,s , C) is formed by the following coboundaries
Proof. The proof follows directly from the definition of a cocycle.
. . . 0 a n−1,n a n,1 0 . . . 0 0 a n,n
0 −a n,1 a (n−3)/2 1,1 a n−1,n a n,1 0 . . . 0 0 a
. . . 0 a n−1,n a n,1 0 . . . 0 0 a
(1) 0 −a n,1 a n−1,n a n,1 0
.
and x = a 1,1 , y = a n,n , z = a n−1,n , w = a n,1 . Since
we have the action of the automorphism group on the subspace θ as
Let us consider the following cases: (a) α 1 = 0.
(1) α 4 = 0, α 2 = 0, α 3 = 0. Choosing x = 1/α 3 , y = 1, we have a representative ∇ 3 and the orbit is ∇ 3 . (2) α 4 = 0, α 2 = 0. Choosing x = 1/α 2 , y = 1 and α = α 3 /α 2 , we have a representative ∇ 2 + α∇ 3 and the orbit is
, x = 1, we have a representative ∇ 4 and the orbit is
, we have a representative ∇ 3 + ∇ 4 and the orbit is
, we have a representative ∇ 1 and the orbit is
, we have a representative ∇ 1 + ∇ 3 and the orbit is
, w = 0, we have a representative ∇ 1 + ∇ 4 and the orbit is
, w = 0, we have a representative
and the orbit is ∇ 1 + ∇ 3 + ∇ 4 . It is easy to verify that all previous orbits are different, and so we obtain
We may assume that a 2-dimensional subspace is generated by
Then we have the two following cases: (a) α 4 = 0.
(1)
, we have a representative {∇ 4 , ∇ 1 } and the orbit is
x, we have a representative {α 4 y 2 (∇ 3 + ∇ 4 ), ∇ 1 } and the orbit is
x, we have a representative {α 4 y 2 (∇ 3 + ∇ 4 ), β 2 xy(∇ 2 + ∇ 3 )} and the orbit is
, we have a representative {∇ 4 , ∇ 3 } and the orbit is
we have a representative {α 4 y 2 ∇ 4 , β 2 xy(∇ 2 + α∇ 3 )} α =1 and the orbit is
x, we have a representative {α 4 y 2 ∇ 4 , β 1 x n (∇ 1 + ∇ 2 )} and the orbit is
We can choose a representative as in the case (a.5) or (a.6).
x, we have a representative {α 4 y 2 (∇ 3 + ∇ 4 ), β 1 x n (∇ 1 + ∇ 2 )} and the orbit is
, w = 0, we have a representative {∇ 1 + ∇ 4 , β 3 xy∇ 3 } and the orbit is
, we have a representative {∇ 1 + ∇ 4 , β 2 xy(∇ 2 + α∇ 3 )} and the orbit is
x, we have a representative {α 1 x n (∇ 1 + ∇ 2 + ∇ 4 ), β 2 xy(∇ 2 + ∇ 3 )} and the orbit is
We can choose a representative as in the case (a.1) or (a.11). (b) α 4 = 0, β 3 = 0.
It is easy to see that the orbit is
It is easy to see that we have the case (b.1).
It is easy to see that the orbit is ∇ 2 , ∇ 3 . (5) α 3 = 0. It is easy to see that we have the case (b.1). It is easy to verify that all previous orbits are different, and so we obtain
We may assume that a 3-dimensional subspace is generated by
Then we have the following cases:
(a) α 4 = 0, β 3 = 0, γ 2 = 0.
(1) α 1 = 0, β 1 = 0, γ 1 = 0, α 2 = α 3 . It is easy to see that the orbit is
Then we have the case (a.1). (3) α 1 = 0, β 1 = 0, γ 1 = 0, α 2 = α 3 , β 2 = β 3 . It is easy to see that the orbit is
It is easy to see that we have the case (a4). (1) β 2 = β 3 . It is easy to see that we can choose a representative with α 4 = 0, β 3 = 0, γ 2 = 0 and so we have the case (a). (2) α 1 = 0, β 1 = 0, γ 1 = 0, α 2 = α 3 , β 2 = β 3 . It is easy to see that the orbit is
(c) α 4 = 0, β 3 = 0, γ 2 = 0.
(1) It is easy to see that we can choose a representative with α 4 = 0, β 3 = 0 and so we have the cases (b) or (a).
It is easy to see that the orbit is ∇ 1 , ∇ 2 , ∇ 3 . It is easy to verify that all previous orbits are different, and so we obtain 
• two-dimensional central extensions: • four-dimensional central extensions:
Central extensions of
Let us consider the following cases: (a) α 3 = 0.
, we have a representative ∇ 2 and the orbit is
, we have a representative ∇ 1 + α∇ 2 and the orbit is
, we have a representative ∇ 3 and the orbit is ∇ 3 .
, we have a
It is easy to verify that all previous orbits are different, and so we obtain
Then we have the two following cases:
We can choose a representative with α 1 = α 2 , and so we have the case (a.1).
and the orbit is
We can choose a representative with α 1 = α 2 , and so we have the case (a.2).
(b) α 3 = 0.
Then it is easy to see that the orbit is ∇ 1 , ∇ 2 . It is easy to verify that all previous orbits are different, and so we obtain
There is only one 3-dimensional nonsplit central extension of the algebra µ 
We consider the following cases: (a) α 3 = 0.
(1) α 1 = 0, α 2 = 0. Choosing x = (
, we have a representative
, we have a repre-
(a) α 3 = 0.
(1) α 1 = α 2 , β 1 = 0. It is easy to see that the orbit is
It is easy to see that we have the case (a.1).
It is easy to see that we have the case (a.2). (b) α 3 = 0.
Then it is easy to see that the orbit is ∇ 1 , ∇ 2 .
• two-dimensional central extensions: for any θ = α 1 ∇ 1 + α 2 ∇ 2 + α 3 ∇ 3 , we have the action of the automorphism group on the subspace θ as
(1) α 1 = 0, α 2 = 0. Then it is easy to see that the orbit is ∇ 2 .
(2) α 1 = 0. Then it is easy to see that the orbit is
Then it is easy to see that the orbit is α∇ 1 + ∇ 3 . It is easy to verify that all previous orbits are different, and so we obtain
Then we have the three following cases:
(a) α 3 = 0, and the orbit is ∇ 1 + α∇ 2 , ∇ 3 . (d) α 3 = 0, β 1 = 0, β 2 = 0. It is easy to see that the orbit is ∇ 2 , ∇ 3 . (e) α 3 = 0. It is easy to see that the orbit is ∇ 1 , ∇ 2 . It is easy to verify that all previous orbits are different, and so we obtain e i e j = e i+j , e 1 e n−1 = e n−2 + e n , e n−1 e 1 = e n , µ n 2,6 :
e i e j = e i+j , e 1 e n−1 = e n−2 , e n−1 e 1 = e n , e n−1 e n−1 = e n , µ n 2,7 :
e i e j = e i+j , e 1 e n−1 = e n−2 , e n−1 e n−1 = e n , µ n 2,8 :
e i e j = e i+j , e 1 e n−1 = e n−2 + e n , e n−1 e 1 = e n , e n−1 e n−1 = e n−2 , µ n 2,9 (α) : e i e j = e i+j , e 1 e n−1 = e n , e n−1 e 1 = αe n , e n−1 e n−1 = e n−2 , µ n 2,10 :
e i e j = e i+j , e n−1 e 1 = e n , e n−1 e n−1 = e n−2 , where 2 ≤ i + j ≤ n − 2 and α ∈ C. e i e j = e i+j , e 1 e n−2 = e n−1 , e n−2 e 1 = e n , µ n 3,2 :
e i e j = e i+j , e 1 e n−2 = e n−1 , e n−2 e 1 = e n−1 + e n , e n−2 e n−2 = e n µ n 3,3 (α) : e i e j = e i+j , e 1 e n−2 = e n−1 , e n−2 e 1 = αe n−1 , e n−2 e n−2 = e n , µ n 3,4 :
e i e j = e i+j , e n−2 e 1 = e n−1 , e n−2 e n−2 = e n µ n 3,5 :
e i e j = e i+j , e 1 e n−2 = e n−3 + e n−1 , e n−2 e 1 = e n−1 , e n−2 e n−2 = e n , µ n 3,6 :
e i e j = e i+j , e 1 e n−2 = e n−3 + e n−1 , e n−2 e 1 = e n−1 + e n , e n−2 e n−2 = e n , µ n 3,7 :
e i e j = e i+j , e 1 e n−2 = e n−1 , e n−2 e 1 = e n , e n−2 e n−2 = e n−3 , where 2 ≤ i + j ≤ n − 3 and α ∈ C. µ n 4,1 :
e i e j = e i+j , e 1 e n−3 = e n−2 , e n−3 e 1 = e n−1 , e n−3 e n−3 = e n , µ n 4,2 :
e i e j = e i+j , e 1 e n−3 = e n−2 , e n−3 e 1 = e n−1 , e n−3 e n−3 = e n−4 + e n , µ n 4,3 :
e i e j = e i+j , e 1 e n−3 = e n−4 + e n−2 , e n−3 e 1 = e n−1 , e n−3 e n−3 = e n , µ n 4,4 :
e i e j = e i+j , e 1 e n−3 = e n−4 + e n−2 , e n−3 e 1 = e n−1 , e n−3 e n−3 = e n−4 + e n , where 2 ≤ i + j ≤ n − 4 and α ∈ C.
