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Abstract
We investigate single-particle properties of a one-component Fermi gas with a tunable p-wave
interaction. Including pairing fluctuations associated with this anisotropic interaction within a T -
matrix theory, we calculate the single-particle density of states, as well as the spectral weight, above
the superfluid transition temperature Tc. Starting from the weak-coupling regime, we show that
the so-called pseudogap first develops in these quantities with increasing the interaction strength.
However, when the interaction becomes strong to some extent, the pseudogap becomes obscure to
eventually disappear in the strong-coupling regime. This non-monotonic interaction dependence is
quite different from the case of an s-wave interaction, where the pseudogap simply develops with
increasing the interaction strength. The difference between the two cases is shown to originate from
the momentum dependence of the p-wave interaction, which vanishes in the low momentum limit.
We also identify the pseudogap regime in the phase diagram with respect to the temperature and
the p-wave interaction strength. Since the pseudogap is a precursor phenomenon of the superfluid
phase transition, our results would be useful for the research toward the realization of p-wave
superfluid Fermi gases.
PACS numbers: 03.75.Ss,05.30.Fk,67.85.-d
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I. INTRODUCTION
Since the discovery of p-wave Feshbach resonances in 40K[1, 2] and 6Li[3, 4] Fermi
gases, the possibility of p-wave superfluid state has been extensively discussed in cold atom
physics[5–22]. Once the p-wave superfluid phase is realized in this system, one can examine
various superfluid properties of this unconventional pairing state from the weak-coupling
regime to the strong-coupling limit in a unified manner, by adjusting the threshold energy
of a p-wave Feshbach resonance. The existence of various p-wave superfluid phases makes
us expect much richer physics than the case of the isotropic s-wave superfluid. Since un-
conventional Cooper pairings are important issues in metallic superconductivity, as well as
in superfluid 3He, the realization of a highly tunable p-wave superfluid would make a great
impact on, not only cold atom physics, but also condensed matter physics. So far, the p-
wave superfluid Fermi gas has not been realized yet. However, p-wave molecules have been
recently observed in 40K[23, 24] and 6Li[3, 25, 26] Fermi gases.
In the current stage of research, one of the most important issues is to reach the p-
wave superfluid phase transition temperature Tc. In this regard, in order to see to what
extent the current experimental situation is close to this goal, the observation of a precur-
sor phenomenon of the p-wave superfluid above Tc would be helpful. That is, when one
increases the strength of the p-wave pairing interaction associated with a p-wave Feshbach
resonance, strong pairing fluctuations are expected to cause the pseudogap phenomenon,
where a superfluid-gap like structure appears in single-particle excitation spectra even in
the normal state. Since the pseudogap temperature T ∗, which is defined as the temperature
below which the pseudogap appears, is higher than Tc, the former would be experimentally
more accessible than the latter. In addition, since the pseudogap becomes more remarkable
near Tc, the detailed observation of the pseudogap enables us to estimate how the current
experiment is close to Tc. Thus, besides the importance as a typical strong-coupling phe-
nomenon, the pseudogap would be also important for the research toward the realization of
p-wave superfluid Fermi gases.
The pseudogap has been recently discussed in the BCS (Bardeen-Cooper-Schrieffer)-
BEC (Bose-Einstein condensation) crossover regime of an ultracold Fermi gas with an s-
wave interaction[27–36]. Although the existence of the pseudogap in this system is still
in debate[30], it has been pointed out that the anomalous single-particle excitation spec-
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FIG. 1: (Color online) Schematic explanation for the pseudogap phenomenon. Pairing fluctuations
couple the particle excitation spectrum ξpp = p
2/(2m) − µ with a hole excitation spectrum ξhp =
−[p2/(2m) − µ] around p˜F =
√
2mµ (when µ ≥ 0). This induces a gap-like structure in single-
particle excitations around ω = 0 (two dashed lines). Since pairing fluctuations also induce a finite
lifetime of single-particle states, finite intensity actually exists inside this gap, giving a pseudogap
structure.
tra observed in the crossover region[27–29] may be explained as a pseudogap phenomenon,
originating from strong pairing fluctuations[29, 31–33, 35, 36].
Because of the momentum dependence of the p-wave interaction, we can expect that
the p-wave pseudogap phenomenon is very different from the s-wave case. To briefly see
this, we first note that the pseudogap phenomenon can be physically understood as a result
of a particle-hole coupling induced by pairing fluctuations[34]. That is, as schematically
shown in Fig.1, pairing fluctuations couple particle excitations (ξpp = p
2/(2m) − µ) with
hole excitations (ξhp = −[p2/(2m) − µ]) around the momentum p˜F ≡
√
2mµ, at which
the two branches cross with each other (where m is a particle mass, and µ is the Fermi
chemical potential). This coupling effect leads to level repulsion around p˜F, leading to a
gap-like structure at ω ≃ 0 in the single-particle excitation spectrum (dashed lines in Fig.1).
In the ordinary s-wave case with a constant interaction −U , the particle-hole coupling is
only dominated by the magnitude of U , so that the pseudogap simply becomes larger for
a stronger U . On the other hand, in the p-wave case, since the interaction has the form
−Up · p′[5, 6], the interaction strength around p˜F is evaluated as ∼ Up˜2F = 2mUµ (when
3
µ > 0). Then, while the increase of U promotes the pseudogap phenomenon, the decrease of
µ by the strong-coupling effect[5, 6] suppresses the particle-hole coupling. Thus, the p-wave
pseudogap phenomenon is expected to involve the competition between the increase of U
and the decrease of µ.
In this paper, we theoretically investigate the pseudogap phenomenon in a one-component
Fermi gas with a tunable p-wave interaction. Extending the strong-coupling T -matrix theory
for the s-wave interaction[32–34, 37] to the p-wave case, we calculate the single-particle
density of states, as well as the spectral weight, in the normal state above Tc. We show
how the pseudogap develops in these quantities near Tc, as one increases the interaction
strength. From the temperature dependence of the pseudogap, we determine the pseudogap
temperature T ∗, and identify the pseudogap region in the phase diagram with respect to the
temperature and the p-wave interaction strength.
The outline of this paper is as follows. In Sec.II, we explain our strong-coupling T -matrix
theory for a one-component uniform Fermi gas with a p-wave interaction. In Sec. III, we
examine the pseudogap seen in the single-particle density of states. We also determine the
pseudogap temperature T ∗ to identify the pseudogap regime in the phase diagram of a p-
wave Fermi gas. In Sec.IV, we consider the single-particle spectral weight. Throughout this
paper, we set ~ = kB = 1, and the system volume V = 1.
II. FORMULATION
We consider a one-component uniform Fermi gas with a p-wave pairing interaction, de-
scribed by the Hamiltonian
H =
∑
p
ξpc
†
pcp −
U
2
∑
p,p′,q
p · p′c†
p+
q
2
c†−p+q
2
cp′+q
2
c−p′+q
2
. (1)
Here, c†p is the creation operator of a Fermi atom with the kinetic energy ξp = εp − µ =
p2/2m − µ, measured from the Fermi chemical potential µ (where m is an atomic mass).
−Up · p′ (U > 0) is a p-wave attractive interaction. In this paper, we treat U as a tunable
parameter, by implicitly assuming that this interaction is associated with a p-wave Feshbach
resonance. More generally, the p-wave interaction may be written as −∑j=x,y,z Ujpjp′j.
Experimentally, the splitting of a p-wave Feshbach resonance by a magnetic dipole-dipole
interaction has been observed[2], indicating that all of the three components Uj=x,y,z do
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FIG. 2: (a) Self-energy Σ(p, iωm), and (b) particle-particle scattering matrix Γ(q, iνn) in the T -
matrix theory. The solid line and the dashed line describe the single-particle Green’s function G0
and the p-wave interaction −Up · p′, respectively.
not have the same magnitude. However, we ignore this anisotropy, for simplicity, and set
Ux = Uy = Uz = U in this paper.
Since the p-wave interaction in Eq. (1) involves an ultraviolet divergence, it is convenient
to measure the interaction strength in terms of the scattering volume v and the effective
range k0[2]. These are related to the coupling U as
4piv
m
= − U
3− U∑pcp p22εp , (2)
k0 = − 4pi
m2
pc∑
p
p2
2ε2p
, (3)
where pc is a momentum cutoff. Following the experimental result on a
40K Fermi gas[2],
we take k0/pF = −30, where pF is the Fermi momentum. As usual, the interaction strength
is conveniently measured in term of 1/(vp3F)[5, 6]. The increase of this quantity corresponds
to the increase of U .
We treat the p-wave interaction within the T -matrix theory. Although the validity of this
theory for the p-wave system is still unclear, at least in the s-wave case, it has been shown
that it correctly describes the pseudogap phenomenon. In particular, the calculated single-
particle excitation spectrum well agrees with the recent photoemission-type experiment on
40K Fermi gases[29, 32–34]. The single-particle thermal Green’s function is given by
G(p, iωm) =
1
iωm − ξp − Σ(p, iωm) , (4)
5
where ωm is the fermion Matsubara frequency. The self-energy correction Σ(p, iωm) in the
T -matrix theory is diagrammatically given in Fig.2. Summing up these diagrams, we obtain
Σ(p, iωm) =
2
β
∑
q,iνn
∑
i,j=x,y,z
[(
pi − qi
2
)
Γij(q, iνn)
(
pj − qj
2
)]
× G0(−p+ q,−iωm + iνn), (5)
where β = 1/T , and νn is the boson Matsubara frequency. G
0 = (iωm− ξp)−1 is the Green’s
function for a free Fermi gas. The 3×3-matrix particle-particle scattering matrix Γˆ = {Γ}ij
is given by
Γˆ(q, iνn) = − U
1− UΠˆ(q, iνn)
. (6)
Here, the 3 × 3-matrix correlation function Πˆ = {Π}ij describes fluctuations in the p-wave
Cooper channel, given by
Πij(q, iνn) =
∑
k
kikj
1− f(ξk+q/2)− f(ξ−k+q/2)
ξk+q/2 + ξ−k+q/2 + iνn
, (7)
where f(ξk) is the Fermi distribution function.
To examine the pseudogap in the normal state, we first determine the superfluid phase
transition temperature Tc. The equation for Tc is obtained from the Thouless criterion,
stating that the particle-particle scattering matrix Γˆ at Tc has a pole at q = νn = 0. Using
that Πˆ is diagonal at q = νn = 0, one obtains the Tc-equation as
1 =
U
3
pc∑
p
p2
2ξp
tanh
βξp
2
. (8)
As shown in Refs.[5, 6], the Fermi chemical potential µ remarkably deviates from the
Fermi energy εF, as one goes away from the weak-coupling regime. This strong coupling
effect is conveniently taken into account by solving Eq. (8), together with the equation for
the number N of Fermi atoms,
N =
1
β
∑
p,iωm
G(p, iωm)e
iωmδ. (9)
Figure 3 shows the self-consistent solutions for Tc and µ(Tc), calculated from the coupled
equations (8) and (9). In panel (a), while Tc increases with increasing the interaction strength
in the weak coupling regime (1/(vp3F) ≪ −1), it approaches a constant value in the strong
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FIG. 3: (Color online) Calculated Tc (a), and µ(Tc) (b), as functions of the interaction strength,
measured in term of the scattering volume v. We set the effective range k0 = −30pF[2]. TBEC and
µBEC are given by Eqs. (10) and (11), respectively.
coupling regime (1/(vp3F) >∼ 0). In the strong-coupling limit (1/(vp3F) → ∞), the system
can be regarded as a Bose gas, consisting of three kinds of tightly bound molecules formed
by the pairing interactions −Upjp′j (j = x, y, z)[38]. The number NB of molecules in each
component equals NB = N/6, so that Tc in this limit (≡ TBEC) is found to be
TBEC =
2pi
ζ(3/2)
N
2/3
B
M
= 0.066εF, (10)
where M = 2m is a molecular mass, and ζ(3/2) = 2.612 is the zeta-function. Indeed,
Fig.3(a) shows that Tc ≃ TBEC when 1/(vp3F) >∼ 0.
Such a molecular formation can be also seen in Fig.3(b). In this panel, the chemical poten-
tial µ decreases to be negative in the strong-coupling regime. When the pairing interaction
is very strong (1/(vp3F)≫ 1), Eqs.(8) and (9) give
µ = − 1
mv|k0|
[
1 + 2
√
2
|k0|3v +O
(
1
|k0|3v
) 3
2
]
. (11)
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FIG. 4: (Color online) Calculated Fermi chemical potential µ(T ≥ Tc) as a function of temperature.
As expected, the limiting value |µ| → 1/(mv|k0|) equals half the binding energy of a two-
body p-wave bound state. Figure 3(b) shows that µ(Tc) is well described by Eq. (11), when
1/(vp3F) >∼ 0.
Once Tc is determined, we calculate the chemical potential above Tc, by only solving
the number equation (9). We show the calculated µ(T ≥ Tc) in Fig.4. The single-particle
density of states (DOS) ρ(ω), as well as the single-particle spectral weight (SW) A(p, ω),
are then calculated from the analytic continued Green’s function as, respectively,
ρ(ω) = −1
pi
∑
p
Im[G(p, iωm → ω + iδ)], (12)
A(p, ω) = −1
pi
Im[G(p, iωm → ω + iδ)]. (13)
The p-wave superfluid order parameter is known to be anisotropic in momentum space,
reflecting the momentum-dependent pairing interaction −Up · p′[41]. Thus, single-particle
excitations below Tc are also anisotropic in momentum space (except for some special pairing
states, such as the Balian-Werthamer (BW) phase). However, we point out that single-
particle excitations above Tc are isotropic even in the presence of the p-wave interaction
−Up · p. To show this, we note that the pair-correlation function Πij in Eq. (7) becomes
diagonal, when we choose the z-axis along the q-direction. Under this choice, the particle-
particle scattering matrix Γij in (6) becomes diagonal, where the diagonal components are
8
given by
Γii(q, iνn) =
1
m
12piv
+Πii(q, iνn) +
m
18pi2
(
pik0
4
)3 , (14)
where the interaction is described by the scattering volume v and the effective range k0. In
Eq. (14), the diagonal correlation function Πii is given by
Πii(q, iνn) =
∑
k
k2i
1− f(Ξ+)− f(Ξ−)
2εk +
εq
2
− 2µ+ iνn . (15)
In Eq. (15), Ξ± = [k2 ± kq cos θkq + q2/4]/(2m)− µ, where θkq is the angle between k and
q. Since Eq. (14) does not depend on the direction of q, one may simply write Γ⊥(q, iνn) ≡
Γxx(q, iνn) = Γyy(q, iνn) and Γ‖(q, iνn) ≡ Γzz(q, iνn). Substituting these expressions into
Eq. (5), we obtain
Σ(p, iωm) =
2
β
∑
q,iνn
[
p2 sin2 θpqΓ⊥(q, iνn) +
(
p cos θpq − q
2
)2
Γ‖(q, iνn)
]
× 1
−iωm + iνn − 1
2m
(
p2 − 2pq cos θpq + q2
)
+ µ
, (16)
where θpq is the angle between p and q. Executing the angular integration with respect to
θpq in Eq. (16), one finds that the self-energy Σ(p, iωm) is isotropic in momentum space.
Thus, the spectral weight A(p, ω) in Eq. (13) is also isotropic in momentum space. When
all of the coupling constants Uj (j = x, y, z) do not have the same value, the spectral weight
becomes anisotropic.
III. DENSITY OF STATES AND p-WAVE PSEUDOGAP PHENOMENON
Figure 5 shows the single-particle density of states (DOS) ρ(ω) at Tc. In the weak-coupling
case (1/(vp3F) = −14.0), we see a small dip structure around the ω = 0. Since the superfluid
order parameter vanishes at Tc, this dip structure is just the pseudogap associated with p-
wave pairing fluctuations. This pseudogap becomes more remarkable when 1/(vp3F) = −8.0.
However, as one further increases the interaction strength (1/(vp3F) = −3), the pseudogap
becomes obscure. When 1/(vp3F) >∼ 0, apart from the weak intensity in the negative energy
region, the overall structure is similar to DOS for a free Fermi gas with a negative chemical
potential, ρ(ω) ∝√ω + |µ|Θ(ω − |µ|) (where Θ(x) is the step function)[39].
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FIG. 5: (Color online) Calculated single-particle density of states (DOS) ρ(ω) at Tc. In this figure,
‘free Fermi gas’ shows DOS of a non-interacting Fermi gas with µ = εF.
We emphasize that the present non-monotonic interaction dependence of the pseudogap
phenomenon is quite different from the ordinary s-wave case. In the latter, the pseudogap
simply develops, as one passes through the BCS-BEC crossover region[29, 32–34].
As briefly discussed in Sec.I, the momentum dependence of the p-wave interaction is the
key to understand the difference between the s-wave case and the p-wave case. To see this
more clearly, it is convenient to approximately treat the self-energy in Eq. (16) as, using
the fact that the particle-particle scattering matrix Γii(q = 0, iνn = 0) in Eq. (14) diverges
at Tc (Thouless criterion),
Σ(p, iωm) ≃ −∆2pg(p)G0(−p,−iωm). (17)
Here, ∆2pg(p) ≡ p2∆˜2pg is the so-called pseudogap parameter[37], where
∆˜2pg = −
1
β
∑
q,iνn
[
Γ⊥(q, iνn) + Γ‖(q, iνn)
]
. (18)
Substituting Eq. (17) into Eq. (4), one finds
G(p, iωm) =
1
(iωm − ξp)−
∆2pg(p)
iωm + ξp
. (19)
In Eq. (19), 1/(iωm− ξp) and 1/(iωm+ ξp) are just the particle and hole Green’s functions,
respectively. From Eq. (19), pairing fluctuations are found to couple the particle branch
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ω = ξp with the hole branch ω = −ξp around ω = 0 (when µ > 0), with the coupling
strength ∆2pg(p). This coupling effect naturally leads to the level repulsion between the two
branches. Indeed, Eq. (19) gives the BCS-type gapped excitations,
E±p = ±
√
ξ2p +∆
2
pg(p). (20)
Defining ∆E as the minimum value of the energy gap between E+p and E
−
p , one finds
∆E =

 2∆˜pg
√
2mµ−m2∆˜2pg (µ > m∆˜pg),
2 |µ| (µ < m∆˜pg).
(21)
We briefly note that pairing fluctuations actually induce a finite lifetime of quasi-particle
excitations, which broadens excitation spectra (although this effect is ignored in the simple
approximation in Eq. (17)). The resulting DOS has a finite intensity inside the gap ∆E in
Eq. (21), so that the pseudogap is realized.
Since pairing fluctuations are weak in the weak-coupling regime, one may safely take
µ ≃ εF ≫ ∆pg in Eq. (21). In this case, one finds ∆E ≃ 2pF∆˜pg = 2∆pg(p = pF). That is,
the pseudogap is dominated by pairing fluctuations near the Fermi surface in this regime.
As one approaches the strong-coupling regime, while the strong pairing fluctuations en-
hances ∆˜pg, they also decrease the magnitude of µ, as shown in Fig.3(b). Thus, the pseu-
dogap phenomenon is dominated by the competition between the increase of ∆˜pg and the
decrease of µ, which leads to the non-monotonic behavior of the pseudogap structure shown
in Fig.5.
In the strong-coupling regime where the chemical potential is given by µ ≃ −1/(mvk0)
(See Eq. (11).), ∆E = 2|µ| = 2/(mvk0) just equals the binding energy of a two-body
p-wave bound state. That is, the physical meaning of ∆E continuously changes from the
pseudogap size to the binding energy of a two-body bound molecule with increasing the
interaction strength.
We note that, when µ < m∆˜pg, the minimum gap energy ∆E = 2|µ| in Eq. (21) is
obtained at p = 0. Considering the region around p = 0, one may ignore ∆pg(p ∼ 0) in Eq.
(19). This explains why DOS shown in Fig.5 is similar to DOS for a free Fermi gas when
1/(vp3F) >∼ 0 (where µ < 0 is realized, as shown in Fig.3(b)).
Here, we briefly compare the present result with the case of an s-wave interaction. The
above discussion is also applicable to the s-wave case, where the pseudogap parameter ∆pg(p)
11
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FIG. 6: (Color online) Single-particle density of states (DOS) ρ(ω) above Tc. In each panel, Tc/εF
is given by (a) 0.061, (b) 0.064 , and (c) 0.066. T ∗ is the pseudogap temperature.
is replaced by the p-independent expression,
∆2pg = −T
∑
q,iνn
Γ(q, iνn), (22)
where Γ(q, iνn) is the s-wave particle-particle scattering matrix[34, 40]. In this case, the
pseudogap width is simply evaluated as 2∆pg when µ > 0, which monotonically increases
with increasing the interaction strength. When µ < 0 in the strong-coupling regime, one
finds ∆E = 2
√
|µ|2 +∆2pg. In the strong-coupling BEC limit, since |µ| becomes much larger
than ∆pg, the gap size eventually reduces to the binding energy of a two-body bound states
Eg = 2|µ| = 1/(ma2s)[34, 40], where as is the s-wave scattering length.
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FIG. 7: (Color online) Phase diagram of a one-component Fermi gas with a p-wave pairing inter-
action. The pseudogap region is surrounded by the pseudogap temperature T ∗ and the superfluid
phase transition temperature Tc. In this figure, we also draw the line along 2|µ(Tc)| above Tc when
µ < 0. Physically, this gives a characteristic temperature where two-body bound molecules are
formed. The right side of this line may be thus regarded as a normal state molecular Bose gas,
rather than a Fermi gas. In this figure, while Tc is a phase transition temperature, T
∗ and 2|µ| are
crossover temperatures, without being accompanied by any phase transition.
Since pairing fluctuations become weak with increasing the temperature above Tc, the
pseudogap structure in DOS gradually becomes obscure, as shown in Fig.6. When we
define the pseudogap temperature T ∗ as the temperature at which the dip structure in
DOS disappears, we can identify the pseudogap region in the phase diagram with respect
to the temperature and the interaction strength, as shown in Fig.7. As expected from the
non-monotonic behavior of the pseudogap structure at Tc, T
∗ also exhibits non-monotonic
interaction dependence. In the s-wave case, T ∗ monotonically increases with increasing the
interaction strength[32–34].
In Fig.7, we also draw the line T = 2|µ(Tc)| above Tc in the strong coupling regime where
µ(Tc) < 0. Since 2|µ| physically describes the binding energy of a two-body bound molecule
in this regime, it gives a characteristic temperature below which two-body bound states
are formed, overwhelming the thermal dissociation. Thus, the right side of this line may
be regarded as a molecular Bose gas (which is not Bose condensed). We briefly note that
T = 2|µ|, as well as T ∗, are both crossover temperatures, without being accompanied by
any phase transition. In Fig.7, only Tc is the phase transition temperature.
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FIG. 8: (Color online) Intensity of single-particle spectral weight A(p, ω) at Tc. In panels (a) and
(b), the region between the two dashed lines satisfies Eq. (33), where molecular excitations induce
the broadening of the spectral peak.
IV. SPECTRAL WEIGHT AND COUPLING WITH MOLECULAR EXCITA-
TIONS
Figure 8 shows the single-particle spectral weight (SW) A(p, ω) at Tc. When 1/(vp
3
F) =
−14 (panel (a)), while DOS already has a dip structure around ω = 0 (See Fig.5.), such a
14
pseudogap structure is still absent in SW. The spectral peak simply exists along the free-
particle dispersion, ω = εp − µ.
In panels (b) and (c), one sees a coupling between the particle excitations (ω = εp − µ)
and the hole excitations (ω = −[εp − µ]), leading to the pseudogap around ω = 0. The
momentum p˜F at which the particle-hole coupling occurs is evaluated as p˜F ≃
√
2mµ, which
is smaller for a stronger interaction, due to the decrease of µ. When µ ≃ 0 (panel (d)),
because of the vanishing pseudogap parameter ∆pg(p) = p
2∆˜pg at p = 0, the pseudogap
is no longer seen in SW. This result is consistent with the vanishing pseudogap in DOS at
1/(vp3F) = 0, shown in Fig.5.
When one further increases the interaction strength (panel (e)), the peak line in the
spectral weight is well fitted by the free-particle dispersion, ω = εp + |µ|. Although the
hole branch ω = −[εp + |µ|] also exists in the negative energy region, the intensity is much
weaker than the particle branch. Indeed, using Eq. (19), one has
A(p, ω) = u2pδ(ω − Ep) + v2pδ(ω + Ep), (23)
where Ep =
√
ξ2p + p
2∆˜2pg, u
2
p = [1+ξp/Ep]/2, and v
2
p = [1−ξp/Ep]/2. The first and second
terms in Eq. (23) describe the contributions from particle excitations and hole excitations,
respectively. Because up ≫ vp in the strong-coupling regime (where µ/εF ≪ −1), the first
term in Eq. (23) gives dominant contribution.
Figure 9 shows the spectra of the particle-particle scattering matrix, Im[Γ‖(q, iνn →
ω + iδ)] at Tc, which physically describes molecular excitations. In each panel, one sees
a sharp peak line, which is close to the dispersion of a free molecule, ω = q2/(2M) with
M = 2m. Even in the weak-coupling regime shown in panel (a), the peak line is still close
to the molecular dispersion, although the spectral peak is somehow broadened.
In the strong-coupling regime where tightly bound molecules have been already formed
above Tc, the sharp peak line along ω = q
2/(2M) is a reasonable result. Indeed, using
|µ| ≫ Tc in Eq. (14), we obtain
Γ‖(q, iνn) = Γ⊥(q, iνn) =
24pi
m2|k0|
1
iνn −
(
q2
2M
− µB
) . (24)
Equation (24) essentially has the same form as the single-particle Bose Green’s function
with a molecular mass M = 2m and the Bose chemical potential µB = 2µ− 2/(mvk0) ≃ 0.
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FIG. 9: (Color online) Intensity of particle-particle scattering matrix Im[Γ‖(q, iνn → ω + iδ)].
Except for panel (a), we have used the analytic continued Eq. (6) at Tc. For panel (a), since Tc
is very small, it is very difficult to precisely calculate Eq. (6) at Tc. To avoid this difficulty, we
have used Eq. (25) in this case. In panel (e), solid circles show the dispersion of a free molecule,
ω = q2/(2M).
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To explain the molecular excitations seen in the weak-coupling regime, we recall that, our
calculations are taking a relatively large value of the effective range k0 (|k0|/pF = 30≫ 1),
following the experimental result on 40K[2]. Using this, and approximately taking Tc ≃ 0 in
the weak coupling regime, we find that Γα(q, iνn → ω + iδ) (α =‖, ⊥) has the form
Γα =
m2|k0|
24pi
1
Rα + iγα
. (25)
Here, the real part Rα in the denominator is given by
Rα =
[
ω −
(
q2
2M
− µB
)]
+ Fα +Q, (26)
where
F‖(q, ω) =
4mω2
piq2|k0|
√
2mµ+
2m2ω3
piq3|k0| log
∣∣∣∣q2 + q
√
2mµ− 2mω
q2 − q√2mµ− 2mω
∣∣∣∣ , (27)
F⊥(q, ω) = − 2mω
2
piq2|k0|
√
2mµ− 4mω
piq|k0|
[
mω2
3q2
+
q2
4m
− 2µ− ω
]
log
∣∣∣∣q2 + q
√
2mµ− 2mω
q2 − q√2mµ− 2mω
∣∣∣∣ ,
(28)
Q(q, ω) =
24pi
m|k0| ×


|ζ|3/2
2
(
log
∣∣∣∣ q−2√2mµ+2
√
|ζ|
q−2√2mµ−2
√
|ζ|
∣∣∣∣+ log
∣∣∣∣ q+2√2mµ−2
√
|ζ|
q+2
√
2mµ+2
√
|ζ|
∣∣∣∣
)
ζ < 0,
ζ3/2
(
tan−1 2
√
2mµ−q
2
√
ζ
+ tan−1 2
√
2mµ+q
2
√
ζ
)
ζ > 0,
(29)
with ζ = q2/4− 2mµ−mω. The imaginary part γα in the denominator of Eq. (25) is given
by
γ‖(q, ω) =
2|ζ |3/2
m|k0| η
3sgn(ω)Θ(ζ), (30)
γ⊥(q, ω) =
4|ζ |3/2
m|k0|
[
3η − η3] sgn(ω)Θ(ζ), (31)
where η = Min[1, m|ω|/(
√
|ζ |q)]. In the present case (|k0|/pF ≫ 1), we find from explicit
numerical calculations that Fα and Q in Eq. (26) are negligibly small (although we do not
explicitly show the result here), so that we may safely ignore them. The resulting Γα has
the same for as the Bose Green’s function with the chemical potential µB and with a finite
lifetime γ−1α , as
Γα(q, ω + iδ) =
24pi
m2|k0|
1
ω −
(
q2
2M
− µB
)
+ iγα
, (32)
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When the effective range k0 is small, Fα and Q cannot be ignored in Eq. (26), so that Eq.
(32) is not obtained.
We note that the molecular excitations at ω = q2/(2M)− µB in Eq. (32) strongly affect
single-particle excitations in this regime. When we consider a Fermi atom with the energy
ω and the momentum p, such molecular excitations occur when
ω + ξp′ =
q2
2M
− µB, (p+ p′ = q) (33)
is satisfied, where ξp′ is the energy of another Fermi atom with the momentum p
′ below
the Fermi level. In Figs.8(a) and (b), the region between the two dashed line satisfies
this condition. Inside this region, we clearly find the broadening of the spectral peak,
which means the short lifetime of the fermionic state due to the coupling with the molecular
excitations. In the weak-coupling limit, this region shifts to high energy, so that the ordinary
sharp spectral weight is recovered.
V. SUMMARY
To summarize, we have discussed strong-coupling effects of a one-component uniform
Fermi gas with a tunable p-wave pairing interaction. Treating pairing fluctuations in the
p-wave Cooper channel within the strong-coupling T -matrix theory, we have calculated the
single-particle density of states (DOS), as well as the spectral weight (SW), in the normal
state above Tc.
Starting from the weak-coupling regime, we showed that the pseudogap gradually devel-
ops in DOS and SW, reflecting the enhancement of p-wave pairing fluctuations. However,
when the pairing interaction becomes strong to some extent, this pseudogap becomes less
remarkable to eventually disappear. This result is quite different from the case of the or-
dinary s-wave interaction, where the pseudogap simply becomes large with increasing the
interaction strength. We clarified that the difference between the p-wave case and s-wave
case originates from the momentum dependence of the former interaction, having the form
−Up·p′. That is, while the coupling constant U become large in the strong-coupling regime,
the momentum p ∼ √2mµ (≡ p˜F) where the pseudogap appears becomes small, due to the
decrease of the Fermi chemical potential µ by the strong-coupling effect. As a result of the
competition between the increase of U and the decrease of p˜F, the non-monotonic interaction
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dependence of the pseudogap phenomenon occurs.
We determined the pseudogap temperature T ∗ as the temperature at which the dip
structure disappears in DOS. Using this, we identified the pseudogap region in the phase
diagram with respect to the temperature and the interaction strength.
We also showed that molecular excitations still affect single-particle excitations in the
weak-coupling regime, when the effective range k0 is much larger than the Fermi momentum
pF. Since this condition is satisfied in
40K[2], it would be interesting to observe this many-
body effect by the photoemission-type experiment developed by JILA group[27, 28].
Since the p-wave Fermi superfluid is expected to have richer physics than the conventional
s-wave state, the realization of this unconventional pairing state would contribute to further
development of cold atom physics. Since the pseudogap phenomenon is deeply related to the
superfluid phase transition, our results would be useful for research toward the realization
of this exciting pairing state in cold Fermi gases.
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