To any spectral curve S, we associate a topological classΛ(S) in a moduli space M b g,n of "b-colored" stable Riemann surfaces of given topology (genus g, n boundaries), whose integral coincides with the topological recursion invariants W g,n (S) of the spectral curve S. This formula can be viewed as a generalization of the ELSV formula (whose spectral curve is the Lambert function and the associated class is the Hodge class), or Mariño-Vafa formula (whose spectral curve is the mirror curve of the framed vertex, and the associated class is the product of 3 Hodge classes), but for an arbitrary spectral curve. In other words, to a B-model (i.e. a spectral curve) we systematically associate a mirror A-model (integral in a moduli space of "colored" Riemann surfaces). We find that the mirror map, i.e. the relationship between the A-model moduli and B-model moduli, is realized by the Laplace transform.
Introduction
In the past few years, many developments have unearthed a deep and fascinating relationship between integrable systems, algebraic geometry, combinatorics, enumerative geometry and random matrices, and much is yet to be understood.
In particular, an integrable system can be encoded by its "spectral curve" (i.e. the locus of eigenvalues of a Lax operator), which is a plane analytical curve embedded in C × C, for example given by its equation, like y = sin ( √ x), or e x = y e −y .
In [12] (led by recent developments in random matrix theory), it was proposed to define a sequence of "invariants" W (g) n , g = 0, 1, 2, . . . , n = 0, 1, 2, . . . associated to a spectral curve. For many specific examples of spectral curves, those invariants had an enumerative geometry interpretation, as "counting" surfaces in a moduli space of Riemann surfaces.
For example: -for the spectral curve y = √ x, the W (g) n 's are the generating functions of WittenKontsevich intersection numbers on the moduli space M g,n of Riemann surfaces of genus g with n marked points [18] . Writing z i = √ x i we have
2g−2+n
-for the spectral curve y = 1 2π
sin (2π √ x), the W (g) n 's are the Laplace transforms of Weil-Petersson volumes of the moduli spaces M g,n (see [24, 13] ). Writing z i = √ x i we have
-for the spectral curve e x = y e −y , it was proposed by Bouchard and Mariño [5] that the W (g) n 's are the generating functions of simple Hurwitz numbers H g,µ , which was then proved in [3, 11] . And simple Hurwitz numbers can themselves be translated into integrals of the Hodge class Λ(1) in the moduli space of curves, through ELSV formula [8] : -More generally, it was initially proposed by Mariño [21] and refined by BouchardKlemm-Mariño-Pasquetti (BKMP) [4] , that if we choose the spectral curve to be the mirror curve of a toric Calabi-Yau 3-fold X, then the W (g) n 's should be generating functions for the Gromov-Witten invariants of X, i.e. they enumerate maps from a Riemann surface of genus g into X with n boundaries into a Lagrangian submanifold of X. This BKMP conjecture was proved to low genus for many spaces X, and to all genus only for the case X = C 3 in [6, 30] .
Then, if a spectral curve is not among the list of "known examples" (the list above is not exhaustive, there are also more known examples associated to matrix models [12] , combinatorics of maps and combinatorics of 2D and 3D partitions, counting Grothendieck's dessins d'enfants [23] , ...), the natural question is:
n 's of an arbitrary spectral curve have a meaning in terms of enumerative geometry, counting the "volume of some moduli space of surfaces" ?
In [10] we proposed a partial answer for all spectral curves having only one branchpoint. The goal of the present article is to extend that to an arbitrary number of branchpoints. We shall thus define a compact moduli space M b g,n of "colored" Riemann surfaces of genus g with n marked points, and some (cohomology class of) differential formsΛ(S) andB(z, 1/ψ) on it, so that W (g) n is indeed an integral on that moduli-space.
We shall prove in theorem 4.1 that:
n (S; z 1 , . . . , z n ) = 2
where notations are explained below.
We shall see that the termB(z i , 1/ψ i ) or more precisely its Laplace transform e −µ i x(z i )B (z i , 1/ψ i ) is the analogous of µ i 1+µ i ψ i in the ELSV formula, and that it indeed reduces to it if we choose the spectral curve to be the Lambert function. In some sense our formula generalizes the ELSV formula.
Definition and notations: spectral curves and their invariants
The goal of this article is to show that invariants of an arbitrary spectral curve can be written in terms of intersection numbers, so we first recall the definition of symplectic invariants and their descendants.
Definition 2.1 (Spectral curve) a spectral curve S = (C, x, y, B), is the data of:
• a Riemann surface C (not necessarily compact neither connected),
• two analytical function x : C → C, y : C → C, • a Bergman kernel B, i.e. a symmetric 2nd kind bilinear meromorphic differential, having a double pole on the diagonal and no other pole, and normalized (in any local coordinate z) as:
Moreover, the spectral curve S is called regular if the meromorphic form dx has a finite number of zeroes on C, and they are simple zeroes, and dy doesn't vanish at the zeroes of dx. In other words, locally near a branchpoint a, y behaves like a square root of x:
From now on, all spectral curves considered shall always be chosen to be regular 2 .
In [12] , it was proposed how to associate to a regular spectral curve, an infinite sequence of symmetric meromorphic n-forms, and a sequence of complex numbers F g (S). The definition is given by a recursion, often called "topological recursion", which we recall:
n (S)) Let S = (C, x, y, B) be a regular spectral curve. Let a 1 , . . . , a b be its branchpoints (zeroes of dx in C). We define
3)
4)
and for 2g − 2 + (n + 1) > 0:
where the prime in h I J means that we exclude from the sum the terms (h = 0, I = ∅) and (h = g, J = ∅), and wherez means the other branch of the square-root in (2.2) near a branchpoint a i , i.e. if z is in the vicinity of a i ,z = z is the other point in the vicinity of a i such that 6) and thus y(z) ∼ y(a) − y (a) x(z) − x(a). The recursion kernel K(z n+1 , z) is defined as
K is a 1-form in z n+1 defined on C with a simple pole at z n+1 = z and at z n+1 =z, and in z it is the inverse of a 1-form, defined only locally near branchpoints, and it has a simple pole at z = a i .
We also define for g ≥ 2:
With this definition, F g (S) ∈ C is a complex number associated to S, sometimes called the g th symplectic invariant of S, and W (g)
Very often we denote
n is called stable, and otherwise unstable, the only unstable cases are
n has poles only at branchpoints (when some z k tends to a branchpoint a i ), without residues, and the degrees of the poles are ≤ 6g + 2n − 4.
It is also possible to define F 0 and F 1 , see [12] , but we shall not use them here.
Those invariants F g and W (g) n 's have many fascinating properties, in particular related to integrability, to modular functions, and to special geometry, and we refer the reader to [12, 14] .
Intersection numbers
Our goal now is to relate those W (g) n 's to intersection numbers in moduli spaces of curves, so let us first introduce basic concepts.
Definitions
Let M g,n be the moduli space of complex curves of genus g with n marked points. It is a complex orbifold (manifold quotiented by a group of symmetries), of dimension dim M g,n = d g,n = 3g − 3 + n.
(3. 
Here, one component has genus 2 and 1 nodal point q 4 so χ = −3, another component is a sphere with 2 marked points p 1 , p 2 and 3 nodal points q 1 , q 2 , q 3 i.e. χ = −3, and the last component is a sphere with 2 marked points p 3 , p 4 and 2 nodal points q 5 , q 6 so χ = −2. The total Euler characteristics is χ = −3 − 3 − 2 = −8 which indeed corresponds to 2 − 2g − n for a Riemann surface of genus g = 3 with n = 4 marked points.
Each element (Σ, p 1 , . . . , p n ) ∈ M g,n is a smooth complex curve Σ of genus g with n smooth distinct marked points p 1 , . . . , p n . M g,n is not compact because the limit of a family of smooth curves may be non-smooth, some cycles may shrink, or some marked points may collapse in the limit. The Deligne-Mumford compactification M g,n of M g,n also contains stable nodal curves of genus g with n marked points (a nodal curve is a set of smooth curves glued at nodal points, and thus nodal points are equivalent to pairs of marked points, and stability means that each punctured component curve has an Euler characteristics < 0), see fig 1. M g,n is then a compact space. Let L i be the cotangent bundle at the marked point p i , i.e. the bundle over M g,n whose fiber is the cotangent space T * (p i ) of Σ at p i . It is customary to denote its first Chern class:
ψ i is (the cohomology equivalence class modulo exact forms, of) a 2-form on M g,n .
Since dim R M g,n = 2 dim C M g,n = 6g − 6 + 2n, it makes sense to compute the integral of the exterior product of 3g −3+n 2-forms, i.e. to compute the "intersection number"
on the Deligne-Mumford compactification M g,n of M g,n (or more precisely, on a virtual
cycle [] vir of M g,n , taking carefully account of the non-smooth curves at the boundary of M g,n ), provided that
If this equality is not satisfied we define ψ
More interesting characteristic classes and intersection numbers are defined as follows. Let (we follow the notations of [16] , and refer the reader to it for details) π : M g,n+1 → M g,n be the forgetful morphism (which forgets the last marked point), and let σ 1 , . . . , σ n be the canonical sections of π, and D 1 , . . . , D n be the corresponding divisors in M g,n+1 .
Let ω π be the relative dualizing sheaf. We consider the following tautological classes on M g,n :
• The ψ i classes (which are 2-forms), already introduced above:
It is customary to use Witten's notation:
• The Mumford κ k classes [25, 1] :
κ k is a 2k-form. κ 0 is the Euler class, and in M g,n , we have
κ 1 is known as the Weil-Petersson form since it is given by 2π [29] . In some sense, κ classes are the remnants of the ψ classes of (clusters of) forgotten points. There is the formula [1] :
and so on...
• The Hodge class Λ(α) = 1 +
class of the Hodge bundle E = π * (ω π ). Mumford's formula [25, 15] says that
where B k is the k th Bernoulli number, δ a boundary divisor (i.e. a cycle which can be pinched so that the pinched curve is a stable nodal curve, i.e. replacing the pinched cycle by a pair of marked points, all components have a strictly negative Euler characteristics), and l δ * is the natural inclusion into the moduli spaces of each connected component. In other words δ l δ * adds a nodal point in all possible stable ways.
In fact, all tautological classes in M g,n can be expressed in terms of ψ-classes or their pull back or push forward from some M h,m [2] . Faber's conjecture [15] (partly proved in [24] and [16] ) proposes an efficient method to compute intersection numbers of ψ, κ and Hodge classes.
Reminder 1 branch-point
If S a = (C a , x, y, B) is a spectral curve with only one branchpoint a, the following theorem was proved in [10] :
or alternatively after Laplace transform:
with the timest a,k defined by the Laplace transform of ydx
with γ a the steepest descent contour going through a, i.e. such that
andB andB are defined by Laplace transforms of the Bergman kernel
is the set of boundary divisors of M g,n , and l δ * is the natural inclusion of a boundary of
n−m , and ψ, ψ represent the ψ classes associated to the 2 marked points in
proof:
This theorem was proved in [10] , using the known result for the Kontsevich integral's spectral curve, and the deformation theory in [12] (special geometry) satisfied by symplectic invariants W (g) n 's. This allowed to view any spectral curve with one branch point, as a deformation of the Kontsevich's spectral curve, and thus prove this theorem.
Notice that formula (3.10) is very reminiscent of the ELSV formula [8] .
Example: topological vertex
A very important example of application of theorem 3.1 is the topological vertex.
The spectral curve of the topological vertex is given by
It is more often described by observing that X = e −x and Y = e −y are related by the following algebraic equation (known as the mirror curve of C 3 with framing f ):
The only branchpoint is at a = f /(1 + f ), and γ a =]0, 1[, so that the Laplace transform of ydx is the Euler Beta function (we first integrate by parts):
Using the Stirling large u expansion of the Γ function, we thus have from (3.12)
where B k is the k th Bernoulli number. Similarly we find (see appendix B)
Using a few combinatorial identities (see [10] ), and thanks to Mumford's formula (3.8) (which writes Hodge classes in terms of ψ and κ classes, see [25] ), we find that the spectral curve's class of the vertex is the product of 3 Hodge classes (see [10] ):
Notice also that from (3.21) we have
i.e. formula (3.9) reads in that case (after Laplace transform):
whose right hand side is the famous Mariño-Vafa formula [22] .
Using the result of [30, 6] , i.e. that the symplectic invariants W (g) n of the vertex are the Gromov-Witten invariants of C 3 , we see that (3.9) translates into the Mariño-Vafa formula [22] , and thus, W
n 's are generating functions of Gromov-Witten invariants of C 3 .
The large f limit of that identity, is the ELSV formula [8] combined with BouchardMariño formula [5] .
Spectral curve with several branchpoints
Let S = (C, x, y, B) be a spectral curve, let {a 1 , a 2 , . . . , a b } be the set of its branchpoints. We first need to set up notations.
Local description of the spectral curve near branchpoints
For each branchpoint a i we define the steepest descent path γ a i , as a connected arc on C passing through a i such that
In a vicinity of a i we define the local coordinate
Remark 4.1 For our purposes, it is sufficient that γ a i is defined only in a vicinity of a i , but for many examples, it is actually a well defined path in C.
CoefficientsB
We expand the Bergman kernel in the vicinity of branchpoints as follows:
3) and then we defineB
It is useful to notice that the generating function of these last quantities can also be defined through Laplace transform, we define: 5) which is given by the Laplace transform of the Bergman kerneľ
where the double integral is conveniently regularized when i = j, so thatB a i ,a j (u, v) is a power series of u and v.
Basis of differential forms dξ
We define the set of functions ξ a i ,d (z) as follows:
It is a meromorphic 1-form defined on C, with a pole only at z = a i , of degree 2d + 2. Namely, near z → a j it behaves like
These differential forms will play an important role because they give the behavior of the Bergman kernel B near a branchpoint:
ξ a j ,0 (z) plays a special role, notice that it has a simple pole at z = a j and no other pole:
Knowing ξ a j ,0 (z), it is useful to define its Laplace transform along γ a i as
In appendix B, we show that
If C is a compact Riemann surface and dx is a meromorphic form on C and B is the fundamental form of the second kind normalized on A-cycles, we havě
so that all we need to compute is in fact f i,j (u).
Half Laplace transform
We also define
If we do a second Laplace transform we have
(4.14)
The timest
The timest a i ,k are the coefficients of the expansion of g(u) at large u:
Notice that the timet a i ,0 is given by e −t a i ,0 = 1 4 lim
Structure of invariants
Since the definition of W (g) n involves only residues at branchpoints, this means that for each (g, n), W (g) n is a polynomial of the coefficients of B and y in a Taylor expansion near the branchpoints, in other words, W (g) n is a polynomial in the timest a i ,k and B a i ,k;a j ,l .
Since K is linear in B, and W (0) 2 = B is also linear in B, one easily finds by recursion that W (g) n is polynomial in the coefficients B a i ,d;a j ,d , of degree 3g − 3 + 2n = d g,n + n. When we compute residues at z → a i , we may replace B(z, z ), or more precisely the combination B(z, z ) − B(z, z ) (indeed the Bergmann kernels always enter the residue computation with this combination, this due to the fact that K(z 0 , z) = K(z 0 ,z)) by
where
and thus one clearly sees by recursion that there exists some coefficients A (g) n such that
and the coefficients A
So we have:
Proposition 4.1 For any spectral curve S with branchpoints a 1 , . . . , a b , there exists some coefficients A
-The coefficients A (g) n are polynomials in thet a i ,k , of degree at most d g,n (wheret a i ,k is weighted with degree k).
Our goal now, is to show that the coefficients A (g) n can be written as intersection numbers in some moduli space. where (Σ; p 1 , . . . , p n ) ∈ M g,n is a Deligne-Mumford stable curve of genus g with n marked points, and σ : Σ \ {nodal points} → {1, 2, . . . , b} is a continuous map.
Definition of an appropriate moduli space
This moduli space is clearly compact, and contains b copies of M g,n .
Notice that if (Σ; p 1 , . . . , p n ) is a smooth curve (∈ M g,n ), i.e. with no nodal points then σ must be constant, and if (Σ; p 1 , . . . , p n ) is a nodal curve with k components, then σ must be piecewise constant i.e. is constant on each component. {a 1 , a 2 , . . . , a b } be a set of b elements (later on, these will be the branchpoints of some spectral curve). For every i = 1, . . . , b, letΛ a i = f i (ψ 1 , . . . , ψ n , κ 0 , κ 1 , κ 2 , . . . ) be a tautological class on M g,n , which is a combination of ψ and κ classes, defined independently of g and n (as for instance (3.11) (Σ; p 1 , . . . , p n ; σ) ∈ M b g,n is such that (Σ; p 1 , . . . , p n ) is a stable map with k components ∪ k m=1 (Σ m , p m , q m ) where p m is a subset of {p 1 , . . . , p n } and pairs (q i , q j ) are the nodal points (see fig.1 ), we define the topological clasŝ
Definition 4.2 Let
where l * is the natural inclusion into M gm,nm × M g m ,n m (if q i ∈ Σ m and q j ∈ σ m ).
Then we have our main theorem: 
or using lemma 4.1
In particular for n = 0:
(S) (4.27) whereΛ(S) is defined as in def.4.2, withΛ a i defined in theorem 3.1:
. . , p n } ∩ Σ m and (q i , q j ) are the nodal points, we definê
whereΛ a i is the class defined in theorem 3.1 or in [10] :
with the timest a i ,k defined by the Laplace transform of ydx along 30) and where theB a i ,d;a j ,d are defined by the Laplace transform of the Bergman kerneľ
and
The proof almost follows the definition of W (g) n 's. It can also be viewed as a simple application of the method of Kostov and Orantin [20, 19, 27] . We give the full proof in appendix A.
How to use the formula
Example, assume that there are 2 branch points a 1 , a 2 , and let us compute W • For W
3 , consider a stable curve Σ of genus 0, with 3 marked points (p 1 , p 2 , p 3 ). The only possibility is that Σ is a sphere with 3 marked points, and thus it is a smooth surface, and σ must be constant. There are two possibilities σ = 1 or σ = 2. In other words M 2 0,3 ∼ M 0,3 ∪ M 0,3 . We thus have 
Then, we haveΛ and finally, since < 1 > 0,3 = 1:
4 , consider a stable curve Σ of genus 0, with 4 marked points (p 1 , p 2 , p 3 , p 4 ). If Σ is smooth, then a continuous map σ : Σ → {1, 2} must be constant, it takes either the value σ = 1 or σ = 2. If Σ is not smooth, then it is a nodal curve, let us call (q 1 , q 2 ) the nodal point. The only stable possibility is that Σ has 2 components Σ = Σ 1 ∪ Σ 2 , which are both spheres with 3 marked points, and thus q 1 ∈ Σ 1 , q 2 ∈ Σ 2 , and 2 of the points p 1 , p 2 , p 3 , p 4 belong to Σ 1 and the 2 others belong to Σ 2 . Then a continuous map σ : Σ → {1, 2} must be constant on Σ 1 and on Σ 2 , for instance it may take the value σ = 1 on Σ 1 and σ = 2 on Σ 2 . This shows that 
where all intersection numbers in the right hand side are now usual intersection numbers in the corresponding M g,n .
Since 
and then, remember that
i.e. finally:
It is easy to verify that this coincides with the direct computation of residues in the very definition of W
4 .
Examples
In this section, we consider some classical examples of spectral curves with 2 branchpoints, and we compute the corresponding Laplace transforms.
Ising model and the Airy function
The spectral curve of the Ising model coupled to gravity, i.e. the (4, 3) minimal model, is (see [14] ):
That curve has two branchpoints:
Instead of chosing the colors σ ∈ {1, 2}, we chose to name the colors σ ∈ {+, −}. Notice that we have the symmetry
and thus all what we compute for a + can easily be transposed to a − .
We have:
We easily find
i.e.
Γ(3/2 + 3k/2) (k + 2)! Γ(1/2 + k/2) (4.53)
Since f +,+ can also be obtained from the Laplace transform, we write
where Ai is the Airy function. i.e.
Similarly, we have
This gives
which can also be computed by Laplace transform:
Kernels
The kernel is thus closely related to the Airy kernel
• The times are computed by:
In other words, the spectral curve class of the Ising model, is the class. 
are computed by the invariants W (g) n 's of the following spectral curve:
Again, the curve has the symmetry:
so that all what we compute for a + can easily be transposed to a − . We have:
B a + ,0;a + ,2k−2 = (−1)
Therefore we have
(4.78)
Again, f +,+ and f +,− can be computed by Laplace transforms as integrals and are found equal to Hankel functions:
where H 0 is the Hankel function. Applying the formula of appendix B, we havê
Then, we compute the timest a ± ,k from
The expansion of g + (u) is where thet k 's satisfy the recursion:
We haveB
Resolved conifold
The spectral curve of resolved conifold, is (see [4] ):
It is customary to denote
so that the equation of the spectral curve is
We have
and we find: ξ a + ,0 (z) = 1
Case f = −1:
The times are given by
This is an hypergeometric function 
Conclusion
In this article we have shown that the invariants of any spectral curve, have an interpretation in terms of intersection numbers in a moduli space
of maps of "colored" Riemann surfaces of genus g with n marked points into a discrete set {a 1 , . . . , a b }. This result generalizes the idea that Kontsevich-Witten intersection numbers compute the Gromov-Witten theory of a point, here instead we have the Gromov-Witten theory of a discrete set of points.
The computation also shows that to every spectral curve S is associated a certain classΛ(S) in that moduli space, which in some sense generalizes the Hodge class defined through the Mumford formula.
Descendents correspond to insertion of ψ classes, and the formula in Laplace transform, looks very similar to ELSV or Mariño-Vafa formula:
Mirror symmetry
The definition of topological recursion and invariants W (g) n starts with a spectral curve, i.e. a B-model geometry, and the moduli of the spectral curve are given by a 1-form ydx, and a Bergman kernel B.
On the other side, we have the Gromov-Witten theory of a set of points, i.e. an A-model geometry, and the coefficients (the moduli) are the coefficients ofΛ, and the coefficients of f i,j (u), and these are obtained by Laplace transform of the B-model moduli:
In other words, the mirror map, which expresses the A-moduli in terms of the Bmoduli, is simply the Laplace transform.
BKMP conjecture ? BKMP conjecture [21, 4] claims that if we choose S =X to be the mirror curve of a toric Calabi-Yau 3fold X, then the W (g) n 's are the generating function of GromovWitten invariants of stable maps f : σ g,n → X with their boundaries on a Lagrangian submanifold L ⊂ X (to which is associated the coordinate x of S), i.e. the GromovWitten theory of M(X, L) g,n .
According to what we have just found, this would mean that the Gromov-Witten theory of M(X, L) g,n actually reduces to the the Gromov-Witten theory of a set of points {a 1 , . . . , a b }, where the a i 's are the invariant points of the torus symmetry of X. This would not be too surprising, since toric symmetry implies localization on invariant loci, and in particular near invariant points a i . This well known fact has given rise to the famous "topological vertex" theory [17, 7] .
However, BKMP conjecture is yet to be proved (it was proved so far to all genus g only for X = C 3 ), and our theorem here, doesn't give directly a proof... Now it remains to perform the sum over all graphs G, which is equivalent to a sum over all cut edges and for given cut edges, the sum over all subgraphs G i . Since every graphs and subgraphs contain at least one trivalent vertex, and the number of trivalent vertices is 2g i − 2 + n i , we have 2g i − 2 + n i > 0 for each subgraph G i , and thus the sum contains only stable terms. It is clear that the set of possible (cutting edges+ stable subgraphs), is in bijection with the nodal degenerations of a surface of genus g with n marked points. The derivation above, relied on exchanging the order of residues when σ = σ thanks to the fact that small circles around a σ and a σ don't intersect.
The exchange of order of residues can also work when σ = σ provided that we can move one circle through the other, which is possible if the integrand has no pole when circles cross each other. In particular, let us write:
the simple poles at z = a j , we see that this quantity has all the properties of ξ a i ,d+1 (z), and thus Then, defininǧ 
