Abstract. We consider optimizing a nonlinear objective function over a weighted independence system presented by a linear-optimization oracle. We provide an efficient algorithm that determines an r-best solution for nonlinear functions of the total weight of an independent set, where r depends only on certain Frobenius numbers of the individual weights and is independent of the size of the ground set. In contrast, we show that finding an optimal (0-best) solution requires exponential time.
The representation of the objective in the above composite form has several advantages. First, for d > 1, it can naturally be interpreted as multicriteria optimization: the d given weight vectors represent d different criteria, where the value of x ∈ S under criterion i is its ith total weight w i x and the objective is to minimize the "balancing" f (w 1 x, . . . , w d x) of the d criteria by the function f . Second, it allows us to classify nonlinear optimization problems into a hierarchy of increasing generality and complexity: at the bottom lies standard linear optimization, recovered with d = 1 and f the identity on Z; and at the top lies the problem of minimizing an arbitrary function, which is typically intractable, arising with d = n and w i = 1 i , the ith standard unit vector in Z n for all i. The computational complexity of the problem depends on the number d of weight vectors, on the weights w i j , on the type of function f and its presentation, and on the type of independence system S and its presentation. For example, when S is a matroid, the problem can be solved in polynomial time for any fixed d, any {0, 1, . . . , p}-valued weights w i j with p fixed, and any function f presented by a comparison oracle, even when S is presented by a mere membership oracle; see [1] . Also, when S consists of the matchings in a given bipartite graph G, the problem can be solved in polynomial time for any fixed d, any weights w i j presented in unary, and any concave function f (see [2] ), but on the other hand, for convex f , already with fixed d = 2 and {0, 1}-valued weights w i j , it includes as a special case the notorious exact matching problem, the complexity of which is long open [4, 5] .
In view of the difficulty of the problem already for d = 2, in this article we take a first step and concentrate on nonlinear optimization over a (singly) weighted independence system, that is, with d = 1, single weight vector w ∈ Z n , and univariate function f : Z → R. The function f can be arbitrary and is presented by a comparison oracle that, queried on x, y ∈ Z, asserts whether or not f (x) ≤ f (y). The weights w j take on values in a p-tuple a = (a 1 , . . . , a p ) of positive integers. Without loss of generality we assume that a is primitive, by which we mean that the a i are distinct positive integers having gcd(a) := gcd(a 1 , . . . , a p ) = 1. The independence system S is presented by a linear-optimization oracle that, queried on vector v ∈ Z n , returns an element x ∈ S that maximizes the linear function vx = n j=1 v j x j . It turns out that solving this problem to optimality may require exponential time (see Theorem 5.1), and so we settle for an approximate solution in the following sense. For a nonnegative integer r, we say that x * ∈ S is an r-best solution to the optimization problem over S if there are at most r better objective values attained by feasible solutions. In particular, a 0-best solution is optimal. Recall that the Frobenius number of a primitive a is the largest integer F(a) that is not expressible as a nonnegative integer combination of the a i . We prove the following theorem.
Theorem 0. 1 , a 2 ) , the algorithm provides an F(a)-best solution. Because F(2, 3) = 1, Theorem 0.1 (part 2) assures us that we can efficiently compute a 1-best solution in that case. It is natural to wonder then whether, in this case, an optimal (i.e., 0-best) solution can be calculated in polynomial time. We establish that this cannot be done (Theorem 5.1).
In the next sections, we develop the ingredients used to establish our main results. In section 1, we discuss a naïve solution strategy that does not directly lead to a good approximation but is a basic building block that we refine and repeatedly use later on. In section 2, we describe a way of partitioning an independence system into suitable pieces, on each of which we apply a suitable refinement of the naïve strategy. In section 3, we provide some properties of monoids and Frobenius numbers that will allow us to show that the refined naïve strategy applied to each piece gives a good approximation within that piece. In section 4, we combine the ingredients developed in sections 1-3, provide a bound on the approximation quality r(a), and provide an algorithm establishing a refined version of Theorem 0.1. In section 5, we establish that finding an optimal solution is intractable (Theorem 5.1).
Before proceeding, we provide some notation that will be used throughout the article. Some more specific notation will be introduced in later sections. We denote by R, R + , Z, and Z + the reals, nonnegative reals, integers, and nonnegative integers, respectively. For a positive integer n, we let N := {1, . . . , n}. We denote the jth standard unit vector in R n by 1 j . The support of x ∈ R n is the index set supp(x) := {j : x j = 0} ⊆ N of nonzero entries of x. The indicator of a subset J ⊆ N is the vector 1 J := j∈J 1 j ∈ {0, 1} n , so that supp(1 J ) = J. We denote the positive and negative parts of a vector x ∈ R n , respectively, by 
For integers z, s ∈ Z, and a set of integers Z ⊆ Z, we define z + sZ := {z + sx : x ∈ Z}.
A naïve strategy. Consider a set S ⊆ {0, 1}
n , weight vector w ∈ {a 1 , . . . , a p } n , and function f : Z → R presented by a comparison oracle. Define the image of S under w to be the set of values wx taken by elements of S:
As explained in the introduction, for a nonnegative integer r, we say that x * ∈ S is an r-best solution if there are at most r better objective values attained by feasible solutions. Formally, x * ∈ S is an r-best solution if
We point out the following simple observation. Proposition 1.1. If f is given by a comparison oracle, then a necessary condition for any algorithm to find an r-best solution to the problem min{f (wx) : x ∈ S} is that it computes all but at most r values of the image w · S of S under w.
Note that this necessary condition is also sufficient for computing the weight wx * of an r-best solution, but not for computing an actual r-best solution x * ∈ S, which may be harder.
Any pointx attaining max{wx : x ∈ S} provides an approximation of the image given by (1) {wx :
This suggests the following natural naïve strategy (see Figure 1 ) for finding an approximate solution to the optimization problem over an independence system S that is presented by a linear-optimization oracle. Unfortunately, as the next example shows, the number of values of the image that are missing from the approximating set on the left-hand side of (1) cannot generally be bounded by any constant. So, by Proposition 1.1, this strategy cannot be used as is to obtain a provably good approximation.
i=2m+1 1 i , and w := y + 2z, that is,
Naïve Strategy input independence system S ⊆ {0, 1}
n presented by a linear-optimization oracle, f : Z → R presented by a comparison oracle, and w ∈ {a 1 , . . . , a p } n ; obtainx attaining max{wx : x ∈ S} using the linear-optimization oracle for S ; output x * as one attaining min{f (wx) : x ≤x} using the algorithm of Lemma 1.3 below. 
and let S be the independence system
Then the unique optimal solution of the linear-objective problem max{wx : x ∈ S} isx := z, with wx = 4m, and therefore
So all m odd values (i.e., 1, 3, . . . , 2m − 1) in the image w · S are missing from the approximating set {wx : x ≤x} on the left-hand side of (1), and x * attaining min{f (wx) : x ≤x} output by the above strategy has objective value f (wx * ) = 2m, while there are m = n 4 better objective values (i.e., 1, 3, . . . , 2m − 1) attainable by feasible points (e.g.,
Nonetheless, a more sophisticated refinement of the naïve strategy, applied repeatedly to several suitably chosen subsets of S rather than S itself, will lead to a good approximation. In the next two sections, we develop the necessary ingredients that enable us to implement such a refinement of the naïve strategy and to prove a guarantee on the quality of the approximation it provides. Before proceeding to the next section, we note that the naïve strategy can be efficiently implemented as follows.
Lemma 1.3. For every fixed p-tuple a, there is a polynomial-time algorithm that, given univariate function f : Z → R presented by a comparison oracle, weight vector
Proof. Consider the following algorithm (see Figure 2 ). Since the value wx depends only on the cardinalities |supp(x)∩N i |, i = 1, . . . , p, it is clear that {wx : x ≤ x} = {wx ν : ν ≤ τ }. Clearly, for each choice ν ≤ τ it is easy to determine some x ν ≤x by zeroing out suitable entries ofx. The number of choices ν ≤ τ and hence of loop iterations and comparison-oracle queries of f to determine x * is
. . , p ; end output x * as one minimizing f (wx) among the x ν by using the comparison oracle of f . 
Partitions of independence systems. Define the face of
Our first simple lemma, which we state without proof, reduces linear optimization over faces of S to linear optimization over S.
n be the indicators of L, U , respectively, and let
Then either v > − n and w ∈ {a 1 , . . . , a p } n be arbitrary, and let 
Proof. Consider the following algorithm (see Figure 3) . It is clear that S λ μ is the union of the S U L over all choices S 1 , . . . , S p as above, and therefore x * is indeed a input independence system S ⊆ {0, 1} n presented by a linear-optimization oracle, w ∈ {a 1 , . . . , a p } n , and μ ≤ λ ; We will later show that, for a suitable choice of λ, we can guarantee that, for every block S = (a 1 , . . . , a p ) is the set of nonnegative integer combinations of its entries:
The gap set of a is the set G(a) := Z + \ M (a) and is well known to be finite [3] . If all a i ≥ 2, then G(a) is nonempty, and its maximum element is known as the Frobenius number of a and will be denoted by F(a) := max G(a). If some a i = 1, then G(a) = ∅, in which case we define F(a) := 0 by convention. Also, we let F(a) := 0 by convention for the empty p-tuple a = () with p = 0.
Example 3.1. If a = (3, 5), the gap set is G(a) = {1, 2, 4, 7}, and the Frobenius number is F(a) = 7.
Classical results of Schur and Sylvester, respectively, assert that for all p ≥ 2 and all a = (a 1 , . . . , a p ) with each a i ≥ 2, the Frobenius number obeys the upper bound
with equality F(a) + 1 = (a 1 − 1)(a 2 − 1) holding for p = 2. See [3] and references therein for proofs. Define the restriction of M (a) by λ ∈ Z p + to be the following subset of M (a):
We start with a couple of simple observations.
Recall that for z, s ∈ Z, and Z ⊆ Z, we let z + sZ := {z + sx : x ∈ Z}. Observation 3.3. For every λ ∈ Z p + , we have M (a, λ) = {0, 1, . . . , λa}. {0, 1, . . . , λa}\( G(a) ∪ (λa − G(a) 
+ . Let j be an index such that μ j > λ j . Claim 1. There are at least two indices k for which μ k < λ k /2. Next, for every integer 0 ≤ γ ≤ a j − 1, consider the two-variable integer linear program:
Claim 2. For some γ ≤ a j /2 , there is a nonzero optimal solution to P γ , such that
Proof of Claim 2. For the purpose of establishing Claim 2, we assume, without loss of generality, that gcd(a j , a k , a l ) = 1; if this did not hold, we could just divide the integers a j , a k , a l by their greatest common divisor, thus proving a stronger result.
Subclaim 2.1. The integer program P γ is feasible for all integers 0 ≤ γ (≤ a j − 1) that are integer multiples of gcd(a l , a j ). Subclaim 2.2. In fact, for γ = z k gcd(a l , a j ) with z k ∈ Z + , we have that
Subclaim 2.4. For integer γ ≥ a j / gcd(a k , a j ), we write γ uniquely as
Now we are in position to complete the proof of Claim 2. First, if gcd(a l , a j ) ≥ 2, then Claim 2 follows because
is a feasible solution of P 0 with x l (0) ≤ a j /2 . So, we can assume from now on that gcd(a l , a j ) = 1.
We denote by Ω the set of all integers 0 ≤ γ ≤ a j − 1 for which P γ is feasible. Next, assume that gcd(a k , a j ) ≥ 2. Then, by what we have shown already,
such that P γ has a feasible solution with x l (γ) = 1. So we now can further assume that gcd(a k , a j ) = 1.
Then
is an integer between 0 and a j − 1, it follows that there must exist a γ
Hence we have established Claim 2.
Notice that this then also implies that
which implies x * j (γ * ) ≤ max(a). Now, define a new p-tuple ν by
Because x * j (γ * ) ≤ max(a), it follows that ν j > 0. Moreover, for i ∈ {k, l}, 0 ≤ ν i ≤ λ i . Therefore, ν is nonnegative, satisfies νa = μa = v, and has lesser violation than μ, which is a contradiction to the choice of μ. So indeed v ∈ M (a, λ), and we have established part 1 of the theorem.
Before continuing, we note that a much simpler elementary argument can be used to establish part 1 of the theorem under the stronger hypothesis: λ i ≥ 2 max(a) for i = 1, . . . , p.
We next proceed with establishing part 2 of the theorem. We begin by using induction on p. 
implying that the left-hand side of (6) is in fact equal to {0, 1, . . . , λa}. Therefore, λ is indeed saturated. This completes the double induction, the proof of part 2, and the proof of the theorem.
Obtaining an r-best solution.
We can now combine all the ingredients developed in the previous sections and present our algorithm. Let a = (a 1 , . . . , a p ) be a fixed primitive p-tuple.
Finally, define
The next corollary gives some estimates on r(a), including a general bound implied by Theorem 3.4. 1
. An upper bound on r(a) is given by r(a) ≤ (2 max(a))
p . 
For divisible a, we have r(a)
Part 2: If a is divisible, then the least entry of every nonempty a λ μ is 1, and hence F(a = (a 1 , a 2 ) , the algorithm provides an F(a)-best solution.
Proof. Consider the following algorithm (see Figure 4) . First note that the number of p-tuples μ ≤ λ and hence of loop iterations and applications of the polynomial-time algorithms of Lemmas 1.3 and 2.3 is
p , which is constant since a is fixed. Therefore, the entire running time of the algorithm is polynomial. 
In particular, for every x ∈ S λ μ we have wx ∈ h+gM (ā) and wx ≤ wx μ = h+gσ(x μ )ā, and therefore
Let T := {x : x ≤ x μ }. Clearly, for anyν ≤σ(x μ ) there is an x ∈ T obtained by zeroing out suitable entries of x μ such thatσ(x) =ν and σ i (x) = σ i (x μ ) = μ i for i / ∈ I, and hence wx = h + gνā. Therefore, 
Therefore, by Theorem 3.4, we conclude thatσ(x μ ) = (σ i (x μ ) : i ∈ I) is saturated forā, and hence 
This implies that
w · S λ μ \ w · T ⊆ h + g (σ(x μ )ā − G(ā)) ,
Finding an optimal solution requires exponential time.
We now demonstrate that our results are best possible in the following sense. Consider a := (2, 3). Because F(2, 3) = 1, Theorem 0.1 (part 2) assures that our algorithm produces a 1-best solution in polynomial time. We next establish that a 0-best solution cannot be found in polynomial time. 
Let S be the independence system generated by T 0 ∪ T 2 , that is,
Note that the w-image of S is
For every y ∈ T 1 , let S y := S ∪ {y}. Note that each S y is an independence system as well, but with w-image
that is, the w-image of each S y is precisely the w-image of S augmented by the value 5m − 1. 
Now y, z ∈ Y (c) and Therefore, the algorithm cannot tell whether the oracle presents S or S y and hence can neither compute the w-image of the independence system nor solve the nonlinear optimization problem correctly.
Appendix. Claim 1. There are at least two indices k for which μ k < λ k /2. Proof. We note that μ j < λ j trivially implies The right-hand side of (11) is negative; therefore, the left-hand side is also negative. Suppose that there is but a single index k for which a summand on the left-hand side of (11) We observe that we must have μ k − λ k > −a j ; otherwise we could decrease the violation by decreasing μ j by a k and increasing μ k by a j . But μ k − λ k > −a j implies that Proof. Suppose that γ := z k gcd(a l , a j ) for some z k ∈ Z + . By Bézout's Lemma, there are integers β j , β l such that a j β j + a l β l = gcd(a l , a j ).
Moreover, there is an infinite family indicated by a j (β j + ta l / gcd(a l , a j )) + a l (β l − ta j / gcd(a l , a j )) = gcd(a l , a j ), with t ranging over Z. Multiplying through by z k a k and rearranging terms, we obtain a j (z k a k (β j + ta l / gcd(a l , a j ))) + a l (z k a k (β l − ta j / gcd(a l , a j ))) = z k gcd(a l , a j )a k = γa k . Now, for a sufficiently large positive integer t, we will have
and so x j (γ) := z k a k (β j + ta l / gcd(a l , a j )) , −x l (γ) := z k a k (β l − ta j / gcd(a l , a j ))
will be a feasible solution to P γ . Thus we have established Subclaim 2.1.
