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Abstract - External sources push data streams into the warehouse with a wide range of inter arrival times. 
The warehouse has to be updated immediately with this new data, so that the applications defined on this 
updated data can take the immediate action. When the new data arrives, each updating is considered as a 
job and the jobs are then scheduled to the tracks whenever they become free to update, so always 
checking should be done to know whether the track is free or not. So here to avoid checking pooled tracks 
are used, in the pooled tracks concept when a track is free then the job will be assigned to that track. 
When a particular track completes its job and other jobs are waiting for execution then the track is sent 
back to the pool. So here there is no need for a new job to check for the availability of the free tracks, it 
can take directly from the pool. So the updating time will be reduced.
The scheduling criteria’s according to which this pooled and non pooled usage of tracks comparison is 
done are total time required to update the jobs, response time, waiting time. 
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I. INTRODUCTION
Generally Data Warehouse is a central repository 
of data which will be created by integrating data 
from one or more different sources. It stores current 
as well as historical data. Streaming data is a data 
flow that determines, for which time which data 
item has to be scheduled to enter or leave into a 
processing unit or block.
The updation of Traditional data warehouses is 
done during downtimes [15] and store layers of 
various complex materialized views [3] over 
terabytes of historical data. Data Stream 
Management Systems (DSMS) support simple 
analyses on the data which arrived recently in real 
time. Streaming warehouses [1] will combine the
features of these two systems to maintain a unified 
view of current and historical data. This helps us to 
take a real-time decision for business-critical 
applications that receive streams of append-only 
data from external sources.
There are various warehouse maintenance policies, 
such as immediate (update views whenever the 
base data change), periodic and deferred (update 
views only when queried). However choosing of all 
the tables that are now out-of-date due to the arrival 
of new data and also choosing which table should 
be updated next is a complex task.
Immediate view maintenance will be appeared as a 
reasonable solution for a streaming warehouse 
(deferred maintenance will increases query 
response times, especially if high volumes of data 
arrive between queries, while periodic maintenance 
will delays updates which arrive in the middle of 
the update period). That is, whenever new data 
arrives then base table T should be updated 
immediately. After T has been updated, then the 
updation of materialized views will be triggered 
which are sourced from T, after that all the views 
defined over those views will be updated, and so 
on. The problem with this approach is that when 
new data arrive on multiple streams, there is no 
mechanism for limiting the number of tables that 
can be updated simultaneously. Running too many 
parallel updates will degrade the performance due 
to memory and CPU-cache thrashing, disk-arm 
thrashing, context switching, etc. This motivates 
the need for a scheduler that limits the number of 
concurrent updates and determines which job (i.e., 
table) to schedule (i.e., update) next.
Figure 1.1 A Streaming Data Warehouse
Fig. 1.1 is a streaming data warehouse. In this each 
data stream i is generated by an external source, 
that consists of new data with one or more records, 
arrives at the warehouse with period Pi. If period of 
a stream is unknown or unpredictable, then the user 
can choose a period with which the warehouse 
should check for new data. Examples of various 
streams collected by an Internet Service Provider 
include router performance statistics such as usage
of cpu, system logs, updates of routing table, link 
layer alerts, etc. An important property of the data 




A streaming data warehouse
tables, they are 
loaded directly from a data stream. A derived table 
is a materialized view 
query over one or more (base or derived) tables. 
For each table Tj, 
defined as those which directly or indirectly serve 
as its sources, and a set of its dependent tables as 




When new data arrive on stream i, then
Ji is released whose 
ETL tasks, load the new data into the 
corresponding base table Ti, and update any 
indices. When this update job
jobs are released for all 
sourced from Ti in order to propagate the new data
that have been loaded into Ti. The derived tables 
has to reflect the state of their source
point in time[17], [18
update scheduler is to decide which of the released 
update jobs to execute next.
stored in the warehouse should be consistent
II.
Here the 
streaming data warehouses, which combine the 
features of 
data stream systems. 
streams into the warehouse with a wide range of 
inter arrival times. The traditional general
warehouses are typically refreshed during 
downtimes, streaming warehouses are updated 
when new data arrives. Here the streaming 
warehouse update problem will be modelled as a 
scheduling problem, where jobs correspond to 
processes that
The main 
propagate newly arrived data across all the relevant 
tables and 
possible. Once new data are loaded, the 
applications which are defined on the warehouse 
can take immediate action. This allows businesses 
those are dependent on this updated data can make 
decisions in nearly real time, which leads to 
increased profits, improved customer satisfaction, 
and serious problems.
updated data in the real time data warehouse
[7].
Here the streaming data is taken as input that has to 
be updated and each updating job is allotted to a 
specific track so that it will update the relevant 
tables. So that the tables will contain historical data 
as well as new data.
-only, i.e., existing records are cannot be
base and derived
set of its ancestor tables
consider




both traditional data warehouses and 
load new da
objective of a streaming warehouse is to 
the materialized 
maintains two types of 
. A base table is 
which is defined as an SQL 
T1, T2 and T3 are 
purpose is to execute the 
is completed, update 
the tables 
].The main 
The data that was 
to update scheduling in 
External sources push data 
ta into tables.
views [1]
This mainly depends upon 




that are directly 
as of some 




as quickly as 
[5], 
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Here whenever streaming data arrives that contains 
jobs that are to be updated to the tables, those jobs 
are to be arranged in an orde
update the respective tables accordingly. The jobs 
are allotted to the tracks according to their vacancy. 
Here the contribution is tracks in the form of a pool 
and then jobs are scheduled to the tracks that are 
pooled for updating t
the updating job of a particular track is completed 
then again the track will be placed into the pool. So 
the updating of jobs wi
by using the various 
done between the time 
tables with the normal tracks and the pooled tracks.
III.
Streaming data is a
which time which data item is scheduled to enter or 
leave into a 
streaming data is generated, 
jobs that have to be updated to the respective 
tables.
new data into tables
A.
When the streaming data 
these jobs has to be initially clustered.
The first step in the new algorithm that follows 
proportional partitioning 
clusters of similar jobs. While there are many ways 
to do this, we use the following algo
takes k as a parameter. In general, choosing a small 
value of k may create many small clusters of jobs 
whose execution times are similar, using a larger k 




any number of tracks. This is useful if we know the 
optimal number of tracks (i.e., the optimal level of 
parallelism) for the given warehouse.
The Proportional strategy uses the following
scheduling algorithm:
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[19] comparison is 
that determines, for 
that consists of update 










In this algorithm when the job arrives for 
scheduling then initially it checks the availability of
free tracks that are under 
belongs. If they are busy i.e., they are not available 
then the job checks for the ot
comes under other clusters
busy then the execution of the
until any track becomes available.
C.   Scheduling the Jobs to Pooled Tracks
When the scheduling is performed by using the 
proportional partitioning strategy to the non pooled 
tracks then time will be wasted for the checking of 
availability of free tracks when ever new job 
arrives for scheduling. So to reduce the time that 
has wasted for the availability of free tracks the 
pooling concept of tracks is used.
Figure 3
The scheduling is done by using poo
shown in figure 3
to their execution time and then tracks are allotted 
to these jobs
a pool. Whenever an update job arrives then a track 
from the pool is taken and that job will be assigned 
to that track after the completion of updation and 
the remaining jobs are waiting for the tracks then 
the track is again placed in the pool. So that 
whenever new job arises then track will be directly 
taken from the pool and there should be no 
checking of whether the track is free or not i.e., if 
.1 Architecture of scheduling using pool 
of tracks
.1. Here jobs
. In this tracks are taken in the form of 
cluster
her free tracks
. If all the tracks are 
job has to be delayed 
are sorted according 
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l of tracks is 
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any track is free then it will be available in the 
pool. 
When the streaming data arrives for updation first 
those are sorted according to their execution times 
and then they are clustered by using the algorithm 
that follows the proportional partitioning strategy. 
When the update jobs are cluster
to be scheduled to the tracks according to 
scheduling algorithm which follows proportional 
partitioning strategy. Scheduling of jobs to the non 
pooled tracks is shown in below figure.
The above figure i.e., figure
the jobs to the tracks. These scheduling has done by 
using the scheduling algorithm. Here non pooled 
tracks are used. In this the availability of free tracks 
is checked and then the jobs will be allotted.
track is free then the job will be allotted to that 
track. 
When pooled tracks are used for scheduling then all 
the jobs will be updated quickly. Scheduling the 
jobs for pooled tracks is shown in below fig
Figure 4
The figure 4
pool of tracks. In this scheduling when new job 
arrives for updation
pool and the new job will be allotted to it, after the 
completion of task again the track w
the pool.
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Comparison is done between the time required to 
update the tables by using the nonpooled tracks i.e., 
tracks are not present in the form of a pool and 
pooled tracks. When pooled tracks are used, the 
updation can be done quickly because the checking 
of availability of the free tracks is not needed. The 
checking is not required because when a track 
completes its job then it will be returned to the pool 
to take up another job. The comparison is also done 
between the response time i.e., the time at which 
the first update has done using pooled and non 
pooled tracks. The jobs waiting time to get the 
track is also compared. The jobs that are scheduled 
to the non pooled tracks takes the more waiting 
time when compared to the jobs that are scheduled 
to the pooled the tracks.
Figure 4.3. Update time comparisons
Figure 4.3 Shows the update time comparison 
between the usage of pooled and non pooled tracks. 
Here X- axis shows the pooled and non pooled 
tracks and Y-axis shows the time in milli seconds.  
Pooled tracks will take less time to update the jobs 
to the tables when compared to the non pooled 
tracks because checking the availability of free 
tracks is not needed.
Figure 4.4. Response time comparisons
Figure 4.4 shows the response time comparison 
between the usage of pooled and non pooled tracks. 
Here X-axis shows the pooled and non pooled 
tracks and Y-axis shows the time in milli seconds. 
Here the time required to update the first job to the 
tables by using the pooled and non pooled tracks is 
compared. The pooled tracks give the fast response.
Figure 4.5. Waiting time comparisons
Figure 4.5 shows the waiting time comparison 
between the usage of pooled and non pooled tracks. 
Here X-axis shows the pooled and non pooled 
tracks and Y-axis shows the time in milli seconds. 
The jobs allotted to the non pooled tracks waiting 
time is more when compared to the pooled tracks.
V. CONCLUSION
In this paper, we discussed and solved problem of 
non preemptively scheduling updates in a real-time 
streaming warehouse. The way how the problem is 
solved by using the non pooled and pooled tracks 
has explained in a detailed manner. The 
comparison is done between the pooled and non 
pooled tracks in terms of updating time and shown 
that pooled tracks will update the jobs quickly. 
As future work, a strategy can be developed that 
can handle the input streaming data which is burst
and it has to handle the data rate fluctuations. It 
will be better to handle that burst data within a 
minimum time. So that updating will be done very 
fast.
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