ABSTRACT Artificial intelligence can learn some concepts by analyzing sensory data similarly to humans. This paper explores how artificial neural networks (ANNs) can learn abstract concepts by analyzing tongue images based on concepts from traditional Chinese medicine (TCM), which is a discipline that relies heavily on practitioner experience. A computer-aided method will be investigated that analyzes sensory data for TCM practitioners. This paper proposes capitalizing on deep learning techniques. A method called the conceptual alignment deep autoencoder (CADAE) is proposed to analyze tongue images that represent different body constitution (BC) types, which are the underlying concepts in TCM. In the first step, CADAE encodes the images to a representation space; in the second step, it decodes the patterns. The experiments demonstrate that CADAE can learn effective representations of abstract concepts aligned with BC types by encoding the tongue images. Furthermore, the representation space of the hidden conceptual neurons can be visualized by a decoder network. The experiments also demonstrate that ANNs acquire different data perspectives when different loss functions are used for training. Numerous representation spaces of ANNs remain to be explored. To some extent, our exploration demonstrates that artificial intelligence (AI) has the ability to learn some concepts in a manner similarly to human beings. Based on this ability, AI shows promise in helping humans form new effective concepts that can facilitate medical development and alleviate the burdens of medical practitioners.
I. INTRODUCTION
Human beings possess the miraculous ability to recognize facets of their complicated world by seeing, listening, and touching. However, recognizing the health of our own bodies is still a difficult task. A human body can be regarded as a complex dynamical system that can be described by numerous concepts, for example, body weight, temperature, heart rate, blood pressure, and so on. In total, however, the mechanisms involved in human bodies are too complicated to be recognized comprehensively. Although it is difficult to understand human body mechanisms well enough to model the system precisely, we can form abstract concepts such as health states to generalize the complicated human body phenotypes. Over the long history of human society, conceptual health states have gradually been formed through observations, records, and analyses. With the development of computer technology and bioinformatics, human beings have remarkably extended their abilities for acquiring, storing, and computing data. These advances mean that we can obtain more comprehensive human body data and record them for retrieval and analysis with computer assistance.
Traditional Chinese medicine (TCM) is built on a foundation of more than 2,500 years of Chinese medical practice. TCM can be regarded as a type of data analysis that collects sensory data from a human body and analyzes them to diagnose the body's health state. TCM was popular in ancient times because it involves simple, non-invasive, painless, and inexpensive diagnostic methods without requiring modern medical apparatus. To collect subtle information concerning a human body, TCM practitioners use four well known TCM diagnostic methods: 1) Inspection involves examining the patient using the doctor's vision to evaluate the vitality, color, figure, and posture of the patient's whole or partial body and changes in the configuration, color, texture, and quality of the patient's discharges. 2) Auscultation & olfaction involve finding abnormal sounds through auditognosis (listening) to the patient's speech, respiration, cough, and so on, while olfaction evaluates the smell of the patient's body, secretions, and excreta through osphresis (smelling). 3) Interrogation, involves knowing the onset, development, treatment, present symptoms, and other disease information by questioning the patient or relevant people to make a diagnosis. 4) Palpation includes taking the patient's pulse and body pressing/touching. These are diagnostic methods in which the doctor uses his tactile sense (fingers and palms) to touch the patient's body to obtain diagnostic data. The pulse examination involves feeling the pulse, while body pressing/touching involves touching and pressing different parts of the patient's body, such as the skin, hands, feet, chest, abdomen, and so on. Traditional Chinese medical practitioners assess a person's health state by collecting and analyzing clinical information based on these four diagnostic methods. They use only their sensory perceptions, without resorting to any apparatus, and can diagnose internal pathological changes by observing and analyzing external signs. Then they build their analytical theories based on the clinical information collected through the four diagnostic methods.
TCM includes many abstract concepts to explain the mechanism of human body. Body constitution (BC), an ancient core concept in TCM, is widely applied in daily practice by Chinese medical practitioners [1] . Wang [2] developed a Constitution in Chinese Medicine Questionnaire (CCMQ) that synthesized the traditional diagnostic methods to measure nine BC types, as illustrated in Table 1 . The CCMQ includes 60 measurement items that correspond to the four diagnostic methods. The CCMQ was developed through expert panel discussions and validation using 2,854 Chinese subjects [3] . Its reliability and construct validity were then demonstrated using 2,500 people from five different geographical districts in China [4] . The CCMQ has been used in nationwide campaigns in Chinamainly in epidemiological studies on the prevalence of BC types [5] . We have also explored the BC types based on the scores of CCMQ items [6] .
We attempt to explain the basic methodology of TCM diagnosis as follows: 1) conceptual health states are formulated by experts summarizing the observations of a large number of bodies in a population; and 2) in turn, these concepts are used to classify the population. In this paper, we focus on analyzing tongue images to form the BC-type concepts using deep autoencoder techniques. The main contributions of this paper are summarized as follows: 1) We provide insight into the BC types by illustrating the process by which BC concepts are formed from the viewpoint of a computer. We propose using a conceptual alignment deep autoencoder (CADAE) to analyze the sensory data while illustrating the mapping process from the human body phenotypes to the latent BC types. 2) We formalize and analyze the framework, objective, and training procedure of CADAE. The proposed CADAE can cause the representation space of the hidden neurons to align with human knowledge. 3) We implement and compare three different CADAE architectures used to analyze tongue images representing 9 BC types. We also compare the proposed method with the Generative Adversarial Networks (GANs) method [7] . 4) Our experimental results demonstrate that CADAE can acquire different perspectives of data when we use different loss functions to train it. We also explored the aligned representation space of the hidden conceptual neurons in CADAE. The rest of this paper is organized as follows. In Section II, we provide an overview of the related work. The information processing and the conceptual alignment deep autoencoder are introduced in Section III, where we also propose our objective function and the training algorithm. Next, Section IV describes the experiments and their results to illustrate how to use the conceptual alignment deep autoencoder to analyze the BC types. Finally, we present conclusions and discuss future work in Section V.
II. RELATED WORK
In applying artificial intelligence to medical diagnosis, most of the attention has focused on supervised learning tasks, which usually involves using labeled dataset to train a model for classification or prediction. The literature includes traditional models such as logistic regression (LR), the support vector machine (SVM), decision tree, and artificial neural networks (ANNs) [8] , [9] . Caruana et al. [10] proposed an intelligible and accurate model for predicting pneumonia risk and hospital 30-day readmissions. Recently, deep learning methods are becoming increasingly prevalent in medical image analysis. Deep belief networks (DBNs) have been used to diagnose Alzheimer's disease based on Magnetic Resonance Imaging (MRI) brain images [11] - [13] . Kawahara and Hamarneh [14] used a convolutional neural network (CNNs) to classify skin lesions. Kawahara et al. [15] applied a CNN-like architecture to a brain connectivity graph derived from MRI diffusion-tensor imaging. Setio et al. [16] used CNNs to classify points of interest in chest CTs as either a nodule or non-nodule. Zhao et al. [17] used stacked autoencoders to learn deep features from cryosection brain images. Deep learning methods greatly boost the recognition ability for high-dimensional data, in some cases they approach human levels. Gulshan et al. [18] fine-tuned a pretrained Google Inception network that performed comparably to a panel of seven certified ophthalmologists. Another prominent work by Esteva et al. [19] demonstrates an AI approach capable of classifying skin cancer at a competence level comparable to that of dermatologists. Their deep CNNs achieved a performance on par with all tested experts across both tested tasks. Interested readers can find additional references in Litjens et al. [20] , who provided a survey on deep learning in medical image analysis that included studies on image classification, object detection, segmentation, registration, and so on. However, few works have investigated using machine learning or deep learning methods to analyze data and form abstract concepts in accordance with those of human beings.
In the research area of body constitution (BC) types in traditional Chinese medicine (TCM), Wang et al. [21] reviewed the establishment of the standard for classifying 9 BC types. Lu et al. [22] explored the relationship between TCM patterns and biomedical diagnoses. Furthermore, Jiang et al. [23] used the LR model to research the association between TCM BC types and maternal symptoms related to pregnancy, finding that women with unbalanced constitutions in early pregnancy have a greater likelihood of severe nausea and vomiting and poor sleep during pregnancy. To investigate the relationship between TCM classification and genetic classification, Yu et al. [24] used an SVM model to classify genetic samples. From a machine learning perspective, Zhao et al. [25] provided a comprehensive overview of patient classification for TCM with respect to the four TCM diagnosis methods. However, only a few works have employed deep learning methods for TCM. Hu et al. [26] introduced deep CNNs into wrist pulse signal analysis. Liu et al. [27] employed DBNs to recognize common symptoms of chronic gastritis in TCM. However, to the best of our knowledge, no detailed work exists that analyzes the formation of TCM concepts such as BC types based on machine learning methods.
III. METHODS
It is worthwhile to have understand the information processing concepts before introducing our methods. Therefore, we present an artificial neural network graph to provide a general overview, see Fig. 1 . Any perceptible entities in our world are bound to emit information to their external environments. To recognize such an entity, we must acquire its emitted information as comprehensively as possible. Typically, such information is recorded by heterogeneous data. Thus, we need to transform the raw heterogeneous data into a reduced representation space that still retains the key information. The result is that we can use these compacted forms to represent different entities. By running the information process in reverse, it is possible to use these compacted forms FIGURE 1. An illustration of the information encoding and decoding process for an entity. The entity emits information to the external environment. Some of this information is acquired as raw data, and some is lost. The acquired raw data are usually noisy and high-dimensional; therefore, it is necessary to transform them into a compact form to generalize the entity information. From the resulting compact forms, it should be possible to restore the virtual entity corresponding to the original entity.
to restore the virtual entities corresponding to the original entities.
To some degree, both human analyses and computerized data processes process information in a similar manner. Human beings typically form many abstract concepts to label the entities, while computer systems use different numbers to classify the samples. One main purpose of this paper is to demonstrate the process of discovering the nine BC types from a computer system perspective. Among the unsupervised feature learning and deep learning methods [28] , the stacked autoencoder [29] is a compact but powerful technique that can be used to encode high-dimensional data into a compact representation space [30] , [31] . In our framework, we employ deep autoencoders to process heterogeneous TCM data, which could consist of face images, tongue images, pulse signals, or questionnaire scores. We compress the information of the heterogeneous data into a representation space of latent health states. Moreover, we want this representation space to be aligned with preexisting human concepts such as the BC types. In the following subsection, we propose our method, termed the Conceptual Alignment Deep AutoEncoder (CADAE), which is derived from an autoencoder.
A. CONCEPTUAL ALIGNMENT DEEP AUTOENCODER 1) AUTOENCODER
Initially, we briefly review the artificial neural network structure of an autoencoder. Fig. 2 illustrates an autoencoder structure. For each input sample, we train the network to let y i = x i (i ∈ {1, ..., n}) as much as possible. We can apply an unsupervised learning algorithm that uses the backpropagation (BP) algorithm [32] , setting the target values to be equal to the FIGURE 2. An autoencoder architecture with three layers, including an input layer, a hidden layer, and an output layer. The dimension of the output layer is equal to that of the input layer, while the middle hidden layer uses a reduced-dimensional representation vector to encode a representation of the input layer and reconstruct it in the output layer.
inputs. The units h i (i ∈ {1, ..., k}) in the hidden layer are the coded versions of the input samples. Typically, the number of the neurons in the hidden layer is less than the number of input neurons, i.e., k < n. After the neurons in the hidden layer can reconstruct the original input data, we can use these lowdimensional neurons to encode the information in the highdimensional input data.
The forward propagation of the autoencoder can be formulated as
where h is a vector to represent the hidden units, σ (·) is an element-wise non-linear activation function, which can be a sigmoid function, tanh function, Rectified Linear U nit (ReLU), and so on [33] . W (1) is the weight matrix between the input layer and the hidden layer, and W (2) is the weight matrix between the hidden layer and the output layer. x is a vector that represents the input units, and y is a vector that represent the output units. b 1 is the bias unit of the input layer and b 2 is the bias unit of the hidden layer (not included in the figure for simplicity).
2) DEEP AUTOENCODER
However, an autoencoder with only one hidden layer has a limited capability to implement intricate non-linear mapping. The autoencoder structure can be extended by stacking many layers. After having trained an autoencoder, we can then use its hidden layer units as the inputs to another autoencoder that carries out further dimensionality reduction, forming a deep autoencoder as illustrated in Fig. 3 . Alternatively, we can pre-train the deep autoencoder in a layer-by-layer fashion before training the entire network. Each hidden layer is a representation space; therefore, the purpose of a deep autoencoder is to accomplish multiple representation space mapping. Increasing the depth of an autoencoder can exponentially reduce the computational cost of approximating some functions, and exponentially reduce the amount of training data required. Experimentally, deep autoencoders have a much better compression performance than do corresponding shallow autoencoders [34] . We also can formulate a deep autoencoder as a recursive equation as shown in (1) and (2),
To apply the deep autoencoder model, the only remaining work is to use training data to determine the parameters (W , b). Because deep autoencoders are also feedforward networks, we can train them using the typical BP algorithm.
3) CONCEPTUAL ALIGNMENT DEEP AUTOENCODER
The models of artificial neural networks are usually considered unexplainable, because we do not understand the elusive features that the neurons extract from the input data. In other words, the recognizable features or concepts typically acquired by machines are different from those of human knowledge. Therefore, in this paper, we propose a semisupervised method that causes the hidden representation space of a deep autoencoder to align with human knowledge. In reality, teaching artificial neural networks about human concepts is not terribly difficult. For example, when we use supervised learning techniques with human-labeled data to train a model to classify different objects, we are essentially teaching the model the human concepts of objects. The human-labeled dataset embodies the human concepts and can be used to train an artificial neural network to match the defined concepts. Accordingly, our method utilizes the information in the data labels to constrain the hidden neurons in the deep autoencoder. During the training phase, we add another objective that relates the activation values of certain hidden neurons with the labels of corresponding samples. We propose our objective function and an algorithm to train our semi-supervised deep autoencoder in subsection III-C. However, before that, we need to introduce how to build the specific deep architectures of the deep autoencoder networks.
B. BUILDING THE DEEP ARCHITECTURES
For a specific deep autoencoder application, we must define a specific architecture that includes the input dimension, the output dimension, the number of hidden layers, the number of neurons, the activation function, and the connection VOLUME 6, 2018 types. The input layer should have a fixed number of units in accordance with the input data. For example, if we build an image dataset in which all the images are sized to 64 × 64 × 3 pixels, the input layer should be set to 12,288 units to represent the intensity values of each pixel. At the end of the network, the output layer must have the same number of units as the input layer because the objective is to reconstruct the input data.
We can decompose a deep autoencoder into two main parts. The front part is the encoder, which enforces the dimensionality reduction of the input data layer by layer, while the back part is the decoder, which reconstructs the original data from the compressed codes. In other words, the hidden layers in the encoder part tend to reduce the numbers of neurons layer by layer, while the hidden layers in the decoder part tend to increase the numbers of neurons layer by layer. The middle layer with the fewest neurons functions as both the output layer of the encoder part and also as the input layer of the decoder part. The neurons of this layer determine the compressed representation space for the original data.
Similar to other deep neural network designs, the hidden layers of deep autoencoders can use different connection types. The general type is the fully connected layer, in which all the output neurons from the previous layer link to each of its neurons. A major disadvantage of a fully connected layer is that the growth in the number of neurons will exponentially increase the number of parameters and the training time. To reduce the number of parameters and computations, the connection type can be restricted and shared. Convolutional neural networks (CNNs) typically use sparse connectivity and shared weights. Recently, the most successful architectures of deep learning in image processing have been CNNs; deep CNNs show a high potential for performing generalized, highly variable tasks across many fine-grained object categories [19] , [35] - [39] . CNNs are biologically-inspired variants of multi-layer neural networks. CNNs exploit spatially-local correlations by enforcing a local connectivity pattern between the neurons of adjacent layers. In other words, the inputs of the hidden neurons in a convolutional layer are a subset of the neurons in the previous layer-the neurons that have spatially contiguous receptive fields.
Convolutional and pooling layers are two typical structures in CNNs; both are partially connected networks. Each neuron in the convolutional layer connects only to a receptive region of the adjacent neurons in the input layer. We use the term ''filter'' for the weight vector of the receptive field. The filter performs convolution across the full input data to produce the convolutional layer neurons and form a feature map. Of course, we can train as many filters as we want. Formally, let x be the input data vector and W = {W 1 , ..., W K } be the filters. The neurons in the CNN layer can be computed as follows:
where F k is the kth feature map that contains the neurons acquired by the filter W k , and b k is a bias parameter. The function of a pooling layer is to aggregate the statistics of the regional features. The typical method is to compute the mean or max value of the regional neurons, called meanpooling and max-pooling respectively. These summary statistics are much lower in dimension; consequently, the pooling layer greatly reduces the computational cost and improves the model's performance. The architectures of the encoder and decoder parts of networks can be stacked using different types of hidden layers: fully connected layers, CNN layers, or other types. For the encoder part any architecture can be a good design if can extract the informative features from the input data and encode the information into compressed form. Similarly, for the decoder part, any architecture that can restore the original data from the compressed form can be considered a good design.
C. TRAINING DEEP NEURAL NETWORKS
After building a specific architecture for the deep autoencoder network, we need to compile a training dataset to optimize the parameters of the networks. One objective is to reconstruct the original input data at the output layer. We can use different loss functions to formulate this objective. A straightforward loss function is the 2 loss function:
where y i is the ith output unit and x i is the ith input unit. The loss value, R(W , b; x), is minimized (0) when the corresponding n output units equal the n input units. A regularization term is usually added that constrains the magnitude of the weights. Thus, the final objective function for optimization is
Note that other loss functions could be used, such as the sigmoid cross-entropy loss function:
The input units, x i , should be normalized between 0 and 1. The output units, y i , are then also mapped between 0 and 1 by the sigmoid function.
To cause the representation space of the hidden neurons to align with human knowledge, we introduce another supervised loss function for deep autoencoders. In this case, we want to utilize the information contained in the data sample labels, which represent the human concepts. Given a conceptually labeled data sample (x, l) for a hidden layer that has m neurons, the 2 loss form can be computed as
where W s and b s are the subsets of W and b, respectively. Certainly, (8) can be replaced by other types of loss functions, such as the sigmoid cross-entropy function. The combination of the reconstruction loss R(W , b; x) and the conceptual supervised loss S(W s , b s ; x, l) forms the total loss of the proposed conceptual alignment deep autoencoder. Therefore, the final objective function can be written as follows:
where λ is a hyper-parameter that performs a tradeoff between the reconstruction loss and the conceptual supervised loss. Typically, we can set λ = 1. We can enhance the quality of the reconstructed images by decreasing the λ, or further adjust the representation space of latent hidden neurons by increasing the λ. For a training dataset (X, L) that contains k samples, we can calculate the overall loss using
After selecting a loss function as the objective function, we can use optimization methods such as the gradient descent algorithm, to adjust the networks parameters and search for the minimum loss value. The gradient descent computes the partial derivatives of the objective function with respect to the weights W and biases b. The key problem here is how to calculate the partial derivatives. The backpropagation (BP) algorithm [32] , which provides an efficient way to compute the partial derivatives, is a common method of training multilayer neural networks. After the feedforward pass, we want to compute the loss values in the output and the ''responsibilities'' of each neuron. The loss values can be propagated backwards and used to calculate the partial derivatives. The partial derivatives are fed to the optimization method, which in turn uses them to update the parameters to minimize the loss function. It is worth noting that the partial derivatives of the loss term S(W , b; x) can be back-propagated from the conceptual alignment hidden layer, because its loss is irrelevant to the parameters of the following forward layers. Based on the BP algorithm, the training procedure for the conceptual alignment deep autoencoder (CADAE) is described in Algorithm 1.
IV. EXPERIMENTS A. DATASET
We collected tongue images representative of 9 body constitution (BC) types to verify our model. In total, 990 tongue images were used for training; each BC type was represented by 110 images. Some typical tongue images belonging to the 9 BC types are shown in the first line of Fig. 5 . The images differ with respect to tongue color, tongue coating and shape. Using human concepts, we might describe the tongue as pale, Use the BP algorithm to compute the partial derivatives:
Update the corresponding parameters:
5: end while 6: while J (W , b; X, L) has not converged do 7: Use the BP algorithm to compute the partial derivatives: Update the corresponding parameters:
10: end while 11: return (W , b) and J (W , b; X, L).
pale red, red, deep red, rough, bumpy, tender, shrunken or fissured, and the tongue coating as thin, minimal, cracked, thick, dry, damp, slimy, glossy, white, yellow or black. Given the training dataset, an artificial neural network can learn features similar (or dissimilar) to these human concepts from its own perspective.
B. BUILDING THE DEEP ARCHITECTURES
We defined the specific architectures of the deep neural networks and implemented the CADAE in Caffe [36] . Three different architectures are implemented and tested for the decoder part: a fully connectional pattern, fractional-stride convolutions without an unpooling pattern, and fractionalstride convolutions with an unpooling pattern. These three different architectural patterns mainly differ by the connection types of the network layers in the decoder part, as described below.
1) FULLY CONNECTED PATTERN
We first try to use the fully connected pattern for the decoder part of the networks, as illustrated in Table 2 . The front half of the networks encode the input images by dimensionality reduction. The encoder parts of these three architectures are the same: The number of input neurons VOLUME 6, 2018 is 12,288, which is suitable for a color image size of 64 × 64 × 3 pixels. All the tongue images, which are input to the first data layer of the networks, need to be resized to 3 × 64 × 64 pixels. Following the input layer, the next layer of the networks is a convolutional layer, which uses 20 filters of 5 × 5 units with a stride of 1. This is followed by a max pooling layer, which uses a 2 × 2 filter with a stride of 2. Subsequently, the fourth layer is a second convolutional layer, which uses 50 filters of 5 × 5 units with a stride of 1, and it is also followed by a max pooling layer, which uses the 2 × 2 filter with a stride of 2. Then, layer 6 is a fully connected layer, that contains 500 hidden units connected to the outputs of the previous pooling layer (layer 5). The end of the encoder part is a fully connected output layer (layer 7) that accumulates the outputs of the 500 hidden units of the previous layer into 9 units and uses the softmax function for output, i.e., mapping the data into a vector space of 9 dimensions. In this case, we align the outputs of the 9 units to represent the respective probabilities of the 9 BC types. The front (encoder) parts of the networks reduce the high-dimensional input data to lowdimensional features or abstract concepts, a process usually called classification.
The back half (decoder) parts of the networks decode the information previously compressed by the front (encoder) half of the networks. Following the outputs of the layer 7, the eighth layer is a fully connected layer of 500 hidden units that map the 9-dimensional vector data into a large vector space using sigmoid activation. Following layer 8 is another fully connected layer (layer 9) with a larger number (1,000) hidden units used to further increase the representation space. Finally, there is a fully connected layer with 10 outputs in 12,288 units according to the computational results of the previous layer. We can reshape these 12,288 output units into an image with a size of 3 × 64 × 64 pixels. The outputs are expected to reconstruct the input images so that we can see how the networks ''see;'' the images.
2) FRACTIONAL-STRIDE CONVOLUTION WITHOUT AN UNPOOLING PATTERN
Based on the deep architecture of the fully connected pattern, we change the decoder parts of the networks. As listed in Table 3 , we maintain the architectures of the encoder parts the same as in the fully connected pattern, but deploy two fractional-stride convolutional layers in the decoder parts of the networks. A fractional-stride convolution is the transposition of convolution and is used to transform a normal convolution in the opposite direction while maintaining the connectivity pattern [40] .
Following the output neurons of the seventh layer, we use two fully connected layers to expand the 9-dimensional vector first to 500 dimensions and then to 156,800 dimensions. These 156,800 units can be reshaped into 50 feature maps, each of which has a size of 56 × 56. This shape is then input to a fractional-stride convolutional layer (layer 11), which uses a 5 × 5 filter with a stride of 1. The output shape of layer 11 is 20 × 60 × 60. Passing through another fractionalstride convolutional layer (layer 12), which also uses a 5 × 5 filter with a stride of 1, the data shape is reconstructed to 3 × 64 × 64. 
3) FRACTIONAL-STRIDE CONVOLUTION WITH AN UNPOOLING PATTERN
In addition, we added an unpooling layer to the fractionalstride convolutional layer. This architecture is listed in Table 4 . We maintain the same encoder architecture as in the fully connected pattern. In the decoder part, we first use two fully connected layers to expand the 9-dimensional vector to 500 dimensions and then to 8,450 dimensions. Layer 10 reshapes the 8,450 output units of layer 9 to 50 feature maps, each of which has a size of 13 × 13. Layer 11 is a max unpooling layer that uses a 2×2 filter with a stride of 2, which enlarges the input feature maps to 50 × 26 × 26. Layer 12 is a fractional stride convolutional layer that uses a 5×5 filter with a stride of 1; layer 13 is another max unpooling layer using a 2×2 filter with a stride of 2; and layer 14 is another fractionalstride convolutional layer using a 5×5 filter with a stride of 1. The resulting output shape of layer 14 has been reconstructed to be the same size as the original image data. In this way, the adjustable parameters have a significant reduction so that the networks can be easily trained.
After defining the architectures, we need to use a training dataset to train the network parameters based on an objective function (see (10) ) and the CADAE training procedure (see Algorithm 1). Then, because the parameters are fixed, we can input some examples to the trained CADAE to gain some insights.
C. TRAIN AND DEPLOY THE CONCEPTUAL ALIGNMENT DEEP AUTOENCODER
During the training phase, we need to select the hidden neurons that represent the corresponding labels so that we can determine the conceptual supervised loss (see (8) ). In our architectures, the middle layer with the fewest hidden neurons is the seventh layer, which has nine neurons. We chose to use the BC-type labels to constrain the nine hidden neurons in the seventh layer.
We tested two different loss functions in our experiments. The 2 loss function and the sigmoid cross-entropy loss function are used to train the networks. In our case, the optimization method is stochastic gradient descent (SGD), and the momentum method is used. The weight decay parameter, which is used to avoid the overfitting of the networks, is set to 0.0005, the base learning rate is α 0 = 0.01, and the learning rate policy is the ''step'' type, in which the learning rate α changes as follows:
where γ = 0.1, stepsize = 1, 000, and iter is the number of iterations. We trained each model using 2,000 iterations. The training processes are demonstrated in Fig. 4 . In our experiments, we find that the fractional-stride convolution with an unpooling pattern is more easily trained to achieve satisfactory results than are the other two models. When we deploy the trained CADAE, they show the different pattern recognition perspectives of the tongue images. The images of the second line of Fig. 5 are the reconstructions of the CADAE of fully connected pattern architecture using cross-entropy loss function. The images of the third line of Fig. 5 are the reconstructions of the CADAE of fully connected pattern architecture using 2 loss function. We can see the reconstructions of 2 loss function are very similar to the original images with respect to the shape and the intensity. However, the CADAE trained by the cross-entropy loss function can highlight the salient patterns of the images. As illustrated by the experiments, we can conceive that the CADAE would acquire different perspectives to ''see'' the data when we train it using different loss functions.
D. EXPLORE THE REPRESENTATION SPACE OF THE EMBEDDING CODES
We explore the representation space of the seventh layer, which is the output layer of the encoder part and the input layer of the decoder part. The activation values of the 9 hidden neurons correspond to the concepts of the 9 BC types. The combined values of the 9 neurons constitute the learned representation space.
To acquire a sense of the latent representations of the compressed forms, we explore the representation space of the embedding codes by interpolating between the corresponding codes of the different BC types. The interpolated codes can be input to a trained decoder; then, the decoder runs a feedforward pass to produce the fabricated images. Fig. 6 demonstrates the fabricated images of the embedding codes that gradually vary from the gentleness BC type of embedding code to the other unbalanced BC types.
From left to right in Fig. 6 , we can see that image features such as the shape and the color gradually chang. The CADAE has simulated the process of transitioning between health states by gradually changing the latent causal variables. The series of tongue images reveal the changes in phenotypes. As the latent body conditions gradually change from one type to another, the features of the tongue images gradually change correspondingly.
E. GENERATIVE ADVERSARIAL NETWORKS COMPARISON
It is also worth noting that Generative Adversarial Networks (GANs) [7] provide another type of generative model that can learn a compact representation space for data. The GAN framework includes a discriminator and a generator. Its objective is to train the generator to produce fabricated samples that are highly similar to the real samples in the training dataset. The discriminator is trained simultaneously, and its result guides the generator.
We trained a Wasserstein GAN (WGAN) [41] on our tongue image dataset. The WGAN generator uses a fully connected layer and four transposed convolutional layers, while the WGAN discriminator uses four convolutional layers and a fully connected layer. After a training procedure involving 2,000 iterations, the resulting fabricated tongue images are shown in Fig. 7 . The objective of a GAN is usually to train a generative model that generates synthetic images indistinguishable from real images; however, that objective is different from ours. The representation space of GAN require less than 80 minutes to complete the 2,000 training iterations, while the WGAN requires over five times as much training time to complete the 2,000 training iterations. Because the training procedure of the GAN framework involves two deep architectures that must be trained simultaneously, it is much more difficult to train a GAN to converge than to train the CADAE architectures.
embedding codes is highly uncertain; therefore, the produced images are less controllable. There are many variations in the fabricated images, some of the produced images are not at all similar to a real tongue. After 5,000 iterations, the WGAN achieves a passable result, as illustrated in Fig. 8 .
Because the training procedure of the GAN framework involves two deep architectures that need to be trained simultaneously with one another, it is much harder to train the GANs to converge than to train the CADAE architectures. A training time comparison is provided in Fig. 9 . The statistical training times represent the time consumption of each model through 2,000 iterations.
V. CONCLUSIONS AND FUTURE WORK
A human body can be regarded as a very complicated dynamical system that is extremely difficult to describe from a micro perspective. An alternative approach for understanding the human body is to take a macro perspective. Traditional Chinese medicine (TCM) provides such a macro perspective. Following TCM principles, we illustrated the process of analyzing the nine body constitution (BC) types in TCM. Based on the proposed conceptual alignment deep autoencoder (CADAE), we successfully mapped the tongue images into a BC-type representation space. Our work demonstrates that deep learning methods provide efficient and effective tools for extending the data analysis capabilities of medical practitioners, to reveal interesting features and relationships in their data. The experiments further demonstrated that deep neural networks can learn effective representations that are aligned with human-formed concepts, in some cases.
In this paper, we focused on experiments using human tongue images. However, from a TCM perspective, to analyze the health of a human body, a practitioner should collect all the information from all four diagnostic methods. In future work, it should be possible to build more comprehensive deep neural networks that analyze not only tongue images but also face images, pulse signals and questionnaire scores, extracting the features of all the heterogeneous data and mapping them into a common representation space. Then, the original data can be reconstructed from its compressed form in a lowdimensional representation space.
