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Abstract- -An error in W. Day's approach to finding two-sided bounds for eigenvalues of Sturm- 
Liouville problems is pointed out. The algorithm is corrected and generalized, and numerical results 
are given which include an application involving the eigenvalue parameter in the boundary condition. 
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1. INTRODUCTION 
Recently [1-3] there has been a revival of interest in the following method of numerical solution 
of the Sturm-Liouville problem 
+ - q)y = 0 (1) 
with various boundary conditions. The interval on which the differential equation is to be solved 
is divided into a number of subintervals (xi-1, xi) on each of which p, q, r are approximated by 
polynomials. Constants Pi, Qi, Ri are usually chosen, since the approximating equations are then 
easily solved in closed form. We consider only constant approximations in this paper, and the 
resulting approximate problem to (1) is 
(Riy~)' + (#Pi - Qi)yi = 0 on (Zi_l,Xi), i = 1,... ,n. (2) 
We consider only the regular problem with r > 0 (and hence Ri > 0). Defining di = (~Pi-Qi)/Ri, 
the general solution on each subinterval is then 
I Ai sin(cix) + Bi cos(cix) where ci = ~ for di > 0, 
yi(x) = Ai sinh(cix) + Bi cosh(cix) where ci = ~ for di < 0, (3) 
Aix + Bi for di = O. 
The constants Ai, B~ in the closed form solutions are then obtained from the boundary conditions 
plus the condition that y and ry ~ have equal left and right limits at the interior mesh points, 
x~ [4]. Much of the theory for this approach as been developed by Pruess [2,5,6], and it is in 
recognition of this work that we follow Pryce and Marletta [3] and term the approach the Pruess 
method. 
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This method, which effectively reduces the solution of the Sturm-Liouville problem to the 
solution of a transcendental scalar equation for ~, has several advantages. With appropriate 
choice of approximations for p, q, r, it is particularly efficient for computing two-sided bounds 
for eigenvalues [1,4,7-11]; it may be used to obtain uniformly accurate stimates (or bounds) 
for arbitrarily high eigenvalues [5,11-13], and jump discontinuities in the coefficients pose no 
problems. 
There are a number of different methods for solving the transcendental equations for #, each 
giving rise to a different implementation f the Pruess method [8]. In this paper we examine an 
implementation proposed by Leighton [10] and extended by Day [9], and point out an error in [9]. 
Following Linden's generalization [1] of the results in [4] and [11] to problems with the boundary 
conditions 
+ 9y(x0) = 0 
(4) 
+ 72 )(ry')(xn) + + = 0, 
where I(~1 + ]HI > 0, and ~/261 - 7152 > 0, we give an explicit algorithm for the solution of (1), (4) 
and use these to compute stimates and also two-sided bounds for the eigenvalues of a problem 
concerning the stability of helicopter blades. 
The two implementations of the Pruess method which have been developed the most are those 
of Pruess [2] and Pryce and Marletta [3]. However almost all of the literature on computing 
bounds by the Pruess method follows the approach of [9] (see [7] for references). Because of this 
continuing interest in the approach of [9], we believe it is important hat any defects in [9] be 
corrected. 
2. THE ALGORITHM OF LE IGHTON/DAY 
Leighton [10] simplified the recurrence relations which occur when continuity conditions are 
applied at the beginning of each subinterval by applying a number of transformations. He dealt 
with the case q -- 0 in (1) with essential boundary conditions, and Day [9] then proposed an 
extension of this method to the problem 
-y"  + qy = )~y 
y(O) - ay'(O) = 0 = y(1) ÷ by'(1), (5) 
where q(z)  > 0 on [0, 1] and where 0 _< a, b <_ oc. An error in [10] was corrected in [4], but it is 
in Day's extension that we have found a different error. 
The mistake in the simplification i [9] has its origin in the re-writing of the hyperbolic solution 
Ai sinh(cix) + Bi cosh(cix) as Ri sinh(cix + 0i). This is only possible if IA~I > IBil, which is not 
always the case. If IAil < IB~I then we must re-write it as Ri cosh(cix + 0i). It is easily shown [8] 
that the same recurrence relations occur when this is corrected, but a difference arises at the final 
boundary condition. 
Confusion is also added by the fact that Day uses the same variable A for three different, albeit 
related, purposes. In our discussion we use A for the eigenvalues of the original problem (1), 
# for the eigenvalues ofthe approximating problem (2), and u for approximations to # used when 
solving (2) by shooting. 
Leighton and Day solved (2) by a shooting method using the variable 
ciYi(Xi -1)  
Zi -  y~(Xi_l  ) (6) 
Applying this transformation for a given approximation u of # produces the recurrence relations 
{ ci+l[zi + tan(ci(xi - xi-1))] 
for Q. 
Zi+l = Ci+l[Z i + tanh(ci(zi - X i_ l ) ) ]  (7) 
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which are equivalent to equations (15) and (16) of [9]. Leighton and Day chose a uniform mesh, 
but the derivation of the method with a nonuniform esh is basically the same. When continued 
to the end, this gives a value for zn, and we are then required to check the final boundary 
condition y(1) + by'(1) = 0. We consider here the case u < Qn, since it is in the hyperbolic ase 
that the approach in [9] strikes difficulties. We will now show a correct derivation of the cases of 
the boundary condition, and then examine why the algorithm presented in [9] is incorrect. 
In order to evaluate y(1) + by'(1) we require to know the form of the solution for y on the final 
subinterval. It should be clear that if q, a, and u are such that IAnl > ]Bnl, then the solution 
on the final subinterval An sinh(cnX) + Bn cosh(cnx) must be written as Rn sinh(cnx + On). The 
definition for Zn given by (6) then gives zn = tanh(c~xn_l + On), and we note that in this case, 
Iznl < 1. For this case the boundary condition becomes 
sinh(cn + On) +bcn cosh(cn + On) = O, (8) 
where On = arctanh(zn) - anxn-1. 
However, in the case IAnl < [Bn[, the solution must be written as Rn cosh(cnz + 0n), which 
gives Zn = coth(cnxn_l + On), so that IZn] > 1. In this case the boundary condition becomes 
cosh(cn + On) +bcn sinh(cn + 0n) = 0, (9) 
where 0n = arccoth(zn) - cnxn-1. 
The rule for choosing between these two forms of the final boundary conditions is where the 
error in [9] occurs. It can be seen that if we have the wrong criterion for deciding our solution 
for yn(x), then we will not be able to determine a value for 0n for substitution into the boundary 
condition. That is, if we have yn(x) = Rnsinh(cnx + On), but [Zn[ > 1, then On cannot be 
determined from 0 n = arctanh(zn) - cnxn-1 .  Similarly, if we have yn(x) = Rn cosh(cnX + On) , 
then On cannot be determined from On = arccoth(zn) - cnxn-1 if Iznl < 1. 
The fact that (8) should be chosen when ]Znl < 1 and (9) should be chosen when Iznl > 1 
was not noted in [9] where instead the following rule was suggested (see equations (24) and (25) 
in [9]). 
DAY'S RULE. If  ban < 1, use the boundary condition in the form (8). I f  bcn > 1, use the 
boundary condition in the form (9). 
The form of y on the final subinterval is independent of b, depending only on q, a, and u. If 
our guess u at the true eigenvalue # is such that IAn[ > [Bnr, then the computed solution always 
has yn(x) = Rn sinh(cnx + 0n) so that the final boundary condition is given by (8). However, 
since Cn > 0, it is always possible to have b > 1/Cn so that the equation chosen by Day's Rule 
is (9). Similarly if I& l  < [Bnl, Day's Rule fails when b < 1~on. 
The following result (not mentioned in [9]) shows that in the very special case in which u = #, 
Day's Rule always works. 
THEOREM 1. I f  u is an eigenvalue of (2) with ~nal boundary condition y(1) + by'(1) = O, and 
Qn > uPn, then 
Iban] < 1 if and only if [An[ > IBnl, 
Ibcnl > 1 if and only if IAnl < IBn], 
and 
PROOF. Let u be an eigenvalue of (2) with boundary conditions as in (5), and let Qn > UPn. 
Then yn(x) = An sinh(cnX) + Bn cosh(cnX), and since u is an eigenvalue, we know the final 
boundary condition is satisfied, so that 
A ,  sinh(cn) + Bn cosh(cn) + bcn[An cosh(cn) + Bn sinh(cn)] = 0 
12 D.J. CONDON 
whence 
(Ananb + Bn) 2 cosh2(an) = (An + Bnanb) 2 sinh2(an). 
Since an ~ O, it follows that either Ananb + Bn = An + Bnanb = 0 (which implies [Anl = [Bn[ 
and Ibanl = 1), or else 
0 < (An + Bncnb) 2 - (Ananb + Bn) 2 
= (An + Bn)(1 + ban)(An - Bn)(1 - ban) 
= (A 2 - B~)(1 - b2c~). 
The result follows. | 
Since # depends on b it might be thought hat, by Theorem 1, we could avoid the difficulty 
by choosing u sufficiently close to the unknown #, provided that sufficiently small changes in 
the trial eigenvalue produce small changes in An/Bn. Indeed, in many examples, choosing u 
sufficiently close to # will not be difficult, and this may explain why the error in [9] has not been 
noticed before. However, as discussed in Section 3.2, there are also many examples in which this 
fortunate choice of v is not so easy. 
The algorithm of [4] and the algorithm at the end of this section, which follows the approach 
of [4], do not suffer from this limitation, although they are both minor variants of the algorithm 
in [9]. Since the algorithm in [4] and the algorithm given here do not require any more computa- 
tion than the algorithm in [9] and do not suffer from this weakness, they are to be preferred to 
the algorithm in [9]. 
The four examples chosen in [9] do not show this error because they do not test Day's Rule. 
Three of the examples end with #Pn > Q~, while the other example provided is the special case 
a = b = co which is dealt with separately in [9]. 
For completeness, the algorithm for the more general eigenvalue problem given by (1) with (4) 
is given here. The lower bound for Ak is the k th zero of f(u) where 
{ Cn(~/1 + ~2U)[1 -- zn tan(Wn)] + (51 + 62U)[Zn + tan(wn)], 
f (v)  = an(~/1 + 72u)[1 + z~ tanh(wn)] + (51 + 52p)[zn + tanh(wn)], 
if uP~ > Q~, 
(10a) 
if uPn < Q~, 
and, for i = 2 , . . . ,n -  1, 
ci+l (z~ + tan(wi)) 
Zi+l = ci+a (zi + tanh(wi)) 
ci (1 + zi tanh(wi)) 
and 
where, for i -- 1 , . . . ,n  
{ c2(f~tan(wl) - (~cl) 
z2 = c2 (/3tanh(Wl) - ~c1) 
Cl(f~ -- O~Cl tanh(wl ) )  
for uPi > Qi, 
for uPi < Qi, 
for uP1 > Q1, 
for uP1 < Q1, 
(10b) 
(10c) 
ci = IRi(uPi - Qi)l x/2 and wi = ci(xi - xi-1) (10d) 
Ri 
and where 
R i= inf r, Q i= inf q, P~= sup p, i= l , . . . ,n .  (10e) 
(x,_l,x,) (~-1,~) (x~_l,x,) 
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In the same way, an upper bound for Ak can be found from the k th zero  of f with 
R i= sup r, Q i= sup q, P i=  inf p, i= l , . . . ,n ,  
(x,_l,~i) (x~_l,x,) (x,_l,x,) 
replacing (10e). When only estimates are required, Pi,Qi, and Ri may be chosen to repre- 
sent some sort of average value of p,q,r  in (Xi-l,Xi) [6], the simplest being their value at 
(x,-1 + x~)/2 [13]. 
NOTE. A simple representation for (10a-d) can also be formulated for the rarely occurring case 
where uPs = Q~. Alternatively, the strategy of [2], which deals separately with I~,Pi - Q~I less 
than some e, may be used. 
3. NUMERICAL  EXAMPLES 
3.1. Application 
The method presented in Section 2 was implemented on the following example with eigenvalue 
in the boundary condition taken from [14]: 
[(1 - x 2 + 7 2) y '(x)] '  + 2Ay(x) -- 0, (11) 
with the boundary conditions 
y(0) = 0 = y'(1) - Ay(1). (12) 
This Sturm-Liouville problem results from a singular perturbation analysis of a problem dealing 
with the transverse vibration of a rotating beam carrying a tip mass, used to model a helicopter 
blade. The resulting bounds and estimates with 7 2 = 1/2, using n equal subintervals, are given 
in Table 1. The values of the coefficient functions at the mid-point of each subinterval were used 
to form the approximation to the differential equation when finding the estimates. (In this case, 
A1 = 1 with corresponding eigenfunction y(x) = x.) 
Table 1. Bounds and estimates for (11), (12). 
n 16 64 256 1024 
lower bound 0.97142 0.99319 0.99832 0.99958 
)~1 upper bound 1.02512 1.00659 1.00167 1.00042 
estimate 0.99830 0.99989 1.00000 1.00000 
lower bound 424.631 436.316 439.548 440.361 
A10 upper bound 458.821 445.000 441.720 440.904 
estimate 442.463 440.706 440.637 440.633 
3.2. Example  of  Di f f iculty in Day 's  A lgor i thm 
Changing the e -2x to e 2~ in the fourth example given in [9] gives 
-y"  + 20xe2Xy = Ay, 
y(0) = 0 = y(1) +y' (1) .  
For simplicity we consider the solution obtained using only four equal subintervals. The results 
from this problem given in Table 2 show clearly that the point, 32.86, at which Day's Rule gives 
the wrong choice is close to the true eigenvalue of approximately 32.82. Although bcn :> 1 for 
both trial eigenvalues, it can be seen that, for the true eigenvalue, IAnl < IBnl, and therefore 
Iz,~l > 1; but for ~ -- 32.86 we have IAnl > IBnl, and therefore Iznl < 1. This shows that Day's 
Rule, the rule for choosing between sinh and cosh for the final subinterval given in [9], is correct 
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Table 2. Illustration of Day's Rule. 
v bcn [An] [Bn[ [z,[ 
32.82 8.2393 97.178956 97.178969 1.031 
32.86 8.2368 97.252362 97.252355 0.984 
for the true eigenvalue (as proven in Theorem 1), but is not correct even quite close to the true 
eigenvalue. 
Minor changes to Day's other examples also produce problems where his algorithm encounters 
difficulty. Multiplying q(x) by four in the second example given in [9] will give the same effect as 
the example above, as will the Sturm-Liouville problem 
-y" (x )  + 4xy(x )  = Ay(x), with y(0) - y'(O) = 0 = y(1) + y'(1), 
which is a minor variant of example I of [9]. This problem could not be avoided in general by 
simply increasing the number of subintervals. 
The author believes that these difficulties occur sufficiently often for Day's original implemen- 
tation to be rejected in favor of the minor variant given in [4] and the slightly more general form 
given here in Section 2. 
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