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The localization of a mobile station (MS) is useful for many purposes, such 
as in Emergency Systems (e.g. E-911), Cellular System Design, Intelligence 
Transportation Systems (e.g. ITS) and also in our daily lives (e.g. as a digital 
tour guide). Localization with Time-of-Arrival (ToA) and Time-Difference-of-
Arrival (TDoA) are widely used. Location systems with Angle-of-Arrival (AoA) 
measurements have drawn more and more attention in the past few years. This 
is because high resolution antenna arrays are now available in Basestations (BS), 
which makes it possible to locate, with reliability, an MS by AoA measurements. 
In the urban environment, where there are many high buildings and other obsta-
cles, Non-Line-of-Sight(NLOS) propagation is always the major source of errors 
in location systems. 
This thesis proposes an approximate maximum likelihood (AML) algorithm 
for AoA localization, and an a-test for determining the LoS dimension and 
identifying the LoS BSs for localization. The AML algorithm is compared with 
the well known ordinary least squares (OLS) and weighted least squares (WLS) 
approaches through simulation studies. It is shown that the AML has a smaller 
MSE than the OLS and WLS algorithms in some geometries, and that its MSE 
is close to the Cramer Rao Lower Bound. The a-test has an above 90% accuracy 
in identifying the LoS BS, which is better than the selective model to suppress 
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During the development of the second and the third generation cellular systems, 
wireless location has received considerable attention over the past few years. 
While position location using radio signals has been used by the military for 
years, localization of a mobile station (MS) from reception of its signal by several 
basestations( BSs) has many applications such as in emergence management 
systems (e.g.E-911) and location specific information systems (e.g. Intelligent 
Transportation System (ITS)). Individual BSs obtain location measurements of 
one or more of the Time-of-Arrival (ToA), Time-Difference-of-Arrival (TDoA), 
Angle-of-Arrival (AoA) and Received Signal Strength (RSS) of the signal, and 
then locate the MS through intersection of the loci formed by the location 
measurements. Although new MSs in the U.S. must now have built-in GPS 
receivers, the vast majority of MSs do not. Hence the traditional approach 
for localization will continue for some time. The effect of Non-Line-of-Sight 
propagation is one of the major sources of error for location systems in cellular 
networks. It may cause a large bias both in time based systems (ToA and 
TDoA) and in direction based systems (AoA). 
Nowadays, many BSs are equipped with antenna arrays and the performance 
of the antenna arrays has improved significantly, which makes location systems 
based on AoA measurements possible. However, AoA location has received less 
treatment than ToA and TDoA, and few work has been done on NLOS for AoA 
location systems. 
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This thesis aims to find an optimal estimator to solve the AoA localiza-
tion problem. The proposed estimator is a closed-form Approximate Maximum 
Likelihood (AML) estimator initialized by Maximum likelihood solutions from 2 
AoAs. This approach is simpler in computation than the conventional approach 
by Gradient search techniques which needs to solve a two-dimensional maxi-
mization problem. The AML approach also shows a smaller Mean Square Error 
(MSE) than the Least Squares approach [2] and the weighted Least Squares 
(WLS) approach [1]. Its MSE is close to the Cramer-Rao-Lower-Bound (See 
Appendix A). To mitigate the NLOS effect, this thesis proposes an a-test to 
determine the LoS Dimension and identify the NLOS AoAs with high accuracy 
(above 90%). Then the MS position is located only by the LoS AoAs, which 
can eliminate the effect of NLOS propagations. Thus, a complete AoA location 
system is able to produce location estimates nearer the true location whether 
or not there is NLOS effect. 
This thesis is organized as follows. An introduction on localization in cellular 
network and the NLOS problem will be given in chapter I. Chapter II will 
focus on localization algorithms by AoA measurements and simulation results 
will also be provided. In chapter III, methods to mitigate the effect of NLOS 
propagation in AoA location systems will be described and some results will 
be given. Chapter IV contains the conclusions and some further extensions on 
AoA-NLOS localization. 
1.1 Background 
Location systems entail the acquisition of information about the location of a 
MS operating in an area and the processing of that information to form location 
estimates. Localization systems locate an MS by measuring the radio signals 
travelling between the MS and a set of fixed BSs. They are usually distance or 
direction estimators, or both in hybrid systems. 
In a cellular environment, the BSs and MS are equipped with transmit-
ter/receiver. Localization can be implemented in the forward link or reverse 
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link. With forward link location, the MS uses signals transmitted by several 
BSs to calculate its own position (self-positioning). This is the approach used 
in GPS where satellites are used instead of BSs. With reverse link location, sev-
eral BSs measure the signals transmitted by the MS and relay them to a central 
site for processing (remote-positioning). For location in cellular networks, the 
second approach has the advantage of not requiring any modifications or spe-
cialized equipment in the MS handset, thus accommodating the large pool of 
handsets already in use in existing cellular networks. 
1.1.1 Mobile Phone Applications 
While position location using radio signals has been used in the military for 
years, it also has many applications in civilian radio systems. Besides its use for 
emergency management (E-911), location technology can be used for location 
sensitive billing, fraud detection, cellular system design, fleet management and 
Intelligent Transportation Systems (ITS) [3]. It is also useful in our daily lives, 
e.g. as a digital tour guide. 
Location sensitive billing will allow system operators to maximize profits 
and encourage usage behaviors by offering different rates depending on whether 
the phone is used at home, in the office or on the road, etc. This also provides 
wireless carriers with the opportunity to offer rates which will bring more new 
subscribers. 
Nowadays, mobile phone has become more and more popular, but many 
users have experienced mobile phone fraud. With the help of wireless location 
system, the police will be more efficient in stopping this crime. 
Another application of mobile localization is in wireless system design and 
for radio resource management. With the wireless location system, cellular 
system designers are able to know the distribution of the mobile calls and their 
received power levels. All these will help the system planner to architect a more 
efficient cellular system and to minimize handoff problems. The receivers in 
the BSs can be better tuned and positioned to achieve more effective resource 
management. 
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A further application of Mobile location technology is to make fleet op-
erations more efficient and effective. Having knowledge of the vehicles' loca-
tions allows a dispatcher to find the nearest available vehicle, greatly improving 
response times. This can be applied to police, emergency vehicles and taxi 
services. Another developing technology that will rely on accurate location in-
formation of mobile terminals is the Intelligent Transportation Systems (ITS). 
This service will inform the driver of the best route to travel based on traffic 
conditions, so as to avoid traffic jam in a particular area [4 • 
Mobile location technology is also useful in our daily lives. When travelling 
to a foreign city, we will be able to find destinations with a mobile phone 
equipped with a location system. If the location system is linked with a detail 
map of the city, it may give travellers the ability to locate such conveniences as 
nearby gas stations, hotels, restaurants, shops and bus stops. 
1.1.2 Location Methods 
There are several fundamental types of location systems: those based on Re-
ceived Signal Strength (RSS), Angle-of-Arrival (AoA), Time-of-Arrival (ToA) 
and Time-Difference-of-Arrival (TDoA) measurements. The signal measure-
ments are used to determine the distance or direction of the path from/to an 
MS to/from multiple BSs, and then known geometric relationships are used to 
find the MS location. The mentioned location methods always depend on Line-
of-Sight (LoS) propagation of the signal between the MS and BSs in order to 
achieve a high accuracy. 
In general, locating a MS in two-dimensions requires a minimum of three 
BSs in RSS, ToA and TDoA systems and a minimum of two BSs in AoA systems 
to obtain a unique solution of the MS position. 
Time-of-Arrival (ToA) Localization 
The ToA method relies on accurate estimates of the ToAs of a signal transmitted 
by the MS and received at multiple BSs. The distance between a MS and BS is 
measured by finding the one way propagation time of a signal travelling between 
4 
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them. After multiplying the propagation time by the speed of light, the distance 
between the MS and the BS is determined. Geometrically, this provides a circle, 
centered at the BS, on which the MS must lie. By using at least three BSs, the 
MS position is given by the intersection of multiple circles as shown in Figure 
1.1. 
Given a To A measured at the BS, the equation for a circular line of 
position is given by 
di = cxti (1.1) 
r. = - + (Vi — y? (1.2) 
di = ri + rii (1.3) 
where di and r^  are the measured distance and true distance between the MS 
and the i仇 BS, respectively, {xi.yi) and Ui are the position and the measurement 
noise of the i认 BS, respectively. (x,y) is the true position of the MS and c is 
the speed of light. By using at least three BSs to resolve ambiguities, the MS's 
position can be solved. 
Figure 1.1: The Geometry of ToA Localization 
Time-Difference-of-Arrival (TDoA) Localization 
The TDoA approach is based on time differences of arrival of a signal received 
at multiple pairs of BSs. Time-difference-of-arrivals are used to give multiple 
5 
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hyperbolas with foci at the BSs, on which lies the MS. The location of the MS 
is at the intersection of the hyperbolas as shown in Figure 1.2. 
t � : 7 , i 
……........---…-.2,3 \\ / 
暴 
X2 .. 、 
Figure 1.2: The Geometry of TDoA Localization 
In the TDoA approach, the measured time-difference-of-arrivals between 
BSi and BSj, with respect to BSj, is 
kj = ^ ^ (1.4) 
c 
The locus of points which are at a fixed distance difference between two BSs 
(foci) is a hyperbola. For location in two dimensions, three BSs are required 
which produce two TDoA pairs. 
The accuracy of time-based location methods (ToA and TDoA) does not 
degrade with increasing MS-BS distance. However, LoS propagation conditions 
are necessary to achieve high accuracy for the time-based methods. 
Angle-of-Arrival (AoA) Localization 
The location methods by AoA measurements are typically based on the use 
of antenna arrays at the BSs. An antenna array is composed of a number 
of antenna elements which are often combined to produce a particular beam 
formed in a desired direction. In mobile radio systems, the antenna arrays are 
often located only at BSs, since it is difficult to place an antenna array in a MS 
handset. Thus, AoA estimation is generally used for remote-positioning. 
As illustrated in Figure 1.3, the AoA method can provide the location esti-
mate for MS by finding the intersection of the signal arriving directions mea-
6 




、‘ Z I 
r ^ 、、 XL * ������ Z “ � � ] 
I � -i ^ z 代 I 
！ 4 \ , / M S ！ 
I a / 
BS1 I / V�z / 
/ 
• 
Figure 1.3: The Geometry of AoA Localization 
sured by the antenna arrays equipped in multiple BSs. The AoA method needs 
at least 2 BSs for positioning. 
For AoA location, the true bearing angles at BSi is given by 
6i 二 arctani—~~-) (1-5) 
Vi-y 
The performance of an AoA location system is limited by the accuracy to 
which AoA measurements can be made. This is dependent on the hardware and 
estimation algorithm used. An AoA location system's reliability also depends 
greatly on the propagation environment since scattering around the MS and BS 
will affect the measured AoAs. In the absence of LoS signal component, the 
antenna array will receive a reflected signal that may not be coming from the 
direction of the MS. Scattering effect will be serious in environment with micro-
cells, because the BS antennas are often placed below roof top level. As a result, 
the BSs will often be surrounded by local scatters such that the signals arriving 
at the BSs may have a large angular spread. For macrocells, the measured AoA 
will be in the general direction of the MS since it only receives signal over a 
narrow azimuth. Furthermore, the accuracy of the AoA method decreases with 
increasing distance between the MS and BSs due to the scattering environment 
and limitations of the hardware devices equipped to measure the arrival angles. 
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Localization by Received Signal Strength 
Localization by Received Signal Strength (RSS) is based on the principle that 
the signal strength attenuates with the distance between the MS and BSs. After 
creating a model describing the relationship between the signal power and the 
distance between MS and BSs, and measuring the signal power arriving at the 
multiple BSs, an estimate of the distance between the MS and BS can be made 
by refering to the path loss model. By using multiple BSs, the location of the 
MS can be determined by finding the intersection of several circles, which is 
similar to the method used in ToA system. The concept is illustrated in Figure 
1.4 where the range estimates are determined from RSS measurements. 
Figure 1.4: The Geometry of RSS Localization 
For RSS based location systems, the primary source of error is multi-path 
fading and shadowing. And this method depends strongly on the signal at-
tenuation model. If the weather changes (e.g. raining or snowing); some new 
buildings are added or old buildings are dismantled, the model will no longer 
be accurate. 
In CDMA cellular systems, the MSs are power controlled to combat the 
near-far effect. TDM A cellular systems use power control to conserve battery 
power in the MSs. Therefore, for signal strength based location systems using 
reverse link signaling, it is necessary that the transmit power of the MSs be 
8 
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known and controlled with reasonable accuracy. 
1.1.3 Location Algorithms 
There are many mobile location algorithms based on ToA, RSS (if the signal 
attenuation model is known, RSS is similar to the ToA case) and TDoA mea-
surements [5] [6] [7] [8] [9], but just a few using AoA measurements [2] [10]. Most of 
the location methods using AoA measurements aim to increase the estimation 
accuracy by improving the performance of hardware sets (e.g. antenna arrays), 
while the approach in this thesis is focused on developing the closed-form al-
gorithms in order to find a good estimator which is unbiased and close to the 
Cramer-Rao-Lower-Bound (CRLB). 
For ToA localization, Caffery [7] gives a linear geometrical approach to solve 
the intersection of multiple circles to determine the position of the MS. Chan, 
et al in [5] proposed a closed-form, linear approximation maximum likelihood 
method that gives the optimal solution for MS position by ToA measurements. 
For TDoA localization, Chan and Ho in [6] provided an approximate real-
ization of the maximum likelihood estimator which was shown to attain the 
Cramer-Rao-Lower-Bound near the small error region. 
For RSS localization, [9] gives a novel algorithm which considers the fluc-
tuation in received signal strength due to shadowing. And in [8], a simple and 
efficient positioning algorithm using received signal strength measurements is 
proposed. It is based on solving a nonconvex constrained weighted least squares 
problem. 
For AoA localization, Pages et al [2] give a closed-form least squares solution 
for position location. This solution is not optimal, it contains bias, and does 
not meet the Cramer-Rao-Lower-Bound. The performance of the existing AoA 
localization can be further improved to obtain a more accurate algorithm. 
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1.2 AoA Localization 
Because of the increasing presence of antenna arrays in the BSs of wireless 
communication networks and the accuracy of the antenna arrays has improved 
in the past few years, more attention is now drawn to the AoA based localization 
method. The AoA location algorithms are also useful in hybrid positioning 
systems. 
Let the measurement noise of AoA be a zero mean Gaussian distributed 
random variable, then it is possible to formulate a likelihood equation for po-
sition estimation. The Maximum Likelihood (ML) estimator will choose the 
MS position to maximize the log likelihood equation, which is a nonlinear, 
two-dimension maximization problem and is computationally expensive. This 
problem can be solved by Gradient search techniques from an initial position 
IjP = {x^.iPY and doing iterations until convergence at a maximum [11]. Al-
though this is a Maximum Likelihood unbiased estimator, the convergence of 
the iterative process is not always ensured. Since the log likelihood equation 
can be a multi-modal function, the result is highly dependent on the initial 
condition. When the initialization is far from the optimum, the result could be 
trapped at some local minima. 
Pages et al in [2] proposed an AoA location algorithm based on the Least 
Squares (LS) method, which leads to a non-iterative closed-form solution of the 
positioning problem. But this method is proved to be biased and does not meet 
the Cramer Rao Lower Bound (CRLB). 
When the error covariance matrix of the Least Squares method is calculated, 
the LS approach can be improved by adding weights. The covariance of the 
Weighted Least Square (WLS) method is close to the CRLB for small noise, 
but it is still a biased estimator. 
Finding the maximum of the log likelihood equation requires solving the 
equation that makes the gradient of the log likelihood equation equal to zero. 
Since it is difficult to solve the exact ML equation, this thesis then proposes an 
approximation approach to solve the AoA problem, which is called the Approx-
imate Maximum Likelihood (AML) method. 
10 
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All these algorithms (LS, WLS and AML) will be described in detail in the 
next Chapter. , 
1.3 The NLOS Problem 
In the urban setting, an MS signal often arrives at a BS via a Non-Line-of-Sight 
(NLOS) path as shown in Figure 1.5. This creates a large bias in the location 
measurements and corresponding large localization errors. A location algorithm 
is always based on the assumption that a direct, or LoS, path exists between 
the MS and each BS that is used for location. Unfortunately, in some cases, 
the LoS path may only exist in a few of the serving BSs. For ToA, the NLOS 
error will produce a distance that is greater than (due to a larger ToA) the true 
distance between the MS and BS, which will be introduced into the location 
algorithm as a positive bias that is added to the true value. In direction based 
location system (AoA), the NLOS error will be either a positive or negative bias 
that is added to the true bearing angle. 
/ i W W i \「、二(_ 
，'mf ‘ 
�-LoS obstniction(s) 
Figure 1.5: Non-Line-of-Sight Propagation 
In location algorithms, a signal from the NLOS path needs to be removed or 
accounted for in order to obtain accurate location estimates in cellular systems. 
For time based location systems, a time-history method [12] has been pro-
posed that can adjust a series of range estimates, taken over a period of time, 
to approximate their true LoS values. This method assumes that the statistics 
of the NLoS bias is known. But in practice, we have little knowledge about 
11 
Chapter 1. Introduction 
the statistics of the NLOS error. In [13], an NLOS base station is identified 
by calculating the standard deviation of a series of range measurements and 
comparing that with a certain threshold. A Kalman filter is then used to recon-
struct the NLOS error and obtain the location estimate. Li in [14] has proposed 
a method to identify and correct the NLOS propagation based on the defined 
TDoA residual. The approach in [15] relies only on the fact that the variance 
of the NLOS errors is greater than that of the LOS errors. For unknown NLOS 
error distribution, a residual weighting algorithm is proposed in [16] for To A 
location systems to identify the NLOS BS(s) based on the weighted residuals 
for all possible BS combinations. 
A residual algorithm for AoA location system is proposed in [1]. In Nima's 
paper [17], an algorithm is proposed for equalizing the NLOS problem by using 
a constrained optimization formulation that exploits the topology of the cellular 
network. This method can be applied in both ToA and AoA location systems 
for up to 4 NLOS paths to improve the performance of the location methods. 
But this method is accurate only under the condition that the NLOS error is 
not very serious. Furthermore, the Mean Square Error (MSE) of the estimates 
do not meet the CRLB. Grosicki et al in [18] proposed a method to attribute 
an index of confidence for each measurement and select the two most reliable 
measured AoAs to estimate the MS position. 
For hybrid ToA/AoA systems, Venkatraman and Caffeiy in [19] illustrate a 
method to mitigate NLOS effect by non-linear constrained optimization. The 
MS's location is estimated with bounds on the ToA and AoA measurements 
inferred from geometry. 
In this thesis, algorithms for LoS dimension determination and NLOS iden-
tification in AoA systems will focus on determining large NLOS errors, which 
is defined as NLOS errors > measurement errors in LoS path. The path with 
large NLOS path will be removed when estimating the MS position in order to 




Nowadays, more and more BSs in cellular networks are equipped with antenna 
arrays, making it possible to use AoA measurements to track an MS's position. 
The AoA location algorithms are also useful in some ToA-AoA or TDoA-AoA 
hybrid positioning systems. Although the location system by AoA measure-
ments is not the most popular one, it draws more and more attentions in the 
past several years. Some methods have been proposed for estimating the MS 
position by all AoAs [1][2], others are for ToA-AoA hybrid systems [19] [20] [21 . 
But the performance of the AoA location algorithms is not optimal and still 
needs to be improved. 
In AoA systems, two or more BSs are used to measure the Angle of Arrivals 
from an MS. Suppose 艮 is the AoA measurement from the 严 BS, a straight 
line is drawn from the known BSi,s position in this direction. The intersection 
of two or more lines gives the MS location, as shown in Figure 2.1. Due to 
the measurement errors, the lines may not intersect at a unique point (if there 
are more than two AoAs) and a location algorithm is required to best fit the 
measurements. 
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Figure 2.1: Geometry for AoA location system 
2.1 Conventional Approach to AoA Localiza-
tion 
Some assumptions need to be clarified before discussing the estimator based 
on AoA measurements. The measurement noise from the BS is assumed to be 
statistically independent and stationary Gaussian process with zero mean and 
standard deviation cr. /i = (x, y)^ is the true MS position, (cc“ yi) is the position 
of the 严 BS. Oi is the measured arrival angle and 9i is the true bearing angle 
from the BS, respectively. Let Ri be the distance between the MS and the 
i仇 BS, i.e., 
Ri = -而)2 + (2/ — yiY (2.1) 
The measured AoA is 
Oi =氏 + & (2.2) 
where & is the measurement noise from the i认 BS, which is zero mean and 
Gaussian random variable (r.v.) with standard deviation a and i = 1, 
Measurement of AoA is with respect to North. Then the joint probability 
density function of ji can be written as: 
/ ( 岸 〜 ) = 合 i i^(一2 (2.3) 
tJi VSTTCT 
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where 
e^  = a r c t a n ( ^ ^ ) (2.4) 
‘ y-Vi 
The log likelihood function, derived from the joint density function (2.3) is given 
by 
1 N 
In /0|艮）二 constant - ^ ^ (艮一O i f (2.5) 
i=l 
The Maximum Likelihood (ML) estimator will choose the fi to maximize the log 
likelihood equation (2.5). This maximization can be replaced by the equivalent 
minimization, which is also called the cost function. 
N 
m i n ^ i e i -久 )2 ] (2.6) 
i=l 
The conventional method to solve this AoA positioning problem was by 
finding the minimum of (2.6) using Gradient Search Methods starting from an 
initial position = [11]. This is a nonlinear, two-dimensional mini-
mization problem. One technique, called the Alternating Projection method is 
proposed in [10] to reduce the complexity of the two-dimensional problem to 
one-dimensional. Although this is a Maximum Likelihood unbiased estimator, 
the convergence of the iterative process is not always ensured. Since (2.6) may 
be a multi-modal function, the result is highly dependent on the initial condi-
tion. Figure 2.2 is a typical multi-modal cost function for the AoA localization 
problem. When the initial condition is not near the global minimum, the result 
may be trapped at some local minima (although the log likelihood equation is a 
2D function, it is plotted against x coordination and the y coordination is fixed 
at the true position for clear explanation). 
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Multi-model function with local minima 
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Figure 2.2: A multi-modal function 
2.2 Least Squares Approach to AoA Localiza-
tion 
2.2.1 Ordinary Least Squares Approach (OLS) by Pages-
Zamora 
Pages-Zamora, et al in [2] proposed an AoA location algorithm based on the 
Least Squares (LS) method, which leads to a non-iterative closed-form solution 
of the positioning problem. 
Rewriting (2.4), we can get the relationship between the true bearing angle 
Qi, the MS position (x,y) and i亡"BS's position {xi^yi) in the form of 
—Xi cos 6i + yi sin 9i 二 一a; cos Oi-\-y sin 久 (2.7) 
Substituting (2.2) into (2.7) and expanding the sums of angles yield 
� ��� / \ 
X cos Gi _ y sin 6i ~ Xi cos 6i —队 sin 氏 — ( 2 . 8 ) 
The ~ in (2.8) is a result of the approximation, 
cos<ei ~ 1 (2.9) 
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and 
(2.10) 
In the case of N BSs, the matrix equation for the AoA system is obtained as 
A ' f i = h-^e (2.11) 
/ \ / x \ 
where [i = and 
\y J 
/ ~ \ 
cos 9i — sin 6i 
A= • • (2.12) 
�c o s 9n — sin 9n y 
/ ~ \ xi • cos 6i — yi • sin 6i 
b= • (2.13) 
�X N • cos ON — VN • sin ON� 
(-6茂 
e = . (2.14) 
乂 y 
Equation (2.11) is solved by the well known Least Squares (LS) method, giving 
/i = [ A ^ A y ' A ' h (2.15) 
In order to analyze the bias of this OLS estimator, equation (2.15) is rewrit-
ten as 
fL = - e] 
= ^ - {A^AY'A^e (2.16) 
Because both A and e contain the measurement noise A and e are correlated, 
and E[il] • /i. Hence the Least Squares approach of (2.15) is biased. The error 
covariance is 
Cols = E U - _ - f i f ] = (2.17) 
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If the noise is small, we can evaluate the expectation as (see Appendix B.l) 
Cols ^  a'liA'Ay'A'nAiA^A)-'] (2.18) 
where A = A when there is no noise and 0 is a N-by-N diagonal matrix with 
main diagonal Rf. 
2.2.2 The Weighted Least Squares Approach (WLS) 
When the error covariance is known, the original least square approach can be 
improved by adding weights, then the estimate of the MS position becomes: 
f i - = { A ' W A r ' A ' W b (2.19) 
where W is the weighting matrix: 
l y - i = E[ee^] ~ a'^n (2.20) 
This WLS estimator is mentioned in [1], in the hybrid positioning system. 
But the weights are not specified in the paper. And [1] claimed that the WLS 
solution (2.19) is the Maximum Likelihood estimate, under the low noise as-
sumption. 
Because the weighting matrix W contains the unknowns Ri, the WLS esti-
mator starts with identity matrix W=I to calculate jl—s in (2.19). Then the 
cost function J is computed according to equation (2.21) and FU is obtained 
by (2.1). After that, it uses (2.19) to compute fi— again and update Ri. J is 
computed again. After 5 iterations or when ji比is stabilizes, the solution giving 
the smallest J is chosen, where 
, N 
J = ；艮-谷i? (2.21) 
i 
The error covariance of this Weighted Least Squares (WLS) approach is (see 
Appendix B.2) 
C—s = E[{jly,ls - — 
二 (A^WA)-' (2.22) 
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where 
/ yN COS e/ _ s^N cos Oi sin 9i \ 
J T恢 z 二丄 乙 - — ^ (2.23) 沙2 Y^iV COS Oj sin Oj sin Gj^ , 
V - Z I^=I ^ / 
which is equal to the Fisher's Information Matrix [22]. So the covariance of 
Weighted Least Squares method is equal to the Cramer -Rao-Lower-Bound 
(CRLB) for small noise. The CRLB for Localization by AoA measurements 
is derived in Appendix (A.l). The bias of the WLS estimator is 
-11 = E l i A ' W A y ' A ' W e ] (2.24) 
which is not equal to zero. 
For small noise, the WLS method will meet the CRLB but it is still a biased 
estimator. And because the weighting matrix is dependent on Ri, when the 
MS and the N BSs have equal distance, the WLS estimator will give the same 
estimates as the OLS estimator. And there is no guarantee of convergence in 
the iteration for finding W, and there may not be, when a is large. So the WLS 
estimator is not optimal. 
2.3 Approximate Maximum Likelihood 
Method (AML) for AoA Localization 
In order to get Maximum Likelihood (ML) solution, the log likelihood equation 
(2.5) is partially differentiated with respect to the MS position (x,y) and set to 
zero to give: 
i 
艮 - 幻 f = 0 (2.25) 
i 
The Maximum Likelihood (ML) estimator will choose the MS position to fit 
(2.25). Since it is difficult to solve the exact ML equation, an approximation 
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approach called Approximate Maximum Likelihood(AML) approach is given by: 
N N ^ N ^ 
"2 = A E 艮 学 - E 没 I 学 H (2.26) 
and it is known that: 
X- xi — sing (2 之了） 
y-yi cos g 
^ ^ = (2.28) 
y-y2 cos h 
Then (2.27) and (2.28) expands into the matrix equation 
/ \ / \ / \ cos" -sing W x \ _ / xicosg-yi smg (2 之。） 
�cosh -sink y y y y y X2 cos h-y2 sin h 乂 
Equation (2.29) gives a linear solution for the MS position (x,y). 
But the unknowns appear in g and h. The MS position can be calculated 
by some recursive process starting with an initial condition: 
1. Starting from an initial = ( A " � r， f i r s t calculate and and then 
calculate g and h : 
An 工 工i = arc tan — 
"0 - y. 
R? 二 -工2)2 + (2/0 - ViY 
R\ • cos 灼 
2. Compute the cost function J 二 Zl二i(艮一久^尸 
3. Solve MS position (f , y) from (2.29) and compute J. Use (x, y) to calculate 
A 
Ri and update g and h. 
4. Solve {x,y) from equation(2.29) and compute J again. 
5. Iterate for 5 times and choose the (x, y) that gives the smallest J. 
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It has been shown in the previous section that the MSE of Weighted Least 
Square (WLS) method is close to the CRLB under small noise. By initialization 
with the WLS solution, it ensures that the errors are either smaller or equal to 
the WLS's. But the WLS solution contains a bias. 
In the case when WLS has a large bias, a better initial condition can be 
used. It is known that the MS position (x, y) solved by 2 AoAs is a ML solution 
which is unbiased. It is easy to see that for N=2 
艮二氏，2 = (2.31) 
Thus satisfy(2.25). The ML solution calculated by 2 AoAs is 
il 二 (2.32) 
and can be used as the initialization for AML. For example, if there are 3 BSs, 
the ML solution by BSi and BS2 is used as one initialization to do the AML 
estimation first, then using the ML solution by BSi and BS3 gives another 
initial condition to do the AML estimation again. If N二4，the pairings are BSi 
and BS2, BSs and BS4, each with 5 iterations. At the end, the estimated MS 
position is the jl that gives the smallest J. Because the cost function is multi-
modal, having two initial conditions can decrease the probability of convergence 
to a local minimum. Furthermore, if there is divergence, the AML results will 
at least be equal to the better of the two ML answers by sets of 2 AoA pairs. 
2.4 Simulations 
This section contains the simulations to compare the OLS, WLS, AML estima-
tors with the CRLB against different noise standard deviation a. The simulation 
settings are to model the real macrocell environment with cell size 1 km. It is 
reported that in real operational systems, the noise is Gaussian random variable 
with mean standard deviation 5°. So the noise standard deviation in simulation 
is set to be around 5°. 
The CRLB for AoA localization is derived in Appendix (A.l). The MSE is 
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calculated from 5000 independent trials as shown in (2.33). 
雌 德 1 ) 2 (2.33) 
5000 
where {xj.yj) is the estimate for the MS position of the 产 trial. In each trial, 
zero mean independent Gaussian variables of standard deviation a are added 
as the measurement noise. 
Experiment 1: There are 3 BSs: (924,383),(-500,-500),(-923,-923) and the 
MS's position is (0,100), the geometry of this AoA location system is shown in 
Figure 2.3. In Table 2.1, the MSE by different estimators are compared against 
the CRLB. The noise standard deviation a varies from 1° to 15°. The biases of 
the estimators are listed in Table 2.2 , where 
5000 . 5000 A 
- H Z 点 - 糾 Z 為 - 刮 （2.34) 
j=i J•二 1 
Experiment 2: There are 4 BSs: (924,383),(-500,-500),(-923,-923) (-309,-
309) and the MS's position is (0,100), the geometry of this AoA location system 
is shown in Figure 2.4. In Table 2.3, the MSE by different estimators are 
compared against the CRLB. The noise standard deviation a varies from 1° to 
15°. The biases of the estimators are listed in Table 2.4. 
As shown in Tables 2.1 and 2.3, if a 二 1�, all estimators have similar MSE 
and are close to the CRLB. For larger noise cr > 5°, the MSE of the AML 
estimator are closer to the CRLB than the OLS and the WLS estimators, but 
still slightly above the CRLB. Because the distances Ri from each BS are dif-
ferent in this geometry, the MSE by WLS estimator is smaller than that by 
OLS estimator. These results show that adding weights does improve the OLS 
estimator. 
The biases shown in Tables 2.2 and 2.4 demonstrated that if using the MS 
estimation {x,y) solved by 2 AoAs as the initial condition, which is an ML 
solution, the biases of AML are significantly lower than those of OLS and WLS 
estimators. 
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Figure 2.3: Geometry of AoA location System 1: No. of BSs =3 
Estimator Noise standard deviation a 
n r 10 15 
MSE(OLS) 1.68E+03 4.90E+04 2.86E+05 l.lOE+06 
MSE(WLS) 1.51E+03 5.08E+04 2.76E+05 1.06E+06 
MSE(AML) 1.51E+03 4.23E+04 L65E+05 3.39E+Q5 
CRLB 1.46E+03 3.65E+04 1.46E+05 3.28E+05 
Table 2.1: MSE of Estimators (No. of BS=3) in m? 
Estimator Noise standard deviation a 
1 5 10 15 
MSE(OLS) 2.62 75.18 248.50 424.81 
MSE(WLS) 1.66 68.94 226.84 377.79 
MSE(AML) 0.79 13.81 69.62 168.48 
Table 2.2: Bias of Estimators (No. of BS=3) in m 
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Figure 2.4: Geometry of AoA location System 2: No. of BSs 二4 
Esimator Noise standard deviation a 
1 5 10 15 
MSE(OLS) 1.16E+03 3.96E+04 2.17E+05 3.69E+05 
MSE(WLS) 1.05E+03 4.05E+04 1.93E+05 3.38E+05 
MSE(AML) 1.05E+03 3.48E+04 1.59E+05 2.65E+05 
CRLB 1.02E+03 2.54E+04 1.02E+05 2.29E+05 
Table 2.3: MSE of Estimators (No. of BS二4) in m^ 
Estimator Noise standard deviation a 
1 5 10 15 
MSE(OLS) 3.69 91.71 308.78 435.68 
MSE(WLS) 3.07 93.21 283.49 379.05 
MSE(AML) 0.65 25.78 213.7 372.44 
Table 2.4: Bias of Estimators (No. of BS=4) in m 
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In US, by the FAA standard, 60% of the mobile localization estimation errors 
should be within 100 meters. In order to meet this standard, some of the mobile 
phone handsets are equipped with the Global Positioning Systems (GPS). But 
the GPS system is very expensive and it will cost $40 or more US dollars for one 
mobile phone handset. From the simulation results, if the noise is not serious 
(< 5°), the AML estimator can meet the FAA standard. 
It is difficult to compare the performance of the AML estimator by AoA 
measurements with those of other estimators by ToA or TDoA measurements. 
Because the error in AoA location affected by measurement noise will increase as 
the range distance increases, but in ToA or TDoA systems, the noise in measured 
ToA or TDoA does not increase with range. So it is complex to model two 
equivalent simulation environments for direction based location system (AoA 
system) and range based location systems (ToA and TDoA systems). 
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Analysis and Mitigation of NLoS 
Effects 
3.1 The Non-Line-of-Sight (NLoS) Effects 
Non-Line-of-Sight Propagation is one of the major sources of errors for both 
time-based and direction-based localization systems. The algorithms that have 
been developed for location are always based on the assumption that a direct, 
or LoS path exists between the MS and each BS that is used for location. But 
unfortunately, in both the macro-cell and the micro-cell environment, LoS only 
exits in several of the serving BSs. While in the micro-cell environment, the 
NLOS effects are even serious, because there are many scatters below the roof 
level, more signals from the serving BSs are through NLOS paths. Thus, the 
measured time delays in time-based systems will produce a large positive bias 
introduced to the ToA location algorithms. And for systems based on AoA and 
TDoA measurements, the location algorithm may suffer from either a positive 
or a negative error. 
There are three major approaches to mitigate the NLOS effect. The first is 
to determine the LoS paths and identify the NLOS paths. Then only the signals 
from LoS paths are used in the location algorithm. This method is adequate if 
the number of LoS BSs are larger than the minimum number of BSs required 
for location (for ToA and TDoA systems, a minimum of 3 BSs are required and 
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for AoA systems, a minimum of 2 BSs are required to resolve the ambiguity). 
14] used the first approach to identify the NLOS BS(s) based on the weighted 
residuals for all possiable BS combinations for ToA localization. [1] proposed a 
selective model to identify and reduce the NLOS errors by coordinating mea-
surements at N BSs. [18] attributes an index of confidence for each measure 
and select the 2 most reliable measurements for localization. 
If the statistics of the NLOS error are known, a second approach called the 
time-history method can be used. [12] proposed a method that can adjust a 
series of range estimates. This method can be applied in the micro-cell envi-
ronment even when the number LoS BSs is smaller than the minimum number 
required. But when the NLOS propagation effect is serious (i.e. the NLOS error 
is much larger than the noise), the Mean Square Error (MSE) of this kind of 
estimator will never meet the CRLB. 
The third approach is matched field processing for localization [23]. This 
approach estimates the MS position by a path loss model. The difficulties of 
this approach is the requirement of an accurate path loss model. This path 
loss model is highly dependent on the environment, i.e. weather, building, 
etc.. And in the literature, most of the NLOS mitigation algorithms are used 
in ToA or TDoA systems [12] [14] [23] [24] [25] [26], just a few are based on AoA 
measurements [1][18]. This thesis will focus on NLOS mitigation in AoA location 
systems by the first approach. 
3.2 NLoS Mitigation in AoA Localization 
3.2.1 A Selective Model to Suppress NLOS Errors 
Li in [1], analyzed the dependence of the location accuracy on the AoA measure-
ments at the BSs and proposed a selective model to identify a NLOS measure-
ment and suppress the NLOS error by coordinating measurements at N BSs. 
The selection consists of four steps: 
1. Find the MS position (xm^Vm) using all the measured AoAs by the WLS 
method mentioned in (2.19). 
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2. Calculate the angular error of AoA measurements at each BS by (3.1). 
Sort the list of by its absolute value and compute the root mean square 
of the list RMS(VO (3.2). 
功—\{XM - Xi)sm6i - (jjM — yi)cos6i\ (3 ” 
‘ ^{XM - 工 + {VM — Vif 
RMSW 二 (3.2) 
3. Delete the BS(s) with xpi larger than the RMS(VO，say > l.bxRMS{ij). 
4. Calculate the MS position with the rest of the BSs by the WLS method 
again. 
The above procedure may be repeated until there is no more BS whose AoA 
measurement error is much greater than the RMS. 
Simulations have been done according to the selective model to suppress 
the NLOS erros. But the LoS determination accuracy is not good except the 
case when there are only 1 NLOS out of several BSs. If there are many NLOS 
AOA, say 4 or 5 NLOSs out of 7 serving BSs, the selective model always fails 
to correctly detect the LoS AoAs. The reason must be that the threshold 
1.5 X RMS{%1)) is not reliable when there are more than 1 NLOS. The threshold 
should actually be dependent on the noise and the range of the NLOS errors. 
A modified selective model can be derived based on the original one: 
1. Find the MS position {xm^Vm) using all the measured AoAs by WLS or 
AML estimator. 
A � 
2. Calculate the difference between the estimated Qi and the measured Gi by 
(3.3) 
= |式-力 i| (3.3) 
3. Delete all the BS(s) with A larger than a threshold(TH) as the NLOS. 
4. Estimate the MS position with the rest of the BSs again. 
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There is no need to repeat this procedure. 
If all BSs are LOS, most of the Di should be within 3cr, where a is the noise 
standard deviation of the measurements. But if the BSs include NLOS errors, 
in order to best fit the measurements, the difference Di will be slightly larger 
according to the range of the NLOS errors. The simulation results based on 
this method will be presented in Section 3.3. 
3.2.2 Dimension Determination and LOS Identification 
Before describing the NLOS mitigation algorithm in AoA location systems, some 
definitions are first given, 
Dimension determination: finding the number of BSs whose AoAs are from 
LoS paths 
LOS Identification: finding the BSs which receive the signals from LOS 
paths. 
The measurement for a LoS AoA is 
召 ios,i = 没 i + & ( 3 . 4 ) 
The measurement for a NLOS AoA is 
Los,i = + a , + 6 ( 3 . 5 ) 
where is the measurement noise and ou is the NLOS error of the BS. The 
relationship between the true bearing angle the BS position and the MS 
position is 
X cos 9 i - y sin 氏 = X i cos 6i - yi sin 氏 （3.6) 
For a NLOS AoA, letting & = 0，it can be derived from (3.5) and (3.6) that 
X s i n 6nlos,i + y c o s 9nlos,i = Xi s i n Onlos^i + Vi COS Onios.i + Ri COS ai ( 3 . 7 ) 
An AoA location system with NLOS path is shown in Figure 3.1. 
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BS3 (x3’y3) 
/ ga a^ csa a^ I 
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, /MS (x,y) NLOS error 
BS1 (x1,y|1) ' / 
y 
Figure 3.1: AOA Location System with NLOS path 
Consider the simple case first, where there are a total of 3 BSs, 2 of which 
are from LoS path. Suppose the signal from BS\ and BS2 are LoS AoAs, and 
BSi is NLOS. By (3.6) and (3.7), and Ai can be found from 
/ ~ \ / \ / ~ ~ \ 
cos - sin 61 0 \ / X \ xi cos 61 - yi sin 61 
cos 02 - sin 62 0 y = X2 cos 62 - y2 sin 62 (3.8) 
^ sin 61 cos 61 —1 乂乂 A/ 乂 Y xs sin 61 + yi sin 9i 
where 
Ai = Ri cos ai (3.9) 
and 
ai 二 arccos (3.10) 
If BSi is LoS, then ai = 0 and Ai = Ri. 
For the 3 BS case, there are 3C2 = 3 combinations to test the NLOS AoAs 
by putting A； into each BS's equation. This method is called the a-test. 
As an illustration of the a-test, let there be 7 BSs with 2 or more AoA 
measurements from LoS paths. The a-test starts with checking whether or not 
the LoS dimension is 7. As it is known that a minimum of 2 BSs can locate 
the MS position in AoA systems, hence 2 BSs are chosen out of 7 BSs as LoS 
AoAs. There are 7C2 = 21 combinations of 2 BS sets. 
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For example, if BSa and BSb are chosen as LoS BSs and the other 5 BSs 
are chosen as NLOS, combining equations (3.6) and (3.7) gives: 
cos 良 - s i n e a 0 0 0 0 0 \ / X \ Xa COS (9a-ya sin 
COS Ob - s i n 0 0 0 0 0 y Xa cos 9 a - yasin(9a 
� � 
sin (93 cos - 1 0 0 0 0 A3 X3 sin 63 + ys cos O3 
. . 0 - 1 0 0 0 A4 = . 
. . 0 0 - 1 0 0 As . 
. • 0 0 0 —1 0 Ae . 
�s i n O7 cos 冷7 0 0 0 0 -1 J y Aj J \ X7 sin + y? cos / 
(3.11) 
If a NLOS path exists in the I仇 AoA, on will be large. 
In the total 21 combinations, each BS will be chosen as NLOS 15 times 
The average of the 15 \ai\ will be calculated for each BS as ai, 
ai = (3.12) 
it) 
Among the 15 a；, suppose is the largest. Then af will be compared with a 
threshold (TH). If it is smaller than TH, the LoS dimension is determined as 7, 
and the process stops. Otherwise, the BS with is identified as a NLOS AoA, 
the LoS dimension is assumed to be 6 or less and the process continues. From 
the remaining 6 BS, A^ can be calculated from (3.11) again, and the average 
of the 10 ai is computed. The TH check is repeated again. The process stops 
at LoS dimension = 2, the minimum number of BS required for localization, or 
when D is determined. The block diagram of the process is described in Figure 
3.2. 
The main idea of LoS dimension determination is that if a set of N BSs 
are all LoS AoAs, then the estimates of a, the NLOS error, from all possible 
combinations will be small. In order to estimate a more reliable NLOS error, 
the mean of a for each BS from all possible combinations are calculated. 
Before choosing the threshold, the range of the NLOS error needs to be first 
discussed. Since there are no known standard values for the AoA NLOS error 
in practice, in this thesis, the NLOS error is defined to be much larger than 
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the measurement noise . In [16], ToA NLOS error from 100 meters to 1300 
meters in a 1 km cell size system is used. But this is not a widely accepted 
figure. In [17], the AoA NLOS error is chosen as Gaussian with zero mean and 
standard deviation from 5° to 10�. This appears not reasonable, because in 
some literature, noise of Gaussian with zero mean and mean standard deviation 
= 5 �i n AoA systems is measured. Thus, the NLOS error is in the order of 
the noise and the NLOS effect will not be serious as compared to the noise. 
So in this thesis, the NLOS error is chosen as a uniform random variable (r.v.) 
between 70�and 180�. 
Another consideration is for the Threshold. Since the NLOS error is chosen 
uniformly distributed between 70�and 180�，the estimates of ai for NLOS BSi 
will be larger than 70° for no noise, theoretically. If the AoA location system 
suffers from noise, the threshold can be set around 70° according to cr, where 
(J is the noise standard deviation. For zero mean Gaussian noise, most of the 
realizations of the random vector will be within 3cr. So the Threshold is set to 
be 70° — 3cr in the simulations. 
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3.3 Simulations 
3.3.1 Experiment 1 
The simulations in this section aim to evaluate the dimension determination 
and LOS identification algorithms. The simulation settings are used to model 
the real macrocell environments with cell size about 1 km. In macrocell envi-
ronment, a mobile phone is receiving signal from one serving BS and another 
6 BSs are waiting for switching. When the mobile phone user comes across 
the boundary of two cells, the serving BS switches from one to another. It is 
reported that the measurement noise in AoA systems is zero mean Gaussian 
random variable with a mean standard deviation 5°. So the noise in the sim-
ulations are set to be Gaussian with standard deviation varying around 5°. In 
practise, the number of LoS BSs and which BSs are always unknown, thus the 
NLOS BSs in each simulation trial are picked randomly. 
The 7 BSs are located at (354,354), (111,487), (0,-500), (250,-433), (155,-
476), (-433,250),(-383,-321) and one MS at (0,100). Figure 3.3 shows the lo-
calization geometry. The NLOS error is uniformly distributed between 70° and 
180�. The true Dimension D varies from 2 to 7. The determined LoS dimension 
A 
is represented by D. The threshold is set as 70�— 3(7. 
Table 3.1 and 3.2 are the confusion matrices for LoS Dimension determina-
tion and identification accuracy by a-test when (j 二 1° and a = 5。，respectively. 
1000 trials are taken for each cr and D. The NLOS BSs and LoS BSs are cho-
sen randomly for each trial. There are two entries in each box in the tables. 
The lower entry gives the number of trials that have the LoS dimension deter-
mined as indicated. The upper gives the number of correct identifications of 
the LoS-BSs. 
As shown in Tables 3.1 and 3.2, this a-test provides above 90% correct 
dimension determination and a high LOS identification accuracy except when 
the true dimension D=2 and D=3. When D=2 and D=3, there is some difficulty 
in identification because the available number of ai for averaging is smaller. 
Note that the incorrectly determined dimensions are always smaller than the 
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true dimension. When the dimension is incorrectly determined, it is better to 
have it smaller than the true dimension, since the BSs will all be LoS, this 
will result in a smaller estimation error as compared to the condition that the 
determined dimension is larger than the true one but includes NLOS BSs. 
Tables 3.3 and 3.4 give the confusion matrices for Dimension determination 
and identification accuracy by the Selective Model proposed in[l]. Comparing 
tables 3.1 and 3.3, and tables 3.2 and 3.4, it can be seen that the LOS deter-
mination accuracies are much better by the a-test than those by the Selective 
Model. At D二7, the 100% accuracy by a-test will give an MSE that meets the 
CRLB if the estimator is optimal. The a-test method works well especially at 
D=4，5,6,7, when it has above 90% rate of correct dimension determination and 
LOS identification. At D=2 or 3, when the accuracy by a-test are not high, it 
is at still better than the Selective Model. 
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A 
True Determined Dimension D 
D 7 H 6 I 5 4 3 2 
7 1000 0 0 0 0 0 
1000 0 0 0 0 
6 0 999 0 0 0 0 
0 999 0 1 0 ^ 
5 0 0 997 0 0 0 
0 3 997 0 0 0 
4 0 0 0 984 1 5 
0 3 6 985 2 ^ 
3 0 0 0 0 905 32 
0 0 5 5 919 71 
2 0 0 0 0 0 583 
0 0 1 24 53 922 
Table 3.1: Confusion Matrix for a 二 1° by a-test 
A 
True Determined Dimension D 
D 7 I 6 I 5 4 3 2 
7 1000 0 0 0 0 0 
1000 0 0 0 0 ^ 
6 0 999 0 0 0 0 
1 999 0 0 0 0 
5 0 0 993 2 1 1 
0 2 993 2 1 2 
4 0 0 0 949 1 13 
0 0 1 950 22 19 
3 0 0 0 0 835 70 
0 0 1 5 864 130 
2 0 0 0 0 0 567 
0 0 2 8 79 911 
Table 3.2: Confusion Matrix for a = 5° by a-test 
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A 
True Determined Dimension D 
D 7 I , 6 I 5 I 4 一 3 2 <2 
7 1000 0 0 0 0 0 0 
1000 0 0 0 0 0 
6 0 903 31 41 23 2 0 
0 903 31 41 23 2 0_ 
5 0 0 788 126 44 8 1 
0 5 797 136 52 9 
4 0 0 0 696 144 72 12 
0 2 12 730 167 77 ^ 
3 0 0 0 0 603 175 55 
1 16 47 668 209 59 
2 0 0 0 0 0 572 179 
0 2 5 32 99 667 195 
Table 3.3: Confusion Matrix for (j 二 1° by modified selective model 
A 
True Determined Dimension D 
D 7 6 5 4 3 2 < 2 
7 1000 0 0 0 0 0 0 
1000 0 0 0 0 0 0_ 
6 0 883 50 39 19 5 0 
0 885 51 40 19 5 
5 0 0 783 126 38 11 5 
0 6 793 139 44 13 ^ 
4 0 0 0 649 177 72 12 
0 2 16 689 196 85 ^ 
3 0 0 0 0 588 210 54 
0 1 8 53 644 240 54 
； 0 0 0 0 0 582 191 
0 1 8 29 85 664 213 
Table 3.4: Confusion Matrix for cr = 5° by modified selective model 
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3.3.2 Experiment 2 
In this experiment, a complete scheme first selects the LoS BSs and then locates 
the MS position as follows: 
1. Determine the LoS dimension L) among the received 7 AoAs. 
2. Identify the LoS AoAs. 
3. Use the AML algorithm mentioned in chapter II to calculate the MS 
position by the identified LoS AoAs. 
Figures 3.4, 3.5, 3.6，3.7 compare the Mean Square Errors (MSE) of estima-
tions: (1) using the total 7 AoAs; (2) using the identified LoS AoAs. The MSE 
is defined in (3.13). Since the NLOS AoAs are selected randomly from the 7 
AoAs for each trial, the CRLBs for the 5000 trials need to be averaged as in 
(3.14) for comparison. 
膽 二 E 叫 二 (3.13) 
where flj is the estimated MS position for the trial: jlj = {x,y)J. 
E f T CRLB, , � 
Average CRLB = ) 5 0 0 0 ~ - (3-14) 
As shown in Figure 3.4，when the true LoS Dimension D二7，the MSE by 
the determined LoS Dimension and the MSE by the total 7 AoAs are almost 
identical, which are very close to the CRLB. This is because the accuracy of 
the Dimension Determination for D=7 are almost 100% even when the noise 
standard deviation is 6 degrees and the the AML location algorithm is good 
enough to meet the CRLB in this geometry. 
In Figures 3.5, 3.6, 3.7, the true dimensions are D=6，D二5, D=4, respec-
tively. As shown in the figures, when a is low, the MSE by the identified LoS 
AoAs meets the CRLB, as a increases, the MSE will increase as well, but is 
still smaller than the MSE when all the 7 BSs are used, including those that 
are NLOS. When the noise increases, the LoS dimension estimation and LoS 
identification by the a —test introduced some false identifications, which lead to 
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a higher MSE. If the number of LoS AoAs decreases, it becomes more difficult 
to correctly determine the dimension and find the LoS AoAs. 
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Chapter 4 
Conclusions and Suggestions for 
Future Work 
4.1 Conclusions 
With high resolution antenna arrays of 30�beamwidth being put into the BSs, 
localization by AoA measurements becomes a possible alternative to the most 
common range-based location methods (ToA, TDoA and RSS). An optimal AoA 
localization algorithm is required for AoA systems or ToA/AoA, TDoA/AoA 
hybrid location systems. The NLOS effects are still the main sources of errors 
in localization under urban environment. Algorithms that can solve or mitigate 
the NLOS problem are thus needed. 
The exact ML equations for AoA localization are nonlinear, non-convex and 
multidimensional, which require iterative gradient searches for their solution. 
But the convergence of the gradient search method is not always ensured and 
highly dependent on initial conditions. The well known Ordinary Least Squares 
(OLS) [2] and Weighted Least Squares (WLS) [1] estimators give closed-form 
solutions to the AoA location systems. The error covariance of the WLS estima-
tor under small noise assumption is proved to be equal to the CRLB. But both 
OLS and WLS estimators are biased. An AML method is proposed in chapter 
II. It is a closed-form solution and initialized by the ML solution of 2 AoAs. 
In geometries where WLS produces a large bias, the AML estimator, shown by 
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the simulation results, has a MSE much closer to (but still slightly above) the 
CRLB and a smaller bias than the OLS estimator and the WLS estimator of 
optimal weights. 
In chapter III, an a - test method is developed to determine the LoS di-
mension and identify the LoS AoAs. After that, only the LoS AoAs are used to 
calculate the MS position. The a — test method has a success rate of over 90% 
when there are more than 3 LoS AoAs out of 7 BSs. The test is shown by sim-
ulation results to be more effective than the Selective Model [1] for suppressing 
NLOS errors. 
The AML estimation, in combination with the a-test, gives a complete 
scheme to select the LoS BSs and then locate the MS position. This scheme 
is applicable to the AoA or hybrid location systems whether or not there are 
NLOS BSs. It is verified by simulations that this complete scheme can signifi-
cantly reduce the MSE as compared to using all the received AoAs (including 
some that are NLOS), especially when the noise is much smaller than the NLOS 
error. If the true dimension is small (2 or 3 LoS out of 7 AoAs), difficulty in 
correctly determining the dimension and finding the LoS AoAs due to inefficient 
information will lead to a larger MSE. 
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4.2 Suggestions for future work 
Nowadays, more than one kind of measurements are available at BSs. ToA, 
TDoA and AoA signals can be combined together in hybrid systems, which 
can improve the accuracy for the localization solution. There has been some 
research on the hybrid ToA/AoA/TDoA techniques [19] [20], which combine 
these measurements in different manners. But an optimal way to combine all 
these measurements still needs to be considered. 
Most of the evaluations for the existing algorithms are by software simula-
tions. But the real environments are very different from the simulation ones: 
the noise may not be Gaussian and measurements for typical NLOS errors in 
AoA systems need to be done. Thus, the performance of the localization algo-




Derivation of the Cramer Rao 
Lower Bound (CRLB) for AoA 
Localization 
A.l CRLB for all LoS 
The CRLB [22] of a parameter ^ is 
= [ 邵 ⑴ (A.1) 
djjL oil 
where /(0|/i) is the conditional probability density function (pdf) of a random 
vector X with N elements. 
If the random vector 0 = [6>i, 6>2，…，6>iv]了 is Gaussian distributed and the 
elements of X are independent and we assume that all the elements have the 
same variance cr^ , the conditional probability density function /(©丨“）is, 
/(ebtz) 二 f i — e - 由 ( “ ) 2 (A.2) 
i二 1 V 
After taking natural log on both sides of (A.2), the log-likelihood equation is: 
1 N 
In/(e|/i) = constant - -— — Oif (A.3) 
i=l 
In localization by AoA measurements, the parameter needs to be estimated 
is the MS position: = (x,y)T, the BSs，position {xi,yi) is known. Oi is the 
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measured AoA signal from the i认 BS. And the true bearing angles can be 
written as: 
‘ e, 二 a r c t a n ( ^ ^ ) (A.4) 
y-Vi 
If all the Angle of Arrivals are from LoS path, 
3 1 n f _ “ J y a� (A.5) 
da cr2 dfi 
So the Fisher's Information Matrix (FIM) becomes: 
FIM 二 丑 严 
L\ d^i Ofi 
1 ( r•巡、2 • 逃 • 逃 、 
—J_ vZ^  dx ) 乙 dx 乙 dy (A 6) 
—0-2 x^msr ^ / V . 
\ 乙 dx 乙 dy vZ^ dy / / 
and 
m = ^arctan(fEf7) 二 — （A 7) 
dx dx Ri 
^ = aarctan(lEf^) = ^ (八.8) 
dy dy Ri 
where 
工 一 X ‘ 
6i 二 arctan( -) 
y-Vi 
Ri = Vi^i - + {Vi - y? 
The Cramer-Rao-Lower-Bound (CRLB) is the inverse of the Fisher's Infor-
mation Matrix. CRLB{x) = FIM-乂 1,1) and CRLB(x) = FIM-低 
A.2 CRLB for both LoS and NLoS 
For LoS AoAs, the angles of arrival is 
OLoS,i = (A.9) 
and for NLOS path, 
Onlos,I = Oi-{-ai (A. 10) 
where ai is the NLOS error from the BS. 
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For simplicity, we assume that there are 1 NLOS out of N AoAs, the FIM 
in (A.6) can be rewritten as 
FIM 二 五 [ ( 她 ， 
dfJL oil 
( ,•逃、2 • 巡 • 逃 dQj dOj \ 
L dx L dy L^ dx ^ dai 
二丄 V 逃 V 逃 f V 逃�2 y ^ T ^ (A.ll) 
L^ dx L dy dy ) dy ^ dai ^ ‘ 
• •巡 V ^ V ^ f V 洲 i�2 
\ Z^ 'd^i L dy L dai 、乙 dai) / 
and 
CRLB = FIM-i (A.12) 
Similarly, for k NLOS out of N AoAs, the FIM in (A.ll) can be rewritten 
as a (2 + A:) X (2 + k) matrix. And it is proved by numerical method that the 
CRLB for k NLOS out of N{k < N - 2) AoAs is equal to the CRLB for only 
the (N-k) LoS AoAs. Thus NLOS effects do not change the CRLB. 
The theoretical minimum MSE an unbiased estimator can reach is the 
CRLB. Estimators that reach the CRLB are the best and are called efficient 




Derivation of the Error 
Covariance for OLS and WLS 
Estimators 
The matrix equation for the AoA system is 
= 6 + e (B.l) 
where 
( ‘ ‘ ) (B.2) 
\y J 
/ ~ \ 
cos 9i — sin 6i 
A= • • (B.3) 
乂 cos Qn — sin Qn 
/ ~ \ 
x\ • cos Oi — yi • sin 9i 
b= • (B.4) 
� � 
y x a t . cos 9N - VN • sin 
AS 
f - m \ 
‘ e 二 • （B.5) 
乂 —o^Rn y 
where (x^, yi) represents the position for BSi.式 is the measured AoA from BSi, 
& is the measurement noise which is a Gaussian random variable and Ri is the 
distance from the MS to BSi. Note that (B.l) is identical to (2.11). 
B.l Error Covariance for OLS Estimator 
The Ordinary Least Squares (OLS) estimator gives the MS position as: 
fi = (B.6) 
From (B.l), 
h = A l l - e (B.7) 
Substitute (B.7) into (B.6) gives: 
fL = [A^A)-'A^{A^ji - e ) = 11- (B.8) 
The error covariance of OLS estimator is 
Cols 二 • - — a O ” = EU^AY'A^ee'AiA^A)-'] ( B . 9 ) 
Because 
2 • • 
cr 1 = 1 , � 
E U j ] = (B-10) 
� 0 t ^ j 
The expectation of the term ee^ is 
E[ee^] = a'diag[ R\ • . ] (B.ll) 
For small noise, cos& ~ 1 and sin^i ~ � i . = 0, so that 
五[cos 9i] = E"[cos {Oi + � ]二 五[cos 6i cos & — sin 6i sin “ 
~ 五[cos Oi] + E[sm eS] = cos Oi (B.12) 
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Similarly, 
丑[sin 6i] = £;[sin {6i + 二 丑[sin Oi cos + cos 9i sin “ 
~ sinOi (B.13) 
Thus, 
E[A] ~ A (B.14) 
where A = A when there is no noise. Substituting (B.ll) and (B.14) into (B.9), 
the error covariance is 
Cols 二 (B.15) 
where Q = diag[ R^ . . Rj^ . 
B.2 Error Covariance for WLS Estimator 
The WLS estimator gives 
fi- = {A^WAy'A'Wb 
= - e] 
= M - {A^WA)- 'A^We (B.16) 
The error covariance is 
C^is 二 五[(A— — - 了] (B.17) 
=E[{A^WA)-'A^Wee^WA{A^WA)-'] (B.18) 
Giving = E[ee^] and applying (B.14) give: 
C— = E[{A^WA)-^] ~ {A^WA)-^ (B.19) 
Substituting (B.ll) into A^WA results in 
Z \ 广 所 。 。 、 广 cos6'i -sin(9i � 
- 1 / cos6'i ••• cos On . . 
A^WA ~ — 0 ••. 0 ：： 
^ \ — sin 6i . . . - sin ) 2 
y 0 0 Rn y y cos On - sin 
( s^N cosO^ — S^N coseismOi \ 
= 丄 乙 — 乙 ^ ( B . 2 0 ) 
x^N cos Oj s in Oj sr^N sin 
\ — 2^1=1 ^ 乙 / 
which is identical to the Fisher's Information Matrix (FIM) in (A.6). 
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