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Résumé – Dans cet article, nous considérons le problème de la déconvolution impulsionnelle positive myope, c’est-à-dire que nous souhaitons
restaurer un signal impulsionnel dans le cas particulier où tous les pics sont positifs, en estimant également les paramètres de la réponse impul-
sionnelle et les hyperparamètres du problème. Du fait de la complexité du problème, nous utilisons une méthode MCMC basée sur l’algorithme
de Gibbs. Enfin, deux indices originaux sont proposés pour estimer le signal impulsionnel et permettre une analyse plus pertinente de la chaîne
de Markov résultante.
Abstract – We consider in this paper the problem of the blind deconvolution of positive peaks, i.e. we wish to restore a sparse spike train whose
peaks are positive and to estimate the impulse response and the problem hyperparameters. Because of the complexity of the posterior global
criterion, we use an MCMC method based on the Gibbs sampler. Finally, we propose two new indexes to give an estimate of the signal, yielding
an efficient analysis of the Markov chain.
1 Introduction
Nous considérons dans cet article le problème de la décon-
volution impulsionnelle positive myope non supervisée, c’est-
à-dire que nous souhaitons estimer conjointement le signal im-
pulsionnel z ∈ R+N , la réponse impulsionnelle h ∈ RM et
les différents hyperparamètres du problème connaissant la sor-
tie du système y ∈ RN . Nous modélisons le problème sous la
forme classique suivante :
y = Hz + b,
où H est la matrice de Toeplitz de h, et où le bruit b permet la
prise en compte des incertitudes de mesure et de modèle.
Le problème de la déconvolution impulsionnelle myope peut
se rencontrer en spectroscopie [4], en sismique réflexion [1,
9], en électricité (décharges partielles) ou encore en génétique
(séquençage d’ADN [5]).
La déconvolution myope, qui, comme la déconvolution clas-
sique, est un problème inverse mal posé, cherche de plus à es-
timer un grand nombre de variables par rapport aux données
disponibles. La résolution de ce type de problème impose donc
d’inclure des connaissances a priori fortes pour régulariser la
solution, comme par exemple imposer de restaurer un signal
impulsionnel. Dans ce contexte, l’approche bayésienne asso-
ciée au développement des techniques de simulations stochas-
tiques fourni un cadre particulièrement attractif pour résoudre
ce type de problèmes.
Ainsi, certains auteurs imposent un a priori Bernoulli-gaus-
sien sur z et gaussien sur h [1, 9] ; ils utilisent ensuite l’échan-
tillonneur de Gibbs qui permet de générer une chaîne de Mar-
kov pour chaque quantité à estimer. Cheng et al. [1] et Rosec
et al. [9] proposent deux estimateurs différents pour le signal
impulsionnel (une discussion à propos du choix de ces estima-
teurs est proposée section 4). D’autres auteurs préfèrent estimer
les paramètres de z et h, à savoir la position et l’amplitude des
pics et la largeur de la réponse impulsionnelle [4, 5] : l’a priori
Bernoulli-gaussien n’est pas utilisé puisque z est modélisé par
un ensemble de pics dont les positions et les amplitudes sont à
estimer. Différentes lois a priori sur les paramètres y sont pro-
posées, mais tous appliquent l’algorithme RJMCMC. L’estima-
tion des variables se fait ensuite en utilisant l’estimateur MAP
(maximum a posteriori). Notons que le fait d’estimer seulement
les paramètres de h plutôt que h entier permet de diminuer le
nombre de variables à estimer, mais cela implique que la struc-
ture de la réponse impulsionnelle soit connue a priori, ce qui
est le cas dans certaines applications, en particulier la spectro-
scopie.
Nous considérons ici le cas particulier (courant en spectro-
scopie ou en génétique) où les impulsions sont positives :
∀n ∈ {1, . . . , N}, zn ≥ 0.
De plus, pour éviter d’avoir à optimiser un critère a poste-
riori trop compliqué, nous suivons la majorité des travaux en
se plaçant dans un cadre bayésien et en utilisant une méthode
MCMC basée sur l’échantillonneur de Gibbs [1, 8]. Cet algo-
rithme itératif génère une chaîne de Markov du vecteur de va-
riables θ = {θ1, . . . ,θN}. Partant de valeurs initiales θ(0) =
{θ
(0)
1 , . . . ,θ
(0)
N }, on simule à tour de rôle les variables de θ
à partir leur distributions a posteriori conditionnelles. Ainsi, à
l’itération i et ∀n ∈ {1, . . . , N},
θ
(i)
n ∼ p(θn|y,θ
(i)
1 , . . . ,θ
(i)
n−1,θ
(i−1)
n+1 , . . . ,θ
(i−1)
N ).
La section 2 présente les lois a priori choisies pour chaque
quantité dont on déduit les lois a posteriori (en section 3), à
partir desquelles l’échantillonneur de Gibbs permet de simuler
chaque variable. Le choix des estimateurs est discuté dans la
section 4 : nous y proposons deux indices originaux permettant
d’obtenir une estimation pertinente du signal impulsionnel. En-
fin, la section 5 conclut ce travail.
2 Lois a priori
2.1 Loi a priori de z
Le signal impulsionnel est modélisé par un processus Bernoulli-
gaussien à support positif. Aussi, le signal est représenté par le
couple z = (q,x) où
– q fixe l’occurrence des pics et suit une loi de Bernoulli de
paramètre λ [8] :
qn ∼ Ber(λ) ;
– x correspond à l’amplitude des pics et suit une loi gaus-
sienne à support positif de variance r1 > 0 s’il y a un pic
au point n (qn = 1) ou r0 = 0 sinon (qn = 0) :
xn ∼ N
+
(
0, r1qn + r0(1− qn)
)
.
N+(µ, σ2) représente la loi gaussienne de moyenne µ et
de variance σ2 tronquée en zéro.
La loi a priori de zn s’écrit alors :
p(zn|z−n, λ, r1, s, rb) = p(xn,qn|z−n, λ, r1, s, rb)
= p(xn|qn, r1)p(qn|λ),
où z
−n = {z1, . . . , zn−1, zn+1, . . . , zN}.
En pratique, lorsque le nombre de pics Nq =
∑
n qn de-
vient très faible, il apparaît que la solution qui consiste à avoir
un grand nombre de pics de petite amplitude devient très pro-
bable : c’est typiquement un problème de dégénérescence. Il est
donc nécessaire de fixer un a priori sur λ qui permette de limiter
le nombre de pics. Nous choisissons la loi a priori conjuguée1 :
λ ∼ Be(1, N + 1).
où Be(α, β) représente la famille des lois beta [8].
En outre, si aucun a priori n’est fixé sur r1, sa loi a posteriori
s’écrit :
r1 ∼ IG
(
Nq/2− 1,x
T
nxn/2
)
,
où IG(α, β) représente la famille des lois inverse gamma [8].
Un problème numérique se pose alors dans le cas où Nq ≤
2 : le premier paramètre de la loi inverse gamma n’est plus
strictement positif. Pour éviter cela, nous posons un a priori sur
r1 en choisissant également une loi conjuguée :
r1 ∼ IG(α1, β1)
dont l’espérance et la variance sont [8] :
E[r1] = β1/(α1 − 1), (si α1 > 1),
Var[r1] = β21/
(
(α1 − 1)
2(α1 − 2)
) (si α1 > 2).
L’a priori a été choisi pour éviter les erreurs numériques. Ce-
pendant, afin de minimiser son influence sur l’estimation, il
doit être le moins informatif possible. À ce titre, la variance doit
être choisie la plus grande possible et l’espérance de manière à
1Une loi a priori conjuguée permet d’obtenir une loi a posteriori de même
forme mais dont les paramètres sont fonction de la vraisemblance et de l’a
priori.
ne pas affecter l’estimation. On choisit donc de prendre l’espé-
rance égale à une estimation grossière de la variance de l’am-
plitude des pics. Dès lors, puisque Var[r1] = E[r1]2/(α1 − 2),
il faut que α1 soit le plus petit possible, donc α1 = 2 + ε,
où ε ≪ 1. D’après l’expression de l’espérance on en déduit :
β1 = E[r1](α1 − 1) = E[r1](1 + ε).
2.2 Loi a priori de s
Le cas le plus général consiste à supposer la réponse impul-
sionnelle inconnue. Cependant, dans certaines applications (en
particulier la spectroscopie), on peut supposer que la structure
de h est connue. Seuls les paramètres de la structure sont à esti-
mer, limitant ainsi le nombre d’inconnues du problèmes. C’est
ce cas que nous traitons : dans la suite de l’article, nous pre-
nons l’exemple d’une réponse impulsionnelle lorentzienne de
paramètre s :
hn =
s2
s2 + n2
.
Alors, seul le scalaire s est à estimer. Le seul a priori imposé à
s est qu’il soit positif.
2.3 Loi a priori de b
b est modélisé par un processus gaussien i.i.d. de moyenne
nulle et de variance rbI. De même que pour s, le seul a priori
imposé est la positivité de rb.
2.4 Indéterminations en déconvolution myope
Dans le problème de la déconvolution myope de signaux
réels, plusieurs types d’indéterminations peuvent intervenir [1] :
• l’indétermination sur le contenu spectral tient au fait qu’il
n’est pas possible a priori de différencier les cas h(n) ⋆
z(n) et h1(n)⋆ (h2(n)⋆z(n)) où h1(n)⋆h2(n) = h(n).
Dans notre cas, l’a priori Bernoulli-gaussien à support
positif sur z permet de lever cette indétermination ;
• l’indétermination temporelle correspond au fait que ∀η,
h(n) ⋆ z(n) = h(n + η) ⋆ z(n − η) : le signal impul-
sionnel et la réponse impulsionnelle peuvent être décalés
d’une valeur inverse l’un par rapport à l’autre. Ici, l’indé-
termination est levée en fixant le maximum de la réponse
impulsionnelle en n = 0 ;
• enfin, l’indétermination sur l’amplitude correspond au
fait que ∀α, h(n) ⋆ z(n) = αh(n) ⋆ z(n)/α. On lève
l’indétermination en fixant le maximum de la réponse
impulsionnelle à 1.
3 Lois a posteriori
3.1 Fonction de vraisemblance
Il y a donc 2N+4 variables à estimer : θ = {x,q, r1, λ, s, rb}.
L’a priori gaussien sur le bruit permet de déterminer l’expres-
sion de la vraisemblance selon :
p(y|x, s, rb) =
1
(2πrb)N/2
exp
(
−
1
2rb
||y −Hx||2
)
.
3.2 Détermination des lois a posteriori
La règle de Bayes permet de déterminer les lois a posteriori
à simuler :
xn ∼ N
+
(
µqn,n, ρqn,n
)
,
qn ∼ Ber
(
λ1,n
)
,
r1 ∼ IG
(
Nq/2 + α1,x
T
nxn/2 + β1
)
,
λ ∼ Be
(
Nq + 1, 2N −Nq + 1
)
,
s ∼ exp
(
− ||y −H(s)x||2/2rb
)
,
rb ∼ IG
(
N/2− 1, ||y −Hx||2/2
)
,
où :
ρ1,n =
r1rb
rb + r1HTnHn
, µ1,n =
r1,n
rb
eTnHn,
ρ0,n = 0, µ0,n = 0, en = y − (Hx−Hnxn),
λ1,n =
[
1 +
1− λ
λ
√
r1
ρ1,n
exp
(
−
µ21,n
2ρ1,n
)]
−1
,
et où Hn est la nème colonne de H. Notons que dans la loi a
posteriori de s, la dépendance de H par rapport à s a été rendue
explicite.
3.3 Simulation des lois à posteriori
L’échantillonnage des variables qn, λ, r1 et rb est facile
puisqu’il s’agit de lois classiques.
Pour xn, des techniques efficaces de génération de variables
gaussiennes positives existent [2, 6, 7] ; en particulier, dans [6],
nous proposons un algorithme d’acceptation-rejet mixte uti-
lisant plusieurs lois candidates et dont le taux d’acceptation
moyen est très élevé, donnant ainsi une méthode d’échantillon-
nage rapide.
Enfin, la loi de s n’étant pas standard, son échantillonnage
est réalisé par un algorithme de Metropolis-Hastings à marche
aléatoire avec, comme loi candidate, une gaussienne à support
positif de moyenne s(i−1) et de variance rs fixée. L’efficacité
de l’algorithme dépend en grande partie de rs : si la variance
est trop faible, la chaîne de Markov risque de converger trop
lentement puisque ses pas seront petits ; au contraire, si la va-
riance est trop grande, l’algorithme va rejeter un grand nombre
de propositions [3, 8]. En général, ce réglage est heuristique.
Dans [3], Gelman et al. recommandent par exemple de cher-
cher à atteindre un taux d’acceptation de 0,5 pour les modèles
de dimension 1.
Enfin, afin d’accélérer la convergence de l’algorithme, les zn
sont échantillonnés dans un ordre aléatoire à chaque itération.
4 Choix de l’estimateur
Dans cette section, nous nous concentrons sur le choix de
l’estimateur du signal impulsionnel, les autres quantités étant
estimées au sens de l’EAP (espérance a posteriori) car facile à
implémenter à partir d’une chaîne de Markov [1]. On suppose
donc que l’échantillonneur de Gibbs a généré les chaînes de
Markov de x et q. Pour simplifier, nous supposons que la pé-
riode de transition de la chaîne de Markov est négligeable ou a
été supprimée : on considère donc que la chaîne est en régime
stationnaire de i = 1 à i = I . Dans un premier temps, nous
présentons les deux estimateurs proposés dans [1] et [9] et les
appliquons à la chaîne de Markov générée, et nous montrons
qu’ils peuvent, dans certains cas, conduire à une interprétation
erronée. Nous proposons alors deux indices permettant d’obte-
nir une interprétation correcte des résultats.
Pour cela, considérons l’exemple d’une chaîne de Markov
telle que I = 4 et N = 4 (figure 1). En k = 1, la chaîne de
Markov ne génère jamais de pic ; en k = 2, elle en génère tou-
jours un ; enfin, elle génère alternativement un pic en k = 3 et
en k = 4, signifiant qu’il y a sans doute un pic situé entre les
points 3 et 4, mais qu’il est difficile de le positionner avec pré-
cision. Les résultats des différents estimateurs sont également
représentés, avec éventuellement l’estimation de qn.
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FIG. 1 – Comparaison des différents estimateurs
Dans [1], les auteurs ne considèrent pas le vecteur q des oc-
currences des pics et proposent d’estimer xn au sens de l’EAP :
x̂EAPn = E[xn|y] =
∫
xnp(xn|y)dxn.
Cette quantité n’étant pas calculable explicitement, l’estima-
teur est approché par :
x̂n ,
1
I
I∑
i=1
x(i)n .
Le résultat fourni par cet estimateur sur l’exemple de la figure 1
donne un résultat cohérent en k = 1 et k = 2. En revanche,
l’analyse de l’estimation indique qu’il y a deux pics de faible
amplitude en k = 3 et k = 4, alors qu’il n’y en a qu’un seul
grand : cet estimateur est donc inadéquat.
Rosec et al. [9], pour leur part, prennent en compte le vecteur
q et l’estime au sens du MAP (maximum a posteriori) : q̂n ne
peut donc prendre que la valeur 0 ou 1.
q̂n ,
{
1 si 1I
∑I
i=1 q
(i)
n > qmin,
0 sinon,
où qmin est un seuil fixé a priori. L’estimateur de l’amplitude est
défini ainsi :
x̂n ,

1∑I
i=1 q
(i)
n
I∑
i=1
q
(i)
n =1
x(i)n si q̂n = 1,
1∑I
i=1(1− q
(i)
n )
I∑
i=1
q
(i)
n =0
x(i)n si q̂n = 0
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FIG. 2 – Estimation sur un signal simulé. Les croix représentent
les pics réels et les lignes leur estimation.
L’estimation à partir de la chaîne de Markov de la figure 1 es-
time correctement les deux premiers pics, mais, avec qmin <
0, 5, estime deux pics de grande amplitude en k = 3 et k = 4
alors qu’il n’y en a qu’un seul.
La principale limitation des estimateurs précédents provient
de la prise de décision sous-jacente à l’estimateur. Dans le pre-
mier cas, tous les pics sont considérés comme étant significa-
tifs, alors que dans le deuxième, seuls les plus probables sont
pris en compte. Afin d’améliorer l’analyse de la chaîne de Mar-
kov, nous proposons d’utiliser conjointement deux indices es-
timant respectivement la probabilité d’occurrence d’un pic et
son amplitude :
q˜n ,
1
I
I∑
i=1
q(i)n , x˜n ,
1∑I
i=1 q
(i)
n
I∑
i=1
q
(i)
n =1
x(i)n .
Notons que pour I →∞, ces quantités s’écrivent également :
q˜n ≈ E[qn|y], x˜n ≈ E[xn|y]/E[qn|y].
L’indice q˜n n’est pas à proprement parler un estimateur de qn
car il peut prendre des valeurs non entières. Cependant, il per-
met d’obtenir une estimation de la probabilité d’occurrence des
pics, donc de leur probabilité d’existence. Ainsi, dans le cas
de la figure 1, les deux premiers pics sont toujours correcte-
ment estimés, et en k = 3 et k = 4 on estime deux pics de
grande amplitude, mais de probabilité d’existence 1/2, ce qui
reflète mieux le comportement de la chaîne de Markov. L’ana-
lyse conjointe des deux indices permet de déduire qu’il n’y a
qu’un seul pic situé au barycentre des deux estimés (c’est-à-
dire en k = 3, 5), et dont l’amplitude est la somme des ampli-
tudes x˜n pondérées par leur probabilité d’occurrence q˜n. Ces
deux indices permettent ainsi un analyse plus fine de la chaîne
de Markov les estimateurs proposés par [1] et [9].
Afin de valider notre méthode et d’illustrer la pertinence de
l’estimateur, nous avons simulé un signal de N = 256 points
qui est la convolution d’un signal impulsionnel et d’une lorent-
zienne de largeur s = 2. Le RSB a été fixé à 30 dB environ.
Le résultat d’une simulation de 1000 itérations est donné fi-
gure 2. La largeur de la réponse impulsionnelle a été estimée
à ŝ = 1, 954 et l’estimation obtenue est relativement bonne :
les pics aux alentours de 100, 150 et 200 sont bien retrouvés.
En ¬ et ­, on trouve un ensemble de pics d’occurrence 10 %
environ. Il y a donc probablement un pic aux alentours de ces
endroits, dont l’amplitude est bien estimée par la somme pon-
dérée des x˜ et la position par le barycentre des q˜, sous réserve
que la zone considérée soit correctement sélectionnée. En rai-
sonnant de la sorte, on retrouve bien le pic de faible amplitude
en ¬. En revanche, l’amplitude des pics estimés en ­ est très
faible : on peut en déduire qu’il n’y a pas de pic à cet endroit.
Une analyse telle que celle présentée dans [1] et [9] n’aboutirait
pas à ces conclusions. Le pic situé à 195 a été estimé par deux
pics très proches d’occurrence 1, et d’amplitude moitié. Encore
une fois, en supposant que la zone relative à ce pic soit cor-
rectement sélectionnée, sa position et son amplitude sont bien
estimés par le barycentre et la somme pondérée. Il est clair que
la qualité de l’analyse est très fortement liée à la sélection de la
zone relative à un pic, étape qui à l’heure actuelle est laissée à
l’appréciation de l’utilisateur.
5 Conclusion
Nous avons présenté dans cet article une méthode de décon-
volution impulsionnelle positive myope, dans le cas où la ré-
ponse impulsionnelle est de structure connue. De plus, nous
nous sommes restreint au cas courant où les pics sont posi-
tifs. Un a priori Bernoulli-gaussien à support positif a permis
de modéliser le signal impulsionnel, et, en se plaçant dans un
cadre bayésien, nous avons utilisé l’échantillonneur de Gibbs
pour simuler les lois a posteriori de chaque variable. Enfin,
nous avons proposé deux nouveaux indices qui, utilisés conjoin-
tement, permettent d’obtenir une analyse plus fine des résultats
fournis par l’algorithme de déconvolution.
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