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Abstract
Machine learning methods often need a large amount of labeled training data.
Since the training data is assumed to be the ground truth, outliers can severely
degrade learned representations and performance of trained models. Here we apply
concepts from robust statistics to derive a novel variational autoencoder that is
robust to outliers in the training data. Variational autoencoders (VAEs) extract a
lower dimensional encoded feature representation from which we can generate new
data samples. Robustness of autoencoders to outliers is critical for generating a
reliable representation of particular data types in the encoded space when using
corrupted training data. Our robust VAE is based on beta-divergence rather than
the standard Kullback–Leibler (KL) divergence. Our proposed model has the same
computational complexity as the VAE, and contains a single tuning parameter
to control the degree of robustness. We demonstrate performance of the beta-
divergence based autoencoder for a range of image data types, showing improved
robustness to outliers both qualitatively and quantitatively. We also illustrate the
use of the robust VAE for outlier detection.
Preprint. Under review.
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1 Introduction
Deep learning methods have been widely used to extract multiple-level representations from data
and have had a significant impact in many research areas including image analysis and speech
recognition [1]. Here we focus on autoencoders that are designed to compress information using
lower-dimensional embeddings which can in turn be used to reconstruct data using the encoded latent
variables [2].
Deep learning models, including autoencoders, that are based on maximization of the log-likelihood
assume perfectly labelled training data. Outliers in training data can have a disproportionate impact
on learning because the will have large negative log-likelihood values for a correctly trained network
[3, 4]. In practice, and particularly in large datasets, training data will inevitably include mislabelled
data, anomolies or outliers, perhaps making up as much as 10% of the data [5].
In the case of autoencoders, inclusion of outliers in the training data can result in encoding of these
outliers. As a result the trained network may then be able to reconstruct these outliers when they
are presented as test samples. Conversely, if an encoder is robust to outliers then they will not be
accurately reconstructed. A robust encoder can therefore be used, for example, to detect anomolies
by comparing a test image to its reconstruction.
In the past few years, denoising autoencoders [6], maximum correntropy autoencoders [7] and robust
autoencoders [8] have been proposed to overcome the problem of noise corruption, anomalies and
outliers in the data. The denoising autoencoder [6] is trained to reconstruct “noise-free” inputs from
corrupted data and is robust to the type of corruption it learns. However, these denoising autoencoders
require access to clean training data and the modeling of noise can be difficult in real world problems.
An alternative approach is to replace the cost function with noise-resistant correntropy [7]. Although
this approach discourages the reconstruction of outliers in the output, it may not prevent encoding
of outliers in the hidden layer impacting the encoded features of the model in the hidden layers.
Recently, Zhou et al. [8] described a robust deep autoencoder that was inspired from robust principal
component analysis. This encoder performs a decomposition of input data X into two components,
X = LD + S, where LD is the low-rank component which we want to reconstruct and S represents
a sparse component that contains outliers or noise.
Despite many successful applications of these models, they are not probabilistic and hence do not
extend well to generative models. Generative models learn distributions from the training data
allowing generation of novel samples that match the training samples’ characteristics. Here we
focus on variational autoencoders (VAEs) [9, 10]. A VAE is a probabilistic graphical model that is
comprised of an encoder and a decoder. The encoder transforms high-dimensional input data with
an intractable probability distribution into a low-dimensional ‘code’ with a tractable posterior pdf.
The decoder then samples from the posterior distribution of the code and transforms that sample
into a reconstruction of the input. VAEs use the concept of variational inference (VI) [11] and
re-parameterize the variational evidence lower bound (ELBO) so that it can be optimized using
standard stochastic gradient methods.
A VAE can learn latent features that best describe the distribution of the data and allows generation of
new samples using the decoder. VAE has been successfully used for feature extraction from images,
audio and text [12–15]. Moreover, when VAEs are trained using normal datasets, they can be used to
detect anomalies, where the characteristics of the anomalies differ from those of the training data.
VAEs provide a probability measure rather than a reconstruction error as an anomaly score, which is
more principled and objective than simply using the reconstruction error and avoids the need for a
model specific threshold [16].
In this paper, inspired by Futam et al. [17], we propose a robust VAE (RVAE) which uses a robust
ELBO cost function. The β-ELBO cost replaces the log-likelihood term with a β-divergence-based
likelihood. This novel approach makes autoencoders robust to outliers present in training data and
achieves similar performance to that of a standard VAE trained without outliers. A toy example
of linear regression is shown in Figure 1 to illustrate the idea. The tuning parameter β is used to
determine what percentage of data is treated as outliers with an appropriate choice of β leading to an
optimal fit in which the outliers are ignored. In the following, we compare the performance of VAEs
and RVAEs using three different data sets with varying fractions of outliers in the training data. We
also show how the robustness of RVAE can be exploited to perform anomaly detection even in cases
where the test data also includes similar anomalies.
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Figure 1: Illustration of the robust model, parameterized by β on a linear regression problem: low
β results in a model sensitive to outliers; high β rejects normal training samples and an optimal β
achieves the best trade-off.
2 Background
2.1 Variational Inference
Given samples x(i) of random variable X representing input data, probabilistic graphical models
estimate the posterior distribution pθ(Z|X) as well as the model evidence pθ(X), where Z represents
the latent variables and θ the generative model parameters [11]. The goal of variational inference
is to approximate the posterior distribution of Z given X by a tractable parametric distribution. In
variational methods, the functions used as prior and posterior distributions are restricted to those
that lead to tractable solutions. For any choice of q(Z), the distribution of the latent variable, the
following decomposition holds:
log pθ(X) = L(q(Z), θ) +DKL(q(Z)||pθ(Z|X)) (1)
where DKL represents the Kullback–Leibler (KL) divergence. Instead of maximizing the marginal
probability pθ(X), with respect to the model parameters θ we can equivalently maximize its varia-
tional evidence lower bound ELBO L(q, θ) [11]:
L(q(Z), θ) = Eq(Z)[log(pθ(X|Z))]−DKL(q(Z)||pθ(Z)) (2)
In order to find the best generative model that explains the input data X, variational inference requires
maximization of the ELBO function L(q, θ) [11].
2.2 Robust Variational Inference
The ELBO function includes a log-likelihood term which is sensitive to outliers in the data because the
negative log likelihood of low probability samples can be arbitrarily high. It has been shown in [17]
that maximizing log-likelihood is equivalent to minimizing KL divergence DKL(pˆ(X)||pθ(X|Z))
between the empirical distribution pˆ of the samples and the parametric distribution pθ. Therefore, the
ELBO function can be expressed as:
L(q, θ) = −NEq[(DKL(pˆ(X)||pθ(X|Z)))]−DKL(q(Z)||pθ(Z)) (3)
where N is the number of samples of X used for computing the empirical distribution pˆ. Rather than
use KL divergence, which is not robust to outliers, it is possible to choose a different divergence
measure to quantify the distance between two distributions. Here we use β-divergence, Dβ [18]:
Dβ(pˆ(X)||pθ(X|Z)) = 1
β
∫
X
pˆ(X)β+1dX +
β + 1
β
∫
X
pˆ(X)pθ(X|Z)β+1dX
+
∫
X
pθ(X|Z)β+1dX
(4)
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In the limit as β → 0, Dβ converge to DKL. Using β-divergence changes the variational inference
optimization problem to maximizing β-ELBO:
Lβ(q, θ) = −NEq[(Dβ(pˆ(X)||pθ(X|Z)))]−DKL(q(Z)||pθ(Z)) (5)
Note that for robustness to the outliers in the input data, the divergence in the likelihood is replaced,
but divergence in the latent space is still the same [17]. The idea behind β-divergence is based on
applying a power transform to variables with heavy tailed distributions [19]. It can be proven that
minimizing Dβ(pˆ(X)||pθ(X|Z)) is equivalent to minimizing β-cross entropy [17], which in the limit
of β → 0 converges to the cross entropy, and is given by [20]:
Hβ(pˆ(X), pθ(X|Z)) =− β + 1
β
∫
pˆ(X)(pθ(X|Z)β − 1)dX +
∫
pθ(X|Z)β+1dX. (6)
Replacing Dβ in Eq. 5 with Hβ results in
Lβ(q, θ) = −NEq[(Hβ(pˆ(X)||pθ(X|Z)))]−DKL(q(Z)||pθ(Z)). (7)
2.3 Variational Autoencoder
A variational autoencoder (VAE) is a directed probabilistic graphical model whose posteriors are
approximated by a neural network. It has two components: the encoder network that computes
pθ(Z|X), which is approximated by qφ(Z|X), and the decoder network pθ(X|Z), which together
form an autoencoder-like architecture [21]. The regularizing assumption on the latent variables is
that the marginal pθ(Z) is a standard Gaussian N(0, 1). For this model the marginal likelihood of
individual data points can be rewritten as follows:
log pθ(x
(i)) = KL(qφ(Z|x(i)), pθ(Z|x(i))) + L(θ, φ;x(i)) (8)
where
L(θ, φ;x(i)) = Eqφ(Z|x(i))[log(pθ(x
(i)|Z))]−DKL(qφ(Z|x(i))||pθ(Z)) (9)
The first term (log-likelihood) can be interpreted as the reconstruction loss and the second term (KL
divergence) as the regularizer. Using empirical estimates of expectation we form the Stochastic
Gradient Variational Bayes (SGVB) cost [9]:
L(θ, φ;x(i)) ≈ 1
L
L∑
j=1
log(pθ(x
(i)|z(j)))−DKL(qφ(Z|x(i))||pθ(Z)). (10)
We can assume either a multivariate i.i.d. Gaussian or Bernoulli distribution for pθ(X|Z). That is,
given the latent variables, the uncertainty remaining in X is i.i.d. with these distributions. For the
Bernoulli case, the log likelihood for sample x(i) simplifies to:
Eθ(log pθ(x
(i)|Z)) ≈
L∑
j=1
log pθ(x
(i)|z(j)) =
L∑
j=1
D∑
d=1
(
x(i) log p
(j)
d + (1− x(i)d ) log(1− p(j)d )
)
(11)
where L is the number of samples drawn from qφ(Z|X), and pθ(x(i)d |z(j)) = Bernoulli(p(j)d ). In
practice we can choose L = 1 as long as the minibatch size is large enough. For the Gaussian case,
this term simplifies to the mean-squared-error (MSE).
3 Robust Variational Autoencoder
We now derive the robust VAE (RVAE) using concepts discussed in Section 2.3 and 2.2. In order
to derive the cost function for the RVAE, as in Eq. 7, we replace the likelihood term in Eq. 10 with
β-cross entropy Hβ(pˆ(X), pθ(X|Z))(i) between the empirical distribution of the data pˆ(X) and the
probability of the samples for the generative process pθ(X|Z) for each sample x(i). Similar to VAE,
the regularizing assumption on the latent variables is that the marginal pθ(Z) is normal Gaussian
N(0, 1). β-ELBO for RVAE is:
Lβ(θ, φ;x
(i)) =− Eqφ(Z|x(i))[(Hβ(pˆ(X), pθ(X|Z))(i))]−DKL(qφ(Z|x(i))||pθ(Z)) (12)
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3.1 Bernoulli Case
For each sample we need to calculate Hβ(pˆ(X), pθ(X|Z))(i) when x(i) ∈ {0, 1}. In Eq. 6 we
substitute pˆ(X) = δ(X−x(i)) and pθ(X|Z) = (Xp+ (1−X)(1− p))β = Xpβ+(1−X) (1− p)β
is a Bernoulli distribution.
Hβ(pˆ(X), pθ(X|Z))(i) = −β + 1
β
∫
δ(x− x(i))(xp+ (1− x)(1− p)β − 1)dx
+ p(i)(β+1) + (1− p(i))β+1
(13)
For the second integral, we calculate the sum over x(i) ∈ {0, 1}. For empirical estimates of
expectations we assumed L = 1. Therefore, for the multivariate case, the ELBO-cost function
becomes:
Lβ(θ, φ;x
(i)) =
β + 1
β
(
D∏
d=1
(
xidp
(i)β
d + (1− x(i)d )(1− p(i)d )β
)
− 1
)
−
D∏
d=1
(
p
(i)(β+1)
d + (1− p(i)(β+1)d
)
−DKL(qφ(Z|x(i))||pθ(Z))
(14)
The Bernoulli assumption is useful when the data is binary. Alternatively, if the data is continuous
but bounded, it can be normalized between 0 and 1, and the Bernoulli model used with the data
interpreted as probability values.
3.1.1 Gaussian Case
When the data is continuous and unbounded we can assume the posterior p(X|z) is GaussianN(xˆ, σ).
Let σ = 1 without loss of generality. The β-cross entropy for the jth sample input xj is given by:
Hβ(pˆ(X), pθ(X|Z))(i) =− β + 1
β
∫
δ(x− x(i))(N(xˆ, σ)β − 1)dx+
∫
N(xˆ, σ)β+1dx (15)
The second term does not depend on xˆ so the first term is minimized when
exp(−β∑Dd=1 ||xˆ(i)d − x(i)d ||2) is maximized. The ELBO-cost for the Gaussian case for jth
sample is then given by
Lβ(θ, φ;x
(i)) =
β + 1
β
(
1
(2piσ2)βD/2
exp(− β
2σ2
D∑
d=1
||xˆ(i)d − x(i)d ||2)− 1)
−DKL(qφ(Z|x(i))||pθ(Z)).
(16)
In the following sections, we used the Bernoulli formulation for Experiments 1 and 2 which used
the MNIST, EMNIST and Fashion MNIST datasets, and the Gaussian formulation for color images
of cats/dogs in Experiment 3. In each case we optimized the cost function using stochastic gradient
descent with reparametrization [9].
4 Experiments and Results
Here we evaluate the performance of RVAE using datasets with outliers and compare with the
traditional VAE. We conducted three experiments with different types of outliers. For these exper-
iments we used the MNIST dataset [22], the EMNIST dataset [23], the Fashion-MNIST dataset
[24], and the Kaggles cat [25] and Stanford’s dog [26] datasets. The first two experiments consisted
of an encoder and decoder that are both single layers with 400 dimensions and a hidden layer in
between. The number of latent dimensions in the bottleneck layer was chosen based on the size
and complexity of the datasets. The implementation used Pytorch and is available at (github link
removed for anonymization). We used a deeper architecture for the third experiment to capture the
higher complexity of the data which is explained in section 4.3 in more details. We used the ADAM
algorithm [27] with a learning rate of 0.001 for optimization.
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Figure 2: 2D embeddings of the latent variables extracted from the MNIST dataset. (a) The
embeddings of VAE on the original MNIST dataset; (b) Same as (a) but on the MNIST dataset with
added outliers; (c) Same as (a) but using RVAE; (d) Same as (b) but using RVAE; (e) Examples of the
reconstructed images using VAE and RVAE
4.1 Experiment 1: Effect on Latent Representation
In the first experiment we used the MNIST dataset comprising 70,000 28x28 grayscale images of
handwritten digits [22]. We replaced 10% of the MNIST data with outlier images consisting of white
Gaussian noise. We trained the VAE and the RVAE with β = 0.005. The latent dimension was
chosen to be 20 to achieve a reasonably accurate reconstruction of the original images. Figure 2 (e)
shows examples of the reconstructed images using the VAE (second row) and RVAE (third row).
In contrast to the VAE, where the outlier Gaussian noise images were also encoded, RVAE did not
encode the noise images and therefore they were not reconstructed. To visualize the embeddings,
2-dimensional space latent variables were extracted using VAE and RVAE (Figure 2 (a) - (d)). In the
VAE case (Figure 2 (a) and (b)), the distributions of the digits were strongly perturbed by the added
noise images. In contrast, little impact on the distributions was observed in the RVAE case (Figure 2
(c) and (d)), illustrating the robustness of the RVAE to outliers.
4.2 Experiment 2: Reconstruction and Outlier Detection
In the second experiment, instead of using Gaussian random noise as outliers, we replaced a fraction
of the MNIST data with Extended MNIST (EMNIST) data [23]. The EMNIST dataset contains
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(a) MNIST + EMNIST (b) Fashion-MNIST
Figure 3: Examples of reconstructed images using VAE and RVAE with different βs on (a) MNIST
(normal) + EMNIST (outliers) datasets and (b) Images from the class of shoes (normal) and images
from the class of other accessories (outliers) in the Fashion MNIST datasets. The optimal value of β
is highlighted in red.
a set of 28x28 handwritten alphabet characters which directly match the MNIST data format. We
investigated the performance of autoencoders in three different aspects:
1. With a fixed fraction of outliers (10%), we trained both VAE and RVAE with β varying from
0.001 to 0.02. Figure 3 (a) shows the reconstructed images from RVAE with β = 0.005, 0.009 and
0.015 in comparison with the regular VAE. Similarly to the experiment 1, with an appropriate β
(β = 0.009 in this case), RVAE did not reconstruct the outliers (letters). As expected, too small a
β will not be robust to outliers, similar to the regular VAE, while too large a β will reject normal
samples.
2. We explored the impact of the parameter β and the fraction of outliers in the data on the per-
formance of RVAE. The performance was measured as the ratio between the overall absolute
reconstruction error in outlier samples (letters) and their counterparts in the normal samples (digits).
The higher this metric, the more robust the model, since a robust model should in this example
encode digits well but letters (outliers) poorly. Figure 4 (a) shows the performance heatmap as a
function of β (x-axis) and the fraction of outliers (y-axis). When only a few outliers exist, a wide
range of βs (< 0.01) works almost equally well. On the other hand, when a significant fraction of
data are outliers, the best performance was achieved only with β close to 0.01. When β > 0.01,
the performance dropped regardless of the fraction of outliers. These results are consistent with the
images for the different encoders shown in Figure 3.
3. We also investigated the performance of RVAE as a method for outlier detection. To achieve this,
we thresholded the mean squared error between the reconstructed images and the original images to
either accept or reject samples as outliers. The resulting labels were compared to the ground truth
to determine true and false positive rates. We varied the threshold to compute Receiver Operating
Characteristic (ROC) curves. Figure 5 shows the ROC curves with RVAE shown as a solid line and
VAE shown as a dashed line. Different colors represent different fractions of outliers in the data. The
RVAE outperformed the VAE for all settings and the difference becomes larger as the fraction of
outliers increases.
Additionally, to demonstrate the generalizability of our RVAE, we repeated the experiments described
above using the Fashion-MNIST dataset [24]. The Fashion-MNIST dataset consists of 70,000 28x28
gray scale images of fashion products from 10 categories (7,000 images per category) [24]. Here We
chose shoes and sneakers to represent the normal class and samples from other categories as outliers.
Similar behavior was observed with improved robustness to outliers using RVAE as illustrated in
Figure 3 (b), Figure 4 (b) and Figure 5 (b).
4.3 Experiment 3: Cat Face Generator using RVAE
We took 9,000 cat images from the Kaggle dataset [25] with annotation of facial features and applied
normalization and face centering and re-sized them to images with a size of 112x112 pixels. We
then replaced 1% of the samples with images of dogs from the Stanford Dog dataset [26] as outliers.
The network architecture consisted of an encoder with four 3x3 conv layers and two FC layers and
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Figure 4: Heat maps of the performance measure as a function of the parameter β (x-axis) and the
fraction of outliers present in the training data (y-axis) for two datasets described in the caption of
Figure 3.
Figure 5: The ROC curves showing the performance of outlier detection using VAE and RVAE with
different fraction of outliers present in the training data for two datasets described in the caption of
Figure 3.
a decoder with four 3x3 conv layers and two FC layers and an average pooling layer. The latent
dimension was chosen to be 10 to achieve reasonably accurate reconstruction of the cat (non-outlier)
images. Figure 6 shows the reconstruction results for test cat and dog images. See caption for details.
5 Discussion and Conclusion
Managing outliers in training data (in the form of noise, mislabelled data and anomolies) is practically
challenging. Deep models inevitably has the capacity to learn outlier features. This in turn can
impact the performance of networks for labeling and anomaly detection tasks. Here we propose a
promising direction based on robust statistics for making VAE robust to outliers. The two-dimensional
embedding shown in Figure 2 illustrates that the presence of outliers in the RVAE has little impact
on encoding relative to the case where there are no outliers present. We have demonstrated that the
use of beta-divergence based measures allow the VAE to effectively ignore the presence of outliers
so that their features are not learned. Thus, when presented with test data that shares characteristics
of the outliers, the VAE does not accurately reconstruct this data. We illustrated the utility of this
behavior through a simple anomaly detection example. The ROC curves in Figure 5 show marked
improvement in detection performance relative to a standard KL-divergence based VAE.
Based on the application there might be a trade off between reconstruction error in the correctly
labelled test data and the power to separate outliers. Our simulations, albeit limited, show that a value
of β can be chosen that effects a reasonable trade-off for a wide range of outliers. While we focus
here on variational autoencoders, the idea of replacing the ELBO or log likelihood function with
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Figure 6: Reconstructions of dogs with cat face generator using VAE and RVAE. 99% of the data in
the training were cat faces and 1% of samples were dogs. The performance of VAE is affected by the
contamination and therefore the reconstruction of dogs look more dog-like. Conversely, the RVAE
does not encode dog features so that reconstructions of the dog images look more cat-like.
β-ELBO or can be applied to other networks such as GANS [28] by using the likelihood function
formulation [29] and substituting their robust counterparts.
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