We characterize the property of obtaining a solution to a convex program by minimizing over the feasible region a linearization of the objective function at any of its solution points (Minimum Principle Sufficiency). For the case of a monotone linear complementarity problem this MPS property is completely equivalent to the existence of a nondegenerate solution to the problem. For the case of a convex quadratic program, the MPS property is equivalent to the span of the Hessian of the objective function being contained in the normal cone to the feasible region at any solution point, plus the cone generated by the gradient of the objective function at any solution point. This in turn is equivalent to the quadratic program having a weak sharp minimum. An important application of the MPS property is that minimizing on the feasible region a linearization of the objective function at a point in a neighborhood of a solution point gives an exact solution of the convex program. This leads to finite termination of convergent algorithms that periodically minimize such a linearization.
I. Introduction
It is well known by the minimum principle (see [9, Theorem 9.3.3] and [17, Theorem 7.1.1] ) that each solution of a convex program with a differentiable objective function minimizes the linearization of the objective at any solution point on the feasible region. Our concern in this paper is the converse: when do all minimizers (over the feasible region) of a linearization of the objective function at any solution point
give an exact solution of the convex program? To see that this converse does not hold in general, even when the objective function is strongly convex, consider the trivial example: min~0x 2 with the unique solution x=0.
For this problem argmin~0((Vf(g), x) is the nonnegative real line, which is the entire feasible region of the problem, rather than the optimal solution set. Curiously, however, for a solvable monotone linear complementarity problem, the converse implication holding is completely equivalent to the existence of some nondegenerate solution to the complementarity problem (see Theorem 13 below). We shall refer to this converse condition as the minimum principle sufficiency (MPS) property. Part of the This material is based on research supported by National Science Foundation Grants DCR-8521228 and CCR-8723091, and Air Force Office of Scientific Research Grants AFOSR 86-0172 and AFOSR and AFOSR 89-0410.
importance of the MPS property stems from the consequence that minimizing a linearization of the objective at any point in a sufficiently small neighborhood of any solution point gives an exact solution of the convex program (see Theorem 10 and Corollary 14 below). This leads to a finite termination of any computational algorithm which periodically solves the linearized problem minx~s(Vf(x k), x) where {x k} are the iterates of the algorithm. Related results on finite termination have recently been given in [5, 4, 1, 3] . Another useful relation is the equivalence of the MPS property to the existence of a weak sharp minimum [7] for convex quadratic programs. The weak sharp minimum property, which is naturally possessed by all solvable linear programs [15] , extends the finite termination property of the proximal point algorithm for linear programs [18, 2] to convex programs [7, 6] .
The paper is organized as follows. In Section 2 we give various results for the MPS property for general convex and quadratic programs, and in Section 3 we specialize and sharpen these results to monotone linear complementarity problems. The monotone linear complementarity problem seems to be a particularly suitable problem for invoking the MPS property in the sense that it endows the problem with a useful quasi-linearity property which was already pointed out in [13] . In [13] , the MPS property was obtained as a consequence of nondegeneracy. In this paper, we show that these two properties are equivalent to each other as well as the existence of a weak sharp minimum for the equivalent quadratic program.
The first principal result of Section 2, Theorem 3, establishes the MPS property for a general convex program with a twice ditterentiable objective function under the assumption that the span of the Hessian of the objective function is contained in the algebraic sum of the normal cone to the feasible region at any optimal point, plus any nonnegative multiple of the gradient of the objective function at any optimal point. This sufficient condition for the MPS property turns out to be also necessary for a convex quadratic program (Theorem 6). It is also equivalent to the existence of a weak sharp minhnum for a convex quadratic program (Theorem 6). In Theorem 9 we give a simple proof of a strong-upper semicontinuity result for perturbed linear programs due to Polyak and Tretiyakov [18] , which shows that if perturbations of a cost vector of a linear program converge to an unperturbed cost vector such that each perturbed problem is solvable, then for all sufficiently small but finite values of the perturbation, all solutions of the perturbed problems solve the unperturbed problem. Robinson [19] established a stronger version of this result. This result is used in Theorem 10 to show how finite termination can be achieved under the MPS property by periodically solving a problem with a linearized objective function.
In Section 3 we specialize the MPS property to linear complementarity problems (LCP's). We first show (Lemma 11) that for a feasible LCP, its linearization at any feasible point is solvable. In Theorem 12 we show that for an LCP with a nondegenerate vertex solution, the linearized problem at any point in a neighborhood of the vertex solution is uniquely solved by the nondegenerate vertex. The principal result of Section 3, Theorem 13, establishes the equivalence of nondegeneracy, the MPS property, the existence of a weak sharp minimum, as well a normal cone inclusion property for a monotone linear complementarity problem. Corollary 14 shows that for nondegenerate monotone linear complementarity problems, solving the linearized problem at a point in the neighborhood of any solution point (degenerate or not) will yield a solution to the LCP.
A brief word about notation is provided here for the reader's convenience. For a vector x in the n-dimensional real space ~n, [[xl I will denote the Euclidean norm and (x, y) will denote the scalar product of x and y in ~". For an m x n real matrix A signified by A c R .... , Ai denotes the ith row, while A T will denote the transpose. For M c~ "×', ]IMH will denote the Euclidean norm. The identity matrix will be denoted by I while a vector of ones will be denoted by e. The closed ball of radius 6 around ~ will be denoted by B~ (2) . 
Convex and quadratic programs
We shall be concerned with the convex program minimize f ( x ) subject to x~S (1) where S is a closed convex subset of ~" and f: R'--> ~ is a differentiable convex function on R". We assume that the solution set of (1),
is nonempty. We begin by stating the following key result that will be used throughout the paper.
Theorem 1 [14]. Let f be differentiable and convex on ~", let S be a closed convex subset of R n and let ~ c S. Then
As a consequence, the minimum principle (see [9, Theorem 9.3.3; 17, Theorem 17.1.1]) can be written in the following form which will be useful for our purposes.
Theorem 2. Let f be differentiable and convex on R', let S be a closed convex subset of ~". Then (Vf(x),z-y)>~O, Vx, y~S, VxcS. []
It is obvious from the minimum principle that ~c argminz~s(Vf(x), z) for all x c S. We begin by giving a sufficient condition for the opposite inclusion for the general convex program (1) . Later, we will show that this condition is also necessary for a convex quadratic program and the monotone linear complementarity problem.
Theorem 3. Let f be a twice differentiable convex function on R n, let S be a closed convex subset of ~', let ~ e S and let

Then f t=l
where
N(~[ S) is the normal cone to S at £,, cone Vf(~) is the cone generated by Vf(g) and span(H(S)):= Ux~s span(H(x)). span(H(S)) c_ N(21S ) + cone Vf(2)
¢~ Vx~S, Vhe~ n, 3~:(x,h)~>0: (H(x)h-(Vf(Yc),y-2)<~O VycS
Vx c S, Vh c R n, 3se(x, h) > 0: (H(x)h -~:Vf(:~), x -2) <~ 0 (set y = x in previous statement)
has no solution x c S (for if it did have a solution x e S then we would contradict the previous statement) We now show for a convex quadratic program that the backward implication of (3) also holds, and in fact the MPS property is equivalent to the existence of a weak sharp minimum [7] for the convex quadratic program. First of all, we define this notion.
Definition 4 [7] . Let f:~" ~ ~ and S_~ R n be convex and let S:= argminx~sf(x) be nonempty and closed. The problem min~sf(x) is said to have a weak sharp minimum if there exists a positive constant a such that
f(x)-f(P(xl'J))>~o~l[x-P(x[~)ll VxcS where P(x IS) ~ argmin=~s]]Z -x[I and [l"
II is some norm on e", that is the orthogonal projection of x on S.
Note that all solvable linear programs have weak sharp minima [15] . Note also that a weak sharp minimum generalizes the concept of a sharp minimum [17, p. 205] , in which P(x[S) is replaced by the fixed unique solution ~ of minx~sf(x). The sharp minimum condition is more stringent than the weak sharp minimum condition, and does not hold, in general, even for linear programs. We also relate the MPS property to the notion of nondegeneracy for the convex problem and its dual. We shall use the following equivalent forms of the definition, which we state as an easily established lemma. (ii) -V f(2) 6 ri N(~IS) (see Dunn [5] ). 
~> -Vf(~)rl+ATu+v+Hh=O, O<~(u,A~-b)+(v,~)<~O, has solution (,/, u, v)~>O, VhcE"
(substitute for Hh from the equality in the inequality)
¢~ Hh = --ATu --t~v+Vf(X)71
has solution (7, u,v)>0, VhcR"
span(H)cN(~]S)+coneVf(X) foreachXcS. (iii)¢~,(iv) The forward implication is trivial. For the backward implication we have by Theorem 2 that
O< N(XIS)+Vf(£).
Combining this with span(H) c N(.~]S) + span(~Tf(~))
gives (iii).
(ii)~(iv) See [3] . 
By hypothesis of (i), ~ c S, and since £ c S, it follows by Theorem 1 that Vf (2) = Vf(£), and therefore Vf(£) can be replaced by Vf(~) in (8) . With this replacement conditions (8) are sufficient Karush-Kuhn-Tucker condtions for ~ to solve the primal problem (5) and (2, ~) satisfy the nondegeneracy conditions. Since (2, ~) is feasible for (6) 
and (½(~, H~) + (d, ~)) -( -½(~, H~) + (b, ~)) = (~, H~) + (d, 2)) -(b, ~) =(2, Hx-AX ~ + d)+(~, A:~-b) = O,
it follows that (~, ~) is also optimal for the dual (6). 1, 0) . However, is nondegenerate and does not satisfy (iii). This shows that condition (4) cannot be removed for convex quadratic programs as is the case for monotone linear complementarity problems (see Theorem 13) .
We proceed now to show how the MPS property leads to an exact solution of a convex program by minimizing objective function in a sufficiently small neighborhood of any solution point. For that purpose we need a strong upper-semicontinuity result for linear programs due to Polyak and Tretiyakov [18, Lemma 4] , for which we give a simple derivation. Robinson [19, Lemma 3.5] gives a stronger version of this result. We employ an extreme point characterization of a possibly unbounded solution set of a linear program which is based on a Goldman-Tucker characterization [8, Theorem 15] of such a set. Our characterization is in terms of vertices of polyhedral sets (S and T) which depend on the feasible region but not the objective function. 
Lemma 8. Let
Proof. Note that either U or V may be empty. By [8, Theorem 15, p . 89], (10) holds with U being defined by (11) and V being the finite set of extreme directions of optimal rays of minxes(C, x). But by [8, Lemma 9, p. 87], the rows of V are the extreme points of the set
{xlx~ T, (c, x)<~O}={xlx~ T, (c, x)=0}
the equality following from (9) . However, these extreme points are precisely the extreme point solutions of min~r(C,X) when min~r(c,x)~<0, from which ( 
where U k and V k are defined in (11) and (12) with c replaced by c k. Since uk_~ arg vertex S and V k _~ arg vertex T and the sets arg vertex S and arg vertex T are finite and independent of k, it follows that for k ~> K for some K, there is a fixed finite number, say l, of subsets {( U k', V k~) .... , ( U k', Vk0} of {(arg vertex S, arg vertex T)} that appear infinitely often in the sequence {(U k, vk)} defining ~k in (14) . For each (U~, vkj), j = 1,..., l, the corresponding ~k, defined by (14) 
solves both min~(ck, x) for k >~ K, and min~s(C,X). []
We can immediately use the above theorem to show that for a differentiable objective function minimization over a polyhedral set, the MPS property ensures finite termination at an exact solution for any convergent algorithm which periodically solves minx~s(Vf(xk), x) where {x k} are the algorithm iterates. and invoking the continuity of Vf(x). The inclusions (15) and (16) 
Linear complementary problems
In [13] it was shown that the existence of some nondegenerate solution to a monotone linear complementarity problem was sufficient for the MPS property to hold, as well as for the equivalent convex quadratic program (19) below to have a weak sharp minimum. In this section we obtain the rather surprising result that all these properties are equivalent (Theorem 13). They all lead to the useful property that solving a linearized complementarity problem at a point in a sufficiently small neighborhood of a solution gives an exact solution (Corollary 14) . Throughout this section we consider the linear complementarity problem
where M c N,,×n and q c Nn. We define the equivalent quadratic program 0 = min f(x) (19) xcS where S:={xlmx+q>~O,x>~O}, f(x):=(x, mx+q) (20) and the solution set of (18) and (19) as
We say that the linear complementarity problem in nondegenerate if it possesses a nondegenerate solution, that is ~cS, ~+M~+q>0.
We begin with an elementary result which shows that for any feasible linear complementarity problem, not necessarily monotone, the linearized problem is always solvable. This result also follows from [20, Lemma 3.2.4] .
Lemma 11. S ¢ O~argminy~s(V f(x), y) ¢ (5 for all x c S.
Proof. Proof. That g is a locally unique solution of (18) A practical consequence of Theorem 12 is that for a nonmonotone LCP with some nondegenerate vertex solution it is advisable to periodically solve the linear program given by (22) , no matter what algorithm one is using, because B~(g) may contain a current iterate, and hence an exact solution could be obtained by solving the linear program.
We now establish the principal result of this section, namely the equivalence of the MPS property, the existence of a weak sharp minimum, nondegeneracy and a normal cone inclusion property. Note that the nondegeneracy assumption for the LCP is equivalent to the nondegeneracy assumption of Dunn [5] specialized to quadratic programs, and also employed by Calamai and Mor6 [4] . Theorem 13. Let the LCP (18) be monotone, that is let M be positive semidefinite and let S # O. Then S# 0 and the following are equivalent:
(i)-(iv) as in Theorem 6 with S, S and f defined by (20) and (21) .
(v) The LCP (18) is nondegenerate.
Proof. The implication S ¢ 0~S# 0 is standard for M positive semidefinite. The equivalence of (i)-(iv) follows from Theorem 6. The implication (v)~(i) follows (without the extra assumption used in Theorem 6) from [13, Lemma 2.2]. We now establish the implication (i)~(v) by contradiction. Note that the same implication from Theorem 6 cannot be used directly because it applies to minxes(X, Mx+q) and its dual and not to the LCP (18) . Let ~ c S, argminx~s(Vf(~), x)c ~ and suppose that (18) is degenerate, that is, it is not nondegenerate. Then, using (i), 
