The Flame Describing Function (FDF) is a useful and relatively cheap approximation of a flame's nonlinearity with respect to harmonic velocity fluctuations. When embedded into a linear acoustic network, it is able to predict the amplitude and stability of harmonic thermoacoustic oscillations through the harmonic balance procedure. However, situations exist in which these oscillations are not periodic, but their spectrum contains peaks at several incommensurate frequencies. If one assumes that two frequencies dominate the spectrum, these oscillations are quasiperiodic, and the FDF concept can be extended by forcing the flame with two amplitudes and two frequencies. The nonlinearity is then approximated by a Flame Double Input Describing Function (FDIDF), which is a more expensive object to calculate than the FDF, but contains more information about the nonlinear response.
Introduction 1
Thermoacoustic oscillations are a persistent problem in rocket and gas turbine en-2 gines. While their onset can be modelled with linear methods, prediction of their finite 3 amplitude behaviour requires the use of nonlinear techniques. In the last decade these eq. (2). Using both the frequency response and the eigenfrequencies, the acoustic re-148 sponse to heat release fluctuations can be fitted onto a state space, as described in [14] .
149
This is necessary to extend the frequency response -calculated at s = iω -in the full 150 Laplace space, in which the growth rate σ can be non-zero. imposed, denoted with primes and described below. The perturbations are specified at 169 the burner inlet x b and then travel at a characteristic velocity K in the flame domain [36] . 170 We fix the value of the convective speed to K = 1.2 U , which is within the range obtained 
where ρ is the flow density and h r the heat released per unit mass. This G-equation 176 based model has been extensively studied both in the linear [27, 41, 42, 43, 44, 45] and 177 nonlinear [12, 14, 35, 37, 46] regimes when the imposed perturbations are harmonic,
178
i.e. u ac = A sin(ωt). The main goal of this paper is to extend the nonlinear analysis in 179 the frequency domain to the case in which the inlet perturbation is given by the sum 180 of two incommensurate harmonic fluctuations, resulting in quasiperiodic oscillations.
181
Nonetheless, the harmonic case is instructive and its discussion is needed to present 182 some of the assumptions we will use in the quasiperiodic analysis and to benchmark the 183 FDIDF calculations. 
FDF analysis

185
By FDF, we refer to the frequency domain approximation of the nonlinear flame re-186 sponse to harmonic velocity perturbations (see Figure 4) . We therefore set u ac = A sin(ωt), 187 time march eq.(5)-(6), and calculate the heat release according to eq. (7) . Given that the velocity perturbation is harmonic with angular frequency ω, it is reasonable to assume 189 that the heat release response can be expanded in a Fourier series as:
This assumes that the heat release is periodic, with the same period as the forcing. 
196
The FDF that is fed into the dispersion relation (4) is then defined as
whereû is the Fourier component of the input velocity signal at the burner.
198
Rather than performing the FDF calculations over all possible frequencies, in the 199 following we provide an argument that allows us to limit the calculations only over are those for which the loop-gain, |FDF||H|, is equal to 1 and the total (wrapped) phase 204 is equal to 0. To find limit cycle oscillations, we impose the additional condition that the 205 growth rate is equal to zero. From the loop-gain condition, one can infer that a necessary effect. This holds true at low frequencies, whereas at high frequencies the gain can also 241 increase with the amplitude, meaning that subcritical bifurcations and triggering may 242 be observed.
243
Having calculated both the acoustic transfer function H and the FDF, we can close 244 the thermoacoustic feedback loop as in Fig. 1 
266
The bifurcation diagram we obtain by varying the flame position is shown in Fig. 6 .
267
Thick and thin lines indicate stable and unstable limit cycles as predicted by the har- ulations rarely converge to these solutions. This is because they are not, in fact, stable.
279
The FDF criterion for stability misses this because it only considers growth or decay of oscillations are expected, which has led to a better match between the two methods. 
FDIDF assumptions and calculation
289
By FDIDF, we refer to the frequency domain approximation of the nonlinear flame 290 response to a quasiperiodic velocity perturbation of the form:
where ω 1 and ω 2 are incommensurate frequencies. This choice guarantees that the phase 292 between the two signals does not affect the dynamics. In the following subsections we 293 discuss in details the approximations and assumptions we make concerning the nonlin-294 earity. 
FDIDF definition 296
First, as in the FDF case, we assume that the nonlinearity does not excite the sub-297 harmonics of the forcing frequencies, and that no intrinsic dynamical instabilities exist.
298
Because the heat release is a nonlinear function of the forcing signal (11), we expect that 299 its response will contain all the possible combinations of the input frequencies. By using 300 a double Fourier series expansion [24], we can write
where the heat release amplitude coefficientsq mn and the phases φ mn are functions of the 302 input velocity frequencies and amplitudes. The integers m, n ∈ Z are varied over all the 303 possible combinations giving a non-negative value of the angular frequency mω 1 + nω 2 .
304
In order to proceed with the harmonic balance analysis, we need to assume that the heat release response is dominated by the frequency components at the two input 306 frequencies (see Fig. 4 ), so that it can be approximated by 307 q ≈q 10 sin (ω 1 t + φ 10 ) +q 01 sin (ω 2 t + φ 01 )
This assumption is less well-justified than the filtering hypothesis of the previous section,
308
because the latter only requires that high frequency oscillations will be damped by the 309 system. For the FDIDF, the coupling between the frequencies can also lead to low 310 frequency oscillations (e.g., at an angular frequency of |ω 2 − ω 1 |) for which the filtering 311 hypothesis does not necessarily hold. Therefore, we are implicitly assuming that the 312 nonlinearity's response at these frequencies is either filtered by the system or is weak.
313
This holds true at small forcing amplitude, for which nonlinear effects are small, but it 314 has to be tested at larger amplitudes. their sum is less than 0.5.
328
The FDIDF is defined as:
whereû 10 andû 01 are the Fourier components of the input velocity at ω 1 and ω 2 re-330 spectively. F 10 (F 01 ) contains information on how the amplitude and phase of heat 331 release fluctuations at ω 1 (ω 2 ) vary when the flame is forced quasiperiodically. The total
332
(non-dimensional) heat release fluctuations are then approximated by
Note that the heat release in (15) 
FDIDF amplitude saturation 338
In §3, using knowledge of the flame's gain response from the literature, we performed Also, for F 10 we see that the gain tends to decrease with respect to both amplitudes,
369
as was discussed in the previous section. This is not always true for the F 01 . It is not 370 surprising because F 01 contains the heat release response at frequencies spanned by St 2 .
371
Even in the FDF analysis we observed that, in this frequency range, the gain does not 372 decrease monotonically with the amplitude, meaning that subcritical Hopf bifurcations 373 and regions with multi-stable solutions may be observed.
374
In rare cases, we observe that the gain of F 01 is larger than one. This always happens 375 when the amplitude of A 1 is large (between 0.3 and 0.4), and the amplitude of A 2 is at 376 its minimum, 0.01. This is due to the fact that, although we numerically ensure that the 377 two forcing frequencies are incommensurate, their ratio can be close to a simple fraction.
378
For example, in some cases the frequency St 2 is close to a harmonic of St 1 . If the velocity 379 amplitude at St 1 is large, the heat release responds significantly also at its harmonics. mode (see Fig. 8 ). This is a source of error which increases when the thermoacoustic would lead to an extra numerical cost, which is undesirable. 
15
A good test to assess the accuracy of the FDIDF calculations is to look at the limit in which the amplitude of one of the two modes goes to zero. From the definitions of the FDIDF and FDF one can verify that: between the FDF and the FDIDF limit being about 10 −3 .
397
FDIDF analysis
398
We now couple the FDIDF with the acoustic response in a similar fashion as in Fig. 1 and find the dispersion relations that need to be satisfied for quasiperiodic oscillations to exist. The coupling between the acoustic network and the FDIDF is sketched in Fig. 10 . Note that, althoughq 10 is explicitly proportional only toû 10 through F 10 , the latter is an implicit nonlinear function of bothû 10 andû 01 . Therefore, the dispersion relations we obtain when imposing the harmonic balance condition are coupled, and need to be simultaneously satisfied:
Quasiperiodic oscillations of the form (11) exist when the growth rates of the Laplace 399 variables s n = σ n + iω n are both equal to zero, which is the condition under which the A first set of solutions of the FDIDF are those for which the amplitude of one of the two modes is equal to zero. These are the FDF harmonic solutions. For example, if The two harmonic components of the quasiperiodic signal are indicated with subscripts 10 and 01 respectively. The implicit dependence of F 10 , F 01 with respect to bothû 10 andû 01 has been highlighted to emphasise that the dispersion relations (18) are coupled.
A 2 = 0 then we look for periodic solutions (with zero growth rate) of mode 1. From (18) we have:
The first equation derives from the limit (17) and converges to the FDF dispersion 
FDIDF method locates correctly the first Hopf bifurcation for mode 1, and predicts
431
Neimark-Sacker bifurcations at x f = 0.53 and x f = 0.045.
432
With the FDIDF we can also calculate the frequency of oscillations that grow around The FDIDF is a function of four independent input parameters. As a consequence, lation. This is because we examine cases in which one of the two amplitudes is small.
478
The only parameter that has to be varied is the frequency of the small amplitude mode.
479
In this framework, the FDIDF method is much cheaper (it approximately reduces to the 480 cost of two FDFs), and is comparable in cost with the continuation method described by [12] . The latter remains more accurate, because it studies the stability of periodic 482 solutions (i.e., the spectrum of the oscillations may contain peaks at the harmonics of 483 the fundamental frequency), whereas the FDIDF is limited to harmonic solutions (i.e.,
484
the spectrum of the oscillations contains only one peak at the fundamental frequency).
485
The advantage of the FDIDF is that it can be reused in different acoustic networks to 486 calculate the stability of several thermoacoustic systems.
487
The use of the FDIDF to assess the stability of periodic solutions could also be of thermoacoustic system by [11, 14] .
506
When looking for quasiperiodic attractors, the dispersion relations (18) need to be 507 solved by fixing the growth rates σ 1 and σ 2 at zero, and looking for solutions with finite 508 amplitudes for both modes. We rely on numerical techniques to find the roots of (18) 509 that satisfy this conditions starting from a good initial guess. Because five parameters
510
(two amplitudes, two frequencies and the bifurcation parameter) can be varied, a large number of initial guesses can be chosen, which is numerically inefficient. We find several sets of quasiperiodic solutions and require a criterion to assess their 517 stability. From a dynamical system viewpoint, the coupled evolution of the oscillations' 518 amplitudes can be written in terms of a linear operator L and a nonlinear operator N (A)
where A is the amplitudes vector. Although the explicit expressions for the linear and nonlinear operators are not known, σ j represents a nonlinear growth rate, in the sense that its intensity varies with the amplitudes of the oscillations. When at least one σ j equals zero, a non-trivial solution (with a finite amplitude) to the dynamical system has been found. The amplitude of each mode varies with respect to the value of its growth rate only, which is implicitly a function of all the amplitudes. For our system, which contains only two modes, the dynamical system (20) reduces to:
Equations (21) will slowly vary the oscillations' amplitudes, which in turn will change the 521 growth rates and frequencies according to the solution of (18) at the current amplitudes.
522
Eqs. (21) were also discussed in [21] , where their interpretation in terms of an averaging 523 procedure was also provided.
524
Let us now indicate a solution of (21) with overlines. These solutions are fixed the evolution of small perturbations, indicated with ∆, is given by:
where the partial derivatives are evaluated at the solution. If the eigenvalues of the 529 Jacobian J have negative real parts, the solution under consideration is stable.
530
It is worth discussing the forms that the Jacobian assumes for the different types of 531 solutions. For a fixed point, both amplitudes vanish and J simply contains the growth 532 rates σ 1 and σ 2 on the main diagonal, retrieving the classic linear stability result. For a 533 limit cycle solution (say of mode 1), the Jacobian takes the form
and has eigenvalues ∂σ 1 /∂A 1 A 1 and σ 2 . Because A 1 is positive, the stability is deter-535 mined by the sign of ∂σ 1 /∂A 1 (the FDF condition) and σ 2 . This corresponds to the 536 stability condition that was intuitively discussed in the previous section. Furthermore, the eigenvector corresponding to the limit cycle eigenvalue ∂σ 1 /∂A 1 A 1 is orientated along 538 the A 1 direction. The second eigenvector, however, has a non-trivial direction and can 539 be calculated only having the FDIDF. We will shortly return to the significance of these 540 eigenvectors in the FDIDF analysis.
541
Lastly, for quasiperiodic solutions we obtain that the stability is determined by the 542 eigenvalues of the Jacobian
This is not exactly the condition that was suggested by [21] , whose Jacobian does not 544 depend on the solution amplitudes. Nonetheless, condition (24) derives from the lineari-545 sation of the amplitudes' evolution around a solution. Given that we retrieve correct 546 physical conditions for the stability of fixed point and limit cycles, we shall expect it to 547 hold even for quasiperiodic oscillations.
548
Two methods can be used to calculate the partial derivatives of the growth rates 
553
The latter is quicker and more reliable because no iterative methods need to be used.
554
Details on the implicit function theorem method are given in Appendix A. Both methods
555
have been tested and yield the same results. However we find that when we are not close to solutions of our system, the growth rates 579 quickly become large. The FDIDF was not evaluated under these conditions, therefore
580
it cannot be used to build the phase-planes because the extrusion method we adopted is 
591
For saddle-nodes, these vectors are locally tangent to the stable and unstable manifolds.
592
For attractors and repellors, the eigenvalues and eigenvectors of J can be complex-valued.
593
In this case, trajectories will spiral inwards/outwards the solution. We have also sketched an unstable solution to a stable one. Note that some solutions may be missing from our 596 maps, because they can lie in a region we have not investigated (large amplitudes or 597 amplitudes smaller than 0.01), or they can be strange attractors that we cannot locate.
598
Although we have only partial information about phase-planes, they help to iden-599 tify possible routes that thermoacoustic oscillations undertake before converging to an 600 attractor. For example, let us consider Fig. 15a , which corresponds to the x f location just before the Neimark-Sacker bifurcation marked in Fig. 11 . Starting from the quies- 
631
We conclude this study by showing in Fig. 16 be greatly reduced if one is interested in calculating only the stability of limit cycles.
673
This accounts for the nonlinear interaction between modes, which the FDF ignores, and 674 provides the location of Neimark-Sacker bifurcations. Only the information at which 675 one of the amplitudes is fixed at a very small value is needed for this, and the cost of 676 the FDIDF reduces to the cost of a second FDF, making it affordable for experimental 677 purposes too. We find that, for our system, most of the limit cycles that are predicted to 678 be stable by the FDF method, are predicted to be unstable by the FDIDF method. This 679 is consistent with self-excited time marching results of the same thermoacoustic system.
680
Within this framework, the FDIDF is capable of predicting the frequency of oscillations 681 that will grow in time around limit cycles. Knowing these frequencies, Helmholtz res-682 onators can be tuned and retro-fitted to the thermoacoustic system in order to make it 683 less prone to oscillations.
684
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