Abstract. We prove that on cyclic groups of square-free order, a tile is a spectral set. Moreover, we prove that the converse also holds on cyclic groups Z pqr with p, q, r distinct primes, that is to say, a spectral set is also a tile. As a consequence, Fuglede's conjecture holds on cyclic groups Z pqr .
Introduction
Let G be a locally compact abelian group and G be its dual group consisting of all continuous group characters. Let Ω be a Borel measurable subset in G with positive finite Haar measure. We say that Ω is a spectral set if there exists a set Λ ⊂ G which is an orthogonal basis of the Hilbert space L 2 (Ω), and that Ω is a tile of G by translation if there exists a set T ⊂ G of translates such that t∈T 1 Ω (x − t) = 1 for almost all x ∈ G, where 1 A denotes the indicator function of a set A.
In the case where G = R d , Fuglede [3] formulated the following conjecture:
A Borel set Ω ⊂ R d of positive and finite Lebesgue measure is a spectral set if and only if it is a tile. Fuglede's conjecture has attracted considerable attention over the last decades. Many positive results were obtained before Tao [21] who disproved the conjecture by showing that the direction "Spectral ⇒ Tiling" does not hold when d ≥ 5. Now it is known that the conjecture is false in both directions for d ≥ 3 [7, 14, 16, 19] . But the conjecture is still open in lower dimensions (d = 1, 2).
For any locally compact abelian group G, it is natural to formulate the following conjecture, called Fuglede's conjecture (or spectral set conjecture) in G:
A Borel set Ω ⊂ G of positive and finite Haar measure is a spectral set if and only if it is a tile. In its generality, this generalized conjecture is far from being proved and it is not true on some group as Tao [21] showed. The question becomes for which group G, Fuglede's conjecture holds. For an integer N ≥ 1, the ring of integers modulo N is denoted by Z N = Z/NZ. We now know that Fuglede's conjecture holds on Z p n [12, 4] , Z p × Z p [9] , p-adic field Q p [4, 5] and Z p n q with n ≥ 1 [20] .
Borrowing the notation from [2] , write S-T (G), respectively T -S(G), if the direction "Spectral sets ⇒Tiles", respectively "Tiles ⇒ Spectral sets", holds in G. Dutkay and Lai [2] showed the following relations:
T -S(R) ⇐⇒ T -S(Z) ⇐⇒ T -S(Z N ) for all N, and
S-T (R) =⇒ S-T (Z) =⇒ S-T (Z N ) for all N.
From above, we see that the cyclic groups play important roles in the study of the spectral set conjecture in R. However, when we focus on the spectral set conjecture on cyclic groups, it is only known that this conjecture holds for Z p n for p prime and very recently for Z p n q for p, q distinct primes. In addition, Laba [12] proved T -S(Z p n q m ) for p, q distinct primes .
In this paper, we prove T -S(Z p 1 p 2 ...p k ) for p 1 , p 2 , . . . , p k are distinct primes, that is, tiles in Z p 1 p 2 ...p k are spectral sets. Moreover, when considering the case where k = 3, we prove the converse implication S-T (Z p 1 p 2 p 3 ), that is, spectral sets in Z p 1 p 2 p 3 are also tiles. This implies that the spectral set conjecture holds in Z p 1 p 2 p 3 . These results rely heavily on the structure of vanishing sums of roots of unity, which is originally shown in [13] by Lam and Leung. Such structure is useful to the study of the zeros of the mask polynomials. Let A be a multi-set in Z N . Recall that the mask polynomial of A is defined to be
where m a is the multiplicity of a in A. It is clear that the degree of A(X) is at most N −1. Sometimes, the mask polynomial A(X) is regarded as the polynomial in Z[X]/(X N − 1). Actually, any polynomial of degree at most N − 1 with non-negative coefficients is a mask polynomial of some multi-set in Z N . Observe that A is a subset in Z N if and only if the coefficients of A(X) are 0 or 1.
Let Φ n be the cyclotomic polynomial of order n. Let S be the set of prime powers dividing N. Define
Following Coven and Meyerowitz [1] , we say that A satisfies the condition (T1) if
and that A satisfies the condition (T2) if Φ s 1 s 2 ...sm (X) divides A(X) for every powers of distinct primes s 1 , s 2 , . . . , s m ∈ S A . Now we formulate our first result in this paper. (ii) A satisfies the conditions (T1) and (T2).
(iii) A has the form
where
Here, we identify
In fact, Coven and Meyerowitz [1] proved that the conditions (T1) + (T2) imply tiles, i.e. (ii) ⇒ (i). They also proved that tiles satisfy the condition (T1). The novel contribution of our present work is to prove that tiles in Z p 1 p 2 ...p k satisfy the condition (T2) and to give a geometrical description of tiles in
Since Laba [12] proved that conditions (T1) + (T2) imply spectral sets, we have the following direct consequence of Theorem 1.1.
Then A is a spectral set. Remark 1.1. After this paper was completed, we learnt that Laba 1 and Meyerowitz 2 proved that a tile in a cyclic group whose order is squarefree always tiles by a subgroup in Tao's blog [22] as comments. It is not hard to see that this property also implies Corollary 1.2.
Conversely, we are concerned with spectral sets in Z pqr with p, q, r distinct primes and prove that these spectral sets are tiles. We formulate our result as follows. Theorem 1.3. Let A ⊂ Z pqr with p, q, r distinct primes. Then the following are equivalent.
(1) The set A satisfies (T1) and (T2).
(2) The set A is a spectral set.
The set A tiles Z pqr by translation.
As it has been mentioned before, Coven and Meyerowitz [1] proved that the conditions (T1)+(T2) imply tiles, i.e. (1) ⇒ (3), and that tiles satisfy the condition (T1); Laba [12] proved that conditions (T1)+(T2) imply spectral sets, i.e. (2) ⇒ (1). The implication (3) ⇒ (1) follows directly from Theorem 1.1. Our contribution here is to prove that spectral sets satisfy (T1) + (T2), i.e. (1) ⇒ (2). The method we used is to rediscover the structure of p-cycles, q-cycles and r-cycles by identifying the cyclic group Z pqr with the product space Z p × Z q × Z r .
We organize the paper as follows. In Section 2, we revisit the definitions of tiles and spectral sets in cyclic groups Z N and introduce primecycles in multi-sets. In Section 3, we give an equivalent description of prime-cycles by identifying Z p
. In Section 4, we prove that a tile in Z p 1 p 2 ...p k satisfies (T1) and (T2). In Section 5, we prove that a spectral set in Z pqr satisfies (T1) and (T2).
Prelimimaires
In this section, we first give some equivalent definitions of spectral sets and tiles in Z N . We then study the zeros of mask polynomials. In the end of this section, we study the structure of vanishing sums of roots of unity. Through this paper we denote by ω N = e 2πi/N , for N ≥ 1, which is a primitive N-th root of unity.
Spectral sets in
is a spectral pair is equivalent to that ♯A = ♯B and {ω
This also means that the complex matrix M = ω ba N b∈B,a∈A is a complex Hadamard matrix, i.e. MM T = (♯A)I where A T is the transpose of A and I is the identity matrix. Since ♯A = ♯B, it follows that M T M = (♯B)I. This deduces that B is also a spectral set and A is its spectrum. Obviously, the mask polynomial of A is indeed the Fourier transform of the indicator function of A as follows
Denote by Z A = {n ∈ Z N : A(ω n N ) = 0}. We restate the above equivalent definition of spectral sets as follows. (1) (A, B) is a spectral pair.
(2) (B, A) is a spectral pair.
In such case, T is called a tiling complement of A and (A, T ) is called a tiling pair. Using the language of mask polynomials, we have the following equivalent definitions of tiles in Z N .
Lemma 2.2 ([1], Lemma 1.3).
Let N be a positive integer. Let A, B be multi-sets in Z N . Then the following statements are equivalent. Each forces A and B to be sets such that (♯A)(♯B) = N.
(1) (A, B) is a tiling pair.
As we have mentioned before, Coven and Meyerowitz proved that a set in Z N satisfying the conditions (T1) and (T2) is a tile, which shows (ii) ⇒ (i) in Theorem 1.1 and (1) ⇒ (3) in Theorem 1.3. 
Proof. By the above action of Gal(Q(ω N )/Q) on A(X), we deduce (1). Since the cyclotomic polynomial of order N/d is the monic minimal polynomial of ω
The above lemma shows that Z A is invariant by multiplying any element in Z ⋆ N .
2.4.
Multiplications of tiles by integers. Let A be a multi-set in Z N . Let n ≥ 1. Denote by n · A (or sometimes nA) the multi-set consisting of elements na ∈ Z N counting the multiplicity for all a ∈ A. In this section, we show that if A is a tile in Z N and (n, ♯A) = 1, then nA is also a tile and it shares the same spectra with A.
Lemma 2.5. Let N be a positive integer. Let (A, B) be a tiling pair in Z N . Then for any positive integer n with (n, ♯A) = 1, nA is a subset in Z N and (nA, B) is also a tiling pair in Z N .
Proof. Since (A, B) is a tiling pair in Z N , by Lemma 2.2, we have
We write n = p
Observing that the mask polynomial of p 1 A is A(X p 1 ) (mod X N − 1), by Lemma 2.2, we obtain that (p 1 A, B) is a tiling pair. It follows that ♯(p 1 A) = ♯A. Since p j do not divide ♯A for all 1 ≤ j ≤ k, repeating the same reason, we get that (nA, B) is a tiling pair and consequently nA is a subset in Z N . Let A be a multi-set in Z N . Let n ≥ 1. We concern whether the multi-set n · A is a union of some prime-cycles. If we assume that N/n has at most two prime divisors, say p and q, the following lemma tells us that n · A must be a union of p-cycles and q-cycles whenever A(ω n N ) = 0. Proposition 2.6 (Lemma 2.5, Proposition 2.6 [20] ). Let n be a factor of N such that N/n has at most two prime divisors, say p and q. If
where P and Q have nonnegative coefficients. Moreover, if N/n has only one prime divisor, say p, then Q ≡ 0; if A(ω
Obviously, the converse of the previous proposition also holds, even for N/n having more than two prime divisors. However, the previous proposition is not true when N/n has at least three prime divisors. For example, considering the multi-set A defined by the following mask polynomial in Z N where N = pqr with p, q, r distinct primes,
we have A(ω N ) = 0 but A cannot be expressed as a union of p-, q-and r-cycles [13] . Nevertheless, for generally N > 1, Lam and Leung [13] proved that if A(ω N ) = 0, then ♯A is a N-combinations of the prime divisors of N.
Theorem 2.7 (Main theorem [13] ). Let N be a positive integer. If A(ω N ) = 0, then there exist n p ∈ N for all p prime with p | N such that ♯A = p|N n p p.
Prime-cycles in
k , in this section, we identify the cyclic group Z N with the product space Z p
and show the equivalent description of prime cycles in Z N by using their representations in Z p
The following lemma is classical and has its own interest. We provide the proof as follows in order to make our paper self-contained.
Proof. Let x, y ∈ Z N . Denote by φ(x) = (x 1 , x 2 , . . . , x k ) and φ(y) = (y 1 , y 2 , . . . , y k ). We observe that
which implies that φ(x + y) = φ(x) + φ(y). Thus φ is a group homomorphism. On the other hand, if φ(x) = (0, 0, . . . , 0) which means that x ≡ 0 mod p α j j , ∀ 1 ≤ j ≤ k, then x = 0. This implies that φ is injective. Due to Chinese remainder theorem, it is also surjective. Therefore, we conclude that φ is an isomorphism.
For an element x ∈ Z N , we sometimes write (x 1 , x 2 , . . . , x k ), which is φ(x), to represent x. In what follows, we identify Z N with the set {0, 1, . . . , N − 1} whenever we do not concentrate on the addition on Z N . Now we study the equivalent definition of prime-cycles. Lemma 3.2. Let L be a multi-set in Z N . Then L is a p 1 -cycle if and only if it has the form
Proof. By definition, L is a p 1 -cycle if and only if L has the form {x, x + N/p 1 , x + 2N/p 1 , . . . , x + (p 1 − 1)N/p 1 } for some x ∈ Z N . We observe that
1 . Thus for x = (x 1 , x 2 , . . . , x k ) ∈ Z N , we deduce that the set {x, x + N/p 1 , x + 2N/p 1 , . . . , x + (p 1 − 1)N/p 1 } is exactly of the form (.).
On the other hand, it is not hard to check that if L has the form (.), then yL also has the form (.) for any y ∈ Z N with p 1 ∤ y. This completes the proof. Now we prove a criterion for a multi-set having prime-cycles. 
Proof. Observe that
By Lemma 3.2, we complete the proof.
The above lemma is useful to deduce the structure of multi-sets when it has some zeros. Moreover, it is the crucial technique in the proof of Theorem 1.3.
Tiles in
In this section, we prove Theorem 1.1. Actually, we prove that for p 1 , p 2 , . . . , p k distinct primes, a tile in Z p 1 p 2 ...p k satisfies the conditions (T1) + (T2) and show a geometric description of these tiles.
Proof of Theorem 1.1. Denote by N = p 1 p 2 · · · p k . Since it is proved that (ii) ⇒ (i) by Theorem 2.3, it remains to prove here that (i) ⇒ (iii) and (iii) ⇒ (ii). 
This implies that A and B satisfy the condition (T1).
On the other hand, by Lemma 2.5,
where S is a subset in Z p 1 p 2 ···p ℓ and 0 Zp ℓ+1 p ℓ+2 ···p k denotes (0, 0, . . . , 0) ∈ Z p ℓ+1 × Z p ℓ+2 × · · · Z p k . Since ♯A = p 1 p 2 · · · p ℓ , it follows that S has to be Z p 1 p 2 ···p ℓ . Thus A has the form
It is not hard to see that ♯A = N ′ and for any 1 ≤ j ≤ ℓ,
) stands for the zero vector in
It follows that A satisfies (T1). It remains to prove that A satisfies the condition (T2). In fact, it is sufficient to prove that p
It is easy to see that p
We conclude that A satisfies the condition (T2).
Spectral sets in Z pqr ⇒ (T1) + (T2)
In this section, we prove that the spectral set in Z pqr satisfies the conditions (T1) + (T2). This completes the proof of Theorem 1.3.
We first prove several technical lemmas. These lemmas which have their own interest will also be useful in the proof of Theorem 1.3.
Lemma 5.1. Let (A, B) be a spectral pair in Z pqr . If pq / ∈ Z B , then there exist a subset S ⊂ Z p × Z q and a function f :
Moreover, we have that ♯A ≤ pq and that the equality holds if and only if S = Z p × Z q .
Proof. If the set A has two elements (x, y, z) and (x, y, z ′ ) with z = z ′ , then we have
pqr . By Proposition 2.1, we have pq ∈ Z B , which is a contradiction. It follows that for any (x, y, z) ∈ A, the value of z is decided by x and y. Thus A has the form (.). Moreover, it is easy to see that ♯A = ♯S. Since S is a subset of Z p × Z q , we conclude that ♯A = pq if and only if
The general case of the following lemma has been already proved by the implication (iii) ⇒ (ii) in Theorem 1.1. Here, we use mask polynomials to give a different proof of this special case. We remark that the general case can also be proved by this method.
Lemma 5.2. Suppose that a set A has the form (.) with S = Z p ×Z q . Then A satisfies the conditions (T1) and (T2).
Proof. We observe that prA is a multi-set in Z pqr and its mask polynomial is
It follows that (prA)(ω pqr ) = 0. Thus pr ∈ Z A . Similarly, we have qr ∈ Z A . Since r ∤ ♯A = pq, we have pq / ∈ Z A . Therefore, we obtain that A satisfies the condition (T1). On the other hand, it is easy to see that
It follows that rA is a union of p-cycles. Thus we obtain r ∈ Z A and conclude that A satisfies the condition (T2).
The following result is crucial to our proof of Theorem 1.3. Proof. Since pA has a r-cycle, by Lemma 3.3, we obtain that the multiset A has a subset L which has the form {(f (j), y, j) : 0 ≤ j ≤ r − 1} for some y ∈ Z q and some function f : Z r → Z p . Since pq / ∈ A − A, we obtain that for (x, y, z), (x ′ , y, z
It follows that the function f is injective and that (A − A) ∩ qZ ⋆ pqr = ∅. By the fact that p, r are distinct primes, we have p > r.
By Proposition 2.6, if p ∈ Z A and pr / ∈ Z A , then pA must have a r-cycle. Thus, the following lemma is a direct consequence of Lemma 5.3.
Lemma 5.4. Let (A, B) be a spectral pair in Z pqr . Suppose that p ∈ Z A , pr / ∈ Z A and pq / ∈ Z B . Then p > r and q ∈ Z B .
Now we begin to prove Theorem 1.3 (3) ⇒ (1). If {pq, pr, qr} ⊂ Z A , then by Lemma 2.4, the set A has to be Z pqr , which satisfies the conditions (T1) and (T2). It remains to prove the case where ♯(Z A ∩ {pq, pr, qr}) ≤ 2. We then decompose the proof of Theorem 1.3 (3) ⇒ (1) into three situation: ♯(Z A ∩ {pq, pr, qr}) = 2; Z A ∩ {pq, pr, qr} = ∅; ♯(Z A ∩ {pq, pr, qr}) = 1. We will prove that A satisfies the condition (T1) in each situation.
5.1. Case 1: ♯(Z A ∩ {pq, pr, qr}) = 2. Without loss of generality, we suppose that qr, pr ∈ Z A and pq / ∈ Z A . It follows that pq | ♯A = ♯B. If pq ∈ Z B , then by Lemma 2.4, we have that r divides ♯B and consequently that ♯A = ♯B = pqr. This implies that A = Z pqr and {pq, pr, qr} ⊂ Z A , which is impossible. Thus pq / ∈ Z B . By Lemma 5.1 and the fact that pq divides ♯A, we have ♯A = pq and there exists a function f :
By Lemma 5.2, we conclude that A satisfies the conditions (T1) and (T2).
Remark 5.1. In such case, by the fact that pq / ∈ Z A and ♯B = ♯A = pq, we deduce by Lemma 5.1 that there exists a function g :
Hence, by Lemma 5.2, we obtain that ♯(Z B ∩ {pq, pr, qr}) = 2 and the spectrum B also satisfies the conditions (T1) and (T2).
Case 2:
Z A ∩ {pq, pr, qr} = ∅. It follows from Lemma 5.1 that ♯B = ♯A ≤ min{pq, pr, qr}. We first show that Z B ∩ {pq, pr, qr} = ∅.
Lemma 5.5. Z B ∩ {pq, pr, qr} = ∅.
Proof. Observe that ♯(Z B ∩ {pq, pr, qr}) takes the value 0, 1, 2 or 3. If ♯(Z B ∩ {pq, pr, qr}) = 3, then ♯B = pqr. This means A = B = Z pqr , which contradicts Z A ∩ {pq, pr, qr} = ∅. If ♯(Z B ∩ {pq, pr, qr}) = 2, then due to Remark 5.1, we have ♯(Z A ∩ {pq, pr, qr}) = 2 which is a contradiction. It suffices to show ♯(Z B ∩{pq, pr, qr}) = 1. We will prove it by contradiction. Assume that ♯(Z B ∩{pq, pr, qr}) = 1. Without loss of generality, we suppose that pq ∈ Z B and pr, qr / ∈ Z B . If follows that r divides ♯B, implying ♯B ≥ r. We thus consider two cases: ♯B > r and ♯B = r, and prove such set B does not exist in each of these two cases.
If ♯B > r, then by pigeonhole principle, there exist two different 
for some x j ∈ Z p and some y j ∈ Z q for all 0 ≤ j ≤ r − 1, then by Lemma 3.3, we have that pqA is a r-cycle which implies that pq ∈ Z A . This is impossible. Thus there exist two different elements a, a ′ ∈ A such that r | a − a ′ . It follows that
Since pr, qr / ∈ Z B , we have r ∈ Z B . By the fact that pr, qr / ∈ Z A , pr, qr / ∈ Z B and Lemma 5.4, we have r > p, r > q and p, q ∈ Z A . Since p ∈ Z A , pq / ∈ Z A and pr / ∈ Z B , we have p > q. Similarly, since q ∈ Z A , pq / ∈ Z A and qr / ∈ Z B , we have q > p which is a contradiction. We conclude that Z B ∩ {pq, pr, qr} must be empty. Now we claim that p, q, r / ∈ Z A . In fact, if p ∈ Z A , then it follows from Lemma 5.4 that p > q and q ∈ Z B . By Lemma 5.4 again, we have q > p which is a contradiction. This completes the proof of our claim. Similarly, we have p, q, r / ∈ Z B . Now we prove that ♯A = 1. If ♯A > 1, then B has two different elements. By the fact that Z A ∩ {p, q, r, pq, pr, qr} = ∅ and that (B − B) \ {0} ⊂ Z A , we have 1 ∈ Z A . Similarly, we have 1 ∈ Z B . This implies that for any two different elements (x, y, z), (x ′ , y ′ , z ′ ) ∈ A, we have x = x ′ , y = y ′ and z = z ′ . It follows that ♯A ≤ min{p, q, r}. Without loss of generality, we assume p < q < r and then have ♯A ≤ p. If ♯A = p, then qrA has the from {(j, 0, 0) : 0 ≤ j ≤ p − 1}.
It is easy to see that qrA is a p-cycle and consequently qr ∈ Z A . This is impossible. Thus ♯A < p. However, by Theorem 2.7, ♯A is a Ncombinations of p, q and r, that is, ♯A ≥ min{p, q, r} = p. This is a contradiction. Thus we have ♯A = 1. Obviously, the set A satisfies the condition (T1) and (T2).
5.3. Case 3: ♯(Z A ∩ {pq, pr, qr}) = 1. Obviously, the condition (T2) holds for A vacuously. It remains to prove that A satisfies the condition (T1). Without loss of generality, we suppose that qr ∈ Z A and pq, pr / ∈ Z A . Then the prime number p divides ♯A. We claim that pq, pr / ∈ Z B . In fact, if pr ∈ Z B , then ♯B is divided by q and consequently ♯B ≥ pq. Since pq / ∈ Z A , by Lemma 5.1, B has the form (.) with S = Z p × Z q . By Lemma 5.2, we have ♯(Z B ∩ {pq, pr, qr}) = 2. But by Remark 5.1, we have ♯(Z A ∩ {pq, pr, qr}) = 2 which is a contradiction. Thus pr / ∈ Z B . Similarly, we have pq / ∈ Z B . On the other hand, by Lemma 5.5 that Z B ∩ {pq, pr, qr} = ∅ ⇒ Z A ∩ {pq, pr, qr} = ∅, we have Z B ∩ {pq, pr, qr} = ∅. Since pq, pr / ∈ Z B , we obtain qr ∈ Z B . If ♯A = p, then A and B satisfy (T1). Assume that ♯A > p. Since pq, pr / ∈ Z A , we have p ∈ Z A . Applying Lemma 5.4 by the fact that p ∈ Z A , pq / ∈ Z A and pr / ∈ Z B , we have p > q and r ∈ Z B . Similarly, we have p > r and q ∈ Z B . Moreover, since r ∈ Z B and pr / ∈ Z B , we obtain that rB has a p-cycle. By Lemma 5.3, we have r > p, which is a contradiction. Thus, we have ♯A = p which completes the proof.
