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Debris flows and sediment-rich floods are common transport processes in steep valleys that
dissect mountainous terrain. Rapid movement, high discharges, and the transport of large quan-
tities of coarse-grained sediment characterize these hydrologically-driven processes. Despite the
importance of debris flows for landscape evolution and natural hazards, there is not an agreed
upon mechanical framework to describe how debris flows entrain sediment, erode bedrock, and
transport mass. As a result, large uncertainties remain pertaining to the potential for a debris
flow to grow through entrainment of loose sediment, the rate at which bedrock is eroded, and the
manner in which changes in climate, tectonics, or land-use might affect steep landscapes.
I use a combination of in situ measurements of debris-flow dynamics from a natural laboratory
located in the headwaters of a debris-flow dominated catchment, grain-scale numerical modeling of
granular flows, and digital elevation model data to constrain the mechanics controlling erosion and
transport of mass by debris flows. In particular, I quantify: (1) the characteristic flow properties of
natural debris-flow surges and how they relate to total travel distance; (2) the mechanics controlling
the rate of bed-sediment entrainment and growth of flow volume; (3) the degree to which debris
flows erode the bedrock channel floor; and (4) how changes to channel or flow properties influence
the erosive potential of a flow.
Monitored debris-flow events were composed of multiple surges, each with clear variation
of flow properties along the length of the surge. Relatively fine-grained and water-rich tails that
had a wide range of pore-fluid pressures pushed along steep, highly resistant, visually unsaturated
surge fronts of coarse-grained material. Surges with large excess pore-fluid pressures, and thus
lower frictional resistance, had longer travel distances. The dominant control of non-equilibrium
pore pressure on flow resistance makes the prediction of travel distance based solely on channel
iv
properties problematic. During passage of dense granular-fronts as well as water-rich, inter-surge
flow, bed sediment was entrained from the sediment-surface downward in a progressive fashion.
Despite similar flow properties and thicknesses of bed sediment entrained across all events, time-
averaged entrainment rates for bed sediment that was saturated prior to flow arrival could exceed
entrainment rates for dry sediment by over an order of magnitude. As a result, a debris flow over
wet bed sediment will be larger than the same flow over dry bed sediment.
Once all shielding bed sediment was entrained, flow particles could directly impact the
bedrock channel floor. Average bedrock erosion rates that resulted were ∼1 cm yr−1. Variability
in impact-stress magnitude increased linearly with the mean basal stress and measured probability
density functions were generally best fit by Pareto or power law distributions with well-defined
means and variances. Using the grain-scale numerical modeling, I observed a nonlinear increase in
particle-bed impact forces and impact energy as a function of slope. In contrast, particle impact flux
increased at small slopes, but then decreased linearly as slope increased beyond a threshold value.
Predicted erosion rate, which scales as the product of impact energy and impact flux, increased
as a nonlinear function of slope. Steep landscapes in which millennial scale erosion rates have
been quantified display a similar nonlinear relationship between erosion rate and channel gradient.
This suggests that the grain-scale mechanics quantified here place strong controls on steepland
morphology that evolves over thousands to millions of years.
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Chapter 1
Introduction: Debris Flows Are Everywhere In Mountainous Terrain, But Are
Little Understood
1.1 What Is A Debris Flow?
Debris flows are gravity driven, multiphase mixtures of soil, rock, and water that have prop-
erties intermediate to water floods and dry rock avalanches [Iverson, 1997]. Like clear-water floods,
fluid viscous forces are present. Like rock avalanches, large frictional forces at the contacts of solid
grains resist motion. But unlike either of these single-phase end members, pore-fluid pressures in
excess of those resulting from the static weight of the fluid can develop and significantly affect
flow dynamics through the modulation of frictional resistance [Iverson, 1997]. Being composed
of discrete grains, debris flows share the peculiarities of granular materials: strong particle size
segregation, hysteresis effects when starting or stopping flow, and the ability to exist in states
analogous to the three common states of matter (solid, liquid, and gas) as a function of evolving
flow properties (primarily agitation, also known as granular temperature, and non-hydrostatic pore
pressure) [Jaeger and Nagel, 1992; Jaeger et al., 1996; Silbert et al., 2001; Duran, 2000; Iverson
and Denlinger, 2001]. Despite the long research history of granular materials, with documented
observations at least as early as Lucretius (ca. 98-55 B.C.E.) [Duran, 2000], and despite contribu-
tions from the likes of Coulomb, Hertz, Stokes, Reynolds, Einstein, and Bagnold, these multiphase
mixtures continue to pose fascinating questions that attract the world’s best physicists, engineers,
and earth scientists.
Debris flows can initiate from discrete landslides that liquefy upon failure [e.g., Iverson et al.,
21997, 2000] or from processes ranging from brief, high-intensity rainstorms to crater lake outburst
floods that cause rapid entrainment of sediment [e.g., Meyer and Wells, 1997; Cannon et al., 2001;
Coe et al., 2008; Breien et al., 2008; Procter et al., 2010]. As a result of the unique properties
detailed above, debris flows can travel with speeds of tens of meters per second, and have discharges
surpassing those possible for a flood in the same channel by orders of magnitude [Iverson, 1997;
Hungr, 2000; VanDine, 1985]. Debris flows can come to rest on slopes ranging from 0◦ − 30◦, but
more commonly debris-flow deposits are found in valleys with slopes below 5◦ or on low gradient
fans built by flows debouching into basins [Hungr et al., 1984; Costa, 1984; Major and Iverson,
1999; Fannin and Wise, 2001; Rickenmann, 2005; Hungr et al., 2005].
1.2 Where Are Debris Flows Found and Why Should We Worry About
Them?
Evidence for debris flow erosion and transport is typically found in valleys with slopes above
5◦ [Dietrich and Dunne, 1978; Suwa and Okuda, 1980; Gallino and Pierson, 1984; Hungr et al.,
1984; Pierson et al., 1990; Benda, 1990; Meyer and Wells, 1997; Vallance and Scott, 1997; Berti
et al., 1999; Cannon and Reneau, 2000; Fannin and Wise, 2001; Wang et al., 2003; Revellino et al.,
2004; May, 2002; Stock and Dietrich, 2003; Scott et al., 2005; Hungr et al., 2005; Stock and Dietrich,
2006; Godt and Coe, 2007; Breien et al., 2008; Gartner et al., 2008; Procter et al., 2010; Guthrie
et al., 2010]. In many mountainous areas, valleys with slopes steeper than 5◦ make up 25% to
100% of the relief and in many cases up to 80% of the channel network length [Stock and Dietrich,
2003]. When valleys with slopes steeper than 5◦ are highlighted in a mountainous landscape (Figure
1.1a), the sheer proportion of the landscape across which debris flows erode and transport material
is striking, as are the number of points of intersection between main-stem rivers and debris-flow
prone valleys. The diverse examples of steep valleys shown in Figure 1.1, and the ease at which
more could be gathered from the photos of a casual traveler, gives one the sense that debris flows are
everywhere in mountainous environments. Along with debris flows come the obvious hazards that
large quantities of mud and rocks moving at 10 m s−1 pose to life and infrastructure. Although the
3hazards are clear to most, the lure of flat ground and good views is too strong for many (McPhee
[1989] and Figure 1.1b and d), and hence successful debris-flow hazards mitigation and accurate
prediction of occurrence, inundation area, and travel distance are paramount.
The sediment flux by debris flows has been shown to dominate the sediment budget in many
small, steep catchments [Dietrich and Dunne, 1978; Benda, 1990; Kirchner et al., 2001]. But as
highlighted above, these valleys commonly intersect larger main-stem rivers, which must then deal
with the debris-flow sediment. Even in the largest continental-scale rivers, such as the Colorado
River, in which the contribution of debris-flow transported sediment is only a few percent of the
total sediment budget [Webb et al., 2000], debris flows can still dominate both the long profile and
planform morphology by delivering very coarse-grained sediment [Webb et al., 1988; Howard et al.,
1994; Webb et al., 2005; Hanks and Webb, 2006]. Thus by controlling sediment transport over a
major portion of steepland, debris flows are an important supplier of sediment to river systems and
depositional basins on both a global and local scale [Milliman and Syvitski, 1992].
Much attention has been given to bedrock river incision due to its role in setting both the
range-scale relief, and the pace and style of landscape evolution by transmitting changes in base
level or climate throughout the landscape [e.g., Howard, 1994; Whipple and Tucker, 1999; Whipple
et al., 1999; Lave and Avouac, 2001; Kirby and Whipple, 2001; Tucker and Whipple, 2002; Kirby
et al., 2003; Tomkin et al., 2003; Snyder et al., 2003; Whipple, 2004; Sklar and Dietrich, 2004;
Molnar et al., 2006; Anderson et al., 2006; Wobus et al., 2006; Lamb et al., 2008; Whittaker
et al., 2007; DiBiase and Whipple, 2011]. But as illustrated above, debris flows can dominate the
sediment flux and incise bedrock in the steep valleys that commonly make up a large portion of the
valley network. Such dominance implies that the sculpting of dramatic ridge-valley topography in
unglaciated mountain ranges might not derive purely from rivers, but rather by occasional scour
by debris flows. If this is the case, it is actually the rate of debris flow incision that would play
an important role of transmitting erosional signals from the lowland rivers to the hillslopes of the
high peaks. Over long time scales the rate of lowering of the hillslopes must match that of the
valley [Burbank et al., 1996; Tucker and Bras, 1998; Tucker and Whipple, 2002], so debris-flow
4Figure 1.1: Examples of steep catchments in which debris flows commonly occur. (a) Perspective
view of the 100 km2 Millicoma basin, Oregon with debris-flow prone valleys indicated with red lines
from Stock and Dietrich [2003]. (b) Alpine, Colorado (photo taken by Jeff Coe). (c) Looking down
valley in Oregon Coast Range. (d) Looking down valley in the San Gabriel Mountains, California.
(e)-(f) Central Apennines, Italy. (g) Straits of Messina, Sicily. (h) Straits of Messina, Italy.
5incision must also be a process that determines the maximum relief of a mountain range. This has
important implications for understanding the interplay of climate and tectonics as brought to the
forefront by Molnar and England [1990].
Although it is easy to argue that debris flows play an important role in the development of
steep topography and pose very real hazards, it is not easy to put forth a mechanical framework
to describe how debris flows entrain sediment, erode bedrock, and transport mass, because such
a complete framework does not exist, and the parts that do exist, show little agreement among
researchers. This makes it very difficult to make accurate event-scale predictions needed for hazards
mitigation. Incomplete knowledge of debris-flow mechanics also severely inhibits our understand-
ing of how steep portions of modern landscapes are evolving, what potential sediment fluxes to
downstream environments might be, or how a steep landscape will respond to changes in climate,
tectonics, or land-use. Hence the basic goal of this dissertation is to quantify basic mechanics con-
trolling erosion and transport of mass by debris flows so that defensible predictions can be made
across timescales relevant for hazards mitigation and landscape evolution.
1.3 A Multi-Scale Approach to Studying Debris Flows
One of the best places to explore flow mechanics is the controlled laboratory setting. Un-
fortunately, debris flows are riddled with issues of similitude and scale distortion when full-scale
flows are down scaled for laboratory investigation [Iverson, 1997; Iverson and Denlinger, 2001]. One
solution to the scaling problem, as practiced by the USGS [Iverson et al., 2010], is to run full-scale
experiments, but the downsides of heavy machinery and flumes that cost hundreds of thousands of
dollars are obvious. My solution to this problem was to team up with the USGS Landslide Hazards
Group in Golden, CO who had found a natural setting in which debris flows occur frequently [Coe
et al., 2008]. Working together we were able to take advantage of recent advances in surveying
technology (e.g., airborne laser swath mapping, terrestrial laser scanning, radiofrequency identifi-
cation tracer particles) and programmable environmental sensor networks to instrument the natural
setting to such a degree that it is as well constrained as a controlled laboratory setting. The end
6product of this part of the project is what we call the Chalk Cliffs Natural Debris Flow Observatory.
This observatory represents a significant advance and demonstration of what is possible to measure
during the occurrence of an active surface process.
The natural laboratory is wonderful for quantifying reality through careful measurements
and observations. However, understanding the significance of these measurements and distilling
them such that only the important features remain often requires further guidance from theory and
mathematics. In a handful of instances existing continuum theories were well suited to the prob-
lem, but in other instances using a continuum approach would have been fundamentally misguided.
For a number of reasons, this was particularly the case for interpreting our measurements of basal
stress and exploring controls bedrock erosion by debris flows. First, Due to the large size of the
discrete particles relative to the length scales of interest (such as the length scale of the macroscopic
gradients to be resolved), debris flows are at or near the transition between fundamentally discrete
systems (i.e., no clear separation of scales) and those that can be resolved by continuum methods.
Second, the temporal and spatial averaging implicit in the continuum approximation removes the
large fluctuations from the mean state of stress I am trying to study. Third, standard contin-
uum approaches require that an appropriate flow-scale constitutive equation and flow-boundary
interaction (boundary conditions) be specified a priori rather than investigated. But for granular
materials, both the constitutive equation and boundary condition are topics of extremely active
research.
As an alternative to a continuum approach, I ran numerical experiments using the discrete
element method [Cundall and Strack, 1979; Haff and Anderson, 1993; Po¨schel and Schwager, 2005;
Zhu et al., 2007]. The discrete element method is fundamentally different from well-known con-
tinuum methods in that the dynamics of each particle are explicitly calculated using basic contact
mechanics and the classical equations of motion for rigid bodies. There is no inherent spatial av-
eraging of any quantity at scales larger than a grain, and the macroscopic behavior (flow scale) of
the system emerges from the particle interactions simulated at the microscopic or grain scale. To
determine whether the grain-scale mechanics quantified in the numerical experiments place strong
7controls on steepland morphology that evolves over thousands to millions of years, I took advantage
of a few well-constrained natural experiments in which both topographic form and long-term rates
of bedrock erosion were quantified. The combination of these three methods, each with its own
strength and scale of observation, demonstrated a new method to link quantitative field observa-
tions and granular mechanics to better understand the link between debris flows and long-term
landscape evolution.
1.4 Chapter Summaries
Chapters 2 through 5 detail various aspects of measurements made at the Chalk Cliffs Debris
Flow Observatory. Chapter 6 presents discrete element model simulations. Given that each paper
was prepared as a stand-alone journal article there is some degree of overlap among chapters 2
through 5.
Chapter 2
In chapter 2, I introduce our concept of a natural laboratory. I demonstrate how it is possible
to constrain the initial condition, final condition, and intervening flow dynamics using an environ-
mental sensor network combined with terrestrial laser scanning. I characterize flow properties and
show that non-equilibrium pore-fluid pressure strongly influences total travel distance. Variation
in pore-fluid pressure across different surges led to variations in surge travel distance, despite small
changes in channel topographic characteristics between surges. These observations indicate that
prediction of travel distance based solely on catchment characteristics, as is commonly done in
practice, will always have limited accuracy due to the neglect of emergent flow dynamics. This
chapter was published in Geology with co-authors: Jason W. Kean, Jeffrey A. Coe, Dennis M.
Staley, Thad A. Wasklewicz, and Gregory E. Tucker [McCoy et al., 2010].
Chapter 3
Chapter 3 continues to investigate controls on debris-flow travel distance and total flow vol-
8ume, but adds an additional observational tool; tracer particles implanted with passive integrated
transponders that can be found using radio frequency identification technology. As was found
in Chapter 2, dynamic flow properties significantly influenced total travel distance. Tracer-rock
travel-distance distributions were bimodal; particles either remained immobile or they travelled the
entire length of the catchment. This indicates that once a particle is entrained it is likely to remain
in the flow, rather than be deposited in a levee. Thus sediment entrainment rates can be used to
calculate rates of volumetric flow increase because deposition of levees is not a dominant influence
on a flow’s mass balance, at least for confined channels like those present at Chalk Cliffs. The long-
runout, large-entrainment flow event presented here differed from the other smaller flows primarily
by peak 10-minute rain intensity and duration of significant flow in the channel. This paper was
published in the Italian Journal of Engineering Geology and Environment August 2011
and in the proceedings of the 5th International Conference on Debris-Flow Hazards Mit-
igation: Mechanics, Prediction, and Assessment with co-authors: Jason W. Kean, Jeffrey
A. Coe, Gregory E. Tucker, Dennis M. Staley, and Thad A. Wasklewicz [McCoy et al., 2011].
Chapter 4
Chapter 4 focuses on the mechanics of bed-sediment entrainment by debris flows. To mea-
sure bed-sediment entrainment a new erosion sensor was installed to measure bed sediment height
through time. I found that entrainment rates strongly depended on the volumetric water content
of the sediment due to its control over generation of bed-sediment pore-fluid pressure. I also found
that large non-equilibrium pore pressures propagated into the bed sediment in a diffusive manner,
which severely limited the depth to which large-magnitude, high-frequency pressure fluctuations
could penetrate to destabilize the bed. Strong attenuation of pore pressures that were dynamically
generated in the near-surface bed sediment insured that the bed remained strong at depth and
prevented en masse failure along the bedrock-sediment interface. This chapter is accepted pending
minor revisions at the Journal of Geophysical Research-Earth Surface. Co-authors include:
Jason W. Kean, Jeffrey A. Coe, Gregory E. Tucker, Dennis M. Staley, and Thad A. Wasklewicz.
9Chapter 5
In chapter 5, I quantify the rate of bedrock erosion by debris flows and the basal stress during
these erosive events. The average erosion rate was high at ∼ 1 cm yr −1. The variability in basal
stress was large, with fluctuations exceeding the mean stress expected from the weight of the flow
by over an order of magnitude. Large magnitude fluctuations had short durations and were the
result of particle-bed impacts. Variability in stress magnitude that resulted from particle impacts
increased linearly with mean basal stress. Probability density functions of basal normal stresses
greater than the mean stress were generally best fit by Pareto or power law distributions with
well-defined means and variances. These results indicate the large fluctuations in basal stress that
cause erosion are inherently variable, but that this variability scales with bulk flow properties. If
these results are broadly applicable, stochastic models driven by bulk flow properties could be used
to predict debris-flow erosion rates. This chapter is in review at the Journal of Geophysical
Research-Earth Surface. Co-authors include: Gregory E. Tucker, Jason W. Kean, and Jeffrey
A. Coe.
Chapter 6
In Chapter 6, I explore the controls on bedrock erosion by debris flows using a suite of nu-
merical experiments conducted with the discrete element method. These experiments indicate that
erosion rate, which scales as the product of impact energy and impact flux, increases as a nonlinear
function of slope. Steep landscapes in which millennial scale erosion rates have been quantified
display a similar nonlinear relationship between erosion rate and channel gradient. This chapter
was written with Gregory E. Tucker and will likely be submitted to the Journal of Geophysical
Research-Earth Surface.
Chapter 7
Here I take a step back to get a broad overview of the dissertation as a whole. I discuss
10
the obvious next steps in the context of the results presented in chapters 2 through 6. Some of
the proposed next steps are currently works in progress, while others seem like perfect projects for
future students.
Chapter 2
Evolution of a Natural Debris Flow: In Situ Measurements of Flow Dynamics,
Video Imagery, and Terrestrial Laser Scanning
Scott W. McCoy, Jason W. Kean, Jeffrey A. Coe
Dennis M. Staley, Thad A. Wasklewicz, and Gregory E. Tucker
Published in Geology May 2010
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2.1 Abstract
Many theoretical and laboratory studies have been undertaken to understand debris-flow
processes and their associated hazards. However, complete and quantitative data sets from natural
debris flows needed for confirmation of these results are limited. We used a novel combination of in
situ measurements of debris-flow dynamics, video imagery, and pre- and post-flow, 2-cm resolution
digital terrain models to study a natural debris-flow event. Our field data constrain the initial and
final reach morphology and key flow dynamics. The observed event consisted of multiple surges,
each with clear variation of flow properties along the length of the surge. Steep, highly resistant,
surge fronts of coarse-grained material without measurable pore-fluid pressure were pushed along by
relatively fine-grained and water-rich tails that had a wide range of pore-fluid pressures (some two
times greater than hydrostatic). Surges with larger non-equilibrium pore-fluid pressures had longer
travel distances. A wide range of travel distances from different surges of similar size indicates that
dynamic flow properties are of equal or greater importance than channel properties in determining
where a particular surge will stop. Progressive vertical accretion of multiple surges generated
the total thickness of mapped debris-flow deposits; nevertheless, deposits had massive, vertically
unstratified sedimentological textures.
2.2 Introduction
Debris flows are mixtures of soil, rock and water that flow down slope in response to gravi-
tational forces and have flow properties that are intermediate between water floods and dry rock
avalanches [Iverson, 1997]. An understanding of debris-flow mechanics is critical for hazard mit-
igation, land use planning, and modeling of long-term landscape evolution. The wide-ranging
importance of debris flows has motivated a diverse range of theoretical [e.g., Hutter et al., 1996;
Rickenmann, 1999; Hungr, 2000; Stock and Dietrich, 2006], experimental [e.g., Iverson, 1997; MiDi,
2004; Hsu et al., 2008], and field [e.g., Pierson, 1980; Berti et al., 2000; Marchi et al., 2002; McArdell
et al., 2007] studies. Unfortunately, the steep terrain, precipitous nature, and sporadic occurrence
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of natural debris flows have limited the collection of relevant antecedent catchment properties and
quantitative observations of debris-flow dynamics that are needed for confirmation of theoretical
and experimental results.
Work on debris-flow mechanics by Iverson [1997] emphasizes that bulk flow behavior depends
largely on the interaction between solid and fluid phases through the mechanism of pore-fluid
pressure. When the longitudinal distribution of pore-fluid pressure is not uniform (generally low in
the highly permeable coarse-grained front and high in the relatively fine-grained tail) the dominant
resistance to flow is concentrated at the flow front and results from grain-grain and grain-bed
frictional interaction [Iverson, 2005]. The magnitude of these large frictional stresses is strongly
mediated by pore-fluid pressure (often greater than hydrostatic), which counteracts the normal
stress at grain contacts that is responsible for frictional resistance [Iverson, 1997; Major and Iverson,
1999].
Non-hydrostatic pore-fluid pressure can be generated by small volumetric contractions and
can persist due to the low permeability of typical debris-flow mixtures [e.g., Iverson, 1997, 2005].
Non hydrostatic pore-fluid pressures depend on a range of interconnected flow dynamics that control
mixture permeability and compressibility, such as particle size segregation, dilatancy, and mixture
agitation, all of which can be highly dependent on boundary conditions and material properties
[Iverson, 2009; Savage and Lun, 1988; Silbert et al., 2002]. This strongly emergent behavior leaves
open the question of the degree to which flow behavior observed in controlled experiments, and
predicted by theory, is consistent with natural flows. Natural flows often have more complicated
boundary conditions, involve materials with diverse grain size distributions, and commonly initiate
through progressive sediment entrainment [e.g., Cannon et al., 2001; Berti and Simoni, 2005; Coe
et al., 2008], rather than from failure of a concentrated sediment package in the form of a landslide.
Herein, we present one of the first data sets linking in situ measurements of flow dynamics,
video imagery, and pre- and post-flow high-resolution topographic data for a natural debris-flow
event. This unique combination of data provides, at a level rarely obtained in a natural setting, the
initial condition, final condition and flow properties needed for strict tests of model formulations
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and robust comparisons with experimental results [Iverson, 2003]. Furthermore, it provides the
requisite data to link flow mechanics with the more commonly observed channel geometry, surge
morphology, and deposit characteristics.
2.3 Geologic Setting
The study basin is located at Chalk Cliffs, on the southern flank of Mt. Princeton in the
Sawatch Range of Colorado (Figures 2.2 and 2.1) . This steepland semi-arid basin has an area
of 0.3 km2. Gradients of bedrock slopes, colluvial slopes, and drainage channels range from 40◦-
vertical, 25◦-40◦, and 5◦-60◦ respectively. The basin is incised into pervasively fractured and hy-
drothermally altered quartz monzonite. Approximately 60% of the basin is exposed bedrock. The
remaining channel and hillslope materials consist of either unconsolidated sandy colluvia or debris-
flow deposits with less than 6% silt and clay [Coe et al., 2008]. Rockfall and dry ravel from the
steep hillslopes rapidly fill the bedrock channels with loose debris. Debris flows initiate (one to four
times per year) when rainstorm-related, surface-water runoff from bedrock cliffs and unsaturated
colluvium entrains sediment from rills and channels [Coe et al., 2008].
2.4 Methods
A video camera and two instrumented cross sections continuously measured various flow
properties (Figures 2.2, 2.3, and 2.4, see supplementary information for instrument specifications).
At each cross section a non-contact ultrasonic distance meter was suspended over the channel to
measure the sediment or flow height above the stable bedrock channel. A 232 cm2 metal plate
attached to a single axis load cell, and mounted flush with the bedrock channel, measured the
total normal stress (due to both fluid and solid phases) at the sediment-bedrock interface. Pressure
transducers at the sediment-bedrock interface measured fluid pressures in the pore space of the flow
and/or bed sediment directly beneath the stage sensor and adjacent to the force plate. Spatially
referenced video imagery was used to calculate flow-front velocities and determine particle sizes in
the flow. Four siphoning rain gages, placed throughout the basin, measured rainfall amounts.
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Figure 2.1: (a) Bare-earth hillshade from 1 m ALSM data of the Chalk Cliffs area. Black box
delimits study area shown in C. (b) Land-based photograph, view to the north-northwest, showing
the forest-covered fan and predominately bedrock upper basin. Top of west channel is at 3100 m,
bottom of fan is at 2500m. (c) Upper basin of Chalk Cliffs. Red line indicates channel length
surveyed with TLS.
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Figure 2.2: Chalk Cliffs Study Area. (a) Map of the study basin showing distribution of bedrock and
colluvium, location of the upper station in the west channel and location of the middle station below
the junction of east and west channels. Red line indicates TLS surveyed section of the channel.
Contour interval 40 ft (12m). Coordinates shown are UTM zone 13. (b)-(d) Colors show elevation
difference between repeat TLS data in response to the debris-flow event that occurred between TLS
surveys. Color map draped over shaded relief and contour map of post-event topography. Contour
interval 0.5 m. Debris flows traveled from top to the bottom of the page in each panel. (b) Upper
reach, (c) Middle Reach, (d) Lower Reach.
17
Two separate point clouds from terrestrial laser scanning (TLS) along 157 m of channel length
were used to develop 2 cm planimetric resolution and 2 mm vertically accurate digital terrain models
(DTM) of the study reach. The first scan was completed one day prior to the flow event, and the
second, one day after the event. Differencing of the pre- and post-event DTMs generated a map
showing the magnitude and spatial distribution of deposition, sediment entrainment, and hillslope
response associated with debris movement in the channel (Figure 2.2).
2.5 Field Observations and Topographic Change
On June 2, 2009, debris flows occurred in both west and east channels near the head of the
basin (Figures 2.2 and 2.1). The debris flows occurred in response to a rainstorm with 10-12 mm
of cumulative rainfall during a three-hour period. Peak 5-minute intensities were 10 mm/hr. Prior
to the arrival of the first debris-flow surge, rising pore-fluid pressures in the bed sediment indicated
that subsurface storm flow saturated the bed sediment at the middle station, but did not saturate
sediment at the upper station (Figure 2.3).
A rainfall pulse beginning at 16:05 triggered debris flows in the west channel (Figure 2.3).
These flows deposited debris in a reach from the upper station to ∼20 m upstream from the middle
station. The main deposits are labeled D1-D3 (Figure 2.2). Deposition at D1-D3 was concentrated
where channel gradients rapidly decreased to 0.06-0.12. Deposits D1-D3 experienced significant
post-depositional modification, either from mixing with or being partially transported by later
debris-flow surges, or by trailing water-dominated flows. The combination of these processes nearly
obliterated any surface morphology that could be considered diagnostic of deposition and transport
by debris flows between the upper and middle stations.
Debris flows in the east channel were recorded at the middle station ∼ 10 min after the flows
in the west channel stopped (Figure 2.3a). The first debris-flow surge in the east channel was the
most mobile, traveling nearly to the mouth of the basin. This initial surge left no terminal lobate
deposits; instead, the volume of flowing debris progressively decreased through the deposition
of levees (Figure 2.2d). Subsequent surges had progressively shorter travel distances, generally
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depositing terminal lobes within the levees of the first east-channel surge and upstream of any
prior surge deposit. This situation limited post-depositional modification along the lower reach
(Figure 2.2d) and resulted in good preservation of characteristic levee and lobate deposit surface
morphology (Figure 2.2d, D4, D5). The locations of deposition in the lower reach could not have
been predicted on the basis of channel gradient or confinement alone, which did not differ from
locations where previous surges were mobile.
The surveyed reach experienced a net deposition of 58 m3 of sediment, with 60% of the
channel area experiencing net aggradation. Three quarters of this sediment was focused in five
main deposits (Figure 2.2 D1-D5) with maximum depths ranging from 50 to 110 cm. The remaining
sediment was deposited in levees that were only preserved along the lower 40% of the 157 m of
scanned channel length, where little or no post-depositional modification occurred. The maximum
preserved scour depth of 70 cm was coincident with the steepest pre-event channel gradients. At
this location, a minimum of 6.4 m3 of channel material were entrained by passing surges, which
undercut the hillslope, and resulted in 5.5 m3 of colluvium being transported into the channel from
a hillslope failure (Figure 2.2c, F).
2.6 Real-Time Flow Properties
Measurements and video of debris flows in the west channel were recorded at the upper
station (the west channel flows stopped upstream of the middle station), while measurements of
flows in the east channel were recorded at the middle station (Figures 2.3, 2.5, 2.6, 2.7, 2.8). Flows
in both channels had multiple surges. Each surge had a steep front composed of large diameter
(5-35 cm) rocks with no visible interstitial fluid at the surface. These coarse-grained, fluid-poor
fronts had lengths that ranged from 4 to 8 m. Flow fronts at the upper station had velocities
that ranged from 0.9 to 1.3 m/s and peak flow depths of 0.2-0.35 m. Water-rich tails composed
of relatively fine-grained material followed the coarse-grained surge fronts. No surface-water runoff
preceded the first surge front in the west channel. Subsequent surges overran the shallow watery
tails of previous surges.
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Figure 2.3: Sensor data. All sensors were sampled every 2 sec., with the exception of the force
plate sampled at 250 Hz. Symbols are: stage (H), pore-fluid pressure (P), cumulative rainfall (R)
and total basal normal stress (σ). (a) Complete event duration from June 2, 2009 measured at the
upper and middle station. Persistent increases and decreases in stage are due to deposition and
erosion of sediment. (b) 5-minute time slice encompassing the arrival of the first 5 debris-flow surges
at the upper station. Stress axis is scaled such that stage and basal stress superpose if σ = ρgH
with ρ = 1825 kg/m3, where ρ is the wet bulk density of the sediment bed and flow combined and
g is the gravitational acceleration. See 2.10 for explicit plot of flow bulk density. (c) 20-minute
time slice from the middle station. Dashed line style indicates where ultrasonic sensor data were
removed due to low echo return strength. Inset: 2-minute time slice of the arrival of the first surge
front that plots the ratio of measured pore-fluid pressure (PMIDDLE) to hydrostatic pressure (PH)
determined by assuming fluid depth = stage.
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Flow stage rapidly increased to peak values as the steep surge front passed the station and
then decreased more slowly as the water-rich tail passed (Figure 2.3b and c). Total basal normal
stress varied in phase with stage, with no consistent time lag observed between changes in stage and
changes in basal normal stress. Assuming a one-dimensional static stress state, the mean wet bulk
density of the flow calculated using the time series of measured flow depth and total normal basal
stress was 1825 kg/m3, with generally denser mixtures near the surge front (1800-2200 kg/m3), and
less dense mixtures (1400-1800 kg/m3) in the more dilute watery tail (Figure 2.10).
Sharp increases in pore-fluid pressure lagged the sharp increases in stage and total basal
normal stress by 4-8 seconds (Figure 2.3). Pore-fluid pressures only began to increase after the
passage of the thick, visually unsaturated, coarse-grained front of the flow. The magnitudes of
measured pore-fluid pressures within the flows varied widely from less than hydrostatic to greater
than two times hydrostatic, with the initial, most mobile surges from the east channel having the
largest pore-fluid pressures (Figure 2.3c).
2.7 Discussion
A short duration (< 3hr) rainstorm with low to moderate intensity rainfall ( < 10 mm/hr)
triggered the observed debris flows. No evidence of shallow landslide scars was found during post-
event field observations in the east and west channels. Instead, evidence of multiple mechanisms
of debris-flow generation due to debris entrainment by surface-water runoff was found (previously
described by Coe et al. [2008]). Downstream from the junction of the east and west channels, a
hillslope failure (F in Figure 2.2c), due to undercutting by water and debris flows, added additional
sediment for subsequent flows to entrain.
Despite the fact that these debris flows initiated by surface-water runoff, once the flows had
traveled a few hundred meters to the measurement stations, solid concentrations were high and
the flow dynamics were similar to those reported for large-scale experimental flows initiated from
a discrete source [Iverson, 1997; Major and Iverson, 1999] and similar to other larger natural flows
[Berti et al., 2000; Marchi et al., 2002; McArdell et al., 2007]. At both instrumented cross sections
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the observed debris flows were composed of multiple surges separated in time by 30 seconds to
20 min. Simultaneous video, flow depth, and pore-fluid measurements indicate that pore-fluid
pressures did not rise until after the passage of the thickest part of the flow, corresponding to
the coarse-grained granular front. Measurements of multiple surge fronts with low initial pore-
fluid pressures show this is a reliable observation, which provides direct field evidence that the
longitudinal distribution of intergranular friction forces is not uniform; rather, intergranular friction
is highest at the front of the surge. It is this longitudinal non-uniformity of resisting stress that
allows debris flows to develop large and destructive surge fronts [Hungr, 2000]. Surges with the
largest excess pore-fluid pressures had the longest travel distances, indicating that the resisting
friction forces are mediated by the presence of excess pore-fluid pressure. The controlling role of
pore-fluid pressure makes prediction of the deposition location for surges with different pressure
distributions difficult using an empirical model that only takes into account channel properties.
The total depths of the mapped deposits were reached primarily through progressive vertical
accretion of multiple individual surges or by mixing as later surges plowed into the liquefied interiors
of earlier surge deposits. Yet, in all cases, vertical cross sections through the deposits revealed a
massive texture, without obvious vertical stratification (Figure 2.9), due to the similarity in the
body composition of each surge. Comparable unstratified deposit textures were generated through
deposition of multiple surges in large-scale laboratory experiments [Major, 1997; Major and Iverson,
1999].
2.8 Conclusions
Debris flows at Chalk Cliffs on June 2, 2009 initiated through entrainment of loose debris from
rills and channels by surface-water runoff. Flows displayed steep fluid-poor surge fronts composed
of coarse-grained material with no measurable pore-fluid pressure. Surge fronts were pushed along
by finer-grained material that had a wide range of pore-fluid pressures, some exceeding two times
hydrostatic. Surges with large excess pore-fluid pressures, and thus lower frictional resistance, had
longer travel distances. A comparison of our observations at Chalk Cliffs with observations from
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large experimental debris flows initiated from a landslide indicates that, regardless of initiation
style, once water-sediment mixtures have reached a high solid concentration, they are controlled
by similar mechanics.
Over 15 surge fronts were observed on June 2. Only five vertically unstratified composite
deposits resulted. Progressive accretion of multiple surges accounted for the smaller number of
deposits. These observations indicate that total deposit thickness reveals little about the mechanics
or magnitude of the individual surges. In steep confined channels, preservation of diagnostic debris-
flow deposit surface morphology is sparse due to later flows of water or debris.
In some cases, pre-event channel properties such as gradient were adequate predictors of flow
deposition, yet for other surges, pre-event channel properties failed to predict deposition because
the dynamic flow property of excess pore-fluid pressure had a greater influence over flow mobility.
Linked data sets of this type have potential to clarify why predictions of key flow properties from
empirical models fail, and to provide the means to validate results from theoretical and experimental
studies in controlled settings.
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2.10 Supplemental Material
2.10.1 Sensor Specifications
The cross section at the upper station in the west channel includes instruments to measure
stage, basal pore-fluid pressure, total basal normal stress, rainfall and temperature. A video camera,
located across the valley, captures video imagery of the reach immediately above and below the
upper station. The instrumented cross section at the middle station has the same sensors as the
upper station minus the force plate. The video camera filming the middle station turned off before
the flow could be recorded.
The ultrasonic stage sensor, rain gauge, temperature probe and data logger were installed
on an aluminum bridge that spans the channel (Figure 2.4a ). During the installation of the force
plate there was approximately 0.5 meters of loose sediment in the bedrock channel. This sediment
was shoveled aside to expose the bedrock channel bed. Using a rock saw, hammer and chisel a 20
cm by 20 cm by 20 cm hole was dug into the bedrock. The force plate was placed in the hole and all
remaining space was filled with anchoring cement. Pressure transducers were placed inside 2.5 cm
diameter steel conduit and pressed into the wet anchoring cement along side the force plate. Care
was taken to insure that the transducer ends remained open (Figure 2.4b ). Once the installation
was finished, the loose channel sediment was put back in place and the sediment bed was restored
to the pre-installation condition. Sensor specifications, as provided by the manufacturer or found
on recent calibration certification sheets, are reproduced below.
Data logger
Model: Campbell Scientific CR1000
Ultrasonic Stage sensor
Model: Campbell Scientific SR50A-L Sonic ranging sensor
Accuracy: ±1.0 cm
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Sample frequency: 0.5 Hz
Beam angle: 30 degrees. This results in 1m diameter sampling area when distance to target is 2
m.
In addition to measuring the distance to the target the sensor reports quality numbers that mea-
sure the certainty of the distance measurement. The quality numbers range from 152- 600, where
152-210 is good quality, 210-300 is reduced echo signal strength and 300-600 is high uncertainty. As
a post-processing step we only used distance measurements with quality numbers between 152-210.
Single-axis force transducer (sensor inside custom force plate enclosure)
Model: Tovey Engineering SWS10
Accuracy (static error band): ±2.5 kg, 25 N
Accuracy (nonrepeatability): ±0.5 kg, 5 N
Maximum load: 4500 kg, 45,000 N
Sample Frequency: 250 Hz
Area of measurement plate: 0.0232 m2 Sensitivity to temperature:
Effect on zero: ±7 kg per 100 ◦C, 70 N per 100 ◦C
Effect on sensitivity: ±4 kg per 100 ◦C, 40 N per 100 ◦C
Pressure transducer
Model: Solinst Levelogger M3001 F15/M5 (silicon piezoresitive transducer)
Accuracy: ±0.003 m water pressure head, ±0.03 kPa
Maximum load: 5 m water pressure head, 50 kPa
Sample Frequency: 0.5 Hz
Area of measurement plate: 0.00152 m2
Sensitivity to temperature: Automatic internal temperature compensation using internal temper-
ature probe results in stable output.
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Rain gauge Model: Hydrological Services TB4 siphoning tipping bucket rain gauge
Accuracy: ±2 for intensities from 25-500 mm/hr
Range: 0-700 mm/hr
Receiver diameter: 0.20 m
Video Camera and Still Camera
Model: Erdman Video Systems, Inc. ”Mini Biscuit”
Video: Sony Block Camera Model FCB-EX480A
Frame Rate: 2 frames per second
Resolution: 640 X 480 pixels
Still: Olympus SP500-6Megapixel
Camera Frame Rate: 1 picture every 30 seconds
Resolution: 1536 X 2048 pixels
Terrestrial Laser Scanning Specifications
Instrument: Leica Geosystems HDS ScanStation 2
Instrument Type: Pulsed, dual-axis compensated, very-high speed laser scanner, with survey- grade
accuracy, range, and field-of-view
User Interface: Dell XFR D630 Ruggedized Notebook
Scanner Drive: Servo motor - motor is direct drive, brushless
Camera: Integrated high-resolution digital camera
Single Measurement Accuracy: Position = 6mm, distance = 4mm
Dual-axis Compensator: On Laser Class: 3R (IEC 60825-1)
Range: 300 m
Scan Rate: Up to 50,000 points/sec, maximum instantaneous rate - average: dependent on specific
scan density and field-of-view
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Spot Size: From 0-50m: 4mm (FWHH - based); 6mm (Gaussian - based)
Point Spacing: Fully selectable horizontal and vertical; <1 mm minimum spacing
Scanning Optics: Single mirror, panoramic, front and upper window design
Communications: Static Internet Protocol (IP) Address
Power supply: 36 V; AC or DC; hot swappable
Power Consumption: <80 W average
Lighting: Fully operational between bright sunlight and complete darkness
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Figure 2.4: (a) Photograph looking upstream at the upper station. (b) View of sensors mounted
in bedrock at the upper station, with loose channel sediment pushed aside.
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A.  16:22:54
!"#$%#$&'!($$)*+,'-./0123*04$5,030+-65,$07$8.9-*/'710:$/2-+.$36;.4$63$3,.$255.-$/363*04#$<16=;$803/$6-.$
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=06-/.'+-6*4.8$?63.-*61$:*3,023$*43.-/3*3*61$712*8$C*/*91.$63$3,.$/2-76=.$648$3,.$:63.-'-*=,$36*1$3,63$70110:/#Figure 2.5: High-resolution photograph of debris-flow surge taken at the upper station. Black dots
are spaced 2 m apart. Note the differences between the steep surge front of coarse-grained material
without interstitial fluid visible at the surface and the water-rich tail that follows.
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B.  16:23:38
Figure 2.6: High-resolution photograph of debris-flow surge taken at the upper station.
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C.  16:24:24
Figure 2.7: High-resolution photograph of debris-flow surge taken at the upper station.
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D.  16:25:08
Figure 2.8: High-resolution photograph of debris-flow surge taken at the upper station.
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Observations of Debris Flows at Chalk Cliffs, Colorado, USA: Part 1, In Situ
Measurements of Flow Dynamics, Tracer Particle Movement, and Video
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3.1 Abstract
Debris flows initiated by surface-water runoff during short duration, moderate- to high-
intensity rainfall are common in steep, rocky, and sparsely vegetated terrain. Yet large uncertainties
remain about the potential for a flow to grow through entrainment of loose debris, which make for-
mulation of accurate mechanical models of debris-flow routing difficult. Using a combination of
in situ measurements of debris-flow dynamics, video imagery, tracer rocks implanted with passive
integrated transponders (PIT) and pre- and post-flow 2-cm resolution digital terrain models (ter-
rain data presented in a companion paper in this volume by Staley et al. [2011]), we investigated
the entrainment and transport response of debris flows at Chalk Cliffs, CO, USA. Four monitored
events during the summer of 2009 all initiated from surface-water runoff, generally less than an
hour after the first measurable rain. Despite reach-scale morphology that remained relatively con-
stant, the four flow events displayed a range of responses, from long-runout flows that entrained
significant amounts of channel sediment and dammed the main-stem river, to smaller, short-runout
flows that were primarily depositional in the upper basin. Tracer-rock travel-distance distributions
for these events were bimodal; particles either remained immobile or they travelled the entire length
of the catchment. The long-runout, large-entrainment flow differed from the other smaller flows
by the following controlling factors: peak 10-minute rain intensity; duration of significant flow in
the channel; and to a lesser extent, peak surge depth and velocity. Our growing database of natu-
ral debris-flow events can be used to develop linkages between observed debris-flow transport and
entrainment responses and the controlling rainstorm characteristics and flow properties.
3.2 Introduction
Debris flows are rapidly gaining recognition as a serious hazard to expanding development,
as important agents of mountain landscape evolution, and as a significant mode of sediment trans-
port to rivers in rugged terrain. This recognition has made apparent the need for complete and
quantitative datasets from well-constrained natural debris flows to test theoretical and compu-
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tational approaches, confirm experimental results and stimulate new ideas. In steep, rocky, and
sparsely vegetated terrain, debris flows initiated by surface-water runoff in response to short dura-
tion, moderate- to high-intensity rainfall are common [e.g., Fryxell and Horberg, 1943; Wohl and
Pearthree, 1991; Meyer et al., 1995; Cannon et al., 2001; Berti and Simoni, 2005; Larsen et al.,
2006; Coe et al., 2008]. Runoff-initiated debris flows can form from small quantities of rain, with
very short lag times from the beginning of the rainstorm to the beginning of the debris-flow event
[Berti et al., 2000]. They start as water-rich flows that rapidly entrain and concentrate large quan-
tities of debris and sediment into hazardous debris-flow fronts [Coe et al., 2008] and can have peak
discharges many times that of a comparable water-flood [VanDine, 1985]. Yet, for this type of
debris flow, large uncertainties remain about the mechanics of initiation and the potential for a
flow to grow through entrainment of loose debris. These uncertainties make it difficult to formulate
accurate mechanical models of debris-flow initiation, routing, and deposition in natural settings
and thereby add large uncertainties to hazard assessments.
To relate the entrainment and transport response of a debris-flow event to potential con-
trolling factors such as physical flow properties, rainstorm characteristics, and basin topographic
parameters we used a combination of in situ measurements of debris-flow dynamics, video imagery,
tracer rocks implanted with passive integrated transponders (PIT) and pre- and post-flow 2-cm
resolution digital terrain models acquired through terrestrial laser scanning (TLS). Terrain data
are presented in a companion paper in this volume by Staley et al. [2011]. This combination of
readily available technologies captured a comprehensive record of the four debris-flow events that
occurred during the summer of 2009 in a natural debris-flow basin at Chalk Cliffs, Colorado, USA.
We documented the initial and final topographic state, the hydrologic conditions leading up to
the event, net transport distances of tracer particles and continuous time series of physical flow
properties and flow dynamics for each debris-flow event.
In this paper and the companion paper by Staley et al. [2011], we compare the four debris-flow
events that occurred during the summer of 2009 (2 June, 26 July, 6 September, 15 September) to
highlight dramatic differences in entrainment and transport behavior possible from a single basin
37
with similar topographic initial conditions for each event, yet driven by rainstorms of different
intensities and durations.
3.3 Chalk Cliffs Study Site
3.3.1 Catchment Description and Geologic Setting
The Chalk Cliffs study area is located on the southern flank of Mount Princeton in the
Sawatch Range of Central Colorado, USA. The steep, 0.3 km2 semi-arid basin is incised into per-
vasively fractured and hydrothermally altered quartz monzonite, adjacent to the range-bounding
Sawatch normal fault [Miller, 1999]. The steep headwaters of the basin are exposed bedrock (gen-
erally > 45◦) (Figure 3.1a). Unconsolidated colluvium and debris-flow deposits (0◦-45◦) cover the
remaining 40% of the basin Coe et al. [2008]. Between debris-flow events dry ravel from the steep
colluvium and rock fall from the bedrock cliffs rapidly fill the channels with debris. Bedrock slopes
in the basin are devoid of vegetation, and colluvial slopes are sparsely vegetated. This basin has a
high frequency of debris flows (one to four events per year between the months of May and October)
generated by rainfall related surface-water runoff [Coe et al., 2008], making it ideal for long-term
monitoring. Basin topographic characteristics are summarized in Table 3.1. A more complete de-
scription of the geologic setting and site selection can be found in earlier work [Coe et al., 2008,
2010].
Table 3.1: Topographic characteristics of the Chalk Cliffs study basin at each location marked on
Figure 3.1. Elevation, slope, and length parameters correspond to the west channel profile (Figure
3.1h inset). Local slope is calculated over 10 m centered on the location. Mean channel slope is
the mean of the main channel slope from the drainage divide to the location.
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Table 1. Topographic characteristics of the Chalk Cliﬀs
study basin at each location marked on Figure 2b. Elevation,
slope, and length parameters correspond to the west channel
profile (Figure 2b inset). Local slope is calculated over 10 m
centered on the location. Mean channel slope is t mean of
the main channel slope fro the drainage divide to the loca-
tion. From McCoy et al. [2011].
Upper station Middle station Lower station Chalk Creek
Contributing area (km2) 0.06 0.16 0.24 0.43
Maximum elevation (m) 3100 3100 3100 3100
Station elevation (m) 2780 2750 2690 2520
Mean channel slope (◦) 35 32 26 16
Station local channel slope (◦) 13 15 8 7
Channel length to drainage divide (m) 586 678 997 2194
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3.3.2 Monitoring System
The automated monitoring system, established through collaboration between the U.S. Geo-
logical Survey and the University of Colorado, consists of three instrumented cross sections (upper,
middle and lower stations) and two video cameras filming at 2 frames per second (one filming the
middle station, the other filming the upper station) (Figure 3.1). The upper station is located in
the west channel, 38 m above the junction with the east channel and ∼590 m downstream from the
drainage divide. The middle station is 92 m downstream of the upper station and 54 m downstream
of the east-west channel junction. The lower station is 319 m downstream of the middle station
and is 220 m from the mouth of the basin and the apex of the depositional fan (Figure 3.1h).
As of May 2009 each station was equipped with: an ultrasonic stage sensor (accuracy ±1
cm) suspended over the channel to measure the sediment and/or flow height above a fixed datum
(the datum is the stable bedrock channel at the upper and middle stations and a buried pressure
transducer at the lower station); one or two unvented pressure transducers (accuracy ±3 mm
water pressure head) to measure the pore-fluid pressure at the bedrock-sediment interface (upper
and middle stations) or at ∼0.25 m depth in the bed sediment (lower station); a siphoning rain
gauge (accuracy ±2%); and a temperature sensor (see McCoy et al. [2010] for complete sensor
specifications). All these sensors were sampled every 2 seconds during a rainstorm.
At the upper station only, we mounted a 15.24 cm by 15.24 cm (232 cm2) metal plate
attached to a single-axis load cell (accuracy ± 25 N) flush with the bedrock channel to mea-
sure total normal stress at the sediment-bedrock interface. This load cell was sampled at 250
Hz through June 2009; we subsequently reduced the sampling rate to 100 Hz. Additional mea-
surements of rainfall and soil moisture (accuracy ±5% volumetric water content) were made on
adjacent hillslopes within the basin and within the channel below the middle station. Near-
realtime data and a daily photograph from the upper station were sent to a web server using
a cell phone modem. This system allowed us to know when a debris-flow event had occurred
(http://landslides.cr.usgs.gov/monitoring/chalk cliffs/index.php).
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Figure 3.1: Chalk Cliffs study area with photographs of the monitoring stations and shaded relief
images (from 1 m ALSM data provided by NCALM) with tracer-particle positions marked by white
circles. White rectangle in H encompasses zoomed-in view shown in E, F, and G. (a) Line drawing
of study basin showing station locations and the distribution of bedrock and colluvium (redrawn
from McCoy et al. [2010]). (b) Upper station with sensors. (c) Middle station. (d) Lower station.
(e) Starting tracer-particle positions 20 May 2009. (f) Positions 11 June 2009, 9 days after 2
June 2009 event. (g) Positions 4 August 2009, 9 days after 26 July 2009 event. (h) Positions 26
September 2009, 11 days after 15 September 2009 event (note no survey was completed after the
06 September 2009 event). Inset: Long profile of east and west channel.
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3.4 Methods
3.4.1 Tracer Rocks
We implanted 32-mm passive integrated transponders (PIT) in 99 rocks to measure the
travel distances of cobbles during a debris-flow event. PIT tags labelled each rock with a unique
identification number. Using radio-frequency identification (RFID) technology, we could find and
identify these tracer rocks, buried up to ∼0.25-0.5 m depth, without disturbing the bed surface
[Bradley, 2010]. We selected the tracer rocks from the area surrounding the upper station. Rock
strength determined the size of selected rocks; rocks that were too small broke when drilled with
the hammer drill. The mean length of the a, b, and c axes of the tracer rocks were 13 cm, 9 cm,
and 6 cm, respectively. For comparison, the mean length of the a, b, and c, axes of 100 randomly
selected rocks from an October 2008 debris-flow deposit forming the levees and bed at the upper
station were 10 cm, 7 cm, and 4 cm, respectively. We prepared the tracer rocks by drilling a 4.76
mm diameter hole with a hammer drill, inserting a 32 mm long PIT tag and then sealing the hole
with marine epoxy. To aid in the recovery of surface rocks and the initial survey, we spray-painted
all tracers red. We then placed the rocks in groups of three, along the centerline of the channel,
in the reach by the upper station, with each group separated by ∼2 m (Figure 3.1e), and surveyed
their positions using a total station.
After each debris-flow event, we searched the entire travel-path of the debris flow using a
0.5 m diameter RFID detection antenna. When a tracer rock was passed over by the antenna, the
capacitor in the PIT tag was charged, which enabled the tag to transmit its unique identification
number to the receiver to be recorded. Once the tracer rock was recorded, we surveyed its location
using a total station. Many of the tracer rocks were buried below the deposit surface and never
visually identified. The resulting error, ±0.5 m, in the surveyed position was primarily due to the
read-range of the antenna.
To measure the total curvilinear distance travelled (streamwise and cross-stream) by a tracer
rock during a single debris-flow, we projected tracer-particle positions onto the longitudinal profile of
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the debris-flow channel. The longitudinal profile was extracted from a 1 m digital elevation model
derived from airborne laser swath mapping (ALSM) data collected by the National Center for
Airborne Laser Mapping (NCALM). We then calculated along slope travel distance by differencing
the post-event and pre-event slope distance along the longitudinal profile. All tracer rocks that
moved less than 1 m were put in the 1 m bin for plotting on the log-log scale in Figure 3.2.
3.4.2 Station Data Processing
To remove much of the ±25 N noise in the force time series, we down sampled the 250 Hz
and 100 Hz force plate data to 10 Hz by binning data in 0.1 s bins and taking the mean of each
bin. The stress axis in Figures 3.3-3.6 was scaled such that stage H and basal stress σ superpose
if σ = ρg cos(θ)H with ρ = 2040 kg/m3, where ρ is the wet bulk density of the sediment bed and
flow combined, g is the gravitational acceleration, H is the bed-normal height of material above the
force plate, equal to stage, and θ is the bed inclination (i.e., σ plots above H when ρactual > 2040
kg/m3 and σ plots below H when ρactual < 2040 kg/m
3). Note that accurate bulk densities can
only be determined from this method when the assumption of a lithostatic stress state is valid.
The load cell was buried beneath sediment for the majority of 2009, which precluded taking
a new tare value before each event. To minimize error associated with a tare value that is a
function of environmental factors (primarily temperature), we took advantage of the fact that
before rainstorms the bed sediment was dry (∼10% volumetric water content) and thus should
have a relatively constant bulk density before each event. We set the force tare value using a
pre-storm dry bed sediment bulk density of 1750 kg/m3; this value was determined just after
installation. We estimated the approximate uncertainty resulting from this assumption as ±100
kg/m3 or ±500 Pa if 0.5 m of sediment is present.
We filtered the 2 s ultrasonic stage data based on echo return strength to remove low strength
returns. Persistent increases or decreases in stage were due to sediment deposition or erosion.
To measure pore-fluid pressure using the unvented, temperature-compensated pressure trans-
ducers, we subtracted the pre-storm pressure (i.e., atmospheric pressure) from the total pressure.
42
Figure 3.2: Histograms of tracer-particle travel distance between consecutive surveys. Solid line is
the travel distance from the mean starting position on 20 May to the junction with the perennial
stream Chalk Creek. Dashed line is the distance travelled by the flow front. In C, both lines
overlap. (a) Distance travelled due to 2 June 2009 event. (a) Distance travelled due to 26 July
2009 event. (c) Distance travelled due to combination of 6 September 2009 and 15 September 2009
events.
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For most of the events, the bed sediment between the flow and the pressure transducer was not
saturated. Given these conditions, the pressure transducer did not measure positive pressure head
due to the overriding flow (not shown in our figures) or the pressure head was attenuated. The
only exception to these behaviours was recorded at the middle station on 2 June.
We calculated surge front velocities (each event was composed of multiple surge fronts) by
manually tracking surge front positions in the spatially referenced video imagery recorded by the
upper station camera. Surge-front velocities u¯ were then plotted as a function of maximum surge
depth h to develop a rating curve for the upper station (u¯ = 1.4
√
gh, root-mean-squared error equals
0.7 m s−1). To calculate maximum flow depth, the height of the bed sediment and the maximum
stage during the surge must be known. We used the period of no or little flow in between successive
surges to determine the bed height through time. We automated this procedure by taking a moving-
window minimum of the stage data, with a window width equal to the maximum surge duration
for each event. It has been demonstrated by others [Pierson, 1986; Suwa et al., 1993; Arattano and
Marchi, 2000] that the peak flow velocity can occur after the peak flow depth and coarse-grained
flow front have passed. Since many of the surges were of short duration and we only measured the
surge front velocities, we did not detect this phenomena, but if present, it would make our rating
curve underestimate the actually velocities in the more shallow, dilute portions of the surge.
For each debris-flow event, we estimated the total event volume passing the upper station, V
(sediment plus water), using
V =
te∑
tb
u¯(h(t))A(t)∆t (3.1)
in which the summation was taken from the beginning of a flow event tb to the end te, u¯(h(t))
is the mean cross-sectional velocity from the rating curve, ∆t is the length of time between two
stage measurements, and A(t) is the active cross-sectional area at a given time, calculated using
the surveyed bedrock cross section, the corresponding bed height and flow depth.
To determine the total time spent above certain transport stages during the course of a
debris-flow event we summed the total time over which the flow depth was greater than 0.1 m, 0.2
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m, and 0.3 m.
3.5 Results and Discussion
Monitoring results from the four debris-flow events indicated that 2 June and 26 July events
had relatively short travel distances, stayed within the basin and were primarily depositional in
nature. In sharp contrast, the 15 September event was primarily erosional in nature and traveled
all the way to the modern fan at Chalk Creek, where it temporarily dammed the stream. The 6
September event was intermediate to these two end members, exiting the basin, but not reaching
Chalk Creek. Below, we first provide details on the tracer-particle travel distance distributions
and then describe the conditions that caused this dramatic difference in entrainment and transport
behavior between the 4 events.
3.5.1 Tracer Rocks
Of the initial 99 PIT-tagged tracer rocks (Figure 3.1e), the number of tracer rocks with
known pre-event and post-event positions was 84, 68, and 33 after the 2 June, 26 July, and 15
September events, respectively. We were not able to conduct a survey after the 6 September event
due the rapid arrival of the 15 September event. These recovery rates are much smaller than those
obtained using the same techniques and technology in a fluvial environment, where the rates can
be up to 98% [Bradley, 2010]. At Chalk Cliffs, the high losses were due to burial of many of the
tracers, especially in the 15 September event, to depths greater than the read range of the antenna
( 0.25-0.5 m).
In our early surveys, we found most of the tracer rocks in the seed reach near their origins
(Figure 3.1e-g). However, our final survey on 26 September 2009, following the 15 September event,
showed that the highest concentration of tracer rocks had shifted 1.6 km downstream to the fan at
the junction of the debris-flow channel and the perennial stream Chalk Creek (Figure 3.1h). The
6 September event did not reach county road 162 (Figure 3.1h), however 67% of tracer particles
were found below the road on 26 September. Because extended sediment transport was due to the
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15 September event, and only small amounts of erosion were measured at the monitoring stations
after the 6 September event, we grouped the 6 September event with the earlier lower-transport
events.
The fraction of particles that moved more than 1 m after the 2 June, the 26 July, and the 15
September events were 67%, 25% and 94%, respectively. Distributions of travel distance are plotted
in Figure 3.2 and summarized in Table 3.2. Travel distances measured after the 2 June event and
the 26 July event (Figure 3.2a and b) differ greatly from the distribution for the 15 September
event (Figure 3.2c). Travel distances <1 m dominate the distributions for the low transport events,
whereas travel distances >1500 m dominate the distribution for the 15 September event.
The maximum possible travel distance for a tracer particle transported by a debris flow is
set by its starting position and the downstream end of the debris-flow dominated portion of the
catchment, which in this case is near the junction of the debris-flow channel and the perennial
stream Chalk Creek (which flows down a low-gradient glacial valley). The distance from the mean
tracer starting position on 20 May to the end of the debris-flow dominated system (the junction
of the debris-flow channel and Chalk Creek) was 1620 m. For the 2 June and 26 July events, the
mean travel distances were 10 m and 4 m, or only 0.6% and 0.2% of the channel length dominated
by debris flows. The mean tracer travel distance was also considerably shorter than the maximum
flow-front travel distance for these two flows, which was on the order of 300 m. In contrast, the mean
tracer travel distance for the 15 September event, which had a maximum flow-front travel distance
of 1620 m, was 1100 m or 68% of the 1620 m debris flow dominated channel length. Sixty-seven
percent of the recovered population travelled a distance equal to the debris flow dominated channel
length in one event. Moreover, both the mean travel distance of 1100 m and the percent of particles
that travelled the entire length of the debris flow dominated channel length are underestimated for
the 15 September event due to undercounting of tracer particles. Upstream of the fan, few debris-
flow deposits had depths greater than the read range of the antenna [Staley et al., 2011], whereas
the reach from county road 162 to Chalk Creek had significant areas of aggradation greater than
2 m. Had all particles been found, the measured 15 September distribution would be even more
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heavily skewed toward travel distances closer to the length of the debris flow dominated portion of
the catchment.
Travel-distance distributions were bimodal: particles either remained nearly immobile or
they travelled the entire length of the debris flow dominated portion of the catchment (Figure 3.2).
Although we only have tracer data from three events, if this bimodal distribution is characteristic
of travel distances for particles transported by debris flows, it sets them apart from many other
modes of sediment transport, in which the single-event travel distance is often a small fraction of
the system size [Bradley, 2010]. The existence of particle travel distances that are equal to the
system size calls into question the ability to write sediment transport equations that depend only
on local topographic and flow parameters [Tucker and Bradley, 2010].
3.5.2 Station Data
Monitoring station data for the four debris-flow events are shown in Figures 3.3-3.6. Key
storm characteristics, flow properties, and tracer travel distances are summarized in Table 3.2. By
comparing the measured rainfall and flow properties between the four 2009 events, we can gain
insight into why the September 15 flows were so much more effective, in terms of travel distance,
clast transport, and bed entrainment, than the previous three events.
3.5.3 Rainfall
Cumulative rainfall amounts since the beginnings of each debris-flow producing storm event
are plotted as a dashed line in panel A of Figures 3.3-3.6. On the upper axis of panel A in Figures
3.3-3.6, 10-minute rainfall intensities are plotted. With exception of the 2 June event, all storms
had durations less than 2 hours. The 15 September event had the largest cumulative storm rainfall
(24.6 mm) and the highest peak 10-minute intensity (38.1 mm/hr). The 6 September event had the
smallest storm total (6.3 mm), and the 2 June event had the lowest peak 10-minute intensity (9.1
mm/hr). The first debris-flow surge generally reached the upper station in less than 45 minutes
after the onset of rain. There was a poor correlation in time between the storm maximum 10-
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Figure 3.3: Sensor data 2 June 2009. (a) Upper axis: 10-minute rainfall intensities measured at the
upper station. Lower axis: Complete event duration measured at the upper and middle station.
Flows stopped upstream of the lower station. The first debris flows initiated in the west channel,
arrived at the upper station at 16:22:54 and stopped before reaching the middle station. The second
set of debris flows initiated in the east channel and arrived at the middle station at 17:09:14. Pre-
flow sediment depth at the upper station was 0.47 m and 0.26 m at the middle station. Net change
in sediment depth was +0.54 m and +0.78 m at the upper and middle station, respectively. Due
to rain at 11:00, pre-event pore pressures were not zero. (b) 5-minute time slice encompassing
the arrival of the first 5 debris-flow surges at the upper station. (c) 20-minute time slice from the
middle station.
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Figure 3.4: Sensor data 26 July 2009. (a) Upper axis: 10-minute rainfall intensities measured
at the upper station. Lower axis: Complete event duration measured at the upper and middle
station. Flows stopped upstream of the lower station. The first surge front reached the upper
station at 7:12:42 and the middle station at 7:17:32. Pre-flow sediment depths at the upper and
middle stations were 1.04 m, and 1.01 m, respectively. Net changes in sediment depth at the upper
and middle stations were +0.19 and +0.07 m, respectively. (c) 25-minute time slice from the upper
station. (c) 25-minute time slice from the middle station.
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Figure 3.5: Sensor data 6 September 2009. (a) Upper axis: 10-minute rainfall intensities measured
at the upper station. Lower axis: Complete event duration measured at the upper, middle and
lower stations. Stage at middle station shifted -0.3 m in all plots. The first surge front reached the
upper, middle and lower stations at 14:05:18, 14:06:38, and 14:09:41, respectively. Pre-flow sediment
depths at the upper, middle and lower stations were 1.14 m, 1.06 m, and 0.22 m, respectively. Net
change in sediment depth at the upper, middle and lower stations were -0.04 m, -0.06 m, and 0.0
m, respectively. (b) 6-minute time slice from the upper station. (c) 10-minute time slice from the
upper, middle and lower stations.
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Figure 3.6: Sensor data 15 September 2009. (a) Upper axis: 10-minute rainfall intensities measured
at the upper station. Lower axis: Complete event duration measured at the upper station. (b)
Complete event duration measured at the middle and lower stations. Stage at middle station shifted
+0.2 m. The first surge front reached the upper, middle and lower stations at 17:38:18, 17:38:40,
and 17:42:41, respectively. Pre-flow sediment depths at the upper, middle and lower stations were
1.1 m, 1.0 m, and 0.22 m, respectively. Net changes in sediment depth at the upper, middle and
lower stations were -1.1 m, -0.28 m, and +0.14 m, respectively (c): 20-minute time slice from the
upper station.
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Table 3.2: Summary of rainstorm characteristics, flow properties, and tracer travel distances for
the four debris-flow events in 2009. Front velocities measured from video at the upper station are
denoted with Vus. Front velocities calculated from travel time between the middle station and
the upper station are denoted with Vtt. US, MS, LS are upper station, middle station and lower
station, respectively.
 
Table. 2 Summary of rainstorm characteristics, flow properties, and tracer travel distances for the four debris-flow events in 2009. Front velocities measured from 
video at the upper station are denoted with Vus. Front velocities calculated from travel time between the middle station and the upper station are denoted with Vtt. 
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The total length of time that the measured flow depth was 
greater than 0.1 m, 0.2 m, or 0.3 m over the coarse of each debris-
flow event varied significantly between large and small transport 
events (Table. 2).  The total time elapsed while the measured flow 
depth was greater than 0.1 m, 0.2 m, or 0.3 m was largest for the 15 
September event. Although the 6 September event had surges of 
comparable depth to the 15 September event, there were fewer 
surges and the shallow flow between surge fronts only lasted for a 
short time. The short duration of shallow flow observed during the 6 
September event is in strong contrast to the 15 September event 
where there were sustained periods of flow greater than 0.1 m 
between the deeper surge fronts. This indicates that total event 
volume can be strongly influenced not only by the largest surges, 
but also by sustained periods of moderate flow. 
For the two larger events, September 6 and September 15, we 
observed changes in surge characteristics as the flows moved 
downstream past the three stations (Fig. 5 and 6). The coalescence 
of small surges into larger, longer-duration surges is particularly 
pronounced in the 6 September event (Fig. 5C). During the 15 
September event, the opposite behavior occurred after 17:50. At this 
time, flows measured at the upper and middle stations became 
water-dominated and lacked the deep surge fronts measured during 
the previous 10 minutes. However, by the time these moderate-
depth, water-dominated flows reached the lower station, deep surges 
had developed (Fig. 6). Although there was a range in surge depth 
(0.31 m to 1.1 m at the upper station) almost all surges had the 
asymmetric shape characteristic of debris flows, with a steep and 
deep front followed by a more gently decreasing tail.  
TOTAL NORMAL BASAL STRESS 
Total normal basal stress varied in phase with stage, with no 
consistent time lag observed between changes in stage and changes 
in stress. Assuming a one-dimensional static stress state, we 
calculated that the mean wet bulk densities of the flows ranged 
between 1400 and 2200 kg/m3 (see MCCOY et al., 2010 for an 
explicit density time series). We measured denser mixtures near the 
surge front (1800-2200 kg/m3), and less dense mixtures in the 
water-dominated tails (1400-1800 kg/m3). A similar range of 
densities have been measured in other field and large-scale 
laboratory measurements of passing debris flow surges (PIERSON, 
1986; MCARDELL et al., 2007; IVERSON et al., 2010) 
PORE-FLUID PRESSURE AND SOIL MOISTURE 
Over the four different debris-flow events, the pore-fluid 
pressure measured at the sediment-bedrock interface was variable 
and depended largely on the thickness of overlying bed sediment 
and the state of saturation of the bed sediment. For the majority of 
the events, no pressure response due to the pressure head of the 
overriding flow was measured (presumably because the static bed 
sediment between the overriding debris flows and the pressure 
transducer at the bedrock-sediment interface was partially dry). 
When there was no bed sediment covering the pressure transducer 
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min intensity and flow initiation, but a tight correlation, often less than a few minutes, with local
peaks in 10-minute rainfall intensity and flow initiation (Figures 3.3-3.6). The short temporal lag
between the beginning of rain and the first debris-flow surge (as short as 10 minutes) and the
close correlation in time with local peaks in the 10-minute rainfall intensity reinforce the role of
surface-water runoff as the debris-flow generation process, as opposed to longer response time,
infiltration-related landsliding. Similar short response times from the beginning of rain to the
initiation of a debris flow have been observed at other field sites [Berti et al., 2000]
To quantify the role of cumulative rainfall in determining event volume, we normalized the
event volume (sediment plus water) measured at the upper station by total rain volume that
fell upstream of the upper station (calculated as the product of upstream accumulation area and
measured rainfall). This ratio was not constant (range of 6% to 57%) with the large 15 September
event having a ratio of 54% and the smallest (2 June event) having 6% (Table 3.2). During small
flow events, a larger part of the water potentially available for overland flow and debris transport
was not measured. In larger events, a greater part of available water passed the station as surface
flow of measurable depths, often as debris flows or water-dominated flow vigorously transporting
sediment.
3.5.4 Video Observations
Although each debris-flow event varied in size and duration, all events consisted of multiple
surges with distinct longitudinal sorting of sediment grain size. Each surge began with a steep
and deep granular front, composed of boulders and other coarse-grained material (often without
visible interstitial fluid), which was followed by a shallower, water-rich tail of relatively fine-grained
material. The finer-grained tail rapidly changed from a mud-rich slurry of intermediate thickness
with a moderate concentration of visible coarse-surface clasts directly behind the granular front, to
a shallow, water-dominated, turbulent flow in which intense bed load transport was evident. The
duration and depth of the water-dominated tail flows varied greatly. In small events like that of 2
June, the water- dominated flow between surge fronts was a trickle, compared to the 15 September
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event in which the water-dominated flow vigorously transported sediment between surge fronts
and continued transporting and eroding sediment for tens of minutes after the last well-developed
granular surge front had passed. Flow front velocities measured at the upper station had a well-
defined h1/2 scaling, and were best fit by u¯ = 1.4
√
gh. We measured maximum front velocities of
3.7 m/s during the 15 September event.
3.5.5 Stage
Stage data from the upper, middle and lower stations are shown in Figures 3.3-3.6 for all
four events. Neither the 2 June event nor the 26 July event reached the lower station. Both
of these events had maximum flow depths <0.35 m at the upper and middle stations and peak
discharges at the upper station less than 2 m3/s. The two events that travelled past the lower
station, 6 September and 15 September, had maximum flow depths ≥0.45 m at the upper and
middle stations and peak discharges at the upper station >5 m3/s. Peak flow depth of the 15
September event was not consistently larger than the 6 September event (Table 3.2).
Sediment deposition occurred at the upper and middle station during the short-runout flows
of 2 June and 26 July (Table 3.2). In contrast, the 6 September event eroded the bed slightly
(≤0.08 m) at the upper and middle stations. The 15 September event eroded to bedrock at the
upper station (1.1 m) and eroded significantly at the middle (0.34 m) and lower stations (0.11 m).
The volume (both sediment and water) of each flow measured at the upper station varied
significantly between the long-transport 15 September event and the other shorter-transport events.
The 15 September event had an event volume at the upper station of ∼820 m3, which was ∼4 to
23 times larger than the other events (Table 3.2). Note that these volumes are not totals for each
event because material from the other main tributary (east channel) joins the west channel down
slope of the upper station. We did not calculate volumes at the middle station because the poor
spatial referencing of video imagery there precluded accurate velocity measurements.
The total length of time that the measured flow depth was greater than 0.1 m, 0.2 m, or 0.3
m over the coarse of each debris-flow event varied significantly between large and small transport
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events (Table 3.2). The total time elapsed while the measured flow depth was greater than 0.1
m, 0.2 m, or 0.3 m was largest for the 15 September event. Although the 6 September event had
surges of comparable depth to the 15 September event, there were fewer surges and the shallow
flow between surge fronts only lasted for a short time. The short duration of shallow flow observed
during the 6 September event is in strong contrast to the 15 September event where there were
sustained periods of flow greater than 0.1 m between the deeper surge fronts. This indicates that
total event volume can be strongly influenced not only by the largest surges, but also by sustained
periods of moderate flow.
For the two larger events, September 6 and September 15, we observed changes in surge
characteristics as the flows moved downstream past the three stations (Figures 3.5 and 3.6). The
coalescence of small surges into larger, longer-duration surges is particularly pronounced in the
6 September event (Figure 3.5). During the 15 September event, the opposite behavior occurred
after 17:50. At this time, flows measured at the upper and middle stations became water-dominated
and lacked the deep surge fronts measured during the previous 10 minutes. However, by the time
these moderate-depth, water-dominated flows reached the lower station, deep surges had developed
(Figure 3.6). Although there was a range in surge depth (0.31 m to 1.1 m at the upper station)
almost all surges had the asymmetric shape characteristic of debris flows, with a steep and deep
front followed by a more gently decreasing tail.
3.5.6 Total Normal Basal Stress
Total normal basal stress varied in phase with stage, with no consistent time lag observed
between changes in stage and changes in stress. Assuming a one-dimensional static stress state,
we calculated that the mean wet bulk densities of the flows ranged between 1400 and 2200 kg/m3
(see McCoy et al. [2010] for an explicit density time series). We measured denser mixtures near the
surge front (1800-2200 kg/m3), and less dense mixtures in the water-dominated tails (1400-1800
kg/m3). A similar range of densities have been measured in other field and large-scale laboratory
measurements of passing debris flow surges [Pierson, 1986; McArdell et al., 2007; Iverson et al.,
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2010]
3.5.7 Pore-Fluid Pressure and Soil Moisture
Over the four different debris-flow events, the pore-fluid pressure measured at the sediment-
bedrock interface was variable and depended largely on the thickness of overlying bed sediment and
the state of saturation of the bed sediment. For the majority of the events, no pressure response
due to the pressure head of the overriding flow was measured (presumably because the static bed
sediment between the overriding debris flows and the pressure transducer at the bedrock-sediment
interface was partially dry). When there was no bed sediment covering the pressure transducer
and the flow interacted directly with the transducer (such as during the end of the event on the 15
September) we measured large spikes in pore-fluid pressure. Only during the 2 June event did we
measure a significant pressure response beneath some thickness of bed sediment. During this event,
positive pore-fluid pressures were developed in the static bed sediment at the upper and middle
stations prior to the first surge front arriving. At the upper station, we measured an attenuated
pressure signal that generally followed the trend of flow stage, but sharp increases in pore-fluid
pressure lagged sharp increases in stage and normal stress by 4-8 s (Figure 3.3b). We presume the
pressure signal was muted because the bed sediment may not have been complete saturated. From
video observations, it was evident that the measured lag between increases in stage and increases
in pore-fluid pressure was equal to the time the coarse-grained, visually unsaturated front spent
traveling over the sensors. Similar lags between the rise in stage and the rise in pore-fluid pressure
have been repeatedly measured in large-scale laboratory debris flows and related to the passage of
the dilated, coarse-grained granular front [Iverson et al., 2010]. At the middle station during the
2 June event, we measured a less attenuated pressure signal and peak measured pressures were up
to two times hydrostatic (Figure 3.3c).
Volumetric water content (i.e. soil moisture) measured at depths of ∼5 cm and ∼45 cm in
the channel sediment ∼50 m downstream of the middle station, where total sediment depths were
greater than 2 m, remained unchanged from the pre-storm values of ∼10% and 13%, respectively,
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during the short duration storms of 26 July, 6 and 15 September (Table 3.2). During the longer
duration 2 June event soil moisture increased from 15% to 18% at 5 cm, and hours after the end
of the flow event we measured soil moistures >30% at 45 cm depth. Our measurements indicate
that relatively dry bed sediments are typical of storms in which the duration is short relative to
the infiltration time. Only during longer duration storms and only locally where the bed sediment
was thin and surrounded by large areas of bedrock (as was characteristic of the upper and middle
station) did sediments approach saturation. The June 2 event also indicates that merely having a
saturated or nearly saturated bed (as was locally present at both the upper and middle station)
does not ensure entrainment. The June 2 event was depositional at both stations where the shallow
bed sediments were locally saturated.
3.6 Summary and Conclusions
Using a combination of PIT tagged tracer rocks, automated monitoring, and terrestrial laser
scanning, we measured the entrainment and transport response of the four debris-flow events that
occurred at Chalk Cliffs in the summer of 2009. We also constrained the rainstorm characteristics,
topographic parameters, and flow properties that were responsible for the observed responses. All
the observed debris flows were trigged by storms capable of generating surface-water runoff. These
storms generally had durations of less than two hours, but variable intensities (10–40 mm/hr).
The arrival of debris-flow surges generally followed the onset of rain by less than one hour. All
flow events consisted of multiple surges, with each asymmetric surge composed of a steep granular
front and a more watery tail. Despite these similarities, the four events in the summer of 2009
were surprisingly variable in terms of total volume and, especially, runout length, and volume of
entrained bed sediment. The 15 September event was conspicuously larger by these measures than
the preceding three flows.
Using PIT tagged tracer rocks we quantified the large variability in particle transport distance
and found a strongly bimodal transport response. In the short-transport mode, the population of
tracer particles had transport distances in which both the mean and maximum distances were
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generally tens of meters and the tracers only travelled a small fraction of the debris-flow dominated
catchment length. In the contrasting long-transport mode, the population of tracer particles had
mean and maximum travel distances on the order of thousands of meters and the majority of the
population travelled the entire length of the catchment during a single flow event.
TLS surveys [Staley et al., 2011] taken before and after flow events showed little change in
reach-scale topographic parameters over the course of the summer. Therefore, the large variation in
observed transport and entrainment response must be controlled by individual storm characteristics
and flow properties, rather than by changes in flow-path topography.
Large-entrainment, long-transport flows were best differentiated from small-entrainment,
short-transport flows by peak 10-minute rain intensity, total elapsed time with flow of signifi-
cant depth in the channel, and to a lesser extent, peak surge depth and velocity. Larger events
had higher 10-minute rain intensities and during these higher intensities (20-40 mm/hr) a larger
fraction of the precipitation exited the basin as measurable debris-flow surges and overland flow.
The 15 September event had the longest elapsed time during which flow depths were measurable
(>0.1m), and the longest elapsed time during which flow depths were deep (>0.3 m), in addition to
having the most rapidly moving surge fronts. With a growing dataset of events in which both the
effects of the debris-flow event and the triggering rainstorm and flow properties are quantified it will
be possible to test the strength of these correlations and gain additional insight into the control-
ling mechanisms of initiation, entrainment, and transport by debris flows in natural, uncontrolled
settings.
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4.1 Abstract
Debris flows can dramatically increase their volume, and hence their destructive potential, by
entraining sediment. Yet quantitative constraints on rates and mechanics of sediment entrainment
by debris flows are limited. Using an in situ sensor network in the headwaters of a natural catchment
we measured flow and bed properties during six erosive debris-flow events. Despite similar flow
properties and thicknesses of bed sediment entrained across all events, time-averaged entrainment
rates were significantly faster for bed sediment that was saturated prior to flow arrival compared
with rates for sediment that was dry. Bed sediment was entrained from the sediment-surface
downward in a progressive fashion and occurred during passage of dense granular-fronts as well
as water-rich, inter-surge flow. En masse failure of bed sediment along the sediment-bedrock
interface was never observed. Large-magnitude, high-frequency fluctuations in total normal basal
stress were dissipated within the upper 5 cm of bed sediment. Within this near surface layer,
concomitant fluctuations in Coulomb frictional resistance are expected, irrespective of the influence
of pore-fluid pressure or fluctuations in shear stress. If the near-surface sediment was wet as it was
overridden by a flow, additional large-magnitude, high-frequency pore-pressure fluctuations were
measured in the near-surface bed sediment. These pore-pressure fluctuations propagated to depth
at subsonic rates and in a diffusive manner. The depth to which large excess pore pressures
propagated was typically less than 10 cm, but scaled as (D/fi)
0.5, in which D is the hydraulic
diffusivity and fi is the frequency of a particular pore-pressure fluctuation. Shallow penetration
depths of granular-normal-stress fluctuations and excess pore pressures demonstrate that only near-
surface bed sediment experiences the full dynamic range of effective-stress fluctuations, and as a
result, can be more easily entrained. These data provide robust tests for mechanical models of
entrainment and demonstrate that a debris flow over wet bed sediment will be larger than the same
flow over dry bed sediment.
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4.2 Introduction
Debris flows are gravity driven mixtures of soil, rock, and water that have properties interme-
diate between water floods and dry rock avalanches [Iverson, 1997]. They can initiate from discrete
landslides that liquefy upon failure [e.g., Iverson et al., 1997, 2000] or from processes ranging from
brief, high-intensity rainstorms to crater lake outburst floods that cause rapid entrainment of sedi-
ment [e.g., Meyer and Wells, 1997; Cannon et al., 2001; Coe et al., 2008; Breien et al., 2008; Procter
et al., 2010]. Regardless of initiation mechanism, debris flows can dramatically increase their vol-
ume by eroding and entraining sediment and bedrock as they travel through a drainage network.
Despite the ubiquity of sediment entrainment by debris flows, the mechanics of the entrainment
process remain poorly constrained.
Empirical evidence and scaling considerations demonstrate that greater flow volumes increase
flow inundation area, inundation height, travel distance, and velocity, all of which escalate debris-
flow hazards and impact to downstream environments [Iverson et al., 1998; Rickenmann, 1999,
2005]. As either sediment or water is entrained by a debris flow, the mixture composition can
evolve to dramatically change the magnitude and spatial distribution of frictional and viscous flow
resistance as well significantly alter the flow boundary conditions [e.g., Pierson, 1980; Iverson, 1997;
Hungr, 2000; Pierson, 2005; Iverson et al., 2011]. Hence, to accurately simulate debris-flow motion
and to correctly predict debris-flow-related hazards and sediment flux it is critical to isolate which
bed and flow properties control the occurrence and rates of sediment entrainment by debris flows.
Field observations from landslide-initiated debris flows indicate that the initial slide volume is
commonly a small fraction of the final deposit volume, with the majority of the additional material
being scoured from the path floor and walls [e.g., Dietrich and Dunne, 1978; Gallino and Pierson,
1984; Hungr et al., 1984; Benda, 1990; Fannin and Wise, 2001; Wang et al., 2003; Revellino et al.,
2004; May, 2002; Guthrie et al., 2010]. Increases in volume of fifty times the initial slide volume
have been reported [Hungr et al., 2005]. Similarly, for debris flows generated by surface-water
runoff, which lack an identifiable landslide initiation source, large amounts of sediment are scoured
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from hillslopes and channels and incorporated into the flow [e.g., Suwa and Okuda, 1980; Meyer and
Wells, 1997; Berti et al., 1999; Cannon and Reneau, 2000; Godt and Coe, 2007; Breien et al., 2008;
Gartner et al., 2008]. The volumetric growth per meter of channel traveled by these debris flows
can be >20 m3 m−1 [Santi et al., 2008]. Similar increases in flow volume have been documented
for lahars [e.g., Pierson et al., 1990; Vallance and Scott, 1997; Scott et al., 2005; Procter et al.,
2010]. Although these studies illustrate the erosive nature of many debris flows, it is extremely
difficult to determine the rates and mechanics of sediment entrainment by debris flows from post-
flow observations.
Many experimental and theoretical studies have investigated sediment entrainment by debris
flows and related granular flows, yet little consensus has emerged as to which bed or flow properties
dictate entrainment rates or style [e.g., Takahashi et al., 1992; Brufau et al., 2000; Papa et al., 2004;
Takahashi, 2007; Rickenmann et al., 2003; Bouchut et al., 2008; Mangeney et al., 2010; Iverson,
2012]. Some studies predict that sediment entrainment will occur progressively from the sediment
surface down (as shown schematically in Figure 4.1b), but commonly disagree on how entrainment
rate depends on the ratio of bed grainsize to flow depth [e.g., Egashira et al., 2001], the density
difference between the flow and bed, sediment concentration in the flow, flow depth, and flow
velocity [e.g., Takahashi et al., 1992; Fagents and Baloga, 2006; Iverson, 2012]. Other theories
predict behavior ranging from slab-by-slab entrainment to en masse failure along the sediment-
bedrock interface (Figure 4.1c and d) as a function of a static balance of forces [e.g., Takahashi,
1978; Hungr et al., 2005].
Two recent studies have made direct measurements of sediment entrainment by debris flows.
Berger et al. [2011] made in situ measurements of bed-sediment entrainment on a low-gradient fan
during three different debris-flow events and demonstrated that entrainment generally occurred
during passage of the dense granular front and coincident with the largest mean and fluctuating
stress components. In large-scale debris-flow experiments over an erodible bed, Iverson et al. [2011]
and Reid et al. [2011] showed that entrainment began ∼1 s after arrival of the granular front and
corresponded closely with increases in bed-sediment pore pressure. The entrainment front moved
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Figure 4.1: Schematic illustrating the range of potential mechanisms by which debris flows might
entrain sediment. Overriding debris flow and flowing bed material is depicted using a higher
concentration of dark-colored clasts. Discrete failure planes are shown using a heavy dashed line.
Orange tracer elements highlight displacements. (a) Initial condition. (b) Progressive entrainment
during which the entrainment front moves down from the sediment-bed surface grain-by-grain. (c)
Progressive failure during which the entrainment front moves from the sediment-bed surface down
via multiple failures with thicknesses of many grain diameters, but with depths less than the total
sediment thickness. (d) En masse failure of the sediment bed along the bedrock-sediment interface.
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progressively down into bed sediment at rates of 5-10 cm s−1. Iverson et al. [2011] and Reid et al.
[2011] also demonstrated that the bed-sediment moisture content exhibited primary control on
whether entrainment occurred or not.
Here we build on this recent work by presenting a dataset from the headwaters of a natural
debris-flow basin at Chalk Cliffs, Colorado, USA. This dataset combines in situ measurements of
bed-sediment entrainment with measurements of flow dynamics and bed properties for six differ-
ent debris-flow events, two of which occurred on the same day. During the six distinct periods of
entrainment, approximately 0.55 m, 0.4 m, 1.1 m, 0.5 m, 0.25 and 0.5 m of unconsolidated bed
sediment were entrained, respectively. The debris flows in each period of entrainment had simi-
lar characteristics, but the pre-flow moisture content of the bed sediment varied from dry (<5%
volumetric water content) in four events to saturated (∼40% volumetric water content) in two.
The entrainment rate was strongly controlled by the bed-sediment moisture content, due to its role
in controlling pore-fluid pressures. In addition, our measurements demonstrate that entrainment
occurred progressively, from the sediment surface downward, rather than by en masse failure along
the bedrock-sediment interface.
4.3 Chalk Cliffs Study Basin
4.3.1 Catchment Description and Geologic Setting
The Chalk Cliffs study basin is located on the southern flank of Mount Princeton in the
Sawatch Range of Central Colorado, USA. The steep, 0.3 km2 semi-arid basin is incised into
pervasively fractured and hydrothermally altered quartz monzonite [Coe et al., 2008], adjacent to
the range-bounding Sawatch normal fault [Miller, 1999]. Steep bedrock cliffs and chutes dominate
the headwaters of the basin and make up ∼60% of the total basin area (Figure 4.2). Unconsolidated
colluvium forms slopes at or near the angle of repose below the bedrock cliffs. In places, these
colluvial slopes grade directly to the channels, but more commonly, they have steep toes due to
recent channel incision. Bedrock slopes in the basin are devoid of vegetation, and colluvial slopes
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are sparsely vegetated (Figure 4.2a). Dry ravel (the down-slope movement of individual particles
[e.g., Gabet, 2003]) from steep colluvium and frequent rock fall from bedrock cliffs rapidly fill the
channels with loose debris. Upstream of the east-west channel junction (Figure 4.2b) the bedrock
channels become thinly mantled (<1 m) with this debris between debris-flow events. During a
debris-flow event the majority of the loose debris is entrained, exposing the bedrock channels.
Downstream of the east-west channel junction the channels are filled more deeply with varying
thicknesses of debris-flow, rock-fall and dry-ravel deposits, and scouring down to bedrock during a
debris-flow event occurs less frequently. Basin topographic characteristics are summarized in Table
4.1.
Table 4.1: Topographic characteristics of the Chalk Cliffs study basin at each location marked on
Figure 2b. Elevation, slope, and length parameters correspond to the west channel profile (Figure
2b inset). Local slope is calculated over 10 m centered on the location. Mean channel slope is the
mean of the main channel slope from the drainage divide to the location. From McCoy et al. [2011].
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Table 1. Topographic characteristics of the Chalk Cliﬀs
study basin at each location marked on Figure 2b. Elevation,
slope, and length parameters correspond to the west channel
profile (Figure 2b inset). Local slope is calculated over 10 m
centered on the location. Mean channel slope is the mean of
the main channel slope from th drainage divide t the loca-
tion. From McCoy et al. [2011].
Upper station Middle station Lower station Chalk Creek
Contributing area (km2) 0.06 0.16 0.24 0.43
Maximum elevation (m) 3100 3100 3100 3100
Station elevation (m) 2780 2750 2690 2520
Mean channel slope (◦) 35 32 26 16
Station local channel slope (◦) 13 15 8 7
Channel length to drainage divide (m) 586 678 997 2194
The general lack of vegetation and the predominance of bedrock in the upper basin provide
ideal conditions to rapidly concentrate rainfall into water-rich flows. Steep channels, filled with
ample loose material, allow these water-rich flows to rapidly entrain and concentrate large quantities
of sediment to form a debris flow. A typical debris-flow event at Chalk Cliffs consists of multiple
fluid-poor, coarse-grained surge fronts separated by water-rich, inter-surge flow [McCoy et al., 2010,
2011]. These flow features are similar to those observed during many debris-flow events around
the world [e.g., Pierson, 1980; Costa, 1984; Pierson, 1986; Hungr et al., 2001]. Where the water-
rich flows accelerate over bedrock steps in the channel it is possible to observe transport of large
quantities of coarse-grained bedload. Here we refer to the water-rich flows between surges as inter-
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Figure 4.2: Monitoring basin overview. (a) Photograph of the monitoring basin. Note predominance
of bedrock and sparse vegetation in the basin. (b) Shaded relief image of the Chalk Cliffs study
area with colored slope map overlain (both from 1 m airborne laser swath mapping data provided
by NCALM). Lower right corner of map is at 38.7277◦, -106.1734◦. High slope values (> 45 ◦)
colored red correspond to bedrock surfaces or very steep colluvium. Intermediate slope values
(15 ◦ − 45 ◦) colored brown correspond to colluvial surfaces and steep channels. Low slope values
(< 15 ◦) colored blue correspond to fan surfaces and low to intermediate gradient channels. Inset
upper right: Longitudinal profile of east and west channel. Note east channel profile is nearly
identical to west channel.
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surge flows. It should be noted that flows with similar properties are sometimes referred to as
hyperconcentrated flows [e.g., Pierson, 2005] as well as debris floods [Hungr et al., 2001]. We refer
to the coarse-grained, fluid-poor surge fronts as granular surges and the entire event, composed of
both granular surges and and inter-surge flow, as a debris-flow event.
Short-duration (1-2 hr) rainstorms of moderate to high intensity typically initiate debris-flow
events in the study basin, although longer-duration storms (> 12 hr) of low intensity occasionally
initiate debris flows [Coe et al., 2008; McCoy et al., 2010, 2011]. Response times are generally very
short, with measured lags between the initiation of rain and the arrival of the first granular surge
at the upper station less than 10 minutes [McCoy et al., 2011]. A more complete description of the
geologic setting, surface-water-runoff related debris-flow initiation mechanisms, and site selection
can be found in earlier work [Coe et al., 2008, 2010].
4.4 Methods
4.4.1 Monitoring System
Through collaboration between the U.S. Geological Survey and the University of Colorado
we developed a sensor network that consists of three instrumented cross sections (upper, middle
and lower stations) and two video cameras filming at two frames per second (one filming the middle
station, the other filming the upper station) [Coe et al., 2010; McCoy et al., 2011]. In principle, this
monitoring system is a field adaptation of that developed at the U.S. Geological Survey debris-flow
flume [Iverson et al., 2010]. With this automated sensor network we measured the hydrological
conditions that initiated debris-flow events, the resulting flow and bed properties, and the rates
of bed-sediment entrainment. All instrumentation to study bed-sediment entrainment and bed-
impact stress is co-located at the upper station, which allows us to directly relate flow and bed
properties to measured entrainment. The upper station is located in the west channel, 38 m above
the junction with the east channel and ∼590 m downstream from the drainage divide (Figure 4.2b).
The instrumentation at the upper station evolved over the years of investigation. Instrument
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specifications and year of installation are summarized in Table 4.2. The most recent instrumen-
tation is pictured in Figure 4.3 and consists of sensors to measure flow stage, total normal stress
and pore-fluid pressure at the bedrock-sediment interface, bed-sediment height above the bedrock
channel, bed-sediment pore-fluid pressure, bed-sediment volumetric water content, air temperature,
temperature at the bedrock-sediment interface, rainfall, and video and still imagery. To install sen-
sors in the loose bed sediment we excavated a trench, installed the sensors and then shoveled the
sediment back in place. Given the loose and unstructured nature of the bed sediment these instal-
lations did not significantly alter the character of the bed sediment. On the hillslope above the
instrumented cross section, instrumentation consists of volumetric water content probes at depths
of 1 cm and 30 cm.
Table 4.2: Upper station instrumentation specifications and year of installation.
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Table 2. Upper station instrumentation specifications and year of installation.
Measurement Make and model Installation year Sampling rate Accuracy Resolution
Soil moisture Decagon ECH2Oa 2004 10 min ±5 % 0.001 m3m−3
Stage (ultrasonic) Campbell Scientific SR50A 2008 2 sec ±0.01 m 0.001 m
Basal pore pressure Solinst Levelogger 3001 2008 2 sec ±0.003 m 0.001 m
Rain Hydrological Services TB4 2008 2 sec ±2 % 0.00025 m
Basal force and stress Tovey Engineering SWS10 2009 100 Hzb ±25 N,1100 Pa 0.05 N, 2 Pa
Stage (laser) SICK DT50-HI 2010 10 Hz ±0.007 m 0.001 m
Erosion (i.e., bed height) Custom made-JWK 2010 10 Hzc +0.05 m 0.05 m
Bed-sediment water content Decagon EC-5 2010 1 mind ±3 % 0.001 m3m−3
Bed-sediment pore pressure Honeywell 26PC 2011 33 Hz ±0.005 m 0.001 m
a Any use of trade or product names does not constitute endorsement by the U.S. Government.
b Sampling rate for basal force decreased to 33 Hz in 2011.
c Sampling rate for erosion increased to 33 Hz in 2011.
d Sampling rate for bed-sediment water content increased to 33 Hz in 2011.
We used Campbell Scientific data loggers to sample the sensors and store the signals in digital
form. All sensors exit a slow (once a minute) continuous-sampling mode and enter a high-frequency
(0.5-100 Hz) storm mode after 0.25 mm of rain has been measured by the rain gauges at the upper
station (Figure 4.3a), regardless of the duration over which the rainfall accumulated. These one-
minute continuous data were sent via a cellular-phone modem to a server at the U.S. Geological
Survey where they were used to remotely monitor the site.
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Figure 4.3: Schematic and photographs depicting the upper-station reach and instrumentation. (a)
Schematic cross section of upper station as of 2011. (b) Photograph looking upstream at upper-
station reach with instrumentation bridge. Local slope is 13 ◦. Large rain gauge is 0.33 m tall.
Note loose channel sediment produced by dry ravel and rock fall that is filling the bedrock channel.
(c) Photograph of instrumentation that was placed in the loose channel sediment or cemented flush
with bedrock-channel surface. Out of view are bed-sediment pore pressure sensors and a hand
providing support for the erosion sensor. We buried the bed-sediment pore pressure and water
content sensors after the picture was taken. Force plate is 15.24 cm by 15.24 cm.
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4.4.1.1 Stress measurements
We made basal stress measurements using a force plate. The force plate consisted of a 2.54
cm thick metal plate, with surface dimensions of 15.24 cm by 15.24 cm (232 cm2), attached to a
single axis load cell and placed in a sealed enclosure (Figure 4.3c). To install the force plate we
excavated a 20 cm by 20 cm by 20 cm hole in the bedrock channel floor, placed the enclosure in
the hole and secured it with anchoring cement. During hammer-strike impulse tests the force plate
had in situ natural frequencies that ranged from 200-250 Hz. We sampled the force plate at 100
Hz up to June 2011 when we decreased the rate to 33 Hz. Each individual measurement was the
result of a 250 µs analog integration of the signal.
4.4.1.2 Stage measurements
We measured flow stage every 2 s with an ultrasonic distance meter that was suspended
∼2 m above the bedrock channel from an aluminum bridge (Figure 4.3a). From this height the
measurement footprint was ∼1 m in diameter. In 2010 we added a more accurate, small footprint
(< 1-cm diameter) laser-stage sensor, sampled at 10 Hz. The datum for the stage measurements
was the surface of the force plate, which was cemented flush with the surface of the bedrock channel.
4.4.1.3 Bed-sediment erosion measurements
In 2010, we installed an erosion sensor, directly adjacent to the force plate, to measure
bed-sediment entrainment (Figure 4.3c). We designed the bed-sediment erosion sensor after that
described by Berger et al. [2010, 2011] to measure changes in the height of the bed sediment above
the bedrock channel floor. It consisted of a stack of 5 cm tall, 4.3 cm diameter PVC elements.
Within each element was a resistor. The resistors in each element were connected in parallel to
form a resistance chain using small plugs that required only a small amount of tensile force to
unplug. Voltage was measured at the bottom of the chain. We used low-resistance resistors (620 to
2000 Ohms) to insure a negligible voltage change when exposed leads contacted water. We sampled
the erosion sensor at 10 Hz in 2010 and 33 Hz in 2011. In 2010, the bottom-most element was
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partially cemented to the bed to protect the cable so its time of entrainment is not plotted. In
2011, we did not use cement so the bottom-most element was entrained naturally.
Lab experiments showed that the shear force required to rotate an erosion-sensor element off
of the subjacent element was small (less than 1.5 N) and did not increase significantly as a greater
portion of the element was buried by sediment, until more than half of the element was buried
(auxiliary material Figure 4.16). Once more than half of the element was buried in sediment, the
shear force required to remove the element increased linearly as a function of the amount of element
buried up to a maximum of ∼ 9 N, when the entire element was buried. The low shear strength
of the exposed elements, relative to the shear stress expected in the flow, indicated that it is likely
that an element would be rotated off the subjacent element and entrained once a small portion of
the element is exposed to the flow. These experiments also showed that it is extremely unlikely
that an element would stay in place once half of the sediment supporting it is removed and its shear
strength drops to near zero.
4.4.1.4 Pore-fluid pressure measurements
We measured pore-fluid pressure p at the sediment-bedrock interface using two unvented
Solinst pressure transducers. We cemented the two pressure transducers alongside the force plate
(Figure 4.3c). The sensing ends of the two pressure transducers were separated by only a few
centimeters. We sampled these pressure transducers every 2 s. In July 2011, we placed Honeywell
26PC unvented pressure transducers at 12.5, 22.5, 32.5, 42.5, 47.5 cm below the bed-sediment
surface (42.5, 32.5, 22.5, 12.5, and 7.5 cm above the force plate). These burial depths aligned with
the midpoint of an erosion sensor element. We sampled these pressure transducers at 33 Hz.
4.4.1.5 Bed sediment volumetric water content measurements
In 2010, we installed three sensors to measure the volumetric water content θ in the bed
sediment (i.e., the fraction of the total sediment volume occupied by water), adjacent to the erosion
sensor (Figure 4.3c). These sensors use a capacitance technique and a measurement frequency of
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70 MHz to quantify the dielectric permittivity of the sediment, which in turn is related to θ
through empirical calibration [Kizito et al., 2008]. We used the calibration curves provided by the
manufacturer for mineral soil. Kizito et al. [2008] showed that a single mineral soil calibration
curve gave accurate results across a range of mineral soils. We buried the θ sensors at 2 cm, 10
cm, and 25 cm below the bed-sediment surface and sampled them every minute. In July 2011, we
installed two additional θ sensors and changed the configuration of the sensors to be paired with
the bed-sediment pressure transducers at the five depths described in the previous section. We
sampled these sensors at 33 Hz.
4.4.2 Data Processing and Analysis
4.4.2.1 Stage data
To smooth high-frequency noise associated with small splashes and waves and to highlight
more persistent changes in flow depth we filtered the 10 Hz laser stage data with two filters. First,
we used a 3-point moving-window-median filter centered on the current point. This filter preserved
the complex structure of the time series, but removed anomalously high and low readings due to
missed returns or returns from very large splashes. We then used a moving-window-mean filter
centered on the current point with a window width of 1 s, which acted as a low-pass filter with a
cutoff frequency (the frequency at which amplitude gain equals
√
1/2) of ∼ 0.5 Hz [Smith, 1997].
We filtered the 2 s ultrasonic stage data based on echo return strength to remove low-strength
inaccurate returns. These ultrasonic-stage data were only used in 2009 and for the debris-flow
event that occurred on 30 June 2011.
4.4.2.2 Stress data
To smooth the stress data in the time domain and highlight the low-frequency, long-wavelength
components we also filtered the stress data. Before filtering, we converted the raw force data (100
Hz or 33 Hz) to stress by dividing the time series by the force plate area (232 cm2). We then filtered
the raw stress data with a moving-window-mean filter with a window width of 1 s, centered on the
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current data point. This procedure acted as a low-pass filter with a cutoff frequency of ∼0.5 Hz.
The mean state of stress on the force plate was non-stationary due to entrainment and removal
of the static bed sediment and due to large changes in flow depth as deep surges passed the station.
To determine how stress measurements were distributed relative to this non-stationary mean stress,
we calculated probability density functions (pdfs) of scaled stress in which each stress measurement
was normalized by the median of a 1 s centered moving window. The window width was chosen to
be a fraction of the average surge duration (∼ 5 s).
4.4.2.3 Pore-fluid pressure data
We measured p using unvented, temperature-compensated pressure transducers. To remove
the atmospheric pressure component from the measured gauge pressure we subtracted the pre-storm
dry-bed pressure (assumed to be purely atmospheric) from all subsequent pressure measurements.
This procedure produced similar results, within error, compared with when we independently and
concurrently measured atmospheric pressure and then subtracted this time series from the time
series of gauge pressure. Hence, we discontinued use of the separate barometric pressure sensor.
To quantify the degree to which pore-pressure signals generated in the near-surface bed sediment
by the overriding flow experienced frequency-dependent attenuation during propagation to deeper
depths, we calculated power spectra of the signals from each bed-sediment pressure transducer. The
power spectra were calculated from short segments (7 seconds) of the time series directly preceding
each erosion-sensor-element-removal event. Amplitude attenuation was reported as gain, which is
the ratio of amplitude at depth to the amplitude at the near-surface transducer.
4.4.2.4 Average erosion rates
Average erosion rates and initiation of erosion were determined from direct measurements of
bed sediment height for events when they were available. To determine average erosion rates for
events in which direct measurements of bed sediment height were not made, we used two separate
indirect methods. For both methods we assumed that bed-sediment erosion began when a large
74
surge front arrived. This assumption is supported by events for which initiation of erosion was
directly measured with the erosion sensor. In the first method, we used the temperature sensor
onboard the basal pressure transducer to determine the timing of complete removal of bed sediment.
We observe that complete removal of bed sediment is indicated by an abrupt drop in temperature
when the sensor first makes contact with cold flow water. We determined the uncertainty in
response time of the temperature sensor to be ±3.5 s during laboratory and field tests. In the
second method, we used the timing of the first occurrence of a large-magnitude (>1.5 times the
current mean stress) high-frequency stress signal to determine the timing of complete removal of
bed sediment. This approach was developed after the combined analysis of the erosion sensor and
stress data demonstrated that thin layers of bed sediment rapidly damped the effect of impulsive
loading through frictional interaction (see analysis of the effects of stress damping below).
4.4.2.5 Video
We used the spatially referenced video imagery at the upper station, taken at 2 frames per
second, to calculate flow-front velocity u¯ for each surge as it passed the upper station and to
separate events into granular surges and inter-surge flow (auxiliary material Videos 1, 2, 3, 4 and 5
). Inter-surge flows were water-rich flows that lacked coarse particles on the surface of the flow, and
were characterized by turbulence, waves, and splashes. Despite the watery appearance, inter-surge
flows generally had bulk densities > 1300 kg m−3. Shallow flows that transported thin sheets of
granular material, approximately a grain diameter thick, were also designated as inter-surge flow.
Granular surges were defined as those having a distinctly high concentration of coarse-grained
particles (cobbles and boulders) on the surface of the flow, and flow depths many grain diameters
deep.
4.4.2.6 Discharge and total event volume estimate
To create a continuous time series of flow velocity at the upper station, needed for discharge
and volume estimates, we developed a rating curve. The rating curve relates surge-front velocity
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u¯, calculated from the video footage at the upper station from all events, to flow depth h using
u¯ = 1.4
√
gh (root-mean-squared error equals 0.7 m s−1), in which g is the gravitational acceleration.
We calculated the time series of flow depth as the difference between the stage time series and the
average bed sediment height time series, determined from the temperature perturbation method
described above.
For each debris-flow event, we estimate the total event volume passing the upper station, V
(sediment plus water), using
V =
te∑
tb
u¯(h(t))A(t)∆t (4.1)
in which the summation was taken from the beginning of a flow event tb to the end te, u¯(h(t))
is the mean cross-sectional velocity from the rating curve, ∆t is the length of time between two
stage measurements, and A(t) is the active cross-sectional area at a given time, calculated using
the surveyed bedrock cross section, the corresponding bed height and flow depth.
4.4.2.7 Bulk density and factor of safety
We calculated the wet bulk density of a flow ρf (t) by assuming a one-dimensional static stress
state and by using
ρf (t) = σf (t)/(gh(t) cos(α)) (4.2)
in which h(t) is the time series of measured flow depth and σf (t) is the time series of total nor-
mal stress due to the flow only, g is gravitational acceleration, and α is the bed and force plate
inclination. We calculated σf (t) as the difference between the total normal stress measured at the
sediment bedrock interface σ(t) and the total normal stress due to the weight of the bed sediment
covering the force plate σs (σf (t) = σ(t)− σs(t)). Accurate bulk densities can only be determined
from this method when the assumption of a static stress state is valid. This assumption was most
closely approximated when meter-scale bedrock bedforms near the force plate were covered by a
graded layer of bed sediment. Such a state was present at the beginning of each event, before
entrainment and removal of the bed sediment. The reported uncertainty for ρf (t) (±350 kg m−3)
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bounds that present for all events and accounts for the uncertainty in flow depth and stress.
To assess the stability of the total thickness of bed sediment, we calculated a factor of
safety FOS at the bedrock-sediment interface by assuming cohesionless sediment and by using
the measured time series of total normal stress σ(t) and pore-fluid pressure p(t), and the measured
friction angle of the bed sediment φ in
FOS = (σ(t)− p(t)) tanφ/(σ(t) tanα). (4.3)
4.4.2.8 Bed Sediment Characterization
Prior to the monitored flows, we collected 3 kg samples of channel-bed sediment at the upper
station to analyze the fine fraction (< 5 cm) using standard sieve and hydrometer methods [Coe
et al., 2008]. We used a a random-walk point count at the upper station to select 100 rocks from the
channel-bed surface and levee deposits and measured the length of the three axes to characterize
the coarse fraction. To measure the internal angle of friction φ we excavated 30 kg of bed sediment,
oven dried the sample at 105◦C for 24 hours, and used a tilt table with dimensions of 60 cm by 37
cm by 6 cm deep, by methods described in Iverson et al. [2010].
Sieve and hydrometer results from two samples collected in 2008 show that the sieved channel
sediment was ∼60% gravel, ∼35% sand ∼3% silt and ∼2% clay. These results are very similar to
results obtained previously by Coe et al. [2008]. The median grain sizes of these two samples were
10 mm and 8 mm. The median values of the A, B, and C axes of the coarse fraction present on
the bed-sediment and levee-deposit surfaces were 100 mm, 70 mm, and 40 mm, respectively. The
liquid and plastic limits for both samples were nearly equal and < 20%, which places them in the
cohesionless soils category according to the Unified Soil Classification System plasticity chart. Coe
et al. [2008] determined that field-saturated hydraulic conductivity of recently deposited channel
sediments, as well as older, consolidated channel and levee deposits, ranged from 0.014 to 0.024 cm
s−1. Tilt table tests showed φ = 44◦ ± 1◦.
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4.5 Results
4.5.1 Debris Flows Over Initially Dry Bed Sediment
4.5.1.1 Overview of events
The dry-bed debris-flow events on 26 July 2011, 28 June 2010, 15 September 2009 and 30
June 2011 were initiated by rainstorms with similar characteristics (shown in order of quantity of
instrumentation, Figure 4.4). Storm characteristics and bed and flow properties for each event are
summarized in Table 4.3. Total storm durations were short (10-115 minutes) and peak 5-minute
rain intensities were high (34-64 mm hr−1). The first measurable flow was generally a granular
surge that arrived at the upper station less than 7 minutes after the first rain at the upper station
(except 15 September 2009 event that arrived 32 minutes after first rain). The combination of
rapid onset of intense rain and rapid initiation of flow in the channel ensured that the pre-flow
water content θ of the bed sediment was low (0%-3.5%) at depths greater than a few cm and that
no positive basal pore pressure was measured before the first surge arrived (Table 4.3 and Figure
4.4). All of these flow events entrained all of the bed sediment at the upper station.
These four events were characteristic of debris-flow events at Chalk Cliffs in that they were
composed of multiple granular surges separated by periods of fluid-rich, inter-surge flow. The
flow properties were comparable across events (Table 4.3), though events with more debris in the
channel had more granular surges (e.g., compare video from 30 June 2011, which had 7 months of
accumulated debris with that from 26 July 2011 event, which had less than a month of accumulated
debris). The granular surges were steep-fronted and composed predominantly of coarse-grained
material. Little interstitial fluid was visible on the surface of the granular surges. The granular
surges carried boulders >0.5 m in diameter, had maximum flow depths of 0.5-1.2 m with densities
of 1700-2100 kg m−3, and had maximum flow velocities of 3.0-4.6 m s−1. Following the passage of
a granular surge, the flow depth decreased and the flow transitioned into a visually distinct inter-
surge flow or debris flood. The surface of the inter-surge flow was characterized by turbulence,
waves, and splashes, but still had bulk densities generally greater than 1300 kg m−3, indicating a
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Figure 4.4: Complete event duration measured at the upper station for events in which the pre-flow
state of the bed sediment was dry. Light-grey shaded area encompasses the time during which bed
sediment was entrained. MWM is moving-window-mean filter. All flows entrained all of the bed
sediment present at the upper station. Upper x-axis plots rain intensity calculated over a 5 minute
interval. (a) Overview of sensor data 26 July 2011. Basal pore pressure sensor was clogged during
this event. (b) Overview of sensor data 28 June 2010. (c) Overview of sensor data 15 September
2009. (d) Overview of sensor data 30 June 2011. Note that erosion sensor was not sampled during
15 September 2009 or 30 June 2011.
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Table 4.3: Storm characteristics, bed properties, and flow properties for each debris-flow event
measured at the upper station (US).
X - 14 MCCOY ET AL.: SEDIMENT ENTRAINMENT BY DEBRIS FLOWS
Table 3. Storm characteristics, bed properties, and flow properties for each debris-flow event measured at the upper station (US).
Event date
Time of flow front arrival
Pre-flow bed state
26 July 2011
16:28:38
(Dry bed)
28 June 2010
19:22:00
(Dry bed)
15 Sept. 2009
17:38:18
(Dry bed)
30 June 2011
13:10:00
(Dry bed)
12 June 2010
17:08:02
(Wet bed 1)
12 June 2010
17:20:07
(Wet bed 2)
Time erosion began 16:28:40 19:22:09 17:43:55 13:10:00 17:09:11 17:20:07
Time erosion ended 16:30:31 19:23:55 17:49:08 13:14:40 17:09:12.4 17:20:54
Time peak flow depth 16:30:17 19:29:22 17:46:48 13:14:40 17:09:35 17:21:22
Total erosion at US (m) 0.55 0.36 1.1 0.55 0.2 0.55
Mean erosion rate at US (m s−1) 0.005 0.003 0.003 0.002 0.14 0.01
θ at 0.25 m depth when bed erosion
began (%)
0 2 6a 6a 39 ∼40
Flow density when bed erosion
began (kg m−3)b
1700 1900 2100 Not
available
2000 2150
Flow depths when erosion-sensor
elements were removed (m)c
0.1, 0.22,
0.22, 0.28,
0.26, 0.2,
0.58, 0.21,
0.74
0.3, 0.35,
0.28, 0.28,
0.6
0.4, 0.7, 0.6,
0.7, 1.1, 0.4,
0.4, 0.5
0.4, 0.41,
0.37, 0.36,
0.29, 0.36,
0.29, 0.43
0.28, 0.4 0.34
Peak flow depth during event (m) 0.86 1.2 1.1 0.51 0.66 0.88
Max front velocity (m s−1) 3.9 4.6 4.3 3.0 3.4 3.9
Max discharge (m3 s−1) 6.5 11 14 2.6 4.2 6
Event volume at US (m3) 300 2800 1100 900 100 400
V˙ at US (m3 s−1) 2.0 3.0 3.0 2.0 6.0 8.0
Cumulative rain (mm) 3 19 25 11 25 25
Rain storm duration (minutes) 10 45 115 20 720 720
Peak 5-minute rain intensity (mm
hr−1)
34 52 40 64 18 18
Time of peak rain intensity 16:29:00 19:23:00 17:50:00 13:12:30 17:18:00 17:18:00
a For 15 September 2009 and 30 June 2011 events, θ was measured at shallow depth on the hillslope above the upper station.
b Maximum error was ±350 kg m−3.
c For 15 September 2009 event and 30 June 2011 event, reported flow depths are peak surge depths while erosion was taking place.
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solids concentration greater than 20%. These are flow properties commonly observed during debris
floods and hyperconcentrated flows [e.g., Pierson, 1986; Hungr et al., 2001; Pierson, 2005].
4.5.1.2 Entrainment rates
Average entrainment rates for all four dry-bed events were between 0.2-0.5 cm s−1 (Table
4.3). Enlarged views of measurements made during bed-sediment entrainment are shown in Figures
4.5, 4.6, 4.7, 4.8, 4.10, 4.11, 4.17, and 4.18. The entrainment front moved from the bed-sediment
surface downward in a progressive or continuous manner as demonstrated by the element-by-element
removal of the erosion sensor (Figures 4.5a and 4.10a). During both 26 July 2011 and 28 June 2010,
only once were multiple elements removed within a single sampling interval. In both 26 July 2011
and 28 June 2010, the rate of propagation of the entrainment front, as directly measured by the
erosion sensor, was nearly constant and the two indirect measures yielded comparable rates (Figures
4.5a and 4.10a). En masse failure of the bed sediment along the sediment-bedrock interface was
never observed.
4.5.1.3 Bed properties during entrainment
During the 26 July 2011 event, θ at all depths in the bed sediment was initially near zero and
generally did not increase towards saturation until shortly before the entrainment front reached
the depth of the θ sensor (Figures 4.5, 4.6, 4.7, and 4.8). This indicates that a wetting front
generally preceded the entrainment front. At the lowest two sensor clusters, erosion-sensor-element
entrainment coincided with or preceded increases in θ (Figures 4.5 and 4.6). As discussed in the
methods section and Figure 4.16, it is likely that these erosion-sensor elements were rotated off the
subjacent element before the supporting sediment was eroded to the midpoint of the element where
the sensor cluster was measuring the bed state. Hence, even during these two cases it is likely that
the wetting front preceded the entrainment front by a short distance.
While flows overrode the bed sediment, pore-pressure signals of diverse frequencies were
measured in the bed (Figure 4.7 and 4.8). Low-magnitude (0.5 − 1.5 kPa), long-period (∼ 5 − 10
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Figure 4.5: Sensor data 26 July 2011. Dry bed before flow arrival. 4-minute time-slice measured at
the upper station. Light-grey bar encompasses the time during which bed sediment was entrained.
Thick magenta lines along upper x-axes indicate times when granular surges were present. Vertical
dashed lines indicate times when erosion sensor elements were entrained. (a) Unfiltered 10 Hz stage
(light line) and stage smoothed using a 1-second-wide moving-window-mean filter, 1 s MWM (dark
line). Average erosion rates are E˙es = E˙f = E˙t = 0.5 cm s
−1. Colored dots indicate height of
sensors used to measure signals plotted in c and d. (b) Unfiltered 33 Hz total normal basal stress
σ (light line) and σ smoothed using a moving-window-mean filter (dark line). Large-magnitude,
high-frequency components are damped by sediment depths > 5 cm. Note that large excursions in
the unfiltered stress data are truncated. (c) Pore-fluid pressure p measured at different heights in
the bed sediment. (d) Volumetric water content measured at different heights in the bed sediment.
Pore pressure and water content time series are truncated 5 seconds after the corresponding erosion-
sensor element was entrained.
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Figure 4.6: Compilation of 13-second time-slices of sensor data on 26 July 2011. Dry bed before
flow arrival. Time slices, separated by gaps, surround times of erosion-sensor element removal
(marked by dotted line). (a) Unfiltered 10 Hz flow depth (light line) and flow depth smoothed
using a 1-second-wide moving-window-mean filter, 1 s MWM (dark line). (b) Unfiltered 33 Hz
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line). (c) Pore-fluid pressure p measured at different heights in the bed sediment. Colors same
as Figure 4.5. Note that only the sensor closest to the surface during each time slice has values
appreciably above zero. Thick grey line is the pore-fluid pressure required to locally liquefy the
near-surface bed-sediment (i.e., p = σf + ρgzs cos(α)). (d) Volumetric water content θ measured at
different heights in the bed sediment. Colors same as Figure 4.5.
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Figure 4.10: Sensor data 28 June 2010. Dry bed before flow arrival. 5-minute time-slice measured
at the upper station. (a) Same as Figure 4.5. Average erosion rates are E˙es = 0.5 cm s
−1, E˙f = 0.4
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plate at two locations separated by ∼ 5 cm. (d) Volumetric water content θ of bed sediment at
different heights. Soil-moisture time series is truncated when erosion depth equals that of the probe.
The last soil moisture measurements precede the time of entrainment due to the 1-minute sampling
rate on these probes.
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Figure 4.11: Sensor data 15 September 2009. Dry bed before flow arrival. 15-minute time-slice
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−1
and E˙t = 0.3 cm s
−1. (b) Same as Figure 4.10. (c) Basal pore-fluid pressure p measured adjacent
to the force plate.
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s) pressure fluctuations, which were correlated with changes in flow depth and basal normal stress,
could be measured throughout the entire depth of the sediment pile, even though peak pressures
were only a fraction of the hydrostatic load of the flow. These far-traveled, low-frequency pressure
fluctuations propagated primarily through interstitial pore air because θ remained near zero in
the sediment below the wetting front, and wet sediment was limited to a narrow layer below the
entrainment front and above the wetting front. These pressure fluctuations propagated into the
bed sediment at rates that ranged from 0.6-1.6 m s−1, which is over two orders of magnitude slower
than the speed of sound in air.
As the entrainment front and wetting front approached each subsequent near-surface sensor
cluster, increases in θ above zero either preceded or were coincident with the first appearance of
large-magnitude (p to 12 kPa), high-frequency (>10 Hz) pressure fluctuations in the near-surface
sediment (Figure 4.5, 4.6, 4.7, 4.8, 4.17, 4.18, and 4.19). In contrast to the low-magnitude, low-
frequency pressure fluctuations, these large-magnitude, high-frequency fluctuations were not cor-
related with changes in flow depth or basal normal stress, and were almost completely attenuated
during propagation from the near-surface p sensor to the sensor 10 cm below (Figure 4.7, 4.8, 4.9).
In the majority of element-entrainment events, the highest erosion-sensor element was entrained
shortly after near-surface p exceeded σf +ρgzs cos(α) and locally liquefied the bed sediment (Figure
4.6c).
During the 28 June 2010 event, θ increased shortly before the entrainment front reached the
depth of the sensor (Figure 4.10d). This indicates that the wetting front preceded the entrainment
front, as was observed during the 26 July 2011 event. The last measurements made by the sensors
at 33 cm and 25 cm height (2 cm and 10 cm depth below the sediment surface) were made 9 s
before entrainment of the uppermost erosion-sensor element occurred. At this time, θ was at 40%,
15%, and 3.5% at 2 cm, 10 cm, and at 25 cm depth, respectively. No positive p was measured at the
sediment-bedrock interface (35 cm depth) at this time, indicating that no water table had formed
at the base of the bed sediment. Over the next minute, the two highest sensors were entrained. As
the entrainment front moved downwards to a height of 15 cm, the last θ measurement at 10 cm
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height was 38%, and was made ∼6 s before it, too, was entrained.
We did not measure θ at the upper station during the 15 September 2009 and 30 June 2011
events, but can confidently infer that these events also had dry-bed pre-flow states, because these
events also were triggered by similarly short, intense storms, had similarly rapid flow response to
the intense rain, had no pre-flow positive basal pore pressure, and pre-flow θ measured at shallow
depth on a hillslope above the upper station was similarly low (∼6%) across all events.
The 2 s measurement rate of basal p (i.e., the only pressure transducer installed for events
other than 26 July 2011) precluded comparison of high-frequency pressure components across
events, but the resolvable low-frequency pressure fluctuations had similar characteristics across
events. The magnitudes of these low-frequency pressure signals, when measured through the sedi-
ment pile, were generally less than 1 kPa and were correlated with changes in flow depth (Figures
4.10c, 4.11c and 4.4d). An increase in basal p beyond ∼1 kPa was not measured until less than 5
cm of bed sediment covered the sensor.
For all dry-bed events, the FOS for the bed sediment, calculated at the sediment-bedrock
interface using the measured time series of σ and basal p, remained high (4 to 5) while the majority
of the bed sediment was progressively entrained. It was not until the entrainment front was less
than 5 cm above the sensors at the sediment-bedrock interface that the factor of safety dropped
to its lowest value near 1.5. During the 26 July 2011 event, in which pore-fluid pressure sensors
were installed in the bed sediment, p in only the near-surface sediment reached values sufficient
to liquefy sediment, while greater than 10 cm below the surface, p remained close to zero due to
attenuation of the large-magnitude, high-frequency components.
4.5.1.4 Flow properties during entrainment
Flow density at the onset of sediment erosion ranged from 1700-2100 kg m−3 (Table 4.3).
Although entrainment of bed sediment generally began with the arrival of a granular surge with
depth > 0.2 m, entrainment of erosion-sensor elements did not always correspond with the presence
of deep granular surges or peaks in the smoothed total normal basal stress (Figures 4.5b and 4.10b).
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Flow depths when each erosion-sensor element was removed covered most of the range of observed
flow depths (Table 4.3). The separation of a debris-flow event into granular surges and water-
rich, inter-surge flow, based on the video footage, revealed no preferential process responsible for
bed-sediment erosion (Figure 4.5a or 4.10a).
4.5.2 Debris Flows Over Initially Saturated Bed Sediment
4.5.2.1 Overview of events
Unlike the short-duration, high-intensity storms, which triggered flows that moved over ini-
tially dry bed sediment, the 12 June 2010 debris-flow events were initiated by a long-duration (∼
12 hr), low-intensity (18 mm hr−1) storm that led to saturated bed conditions. Although these
two events occurred on the same day, these erosive events were separated by a phase during which
small flows deposited saturated sediment and recharged the bed (Figure 4.12a). The fact that the
bed was recharged with fresh sediment between events highlights that they were two independent
realizations of what happens when debris flows override wet bed sediment. As such, we treat them
as separate, independent experiments.
The first recorded flow at ∼ 11:00 was water-rich, had a maximum depth < 0.1 m, and arrived
at the upper station ∼3 hours after the first recorded rain at the upper station (Figure 4.12a). This
shallow, water-rich flow lowered the bed height by 10 cm over the course of 18 minutes (erosion rate
of 0.009 cm s−1), but was not vigorous enough to transport the 5 cm tall erosion-sensor elements.
Coincident with this shallow, water-rich flow, subsurface water-flow increased θ at 25 cm above
the force plate to near saturation (Figure 4.12b). Simultaneously, basal pore-fluid pressure rose
until the pressure head indicated that the water table was 10 cm below the bed surface (assuming
slope-parallel groundwater flow) (Figure 4.12a). Light rain continued for the next five hours and
the bed sediment remained at or near saturation.
At 16:04, a 0.15 m deep granular surge entrained and transported erosion-sensor elements
that the earlier shallow, water-rich flows exposed, but did not transport. This lowered the erosion-
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Figure 4.12: Sensor data 12 June 2010. Saturated beds before flow arrival. Light-grey bars en-
compass the times during which bed sediment was entrained. (a) Complete storm duration (12
hr) measured at the upper station. Around 11:00 a shallow water flow eroded some bed sedi-
ment, but was not vigorous enough to transport the 5 cm tall erosion-sensor elements, hence the
discrepancy between Hbedes and stage that lasts till ≈16:00. Discrepancy between Hbedes and
stage after 16:00 is due to deposition. (b) Volumetric water content θ of bed sediment at different
heights. Soil-moisture time series is truncated when erosion depth equals that of the probe. At ∼
11:00 the sediment reached saturation (θ ≈ 40%) at all depths. (c) 2-hour time slice from panel A
encompassing the two debris-flow events over wet bed sediment.
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sensor height to 35 cm (Figure 4.12c). Over the next hour, shallow, water-rich flows rearranged
the bed sediment through alternating deposition and erosion so that just prior to the arrival of the
first granular surge of depth >0.15 m, the bed-sediment height was 40 cm, or 5 cm higher than the
top of the uppermost erosion-sensor element (Figure 4.12c). At 17:08, the first debris-flow event
began when a granular surge (0.3 m deep) arrived. In the sequence of surges that followed, 25
cm of sediment were entrained, which lowered the erosion-sensor height to 15 cm (Figure 4.13).
Following this first debris-flow entrainment event, the channel was locally reloaded when 40 cm of
sediment was deposited on top of the 15 cm of remaining bed sediment. This deposition increased
the bed-sediment height to 55 cm and introduced a 40 cm discrepancy between the bed-sediment
height measured with the laser stage sensor and the top of the buried erosion sensor (Figure 4.13).
We assume the sediment recently deposited by small granular surges and inter-surge flow was near
saturation. Measurements of p at the sediment-bedrock interface indicated that the water table was
at approximately 20 cm below the new sediment surface. At 17:20, the second debris-flow event
began, during which all remaining bed sediment was entrained (Figure 4.13 and auxiliary material
video).
4.5.2.2 Entrainment rates
When flows overrode initially saturated bed sediment, the entrainment front propagated
downward from the bed-sediment surface in a progressive manner (Figure 4.13a), but at rates a
factor of two to over a factor of ten greater than that observed when flows overrode initially dry bed
sediment (Table 4.3). In the first debris-flow event, entrainment measured by the erosion sensor
began when two erosion-sensor elements (10 cm of bed sediment) were removed within the 0.1
second sampling interval. Just 1.4 seconds later, two more erosion-sensor elements were entrained
within the 0.1 second sampling interval (Figure 4.13a and inset). The average erosion rate over
this time was 14.3 cm s−1. Following deposition of 40 cm of bed sediment, the second debris-flow
event began (after 17:20) and had an average entrainment rate of 1.1 cm s−1.
Unlike the dry-bed events, multiple, rather than individual, elements were entrained over a
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Figure 4.13: Sensor data 12 June 2010. Saturated bed before flow arrival. Four-minute time-
slices measured at the upper station during the two debris-flow events over wet bed sediment (note
break in time axis). (a) Same as Figure 4.5. Inset: Enlarged view of bed sediment height during
first debris-flow event that shows progressive entrainment of two distinct 10 cm thick packages of
sediment. (b) Same as Figure 4.5. (c) Basal pore-fluid pressure p measured adjacent to the force
plate at two locations separated by ∼ 5 cm.
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single sampling interval. One interpretation of multiple-element removal is that a cobble larger
than the 5 cm height of an erosion-sensor element was entrained. Although the median grain size
of the sieved bed-sediment samples was ∼ 1 cm, cobbles larger than 5 cm were present in all beds
and were entrained. It is possible that when these large cobbles were entrained they simultaneously
sheared multiple elements. Because the grain size distribution was similar between the wet- and
dry-bed events, the presence of large cobbles cannot account for the higher proportion of multiple-
element removals during wet-bed events, but it could account for the rare multiple-element removals
during entrainment of dry sediment. Another interpretation is that the wet-bed entrainment style
remains grain by grain, but that entrainment rates exceeding 1 m s−1 are possible for short bursts of
time. Finally, multiple-element removal could be apparent and only due to mechanical or electrical
issues with the sensors that cause multiple elements to be tripped, even though entrainment was
continuous and grain by grain.
4.5.2.3 Bed properties during entrainment
The bed sediment remained at or near saturation during both the first and second debris-flow
events. When flows overrode the saturated bed sediment, long-period pressure fluctuations were
measured at the bottom of the bed sediment. These fluctuations propagated with subsonic speeds
and had magnitudes that ranged from 1.0-1.5 kPa, which was a fraction of the hydrostatic load
of the flow (Figure 4.13). When the first 0.3 m deep surge front arrived at 17:08, p measured at
the sediment-bedrock interface (i.e., through 0.4 m of mostly saturated bed sediment) increased,
but the 1.5 kPa (0.15 m H2O) response was only half the expected hydrostatic load. Similarly
small increases of ∼ 1 kPa were measured through the bed sediment in response to overriding
surges during the second debris-flow event (Figure 4.13c). Despite the fact that these pressure
fluctuations propagated through interstitial pore water they had similar magnitudes to the low-
frequency pressure fluctuations measured in the dry-bed events that propagated primarily through
interstitial pore air. Once the majority of the bed sediment was entrained, the basal pore-fluid
pressure approximately equalled and occasionally exceeded the hydrostatic load expected from the
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stage time series. During the last granular surge of the 17:20 sequence, the two basal pore-fluid
pressure sensors registered very different values (Figure 4.13c). The cause of this discrepancy could
not be determined, but most likely was the result of temporary clogging of a sensor.
The FOS for saturated bed sediment measured at the sediment-bedrock interface was ap-
proximately 3. When entrainment occurred at 17:09, the measured factor of safety at the sediment-
bedrock interface dropped, but remained above 1. Another drop in the measured factor of safety
occurred during entrainment of the bottom most erosion-sensor elements, but again, remained
above 1.
4.5.2.4 Flow properties during entrainment
The flow density when erosion began was ∼ 2000 kg m−3 (Table 3) for both wet-bed debris-
flow events. Flow depths recorded at the time when each element of the erosion sensor was removed
ranged from 0.28-0.4 m. Unlike the dry-bed events, entrainment of erosion-sensor elements was
nearly coincident with the local peak flow depth and the local peak of the smoothed basal stress of
granular surges (Figure 4.13)
We infer that the first flows that arrived around 17:08 were composed of a series of granular
surges with little intervening inter-surge flow. Although the video camera had turned off, the high
densities and the lack of high-frequency variations from the mean stage measurements that occur
when surface waves and splashes are present support our inference (Figure 4.13a). Thus, in the
first debris-flow event all erosion-sensor elements were removed during granular surges, and granular
surges were present the entire time entrainment took place. The video camera turned on during the
second debris-flow event and imagery indicated (auxiliary material video S5) that granular surges
were present approximately 70% of the time during which bed-sediment entrainment took place.
4.5.3 Basal Stress Data From All Events
For all dry- and wet-bed events, the unfiltered basal stress measurements had a very different
character when the force plate was deeply buried under sediment compared to when the force plate
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was thinly covered with sediment (Figure 4.5b, 4.10b, 4.11b, and 4.13b). When the force plate
was buried under more than 5 cm of bed sediment, unfiltered measurements were similar to those
filtered with the 1-second-wide moving-window-mean filter. The difference between filtered and
unfiltered data (i.e., the magnitude of the fluctuating stress component) was not much larger than
measurement uncertainty, indicating no significant fluctuations around the mean stress could be
measured during these times. In contrast, as the bed sediment was eroded to less than 5 cm, a
large-magnitude, high-frequency fluctuating stress component appeared. The magnitudes of these
high-frequency fluctuations were as large as 260 kPa and often exceeded 50 kPa.
As a result of the fluctuating stress component, stress measured through bed sediment < 5 cm
deep had a broad distribution around the mean stress, and stress fluctuations an order of magnitude
greater than or less than the concurrent mean were possible (Figure 4.14). In contrast, stress
measured when the force plate was more deeply buried lacked a significant fluctuating component,
which resulted in a tight distribution around the mean stress expected from the static weight of
overlying material (Figure 4.14). The appearance of a large-magnitude fluctuating component can
be attributed solely to changes in bed-sediment thickness covering the force plate, because the
character of the flows was similar before and after the force plate was uncovered. Erosion-sensor
data revealed that the first appearance of a fluctuating stress component with a magnitude 1.5
times more than the concurrent mean reliably indicated when the force plate was buried by less
than 5 cm of sediment. Thus, as a debris flow overrode bed sediment, the state of stress in the
near-surface sediment was characterized by large normal-stress fluctuations, whereas deeper below
the sediment surface, the fluctuating component was dissipated to such a degree that variability
about the concurrent mean stress was low.
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Figure 4.14: Probability density functions of total normal basal stress σ. Each debris-flow event was
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4.6 Discussion
4.6.1 Timing, Rates, and Style of Bed Sediment Entrainment
Entrainment and erosion of bed sediment during the monitored debris-flow events began with
the arrival of significant flow in the channel (i.e., generally > 0.2-0.3 m deep). The first substantial
flow was commonly a granular surge with a density of∼ 2000 kg m−3 (Table 4.3). Berger et al. [2011]
also observed that erosion of bed sediment occurred during dense granular surges. Iverson et al.
[2011] observed that erosion began ∼1 s after the granular surge front arrived. We observed that as
flow transitioned from dense granular slurries to water-rich, inter-surge flow with densities generally
greater than 1300 kg m−3, erosion of bed sediment continued and the measured entrainment rate
did not change. This is in contrast to the observations made by Berger et al. [2011], who observed
that erosion stopped, in two events, as flow bulk densities began to decrease. In one event, Berger
et al. [2011] did observe erosion during water-rich, inter-surge flow, but at an average rate of only
0.02 cm s−1. This rate is comparable to one episode of measured water erosion at Chalk Cliffs (0.01
cm s−1 ) that preceded debris-flow arrival on 12 June 2010.
During events when our erosion sensor was installed, the number of elements entrained by
either granular surges or inter-surge flow was directly proportional to the amount of time each flow
type was present. Such proportionality was demonstrated during both the 26 July 2011 and 28
June 2010 dry-bed debris-flow events, and indicates that both types of flows were equally erosive.
Although all erosion occurred during granular surges for the 12 June 2010 wet-bed debris-flow
events, no distinction between granular surges and inter-surge flow could be made because granular
surges dominated these flow events (Figure 4.13). For the 15 September 2009 and 30 June 2011
dry-bed debris-flow events, no erosion sensor was present, but the time during which erosion and
entrainment of bed sediment took place was almost equally divided between granular surges and
inter-surge flow (Figure 4.11).
The average rates of bed sediment entrainment were strongly correlated with volumetric
water content θ of the bed sediment before entrainment began (Table 4.3). For the four debris-
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flow events over dry bed sediment, the average entrainment rates ranged from 0.2-0.5 cm s−1. In
contrast, average entrainment rates for the two debris-flow events over saturated bed sediment
ranged from 1.1-14 cm s−1. Iverson et al. [2011] and Reid et al. [2011] observed a similarly strong
correlation between θ and entrainment rate. For debris-flow events over wet bed sediment (θ >22%)
Iverson et al. [2011] reported entrainment rates of 5-10 cm s−1, whereas for debris-flow events over
dry bed sediment (θ <22%) average entrainment rates were < 0.4 cm s−1. Berger et al. [2011] did
not measure θ of the bed sediment that was eroded, but for the one event during which significant
erosion occurred they measured average rates of 5 cm s−1.
Bed sediment was entrained in a progressive manner from the top down. En masse failure of
the bed sediment along the sediment-bedrock interface (e.g., the style pictured in Figure 4.1d) was
never observed, irrespective of initial bed-sediment water content. Both Iverson et al. [2011] and
Berger et al. [2011] similarly rule out en masse failure of the entire sediment package as a means
of entrainment.
4.6.2 Bed and Flow Properties During Entrainment
The volumetric water content of sediment at the active bed surface was either increasing or
already high (∼40%) when each erosion-sensor element was entrained. During the 26 July 2011
and 28 June 2010 dry-bed events, arrival of the wetting front at different depths generally preceded
that of entrainment front, but only by a short amount of time (<10 s). This indicates that wetting-
front propagation rates were on the order of dry-bed entrainment rates and suggests that the rate
limiting process in the dry-bed events was the rate at which water could infiltrate into the bed
sediment.
Values of saturated hydraulic conductivity of recently deposited channel sediment were on the
order of 10−2 cm s −1 [Coe et al., 2008], which is an order of magnitude slower than the observed
dry-bed entrainment rates. The bed sediment for the 15 September 2009 event was composed
of a hard, consolidated debris-flow deposit, while the bed sediment for the remaining events was
loosely packed dry-ravel deposits. The dry-ravel deposits could potentially have higher hydraulic
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conductivities than the debris-flow deposit, but that does not explain why 15 September 2009
entrainment rate was similar to that of other dry-bed events.
One mechanism to explain wetting-front propagation rates much greater than the measured
saturated hydraulic conductivity, which should be a maximum rate, could be that near-surface bed-
sediment porosity increases above static values due to interaction with the agitated flow. Many
studies show that permeability and hydraulic conductivity vary exponentially or as power-law func-
tions of porosity. As a result, small changes in porosity, as small as 2%, can increase permeability
by as much as an order of magnitude [e.g., Freeze and Cherry, 1979; Torquato, 1991; Major et al.,
1997]. Given such a strong sensitivity of hydraulic conductivity to porosity, it is logical that as the
bed sediment conducts granular temperature from the overriding flow, a concomitant increase in
porosity could dominate over the intrinsic static material properties.
Rates and occurrence of bed-sediment entrainment were not well correlated with bulk-flow
properties of density, flow depth, or velocity (Table 4.3). For events in which pre-flow θ was low, the
lack of correlation between entrainment rate and bulk-flow properties demonstrates the dominant
control θ has on entrainment rate. For the two events in which pre-flow θ was high, it is unclear
why the thinner, slower flow entrained sediment ∼ 14 times faster than the thicker, faster flow; this
needs further investigation.
4.6.3 Event Volumes and Volumetric Water Content
In large-scale flume experiments in which debris flows of constant initial volume overrode
entrainable beds of nearly constant volume, Iverson et al. [2011] observed that final flow volume
increased in a linear fashion with increasing θ. As θ approached 30%, post-entrainment flow volumes
were as much as a factor of three larger than the same flow over a fixed bed. We observed a strong
correlation between sediment entrainment rate and θ, which should also yield a strong correlation
between event volume and θ. However, faster erosion rates do not necessarily translate to larger
event volumes V (e.g., compare V and θ measured at the upper station in Table 4.3) because of the
effects of other variables, such as rainfall intensity, sediment supply, and flow duration. For example,
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McCoy et al. [2011] showed that V was related to the total time flow depth was greater than a
threshold depth. To compare V from long- and short-duration flow events, we normalize V by the
amount of time flow depth exceeded 0.3 m (which was a typical flow depth during entrainment) to
get a event-averaged volumetric yield per unit time V˙ (Table 4.3). V˙ shows a positive correlation
with θ in which a factor of two to four increase in V˙ is observed as pre-flow θ increased from ∼ 0%
to ∼ 40%. Thus, the increase in erosion rate with θ that we measured locally at the upper station
was also occurring throughout the catchment upstream. Although high antecedent θ in channel
sediment is not required for initiation of debris flows by runoff [Coe et al., 2008; Kean et al., 2011],
our results indicate that, all else being equal, debris flows over wet bed sediment will increase their
volume more rapidly, and have larger total volumes, than if the bed sediment is dry.
4.6.4 Stress Transmission Through Bed Sediment
As entrainment lowered the bed-sediment height above the force plate to zero, increasingly
large normal-stress fluctuations were measured beneath the bed (e.g., Figures 4.5 and 4.14). These
fluctuations had a broad range of magnitudes, which at times increased or decreased the normal
stress by over an order of magnitude from the concurrent mean stress (Figure 4.14). A sediment
thickness exceeding 5 cm dissipated all but the very largest high-frequency normal-stress fluctua-
tions. This short length scale over which fluctuations propagated into the bed sediment highlights
that two distinct layers exist. An upper sediment layer, on the order of centimeters thick, senses
the full dynamic range of stress present at the base of the flow and deforms to attenuate stress
fluctuations through inelastic contacts and frictional dissipation, while the lower layer is effectively
shielded from high-frequency stress fluctuations and only senses low-frequency changes in stress
due to changes in bulk flow properties. In the upper layer, the fluctuating normal stress may indi-
cate the presence of concomitant fluctuations in Coulomb frictional resistance, irrespective of the
influence of pore-fluid pressure or fluctuations in shear stress. As a result, these fluctuations might
facilitate entrainment directly by momentarily reducing local normal stress.
Unfortunately, we cannot test the hypothesis that entrainment is correlated with the occur-
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rence of large fluctuations in basal stress because the force plate was covered by sediment during
these times. However, there is some anecdotal evidence that this might be the case. Using a 0.3 m
by 0.3 m force plate mounted on a vertical wall parallel to the flow direction, Berger et al. [2011]
measured the wall-normal stress (assumed to scale with bed-normal stresses in the orthogonal di-
rection) at a height of 0.3 to 0.6 m above the channel bed. Data from this vertically-oriented force
plate had large fluctuations about the mean state of stress, as was measured by our force plate
mounted on and parallel to the bed surface once it was no longer shielded by static bed sediment.
Berger et al. [2011] found that periods of bed-sediment entrainment were correlated with times
when the fluctuating wall-normal stresses were near peak values.
4.6.5 Pore Pressure Generation in Bed Sediment
High-frequency pore-pressure fluctuations having magnitudes large enough to locally liquefy
the bed were measured only if the near-surface bed sediment was wet as it was overridden and
subsequently entrained by debris flows (e.g., Figures 4.5, 4.6, 4.8, 4.13, 4.19). Iverson et al. [2011]
observed a similarly strong control of θ on the generation of p in sediment during debris-flow
passage. When bed sediment had θ < 22%, no significant pressure response was measured, which
contrasted with p large enough to nearly liquefy the bed with θ > 22%. Such measurements support
the hypothesis that rapid loading and deformation of wet bed sediment by overriding debris flows
can cause significant increases in sediment pore pressures and aid entrainment [e.g., Hutchinson
and Bhandari, 1971; Bovis and Dagg, 1992; Sassa, 1984; Hungr et al., 2005; Sassa and Wang, 2005].
The strong control of θ on pore-pressure development in overridden bed sediment can be
better understood by exploring at how differences in the compressibility and viscosity of water
versus air affect various mechanisms of pore-pressure generation. In a recent theoretical analysis,
Iverson [2012] demonstrated that for loosely-packed, water-saturated beds, the observed growth of
bed-sediment pore pressure likely resulted from bed-sediment consolidation due to compressional
loading and shear deformation by overriding debris flows. Starting with a constitutive equation
for changes in bed-sediment porosity, Iverson [2012] derived a pore-pressure diffusion equation
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that includes two types of pore-pressure forcing, both of which are modulated by pore-pressure
diffusion. The first type of forcing is pore contraction due to increases in mean normal effective
stress that arise from changes in flow depth or bed-sediment height. The second type of forcing is
pore contraction resulting from shear-driven consolidation.
Our measurements of bed-sediment pore pressures provide evidence for pore-pressure gener-
ation by both types of forcing proposed by Iverson [2012] and highlight that each type of forcing
generates pressure fluctuations with unique frequencies due to the contrasting timescales over which
they operate. Long period fluctuations in p, on the order of 10 s, generally had small peak ampli-
tudes for both wet and dry beds (∼ 1 kPa), and were correlated with similar long-period fluctuations
in both flow stage and basal normal stress σ associated with the arrival of deep surges (e.g., Figures
4.7, 4.8, and 4.13). Such a correlation suggests that long-period pore-pressure fluctuations were
generated by gravitational compression of bed-sediment pores in response to the increasing weight
of the overriding flow, or for completely saturated beds, direct loading of the static water column.
In contrast, high-frequency pore-pressure fluctuations with periods < 0.1 s and amplitudes exceed-
ing 10 kPa, were only measured in wet sediment, were commonly uncorrelated with fluctuations
in σ, and were much too short to be correlated to changes in flow depth. This lack of correlation
suggests that high-frequency fluctuations were generated during shear deformation of bed sediment
[Iverson et al., 2011; Iverson, 2012]. Because the magnitude of pore-pressure fluctuations due to
changes in flow depth were small relative to those due to shear deformation, we focus on the latter.
To dynamically generate high fluid pressure in bed sediment at the scale of a pore, the rate of
pore-pressure generation via pore contraction Λg must be faster than the rate at which pore pressure
will decrease Λd due to diffusion [Iverson and LaHusen, 1989]. Λg is likely controlled by pore-fluid
compressibility Cf and the timescale of pore contraction Tc, Λg = (1/Cf )/Tc. In turn, the velocity
of sediment grains in the sheared layer ug and the grain diameter δ will set Tc = δ/ug [Iverson
and LaHusen, 1989]. Λd can be expressed as P/Td, in which P = ρgδ cosα is a characteristic
pressure scale, Td = δ2/D is the diffusion timescale, and D is the hydraulic diffusivity. The ratio of
Λg/Λd is a dimensionless number I that describes the propensity for shear deformation to generate
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non-equilibrium pore pressure
I =
Λg
Λd
=
Td
TcCfP
=
δug
DCfP
. (4.4)
Iverson [2012] used a similar nondimensional number to scale a normalized shear-driven pressure-
forcing term. If I is large, the rate of pore-pressure generation exceeds that of pore-pressure
diffusion and development of large pore pressures during shear deformation is expected.
Because water and air differ markedly in their compressibility and viscosity, equation 4.4 sug-
gests a strong contrast in the potential for shear deformation of water-saturated and air-saturated
sediment to generate high-frequency pore-pressure fluctuations. D is a function of pore-fluid ma-
terial properties, in addition to granular-matrix properties, and can be written as
D =
K
Ss
=
kρpfg/µ
ρpfg(Cm + nCf )
=
k
µ(Cm + nCf )
(4.5)
where K is the hydraulic conductivity, Ss is the specific storage, k is the intrinsic permeability,
ρpf is the pore-fluid density, g is the gravitational acceleration, µ is the dynamic viscosity of the
pore fluid, Cm is the matrix compressibility, which is the inverse of the bulk modulus of elasticity,
n is the matrix porosity, and Cf is the compressibility of the pore fluid [Freeze and Cherry, 1979].
Using reasonable values for variables in equation 4.5 (listed in Table 3.4), it is clear that D for
water-saturated sediment can be orders of magnitude larger or smaller than D for the same air-
saturated sediment. For the bed sediment in this study, which was characterized as sandy gravel
(Cm ∼ 10−8 Pa−1), D for air-saturated and water-saturated sediment can be similar. Equation 4.5
also emphasizes that potentially large decreases in D could be possible if k was reduced at depth
due to compaction. The compressibility of air is approximately four orders of magnitude larger than
the compressibility of water (Table S1). As a result, I for certain air-saturated sediment could be
orders of magnitude smaller than I for the same water-saturated sediment. Such a large difference
in I for air- versus water-saturated sediment might explain why dramatic increases in near-surface
pore pressures were only measured once θ in the near-surface bed sediment rose above zero, even if
D was similar for both water-saturated and air-saturated portions of the bed (e.g., Figure 4.6, 4.7,
and 4.8).
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4.6.6 Pore Pressure Transmission Through Bed Sediment
Pore-pressure fluctuations having magnitudes exceeding those required to liquefy the bottom-
most layers of bed sediment were measured in the wet near-surface sediment (Figure 4.6), but en
masse failure did not occur because these pressure fluctuations were attenuated before they could
reduce the frictional strength of deeper layers. To quantify how near-surface pore-pressure fluctua-
tions were attenuated during propagation into the bed sediment, we calculated the ratio of pressure
measured at depth to the pressure measured in the near-surface sediment for measurements made
during the 26 July 2011 event (Figure 4.9). Figure 4.9 reveals that not only were pressure fluctua-
tions attenuated during transmission, but that this attenuation also had a characteristic frequency
dependence in which low-frequency fluctuations experienced little attenuation and high-frequency
fluctuations were strongly attenuated. Such attenuation is characteristic of pore-pressure diffusion,
as are the measured subsonic wave speeds [e.g., Biot, 1956; Iverson and LaHusen, 1989]. In the
26 July 2011 event, deeply penetrating pressure fluctuations propagated in air due to the dry-bed
conditions, but similar subsonic, diffusive pressure propagation was observed during both wet-bed
entrainment events.
Under dynamic loading conditions pore-pressure propagation is complicated [Biot, 1956], but
Iverson [1993] showed that dynamic effects can be small in magnitude, and the diffusive mode of
propagation dominant, for bed sediment similar to that in this study if ug is less than 10 m s
−1.
If dynamic effects can be ignored, and if it can be assumed that the bed has constant diffusivity,
constant fluid compressibility, and bulk matrix compressibility exceeding the compressibility of
fluid or solid constituents, Biot’s dynamic theory can be reduced to a quasistatic pore-pressure
diffusion theory [Iverson, 1993]. The validity of these last three assumptions is uncertain, though
the strong diffusive behavior revealed by the measurements suggests they are at least partially met
within water-saturated layers and in air-saturated layers. As such, we use the simple, quasistatic-
diffusion theory [Iverson, 1993] to explore the first-order effects of diffusive pressure propagation,
but acknowledge it is an imperfect representation of the full physics.
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An important consequence of diffusive propagation of pore-pressure fluctuations is the pres-
ence of a frequency-dependent length scale over which Coulomb frictional resistance can be reduced
by nonequilibrium pressure fluctuations. To highlight this length scale, we simply specify that a
sinusoidal pressure fluctuation at the bed-sediment surface p′(z = 0, t) is generated via pore con-
traction, which allows us to drop pressure-forcing terms [Rice and Cleary, 1976; Iverson, 2012], and
write the diffusion equation as
∂p′
∂t
= D
∂2p′
∂z2
, (4.6)
where p′ is the non-equilibrium fluctuating component of pore pressure, D is the hydraulic diffu-
sivity, t is time, and z is the depth below the surface. Equation 4.6 has the same form as that used
to model a broad range of pore-pressure diffusion processes [e.g., Freeze and Cherry, 1979; Lambe
and Whitman, 1979; Major, 2000].
For an infinitely thick layer of porous media and p′(z = 0, t) that has been decomposed into
discrete frequency components as
p′(z = 0, t) =
n∑
i=1
Ai cos (2pitfi), (4.7)
in which Ai is the amplitude and fi is the frequency of the ith frequency component, the solution
to the diffusion equation is given by
p′(t, z) =
n∑
i=1
Ai exp
(
−z
√
pifi
D
)
cos
(
2pitfi − z
√
pifi
D
)
(4.8)
[Carslaw and Jaeger, 1959]. Given the shallow nature of the bed sediment filling the bedrock
channel at the upper station, a more accurate solution to the diffusion equation can be found by
acknowledging the finite depth to the lower boundary to obtain
p′(t, z) =
n∑
i=1
Ai
√√√√√ 2
cosh
(
2z
√
pifi
D
)
+ cos
(
2z
√
pifi
D
)
cos
(
2pitfi − arctan
(
tanh
(
z
√
pifi
D
)
tan
(
z
√
pifi
D
)))
(4.9)
[Carslaw and Jaeger, 1959]. Solutions to equations 4.8 and 4.9 are plotted in Figure 4.15. Although
equation 4.8 underestimates the amount of damping as a function of depth, both equations have
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similar behavior, especially for higher frequencies. The exponential expression in equation 4.8
controls the attenuation that a particular frequency component of p′(z = 0, t) experiences as it
travels through the bed sediment. The second term within the cosine expression in equation 4.8
dictates the phase shift of a particular frequency component. From the exponential term the
thickness of bed sediment required to reduce the amplitude of a particular frequency component of
p′(z = 0, t) by 1/e (i.e., the e-folding scale) can be written as
Le =
√
D
pifi
. (4.10)
Equation 4.10 and Figure 4.15 indicate that for an order of magnitude increase in D or and order of
magnitude decrease in fi, the length scale required for significant damping to occur increases by over
a factor of three. In other words, damping at a particular depth increases as the period of p′(z = 0, t)
and diffusivity decrease. Thus, the diffusive nature by which pore-pressure fluctuations propagate
and the resulting frequency-dependent amplitude attenuation severely limit the depth to which
large-magnitude, high-frequency pressure fluctuations can reduce Coulomb frictional resistance and
aid entrainment.
4.7 Summary and Conclusions
Using an in situ sensor network installed in the headwaters of a natural catchment, we
measured flow and bed properties for six debris-flow events during which significant erosion and
entrainment of channel bed sediment occurred. Regardless of the pre-flow volumetric water content
of bed sediment and flow magnitude, entrainment always occurred in a progressive fashion from
the bed-sediment surface downward. En masse failure of the entire sediment package along the
sediment-bedrock interface never occurred.
When the force plate measuring total normal stress at the sediment bed-rock interface was
covered by more than 5 cm of bed sediment, measurements of total normal stress due to an overrid-
ing flow were narrowly distributed around the mean stress that scaled with the static flow weight.
In contrast, when the force plate was free of bed sediment or only thinly covered, high-frequency
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Figure 4.15: Depth profiles of excess pore pressure resulting from sinusoidal pressure fluctuations
applied at the bed-sediment surface for fluctuations of different frequency. Solutions for both
equations 4.8 (dashed line) and 4.9 (solid line) are plotted given the diffusivity estimated for the
bed sediment at the upper station (D = 0.05 m2 s−1, see auxiliary material for details). As the
frequency of fluctuation increases, the depth to which surface pressure fluctuations penetrate the
bed sediment decreases.
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fluctuating components of stress were measured. These high-frequency components had magni-
tudes a factor of ten larger and smaller than the mean stress. The short length scale over which
high-frequency stress components were attenuated indicates that near-surface bed sediment experi-
ences significant deformation, as well as concomitant fluctuations in Coulomb frictional resistance,
irrespective of the influence of pore-fluid pressure or fluctuations in shear stress. As a result, these
fluctuations might facilitate entrainment directly by momentarily reducing local normal stress.
As channel bed sediment was overridden by debris flows, pore-pressure fluctuations having a
range of frequencies and magnitudes were generated in the near-surface bed sediment. These pres-
sure fluctuations propagated through the bed sediment in a subsonic diffusive manner. Regardless
of whether the pore fluid was dominantly air or water, low-frequency pore pressure fluctuations
having magnitudes of approximately 1 kPa were measured through the entire thickness of bed, and
were tightly correlated with increases in total normal basal stress and flow depth. In contrast, if the
near-surface bed sediment was wet or getting wet, high-frequency pore-pressure fluctuations having
magnitudes as large as 12 kPa were measured, but these high-frequency fluctuations were measured
only to shallow depths below the bed-sediment surface due to rapid attenuation. Entrainment of
the near-surface sediment was commonly correlated with the occurrence of these high-frequency,
larger-magnitude pressure fluctuations, which brought the near-surface sediment toward a liquefied
state. Frequency-dependent attenuation of pore-pressure fluctuations and the diffusive mode of
propagation indicates that the depth to which significant excess pore-fluid pressures can propa-
gate, and hence the depth to which high pore pressures can weaken the bed sediment and promote
entrainment, scales as (D/fi)
0.5, in which D is the hydraulic diffusivity and fi the frequency of
fluctuation. The fact that this length scale is commonly much less than the bed thickness likely
explains why en masse failure of the entire sediment package was not observed.
Measured rates of bed sediment entrainment varied strongly with pre-flow volumetric water
content, as did total event volumes when the dependence on event duration was removed. When
bed sediment was near saturation before flow arrival, erosion rates were 1.1-14 cm s−1. When pre-
flow volumetric water content was near zero, erosion rates were 0.2-0.5 cm s−1. Rates of sediment
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entrainment remained constant during dense granular surges as well as during less dense water-
rich, inter-surge flow, despite changes in flow depth, density, and velocity. The entrainment rates of
initially dry bed sediment were largely limited by the rate at which water could infiltrate into the
sediment. No strong correlation between bulk flow properties and entrainment rate was observed
when pre-flow volumetric water was either high or low.
The observations of the mechanisms by which granular stresses and pore-fluid pressures prop-
agate through bed sediment when overridden by a debris flow provide useful constraints for mech-
anistic models of bed-sediment entrainment. In addition, the observation that pre-flow volumetric
water content of bed sediment is a strong predictor of entrainment rate indicates that debris flows
moving over initially saturated bed sediment will grow more rapidly and attain larger total vol-
umes than flows moving over dry bed sediment. Incorporating bed-sediment properties into future
debris-flow hazard assessments and sediment-transport models could increase accuracy of predicted
sediment delivery to downstream environments.
4.8 Notation
A cross sectional area, m2.
Ai amplitude of the ith frequency component of p
′(z = 0), Pa.
Cm matrix compressibility, 1/Pa.
Cf pore-fluid compressibility, 1/Pa.
D hydraulic diffusivity, m2/s.
E˙es average erosion rate determined from direct measurement with the erosion sensor, m/s.
E˙f average erosion rate determined from the force excursion method, m/s.
E˙t average erosion rate determined from the temperature perturbation method, m/s.
fi frequency of the ith frequency component of p
′(z = 0), 1/s.
FOS factor of safety of bed sediment.
g gravitational acceleration, m/s2.
h bed-normal flow height, m.
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Hbedes bed sediment height determined from direct measurement with the erosion sensor, m.
Hbedf average bed sediment height determined from the force excursion method, m.
Hbedt average bed sediment height determined from the temperature perturbation method, m.
K hydraulic conductivity, m/s.
k intrinsic permeability, m2.
Le diffusive e-folding length scale for p
′, m.
n matrix porosity, %.
P characteristic pressure scale, Pa.
p total pore-fluid pressure, Pa.
p′ fluctuating component of pore-fluid pressure, Pa.
I ratio of Λg/Λd.
Ss specific storage, 1/m.
Tc timescale for pore contraction, s.
Td timescale for pore-pressure diffusion, s.
t time, s.
tb time at the beginning of a flow event, s.
te time at the end of a flow event, s.
u¯ surge front velocity, m/s.
ug velocity of sediment grains in sheared layer, m/s.
V total event volume passing the upper station, m3.
V˙ event-averaged volumetric yield per unit time, m3/s.
z bed-normal depth beneath the sediment surface, m.
zs bed-normal depth beneath the sediment surface at near-surface pressure sensor, m.
α bed inclination, degrees.
∆t length of time between two stage measurements, s.
δ grain diameter, m.
θ volumetric water content, %.
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Λd rate of pore-pressure decrease via diffusion, Pa/s.
Λg rate of pore-pressure generation via pore contraction, Pa/s.
µ dynamic viscosity of pore fluid, Pa s.
ρ wet bulk density of bed sediment, kg/m3.
ρf wet bulk density of flow, kg/m
3.
ρpf density of pore-fluid, kg/m
3.
σ total normal basal stress at the bedrock interface, Pa.
σf total normal stress due to the flow only, Pa.
σs total normal stress due to static bed sediment, Pa.
σ˜ median of σ in a 101-point moving window, Pa.
φ internal angel of friction of the bed sediment, degrees.
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4.10 Auxiliary Material
4.10.1 Estimating hydraulic diffusivity
Equations 8 and 9 in the main paper have been used to infer the hydraulic diffusivity in field
settings by exploiting the relationship between damping and phase shift of p′ as a function of z,
fi, and D [e.g., Weeks, 1979; Rojstaczer and Tunks, 1995; Schulz et al., 2009]. We used equation 9
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and data collected on 26 July 2011 (which best resolved the damping and phase lags) to estimate
the diffusivity of the bed sediment for this event. In Figure 9, estimated D values are those that
resulted in the best fit between theoretical and measured amplitude attenuation across all measured
frequencies (mean equal to 0.07 m2 s−1, range of 0.01–0.16 m2 s−1). In Figure S5 individual pressure
fluctuations were tracked during propagation to depth. Using both the measured phase shifts and
amplitude attenuations, estimated diffusivities had a mean of 0.03 m2 s−1 and a range of 0.005–0.07
m2 s−1. The mean of all D estimates is 0.05 m2 s−1. Excepting the wet near-surface sediment,
the pore fluid was predominantly air for the 26 July 2011 event, so these estimated values of D are
that for air. When the pore fluid is air, Cf is large relative to Cm ∼ 10−7–10−9 Pa−1 allowing Cm
to be dropped from equation 5. Using D = 0.05 m2 s−1, k is estimated to be O(10−12 m2), which
is reasonable for sediment containing fine sand as the measured bed did. For the 12 June 2010
wet-bed events, D estimates from the observed phase shifts are 0.01 m2 s−1 and 0.03 m2 s−1. These
D values for water-saturated sediment are similar to those estimated for air-saturated sediment,
which confirms that for sandy gravel (Cm ∼ 10−8 Pa−1) the diffusivity of water and air can be of
the same order of magnitude.
4.10.2 Video captions
Video footage for each event shows multiple granular surges and periods of inter-surge torrent
flow at the upper station is available at http://cires.colorado.edu/∼smccoy/EntrainmentPaper/.
Recorded frame rate is variable (ranges from 2 to 4 frames per second) so playback rate is set to
the average recorded frame rate (i.e., some segments will play faster or slower than realtime). Along
the upper x-axis of each data panel a thick magenta lines denote times when a granular surge was
present at the upper station. Data panel 1) 1-second moving-window-mean of stage data plotted
in brown, raw stage data plotted in gray, bed sediment height from the erosion sensor plotted in
red. Colored dots indicate height of sensors used to measure bed sediment pore pressures and bed
sediment volumetric water content (when available). Data panel 2) 1-second moving-window-mean
of total normal basal stress data plotted in black, raw total normal basal stress data plotted in
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gray. Data panel 3) Bed sediment pore pressure (when available and basal pore-fluid pressure
(when available). Data panel 4) Volumetric water content of bed sediment (when available). Video
panel) The bridge spanning the channel is 6.1 m long. Two cross-sections are marked by red and
blue dots. An additional series of black dots are plotted above the channel, approximately every
2 m, longitudinally. The cross-section plotted in red is directly below the instrumentation bridge
and highlights the location of sensors for which data is plotted. The thalweg points of the two
cross-sections are separated by a distance of 7.5 m. The larger rain gauge on top of the bridge is
0.33 m tall.
Video S1. Video for the 26 July 2011 event. See file VideoS1 20110726DataPlusVideo.divx.
Video S2. Video for the 28 June 2010 event. See file VideoS2 20100628DataPlusVideo.divx.
Video S3. Video for the 15 September 2009 event. See file VideoS3 20090915DataPlusVideo.divx.
Video S4. Video for the 30 June 2011 event. See file VideoS4 20110630DataPlusVideo.divx.
Video S5. Video for the 12 June 2010 event. See file VideoS5 20100612DataPlusVideo.divx.
Table 4.4: Typical values of granular-matrix properties and pore-fluid properties used to estimate
hydraulic diffusivity in equation 5 in main paper. Data sources are Freeze and Cherry [1979]; Major
et al. [1997]; Iverson [2000].
Property Symbol Typical Values
Viscosity air µ 1.8× 10−5 Pa s
Viscosity water µ 1.0× 10−3 Pa s
Compressibility air Cf 9.9× 10−6 Pa−1
Compressibility water Cf 4.55× 10−9 Pa−1
Compressibility matrix (sand) Cm 10
−7–10−9 Pa−1
Compressibility matrix (gravel) Cm 10
−8–10−10 Pa−1
Porosity matrix (sand) n 0.25–0.5
Porosity matrix (gravel) n 0.25–0.4
Intrinsic permeability (sand) k 10−9–10−12 m2
Intrinsic permeability (gavel) k 10−7–10−10 m2
Saturated hydraulic conductivity (water through sand) K 10−2–10−5 m s−1
Saturated hydraulic conductivity (water through gavel) K 1–10−3 m s−1
Hydraulic diffusivity (water through sand) D 10−4–10−3 m2 s−1
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Figure 4.16: Shear strength of an erosion-sensor element as a function of the fraction of the element
buried in sediment for both sand and Chalk Cliffs channel sediment. We determined the element
shear strength in the laboratory by slowly increasing the shear force applied at the top of the
element, using a string and pulley system, until the element failed. Failure occurred catastrophically
as the element to which the shear force was being applied rotated off of the subjacent element and
unplugged the connecting wires. The element was 5 cm tall. Each plotted point is the mean shear
force at failure for five runs holding the fraction of the element buried in sediment constant. For
the Chalk Cliffs channel sediment runs, plotted points are the mean of ten runs. Error bars, when
larger than the symbol, show ± one standard deviation. The larger shear force needed to bring an
element to failure when buried in Chalk Cliffs sediment and the larger variability is due to the much
broader grain size distribution and increased angularity of the Chalk Cliffs sediment compared to
the well sorted sand. When less than half of the element is buried in sediment the element has
negligible strength, indicating that it is unlikely that an element would remain in place once the
upper half of the element is exposed to the flow. In addition, due to the low shear strength of the
element at all burial depths, relative to the expected collisional shear forces in the flow, it is likely
that the erosion-sensor element would be entrained once a small portion (i.e., much less than half)
of the element is exposed to the flow.
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Figure 4.17: Sensor data 26 July 2011. Dry bed before flow arrival. 15 s time-slice measured at
the upper station. Panels are the same as in Figure 5 in main paper.
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Figure 4.18: Sensor data 26 July 2011. Dry bed before flow arrival. 15 s time-slice measured at
the upper station. Panels are the same as in Figure 5 in main paper.
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Figure 4.19: Sensor data 26 July 2011. Dry bed before flow arrival. Measurements from the sensor
cluster nearest the surface as bed sediment was entrained. Light blue line, plotted using the left
y-axis, is the bed-sediment pore fluid pressure. Black line, plotted using the right y-axis, is the
volumetric water content θ. Vertical dashed line marks the time of entrainment of the corresponding
erosion-sensor element. (a) Sensor cluster at 42.5 cm height. (b) Sensor cluster at 32.5 cm height.
(c) Sensor cluster at 22.5 cm height. (d) Sensor cluster at 12.5 cm height. (e) Sensor cluster at 7.5
cm height. (f) Lab experiments to characterize the response time of the volumetric water content
sensors. Note that the signals measured in the field rise much more gradually than the true step
change measured in the lab when bringing the sensor from air to water or air to saturated bed
sediment. We hypothesize that the gradual change measured in the natural bed sediment is the
signal from gradual infiltration of water into the bed sediment, before the sensor was entrained by
the debris flow.
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Figure 4.20: Example of the second method used to estimate diffusivity of bed sediment at the
upper station. To solve for the hydraulic diffusivity of the bed sediment we use the observed
period of fluctuation, depth of measurement, phase shift, and amplitude damping in combination
with equation 9 in the main paper. Independent diffusivity estimates can be obtained from the
phase shift and amplitude damping. (a) Time series of a pressure wave that originated at the bed
sediment surface and was measured at 5 different depths. Dashed traces are the best-fit sine waves
used to measure phase shift, amplitude damping and period of fluctuation. Note the distinct phase
shift and amplitude damping. (b) Time series of another pressure wave that originated at the bed
sediment surface and was measured at the three remaining pressure transducers. (c) Estimates of
bed-sediment diffusivity from the waves shown in panels a and b using observed phase shift and
amplitude damping. Solid vertical line marks mean of values. Dashed vertical lines encompass the
data.
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5.1 Abstract
Debris flows commonly entrain and transport sediment in steep valleys, but their effectiveness
in eroding bedrock is still uncertain. This uncertainty is partly due to sparse measurements of
bedrock incision, but also because the stress at the base of debris flows is not well quantified.
Neither the magnitude and frequency of basal impact stresses nor the manner in which the resulting
stress fluctuations scale with flow properties are known. To quantify basal stress and the degree to
which debris flows are erosive, we monitored the headwaters of a steep catchment with an automated
sensor network and measured bedrock incision rates using incision bolts in the bedrock channel floor.
Over four years we measured average bedrock incision rates of ∼1 cm yr−1. Continuous, automated
monitoring revealed these incision rates resulted from scour of the bedrock channel by debris flows
and debris floods. The basal stress during these erosive debris-flow events had a large-magnitude,
high-frequency fluctuating component due to particle impacts. Variability in stress magnitude that
resulted from the fluctuating component increased linearly with the mean basal stress. Probability
density functions of basal normal stresses greater than the mean stress were generally best fit by
Pareto or power law distributions with well-defined means and variances. Granular surges and
water-rich, inter-surge debris floods had very similar basal stress signatures despite differences in
appearance and bulk-flow density. If > 5 cm of bed sediment covered the force plate, no significant
fluctuations about the mean stress were measured, indicating that a thin layer of sediment can
effectively shield the subjacent bed from erosive impacts. These results demonstrate that both
debris flows and debris floods are effective geomorphic agents that likely have strong control over
the rates and patterns of steepland evolution. Although the large fluctuations in basal stress that
cause incision are inherently variable, this variability scales with bulk flow properties.
5.2 Introduction
Mountainous landscapes are often dissected by networks of steep, relatively straight chan-
nels. Although these steep networks resemble those carved by larger rivers, many steep mountain
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channels differ from their lower-gradient cousins in that they often carry debris flows and de-
bris floods. Evidence suggests that debris flows may in fact be primarily responsible for incising
steep mountain channels [e.g., Seidl and Dietrich, 1992; Sklar and Dietrich, 1998; Montgomery and
Foufoula-Georgiou, 1993; Stock and Dietrich, 2003, 2006]. As a debris flow travels down a valley
network it can entrain large quantities of sediment and scour the channel clean to bedrock [e.g.,
Dietrich and Dunne, 1978; Hungr et al., 1984; Benda, 1990; Fannin and Wise, 2001; Wang et al.,
2003; Revellino et al., 2004; May, 2002; Guthrie et al., 2010; Hungr et al., 2005; Suwa and Okuda,
1980; Meyer and Wells, 1997; Berti et al., 1999; Cannon and Reneau, 2000; Breien et al., 2008;
Santi et al., 2008]. Following scour by a debris flow, further incision of the exposed bedrock by
fluvial processes is commonly inhibited by rapid accumulation of a coarse-grained colluvial material
[Montgomery and Buffington, 1997; Stock et al., 2005]. Although a few studies have documented
signs of bedrock lowering following debris-flow events [e.g., Stock and Dietrich, 2003, 2006], the
amount of bedrock that is removed during the scouring process and the resulting rate of bedrock
incision are largely unquantified.
The role of debris flows in landscape evolution, as well as the hazard they pose for lives
and infrastructure, has motivated many recent attempts to understand how they entrain sediment
and erode bedrock [e.g., Stock and Dietrich, 2006; Hsu et al., 2008; Mangeney et al., 2010; Hsu,
2010; Reid et al., 2011; Iverson et al., 2011; Berger et al., 2011; Schurch et al., 2011; McCoy et al.,
2012]. On short timescales, understanding sediment entrainment mechanics has implications for
accurate prediction of final volume and inundation area of individual debris flows [Iverson et al.,
1998; Rickenmann, 1999, 2005; Iverson et al., 2011]. On longer timescales, understanding mechanics
of bedrock incision by debris flows is important for discerning controls on rates and patterns of
landscape evolution in steeplands [e.g., Dietrich et al., 2003; Stock and Dietrich, 2003], and encoding
these processes in landscape evolution models [e.g., Howard, 1998; Lancaster et al., 2003; Tucker
and Hancock, 2010].
The magnitude and frequency distribution of stress at the base of a debris flow is of particular
interest because basal stress is closely associated with incision and flow dynamics [e.g., Stock and
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Dietrich, 2006; Hsu et al., 2008; Ferguson et al., 2004; Dufek and Bergantz, 2007; Pronk et al.,
2009]. When bed-normal flow accelerations are small, the mean basal stress is simply equal to the
bed normal weight of the flow per unit area [e.g., Berti et al., 2000; McArdell et al., 2007; Hsu,
2010; Iverson et al., 2010]. Yet laboratory experiments and discrete element simulations with debris
flows and related granular flows reveal large fluctuations around the mean stress [e.g., Iverson, 1997;
Behringer et al., 2008; Hsu, 2010]. Basal stress fluctuations up to an order of magnitude greater
than the mean have been measured, even in steady flows [e.g., Miller et al., 1996; Silbert, 2005].
Fluctuations in the mean stress presumably reflect, at least in part, the impact of rocks against
the bed. Impacts above a threshold stress or kinetic energy can erode bedrock [e.g., Engle, 1978;
Hussainova and Schade, 2008; Pronk et al., 2009], and may also facilitate bed sediment entrainment.
For these reasons, estimating the erosive potential of a debris flow requires knowing the magnitude
and frequency of impact stresses. However, the manner in which these large fluctuations scale with
other flow properties, such as flow depth or velocity, is still an open question, especially in natural
mixtures.
The importance of stress fluctuations for bed incision is illustrated in Figure 5.1. The curves
represent two alternate probability density functions; one with a small mean and variance, the
other with a large mean and variance. The vertical line represents a threshold value below which
stress is insufficient to wear rock or entrain sediment; it is analogous to thresholds for bed sediment
entrainment via fluid friction [e.g., Tucker and Bras, 2000]. This threshold could represent the
stress required to fracture intact bedrock, the stress required to pluck fracture-bounded blocks, the
stress for significant fracture due to fatigue, or the stress required to cause frictional failure of bed
sediment. Because of this threshold, narrow distributions result in a low cumulative probability of
effective impacts (i.e., impacts greater than the process threshold), whereas broad distributions are
likely to have effective impacts, and in turn, have higher expected incision rates. If the statistics
of force fluctuations can be determined, as well as suitable wear laws, probability density functions
of impact force can be combined with incision thresholds to determine average incision rates. In
other words, knowledge of the probability distribution of basal stress would allow one to develop
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a stochastic wear law analogous to stochastic models of long-term river incision and transport
[e.g., Tucker and Bras, 2000; Tucker, 2004; Lague et al., 2005; Molnar et al., 2006; Turowski, 2009;
DiBiase and Whipple, 2011].
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Figure 5.1: Schematic illustration of stochastic approach to bedrock incision by debris flows given
an incision threshold. Dashed line represents a distribution with a relatively small scale parameter
and hence low variability. Solid line represents a distribution with a relatively large scale parameter.
Impacts with magnitudes less than the threshold are non-erosive. As the spread of the distribution
increases, so does the cumulative probability of erosive impacts.
Laboratory experiments with granular material under various gravity-driven and shear-driven
flows [e.g., Howell et al., 1999; Longhi et al., 2002; Ferguson et al., 2004; Jalali et al., 2006; Gardel
et al., 2009; Kheiripour Langroudi et al., 2010] as well as calculations using discrete element mod-
els [e.g., Bardenhagen et al., 2000; Antony, 2000; O’Hern et al., 2001; Lois et al., 2007; Wang
and Zhou, 2010] have shown that probability density functions of measured impact force have an
exponential tail, and that these distributions commonly scale in a simple way with mean stress.
Exponentially distributed forces have also been measured at the base of static granular assemblies
[e.g., Liu et al., 1995; Radjai et al., 1999]. Some experiments, however, show significant deviations
from this exponential behavior. Corwin et al. [2005] showed that the force distribution above the
mean either decayed faster or more slowly than an exponential, depending on shear rate and flow
thickness. In laboratory experiments with an annular Couette cell, Jalali et al. [2006] found that
when monodispersed spheres where replaced with bidispersed spheres, distributions of stress fluc-
tuations under different vertical compressive loads no longer collapsed onto a single exponential
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distribution when normalized by the mean stress. Working with natural debris-flow mixtures in
a large rotating drum, Hsu [2010] found that forces greater than the mean decayed more slowly
than exponentially, and were best fit by a generalized Pareto distribution. These differences in
observed stress distributions, given departures from idealized monodispered material, raise some
questions. For example, what aspects of these experiments and simulations apply to full-scale de-
bris flows in natural settings? What is the stress distribution from natural debris-flow mixtures
flowing over realistic bed topography? How does this stress distribution change with different bulk
flow properties?
In this work we use a well-monitored natural debris-flow catchment to answer these questions
and to bridge the gap between experimental work and full-scale natural debris flows. We first
document the mechanisms by which bedrock is eroded by debris flows and the average rate at which
bedrock incision occurred over a four-year monitoring period. We then investigate characteristics
of these erosive debris flows, with particular emphasis on the basal normal stress. We present
measurements from five different flow events (15 September 2009, 12 June 2010, 28 June 2010, 26
July 2011, and 3 August 2011) and analyze these measurements in both the time and frequency
domain. We then combine all measurements to show how the statistics of basal stress can be
described by simple parametric distributions and how these distributions correlate with measurable
flow properties.
5.3 Field Site and Monitoring
Our field site is located at Chalk Cliffs, Colorado, USA, in a steep 0.3 km2 basin, adjacent to
the range-bounding Sawatch normal fault. Hydrothermally altered and fractured quartz monzonite
bedrock composes ∼60% of the basin area, while the other ∼40% is covered by sparsely vegetated
colluvium. Loose sediment is transported into the bedrock channels by dry-ravel and rockfall
processes, where it rapidly accumulates. This sediment is subsequently entrained by rainfall-related
surface-water runoff to form a debris flow [Coe et al., 2008]. A typical debris-flow event at Chalk
Cliffs consists of multiple fluid-poor, coarse-grained surge fronts separated by water-rich, inter-surge
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flow [McCoy et al., 2010, 2011]. Here we refer to the water-rich flows between surges as inter-surge
debris floods, or simply inter-surge flows. Flows with similar properties are sometimes referred to as
hyperconcentrated flows [e.g., Pierson, 2005] as well as debris floods [Hungr et al., 2001]. We refer
to the coarse-grained, fluid-poor surge fronts as granular surges and the entire event, composed of
both granular surges and inter-surge flow, as a debris-flow event. The grain size distribution of
sediment, for the < 5 cm fraction, has been characterized as ∼60% gravel, ∼35% sand ∼3% silt
and ∼2% clay, while the medians of the A, B, and C axes of the coarse fraction (> 5 cm) were
100 mm, 70 mm, and 40 mm, respectively [Coe et al., 2008; McCoy et al., 2012]. The grain size
distribution has remained relatively constant over samples from different years and from pre-and
post-flow deposits.
At Chalk Cliffs, debris flows occur one to five times per year. In order to study various debris-
flow processes we developed an automated sensor network that comprises three instrumented cross
sections (upper, middle and lower stations) [Coe et al., 2010; McCoy et al., 2011]. All instrumen-
tation to study basal stress is located at the upper station, which is ∼590 m downstream from the
drainage divide, and in a straight bedrock reach with an average local slope of 13 degrees (Figure
5.2). A more complete description of the geologic setting, debris-flow initiation mechanisms, char-
acteristics of measured events, and monitoring system has been given earlier work [Coe et al., 2008,
2010; McCoy et al., 2010, 2011, 2012].
5.3.1 Measuring Basal Stress and Flow Stage
We measured basal stress with a force plate cemented in the bedrock, with its top surface
flush to the surface of the bedrock channel (Figure 5.2a and b). The force plate consisted of a 2.54
cm thick metal plate, with surface dimensions of 15.24 cm by 15.24 cm (232 cm2), attached to a
Tovey Engineering SWS10 single-axis load cell and placed in a sealed enclosure. (Any use of trade,
product, or firm names is for descriptive purposes only and does not imply endorsement by the U.S.
government.) The load cell had a manufacturer-reported accuracy of ±25 N (±1100 Pa), though
in practice the accuracy was better than ±300 Pa. We sampled the force plate at 100 Hz up to
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2011 when we decreased the rate to 33 Hz for the 26 July 2011 event and to 50 Hz for the 3 August
2011 event. The in situ natural frequency of the force plate was 200-250 Hz, which was larger than
the rate we could feasibly sample using the automated system. Each individual measurement was
the result of a 250 µs analog integration of the signal, which means that each stress measurement
approximates a snapshot of the stress on the force plate surface.
We measured flow stage using a laser-stage sensor (sampled at 10 Hz) suspended ∼2 m above
the bedrock channel from an aluminum bridge (Figure 5.2), except in 2009 when an ultrasonic
distance meter was used. The datum for the stage measurements was the surface of the force plate.
Thus, when no bed sediment was covering the force plate flow stage equals bed-normal flow depth.
We measured bed-sediment height with an in situ erosion sensor described by McCoy et al. [2012].
This sensor allowed us to determine when the force plate was exposed to the base of a debris flow.
5.3.2 Measuring Incision Rates and Incision Process Due to Debris Flows
To determine the mechanisms by which bedrock was removed from the channel floor and walls,
we completed a field survey of the channel after each debris-flow event. In areas of exposed bedrock,
wear marks were classified as resulting from sliding, abrasion, impact fracturing, or plucking of
fracture-bounded blocks, in a manner similar to that described in Stock and Dietrich [2003, 2006].
We also classified wear marks on the initially smooth steel force plate.
We measured the incision rate averaged over approximately four years (May 2008 through
March 2012) using incision bolts installed in the bedrock channel floor. The bolts essentially provide
a record of the pre-flow channel surface; a similar design was used by Stock et al. [2005] to measure
fluvial bedrock incision. In the reach around the upper station, we installed thirteen expansion
bolts (130 mm long by 10 mm diameter) along the centerline of the bedrock channel (Figure 5.2).
Although we did not have the means to test bolt shear strength, manufacturers report maximum
strength at 25 kN, which is just larger than the largest normal force we measured over the much
larger force-plate area. After installation, we measured the length of exposed bolt. Due to the large
forces at the base of the monitored flows, the bolts were commonly bent over in the downstream
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Figure 5.2: Overview of monitored reach and instrumentation used at the upper station. (a)
Photograph looking upstream towards the instrument cross-section. Photograph was taken shortly
after the 26 July 2011 event removed all bed sediment. Person for scale. Colored dots indicate
average bedrock incision rate measured at each incision bolt. Inset: Photo sequence illustrating
how incision bolts were exhumed over the course of the study. (b) Photograph looking upstream
at the instrument cross-section. Location of force plate is boxed. Large rain gauge is 0.33 m tall.
(c) Photograph from the perspective of the stage sensors looking down onto the force plate, which
is 15.25 by 15.24 cm.
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direction as shown in Figure 5.2. At the end of the monitoring period, we measured the curvilinear
length of the bolt’s centerline from its head to the bedrock channel floor and took the difference
between the initial and final exposed lengths to calculate the total incision that occurred. Total
incision measurements must be considered a maximum, because we assume increases in exposed
bolt length were due only to incision of the surrounding bedrock, and were not a result of debris
flows simply pulling the bolt out of the bedrock. This assumption is reasonable given that we
tested the bolts and found them to be secure during periodic visits to the site during the four-year
monitoring period.
To get a sense of the rock compressive strength, we took ten Schmidt Hammer measurements
at each bolt location. No systematic trends were observed along the reach. The mean of the 130
measurements was 24 (on a unit-less scale from 10 to 100), while the range was 10 to 44, confirming
the weak, hydrothermally altered, and highly fractured nature of the rock. For comparison, chalk
can give readings of ∼ 20, whereas unweathered granite can give readings of ∼ 70 [Katz et al.,
2000].
5.3.3 Data Processing and Analysis
5.3.3.1 Basal Stress
Here we focus solely on data processing and analysis of the basal stress data. We first
converted raw force data to stress by dividing by the force plate area. To isolate the mean state of
stress, we used a low-pass 4th-order digital Butterworth filter with a cutoff frequency (the frequency
at which amplitude gain is
√
1/2) of 0.5 Hz. We applied the filter in both forward and backward
directions to get zero-phase shift, which effectively doubled the filter order. The filter produced no
ripple in the passband, ∼350 dB attenuation over the stopband, and a transition-band width of 0.2
Hz. As a result, filtering visibly smoothed the data, but did not remove changes in stress due to
the arrival of small surges because 0.5 Hz was a typical maximum frequency of sustained changes in
flow stage. To isolate the high-frequency fluctuating components of the stress signal (fluctuations
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much more rapid than fluctuations in stage), we applied a similar digital Butterworth filter, but
as a high-pass filter with a cutoff frequency of 5.0 Hz, which is an order of magnitude higher than
that used for the low-pass filter.
We analyzed how the stress data were distributed in the frequency domain and how these
spectra changed through time by generating a spectrogram of the stress time series. We first
filtered the data with a 0.5 Hz high-pass filter to remove the high spectral density associated with
low-frequency changes in flow depth. A moving Hamming window with a width of 128 points, and
window overlap of 50%, was used for the short-time Fourier transform. This window width resulted
in < 1 Hz resolution in the frequency domain. We report the power spectral density relative to the
mean of the medians of spectral density from all calculated spectrograms.
To quantify the number of large impulsive loading events due to granular impacts we calcu-
lated a time series of the number of large, short-duration deviations from the mean state of stress
per second. The short duration high-frequency components of the stress signal were isolated using
the 5 Hz high-pass filter described above. The current mean state of stress was determined using
the 0.5 Hz low-pass filter described above. The difference between these two components was the
instantaneous deviation from the mean state of stress due to impact-related short-duration stress
components. We set the threshold for stress excursions at 1.5 times the current mean stress. This
threshold was chosen because it cleanly separated times when the force plate was buried beneath
greater than 5 cm of bed sediment from times when the force plate was covered by less than 5 cm
of bed sediment [McCoy et al., 2012].
5.3.3.2 Basal Stress Statistics
We analyzed the statistics of measured basal stress to understand how the probability density
functions of stress changed across debris-flow events and with measurable flow properties. We first
separated the stress data into populations based on date of occurrence of each event, and then
removed all measurements that were made while the force plate was covered by bed sediment. A
single master population was also created by combining uncovered measurements from all events.
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We then binned the uncovered measurements into sub-populations based on flow properties. Mea-
surements were binned by instantaneous mean basal stress using the 0.5 Hz low-pass filtered stress
signal. Mean stress bin edges (0, 3, 6, 9, 30 kPa) were chosen to ensure that all bins contained
large populations (more than 1000 measurements). Stress measurements were also binned by flow
depth using the 10 Hz flow-stage time series linearly interpolated up to the sampling frequency of
the stress measurements. With bin edges at 0.0, 0.25, 0.5, 0.75, 1.0 m, the 0.75–1.0 m bin remained
empty for some events.
To investigate the role of flow composition, we also grouped measurements into granular-
surge and inter-surge debris-flood populations. We manually separated each event into these two
categories using the video footage taken at the upper station. Inter-surge debris-flood populations
were composed of measurements made during water-rich flows that lacked coarse particles on the
surface of the flow and were characterized by turbulence, waves, and splashes. Shallow flows that
transported thin sheets of granular material, approximately one grain diameter thick, were also
designated as inter-surge debris floods. Granular-surge populations only included measurements
made during times when a high concentration of coarse-grained particles (cobbles and boulders)
was present on the surface of the flow and the flow was many grain diameters deep.
Once the measurements for each event were separated into these populations, our goal was
to determine the best-fitting parametric probability distributions and to quantify how the esti-
mated parameters varied across different populations. Because no single parametric distribution
adequately captured the observed distributions of measurements below and above the mean stress,
we focused our efforts on data above the mean. We then estimated the parameters for a range
of distributions using maximum likelihood estimators (MLEs). Distributions investigated included
the exponential, Pareto or power law, generalized Pareto, gamma, Weibull, lognormal, and gener-
alized extreme value distributions. We evaluated the goodness of fit for each distribution based on
the chi-squared and ks statistics.
Based on initial trials with the various distributions listed above, we focus here on the Pareto,
the generalized Pareto, and the exponential distributions. We estimated distribution parameters
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based on data above a lower bound xmin, equal to the mean of a given population. The probability
density p(x) for a Pareto or power law distribution can be written as
p(x) =
(
α− 1
xmin
)(
x
xmin
)−α
, (5.1)
in which α is the shape parameter and xmin operates as the scale parameter [Clauset et al., 2009].
The corresponding mean EP and variance VP are
EP =
αxmin
(α− 1) , VP =
x2minα
(α− 1)2(α− 2) (5.2)
for α > 1 and for α > 2, respectively.
The probability density for the exponential distribution can be written as
p(x) =
1
µ
e
−(x−xmin)
µ , (5.3)
in which µ is the scale parameter and xmin is the location parameter. The mean and variance
are EE = xmin + µ and VE = µ
2. The probability density for the generalized Pareto distribution
(GPD) can be written as
p(x) =
(
1
µGPD
)(
1 + k
x− xmin
µGPD
)(−1− 1k )
for k 6= 0, (5.4)
in which k is the shape parameter, µGPD is the scale parameter, and xmin is the location or the
threshold parameter. If k = 0 then the density is simply described by equation 5.3 with µ = µGPD.
The corresponding mean EGPD and variance VGPD are
EGPD = xmin +
µGPD
(1− k) , VGPD =
µ2GPD
(1− k)2(1− 2k) (5.5)
for k < 1 and for k < 0.5, respectively [e.g., Castillo and Hadi, 1997]. The generalized Pareto
distribution has the advantage that it encompasses both the exponential (when k = 0) and the
Pareto (when k > 0). With k < 0 the distribution is bounded with a finite endpoint [e.g., Castillo
and Hadi, 1997]. The GPD is also, by extreme value theory, the limiting distribution for events
above a threshold [e.g., Willinger et al., 2004; Castillo et al., 2005; Alfarano and Lux, 2010].
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5.4 Results
During the monitoring period from May 2008 through March 2012, 15 debris-flow events
occurred. Of these 15 events, four flowed over bed sediment and did not scour bedrock. Seven
entrained all bed sediment at the upper station and spent some portion of the event directly
scouring bedrock, and four occurred days to weeks after a bedrock scouring event and hence spent
the entire event scouring bedrock. Our instruments recorded basal stress during five of these eleven
events that scoured bedrock. These events occurred on 15 September 2009, 12 June 2010, 28 June
2010, 26 July 2011, and 3 August 2011. Comparison of the flow-stage time series, which were
recorded during all 15 events, revealed that these five events had flow depths and durations typical
of all but the smallest events recorded at Chalk Cliffs. The continuous monitoring revealed that
no clear-water runoff events occurred during the monitoring period.
5.4.1 Bedrock Incision by Debris Flows
The post-event channel surveys indicated that the primary process by which bedrock was
removed from the channel floor was by plucking of fracture-bounded blocks and by point-load
impact fracturing of intact rock (Figure 5.3). Bedrock reaches lacked any fine-scale features such as
flutes or potholes that are typical of fluvial abrasion. Plucked blocks encompassed a range of sizes,
but were typically of centimeter-scale thickness (Figure 5.3). Evidence for prominent wear due to
sliding, such as long grooves and gashes, was not commonly found on bedrock surfaces. After a
single debris-flow event the initially polished force-plate surface was roughened by millimeter-scale
divots and scratches. These fine-scale wear marks gave the force plate the sparkly appearance
especially apparent in Figure 5.3f. Superimposed on this roughened surface, were larger and deeper
pockmarks indicative of large point loads (Figure 5.3e and f), though a few prominent gashes
indicated that some particle-plate contacts did have a component of sliding.
Incision bolt measurements demonstrated that, on average, 45 mm of incision occurred over
the four-year monitoring period, which gives an average bedrock incision rate of ∼11 mm yr−1.
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Figure 5.3: Photographs depicting bedrock incision and common wear features (highlighted within
dashed regions) observed after monitored debris-flow events. Downstream is towards the bottom
of the photos. (a) Bedrock channel floor with many surface-parallel fractures, along which tabular
blocks were removed. (b) Decimeter-sized blocks removed by plucking and impact fracturing of
intact bedrock. (c) Incision of centimeter-scale tabular blocks. (d) Abrasion wear and removal of
centimeter-scale tabular block. (e) Force plate surface after the 15 September 2009 event. Note
predominance of point load impact marks and the less common grooves due to contacts with
components of sliding. (f) Force plate surface after the 26 July 2011 event. Force plate cover was
replaced before these two debris-flow events, so all wear marks derive from a single event.
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Along the study reach there was some spatial variability in incision rate with a range of 10–16
mm yr−1 (Figure 5.2a). Of the 13 bolts originally installed, four bolts were missing and could not
be used to measure incision rates. All bolts that remained were tightly in place and none of the
expansion sleeves that give the bolt its holding strength were exposed.
5.4.2 Basal Stress Time Series
Basal stress measurements had a very different character when the force plate was covered
with static bed sediment compared to when it was free of sediment. This difference is exemplified
by the event on 12 June 2010, which is shown in Figure 5.4. Other events for which basal stress was
measured are shown in the auxiliary material. When the force plate was covered by sediment, no
significant fluctuations about the mean state of stress were measured (Figure 5.4), the magnitude
of high-frequency stress components was not much larger than measurement uncertainty (Figure
5.4b), and there was little spectral density above 0.5 Hz (Figure 5.4c). Given that the bed sediment
acted as a very effective low-pass filter, shielding the bed from all high-frequency, impact-related
stress components, we focus only on the measurements made while the force plate was exposed to
the base of the flow.
When the force plate was exposed to the base of the flow, stress measurements revealed
much richer behavior in the time and frequency domains. Figure 5.5 concatenates data from all
five events, for periods during which the force plate was not covered by bed sediment. The results
demonstrate that the stress signal was characterized by a significant fluctuating component about
mean stress, which often had a magnitude many times the concurrent mean stress (Figure 5.5b).
The spectrogram shows a broad band of slightly higher spectral density in the frequency range
of 0.5 Hz (the lowest passed frequency) to approximately 10 Hz, which occasionally expands as
high as 20 Hz (Figure 5.5c). Superimposed on this broad band of spectral density are instances
when the entire measured frequency band saturates with high spectral density. This is the spectral
signature of a large impulse [Percival and Walden, 1993] and is more apparent on plots that span a
shorter time window (Figure 5.4c). Bins with uniform spectral density across all frequencies align
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Figure 5.4: Time series data 12 June 2010 showing 5-minute time-slice measured at the upper
station. Thick magenta bars along upper x-axis demarcate times when visually distinct granular
surges were present. Bed sediment height is plotted on the right y-axis in b-d. (a) Unfiltered total
normal basal stress σ overlain by the low-frequency component of σ isolated with a 0.5 Hz low-pass
filter, LPF(σ). Note that large excursions in the raw data are truncated. Stress axis is scaled such
that stage and smoothed stress superpose when ρ = 2000 kg m−3. (b) Fluctuating component of
σ isolated using a high-pass filter with a cutoff frequency of 5 Hz, HPF(σ), overlain by the results
of a 0.5 Hz low-pass filter. Large-magnitude, high-frequency components are generally damped by
sediment depths > 5 cm. (c) Spectrogram of total normal basal stress. Color scale in decibels
represents the spectral density relative to the mean of the medians of spectral density from all
calculated spectrograms. (d) Number of stress deviations per second that are > 1.5 times the
current mean stress in a moving 1-s wide moving window.
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with large positive deviations from the mean stress. These large fluctuations generally elevated the
measured stress for only a single measurement, and were measured between one and six times per
second (Figure 5.4d). Changes in bulk flow properties occurred much more slowly and persisted
over longer durations, which eliminates them as a cause of these short-duration, large-magnitude
fluctuations. But the specific particle-bed interactions responsible are difficult to determine because
the number of particle interactions the force plate measures at any one instant could range from
hundreds of particles, if all particles were approximately equal to the measured D50 of the bed
sediment, to single particle when a large boulder interacts with the force plate.
Although granular surges were visually distinct from inter-surge debris floods, their basal-
stress spectra shared similar characteristics (Figures 5.6 and 5.7). Granular-surge fronts commonly
had distinct rapid increases in both stage and stress that were more persistent than a single fluctua-
tion, but the timing of the transition from granular surge to watery inter-surge flow was difficult to
determine by these non-visual methods (Figure 5.7a and b). Less distinct was the spectrogram for
each flow type (Figure 5.7c). Both flow types exhibited instances in which the measured frequency
band was saturated by a large impulsive event, as well as a similar broad band of slightly higher
spectral density from 0.5 Hz to approximately 15 Hz.
5.4.3 Influence Of Bed Topography On Basal Stress
When bed sediment was smoothly graded over bedrock bedforms and the force plate, the
mean basal stress due to an overriding debris flow scaled nearly linearly with flow depth (Figure 5.8
and 5.9), as expected if the stress state were approximately lithostatic (i.e., σf = σ−σs = ρgh cos(θ)
in which σf is the total normal stress at the base of a flow, σ is the total normal stress measured
by the force plate, σs is the total normal stress due to the bed sediment, g is the gravitational
acceleration, h is the bed-normal flow height, ρ is the wet bulk density of flow, and θis the bed
inclination). Bulk flow densities calculated from these measurements made while the force plate
was covered ranged from 1500–2100 kg m−3 regardless if densities were found from linear regression
of the covered data in Figure 5.9 (i.e., event averaged density) or by calculating the instantaneous
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A
B
Figure 5.6: Representative examples from 12 June 2010 demonstrate visual distinction between
fluid-poor, coarse-grained granular surges and intervening fluid-rich debris floods. (a) Image from
video footage of a granular surge approaching the upper station. Red circle encloses 0.33 m tall
rain gauge. Aluminum bridge that spans the channel is 6.1 m long. (b) Image from video footage
of water-rich, inter-surge debris flood.
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spectrogram. Color scale is the same as Figure 5.4
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value ρ = σf/(gh cos(θ)). Once all bed sediment had been entrained by the flow and bedrock
bedforms were exposed, a linear relationship between basal stress, and flow depth was not always
observed and calculated densities ranged from 500–3000 kg m−3 (Figure 5.9). The inconsistent
relationship between stress and flow depth when bedrock bedforms were exposed was not the result
of the fluctuating stress component. The mean stress data shown in Figure 5.9 resulted from
binning stress measurements for an entire event by flow depth (bin edges 0.0, 0.25, 0.5, 0.75, 1.0
m) and then taking the mean of each bin, which would average out any effect of the fluctuating
stress component. For certain events, and at lower flow depths, the observed mean stress was up
to 2 times greater than that expected from σf = ρgh cos(θ) with ρ = 1800, while at higher flow
depths the observed mean stress was up to 3 times smaller (Figure 5.9). The persistent nature
of disproportionately large or small values of mean basal stress relative to flow depth can also be
observed in the time series data during times with exposed bedrock (Figure 5.4a, 5.5a, and auxiliary
material).
The appearance of anomalously large and small mean stress values was coincident with expo-
sure of the bedrock channel floor. Although the monitored reach at the upper station was selected
for its particularly smooth bedrock character (Figure 5.2a), a close look (Figure 5.2b) reveals subtle
meter-scale bedforms, as well as centimeter-scale ledges surrounding the force plate. Video footage
revealed that when a flow encountered these features persistent dynamics in the form of standing
waves and jets developed. Video footage also documented that the location of the standing waves
and jets relative to the force plate changed as a function of flow depth. Thus, depending on the
flow depth, these flow features either increased or decreased the mean stress by locally redirecting
some fraction of the down-channel flow momentum normally incident to, or away from, the force
plate.
5.4.4 Statistics of Basal Normal Stress
Basal stress probability density functions (pdfs) for each measured debris-flow event were
right skewed and generally decayed more slowly than exponentially (Figure 5.10). We focus on
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Figure 5.8: Examples of three debris-flow events from Chalk Cliffs in which basal stress is tightly
correlated with bulk flow properties of stage and density. Stage (light line) and basal stress (dark
line) smoothed with a low-pass filter (LPF) from events during which graded bed sediment covered
meter- and cm-scale bedrock bedforms. Stress axis is scaled such that stage and stress superpose
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(a) 2 June 2009. (b) 6 September 2009. (c) Early stages of 12 June 2010.
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Figure 5.9: Mean basal stress as a function of flow depth. Densities that result in the best linear
fit to the data, when the fit is forced through the origin, are reported in the legend in units of kg
m−3. Open symbols denote events in which the force plate was covered by static bed sediment.
Filled symbols denote events in which the force plate and bed forms were exposed. Note the lack
of linear scaling of stress with flow depth and the unrealistic flow densities inferred by assuming a
lithostatic stress state for many of the measurements made while rough bedrock bed topography
was exposed.
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the portion of the pdf that contains values above the mean; we will refer to this portion as the
distribution’s tail. No single parametric distribution resulted in the best fit across all events, but
the Pareto distribution was best fit for three out of five (Figure 5.10). Estimates of the Pareto shape
parameter αˆ ranged from 3.4–4.5 (here and elsewhereˆdenotes estimated parameter values). This
indicates that the mean and variance of the distributions are well-defined, and that the distributions
are not heavy tailed. When all events were combined into a single master population, the generalized
Pareto distribution provided the best fit.
When the stress measurements in each granular surge and inter-surge population were scaled
by the respective population mean, the pdfs of stress measurements for each flow type formed similar
distributions (Figure 5.11). When all individual granular surge populations were grouped into a
single master population and compared with the corresponding inter-surge master population,
striking similarities were observed (Figure 5.11d). Despite their obvious visual distinction from
surface flow characteristics, granular surges and inter-surge debris floods appeared to have very
similar basal stress statistics and hence were not treated separately in the remainder of the analysis.
When raw stress measurements were binned by contemporaneous mean basal stress, the
spread of stress magnitudes in each bin increased linearly as a function of mean stress. Distribu-
tions for each mean-stress bin were again right skewed and generally decayed more slowly than
exponentially (Figure 5.12). When each stress measurement was normalized by the corresponding
bin mean, distributions from each mean-stress bin collapsed towards a single common distribution
(Figure 5.12d). Such a collapse indicates that the fluctuating component responsible for the ob-
served variability of stress scales with the mean stress. Figure 5.13 plots the estimated distribution
parameters for each mean-stress bin, for each event. From this figure it is evident that the estimated
scale parameters for the exponential µˆ and generalized Pareto distributions µˆGPD increase linearly
as a function of mean basal stress (Figure 5.13a and c). Because the scale parameter determines
the spread of the distribution, variability clearly increases with mean stress. Recall that the scale
parameter for the Pareto distribution is xmin, which by definition equals the population mean. The
estimated parameters αˆ and kˆ that determine the shape of both the Pareto and generalized Pareto
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Figure 5.10: Probability density functions of total normal basal stress σ measurements made while
the force plate was free of bed sediment for each event. Lines show parametric distributions for
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distributions remain relatively constant and show no robust trend with increasing mean stress (Fig-
ure 5.13b and d). The exponential distribution by definition has a constant shape. Given these
trends in the shape and scale parameters, equations 5.2 and 5.5 make clear the linear scaling of
the mean and standard deviation with the scale parameter. Thus, as the mean stress is increased,
the distribution simply stretches to accommodate the increasing mean and dispersion about that
mean, but does not significantly change shape (Figure 5.12). Again, no single distribution was best
fit in all cases, but the Pareto fit best for over 50% of the mean-stress bins.
When stress measurements were binned by flow depth, the results were similar to those found
when stress was binned by mean basal stress. That is, the scale parameters increased linearly with
flow depth, while shape parameters remained relatively constant (Figure 5.14), which indicates
that the mean and standard deviation of basal stress scale linearly with flow depth. We attribute
the much broader range of estimated parameter values in each flow-depth bin to the fact that flow
depth is an imperfect predictor of mean basal stress when persistent accelerations are incited by
rough bed topography.
5.5 Discussion
5.5.1 Debris Flows as Effective Geomorphic Agents
Over the course of four years we measured average bedrock incision rates of ∼1 cm yr−1.
Through the use of continuous-automated monitoring we can attribute these incision rates to scour
of the bedrock channel by debris flows and debris floods. Our observations add to the mounting
evidence that debris flows are not only effective in entraining loose channel sediment, but also at
eroding bedrock. These data also support the hypothesis proposed by Stock and Dietrich [2006]
that impact-related wear during the passage of a debris flow can play a primary role in eroding
bedrock in steep valleys. The alternative hypothesis that the rate of bedrock lowering in these steep
valleys is directly controlled by chemical and physical weathering processes that break down intact
bedrock seems less likely, at least in catchments similar to Chalk Cliffs. Sparks et al. [1997] and
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Calder et al. [2000] also report significant bedrock incision, up to 0.3 m locally, following a single
pyroclastic flow, which in many ways are closely related to debris flows. Bedrock incision in this
flow occurred by similar impact-related mechanisms as evidenced by ubiquitous percussion marks,
but in contrast to our observations, prevalent striations, up to a few meters in length, indicate
contacts commonly had a significant sliding component [Sparks et al., 1997]. In total, all these
observations seem to confirm that debris flows are effective geomorphic agents that erode bedrock
via granular-impacts and that debris flows must be considered to understand steepland evolution.
Bedrock incision rates as high as ∼1 cm yr−1 are well above sustainable long-term rates. If
our assumption that all new bolt exposure results only from rock removal is not valid, the high
incision rates would be an artifact and the true incision rate would be some fraction of the reported
maximum. Another interpretation is that modern incision rates are indeed high. This latter case
seems possible given the ubiquity of fresh bedrock incision features after each event, the extremely
high frequency of events that are evacuating large quantities of stored sediment, and the high
effectiveness of flows in plucking the fractured and weak bedrock. If the high rates are accepted
as accurate, the interesting question then becomes what aspects of the modern climate and basin
geology drive such rates and what in the past has checked these rates to preserve the ∼500 m of
basin relief?
5.5.2 Basal Stress Due to Debris Flows
The stress measured at the sediment-bedrock interface changed dramatically as the thickness
of static bed sediment covering the force plate was eroded to less than 5 cm (Figure 5.4). When
the force plate was covered, no significant fluctuations about the mean stress were observed and
the stress signal was composed of frequencies no larger than that characteristic of rapid changes in
flow depth. Once the force plate was exposed to the base of the flow, the stress signal had large-
magnitude fluctuations about the mean stress (Figure 5.4 and 5.5). The magnitudes of these large
fluctuations were composed almost exclusively by high-frequency components (> 5 Hz), frequencies
much higher than concurrent fluctuations in flow depth and flow density. The high-frequency
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nature of the large-magnitude fluctuations indicates that they resulted from grain-scale momentum
exchange processes operating within the flow. These grain-scale processes are likely particle-bed
collisions, particle clusters interacting with the bed (i.e., force chains), as well as more persistent
particle-bed contacts such as rolling, as observed at the flow front in video recordings, or in various
experiments and simulations of granular flows [e.g., Drake, 1991; Silbert et al., 2001]. A sediment
thickness of ∼ 5 cm was sufficient to dissipate all but the largest of these fluctuations. These
measurements provide direct instrumental evidence that only a very thin layer of loose sediment is
needed to shield the bed from damaging impacts and confirms hypotheses of workers from Gilbert
[1877] to Sklar and Dietrich [2004] that thin bed cover negates the effectiveness of particle impacts
in damaging subjacent bedrock.
Frequency-domain characteristics of stress measurements made while the force plate was free
of static bed sediment share similarities to those of seismic waves others have measured during debris
flows. The stress spectrograms revealed a broad band of higher spectral density from 0.5 to ∼20
Hz (Figure 5.5c) which was often punctuated by high-density ”spikes”, that were more uniformly
distributed across the measured frequency range (Figures 5.4c and 5.7c). Ground vibrations with
frequencies in the range of 10–100 Hz are commonly measured during the passage of a debris flow
[Huang et al., 2007, and references therein]. During a debris-flow event in the Himalayas, Burtin
et al. [2009] found that the spectral density saturated over the measured frequency range of 2–22
Hz. In a closely related pyroclastic flow, De Angelis et al. [2007] measured peak energy across
the 1–25 Hz frequency band. Accepting that many factors can affect the measured seismic signal
(e.g., distance from source to sensor or substrate characteristics), the broad consistency between
the frequency characteristics of flow-bed momentum transfer and the frequency characteristics
of measurable seismic waves is promising because it indicates seismic waves do encode valuable
information about flow dynamics. Given the relative ease of measuring seismic waves, as opposed
to the direct force that generated them, seismic studies could offer increased opportunities to study
debris-flow processes quantitatively.
Although ground vibrations caused by other surface processes can have similar peak frequen-
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cies the power in a particular frequency range can be distinct. For example, snow avalanches have
peak spectral density from 5–15 Hz [e.g., Surinach et al., 2000], rockslides tend to have higher spec-
tral density at frequencies less than 5 Hz [Dammeier et al., 2011, and references therein], whereas
fluvial sediment transport can have peak spectral density at frequencies that span a broad range
from 3–30 Hz [Burtin et al., 2011, 2008]. But Burtin et al. [2008] showed that even though both
debris flows and fluvial sediment transport share similar frequency space, the analyzed debris-
flow event had distinctly higher seismic energy. Thus, understanding the range of forces likely to
generate the observed seismic waves, and how these change across surface processes is critical.
Rough bedrock topography consisting of centimeter-scale ledges and meter-scale bedrock
bedforms caused flow features (standing waves and jets) that locally perturbed the mean stress
from that expected by the bed normal weight of the flow. Mean stresses two times larger and
three times smaller than the expected lithostatic value were observed. Whether the mean stress
was enhanced or suppressed relative to the expected lithostatic value depended on the location
of dynamic flow features relative to the force plate. Iverson et al. [2010] also measured stress
enhancement of two to three times the expected lithostatic values when large-scale experimental
debris flows overrode 5 mm gaps in the otherwise smooth flume bed. These gaps were located 0.18
m upstream of their force plates. When flows encountered these gaps, small standing waves formed
that locally enhanced the normal basal stress by redirecting down-channel flow momentum normal
to the force plate [Iverson et al., 2010]. This mechanism for local and persistent enhancement
of the mean stress matches well with our observations from natural debris flows. In total, these
observations indicate that flow dynamics caused by bed topography can change mean basal stress
significantly. In fact, changing the mean stress by a factor of three exceeds that attainable through
extreme changes in flow density and requires large changes in flow depth.
5.5.3 Granular Surges Versus Inter-Surge Debris Floods
Stress distributions for both inter-surge flow and granular-surge populations collapsed towards
the same distribution, when measurements were scaled by the corresponding mean stress (Figure
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5.11). The similarity in distributions, once the effect of different mean stresses was removed, is
surprising. Granular surges had densities around 2000 kg m−3 and grain sizes visible on the surface
were distinctly coarse grained. In contrast, inter-surge flows had a large component of water,
densities generally ranged between 1300–1700 kg m−3, and coarse-grained material was absent on
the surface of the flows. Knowing that the impact force of a single grain scales as the grain diameter
cubed, one might expect the distribution of basal stress to reflect the grain size distribution of the
flow. Recent experiments conducted by Hsu [2010] in a large rotating drum filled with sediment
characteristic of debris flows confirm this idea. As the grain size distribution was broadened to
include larger and larger grain sizes, kˆ also increased, indicating an increased probability of larger
impacts. In contrast to the strong effect of the grain size distribution on measured basal stress
distributions, Hsu [2010] found that the variance of basal stress was only weakly affected by changes
in interstitial fluid viscosity, even when viscosity ranged over four orders of magnitude.
Even if the viscosity of the interstitial fluid plays a small role in determining the distribution
of basal stress in flowing debris flow mixtures, why do the distributions we measured for granular
surges and inter-surge flows appear similar? One hypothesis to explain these observations is that
the dominant mechanism by which momentum is exchanged from the flow to the bed is similar for
both granular surges and inter-surge flow and that the grain size distribution impacting the channel
bed is actually similar across flow types.
Granular-surges transfer momentum to the bed primarily through particle-bed interactions
such as impacts and rolling. Hydrodynamically-driven bedload transfers momentum to the bed
through very similar particle-bed interactions [Gao, 2008]. At high transport stages, uninterrupted
bedload saltation gives way to stratified flow that is commonly called sheet flow (not to be confused
with overland sheet flow); a basal flowing layer of grains, multiple grain diameters thick, with
concentrations that approach those of granular flows [e.g., Hanes and Bowen, 1985; Asano, 1992;
Sumer et al., 1996; Gao, 2008]. Uninterrupted saltation may take place on top of the basal flowing
layer [Gao, 2008]. Although fluid drag and buoyancy forces clearly play an important role in
mobilizing the bedload layer, within the layer itself, grains are supported primarily through particle-
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particle interactions, as is typical in granular flows. In fact, accurate simulations of sheet flow use
the same equations to model the basal flowing layer as are commonly used for rapid granular
flows [e.g., Hanes and Bowen, 1985; Drake and Calantoni, 2001; Hsu et al., 2004] and properties
of the dense flowing layer, such as the velocity profile, match those of granular flows [Armanini
et al., 2005; Larcher et al., 2007]. Based on field observations, other workers have hypothesized
that bedload layers do indeed reach such high concentrations that the flow vertically stratifies into
a granular flow submerged beneath a lower density near-surface flow [ e.g., Scott and Gravlee,
1968; Cronin et al., 2000; Manville et al., 2000; Manville and White, 2003]. Thus, a scenario in
which we observe splashes and turbulence in the watery, near-surface flow, yet the force plate
only observes the submerged coarse-grained granular flow, seems to explain our observations and
measurements during inter-surge flows. If such a scenario is accurate, it seems that despite the clear
visual distinction of surface flow properties, both flows transport similar grain size distributions
and transfer momentum to the bed via similar grain-scale dynamics.
In a recent paper, McCoy et al. [2012] showed that the rate of bed-sediment entrainment
was quite steady over the course of a debris-flow event, even though some portions of event were
dominated by granular surges, and others were dominated by inter-surge debris floods. Similarity in
basal stress distributions between these visually distinct flows might help explain these observations.
In addition, similarity in the stress distributions for granular surges and inter-surge debris floods
implies that in steep headwaters where high transport stages are expected, significant bedrock
incision likely occurs throughout a debris-flow event and is not limited to the coarse-grain surge
front.
5.5.4 Statistics of Basal Stress
The distribution that most consistently had the lowest chi-squared statistic, for basal stress
measurements greater than the population mean, was the Pareto distribution. In rotating drum
experiments with natural debris-flow mixtures, Hsu [2010] also found that distributions of basal
force were well described by a generalized Pareto distribution. Although the stress distributions
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were not heavy tailed, they were characterized by large variability as indicated by the presence of
fluctuations an order of magnitude larger than the concurrent mean stress (Figures 5.10 and 5.12).
In contrast to our results, laboratory experiments and simulations with monodisperse granular
flows find that contact forces in the tail are less variable and are distributed exponentially [e.g.,
Howell et al., 1999; Longhi et al., 2002; Ferguson et al., 2004; Jalali et al., 2006; Gardel et al., 2009;
Kheiripour Langroudi et al., 2010; Bardenhagen et al., 2000; Antony, 2000; O’Hern et al., 2001;
Lois et al., 2007; Wang and Zhou, 2010]. It is known that a mixture of exponential distributions
with different scale parameters can result in a Pareto distribution [e.g., Feldmann and Whitt, 1998;
Willinger et al., 2004; Sornette, 2004; Stumpf and Porter, 2012]. Such a case is illustrated in Figure
5.15, in which three synthetic populations of varying size were generated from an exponential
distribution with an increasing scale parameter, and then combined to form a new distribution
that is described by a Pareto distribution. Thus, one explanation for the discrepancy between
experiments with idealized mixtures and our measurements from natural mixtures with broad
grain size distributions is that we have effectively sampled multiple exponential distributions and
combined them to create the observed Pareto distributions. Drum experiments conducted by Hsu
[2010], in which she had tight control over the grain size distribution, provide some support for
this idea. If a narrow grain size distribution was used, as the D50 of the grain size distribution
increased from 4 mm to 21 mm, so did the scale parameter µˆGPD estimated from measurements
of basal stress, but the estimated shape parameter kˆ remained small (∼-0.1) and nearly constant.
A generalized Pareto distribution with kˆ near zero is approximately an exponential distribution.
Yet, when the various narrow grain size distributions were combined, in different proportions, to
form a wide grain size distribution characteristic of natural debris-flow mixtures, kˆ estimated from
the basal stress measurements was much larger and positive, indicating Pareto-type distributions.
Regardless of whether the mixing of different exponential distributions is the exact mechanism by
which variability is introduced into measurements of basal stress, it seems that large variability
and significant probability of impact stresses larger than the mean characterize flowing natural
mixtures.
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Figure 5.15: Probability density functions for populations drawn from an exponential distribution
with different scale parameters (open symbols) compared to the pdf for the population composed
of a mixture of the plotted exponential distributions (filled symbols). Pareto distribution with
parameters estimated from the mixture population is plotted with solid line.
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Variability in the magnitude of the fluctuating basal stress component increased with mean
basal stress (Figure 5.12). Thus, as the mean stress increased, the stress distribution broadened,
and as a result, the likelihood of a large magnitude stress fluctuation also increased. Figure 5.1
portrays this behavior schematically with the addition of an incision threshold in order to highlight
that flows with large mean stresses, and hence flows with large stress variability, will be more erosive
due to the higher frequency of erosive impacts.
In contrast to the linearly increasing distribution spread (i.e., scale parameter) with mean
stress, distribution shapes showed no systematic trend with mean stress and remained relatively
constant when averaged over all debris-flow events (Figure 5.13). For mixtures characteristic of
natural debris flows, Hsu [2010] found that distribution shape was largely controlled by the grain
size distribution of the flow. Specifically, the generalized Pareto shape parameter kˆ increased with
increasing D84 from a minimum of ∼ 0 up to ∼ 0.5. The grain size distribution in the natural debris
flows we measured was simply a function of sediment available in the basin, which, as explained
above, remained relatively constant over the monitoring period, and across sampling locations. If
basal stress distribution shape is set by the flow’s grain size distribution, the relatively constant
kˆ values we found when all data were amalgamated imply that there might be a characteristic
distribution shape for a given catchment, while the spread in kˆ observed across events would be
the result of different flows having slightly different grain size distributions. If distribution shape is
primarily a function of the grain size distribution, which is fixed by debris available in a catchment,
the remaining scale parameter in the Pareto distribution is only a function of the population mean
(equation 5.2). This implies that if the mean state of stress can be estimated, as it generally can
when bed topographic effects are minimal, then the entire distribution of stress due to the inherent
fluctuating component can be estimated as well.
5.6 Summary and Conclusions
Debris flows are effective geomorphic agents that not only entrain and transport sediment
in steep valleys, but also erode bedrock. When averaged over a 4-year monitoring period, bedrock
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incision rates resulting from debris-flow scour at the Chalk Cliffs monitoring site were up to ∼1
cm per year. Such high bedrock incision rates were likely facilitated by particular basin charac-
teristics: frequent debris-flow events that directly scour bedrock; high debris production rates and
large quantities of coarse-grained sediment stored on hill slopes to sustain the high rate of debris-
flow occurrence through time; and extremely fractured bedrock susceptible to incision by plucking
fracture-bounded blocks. High bedrock incision rates due to debris-flow scour might be expected
in other steeplands that share some of these characteristics.
The basal stress during these erosive debris-flow events had a large-magnitude, high-frequency
fluctuating component. This fluctuating component was the result of grain-scale processes and
particle-bed impacts, not fluctuations in bulk flow properties. Across all monitored events, a broad
band of spectral density from 0.5–20 Hz was observed, superimposed with instances during which
the measured frequency band completely saturated with high spectral density. If >5 centimeters
of bed sediment covered the force plate, no fluctuating component was measured, indicating that a
thin layer of bed sediment can act as a very effective low-pass filter, shielding the bed from erosive
particle impacts.
Pareto distributions most consistently described the large variability in basal stress that
resulted from the fluctuating component. Although variability was large and stress fluctuations over
an order of magnitude larger than the concurrent mean stress were observed, distributions always
had well defined means and variances. Probability density declined more slowly than exponentially
with increasing stress, which contrasts with the exponential behavior found in many simulations
and experiments using idealized (often monodisperse) mixtures and highlights that caution must
be taken when applying results from highly idealized experiments to natural debris flows. Our
measurements demonstrate that natural debris-flow mixtures with wide grain size distributions
have much broader distributions of basal stress and thus, are more likely to have a higher frequency
of erosive impacts than predicted from experiments with monodispersed mixtures.
Variability in basal stress that resulted from the fluctuating component increased with in-
creasing mean stress. The erosive potential of a debris flow will increase nonlinearly as a function of
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mean stress because in addition to the increase in mean stress, both the spread and the frequency
of large-magnitude erosive impacts increases as well. The shape of the estimated distribution re-
mained relatively constant across events indicating that there might be a characteristic distribution
shape for the monitored basin. The shape is likely set by the grain size of available debris. If partic-
ular rock types only produce small particles with a narrow distribution, the probability of effective
impacts could dramatically decrease and with it the incision rate. If there is a characteristic distri-
bution shape that is set by the grain size of entrainable debris, the Pareto distribution effectively
becomes a single-parameter distribution. The value of this single parameter is simply equal to the
mean stress. Thus, the full distribution of impact stresses responsible for incision during a debris
flow can be determined from more readily predictable bulk flow properties.
Bedrock topography, which included subtle meter-scale bed forms and centimeter-scale ledges,
incited persistent flow features such as standing waves and jets. As a result of these flow dynamics,
the mean basal stress often deviated from that expected from the bed normal component of flow
weight per unit area by up to a factor of three. Although the mean basal stress is commonly
assumed to be the bed normal component of flow weight per unit area, these results highlight that
care must be taken when predicting mean basal stress because topographic effects can play as large
a role as variations in flow depth and density.
Despite their obvious visual distinction from surface flow characteristics, granular surges
and inter-surge debris floods appear to have a very similar basal stress signature. Inter-surge
debris floods have similar frequency domain characteristics, as well as, similarly-broad basal stress
distributions. As a result, high erosive potential is not strictly limited to the visually coarse-grained
surge front. Rather, in steep channels, high erosive potential it is likely present during the majority
of a debris-flow event as well as during sediment charged debris floods and hyperconcentrated flows
that lack distinctly coarse-grained particles on the surface of the flow. Such similarity in basal
stress distributions across flow types might considerably simplify theoretical treatments of steep
valley evolution because it might not be necessary to treat flow-bed interaction differently for debris
flows, debris floods, and hyperconcentrated flows. In total, these results indicate that debris flows
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and debris floods are important agents of landscape change and help move us closer to a defensible
stochastic approach to steepland evolution by debris flows.
5.7 Notation
ˆ denotes estimated parameter.
D50 median grain size diameter, m.
EE exponential distribution mean, Pa.
EGPD generalized Pareto distribution mean, Pa.
EP Pareto distribution mean, Pa.
g gravitational acceleration, m/s2.
h bed-normal flow height, m.
k, kˆ generalized Pareto distribution shape parameter.
p(x) probability density of x.
VE exponential distribution variance, Pa
2.
VGPD generalized Pareto distribution variance, Pa
2.
VP Pareto distribution variance, Pa
2.
x random variable.
xmin lower bound of estimated distributions, also Pareto scale parameter, Pa.
α, αˆ Pareto shape parameter.
θ bed inclination, degrees.
µ, µˆ exponential distribution scale parameter, Pa.
µGPD, µˆGPD generalized Pareto distribution scale parameter, Pa.
ρ wet bulk density of flow, kg/m3.
σ total normal basal stress at the bedrock interface, Pa.
σf total normal stress at the base of a flow, Pa.
σs total normal stress due to the bed sediment, Pa.
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5.9 Auxiliary Material
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Figure 5.16: Time series data 15 September 2009. 15-minute time-slice measured at the upper
station. Panels detailed in Figure 4 caption in the main paper.
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Figure 5.17: Time series data 28 June 2010. 20-minute time slice measured at the upper station.
Panels detailed in Figure 4 caption in the main paper.
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Figure 5.18: Time series data 26 July 2011. 5-minute time slice measured at the upper station.
Panels detailed in Figure 4 caption in the main paper.
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Figure 5.19: Time series data 3 August 2011. 10-minute time slice measured at the upper station.
Panels detailed in Figure 4 caption in the main paper.
Chapter 6
Bedrock Erosion by Granular Flows: Insight From Discrete Element
Simulations
Scott W. McCoy and Gregory E. Tucker
168
6.1 Abstract
Steep valleys are ubiquitous in mountainous terrain. There is mounting evidence that episodic
scour by debris flows is a significant transport and erosional process in this portion of the landscape.
Yet there is no agreed upon mechanical framework to describe how debris flows erode bedrock to
incise dramatic ridge-valley topography. We use grain-scale numerical modeling (discrete element
method simulations) of free-surface, gravity-driven granular flows to investigate interactions be-
tween the flow and the subjacent bed and to quantify how changes in channel or flow properties
(such as, channel slope, flow depth, and grain size) influence the erosive potential of a flow. We find
that there is a large range of slopes over which steady flow is possible. Over this range of slopes,
an increasing input of energy as the channel steepens is compensated by an increase in energy
dissipated within the flow and into the bed through inelastic and frictional contacts. Large changes
in flow properties are observed as slopes increase beyond that at which the material is stable. Most
important for bed erosion is the development of a nonlinear velocity profile and a shift of the point
of maximum shear rate from the near surface down to the flow-bed interface with increasing slope.
Erosion rate, which scales as the product of impact energy and impact flux, increases as a nonlinear
function of slope. Bed impact flux is largely decoupled from the downstream flux of particles and is
a linearly decreasing function of slope once slope increases beyond a threshold value. The nonlinear
dependence of erosion rate on channel slope observed in the grain-scale modeling matches well the
nonlinear dependence of millennial-scale erosion rates on mean channel slope in the debris-flow
dominated portion of the drainage network in the San Gabriel Mountains. These simulations illu-
minate the link between granular mechanics, scaling behavior, and field-measurable properties, and
this in turn provides elements needed to formulate a mechanical theory for impact wear by debris
flows.
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6.2 Introduction
As debris flows transit steep valleys they can entrain loose sediment and erode bedrock from
valley floors and walls [e.g., Figure 1, Dietrich and Dunne, 1978; Benda, 1990; Fannin and Wise,
2001; Wang et al., 2003; Revellino et al., 2004; May, 2002; Guthrie et al., 2010; Hungr et al., 2005;
Suwa and Okuda, 1980; Meyer and Wells, 1997; Breien et al., 2008; Santi et al., 2008; Berger
et al., 2011; Schurch et al., 2011; McCoy et al., 2012; Stock and Dietrich, 2003, 2006; McCoy et al.,
XXXX]. In many mountainous landscapes, evidence of debris-flow scour is commonly found across
large portions of the valley-network length and relief, which has led some to propose that debris
flows are an important, if not dominant, process incising steep valleys [e.g., Seidl and Dietrich, 1992;
Sklar and Dietrich, 1998; Montgomery and Foufoula-Georgiou, 1993; Dietrich et al., 2003; Stock and
Dietrich, 2003, 2006; McCoy et al., XXXX]. Measurements and observations from natural debris
flows, as well as laboratory experiments with realistic debris-flow mixtures, indicate that bedrock
lowering by debris flows is largely due to flow particles impacting the bed [e.g., Figure 6.1, Hsu
et al., 2008; Hsu, 2010; McCoy et al., XXXX]. However, the manner in which impact stress and
impact energy depend on flow properties is still uncertain, and as a result, so are the controls on
bedrock erosion by debris flows.
As a first step to quantify the controls on erosion of steep valleys by debris flows, Stock and
Dietrich [2006] proposed a geomorphic transport law motivated by field observations. Stock and
Dietrich [2006] hypothesized that bedrock lowering rates should be proportional to some measure of
impact stress at the base of a flow σi, debris-flow frequency f , length of the coarse-grained granular
front L, and inversely proportional to a measure of rock resistance R
dz
dt
= −K0K1
R
fLσni , (6.1)
in which z is the bed-normal space coordinate, t is time, K0 is a proportionality constant relating
σi to the actual impact stress, K1 is a proportionally constant between rock resistance and erosion
rate, and n is an exponent of unknown value. Stock and Dietrich [2006] further proposed that a
suitable measure of impact stress is a modified version of the bulk inertial stress originally put forth
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Figure 6.1: Photographs showing the nature of bedrock channels recently scoured by debris flows
and wear marks from discrete particle impacts. Flow direction is from the top to the bottom of the
photograph, with exception of Row 1, Column 2, in which flow direction is from bottom to top.
Row 1: San Gabriel Range, California. Row 2: Chalk Cliffs, Colorado. Row 3 and 4: Close-up
photographs of abrasion wear (note weathering patina that remains on the protected down stream
face) and deeper penetrating damage resulting from particle impacts.
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by Bagnold [1954]
σi = cos(θ)υsρpd
2
eγ˙
w, (6.2)
where θ is the bed inclination, υs is the volume fraction of solids, ρp is the density of solid particles,
de is a measure of the average grain size contributing to erosion, γ˙ is the flow shear rate, and w is an
exponent that likely varies between 1 and 2. Although equation 6.1 accurately reproduced observed
longitudinal profiles when reformulated to include spatial dependencies of certain variables, the
uncertainty in proportionality constants, exponents, and effective grain size illustrates that much
is yet to be learned about the relationship between flow properties, channel characteristics, and the
erosive potential of debris flows.
Stress measurements made at the base of flowing debris-flow mixtures in the field and labora-
tory have begun to quantify both the nature of, and the controls on, basal stress due to particle-bed
collisions [Iverson, 1997; McArdell et al., 2007; Hsu, 2010; McCoy et al., XXXX]. In particular,
basal stress measurements exhibit large-magnitude, high-frequency fluctuations about the mean
stress expected from the weight of the flow [Iverson, 1997; Hsu, 2010; McCoy et al., XXXX]. Stress
fluctuations with magnitudes over a factor of ten larger than the mean stress are likely, and best-fit
power law distributions [Hsu, 2010; McCoy et al., XXXX] decay more slowly than the exponentially
distributed force magnitudes commonly measured from simple monodisperse granular flows [e.g.,
Howell et al., 1999; Longhi et al., 2002; Ferguson et al., 2004; Jalali et al., 2006; Gardel et al., 2009;
Kheiripour Langroudi et al., 2010; Bardenhagen et al., 2000; Antony, 2000; O’Hern et al., 2001;
Lois et al., 2007; Wang and Zhou, 2010].
Specific flow mechanics or flow properties that cause the tremendous stress variability beneath
debris flows are not totally clear, but large-scale drum experiments performed by Hsu [2010] with
flows of increasingly large grain sizes demonstrate that the probability of large stress fluctuations
increases with increasing grain size and that stress distributions transform from approximately
exponential to power law as the grain size distribution changes from monodisperse to poly-dispersed
mixtures characteristic of natural debris flows. During natural flows that likely had similar grain size
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distributions across events, McCoy et al. [XXXX] found that the amount of variability in measured
basal stress due to impact-related fluctuations increased with increasing mean basal stress and that
similarly large variability was observed during both coarse-grained granular surge fronts as well as
during more water-rich, inter-surge flow. Recent simulations with a range of binary mixtures in
a rotating drum geometry also showed that impact forces increase with increasing proportions of
large particles, despite a constant mean stress across simulations [Yohannes et al., 2012]. Yohannes
et al. [2012] also found that in the rotating drum geometry, the largest impact forces were due to
single-particle impacts, not multiple-particle collisions. As a result, the largest impact forces scaled
as square of the grain diameter and the particle impact velocity to the 6/5 power as predicted from
the grain-scale, Hertzian contact mechanics underlying the simulations.
Dry granular materials as well as grain-fluid mixtures can exhibit properties of solids, liquids,
and gases depending on their degree of agitation and magnitude of non-equilibrium pore-fluid
pressure [e.g., Reynolds, 1885; Campbell, 1990; Jaeger and Nagel, 1992; Duran, 2000; Campbell,
2006; Iverson and Vallance, 2001]. With changes in state, come significant changes in bulk flow
properties (e.g., flow density and shear rate profiles) and rheology, as well as changes in grain-
scale properties (e.g., presence or absence of multiple particle interactions). Hence, an additional
challenge is to understand how grain-scale mechanics and the erosive potential of a debris flow
change as the flow progresses from initiation in the steep headwaters through deposition in lower
gradient reaches (i.e., from a granular solid, to a liquid or gas, and back to a solid).
In an attempt to directly link grain-scale mechanics and bulk flow properties with the erosive
potential of a debris flow, we combine discrete element model simulations of granular flows with the
generic, discrete erosion equation proposed by Sklar and Dietrich [2004]. This equation equates the
bedrock lowering rate to the product of the mean volume of rock removed per particle-bed impact
Vi, the number of impacts per unit area per unit time If (i.e., impact flux), and a bedrock exposure
factor Be to account for the fact that some particles might strike sediment, not bedrock:
dz
dt
= ViIfBe. (6.3)
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For elastic, brittle materials such as intact bedrock, damage and erosion occur through the
formation and propagation of cracks, which eventually intersect to create rock fragments that are
easy to remove [e.g., Engle, 1978; Rabinowicz, 1995]. The classic wear law for brittle materials
given by Bitter [1963a] specifies that Vi should be equal to the amount of particle-impact energy
dissipated by the impacted bed, divided by the energy needed to remove a unit volume of bed
material v. Following Sklar and Dietrich [2004], Bitter’s wear law can be written as
0Vi =
(1/2mi(Ui sinα)
2 − t
v
; (1/2)mi(Ui sinα)
2 > t (6.4)
in which mi is the mass of the impacting particle, Ui is the impact velocity, α is the particle
impingement angle, t is the threshold impact energy at which the elastic limit of the bedrock is
reached, and v is the energy required to remove a unit volume of material. If the impacting particle
were highly inelastic, t would also include energy lost during particle deformation. The sinα term
is needed to account for the fact that for brittle materials only the bed-normal component of velocity
generates the tensile stress responsible for crack formation. Cutting wear, which depends on the
tangential velocity component, is relatively ineffective for brittle materials [e.g., Bitter, 1963a; Head
and Harr, 1970; Engle, 1978].
The energy required to remove a unit volume of material v is a measure of the ability of
the rock to resist erosion. For brittle materials, v is proportional to the material’s ability to store
energy elastically β, which is determined by the integral of the stress-strain relationship from zero
to the tensile yield stress σT
v = kvβ = kv
σ2T
2Y
(6.5)
where kv is a parameter that depends on material properties, and Y is the Young’s modulus.
Numerous wear experiments have confirmed the form of equation 6.4 for erosion of brittle materials
[e.g., Bitter, 1963b; Head and Harr, 1970; Engle, 1978; Lyczkowski and Bouillard, 2002]. Here we
focus on damage resulting from impact-related brittle fracture, but equation 6.3 could be adapted
to account for removal of rock by plucking of blocks with existing fractures, as is common in many
catchments [Stock and Dietrich, 2003, 2006; McCoy et al., XXXX].
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Equations 6.1, 6.3, and 6.4 pose numerous questions, a few of which we will focus on here. For
example, how does the frequency-magnitude distribution of basal impact force and impact energy
scale with properties such as flow depth, flow velocity, flow grain size, and bed inclination that are
more amenable to direct measurement? How does the frequency of particle-bed impacts scale with
these properties? What aspects of the flow mechanics (e.g., shear rate profile, or the presence of
multiple-particle impacts) change to make the flows more or less erosive?
In this paper we begin by introducing the computational technique called the discrete ele-
ment method, which we use to study momentum and energy transfer from the flow to the bed and
illustrate through simple scaling arguments the range of natural flows the simulated systems ade-
quately model. We then explore how momentum and energy flux to the bed change as a function
of properties easy to measure in the field: flow depth, bed inclination, and grain size. Finally, we
frame these results in terms of a general erosion rule that relates bedrock erosion to the flux of
kinetic energy to the bed to illustrate how the erosive potential of debris flows changes as a function
of bulk flow properties.
6.3 Simulation Method
In this study we do not start with a continuum assumption. Instead, we use a discrete ap-
proach, formulated at the grain scale, which explicitly acknowledges that granular materials are
composed of a collection of individual grains. Specifically, we investigate granular-flow mechanics
using the soft-particle discrete element method. This method uses the basic techniques of molec-
ular dynamics simulation [Allen and Tildesley, 1987] and the modifications necessary to simulate
the dynamics of macroscopic granular material [Cundall and Strack, 1979]. The discrete element
method is fundamentally different from well-known continuum methods in that the dynamics of
each particle are explicitly calculated using basic contact mechanics and the classical equations of
motion for rigid bodies. There is no inherent spatial averaging of any quantity at scales larger than
a grain and the macroscopic behavior (flow scale) of the system emerges from the particle inter-
actions simulated at the microscopic or grain scale. A discrete method is employed in this study
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because it permits direct investigation of flow rheology and flow-boundary interaction. This is in
contrast to standard continuum approaches in which both the appropriate flow-scale constitutive
equation and flow-boundary interaction (boundary conditions) must be specified a priori rather
than investigated. For a more complete review of the method see Cundall and Strack [1979]; Haff
and Anderson [1993]; Po¨schel and Schwager [2005]; Zhu et al. [2007]. For a review of commonly
used inter-particle contact force expressions see Schafer et al. [1996]; Di Renzo and Di Maio [2004];
Stevens and Hrenya [2005]; Thornton et al. [2011].
Particle motion consists of both translational and rotational components. This motion occurs
due to forces acting on the surface of the particle and on its center of mass (body forces). Here
we consider surface forces due to contacts between the particle of interest and all of its contacting
neighbors, as well as the body force due to the gravitational field g. This is equivalent to simulating a
granular flow in which electromagnetic body forces and surface forces due to cohesion and interstitial
fluid play a negligible role.
The translational acceleration for particle i with a mass mi, position xi, and translational
velocity vi, can be written using Newton’s second law as
mi
dvi
dt
= mig +
ki∑
j=1
(Fnij + Ftij ) (6.6)
where the total inter-particle contact force acting on particle i due to contact with particle j, Fij ,
has been separated in to its normal Fnij = (nˆij ·Fij)nˆij and tangential components Ftij = Fij−Fnij
using the unit normal vector nˆij = (xi−xj)/ |xi − xj | that points at particle i from particle j along
the line connecting particle centers. The sum of contact forces is taken over the total number
of particles ki in contact with particle i. The angular acceleration for particle i with moment of
inertial Ii =
2
5mir
2
i can be written using Euler’s second law as
Ii
dωi
dt
=
ki∑
i=1
(−rinˆij × Ftij ) (6.7)
where ωi is the angular velocity, and ri is the radius of particle i. For the spherical particles used
in this work all normal forces are directed through the particle’s center of mass so only tangential
forces generate torques.
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To solve these equations of motion, explicit relations for the contact forces Fnij and Ftij are
needed. These force expressions can be derived from contact mechanics for inelastic spheres. A
suitable contact force expression needs only to represent the physics that dominate how particles
interact in a granular flow. For flows of natural material these force expressions must then capture
the repulsive (i.e., grains push away from each other when in contact) and dissipative behavior of
interacting grains. In the tangential direction a contact must be able to support a shear force, but
there must be a limit to the strength of the contact to allow for realistic frictional sliding between
particles. In addition, an accurate representation of the dependence of the restitution coefficient e
and contact time τc on velocity is needed because both e and τc decrease as velocity increases [e.g.,
Goldsmith, 1960; Labous et al., 1997; Stevens and Hrenya, 2005; Imre et al., 2008], and because
natural flows evolve from initiation to deposition the flow traverses a wide range of velocities.
Well accepted expressions that capture these essential mechanics for the contact force in the
normal and tangential directions can be written as
Fnij = knδ
3/2
ij nˆij − γnδ1/4ij vnij (6.8)
Ftij = −ktδ1/2ij ∆tij − γtδ1/4ij vtij (6.9)
where kn and kt are the elastic constants, γn and γt are the viscoelastic dissipation constants, δij
is the particle compression in the contact-normal direction (simulated here as particle overlap),
vnij is the normal component of the relative velocity, and vtij is the total tangential component
of relative velocity (due to both translation and rotation) [Kuwabara and Kono, 1987; Tsuji et al.,
1992; Hertzsch et al., 1995; Brilliantov et al., 1996; Silbert et al., 2001].
Following Silbert et al. [2001], δij , vnij , and vtij can be calculated as
δij = (ri + rj)− |xi − xj | δij ≥ 0 (6.10)
vnij = (vij · nˆij)nˆij (6.11)
vtij = vij − vnij − (ωi × rinˆij)− (ωj × rjnˆij) (6.12)
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where vij = vi − vj is the relative translational velocity. The total tangential displacement vector
of the current timestep ∆tij , which is set to zero at the initiation of a new contact, is the sum of
all relative tangential motion that occurs once the particles are in contact
∆tij = (∆
t−1
tij
+ vtijdt)− [(∆t−1tij + vtijdt) · nˆij ]nˆij (6.13)
where ∆t−1tij is the total tangential displacement from the start of contact to the previous timestep,
and dt is the length of the timestep. The term in brackets of equation (6.13) insures that ∆tij
is always in the current tangent plane [Walton, 1993]. This is necessary because nˆij can change
during the contact [Silbert et al., 2001].
The maximum tangential force is limited by the frictional strength of the contact. This is
implemented using a Coulomb friction rule
Ftij = min(|Ftelastic | , µ
∣∣Fnij ∣∣) Ftelastic|Ftelastic | (6.14)
where µ is the grain-scale static-friction coefficient and Ftelastic is the tangential contact force cal-
culated using equation (6.9). If the calculated Ftelastic is greater than the frictional strength of the
contact µ
∣∣Fnij ∣∣ the particles become unstuck and slide against each other. Once sliding stops, the
tangential contact force is again given by equation 6.9 with ∆tij having the same magnitude it had
before sliding began.
Equation 6.8 is the formulation proposed by Hertz for a quasi-static elastic contact, which
has been extended to account for the inelastic behavior of most natural materials. Equation 6.8 has
been shown to accurately describe real contacts [Schafer et al., 1996; Stevens and Hrenya, 2005].
The first term in equation (6.8) represents the elastic contribution to the repulsive force, while
the second term in equation (6.8) represents the dissipative, visco-elastic contribution. The elastic
term captures the nonlinear dependence of the repulsive contact force on the amount of particle
compression, shown to hold for geologic materials at loadings greater than a few newtons [Cole
and Peters, 2007, 2008; Cole et al., 2010]. This nonlinear dependence of force on displacement is
the result of the nonlinear relationship between normal particle compression and contact area, to
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which the repulsive force is proportional. The second term represents dissipation of energy through
an additional force that resists the relative motion of the colliding particles. Both terms rely on
the quasi-static assumption, which is valid as long as the collision velocity is much smaller than
the sound speed of the material [Brilliantov et al., 1996]. This is almost always the case due the
relatively slow speed of many granular flows (O(101) m s−1) and to the high sound speed of rocks
(O(103) m s−1).
The contact force in the tangential direction (equation 6.9) is a special case of the complete
formulation given by Mindlin and Deresiewicz [1953] in which no micro slip of the contact is
allowed. This formulation was first implemented in the discrete element method by Tsuji et al.
[1992]. Although equation 6.9 accurately captures the dependence of the tangential stiffness on
the degree of normal compression, as well as the linear dependence of the tangential force on
tangential displacement ∆tij , neglecting micro slip that occurs before wholesale slipping of the
contact misses some of the known nuances of the tangential contact force [Maw et al., 1976; Mindlin
and Deresiewicz, 1953; Di Renzo and Di Maio, 2004; Thornton et al., 2011]. The tangential force-
displacement relation is linear because the contact area only changes as a function of the normal
compression.
6.3.1 Model Parameters
In the above expressions, the parameters needed to calculate inter-particle contact forces
are the elastic coefficients kn and kt, the viscoelastic dissipation coefficients γn and γt, and the
grain-scale static friction coefficient µ. Each of these parameters can either be measured directly in
independent laboratory tests or related to other well-defined material properties that can be mea-
sured independently. Because input parameters are obtained through independent measurements
made at the scale of the model, there is no need to tune the model. This allows more robust deter-
mination that the physics represented in the model are those causing the observed effect [Oreskes
et al., 1994; Iverson, 2003].
The grain-scale friction coefficient µ, which sets the tangential strength of the contact through
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the Coulomb failure criteria (equation 6.14), can be measured directly in lab experiments [Cole,
2008; Horn and Deere, 1962]. The model elastic constants in the normal and tangential directions
can be related to the commonly measured material properties, Young’s modulus E, shear modulus
G, and Poisson ratio ν of the particles in contact by
kn =
4
3
Eeff
√
reff (6.15)
kt = 8Geff
√
reff (6.16)
where reff = (rirj)/(ri + rj) is the reduced radius of curvature of the colliding particles, 1/Eeff =
[(1− ν2i )
/
Ei]+[(1− ν2j )
/
Ej ] and 1/Geff = [(2− νi)/Gi]+[(2− νj)/Gj ]. When both particle i and j
have similar elastic properties these reduce to Eeff = E
/
2(1− ν2) and Geff = G/2(2− ν) [Johnson,
1985; Tsuji et al., 1992]. G can be written in terms of the Young’s modulus and the Poisson ratio
as G = E/2(1+ν) for homogeneous isotropic materials for which E is not a function of strain. The
above relations for elastic stiffnesses result in both the stiffness in the shear and normal directions
being of the same order of magnitude, as confirmed by grain-scale contact experiments [Cole, 2008].
In a manner explained by Tsuji et al. [1992], the viscoelastic dissipation coefficients γn and
γt can be related to the restitution coefficient e for non-sliding collisions as
γn = −2
√
5
3
β (Eeffmeff)
1/2 r
1/4
eff ≥ 0 (6.17)
γt = −2
√
20
3
βe (Geffmeff)
1/2 r
1/4
eff ≥ 0 (6.18)
where βe = ln(e/
√
ln2(e) + pi2) and meff = (mimj)/(mi +mj) is the reduced mass of the colliding
particles. If the contact is sliding, energy dissipation due to relative motion in the tangential
direction is characterized by the friction coefficient µ.
The elastic constants kn and kt set the hardness of the materials, which in turn sets the binary
contact time τb. This contact time can be measured directly in experiments or can be approximated
using the Hertz theory of elastic impacts
τb = 3.21
(
meff
kn
)2/5
v−1/5nij (6.19)
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[Stevens and Hrenya, 2005]. To insure numerical stability the time step was chosen so that dt ≤
τb/50 for the largest expected impact velocity.
6.3.2 Model Confirmation
The discrete element model as a simulation technique has been used extensively in physics
and engineering applications and has been confirmed against experimental granular flows in terms
of accurate simulation of flow velocity [Drake and Walton, 1995; Hanes and Walton, 2000], flow-bed
contact force [Kalala et al., 2005; Yohannes et al., 2012], particle-bed impact energy [van Nierop et
al., 2001], and particle-bed impact force distributions [Estep 2012]. As discussed above, the contact
force expressions of similar form to those used here have been confirmed through comparison with
simple single-contact collisions in the laboratory [Schafer et al., 1996; Di Renzo and Di Maio, 2004;
Stevens and Hrenya, 2005; Thornton et al., 2011].
Here our goal is to provide complementary confirmation of our specific implementation
through comparisons to well-controlled analog experiments. The analog experiments we use for
model testing are the collapse of nearly spherical glass beads after removal of the supporting cylin-
der [Lajeunesse et al., 2004] and the release of an initially static pile of sand down an inclined flume
[Iverson et al., 2004; Denlinger and Iverson, 2004]. The resulting flows are inherently unsteady as
they evolve from static piles, to a flowing mass, and back to a static deposit. The unsteady nature
of the experiments allows us to check the accuracy of the time evolution of simulated accelera-
tions, velocities, and positions of the granular system. Accurate comparisons demonstrate that the
average dynamical picture is correct.
The discrete-element simulation of the collapsing cylinder of glass beads is nearly indistin-
guishable from the laboratory experiment (Figure 6.2). Model parameters were calculated from
material properties typical of glass and were not tuned in any way. The only difference between
the simulation and the laboratory experiment was the particle size of flow particles and fixed bed
particles. In the simulated system, particles were a factor of two larger than in the experiments in
order to reduce computation time.
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Figure 6.2: Comparison between observed and simulated collapse of glass bead column (r/Ri is the
cylinder radius normalized by the initial cylinder radius). (a)-(e) 2D surface profiles through center
of collapsing cylinder at different times. (f) Perspective snapshot taken at 0.30 seconds.
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The discreet-element simulation of sand flow down the inclined flume also compares favorably
with the laboratory experiment, although a few discrepancies are present (Figure 6.3). In particular,
the simulation seems to underestimate flow resistance induced by the bounding sidewalls and the
maximum runout distance is slightly overestimated. Just as in the simulation of the glass-beads
collapse, model parameters were calculated from material properties of the experimental grains
(quartz sand), and slightly larger particles were used. However, unlike the glass-beads simulation,
the spherical particles in the model did not exactly represent the rounded, but non-spherical,
sand grains used in the experiment. Non-spherical particles require much greater torque to induce
rolling. This discrepancy between the simulated and experimental system likely explains why the
simulations slightly underestimated the observed resistance to flow. In total, these simulations,
and those of others described above, confirm that the discrete element model that can be used as
a useful tool to investigate the mechanics of granular flows.
6.3.3 Important Non-Dimensional Numbers
The lack of a fluid phase in the model formulation described above is conspicuous, and raises
questions about the applicability of dry granular flow simulations to natural debris flows that have
an inter-granular fluid phase. To clarify conditions under which momentum flux by the granular
phase is likely dominant, and hence flow types to which the simulations can be applied, we consider
how important dimensionless parameters vary over a range of conditions typical of natural debris-
flows (Figure 6.4). To calculate the values of dimensionless parameters plotted in Figure 6.4, we
assumed a linear velocity profile, which allowed the shear rate to be calculated from the surface
velocity Us and flow depth h. Below, we mainly use the dimensional analysis presented by Iverson
[1997] for an unbounded, idealized debris-flow mixture composed of uniform spheres of diameter d
and a Newtonian interstitial fluid, subjected to simple shear. For such a mixture, the characteristic
length, time, velocity, and mass scales can be defined as d, 1/γ˙, dγ˙, and d3ρs, respectively, where γ˙
is the shear rate, and ρs is the solid’s mass density [Iverson, 1997]. This simplification clarifies the
selection of dominant scales, but analysis of such a system can provide only rough approximations
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Figure 6.3: Comparison between simulated (left column) and laboratory sand flume (right col-
umn). Upper panels: Surface contours of bed-normal flow depth at different times. Lower panel:
Perspective snapshot taken at 0.92 seconds.
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of the dominant physics occurring in natural flows characterized by their unsteady and bounded
nature.
The high solids concentrations of many grain-fluid mixtures ensure that momentum transport
will be dominated by the solid, granular phase which we accurately simulate. Iverson [1997] pro-
posed that when the ratio of solid inertial stress to fluid inertial stress Nmass exceeds 1, momentum
transport is dominated by the solid phase. Nmass can be written as
Nmass =
υsρsγ˙
2d2
(1− υs)ρf γ˙2d2 =
υsρs
(1− υs)ρf (6.20)
where υs is the solid volume fraction, and ρs and ρf are the solid and fluid mass densities. In
the discrete-element simulations, Nmass = ∞ because ρf = 0, but in natural debris flows Nmass
generally exceeds 2 as a result of the large concentration of dense solid grains (generally υs ≥ 0.4
and ρs ≥ 2500 kg m−3) [Iverson, 1997; Iverson and Vallance, 2001].
Two dimensionless numbers that have proven extremely successful in describing flow rheology
and flow regime in granular systems are the Savage number NSav [Iverson, 1997, 1993] and the
inertial number Niner [Forterre and Pouliquen, 2008; Da Cruz et al., 2005]. For free surface flows
with interstitial fluid, the Savage number can be written as
NSav = N
2
iner =
υsρsγ˙
2d2
υs(ρs − ρf )gh, (6.21)
where g is the gravitational acceleration, and h is the height of material above the plane of interest.
Iverson [1997] added the (ρs − ρf ) factor to account for the hydrostatic pore-fluid pressure. NSav
can be interpreted as the ratio of solid’s collisional stress to the stress resulting from the buoyant
weight of the solids. NSav can also be viewed as the square root of the ratio of inertial to shear time
scale. For NSav  0.1, flows are in the so-called quasistatic or frictional regime in which gravity
dominates bulk inter-granular normal stresses σ and shear stresses τ . In this frictional regime σ
and τ are related through the bulk internal angle of friction φ, τ = σ tanφ, and both stresses
are independent of γ˙ [Savage, 1984; Savage and Hutter, 1989; Iverson and Vallance, 2001; Da Cruz
et al., 2005]. For NSav greater than about 0.1, the flow enters the collisional regime in which stress is
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Figure 6.4: Ranges of important non-dimensional numbers as a function of particle diameter.
For parameters that commonly vary by only an order of magnitude, two end-member flows that
represent a high shear rate case (solid lines) and low shear rate case (dashed lines) bound the range
of grain sizes for which debris flows likely transition into the collisional regime. Parameter values
used to calculate dashed line are listed in lower right-hand corner of each panel. (a) NSav. (b)
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proportional to γ˙2, and binary impacts make up the majority of particle-particle contacts [Savage,
1984; Savage and Hutter, 1989; Da Cruz et al., 2005]. For intermediate values of NSav, stresses are
a function of NSav or Niner, and hence are dependent on γ˙ [Forterre and Pouliquen, 2008; Da Cruz
et al., 2005]. The manner in which NSav varies as a function of grain size, flow velocity, and flow
depth, is shown in Figure 6.4a. Figure 6.4a demonstrates that slow, thick flows (those with a low
bulk shear rate) will be in the frictional regime regardless of grain size, while thin, fast flows will
transition to the collisional regime for grains larger than a centimeter. Simulations of dry-granular
flows can access the entire range ( 0.1− > 0.1) of NSav typically observed in natural debris flows.
The degree to which viscous effects due to interstitial fluid influence flow dynamics can be
assessed using a non-dimensional number first proposed by Bagnold [1954]. If collisional stresses are
significant relative to gravity stresses (i.e., NSav > 0.1), Bagnold [1954] proposed that by dividing
the solid grain inertia stress by the fluid viscous stress it is possible to determine when momentum
transfer and energy dissipation are dominated by particle-particle interaction versus particle-fluid
interaction. This ratio is now commonly termed the Bagnold number NBag. For monodispersed
spherical particles NBag can be written as
NBag =
[
υ
1/3
s
υ
1/3
∗ − υ1/3s
]1/2
ρsd
2γ˙2
µf γ˙
(6.22)
where µf is the fluid viscosity and υ∗ is the maximum possible volume fraction of solids. For shear
flows of neutrally buoyant grain-fluid mixtures (i.e., NSav =∞), Bagnold [1954] found that if NBag
was less than 40, fluid-particle interaction was dominant and the flow behaved as a viscous fluid.
This circumstance represents the macro viscous regime in which stress is proportional to γ˙. If NBag
was greater than 450, momentum transfer through particle-particle interaction was dominant and
the flow behaved as if no interstitial fluid were present (collisional regime). Figures 6.4a and b
indicate that typically debris flows cannot reside in Bagnold’s macro-viscous regime in which the
viscosity of the interstitial fluid is important, because the precondition of NSav > 0.1 excludes that
portion of the parameter space.
The Stokes number NSto is another non-dimensional parameter commonly used to assess the
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role of viscous forces and the degree of particle-fluid coupling in grain-fluid mixtures [e.g., Tang
et al., 1992; Raju and Meiburg, 1995]. Here we write NSto for low particle Reynolds numbers using
the characteristic velocity U0 equal to dγ˙
NSto =
(ρsd
2)/(18µf )
d/U0
=
ρsd
2γ˙
18µf
. (6.23)
NSto can be interpreted as the ratio of the time to decelerate a grain by an amount equal to the
characteristic velocity through application of the Stokes viscous drag force 3piµfdU0, to the time
required for a grain to move a distance d through the interstitial fluid at the characteristic velocity
[Armanini et al., 2005]. If NSto is large, motion of the grains and the fluid are largely decoupled due
to the long response time for fluid drag to significantly change the velocity of the grains. Particle
rebound experiments indicate that if NSto is large, restitution coefficients for both submerged and
dry impacts are similar, whereas if NSto is less than about ten no rebound occurs [Davis et al., 1986;
Joseph et al., 2001; Gondret et al., 2002]. Figure 6.4c demonstrates that for many flows with grain
diameters larger than a centimeter NSto > 10, and hence particle-fluid coupling will be weak. It is
worth noting that although the interpretation of both of NSto and NBag is different, comparison of
the two reveals that they only differ by their respective pre-factor.
In recent flume experiments with free-surface, gravity-driven flows of high-concentration
dense-grain-fluid mixtures, Armanini et al. [2005] found that flows transitioned to the collisional
regime when NBag ∼ 1000 and NSto ∼ 10, but they never found Bagnold’s “macro viscous” regime
at lower values of NBag and NSto. Instead, at lower values of NBag and NSto, flows transitioned
into the frictional regime in which gravity stresses dominate. Missing Bagnold’s “macro viscous”
regime makes sense given that at these lower values of NBag and NSto, values of NSav were corre-
spondingly small, indicating the importance of gravity stress and the occurrence of the frictional
regime. As illustrated in Figure 6.4, in the presence of gravity and dense grains it is not possi-
ble to access Bagnold’s “macro viscous” regime (i.e., simultaneously be in the collisional regime
according to NSav and the viscous regime according to NBag) and hence, viscous effects are likely
secondary. The experiments of Armanini et al. [2005] support this analysis. Across both collisional
188
and frictional regimes, bed-normal profiles of velocity, shear rate, and granular temperature of the
water-saturated granular flows closely matched those calculated for analogous dry-granular flows
which lacked interstitial fluid [Armanini et al., 2005; Silbert et al., 2001].
Large particles are commonly found in the coarse-grained granular front. In this part of
the flow, large values of NBag and NSto (Figure 6.4) demonstrate the likely dominance of colli-
sional stresses [Iverson and Vallance, 2001; Stock and Dietrich, 2006]. However, impact-sensor data
[McArdell et al., 2007] and basal-stress measurements [McCoy et al., XXXX] indicate that the
larger diameter particles needed for the large values of NBag and NSto are not strictly limited to the
visually coarse-grained surge front, and are likely present, albeit submerged, during a large portion
of natural debris-flow events. But even for flows with predominantly sand-sized grains, Figure 6.4
and results of Armanini et al. [2005] suggest that fluid viscous stresses play a secondary role in
momentum transport in high-concentration dense-grain-fluid mixtures, which in turn implies that
the dry-granular-flow simulations used here can likely be applied even to flows with small values of
NBag and NSto when gravity stresses are important.
6.3.4 Numerical Experiments
To investigate how changes in channel or flow properties (channel slope, flow depth, and grain
size) change flow mechanics and flow-bed interaction, and in turn influence the erosive potential
of a flow, we investigated three-dimensional, gravity-driven, free-surface granular flow of depth h
down a rough plane inclined at an angle θ (Figure 6.5). We added particle-scale roughness to the
bottom boundary by affixing immobile particles in a random fashion. We added roughness because
natural bedrock channel floors we have observed are not smooth at the scale of a particle (Figure
6.1) and because flow dynamics over perfectly smooth beds are quite different from those of flows
over rough beds [Silbert et al., 2003; Iverson et al., 2010]. To limit the simulation size we used
periodic boundaries in the flow (x) and cross-stream directions (y), which approximated a wide and
long plane (i.e., no flow gradients in the x and y directions, only in the bed-normal z direction). The
bottom boundary was 20 particles long in the x direction and 10 particles wide in the y direction.
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These simulation dimensions have been shown to be large enough to avoid any edge effects and to
prevent changes in flow dynamics with increases in simulation size in either the x or y directions
[Silbert et al., 2001].
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Figure 6.5: Perspective view of simulated system used in the numerical experiments (a granular-flow
on a rough inclined-plane with periodic boundary conditions in the x (flow) and y directions).
From the sections above it is clear that grain-scale behavior of these simulations is controlled
by kn, kt, e, µ, d, ρs, and g, while flow-scale parameters are γ˙, h, θ, andυs. Four of these parameters
are dimensionless (e, µ, θ, and υs). The remaining parameters can be arranged into four dimension-
less groups. We write these groups as kn/kt, kn/
√
dυsρsgh cos θ, h/d, and γ˙d/
√
gh cos θ. Most rocks
at the surface of the earth have a relatively narrow range of material properties. For the material
properties of the simulated particles we used those for quartz, which is generally representative of
most commonly occurring rock types. These material properties result in kn and kt values that
are extremely high. Due to the high stiffness, δ/d, which is proportional to (
√
dυsρsgh cos θ)/kn, is
very small. As δ/d approaches zero, grains approach the rigid limit [Da Cruz et al., 2005] at which
point changes in particle stiffness do not change the flow behavior. Hence, the relatively small
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variability in E and ν amongst common rock types should not change the simulated behavior. We
treat the first two dimensionless groups, as well as e, µ, andρs as largely fixed by the narrow range
of material properties and explore how changes in the latter two dimensionless groups change flow
dynamics and the erosive potential of a flow. This is equivalent to exploring the d−h−θ parameter
space.
In this work, we additionally held d constant and only explored the h − θ parameter space
in which steady flows occurred. We focused on steady flows because they are history independent,
which allowed robust time averages of flow-scale properties, as well as the collection of large popu-
lations of per-impact parameters. To determine in which areas of the h− θ parameter space steady
flows occurred, we used a methodology similar to that of Silbert et al. [2001]. We poured particles
into the simulation domain until the desired height of material was reached and then inclined the
plane to a large angle to incite rapid flow. This step removed any memory of the initial condition.
We then slowly decreased the inclination until the flowing mass stopped flowing. This angle is the
angle of repose. From the angle of repose, we slowly increased the inclination until the static-mass
began to flow again. This angle is the angle of maximum static stability, which does not have to
equal the angle of repose due to hysteresis effects. After each change in inclination we assessed
whether the flow was steady by tracking the system-average kinetic energy. If the flow reached
a steady state, we would run the simulation for an additional 10 million times steps to collect
contact statistics and track flow properties. We continued to increase the inclination until the flow
could not reestablish a new steady state. This angle is the angle of maximum dynamic stability.
Unsteady flow was signaled by a continuous increase in the system-average kinetic energy.
To assess how contact statistics changed throughout the parameter space, we tracked vari-
ous per-contact properties during steady flow and calculated corresponding empirical probability
density functions (pdfs). We tracked the total time each contact lasted τmeasured to get a sense of
the frequency and length of enduring contacts. We scaled τmeasured by the characteristic contact
time, here set equal to theoretical binary collision time τb calculated using equation 6.19. For every
contact, contact force evolves through time as shown in Figure 6.6. For each contact, we simply
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tracked the maximum and mean magnitude of Fn (F
max
n and F
mean
n ). We also tracked the impact
energy associated with the contact-normal component of impact velocity. To quantify the degree
to which particle-bed interaction was dominated by sliding, we tracked the total contact sliding
distance for each contact. To quantify how flow-scale properties changed throughout the parameter
space, we calculated profiles in the z direction of flow-direction velocity and shear rate, and solids
concentration.
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Figure 6.6: Plot of contact-normal impact force through time for a single impact. Maximum force
per contact and mean force per contact our illustrated and were tracked for every contact.
6.4 Results and Discussion
6.4.1 Flow Map
Figure 6.7 plots the region in which steady flow was observed in the h− θ parameter space.
When h was small and equal to only a few grain diameters, stable flow was observed across only a
narrow range of inclinations. As h increased, both the angle of repose and angle of maximum static
stability decreased, while the angle of maximum dynamic stability remained relatively unchanged.
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As a result, at large h, stable flow could be achieved across a range of inclinations that spanned
over 20 degrees. Within this region of steady flow, as driving forces were increased by increasing
the inclination, the flow accelerated for a short time until resisting forces increased and a new
balance was obtained. In other words, an increase in energy input that resulted from increasing
the inclination was compensated by an increase in energy dissipated within the flow and into the
bed through inelastic, frictional contacts.
These results demonstrate that resistance to flow changes with flow depth and inclination
(which determines flow velocity and shear rate). Similar results have been found across numerous
simulations and laboratory experiments with granular flows [e.g., Pouliquen, 1999; Silbert et al.,
2001; Pouliquen et al., 2002; MiDi, 2004; Da Cruz et al., 2005; Jop et al., 2006; Forterre and
Pouliquen, 2008]. A Mohr-Coulomb frictional relationship in which shear stress is simply pro-
portional to the normal stress does not capture the observed shear rate dependence. A simple
Mohr-Coulomb relationship predicts that regions of no flow and accelerating flow in Figure 6.7
would be separated by a single vertical line at the value of the friction angle and that the region of
steady flow would be represented by that single line. The stark contrast between the observed flow
map and that predicted by a Mohr-Coulomb slider block, which is commonly used as a means to
model stress in flowing granular materials, highlights that the simple Mohr-Coulomb relationship
misses degrees of freedom present during granular flow. Most importantly, it misses the observation
that for a given flow depth, flow resistance, and hence energy dissipation, increases as flow velocities
increase. An increase in energy dissipation with increasing slope and flow velocity suggests that
the erosive potential of a flow should increase with slope as well, rather than decrease as predicted
by a simple shear-rate independent Mohr-Coulomb relationship.
6.4.2 Changes in Granular Mechanics With Position on the Flow Map
Large changes in flow-scale properties were observed as velocity increased due to increases
in inclination beyond the angle of maximum static stability (Figures 6.8 and 6.9). Qualitative
differences between slow flows near the angle of repose and fast flows near the angle of maximum
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stability are easily identified visually (Figure 6.8). Particularly striking are the differences in the
degree of agitation and the concomitant presence or absence of force chains (approximately linear
structures of simultaneously contacting particles). Quantitative differences in flow-scale properties
can be seen by comparing bed-normal profiles of flow properties (Figure 6.9). Near the angle of
repose, profiles of flow-direction velocity Ux(z) were approximately linear, shear rate profiles were
uniform with the exception of high shear rates in the near-surface layer, and solids-concentration
profiles were nearly uniform and near the close-packed limit (Figure 6.9). These profiles strongly
contrasted with those from flows near the angle of maximum static stability. In particular, these
rapid flows had smoothly varying velocity profiles with Bagnold-type scaling (Ux ∝ h3/2), significant
basal slip velocities, maximum shear rates at the flow-bed interface, and nearly uniform solids-
concentration profiles that were well below the close-packed limit.
Along with large changes in flow-scale properties, we observed significant changes in grain-
scale contact statistics (Figure 6.10) due to increases in inclination. Away from the angle of repose,
the distribution of normalized contact times τ∗c (τ∗c = τmeasured/τb) was always dominated by binary
collisions τb, while near the angle of repose, there was significant probability of contacts lasting al-
most a factor of 100 longer than τb. The increased probability of longer contacts near the angle
of repose corresponded with increases in the number of force chains (i.e., multiple-particle con-
tacts apparent in Figure 6.8). Near the angle of repose, probability decreased exponentially with
increasing Fmaxn , and F
max
n was limited to relatively small forces (Figure 6.10b). As inclination
increased, probability density decreased more rapidly than an exponential with increasing Fmaxn ,
but the total spread of Fmaxn substantially increased, as did the mean (Figure 6.10b). Despite large
increases in the distribution mean at higher inclinations, the maximum variability of Fmaxn relative
to the mean was much smaller (Figure 6.10d). The smaller maximum variability in Fmaxn at higher
inclinations likely reflects the decreased probability of multiple-particle impacts (i.e., force chains),
which in turn decreases the likelihood of impact forces greater than the mean. In all cases, the
total distance particles slid along the bed was extremely small, although the probability of a longer
sliding distances slightly increased with increasing inclination.
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Increasing flow depth while holding inclination constant had a similar effect as did increasing
inclination while holding flow depth constant (Figure 6.11). As flow depth increased, so did the
mean and spread of the distribution of Fmaxn (Figure 6.11b), but the spread relative to the mean
actually decreased with increasing flow depth (Figure 6.11d). Thus, increasing the bed inclination
or the flow depth of a steady flow increased both the mean and variance of Fmaxn , despite the
corresponding decrease in probability of impact forces much larger than the mean. Such a relation-
ship seems to suggest that increases in Fmaxn that result from increases in near-bed shear rates far
outweigh the loss of large multiple-particle impacts.
6.4.3 Controls on the Erosive Potential of a Flow
From the sections above it is clear that large changes in flow mechanics occur with changes
in h and θ, which poses the question of how these changes in granular mechanics translate into
changes in the erosive potential of a flow. As highlighted in equations 6.3 and 6.4, the erosion
rate will depend on the number of impacts that break or remove rock, and thus will scale with a
measure of the impact intensity (impact energy in equation 6.4) and bed impact flux.
The mean of the distribution of Fmaxn , F
max
n , for each steady flow increased nonlinearly as
a function of slope (Figure 6.12). The mean of the distribution of impact energy for each steady
flow, which scales approximately as Fmaxn
2
, increased in a more nonlinear fashion than Fmaxn . F
max
n
increased nearly linearly with flow depth (Figure 6.13a).
Bed impact flux was largely decoupled from flow discharge or downstream particle flux. The
impact flux initially increased as the stationary mass began to flow due to increases in inclination
above the angle of maximum static stability (Figure 6.14a). But the growth of impact flux was
limited, and actually began to decrease beyond a threshold inclination. Above this inclination
threshold, flow discharge continued to increase as expected due to increasing bulk flow velocity,
but the impact flux actually decreased due to the much longer flight times between impacts. For
a given inclination angle, impact flux actually decreased as a function of increasing flow depth
(Figure 6.14b), again despite the obvious increase in flow discharge. This decrease in impact flux is
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likely due to increases in flight times as the flow increased bulk velocity with increasing flow depth.
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Figure 6.14: Impact flux as a function of slope and flow depth.
The predicted erosion rate, which is a function of the product of impact flux and impact
energy, increased in an increasing, nonlinear fashion with increasing bed inclination (Figure 6.15).
Although impact flux was largely a linearly decreasing function of inclination, the strongly in-
creasing nonlinear relationship between impact energy and inclination ensured that the product of
the two remained nonlinear in inclination. These results indicate that although multiple-particle
impacts lead to the largest excursions from the mean impact force and impact energy, their near
absence in rapid flows down steep inclines does not significantly affect erosion rates. Apparently,
the most important control on erosion rates are the large increases in the mean impact force and
impact energy that accompany large near-bed shear rates.
6.5 Comparison of Erosion Rate Predicted From Grain-Scale Mechanics
with Measured Millennial-Scale Erosion Rates
The San Gabriel Mountains have a large east-west gradient in surface-uplift rates, yet rock
type and precipitation remain relatively uniform throughout the range [DiBiase et al., 2010]. DiB-
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iase et al. [2010] took advantage of this unique natural experiment and measured concentrations
of beryllium-10 in alluvial sands from over 50 catchments spanning a gradient in surface-uplift
rates. DiBiase et al. [2010] demonstrated that as fluvial channel slopes and catchment-average hill-
slope gradients increased, millennial-scale, catchment-average erosion rates increased in a nonlinear
fashion.
We use the catchment-average erosion rates from DiBiase et al. [2010] as well as some ad-
ditional data reported in DiBiase et al. [2012] to probe the relationship between millennial-scale
erosion rate and average channel slope along the portion of the channel network in which debris flow
transport and erosion likely dominate. The San Gabriel Mountains are particularly well known for
the high frequency at which debris flows occur [e.g., McPhee, 1989; Lave´ and Burbank, 2004; Gart-
ner et al., 2008; Cannon et al., 2011]. The extent of the drainage network in which debris flows are
the dominant process eroding bedrock is a topic of active debate [e.g., Montgomery and Foufoula-
Georgiou, 1993; Whipple and Tucker, 1999; Stock and Dietrich, 2003, 2006; DiBiase et al., 2012],
so here we take a conservative approach and only look at portions of the network with drainage
areas greater than 103 m2, but less than 105 m2 (Figure 6.16a) or 106 m2 (Figure 6.16b). These
drainage area thresholds exclude hillslopes at small drainage area and fluvial channels at higher
drainage areas. Although evidence for significant erosion and transport by debris flows extends
well beyond drainage areas of 105 − 106 m2 (Figure 6.1), as do massive engineering projects that
regularly catch debris flows, these drainage areas bound the approximate location of the change
in slope-area scaling that is commonly attributed to be the upper limit to which fluvial processes
dominate bedrock incision [e.g., Montgomery and Foufoula-Georgiou, 1993].
We find that erosion rate increases nonlinearly as the mean channel slope increases and that
the relationship is not sensitive to whether 105 or 106 m2 is used for the drainage area threshold
(Figure 6.16). At low channel slopes, erosion rate increases only slightly as channel slope increases,
but at slopes greater than approximately 30 degrees, small changes in channel slope lead to large
changes in erosion rate (Figure 6.16). The grain-scale mechanics simulated in the numerical ex-
periments predict that erosion rate is a very similar nonlinear function of slope (Figure 6.15). In
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the simulations, the nonlinear slope-erosion rate relationship is due to the strongly nonlinear rela-
tionship between particle impact energy and slope. The striking similarity between Figures 6.15
and 6.16 suggests that the grain-scale mechanics represented in our simulations might place strong
controls on steepland morphology that evolves over thousands to millions of years. Although fur-
ther studies are needed, the similarity between the slope-erosion rate relationship predicted from
the simulations and that measured in a real landscape is exciting, as it points to the possibility
of predicting long-term patterns of landscape evolution from physics operating at time and space
scales at least ten orders of magnitude smaller.
6.6 Summary and Conclusions
Scaling analysis of an idealized debris-flow mixture demonstrated that across a wide range of
natural flow conditions solids gravity stress will dominate momentum transport and flows will be in
the frictional regime. For more rapid, shallow flows having large grain sizes, solids collisional stress
can become important, but the case in which viscous stresses play a dominant role seems rather
elusive in natural debris-flow mixtures. This analysis suggests that discrete element simulations
of dry granular flows might accurately simulate dominant dynamics of the solid phase in natural
debris flows well beyond fluids-poor coarse-grained surge fronts.
Systematic exploration of the manner in which bed inclination and flow depth control flow
behavior revealed that steady flows could be achieved across a large portion of the inclination-depth
parameter space. The increase in energy as inclination increased was balanced by an increase in
energy dissipated through inelastic, frictional contacts. The existence of such a balance across
a large range of inclination is in stark contrast to predictions made by shear-rate independent
Mohr-Coulomb models that are commonly used to model stresses at the base of debris flows.
Large changes in flow-scale properties were observed as steady flows increased their bulk
flow velocity due to increases in inclination or due to increases in flow depth. Most important for
increasing energy transfer to the bed was the development of a nonlinear velocity profile, significant
basal slip velocities, and maximum shear rates directly at the flow-bed interface. With these changes
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in flow-scale mechanics came large increases in both the mean and variance of the distribution of
impact force and impact energy. The increase in the mean and variance of these distributions came
despite the loss of multiple-particle collisions, which at lower inclinations and flow depths led to
impact forces much greater than the mean. Thus, the velocity and mass distributions of impacting
particles play the prominent role in setting erosion rates, rather than the presence or absence of
longer-range correlation of particle movement that increases the probability of multiple-particle
impacts.
Erosion rate predicted from the product of impact energy and bed impact flux was a strongly
nonlinear function of bed inclination. This relationship has a very similar form to that observed
between millennial-scale erosion rates and average debris-flow channel slope in the San Gabriel
Mountains. Similarity between the slope dependence of erosion rate predicted from grain-scale
mechanics and that measured across a steep landscape in which debris flows commonly travel
suggests that the grain-scale mechanics studied here exert control on steepland-valley form.
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6.7 Notation
Be percent bedrock exposed.
d grain size, m.
de a measure of the average grain size contributing to erosion, m.
e restitution coefficient.
Fij total inter-particle contact force vector acting on particle i due to contact with particle j, N.
Ftelastic tangential contact force that is not limited by the frictional strength of the contact, N.
Fnij normal component of Fij , N.
Fmaxn maximum magnitude of Fnij over the duration of a contact, N.
Fmeann mean magnitude of Fnij over the duration of a contact, N.
Fmaxn mean of the distribution of F
max
n , N.
Ftij tangential component of Fij , N.
f debris-flow frequency, 1/s.
G shear modulus, Pa.
h height of material above the plane of interest, m.
g gravitational acceleration vector, m/s2.
If impact flux, 1/(m
2 s).
Ii moment of inertial, kg m
2.
K0 proportionality constant relating σi to the actual impact stress, units depend on n.
K1 proportionally constant between rock resistance and erosion rate.
ki total number of particles in contact with particle i.
kn particle elastic stiffness in the contact-normal direction, N/m
3/2.
kt particle elastic stiffness in the contact-tangent direction, N/m
3/2.
kv parameter used to determine v, J/m
3.
L length of the course-grained granular front, m.
nˆij unit normal vector.
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NBag Bagnold number.
Niner inertial number.
Nmass mass number.
NSav Savage number.
NSto Stokes number.
n exponent relating σi to the actual impact stress.
mi mass of the impacting particle i, kg.
meff reduced mass of the colliding particles, kg.
R a measure of rock resistance to erosion.
ri radius of particle i, m.
reff reduced radius of curvature of the colliding particles, m.
t time, s.
Ui particle impact velocity, m/s.
Ux flow velocity, m/s.
Vi mean volume of rock removed per particle bed impact, m
3.
vi translational velocity of a particle i, m/s.
vij relative translational velocity between particle i and j, m/s.
vnij normal component of the relative velocity vector, m/s.
vtij total tangential component of relative velocity vector, m/s.
w exponent that relating σi to γ˙.
xi position vector for particle i, m.
x flow-direction coordinate, m.
Y Young’s modulus, Pa.
y cross-stream coordinate, m.
z bed-normal coordinate, m.
α particle impingement angle, degrees.
β material’s ability to store energy elastically.
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γ˙ flow shear rate, 1/s.
γn particle viscoelastic dissipation parameter in the contact-normal direction, Ns/m
5/4.
γt particle viscoelastic dissipation parameter in the contact-tangent direction, Ns/m
5/4.
∆tij total tangential displacement vector of the current time step, m.
δij particle compression in the contact-normal direction, m.
t threshold impact energy at which the elastic limit of the bedrock is reached, J/m
3.
v energy needed to remove a unit volume of material, J/m
3.
θ bed inclination, degrees.
µ grain-scale static-friction coefficient.
µf interstitial fluid viscosity, Pa s.
ν Poisson’s ratio.
ρf mass density of interstitial fluid.
ρs mass density of solid particles.
σ normal stress, Pa.
σi a measure of impact stress, Pa.
σT tensile yield stress, Pa.
τ shear stress, Pa.
τb binary-impact contact time, s.
τ∗c measured contact time normalized by the binary-impact time.
τmeasured measured contact time, s.
υ∗ maximum possible volume fraction of solids.
υs volume fraction of solids.
φ bulk internal angle of friction.
ωi rotational velocity, radians/s.
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Chapter 7
Summary, Conclusions, and Future Work
7.1 A Multi-Scale Approach to Study Debris Flows and Other Surface
Processes
This dissertation presents the results of a quantitative study of debris-flow mechanics as
well as demonstrates my approach to navigating one of the fundamental scaling issues in Earth
science. That is, the scale at which surface processes do work on the Earth’s surface is often at
the spatial scale of a particle (∼ 10−6 − 100 m) and at timescales as short as a particle collision
(∼ 10−5− 10−3 s), yet we need to predict the effect of surface processes from the event scale all the
way to the geologic scale (i.e., time scales of millions of years ∼ 1013 s and spatial scales of hundreds
of kilometers ∼ 105 m). How can one constrain and then upscale the governing physics over 18
orders of magnitude? This question is challenging even for the most basic and well-understood
process, neither of which describes debris flows. Hence, at the outset it was clear a new approach
was needed if progress was going to be made in understanding both the governing physics and
the integrated effect of those physics over time. My approach was to use a combination of tools,
where each tool has a unique scale of observation and a unique strength. Although it became clear
that many things needed to be learned about the physics governing debris flows before much could
be said about their integrated effect, the project as a whole does move us closer to solving the
fundamental scaling issue in the context of debris flows by presenting a new view of how debris
flows erode and transport mass in steep landscapes.
The natural laboratory at Chalk Cliffs, which I developed in collaboration with the USGS,
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formed the centerpiece of my observational toolkit. Here we could make in situ measurements
of debris-flow dynamics. Using a combination of technology (e.g., airborne laser swath mapping,
terrestrial laser scanning, radio frequency identification tracer particles, and programmable environ-
mental sensor networks with novel sensors) we pushed hard on the boundaries of what was thought
to be possible to measure during a sporadic, short duration, and extremely hazardous process. If
this project does nothing else, I hope our demonstration of how the laboratory can be brought to
the field will inspire others to ask what measurements are needed to constrain controlling physics
and show it is likely possible to make those measurements.
Because momentum and energy exchange between the flow and its boundaries occurs at
the grain-scale, I chose to run numerical experiments in which grain-scale physics were explicitly
acknowledged. Using the discrete element method everything about the system is known and
can be probed using beautifully simple simulations. These simulations opened a window to the
inside of the flow, as well as to the details of flow-bed energy transfer that does not exist in any
other setting. The simplicity and my complete control over the simulations complement the well-
constrained but uncontrolled complexity of the natural system. The discrete element method is an
extremely underutilized tool in the Earth sciences, and its explicit treatment of the granularity of
natural systems, offers huge promise as a mainstream investigative tool.
To test the integrated effect of the physics constrained at smaller scales, I used a suite of
landscape-scale natural experiments constrained using geochemical data, topographic analysis, field
mapping, and structural analysis. Although most of this work did not make it into the dissertation,
I mention it here because it is at this scale that it is possible to determine whether the grain-scale
and event-scale mechanics quantified using the methods above place strong controls on steepland
morphology that evolves over thousands to millions of years.
7.2 Controls On Sediment Transport and Entrainment By Debris Flows
Debris flow transport is not controlled purely by topographic characteristics. In fact, chapters
2 and 3 demonstrated that emergent, non-equilibrium flow properties (particularly non-hydrostatic
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pore-fluid pressure) can significantly influence total travel distance. As a result, hazard maps that
mainly rely on empirical topographic correlations to predict flow volume and travel distance will
always have a large degree of uncertainty. The degree of uncertainty can likely be constrained by
quantifying the expected variability in travel distance or inundation area from a single basin given
a range of potential flow properties. However, chapters 2 and 3 highlight that this variability can
be large. Hence, the next generation of hazard maps must consider the influence of flow properties.
Debris flows are extremely efficient at entraining loose channel sediment, as could have been
surmised given the predominance of valleys scoured clean to bedrock following passage of a debris
flow. But using the most complete field data set to date on debris-flow sediment entrainment,
I demonstrated how sediment is actually entrained and which bed and flow properties exhibit
important controls on entrainment rate. Entrainment rates strongly depended on the volumetric
water content of the sediment due to its control over generation of bed-sediment pore-fluid pressure.
If the bed sediment was dry prior to flow arrival, entrainment rates were approximately constant in
time at about a millimeter per second, while bed sediment that was initially wet could be entrained
at rates of tens of centimeters per second. As the bed sediment was overridden by a flow, large non-
equilibrium pore-fluid pressures were generated in the near-surface sediment. Often these pressures
had magnitudes large enough to liquefy the bed. But the depth to which these large pressures
could propagate was severely limited by the diffusive nature in which they propagated, which in
turn made it unlikely that en masse failure of the entire bed could occur. These results should lead
to more accurate predictions of total flow volume as well as permit estimation of the duration of
flow required to access the bedrock channel floor, which is critical for understanding valley incision
by debris flows.
Debris flows seeded with tracer particles showed that once a particle was entrained it was
likely to remain in the flow, rather than be deposited in a levee. Thus, sediment entrainment rates
can be used to calculate rates of volumetric flow increase because deposition of levees is not a
dominant influence on the mass balance of a flow, at least for confined channels like those present
at Chalk Cliffs.
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7.3 Controls On Bedrock Erosion By Debris Flows
Debris flows not only entrain and transport bed sediment, but they also erode bedrock, and
thus play an important role in cutting steep valley networks. At Chalk Cliffs, I measured average
erosion rates of the bedrock channel floor to be approximately one cm yr−1. These flows were likely
so erosive due to large impact forces at the base the flows. But the fractured and weak bedrock was
certainly a contributor to these high rates, as was the high frequency of debris-flow events. The
magnitudes of basal impact stress showed a large degree of variability, which was generally well
described by a power law or Pareto probability density function. Most importantly, the parameters
of these distributions remained relatively constant across different debris-flow events and seemed to
be primarily a function of the mean basal stress. Mean basal stress is a much easier flow property
to predict than the full distribution of impact stress, given that it is generally equal to the bed-
normal component of flow weight. Tight correlation between bulk flow properties and parameters
describing the full distribution of impact stress suggests that stochastic models driven by bulk flow
properties could be used to predict debris-flow erosion rates, if the resistance of rock to erosion and
debris-flow frequency were known.
The erosion rate will depend on the number of impacts that break or remove rock, hence,
erosion rate should scale with a measure of the impact intensity (e.g., impact energy) and bed
impact flux. The numerical experiments conducted with the discrete element method showed that
impact energy was a strongly increasing and nonlinear function of slope. This nonlinear relation-
ship largely resulted from numerous changes in flow mechanics that increased energy transport to
the bed. For example, rapid flows down steep inclines had smoothly varying, nonlinear velocity
profiles, significant basal slip velocities, and maximum shear rates at the flow-bed interface. Bed
impact flux was largely decoupled from flow discharge or downstream particle flux because the high
solids concentration ensured that many particles never contacted the bed. This strongly contrasts
with sediment transport by rivers in which impact flux is assumed to be linearly proportional to the
flux of bed load particles. Although impact flux begins to decrease in a linear fashion as inclination
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increases beyond a relatively low inclination, the strongly nonlinear dependence of impact energy
on inclination ensured that erosion rate increased in a nonlinear fashion with increasing slope. In-
terestingly, in the San Gabriel Mountains, millennium-scale erosion rate increases in a very similar,
nonlinear fashion as mean channel slope of the debris-flow dominated portion of the channel net-
work increases. This last result is perhaps the most exciting, as it suggests that the grain-scale
mechanics represented in our simulations might place strong controls on steepland morphology that
evolves over thousands to millions of years.
7.4 Future Work
This dissertation work raised at least as many questions as it is answered. Here I briefly
sketch some areas in which I think there are great questions ready to be answered.
7.4.1 Stochastic Model of Steepland Evolution by Debris Flows
The results of the work presented here provide quantification for many of the elements that
were previously lacking to pose a defensible stochastic model for steep land evolution by debris
flows. In particular, we now have a sense of how to relate distributions of grain-scale quantities
that control erosion (i.e., impact flux and impact energy) to bulk flow properties that can be
predicted with established debris-flow routing models. In addition, we have a better idea about
how flows will grow as they travel down the drainage network and the manner in which shielding
bed sediment is removed so that the flow can erode bedrock. Ongoing work at Chalk Cliffs is also
providing a quantitative link between storm characteristics and debris-flow initiation. All these
elements combined set the stage for rapid progress in this area.
7.4.2 Climate Controls on Debris-Flow Erosion and Transport
Debris-flow initiation, whether from mobilization of a shallow landslide or from surface-water
runoff, is a threshold process that is particularly sensitive to the intensity and duration characteris-
tics of storms. As result, debris flows are likely sensitive to climate. Preliminary results from Chalk
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Cliffs show a strong correlation between increased frequency of high-intensity storms associated
with arrival of the North American monsoon and total volume of material transported by debris
flows. On longer timescales, preliminary results from millennial-scale erosion rates constrained with
bedrock chlorine-36 concentrations also suggest a tight climate control on debris flows, with poten-
tially an order of magnitude decrease in steep-channel erosion rates occurring with the transition
into a Holocene climate. With a little work, these projects could likely yield great results.
7.4.3 Steepland Valley Morphology and Its Response To Active Tectonics
Very little is known about what steep-valley networks look like and how they change with
increasing distance downstream, let alone how they respond to active tectonics. It has been almost
sixty years since Leopold and Maddock [1953] completed their study on hydraulic geometry of fluvial
channels. It is time to move upstream and complete a similar study in the steep valleys in which
debris flows commonly travel. Such a study is also essential if we want simple relationships to route
debris flows. I have three field seasons of steep-channel geometry data from the central Apennines
and from ranges bounding the Straits of Messina that at first cut seemed hard to interpret, but
with new ideas on what sets debris-flow channel width (project in the works with Jason Kean and
Greg Tucker) they might yield something beyond simple empirical description. A project of this
nature is also particularly ripe due to the recent release of huge areas of high-resolution LIDAR
data from debris-flow dominated ranges such as the San Gabriel Mountains and the Oregon Coast
Range.
7.4.4 Mechanics of Grain-Fluid Mixtures
The discrete element method is a powerful tool to study granular systems. An obvious next
step is to generalize the discrete element model to accurately include the effects of the interstitial
fluid to extend its use systems to systems in which the fluid phase is dominant or secondary
effects are important. This involves finding efficient ways to link continuum-based computational
fluid dynamics to the discrete particles. This is a particularly active area of research in applied
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mechanics and the results of which hold huge promise for applications in Earth science.
The end.
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