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Abstract
Consider a ring of N qubits in a translationally invariant quantum state.
We ask to what extent each pair of nearest neighbors can be entangled.
Under certain assumptions about the form of the state, we find a formula
for the maximum possible nearest-neighbor entanglement. We then compare
this maximum with the entanglement achieved by the ground state of an
antiferromagnetic ring consisting of an even number of spin-1/2 particles.
We find that, though the antiferromagnetic ground state typically does not
maximize the nearest-neighbor entanglement relative to all other states, it
does so relative to other states having zero z-component of spin.
PACS numbers: 03.67.-a, 03.65.Bz, 75.10.J
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1 Introduction: Entanglement Sharing
Quantum entanglement, as exemplified by the singlet state of two spin-1/2
particles, 1√
2
(|↑↓〉− |↓↑〉), has been the subject of much study in recent years
[1], largely because of its connection with quantum communication [2] and
computation [3]. Entanglement bears some resemblance to classical correla-
tion, but it differs in important respects, including the fact that entangled
objects can violate Bell’s inequality [4]. Perhaps one of the most charac-
teristic differences is this: if two similar quantum objects are completely
entangled with each other, then neither of them can be at all entangled with
any other object, whereas there is no such restriction on classical correlations.
This property is sometimes called the “monogamy” of entanglement. For the
special case of three binary quantum objects—three qubits—a quantitative
extension of this rule has been proven in terms of a measure of entanglement
called the “concurrence” which takes values between zero and one: the square
of the concurrence between qubits A and B, plus the square of the concur-
rence between qubits A and C, cannot exceed unity [5]. In other words, to
the extent that qubits A and B are entangled with each other, they limit the
entanglement between qubits A and C.
The present paper further explores the degree to which entanglement
can be shared among a number of qubits. We focus on two closely related
but distinct problems. (i) We consider a ring of N qubits in a translationally
invariant pure quantum state and ask to what extent nearest neighbors can be
entangled with each other; specifically, we ask how large the nearest-neighbor
concurrence can be. Note that in this first problem there is no Hamiltonian
specified; we are simply asking about the entanglement characteristics of
quantum states. (ii) For our second problem we consider a particular physical
system, namely a ring of N spin-1/2 particles interacting via the Heisenberg
antiferromagnetic Hamiltonian, and ask whether the ground state of this
system is a state of maximum nearest-neighbor entanglement. We will find
that the antiferromagnetic ring maximizes entanglement within a limited set
of states, but not absolutely.
In both of these problems, we are focusing on pairwise entanglement
within a system of N particles. At least three problems with a similar focus
have been considered before. Du¨r [6] has shown that given a system of N
qubits and any specified set of pairs of those qubits, one can design a state
such that all the pairs in the chosen set are entangled and all the other
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pairs are not. Koashi et al. [7] have studied completely symmetric states of
N qubits and have found that the maximum possible concurrence between
pairs is exactly 2/N . Thus in this context where all the qubits are required to
be equally entangled with each other, the pairwise entanglement goes to zero
in the limit of an infinite collection. Wootters [8] has considered a different
problem, in which the qubits are arranged in an infinite line and only the
nearest-neighbor entanglement is maximized. He found that for the infinite
chain in a translationally invariant state, the nearest-neighbor concurrence
does not have to be zero but can be as large as 0.434. It is not yet known
whether this value is optimal. The problem we are about to address is the
simplest finite version of the infinite chain problem.
There have been several other studies of entanglement in N -component
systems, usually focusing on higher-order rather than pairwise entanglement
[9]. All of these studies contribute to our understanding of entanglement
distributed among many objects. We hope that our present results can
eventually be combined with other work to construct a general theory of
entanglement-sharing, not limited to qubits or to any particular geometry.
2 Maximizing Nearest-Neighbor Entanglement
We begin by recalling the definition of the concurrence [10, 11] between a pair
of qubits, which we will think of as spin-1/2 particles. Let ρ be the density
matrix of the pair, expressed in the standard basis {|↑↑〉, |↑↓〉, |↓↑〉, |↓↓〉}. Let
ρ˜ be the spin-reversed density matrix, defined by ρ˜ = (σy ⊗ σy)ρT (σy ⊗ σy),
where σy is the matrix
(
0 −i
i 0
)
and the superscript T indicates transposi-
tion. Then the concurrence of ρ is given by C = max{λ1 − λ2 − λ3 − λ4, 0},
where the λi are the square roots of the eigenvalues of ρρ˜ in descending order.
(These eigenvalues are guaranteed to be real and non-negative even though
ρρ˜ is not necessarily Hermitian.) Concurrence is justified as a measure of en-
tanglement by a theorem [11] showing that C is a monotonically increasing
function of the entanglement of formation [12]. As we mentioned above, the
values of concurrence range from zero, for an unentangled state, to one, for
a completely entangled state such as the singlet state.
We imagine a set of N particles arranged in a ring, with the locations of
the particles labeled by an integer i = 1, . . . , N . In defining our problem,
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we restrict our attention to translationally invariant pure states |ψ〉, that is,
states that under the cyclic permutation i→ i+ k (mod N) are changed by
at most an overall phase factor. This restriction forces the concurrence to be
the same for each pair of nearest neighbors. The problem, then, is simply to
find the maximum possible value of this concurrence.1
We have not yet been able to solve this problem in full. We solve instead
a more tractable problem in which we limit the set of states over which the
maximization is to be done. Specifically, we require our states to satisfy the
following two conditions:2
1. The state |ψ〉 of the ring is an eigenstate of the total z-component of
spin.
2. Neighboring particles cannot both be in the state |↑〉.
Though we are clearly leaving out many possible states, it is plausible that
the maximum value we obtain for our restricted problem will not be far from
the absolute maximum. This is because our two conditions tend to favor
states with high nearest-neighbor entanglement. To see this, let us consider
the density matrix ρ of a pair of nearest neighbors, obtained by tracing |ψ〉〈ψ|
over all the other particles. Condition 1 implies that for any pair of particles,
there can be no coherent superposition of basis states with different numbers
of up-spins, e.g., |↓↓〉 and |↓↑〉, because the corresponding states of the rest
of the chain are orthogonal. The density matrix ρ must therefore have the
1For a general, non-translationally-invariant state, one could define at least two distinct
problems along similar lines: (i) maximize the average entanglement over all nearest-
neighbor pairs, and (ii) maximize the minimum entanglement of all nearest-neighbor pairs.
The first of these problems could be sensitive to the measure of entanglement one is
using—e.g., concurrence, squared concurrence (also called the “tangle”), or entanglement
of formation—even though these are all monotonic functions of each other. Problem (ii),
which does not have this sensitivity, may thus be more interesting; it may also reduce to
the translationally invariant problem considered here.
2Condition 2 breaks the symmetry between |↑〉 and |↓〉. Our choice to use |↑〉 rather
than |↓〉 in the statement of this condition is arbitrary and does not affect any of our
conclusions.
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following block diagonal form:3
ρ =


v 0 0 0
0 w z 0
0 z¯ x 0
0 0 0 y

 . (1)
One can show by direct calculation that the concurrence of this density ma-
trix is
C = 2max{|z| − √vy, 0}. (2)
Condition 2 implies that the matrix element v is zero, so that the neighboring-
pair density matrix becomes
ρ =


0 0 0 0
0 w z 0
0 z¯ x 0
0 0 0 y

 (3)
and the concurrence becomes simply
C = 2|z|. (4)
Density matrices of the form (3) have been singled out in two recent stud-
ies as having particularly high entanglement. Specifically, Ishizaka and Hi-
roshima [13] have proven that such density matrices maximize entanglement
for a fixed set of eigenvalues when one of the eigenvalues is zero. (They also
show numerically that the form (1) is optimal when all four eigenvalues are
non-zero.) Munro et al. [14] have shown that certain states of the form
(3) maximize concurrence for a fixed value of the purity, defined as Tr(ρ2).
These studies suggest that our two conditions are consistent with high entan-
glement, but they do not guarantee that we will be able to reach the absolute
maximum. Indeed, we will see below that for at least one value of N , the
optimal concurrence is not achievable by any state satisfying our conditions.
Nevertheless, our solution to the restricted problem will be useful in Section 3
3In fact translational invariance implies that the matrix elements w and x must be
equal—the frequency of occurrence of |↑↓〉 in the ring must be the same as that of |↓↑〉—
but we will not need to use this equality in what follows.
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where we discuss antiferromagnetic rings, and it should also serve as a good
starting point for future work on the complete problem.
Condition 1 forces the ring’s state |ψ〉 to have a fixed number p of up-
spins and a fixed number N − p of down spins, but it does not specify the
value of p. Our strategy will be to fix the values of both N and p and to
maximize the nearest-neighbor concurrence over all states having these values
and satisfying condition 2. This problem turns out to be exactly soluble, so
that one can write down an analytic formula for the maximum concurrence
Cmax(N, p). We can then use this formula to find the optimal number of
up-spins, and hence the optimal concurrence, for any ring size N .
For fixed N and p, the most general state we are considering has the form
|ψ〉 = ∑
1≤i1<···<ip≤N
bi1...ip|i1 . . . ip〉, (5)
where |i1 . . . ip〉 is the state in which the particles at locations i1, . . . , ip have
their spins up and all the other particles have their spins down. Though the
above sum requires values of b only for sets of indices that are in ascending
order, for convenience we define b to be symmetric in all its indices and equal
to zero if any two indices have the same value. The normalization condition
on the coefficients b is
∑
1≤i1<···<ip≤N
|bi1...ip |2 = 1. (6)
The condition of translational invariance is expressed as
bi1...ip = e
ikθbi1+k...ip+k, (7)
where addition is understood to be mod N and eiNθ = 1. Finally, in accor-
dance with condition 2 above, the coefficients b must satisfy the constraint
bi1...ip = 0 if in − im = 1 for any n,m = 1, . . . , p. (8)
That is, no state is allowed in which two up-spins are adjacent.
To find the concurrence between two neighboring particles, we need to
find the off-diagonal element z of the two-particle density matrix as expressed
in Eq. (3). Translational invariance guarantees that the value of z will be
the same for each pair of nearest neighbors; we consider a specific pair at
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locations i and i + 1. Taking the partial trace of |ψ〉〈ψ| over all the other
particles, we find that
z =
∑
1≤k2<···<kp≤N
bi,k2...kp b¯i+1,k2...kp, (9)
so that
C = 2|z| =
∣∣∣∣ ∑
1≤k2<···<kp≤N
2bi,k2...kp b¯i+1,k2...kp
∣∣∣∣. (10)
This form tells us immediately that the concurrence can be maximized by
choosing the coefficients b to be real and non-negative: if we were to use
complex values, then the concurrence could only be made larger, not smaller,
by replacing each coefficient b by its absolute value. Let us therefore restrict
our attention to such real and non-negative states. In that case, translational
invariance takes the simple form
bi1...ip = bi1+k,...,ip+k. (11)
Thus, once the values of b1,i2...ip are fixed, all the other b’s are determined.
The condition expressed by Eq. (8), i.e., that no two up-spins should be
adjacent, is an awkward one to enforce directly. It is therefore helpful to relate
our problem to a simpler problem that does not have this constraint. Roughly
speaking, we do this by removing from the ring the site immediately to the
right of each up-spin. More precisely, we consider a ring of N − p particles
with exactly p up-spins, and we assign to every state |ψ〉 of our original ring
(every state, that is, that satisfies our conditions) a corresponding state |φ〉
of the smaller ring:
|φ〉 = ∑
1≤j1<···<jp≤N−p
dj1...jp|j1 . . . jp〉. (12)
The coefficients d are defined in terms of the original coefficients b1,i2...ip with
1 < i2 < · · · < ip. Let j2 = i2 − 1, j3 = i3 − 2, . . . , jp = ip − (p − 1); then
d1,j2...jp ≡
√
N/(N − p)b1,i2...ip. The values of the other d’s are determined
by translational invariance—that is, dj1...jp = dj1+k,...,jp+k (mod N − p)—
and as before, we take dj1...jp to be symmetric under permutations of the
indices and equal to zero whenever two indices have the same value. The
factor
√
N/(N − p) is included in order to make |φ〉 normalized: translations
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around the ring generate fewer d’s than b’s, so that the d’s need to be larger.4
Let us define a pseudo-concurrence C ′ of the smaller ring by analogy with
Eq. (10).
C ′ =
∑
1≤k2<···<kp≤N−p
2dj,k2...kp d¯j+1,k2...kp, (13)
where we have omitted the absolute value sign since the d’s are all real and
non-negative. Because our states of the small ring do not satisfy condition 2,
C ′ is not the nearest-neighbor concurrence of the state |φ〉. However, because
of the relationship between d and b, we can use C ′ to find the concurrence C
of our original ring:
C =
N − p
N
C ′. (14)
Thus we want to find the maximum possible value of C ′ over all real and
non-negative, translationally invariant states of the (N − p)-particle ring
with exactly p up-spins.
To do this, let us rewrite Eq. (13) in a more convenient form by intro-
ducing the creation and annihilation operators
a†j =
(
0 1
0 0
)
and aj =
(
0 0
1 0
)
, (15)
which act on the particle at location j of the small ring and are expressed
here in the basis {|↑〉, |↓〉}. In terms of these operators, Eq. (13) becomes
simply
C ′ = 2〈φ|a†j+1aj|φ〉. (16)
The value given by Eq. (16) is the same for all pairs {j, j + 1}. We can
therefore write C ′ as the average of this quantity over j:
C ′ =
2
N − p〈φ|
N−p∑
j=1
a†j+1aj |φ〉. (17)
Again using our assumption that the coefficients are real, we can re-express
Eq. (17) as
C ′ = −
(
1
N − p
)
〈φ|H|φ〉, (18)
4For each collection of b’s that are equal because of translational invariance, there is a
corresponding set of d’s, and the ratio of the sizes of these sets is always N/(N − p).
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where
H = −
N−p∑
j=1
(a†jaj+1 + a
†
j+1aj). (19)
In other words, a state |φ〉 maximizes C ′ if it minimizes the expectation value
of the operatorH , as long as this minimum is achieved with only non-negative
real values of the coefficients d.
The operatorH is the Hamiltonian for the one-dimensional ferromagnetic
XY model; so our problem reduces to finding the lowest-energy state of
this model with exactly p spins up. This is a solved problem [15]. The
solution begins with the observation that the operators a† and a are not
quite fermionic creation and annihilation operators, since [aj , ak] = [aj , a
†
k] =
[a†j , a
†
k] = 0 for j 6= k, whereas truly fermionic operators attached to different
sites would anticommute. It is helpful to define new creation and annihilation
operators c† and c that are genuinely fermionic:
cj = exp
[
iπ
j−1∑
k=1
a†kak
]
aj ; (20)
c†j = a
†
jexp
[
− iπ
j−1∑
k=1
a†kak
]
. (21)
In terms of the c operators, we have
H = −
N−p∑
j=1
(c†jcj+1 + c
†
j+1cj) if p is odd (22)
and
H = −
(N−p)−1∑
j=1
(c†jcj+1 + c
†
j+1cj) + (c
†
N−pc1 + c
†
1cN−p) if p is even. (23)
For either odd or even p, the Hamiltonian can be diagonalized exactly, so
that the system can be regarded as a collection of p independent identical
fermions. For odd p, one finds that the energy eigenvalues of these fermions
are em = −2 cos
(
2mpi
N−p
)
, m = 1, . . . , N − p, whereas for even p they are
em = −2 cos
(
(2m+1)pi
N−p
)
, m = 1, . . . , N − p. The minimum value of 〈φ|H|φ〉 is
the sum of the p smallest values em, since in the ground state the fermions
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will occupy the p lowest energy levels. This sum turns out to be given by the
following formula, valid for both even and odd values of p.
Emin = −
2 sin
(
ppi
N−p
)
sin
(
pi
N−p
) . (24)
The state |φ〉 corresponding to this energy is the discrete version of the
ground-state wavefunction of a set of p hard beads on a loop of wire. The
coefficients dj1...jp associated with this state can be taken to be real and non-
negative, and the state is translationally invariant. Thus the assumed condi-
tions are met and we can use Emin to find the maximum pseudo-concurrence
C ′max in accordance with Eq. (18):
C ′max = −
1
N − pEmin =
2 sin
(
ppi
N−p
)
(N − p) sin
(
pi
N−p
) . (25)
Finally, using the relation (14), we get the maximum nearest-neighbor con-
currence of our original ring of N particles:
Cmax(N, p) =
2 sin
(
ppi
N−p
)
N sin
(
pi
N−p
) . (26)
Again, this is the maximum value under the following assumptions: (i) the
ring has exactly p spins up, and (ii) no two up-spins are adjacent.
For a given value of N , we now need to find out what value of p maximizes
Cmax(N, p). For any fixed N it is easy enough to carry out this maximization
explicitly. Consider, for example, the case N = 7. In a ring of seven parti-
cles, the number p of up-spins can have any of the following values without
violating our condition 2: p = 0, 1, 2, and 3. Inserting these numbers into
Eq. (26) we get the corresponding values of the concurrence: C = 0, 0.286,
0.462, and 0.286. Thus for a ring of seven particles it is best (under our
assumptions) to have two spins up and five spins down. We have carried out
this sort of direct maximization for the first several values of the ring size N ,
with the following results:
N 2 3 4 5 6 7 8 9 10
popt 1 1 1 1 or 2 2 2 2 3 3
Cmax 1.000 0.667 0.500 0.400 0.471 0.462 0.433 0.444 0.449
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Note that though the maximum concurrence tends to decrease with increas-
ing N , it is by no means monotonic.
It is interesting to find the limiting value of Cmax as N goes to infinity.
To do this, we write Eq. (26) in terms of N and α ≡ p/N , and hold α fixed
as N goes to infinity. The result is
Cmax(α) =
2
π
(1− α) sin
(
απ
1− α
)
. (27)
This equation gives the maximum nearest-neighbor concurrence (under our
assumptions) for an infinite chain of spin-1/2 particles in which the overall
density of up-spins is α. It is reassuring that this formula is identical to the
one obtained in Ref. [8], which considered only infinite chains. Differentiating
Eq. (27), one finds that the optimal value of α is 0.300844, for which Cmax =
0.434467. This number is thus our candidate for the maximum nearest-
neighbor concurrence of an infinite chain of qubits (as in Ref. [8]). Note that,
perhaps surprisingly, for rings of 5 and 8 particles, the maximum values of C
as given in the above table are smaller than the limiting value for an infinite
chain. This is no doubt because in these cases one is near the “borderline”
between two different values of popt, and neither is particularly good. This
fact also suggests that the cases N = 5 and N = 8 are the best places to
look for examples in which the maximum concurrence is not achieved by a
state satisfying our conditions.
Indeed, by relaxing condition 2, one can achieve higher entanglement for
N = 5. The state
|ψ〉 = 1√
5
{
sin θ
[
|↑↑↓↓↓〉+ · · ·
]
+ cos θ
[
|↑↓↑↓↓〉+ · · ·
]}
, (28)
where the ellipses stand for all translations of the given basis state, has a
nearest-neighbor concurrence C = 0.468 when θ = 0.302, which is better than
the value shown in the above table. We have looked for similar numerical
improvements for N = 6, 7, 8, 9, and 10, in each case relaxing condition 2
but preserving condition 1, and we have found none (not even for N = 8).
Thus it is conceivable that our formula gives the true maximum for certain
values of N , though it does not do so for all values. In any case, it gives us
a lower bound on the maximum nearest-neighbor concurrence, which we will
be able to use in the following Section.
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To close this section, we write down explicitly the neighboring-pair density
matrix for our optimal state of the infinite chain. In the form (3), the matrix
elements w and x must both be equal to α, the density of up-spins. This
is because every up-spin is isolated, so that the probability of the pair state
|↑↓〉 is the same as the probability that the first particle has its spin up, and
similarly for the probability of |↓↑〉. We already have the value of z, namely,
half the concurrence; so the density matrix is
ρ =


0 0 0 0
0 0.301 0.217 0
0 0.217 0.301 0
0 0 0 0.398

 . (29)
This matrix is not quite one of the special states identified by Munro et al.
[14], which maximize entanglement for a fixed purity of the density matrix.
Such a state would have all three of the non-zero diagonal elements equal
to 1/3. The fact that it is not the same shows that our problem is not
equivalent to the fixed-purity problem. Nevertheless, it is interesting that
the two results are as similar as they are.
3 Entanglement in an Antiferromagnetic Ring
Though we introduced an effective Hamiltonian in order to solve the preced-
ing problem, the problem itself did not specify any Hamiltonian. We now
consider a more concrete physical model of a ring of N qubits, namely, an
antiferromagnetic ring of spin-1/2 particles in which neighboring particles
interact via the Heisenberg Hamiltonian
H =
N∑
i
~σi · ~σi+1. (30)
Here ~σ = (σx, σy, σz) is the vector of Pauli matrices and, as before, the sum
i + 1 is understood to wrap around to 1 when i = N . This model has been
studied extensively over many decades, much of the foundational work having
been done by Bethe in the early days of quantum mechanics [16]. In the spirit
of Section 2 we ask a new question about the model: does the ground state
maximize the nearest-neighbor entanglement? We restrict our attention to
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rings with an even number of particles, partly because the calculation is
considerably simpler in that case, and partly because the symmetry of the
even-N ground state suggests an interesting refinement of our question, as
we will see shortly.
For the antiferromagnetic ring there is good reason to expect a connection
between minimizing the energy and maximizing the entanglement. Contrary
to what one would expect classically, the ground state is not simply the
alternating state |↑↓↑↓ · · ·〉. Though this alternating state minimizes the
energy due to the σz part of the Hamiltonian, it does not do so well for the
σx and σy parts. By contrast, the ground state for N = 2, which is the singlet
state
|ψ〉 = 1√
2
(|↑↓〉− |↓↑〉), (31)
treats all directions of space equivalently since it is rotationally invariant.
Intuitively, one expects that for a ring of N particles, each pair of nearest
neighbors is “trying” to be in the singlet state in order to minimize its own
energy but is thwarted to some extent by the similar efforts of neighboring
pairs. Now, the singlet state is maximally entangled; so in a certain sense
each pair of nearest neighbors, by trying to minimize its energy, is also trying
to be entangled. We want to see whether the pairs go as far in this direction
as they possibly could, that is, whether they in fact maximize the nearest-
neighbor entanglement. Though we do not yet know the maximum possible
value of this entanglement (because of the extra conditions we imposed on
our states in Section 2), we can nevertheless use the result of Section 2 as
a benchmark for evaluating the entanglement of the antiferromagnetic ring.
For example, if the nearest-neighbor concurrence of the infinite chain is less
than 0.434467, we know that the entanglement is not maximal.
We begin by invoking some basic facts about the ground state of an anti-
ferromagnetic ring with an even number of particles [17]: it is translationally
invariant, and it is an eigenstate of the total z-component of spin with eigen-
value zero. These properties guarantee that the density matrix of each pair
of neighboring particles has the form
ρ =


v 0 0 0
0 w z 0
0 z¯ w 0
0 0 0 v

 . (32)
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Let E be the ground-state energy of the system, so that E/N is the con-
tribution from a single pair: E/N = Tr [ρ(~σ · ~σ)]. We now re-express the
energy E/N in terms of the matrix elements of ρ. The matrix ~σ · ~σ, written
explicitly in the standard basis, is
~σ · ~σ =


1 0 0 0
0 −1 2 0
0 2 −1 0
0 0 0 1

 . (33)
Thus
E/N = Tr [ρ(~σ · ~σ)] = 2(v − w + 2Re z) = 4(v + Re z)− 1, (34)
where we have used the fact that Tr ρ = 1.
It is useful at this point to write the matrix elements v and z in terms of
the coefficients that define the ring’s state |ψ〉. Just as in Section 2, we can
write |ψ〉 as
|ψ〉 = ∑
1≤i1<···<ip≤N
bi1...ip|i1 . . . ip〉, (35)
where p now has the specific value N/2. And just as before, we have
z =
∑
1≤k2<···<kp≤N
bi,k2...kp b¯i+1,k2...kp. (36)
The corresponding expression for the matrix element v is
v =
∑
1≤k3<···<kp≤N
|bi,i+1,k3...kp|2. (37)
Note that changes in the phases of the coefficients b do not affect v, though
they do affect z. In order to minimize the energy as given in Eq. (34), we
want to choose these phases so that Re z is as negative as possible. For a
fixed set of absolute values of the b’s, this can be done be letting all the b’s
be real, with alternating signs given by
sign of bi1...ip = (−1)i1+···+ip, (38)
in which case every term of Eq. (36) is negative or zero. Thus for the ground
state of this system, we can write the energy per particle as
E/N = 4(v − |z|)− 1. (39)
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Now, recall that the concurrence of a density matrix of the form (32) is
[Eq. (2)]
C = max {2(|z| − v), 0}. (40)
We thus arrive at the following expression for the concurrence Cgs of the
ground state of this system, assuming (as is the case) that the ground-state
energy is sufficiently negative to make Cgs positive.
Cgs = −1
2
[(E/N) + 1]. (41)
This simple relationship depends on the fact that the number of particles in
the ring is even. If N were odd, the pair density matrix would not have the
form (32) and its concurrence would most likely not be a simple function of
the energy alone.
The ground state energies of antiferromagnetic rings have been computed
for many values of N [17, 18], including the limiting case N →∞ [19]. From
these results and Eq. (41) we can immediately write down the concurrences.
The following table shows the values of Cgs for several values of N , along
with corresponding values of Cmax that we computed in Section 2. The
figure 0.386 appearing in the table as the concurrence of the ground state of
the infinite chain can be written exactly as 2 ln 2− 1.
N 2 4 6 8 10 · · · ∞
−E/N 3.000 2.000 1.868 1.825 1.806 · · · 1.773
Cgs 1.000 0.500 0.434 0.412 0.403 · · · 0.386
Cmax 1.000 0.500 0.471 0.433 0.449 · · · 0.434
Thus, though for very small rings the antiferromagnetic ground states are as
entangled as the states we found in Section 2, for larger rings they fall short.
We can therefore conclude that the ground state of an antiferromagnetic ring
does not in general maximize nearest-neighbor entanglement.
There is, however, a more limited sense in which these ground states do
maximize entanglement; this is the refinement we mentioned earlier. Let us
restrict our attention to the set of states which, like the ground state, are
translationally invariant and have zero total z-component of spin. We will
call such states “balanced.” We now show that the antiferromagnetic ground
state maximizes entanglement within the set of balanced states.
15
Let us divide the set of all balanced states into equivalence classes, two
states being called equivalent if their coefficients bi1...ip in Eq. (35) agree
in magnitude, differing only in their phases. Of all the states in a given
equivalence class, none has a greater nearest-neighbor concurrence than the
unique state in that class for which the phases are given by Eq. (38). This
is because, as in the case of the ground state, such phases allow perfect
constructive interference in Eq. (36). To put it in symbols, C(ψ) ≤ C(ψ0),
where |ψ〉 is a general balanced state and |ψ0〉 is the state obtained from
|ψ〉 by adjusting the phases of the b’s in accordance with Eq. (38). Now,
for |ψ0〉, the expectation value of the energy 〈ψ0|H|ψ0〉 is given by the same
expression as in Eq. (39):
1
N
〈ψ0|H|ψ0〉 = 4(v − |z|)− 1. (42)
The concurrence of |ψ0〉 is given by Eq. (40); so we have
C(ψ) ≤ C(ψ0) = max
{
−1
2
[
1
N
〈ψ0|H|ψ0〉+ 1
]
, 0
}
≤ max {−1
2
[(E/N) + 1], 0} = Cgs. (43)
The last inequality comes from the fact that the ground state minimizes the
expectation value of the energy. We have thus shown that no balanced state
has a nearest-neighbor concurrence larger than that of the ground state.
For comparison with Eq. (29), it is interesting to write down explicitly the
neighboring-pair density matrix for the ground state of an infinite antiferro-
magnetic chain. This density matrix is uniquely determined by the value of
the concurrence, C = 2 ln 2− 1, and by the fact that the state is rotationally
invariant (the latter condition implies that |z|+ v = w). One finds that
ρ =


0.102 0 0 0
0 0.398 −0.295 0
0 −0.295 0.398 0
0 0 0 0.102

 . (44)
If we think of the spins of the antiferromagnetic chain as “trying” to max-
imize their entanglement, then evidently they are using a rather different
strategy than the one we used in Section 2. There is no longer any pro-
hibition against neighboring up-spins. Indeed the presence of such up-spin
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pairs in the antiferromagnetic chain allows the off-diagonal element z to have
a larger magnitude than in Eq. (29), which is good for entanglement. On
the other hand, the presence of such pairs also forces the matrix element
v = 〈↑↑| ρ |↑↑〉 to be non-zero, which is what reduces the concurrence to a
value less than our best value of Section 2.
4 Conclusions
We have obtained two main results.
First, for a ring of N qubits in a translationally invariant state, we have
found values of the nearest-neighbor concurrences that we know to be achiev-
able and that for some values of N may be optimal. At the least, they are
lower bounds on the maximum possible concurrences.
Second, we have found that the ground state of an antiferromagnetic ring
with an even number of particles typically does not maximize the nearest-
neighbor concurrence over all states, but that it does achieve such a maximum
over the set of translationally invariant states with no net spin in the z
direction. This set of “balanced” states includes all the eigenstates of total
spin with eigenvalue zero; so we can also say that the ground state maximizes
C relative to all the spin-0, or rotationally invariant states.
Putting Sections 2 and 3 together, we can conclude that whatever the
maximum-concurrence states may be, they are certainly not balanced. In
other words, for maximizing concurrence it is best to have one direction of
spin favored over the opposite direction. This is perhaps counterintuitive,
since a maximally unbalanced state such as |↑↑↑ · · ·〉 is not entangled at all.
The subject of Section 3 represents an unusual mix: one does not often as-
sociate entanglement with energy-minimization. One might wonder whether
the entanglement-maximization property of antiferromagnetic rings, limited
though it is, is a special case of a more general connection between energy
and entanglement. Do physical systems tend to favor entangled states over
unentangled states? In a straightforward interpretation of this question, the
answer would seem to be no. Ferromagnetic systems, for example, have
ground states in which the spins are completely unentangled. Perhaps one
could identify a special class of Hamiltonians with interesting entanglement-
maximizing properties, but at present it is not clear how large such a class
might be.
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