This paper proposes a model of sentiment analysis of various features of different companies' mobile phones and their overall rating. Before buying a phone, customers usually look for reviews to decide which phone to buy. The model proposed in this paper provides an optimal solution for the customer for making this decision more efficiently. In this model, each feature of a mobile phone is rated based on public opinion and an overall rating for each phone is provided. Amazon is one of the largest Internet retailers, which makes way for most public reviews on their products. These reviews are collected as a form of an open source platform and used as the dataset in this model. The gathered data is preprocessed and then separated into two different sets -Training Set and Testing Set which are used to train and test the supervised machine learning algorithms for classification. 15 most common features of the mobile phones based on public reviews are selected from the training data set and used as the feature set in this model. Different algorithms which include Naïve Bayes, Support Vector Machine, Logistic Regression, and Stochastic Gradient Descent algorithms are used in this model and the comparison of their performance is shown. This model provides a rating of each feature and an average rating of the mobile phone based on sentiment polarity. Thus, this research work can assist potential customers to choose the best product based on the opinion of the other users.
I. INTRODUCTION
Mobile phones have been one of the most essential components for us during the last decade. From Brick Phone to iPhone, technological advancement is seen in the sector of telecommunication. At present, mobile phones have different features according to the customer's choice and need. Among thousands of companies, offering their technology to the customers, choosing the appropriate phone for an individual has become an issue. Thus, the decision-making process becomes more challenging in recent times. In this research, a model is proposed which generates a rating of particular features and overall features, based on public reviews of different features or specification of a mobile phone. The ratings will let consumers compare between their need and satisfaction and thus choose the suitable mobile phone. There are many websites, YouTube channels and also individuals on Social Media who reviews mobile phones. Professional reviewers are appointed by different companies to act as a marketing policy of the company.
However, very few reviewers are authentic and independent of their opinions. Such reviewing criteria benefits the mobile manufacturer companies to convince the customer about their product. This has major drawbacks from the consumer's point of view. However, lacking's in the software or hardware part of the product such as power consumption, battery lifetime, operating systems or operation time and many information get skipped for the sake of the company's marketing strategy. Thus, these reviews are not helpful in terms of customers point of view. Secondly, a mobile phone's technical features such as Chipset, GPU, CPU, OS's contribution to a mobile phone system are not often understandable to an average user. Thus, a potential buyer cannot get suitable information that he desires about a mobile phone from the reviewers. Thirdly, reviewer's point of explanation of a device does not match the expectation of the customer. A customer's prime concern may be about camera while a reviewer will be emphasizing on other technical features of the device. This indicates an absence of a platform where customers can get the rating of their desired features. Additionally, a professional review never reflects the actual state of a device. Generally, reviewers don't review the device after using it for a long time, rather they do their reviews based on a test use which doesn't always contemplate the actual experience of that particular device. Therefore, customer's opinion about a mobile phone and its features are more reliable and authentic. This is why comparing ratings of public opinions about a mobile phone to buy one is better rather than relying on professional reviews. Author's in this research also focused on public reviews rather than the professional reviewer's opinion.
II. BACKGROUND STUDY
Sentiment analysis is an emerging area of research in natural language processing (NLP). In recent years, this field has gained much interest as the social context changed a lot. The internet-based economy made sentiment analysis more essential. As the number of consumers' review increases, the need for analyzing these reviews automatically is also increasing which can help today's business to significantly improve as digital marketing has become a genuine marketing concept. As a result, not only researchers but also entrepreneurs are becoming interested in sentiment analysis [1] . Sentiment analysis is a machine learning method which can be used to classify and analyze peoples' sentiments, emotions, opinion etc. Review of online product which is expressed in terms of text, star rating, and thumbs up and down can be analyzed using sentiment analysis which can significantly help to improve certain products or services [2] . With the aid of negative prefixes, words like adjectives and adverbs are able to carry opposite sentiment. So, in this research, the authors used the negation phrase identification algorithm to find such words and analyzed the reviews.
In some researches, twitter data is used for sentiment analysis. Similarly, in the research conducted by Rane and Kumar, the authors have classified twitter data for US airline service analysis where firstly the tweets are pre-processed to obtain a vector using deep learning concept (Doc2vec) for phrase-level analysis. And then using 7 different classification technique, the analysis is carried out. Based on the accuracy of the result, a comparison among different classification technique is given in this research paper [3] . Opinions can also be extracted based on the product's features using several techniques. In this research paper, the authors suggested a system that automatically expands opinion lexicon and based on dependency relations, the product's features are extracted. And to find this dependency relation between features and opinions, StrandfordCoreNLP dependency parser is used and then an algorithm based on double propagation is used to extract feature and opinions [4] . With the aid of Vader lexicon, polarities of extracted opinions are defined.
The author Xing Fang and Justin Zhan in their research work describe that when sentiment sentences are extracted, it contains at least one positive or negative word. Tokenization is done to separate the sentences into words and Parts-ofspeech (POS) tagging is done. From the original dataset, the tokens and their scores are extracted which are known as features. So, to classify these features, they transformed into vectors [5] . Furthermore, in another paper, the authors used unsupervised learning on large twitter corpora to obtain a word embedding which uses latent contextual semantic relationships and co-occurrence statistical characteristics between words in tweets [6] . Together with n-grams features and word sentiment polarity score features, these words embedding form a sentiment feature set of tweets and this feature set is combined into a deep convolution neural network for training and predicting sentiment classification labels. This model shows a significant amount of accuracy in their result.
However, authors Roshna Rafeek and R. Remya, in their research work stated that context-dependent opinion words are challenging for sentiment analysis because of their polarity changes according to the context in which they are used. So, to overcome this challenge, they have proposed a system that uses (aspect, opinion) pairs and logistic regression (LR) model. In this model, to acquire (aspect, opinion) pairs, syntactic rules are used and for classifying the sentiment words into positive class and negative class, the LR model is used [7] . In this research paper, the authors proposed an approach for sentiment analysis using Python and its library NLTK (Natural Language Toolkit). Python, which is simple yet powerful, high level, interpreted and dynamic programming language, is very useful for processing natural language using its own library NLTK that helps to build programs and classify data. Data can be trained and different numerous classifiers can be tested using NLTK. Additionally, using NLTK, results, and patterns can be graphically represented.
In another research, the authors described different supervised machine learning approaches for sentiment analysis [8] . Various algorithms are used and their advantages and disadvantages are stated. There are two broad categories which are Lexicon based approach and machine learning approach. In their research work, they have used three algorithms. These algorithms are naïve Bayes, support vector machine and maximum entropy. According to their result, naïve Bayes algorithm provided better accuracy than the other two [9] .
III. WORKING PRINCIPLE
Sentiment analysis is a very useful tool in the modern technological era where people are frequently sharing their thoughts in microblogging social sites. Analyzing sentiments help human beings to take a decision in case of socioeconomic and business aspects. In this research, we used natural language processing along with machine learning algorithms to find out the sentiment of a review. Furthermore, they also intended to find the best accuracy of the sentiment. We used different machine learning algorithms, such as Naïve Bayes Classifier, Linear Regression, Support Vector Classifier, Stochastic Gradient Descent Classifier and Random forest for analyzing sentiments. A block diagram is given below to show the proposed model of sentiment analysis, 
A. Data
Dataset is the most important factor in any kind of machine learning and sentiment analysis process. In the research of sentiment analysis, the most technical and one of the toughest tasks is to find out the proper dataset applicable to the model. As the aim is to find out the proper review and rating of a mobile set, we generalized searching criteria for datasets with proper reviews along with mobile set company or model name. We used the Amazon's unlocked mobile phone review's dataset which was collected from an online open source platform named Kaggle. There were four hundred thousand data in the dataset. The dataset had six columns, which were 'product name', 'company name', 'review', 'rating', 'rating votes'. Three of the columns consists of textual data and rest are numerical data. 'Product Name' column represented the model of the mobile phone whereas the 'Company Name' had the name of the company. The review column consists of reviews provided by users. These reviews are mixtures of different sentence type. Rating column is the rating of each review given by users at Amazon.
B. Text-Preprocessing
Data preprocessing is the process of cleaning the data to an extent where the machine learning algorithm will understand the content of the data. Overall the data preprocessing deals with finding the inaccurate, irrelevant and incomplete data and removing or minimizing the data. Preprocessing is a very important step in terms of textual data. This pre-processing task is done using NLTK (Natural Language Tool Kit) which is an open source language tool for textual data mining. There are several steps of text preprocessing, which are, i. Tokenization ii. Normalization
iii. Noise removal
Tokenization is a step which splits longer strings of text into smaller pieces or tokens. Larger chunks of text can be tokenized into sentences and sentences can be tokenized into words, etc. Further processing is generally performed after a piece of text has been appropriately tokenized. Tokenization is also referred to as text segmentation or lexical analysis. Sometimes segmentation is used to refer to the breakdown of a large chunk of text into pieces larger than words (e.g. paragraphs or sentences), while tokenization is reserved for the breakdown process which results exclusively in words.
Before further processing, the text needs to be normalized. Normalization generally refers to a series of related tasks meant to put all text on a level playing field: converting all text to the same case, upper or lower case, removing punctuation, converting numbers to their word equivalents, and so on. Normalization puts all words on equal footing and allows processing to proceed uniformly. Normalizing text can mean performing a number of tasks, but for our model, we approached normalization in three distinct steps, Stemming, Lemmatization, and POS tagging.
Stemming is the process of eliminating affixes (suffixed, prefixes, infixes, and circumfixes) from a word in order to obtain a word stem. Lemmatization is related to stemming, differing in that lemmatization is able to capture canonical forms based on a word's lemma. For example, stemming the word "cacti", "geese", "rocks" would fail to return its citation form (another word for lemma); however, lemmatization would result, "cactus", "goose", "rock". POS tagging is also a part of text pre-processing and used for detecting the parts of speech of the words in a sentence. For selecting the adjective of a sentence, we have to use this process in sentiment analysis.
C. Feature selection of a mobile phone
The model concentrates on finding out the most frequently reviewed specifications of the mobile phone, so the selection process plays a key role in the working methodology. Mobile phones have multiple features like Camera, RAM, Storage, Battery, Display, Operating system etc. Firstly, a list of the specifications was created. As a single feature may have several names, we created NLTK synonyms for the features or specifications and stored all the strings in a single array. The features which appear mostly in the dataset are taken into account and matched with the feature set we created. We selected in total 15 features, mostly consisting of nouns which define the specification of any mobile phone.
D. Classification
We have used multiple algorithms for training the dataset. The amount of train data was increased gradually to see the accuracy of the algorithms. Classification is the task of choosing the correct class label for a given input. In the basic classification tasks, each input is considered in isolation from all other input, and the set of the labels is defined in advance. Mentioned earlier, we are using the built-in libraries to do all the classification process. To be specific, the following algorithms are used in the classification process,
• Naïve Bayes (NB), Multinomial Naïve Bayes (MNB), Bernoulli Naïve Bayes (BNB) • Support Vector Classifier, NuSVC, and Linear SVC • Logistic Regression and Linear Regression • Stochastic Gradient Descent (SGD) Classifier • Random Forest Machine learning algorithms are used to classify the sentences based on their polarity. However, the purpose of the research is to find out the best algorithm for sentiment analysis based on the accuracy of classification. The details of the algorithms are given below, 1) Naïve Bayes Classifier: A Naive Bayes classifier is an algorithm that uses Bayes' theorem to classify data. Naive Bayes classifiers assume strong, or naive, independence between attributes of data points. The classifier uses probability theory to classify. The main key insight of Bayes' theorem is that the probability of an event can be adjusted as new data is introduced. A Naïve Bayes classifier is called naïve because it assumes that all attributes of a data point under consideration are independent of each other [10] . A Naïve Bayes model is easy to build and it has no complicated iterative parameters estimation which makes it particularly useful for very large datasets.
2) Linear Regression:
In machine learning and statistics linear regression is very useful for classifying a large set of datasets. The model attempts to model the relationship between two variables by fitting a linear equation to observed data. One variable is considered as a dependent variable whilst the other variable is considered as an explanatory variable. Linear regression has the equation,
= +
(1)
Here, X is the explanatory variable and Y is the dependent variable, the slope of the line is 'b' and 'a' intercepts. We determined the relationship between variables of interest and attempted to fit the linear model for the observed data.
3) Support Vector Machine: Support Vector Machine (SVM) is a supervised machine learning algorithm which can be used for both classification or regression challenges. However, it is mostly used for text classification [11] . In the algorithm, each data will be plot as a point in n-dimensional space with the value of each feature. n is the number of features. Then classification is done to find the hyperplane to differentiate two classes very well. Normally this model draws lines to separate the groups according to patterns.
4) SGD Classifier: Stochastic Gradient Descent also known as SGD classifier is a very efficient approach to discriminative learning of linear classifiers under convex loss functions such as (linear) Support Vector Machines and
Logistic Regression. For large scale learning, this algorithm is very efficient. Moreover, this algorithm is very successful in text classification as well as natural language processing.
5) Random Forest Classifier:
Random forests, also known as random decision forests, are a popular ensemble method that can be used to build predictive models for both classification and regression problems. It is a flexible, easy to use machine learning algorithm that produces, even without hyper-parameter tuning, a great result most of the time. It is also one of the most used algorithms because it's simplicity and the fact that it can be used for both classification and regression tasks [13] . As its name, it creates a forest and makes it somehow random. The 'forest' it builds, is an ensemble of Decision Trees, most of the time trained with the "bagging" method. The general idea of the bagging method is that a combination of learning models increases the overall result. Simply random forests build multiple decision trees and merge them to get more accurate and stable predictions. There are three main choices to be made when constructing a random tree. These are (1) the method for splitting the leaf's, (2) the type of predictor to use in each leaf, and (3) the method for injecting randomness into the trees.
The classification algorithms are to classify the dataset which consists of features and finds out the accuracy of the algorithms. The classification is done in a various number of sets starting from 1000. We have to find out the accuracy for the different algorithm by gradually increasing the number of sets. However, to get the best accuracy it is vital to increase the number of sets. For this research, classification started from 1000 up to 12000 because the larger the set number the more computer power is needed for classification.
IV. RESULT AND DISCUSSION
In the proposed system, the Python programming language is used for implementation. To measure the accuracy of the algorithm we used an evaluation equation. Accuracy is the performance evaluation parameter and it is calculated by the number of correctly selected positive and negative words divide by the total number of words present in the corpus. The formula of is given below,
Here, true positive is the number of tweets recognized as positive and true negative is the number of tweets recognized as negative.
As high computing power is needed for finding the best accuracy by classifying large data sets, we classified a selected set for classification. Figure 2 demonstrates a graphical representation of the classifiers and the accuracy obtained by using the number of sets. Matplotlib, a python plotting library was used for plotting the data. It clearly indicated the high accuracy whenever the number of sets is increased. The line chart shows the superiority of the Random forest algorithm as it shows the highest accuracy of around 92% with 12000 sets.
In this research data selection, data pre-processing, and specification or feature selection of the mobile phones, training algorithms, classifying algorithms are done. Python and Scikit-learn which is a machine learning library of python and NLTK which is a language processing tool widely used for the sentiment analysis and text polarity measurement are used for the research. However, we have applied all the classifiers individually to get the best accuracy but for the best outcome from sentiment analysis, it is recommended by many researchers that a combination of multiple supervised algorithms will be better. This combined classifier provides the best possible result for the pre-processed data. As mentioned earlier, we have separated all the sentences of the review text according to the specification or feature of the mobile. As an example, if there is a review mentioning multiple features of the phones followed by their review, the sentence is picked and applied sentiment analysis on that sentence. In figure 3 selection of sentence, the process is shown in a pictorial view. After the selection of text, we specifically applied sentiment analysis with NLTK in the adjectives or the words which can determine polarity. As an example, "Nokia is the brand that can be used in telephone, good price, excellent team, was a gift to my daughter and she liked it, easy to use and very affordable price, I recommend it." this review has one big sentence with a lot of features or specification and their classification, the result shows polarity positive and the confidence level 98.56%.
The last step of the research is to provide a rating of the mobile phone according to the review and polarity. In the previous step, we found out the polarity of each feature and the score of the polarity which starts from 0 to 100. However, there is a threshold value in sentiment score, which determines the accuracy of the sentiment analysis. We set the threshold value to 30 so whenever the score is less than 30 the sentiment analysis will indicate it as a bad sentiment.
To rate the mobile, we used a special parameter. As in sentiment analysis, the polarity of each word along with the polarity percentage is shown, we used the polarity percentage and converted that numerical value into the 0-5 range. This gives an individual rating of each feature. However, to find out the rating of the product or mobile phone, the average rating of each feature is calculated which shows the rating of the desired mobile phone. The framework applied in this research seems very convenient in terms of mobile selection for customers. This methodology will help the customers to evaluate any mobile phone based on public rating. Moreover, this model also determines the rating of a mobile phone by calculating the mean value of all ratings of that particular device. However, from this research, we compiled some comparisons between different devices. Figure 5 represents the ratings of different mobile devices. 
V. CONCLUSION
In today's world, uses of sentiment analysis can play a significant role to understand people's opinion automatically and use that to improve certain product or service efficiently. This can be a field of interest for both researchers and entrepreneurs. In this research, analyzing the sentiment of the customer's review of mobile phones which is collected from Amazon and rate them according to their features. Naïve Bayes, Support Vector Machine, Logistic Regression, Stochastic Descent algorithm are used in this model and accuracy of their performance are compared which showed that SVC and Random forest perform better with greater accuracy. Using multiple algorithms helped to understand which algorithm is more suitable for this system. Ratings of the product are given based on the average polarity obtained which can help the customer to know about certain products or services and take decisions accordingly. From this research work, it is found that, the cleaner the data, the better the accuracy of the result. In future, this model can be implemented as a web application so that while a customer is willing to buy a certain product, they can easily make a decision just by looking at the ratings.
We want to improve the algorithms that are used in this research. In the future, the goal is to apply unsupervised machine learning in the model, such as the neural network. We are looking forward to making the decision-making process easier when it comes to selecting mobile phones for the users. We believe that this model will be user-friendly and accurate enough for users to use this on regular basis for judging mobile phones and save their time from looking to different sites to find good reviews.
