In this work, we take a closer look at the evaluation of two families of methods for enriching information from knowledge graphs: Link Prediction and Entity Alignment. In the current experimental setting, multiple different scores are employed to assess different aspects of model performance. We analyze the informative value of these evaluation measures and identify several shortcomings. In particular, we demonstrate that all existing scores can hardly be used to compare results across different datasets. Moreover, this problem may also arise when comparing different train/test splits for the same dataset. We show that this leads to various problems in the interpretation of results, which may support misleading conclusions. Therefore, we propose a different evaluation and demonstrate empirically how this helps for fair, comparable and interpretable assessment of model performance.
Introduction
Information retrieval systems often require information organized in an easily accessible and interpretable structure. Frequently, Knowledge Graphs (KGs) are used as an information source [8] . Consequently, the successful application of new information retrieval algorithms often depends on the completeness and quality of the information in KGs. Link Prediction (LP) [20] and Entity Alignment (EA) [3] are two disciplines with the goal to enrich information in KGs. LP makes use of existing information in a single KG by materializing latent links. The goal of EA is to align entities in different KGs, which facilitates the transfer of information between both or a fusion of multiple KGs to a single knowledgebase. Both disciplines work by assigning scores to potential candidates: LP methods compute scores for the facts in question at inference time and EA methods assign scores to candidate alignment pairs. Simple thresholding, or also more advanced assignment methods [15] for EA, can make use of these scores to predict new links or alignments.
During the evaluation, both, LP and EA, evaluate how the "true" entity is ranked relative to other candidate entities. Let a single knowledge graph be represented as G = (E, R, T ), where E is a set of entities, R is a set of relations, and T ⊆ E × R × E is a set of triples. For the task of LP a set of given triples is usually divided in T train ⊆ T and T test = T \ T train , where T test is used to assess the model performance. A common evaluation protocol is to use every triple (h, r, t) ∈ T test , and perform left-side and right-side prediction. For the rightside prediction, the score for every triple {(h, r, e) | e ∈ E} is computed and the entities e are sorted by the predicted scores. The rank of the "true" entity t from the test data is computed as the index in the resulting sorted list. The left-side prediction follows analogously. The final rank of the triple is computed as an average over both ranks.
For entity alignment, there are two knowledge graphs G L = (E L , R L , T L ) and
, and a set of alignments A ⊆ E L × E R . Analogous to the previous evaluation setting, the set of alignments is divided into A train ⊆ A and A test = A\A train . The common evaluation scheme [25, 5, 26, 33, 22, 34, 4, 11, 31, 37, 36, 28] now computes scores for every candidate pair {(a L , e R ) | e R ∈ E R , ∃a L ∈ E : (e R , a L ) ∈ A test }, and determines the rank of the "true" score of (a L , a R ). The right-side prediction is defined correspondingly. Notice, that only entities are considered for which there exists an entity in the test part of the alignment.
Given a rank for each test instance, various metrics exist to obtain a single number quantifying the overall performance of an approach. In this paper, we analyze the whole evaluation procedure and make the following contributions:
1. While the rank of the true entity is an intuitive and simple concept, after reviewing numerous existing codebases, we found several competing methods to compute a rank. 2. We describe the intuition behind current aggregation scores and argue that they do not always provide a complete picture of the model performance.
We show that this is an actual problem in the current evaluation setting, which sometimes may lead to wrong conclusions. 3. We propose a new (adapted) evaluation score overcoming the problems, and empirically demonstrate its usefulness on an EA dataset.
The remainder of the paper is structured as follows: In Section 2, we discuss existing rank definitions, and single-figure metrics derived from the individual ranks. In Section 3, we introduce a novel evaluation metric, circumventing shortcomings of existing aggregations, and yielding a bounded metric with expected value independent on the test set size. In Section 4, we evaluate empirically its superiority on the task of EA, before we conclude with Section 5.
Metrics

Rank
To compute a rank in LP and EA evaluation, we are given a sorted list of scores S = [β 1 , . . . , β C ] for each test instance with |C| = C , where C is a set of candidates. We denote the score of the "true" entity as α, and its position in the sorted list as r = rank(S, α). As also noted by [29] , there exist different variants to compute the rank, essentially differing in their way of how they handle equal scores. In the following, we provide a taxonomy and refer to papers that use the corresponding definition 4 .
Optimistic rank The optimistic rank assumes that the object in question is ranked first among those with equal score, i.e.,
This definition is for instance used in the implementations of [12, 14, 17, 18, 32, 5, 22] .
Pessimistic rank The pessimistic rank assumes that the object in question is ranked last among those with equal score, i.e.,
This definition is for instance used in the implementations of [16, 24] .
Non-Deterministic rank The non-deterministic rank applies some sorting algorithm to the list and uses the index in this list as rank. Hence, it depends on the initial ordering of the list, i.e. the order in which the ranks where computed, as well as the inner workings of the applied sort algorithm, e.g. its sort stability. Note, that it is different from random rank proposed in [29] since it is nondeterministic regarding different implementations of sorting algorithms. This definition is for instance used in the implementations of [1, 2, 6, 7, 21, 27, 35, 33, 28, 26, 25, 34, 4, 31, 36] .
Realistic rank The realistic rank is given as the mean of optimistic and pessimistic rank, also equal to the average over all valid ranks, i.e. positions the object can take in list not violating the sort criterion.
This definition is for instance used in the implementations of [9, 13, 11 ].
Overall metrics
Given the set of individual rank scores I, the following scores are commonly used as aggregation.
Hits @ k The Hits @ k (H@k) score describes the fraction of hits, or fraction of instances, for which the "true" entity appears under the first k entities in the sorted list:
In the context of information retrieval, this metric is also known as Recall@k.
One of the advantages of this metric is that it is easily interpretable. Since for a lot of applications only the first outputs are taken into account, it can help to directly assess the method's applicability to the use-case. However, this metric does not distinguish the cases, where the rank is larger than k. Hence, the ranks k + 1 and k + d, where d 1 have the same effect on the final score. Therefore, it is less suitable for the comparison of different models.
Mean Rank
The mean rank (MR) computes the mean over all individual ranks:
The advantage of the MR score is that it is sensitive to any model performance changes. If the rank on the same evaluation set becomes better on average, the improvement is always reflected by the MR score. While the MR is still interpretable, it is necessary to keep the size of the candidate set in mind to assess the model performance.
MRR The mean reciprocal rank is still often reported along with other scores. It is defined as
While the MRR is less sensitive to outliers and has the property to be bounded in the range (0, 1], it was shown [10] that this metric has serious flaws and therefore should not be relied upon. However, especially in LP codebases, the MRR is often used for early stopping. Presumably, the main reason for that is the behavior of the reciprocal function: While the Hits@k score ignores changes among high rank values completely, MR values changes uniformly among the full value range. The MRR score, in contrast, is more affected by changes of low rank values than high ones, but it does not completely disregard them.
Our Evaluation Approach
In the following, we shortly discuss our choice for the rank definition. Subsequently, we point out problems in the current evaluation scheme and describe our new overall score.
Optimal Rank
We identified following relevant criteria for the selection of optimal rank definition:
-There are models, which assign the same score to significant portions of positive and negative triples [29] . The optimal rank score has to be sensitive to such degenerate cases. The optimistic rank gives such models an unfair advantage.
-Adequate assessment of model performance. Since the pessimistic rank gives too conservative assessments it is not suitable. -Reproducibility across different experiment runs and environments. The nondeterministic or random [29] ranks are not always reproducible.
Therefore, we propose to use realistic rank. While being deterministic, the realistic rank offers a trade-off between the pessimistic and optimistic rank. In the degenerate case, when β i = c ∈ R for all β i ∈ S, the realistic rank is equal to |S| /2, i.e. very close to the expected rank in the case, when all scores are drawn at random. If α, β 1 , . . . , β C are i.i.d and drawn at random, and therefore the element can appear at any position with the same probability, the expected rank is also the middle of the sorted array:
Adjusted Mean Rank
While the H@1 score enables assessments of the model's suitability for a usecase, and the mean rank allows comparison of models based on a single dataset, they are more complicated to employ, when the number of candidate entities varies for the evaluation. For the LP task, results on two datasets with a different number of entities are not directly comparable. However, comparability of performance on different datasets is important, for example, to assess the task complexity, choose benchmarks or investigate model generalization. For instance, surprisingly good test scores can be an indication for test leakage, see e.g. [30] . Intuitively, the number of candidates is an important factor directly affecting the task complexity, but it is not the only factor. While the comparison of the performance on different datasets is also difficult for EA, there is the additional problem that the number of candidate entities depends on the set of alignments used for the evaluation. Therefore, the results on the same dataset are not comparable for different train/test splits or between train and test sets. This can lead to various misinterpretations of results. For instance, in [33, 19] , the authors have an experiment where they increase the training size step-wise and evaluate the model on the rest of the data. Based on the score improvement, they conclude that the model benefits from additional training data. While this claim can still be true, we argue that another evaluation is necessary to support this claim. As we demonstrate in Section 4, both MR and Hits@k scores become automatically better as the test sets become smaller, even if the model stays exactly the same. The necessary condition for such an evaluation is either independence on candidate set size or the same candidate set for all experiments. One possible solution would be to use all entities in the KG as candidates analogous to LP. However, this still would leave us with the unresolved problem of performance comparison across datasets. Therefore, we propose to use an additional score that assesses the model performance independently of the candidate set size.
Since we are interested in evaluating model performance, we start with MR as our starting point. Inspired by the Adjusted Rand Index [23] , we aim to adjust it for chance. Therefore, we compute the expected mean rank following the assumption that the individual ranks are independent:
Now, we define the adjusted mean rank (AMR) as the MR divided by its expected value:
Since r i < |S| + 1 the AMR has a bounded value range of (0, 2). Values close to 0 indicate good performance, whereas values close to one correspond to the performance of a model assigning random scores.
Experiments
In this section, we evaluate empirically to what extent the results of the current evaluation protocol can be misinterpreted, and whether our new adapted score helps to mitigate the problem. We focus on the EA evaluation and see how the same model performs when it is evaluated on sets of different sizes. Note, that from this evaluation we also can conclude the comparability of LP evaluation on different datasets. We use GCN-Align [33] as model and the zh-en subset of the JAPE dataset with the best hyperparameters from [3] .
The results are presented in Figure 1 . These results confirm our assumptions about the behavior of the overall scores. We observe that the MR increases almost linearly with increasing test size when evaluated for the same model. We also observe a similar effect for the Hits@1 score. In contrast, our new AMR score is almost completely insensitive to the size of the test set. We also see that the results become more interpretable. E.g. we see that the models trained with less than 10 alignments perform similarly to the random model, as their AMR score is nearly one. We can also claim, that GCN-Align takes advantage of more training alignments since the models have different AMR scores. 
Conclusion
In this work, we address problems in the evaluation of Link Prediction and Entity Alignment models for Knowledge Graphs. We thoroughly analyzed the current evaluation framework and identified several vulnerabilities. We demonstrated their effect and showed how these problems can be mitigated. Our empirical evaluation confirms our findings. 36. Zhang, Q., Sun, Z., Hu, W., Chen, M., Guo, L., Qu, Y.: Multi-view knowledge graph embedding for entity alignment. In: IJCAI. pp. 5429-5435. ijcai.org (2019) 37. Zhu, Q., Zhou, X., Wu, J., Tan, J., Guo, L.: Neighborhood-aware attentional representation for multilingual knowledge graphs. In: IJCAI. pp. 1943-1949. ijcai.org (2019)
