Abstract-A high order feed forward neural network architecture with optimum number of nodes is used for adaptive channel equalization in this paper.The replacement of summation at each node by multiplication results in more powerful mapping because of its capability of processing higher-order information from training data. The equalizer is tested on Rayleigh fading channel with BPSK signals. Performance comparison with recurrent radial basis function (RRBF) neural network show that the proposed equalizer provides compact architecture and satisfactory results in terms of bit error rate performance at various levels of signal to noise ratios for a Rayleigh fading channel.
I. INTRODUCTION
As higher-level modulation becomes more desirable to cope with the need for high-speed data transmission, nonlinear distortion becomes a major factor, which limits the data carrying capacity of digital communication sytems. Thermal noise, impulse noise, cross talk and the nature of the channel itself distort the transmitted data in amplitude and phase due to which temporal spreading and consequent overlap of individual pulses occurs. The presence of inter symbol interference (ISI) in the system introduces errors in the decision device at the receiver output. Therefore, in the design of the transmitting and receiving filters, the objective is to minimize the effects of ISI, and thereby deliver the digital data to its destination with the smallest error possible. Equalizers modelled as adaptive digital filters which shape the receiver's transfer function are ubiquitous in todays signal processing applications to combat ISI in dispersive channels. Adaptive filters achieve desired spectral characteristics of a signal by altering the filter coefficients and thereby the filter response according to a recursive optimization algorithm. Adaptive coefficients are required since some parameters of the desired processing operation (for instance, the properties of some noise signal) are not known in advance [1] .
When significant noise is added to the transmitted signal linear boundaries are not optimal. The received signal at each Dr. R.n. Yadav and dr. S.c. Shrivastava are with the department of electronics and communication, maulana azad national institute of technology, bhopal, india sample instant may be considered as a nonlinear function of the past values of the transmitted symbols. Further, since the nonlinear distortion varies with time and from place to place, effectively the overall channel response becomes a nonlinear dynamic mapping and the problem is tackled using classification techniques. As shown in a wide range of engineering applications, neural network (NN) has been successfully used for modeling complex nonlinear systems and forecasting signal with relatively simple architecture [2] - [4] . A wide range of neural architectures are available for modeling the nonlinear phenomenon of channel equalization. Feed forward networks like multilayer perceptron (MLP) which contain an input layer, an output layer and one or more hidden layers possess nonlinear processing capabilities and universal approximation characteristic and have been successfully implemented as channel equalizers [5] - [7] . The back propagation which is a supervised learning algorithm is used as a training algorithm [8] . These neuron models process the neural inputs using the summing operation.
Recently, higher-order networks have drawn great attention from researchers due to their superior performance in nonlinear input-output mapping, function approximation, and memory storage capacity. Some examples are Product unit neural network (PUNN), Sigma-Pi network (SPN), Pi-Sigma network (PSN) etc. They allow neural networks to learn multiplicative interactions of arbitrary degree. Multiplication plays an important role in neural modeling of biological behavior and in computing and learning with artificial neural networks. The multiplicative neuron contains units which multiply their inputs instead of summing them and thus allow inputs to interact nonlinearly. Multiplicative node functions allow direct computing of polynomials inputs and approximate higher order functions with fewer nodes. Thus they may present better approximation capability and faster learning times than the classical MLP (which incorporate additive neurons only) because of their capability of processing higher-order information from training data [9] - [11] . The remaining of the paper is organized as follows: section II describes the basic adaptive channel equalizer scheme. In section III learning rule for multiplicative neuron is derived, section IV provides the simulation and results and section V concludes the paper.
II. ADAPTIVE CHANNEL EQUALIZATION
The block diagram of adaptive equalization in Fig filter has a finite impulse response (FIR) structure. The impulse response is equal to the filter coefficients.The coefficients for a filter of order p are defined as A predefined delayed version of the original signal forms the training sequence to provide reference points for the adaptation process. The criterion for optimization is a cost function or the error signal which is the difference between the desired and the estimated signal given by
The desired signal is estimated by convolving the input signal with the impulse response expressed as
where, The optimization algorithm can be linear or nonlinear. The adaptive neural network equalizer is implemented using a feed forward multiplicative neural network (MNN). Fig. 2 shows the general architecture of the MNN. The transmitter sends a known training sequence to the receiver. The discrete-time BPSK signal sampled at a rate of f s is generated by the following equation: 
for mk =1 and for mk =-1
A sequence of 6000, equiprobable, BPSK complex valued symbol set, in which the input signal takes one of the values {-1, 1} is generated. In the absence of the noise the output signal occupies well-defined states of the BPSK signal constellation. When the signal is passed through the nonlinear channel, it becomes a stochastic random process. Decision boundaries can be formed in the observed pattern space to classify the observed vectors. For equalization, the adaptive filter is used in series with the unknown system on the test signal ) (k d by minimizing the squared difference between the adaptive equalizer output and the delayed test signal. The task of the equalizer is to set its coefficients in such a way that the output ) (k y is a close estimate of the desired output
Depending on the value of the channel output vector, the equalizer tries to estimate an output, which is close to one of the transmitted values. The neural equalizer separately processes the real and imaginary part using the multiplicative, split complex, neural network model [12] - [13] . The block diagram of a channel equalizer using MNN is shown in Fig.  4 . The real R and imaginary I parts of the input signal are split as 
III. LEARNING RULE FOR MULTIPLICATIVE NEURON
A bipolar sigmoidal activation function is used at each node. This kind of neuron itself looks complex in the first instance but when used to solve a complicated problem needs less number of parameters as compared to the existing conventional models. An error back propagation (BP) based learning using a norm-squared error function is described as follows [14] - [15] .The symbols used are:
N o is the number of inputs in the input layer.
n is the number of hidden layers in the FF network.
N n is the number of neurons in the n th hidden layer.
K is the number of outputs in the output layer. 
A simple gradient descent rule, using a mean square error function is used for computation of weight update. To study the BER performances the equalizer structure was trained with 3000 iterations and tested over 10000 samples. A fading channel is a communication channel that experiences fading due to multipath propagation. In wireless communications, the presence of reflectors in the environment surrounding the transmitter and receiver create multiple paths that the transmitted signal can traverse. At the receiver there is a superposition of these multipath signals which experience different attenuation, delay and phase shift. This can result in either constructive or destructive interference, amplifying or attenuating the signal power seen at the receiver. Strong destructive interference is known as deep fade. The fading process is characterised by a Rayleigh distribution for a non-line-of-sight path. y is the received symbol, h is the complex scaling factor corresponding to Rayleigh multipath channel, x is the BPSK transmitted symbol and n is the AWGN noise. The envelope power of Rayleigh channel model at a Doppler frequency of 75Hz is shown in Fig. 5 . The received noisy constellation at 15 dB SNR is plotted in Fig. 6 .The signal after equalization is reclassified into values of 1 and -1 as shown in Fig. 7 . The BER for various SNR is plotted in Fig. 8 and compared with RRBF equalizer. The MNN equalizer gives better performance with optimum number of nodes with 6 neurons in the input layer, 6 neurons in the hidden layer and 2 neurons in the output layer as compared to RRBF network architecture which requires 500 neurons in the input layer, 375 neurons in the hidden layer and 1 neuron in the output layer. We have used the tanh bipolar sigmoidal activation function as compared to the sigmoidal activation function at the nodes [16] . A high order feed forward neural network equalizer with multiplicative neuron is proposed in this paper. Use of multiplication allows direct computing of polynomial inputs and approximation with fewer nodes. Performance comparison in terms of network architecture and BER performance suggest the better classification capability of the proposed MNN equalizer over RRBF.
