We present the first gapless, high-resolution absorption and dispersion spectra with quantum cascade laser frequency combs covering 55 cm −1 . In our phase-sensitive dual comb design, the comb lines are gradually swept over 10 GHz, corresponding to the free spectral range of the laser devices, by applying a current modulation. We show that with interleaving we reduce the spectral point spacing by more than four orders of magnitude from 9.8 GHz down to 300 kHz over the full spectral span of the frequency comb. The potential of this technique for high-precision gas sensing is illustrated by measuring the low pressure ( 107 hPa ) absorption and dispersion spectra of methane spanning the range of 1170 cm −1 -1225 cm −1 with a resolution of 0.001 cm −1 .
Introduction
Recent developments in optical frequency combs (FCs), especially in the mid-infrared (MIR) spectral region, promise improved molecular sensing for industrial, environmental and biomedical applications [1, 2] . Frequency combs with emission in the MIR spectral regionwhere many relevant molecules possess strong and characteristic fundamental ro-vibrational absorption bands [3] [4] [5] [6] include sources based on non-linear mixing with near-infrared femtosecond fiber lasers [7] [8] [9] [10] [11] , microresonator-based approaches [12, 13] , interband cascade lasers [14] , and quantum cascade lasers (QCLs) [15, 16] . The latter two are of special interest because they are compact, robust, they provide high optical power, and their central emission frequency can be tailored to the spectroscopic requirements. Due to the small footprint and modest power requirement, these semiconductor devices have significant potential for the miniaturization of frequency comb spectrometers. This is somewhat in contrast to indirect MIR frequency comb sources relying e.g. on difference frequency generation with fiber-laser combs which tend to be significantly more complex and bulky [17] [18] [19] [20] .
In terms of spectroscopy, the absorption coefficient and refractive index of the sample are encoded in the magnitude and phase of the comb lines of the interrogating comb [21] [22] [23] [24] [25] [26] [27] . While there are several techniques for magnitude and phase retrieval [2] , the present work relies on dual comb spectroscopy (DCS), which is emerging as a powerful technique for fast and sensitive broadband molecular spectroscopy. It allows for fast acquisition over the full spectral coverage of the comb and high resolving power without any moving parts [28] . In DCS, the interrogating comb is used to probe the sample, while the local oscillator comb, with a slightly different comb spacing, is used to produce an interferogram which arises from the multiheterodyning of the various comb lines. The discrete Fourier transform of the interferogram (the multi-heterodyne signal) consists of a number of evenly spaced narrow-band components called beat notes, each of which carries the information about the magnitude (or power) and phase of the two optical comb lines that generated it. A general pre-requisite for DCS to work is that the observation time during which the interferogram is acquired must be long enough to permit the individual beat notes to be resolved and, at the same time, short enough to prevent excessive broadening of the beat notes due to the limited mutual coherence time of the two lasers. While most examples of DCS employ mutually-locked laser sources, it is perfectly possible to operate a spectrometer with two free-running QCL-FCs [21] . The reason this works well lies in the small intrinsic linewidth of quantum cascade lasers [29] , which results in sufficient mutual coherence of the two lasers even if they are unlocked. With 200 comb lines and a detection bandwidth of 1 GHz, the beat notes can be spaced up to 5 MHz. Since mutual coherence times of a few tens of μs can be readily achieved, the aforementioned conditions are thus fulfilled.
For every spectrometer, there is a spectral point spacing (spectral distance between adjacent points in a spectrum) and a spectral resolution (frequency difference of two lines in a spectrum that are still distinguishable). Regardless of the frequency comb type, there is a large mismatch between the point spacing and the resolution, with the point spacing being several orders of magnitude larger than the resolution. This is particularly true for QCL-FCs, where point spacing is typically 5 − 15 GHz, given by the free spectral range (FSR) of the device, and the resolution is of the order of 1 MHz. While this may be sufficient for spectroscopy in the condensed phase [27] , gas-phase measurements of narrow absorption features typically require a much denser spectral point spacing.
Here, we present gapless spectra obtained with free-running QCL-FCs using dual comb spectroscopy. Through interleaving of multiple spectra, the spectral point spacing is reduced by more than four orders of magnitude from 9.8 GHz (FSR of the lasers) down to 300 kHz. Unlike in other studies [25, 26] , we exploit all the available comb lines and thus achieve the aforementioned point spacing over the full 55 cm −1 (1.7 THz) span of the interrogating comb, thus paving the way for multi-species gas detection with QCL-FCs with sub-second time resolution. .
Experimental realization
The dual-comb spectrometer is based on the phase-sensitive (dispersive) design with current modulation applied on both lasers, as shown in Fig. 1 . The setup uses an IRis-F1 spectrometer (IRsweep AG, Switzerland) that has been modified with respect to laser driving, optics, and data processing. The two laser sources are InGaAs/AlInAs on InP-based dual-stack QCLs [32] . They are 4.5 mm long and have both facets uncoated, giving up to 400 mW of optical power at room temperature per facet. The sample photodetector measures the interferogram of the two combs, whereby the interrogating comb passes through the sample; the normalizing photodetector serves to cancel or suppress common mode fluctuations due to power and frequency fluctuations. The comb line frequencies are swept by applying a triangular current modulation to the lasers. To prevent the beat note frequencies from moving outside of the detection bandwidth (1 GHz), the drive currents of both lasers are modulated simultaneously. As the QCL-FCs have slightly different tuning properties, the two triangular waveforms have different slopes and offsets, and are chosen such that they minimize the offset and breathing of the multi-heterodyne signal during the sweep. The acquisition takes place during the rising segment of the triangle, which lasts 120 ms. The falling segment lasts 800 ms, and the time delay between successive sweeps is thus 920 ms (see section A in Appendix). The raw data of each sweep is divided into slices of 16.4 μs duration, a fast Fourier transform (FFT) is computed, and the beat note amplitudes are extracted from each slice (see section B in Appendix for details). These amplitudes are complex, i.e., they include information about both the power and phase of the beat note oscillations. The power spectral density (PSD) of a typical interferogram for a single slice is shown in Fig. 2 . The PSD exhibits a double-lobed structure, which reflects the emission spectra of the two QCL-FCs. The detector noise floor was set to 0 dB, so that the magnitude of a beat note is also its signal-to-detector-noise ratio (SDNR). The strongest beat notes exhibit SDNR above 50 dB. 
Results and discussion

Fully interleaved methane absorption and dispersion spectra
For demonstrating the capability of our spectral interleaving approach, low pressure gas phase absorption and dispersion spectra of methane are measured. In Fig. 3 these data are shown along the absorption spectrum simulated with HITRAN data [33] . For the sample measurement, 22 sweeps (22 × 120 ms) were co-averaged for the darker trace and one sweep (120 ms) for the lighter trace, whereas for the background 50 sweeps were co-averaged in both cases with the cell removed from the path (see sections B and D in Appendix). Each spectrum contained over 5 million data points with a spectral point spacing of 300 kHz. The data were then decimated by applying a moving average of 100 points, decreasing baseline noise and reducing the spectral resolution to 30 MHz (0.001 cm −1 ) (see section E in Appendix). The clearly visible fringe with a period of 0.62 cm −1 adequately shows that the absorbance traces of the various comb lines, covering approximately 0.33 cm −1 each, have been stitched together correctly (see section F in Appendix). As there is little optical power available in the spectral region between 1190 cm −1 and 1200 cm −1 , this led to significantly more noise in that region than in the rest of the spectrum, but co-averaging of multiple sweeps also strongly reduces the noise in this region. In the dispersion spectrum, a linear trend, attributed to the dispersion of the gas cell windows, was removed from the phase data. 
Accuracy of the frequency axis
The frequency axis in Fig. 3 was established through the known positions of 22 methane transitions (see section F in Appendix). Fig. 5 depicts the error in the transition center frequency of 55 methane transitions (including the 22 used for the calibration), defined as the difference between measured frequency (i.e., as determined from Fig. 3 ) and the position given in the HITRAN database [33] . The error for individual lines stays within 0.0015 cm −1 and the rms value is 7 × 10 −4 cm −1 . This corresponds to the spectral resolution of a Fourier transform spectrometer with an optical path difference of more than 10 m. 
Noise characterization
Here, we explore how co-averaging of multiple sweeps without any spectral smoothing (i.e., without any degradation of spectral resolution) affects the absorbance and phase noise. For this, we measured the amplitudes of the three beat notes (S, M, W) highlighted in Fig. 2 in the first slice ( = 0) of 20,000 consecutive sweeps (see section C in Appendix). In Fig. 6 , the real and imaginary parts of the amplitude ratio for the three beat notes are shown. The phases of the three beat notes are not expected to be the same, except by coincidence. The magnitude of the ratio was normalized to unity. It is immediately obvious that the magnitude exhibits much better long-term stability than the phase. The phase drift over the 5 h duration of the measurement is approximately 2 ⁄ rad for all three beat notes. The logarithm of the magnitude and the argument of the amplitude ratio are shown in Fig.  7a and 7b, respectively, as a function of sweep number. Fig. 7c and 7d are Allan-Werle [34] plots for the two quantities above multiplied by 2√2 and √2 to obtain the absorbance and phase rms, respectively (see section G in Appendix). The horizontal axis gives the measurement bandwidth, Δ , of the beat note amplitudes, and is equal to 61 kHz/ , where 61 kHz is the resolution of the FFT used to measure the beat note amplitudes and is the number of sweeps. The behaviour of the absorbance (Fig. 7c) is that of white noise for up to 200 (S), 400 (M), and 1000 (W) co-averaged sweeps, corresponding to 3 min (S), 6 min (M), and 15 min (W) measurement duration, respectively. In the white noise regime, the absorbance rms is given by NEA ⋅ √Δ , where NEA is the bandwidth-normalized noise equivalent absorbance. From Fig.  7c we observe that NEA = 7 × 10 −5 Hz −1/2 (S), 1.5 × 10 −4 Hz −1/2 (M), and 1.0 × 10 −3 Hz −1/2 (W). To date, to the best of our knowledge there are only a few publications using similar sources (quantum and interband cascade lasers) for dual comb spectroscopy. In two recent studies, NEA of 10 −3 Hz −1/2 [35] and 1.5 × 10 −3 Hz −1/2 [14] were reported. Our data compare favorably to both examples, but neither of those studies employed interleaving techniques to reduce the spectral point spacing.
To estimate the contribution of detector noise to the measured beat note amplitudes, three sets of artificial amplitude ratios were produced by adding measured detector noise onto the average beat note amplitudes of the three beat notes under study (see section H in Appendix). The derived absorbance rms plots are shown as dotted lines. From Fig. 7c it follows that the absorbance rms corresponding to beat notes with magnitude less or equal to that of M (which accounts for most of the beat notes) are detector noise limited. This is not the case for the strongest beat note S, where some excess noise is present.
The situation for the phase of the beat note amplitude ratio is very different. Once again, the presence of drift is immediately apparent in the phase plot (Fig. 7b) . The drift is strongly correlated across all beat notes, and not solely the three beat notes examined here, and this might be caused by thermal drift, whereby the lengths of the various beam paths (Fig. 1) slowly change over the duration of the measurement (a 1 μm change in one of the beam paths would cause a phase shift of 0.8 rad). For the strongest beat note (S), the phase seems to be alternating between two states. The cause for that is as yet unclear. From Fig. 7d , we find that there is virtually no benefit from co-averaging, except for the weakest beat notes, and co-averaging more than 100 sweeps is actually detrimental. If both absorbance and phase are of interest, the upper limit is thus 100 co-averaged sweeps, corresponding to 1.5 min measurement time. The phase rms for this duration is 20 mrad (independent of the beat note). Further work is required to pinpoint the cause of the phase drift and to mitigate it. Alternatively or additionally, phase correction algorithms [36, 37] could also be explored. Fig. 7 . Logarithm of magnitude (a) and phase (b) of beat note amplitude ratio for the three beat notes (S, M, W) highlighted in Fig. 2 . Absorbance (c) and phase (d) rms for the same three beat notes as a function of number of co-averaged sweeps. Solid lines: measurements, dotted lines: simulations taking only detector noise into account. Measurement bandwidth: actual measurement bandwidth of the beat note amplitude ratios.
The noise equivalent power (NEP) of the photodetectors is specified by the manufacturer as 30 pW/√Hz averaged over the preamplifier bandwidth. With at most 250 μW of average optical power reaching the detectors, the shot noise amplitude spectral density is √ 2ℎ ̅ = 3 pW/√Hz (ℎ: Planck's constant, = 3.6 × 10 13 Hz, ̅ = 250 μW), a factor of 10 below the detector NEP.
In summary, the absorbance rms is dominated by detector noise for all but the strongest beat notes, and there is a drift, which is likely to be of a thermal nature, that is particularly noticeable on the phase. It is also noteworthy that the above information is valid for co-averaging of sweeps that have not been spectrally smoothed. By combining co-averaging with spectral smoothing, significantly better noise suppression can be achieved at the expense of a reduced spectral resolution.
Summary
We have demonstrated an effective approach for seamless spectral coverage of the entire comb range of QCL-FCs. In a DCS configuration, synchronized laser current modulation has been used to sweep the spectra of both the interrogating and the local oscillator combs, maintaining the beat notes within the available detection bandwidth, and enabling a reduction of the spectral point spacing from 9.8 GHz (the FSR of the lasers) to below 1 MHz . The measurements covered 55 cm −1 ( 1.65 THz ) around 1200 cm −1 ( 36 THz ) without any gaps and with a resolution of 0.001 cm −1 (30 MHz). The resolution could be further reduced to 300 kHz at the expense of a reduction in sensitivity.
We have also shown that the fluctuation of the absorbance is limited by the detector noise for most comb lines, and that both spectral smoothing and co-averaging help to reduce the noise. The system sensitivity may be strongly improved by increasing the absorption path length, i.e., using a multi-pass cell.
Appendix
A. Current modulation waveform and data acquisition
In order to sweep the frequencies of the combs, the current for the interrogating (local oscillator) comb is modulated with an asymmetric triangular waveform as follows: slope of +69 mA 120 ⁄ ms (+54 mA 120 ⁄ ms) for 120 ms starting from 1.117 A (1.108 A) and ending at 1.197 A (1.170 A), followed by slope of −69 mA 800 ⁄ ms (−54 mA 800 ⁄ ms) for 800 ms ending back at 1.117 A (1.108 A) after 920 ms from the start. The current modulation is achieved by applying two triangular voltage waveforms (ArbStudio 1102, LeCroy) to the analogue modulation input of the current drivers. Both waveforms are set to start on a trigger pulse which also starts the acquisition. On each trigger pulse, 2 28 data points per channel are acquired at 2 GSa s ⁄ and saved to disk to be processed later. Two series of sweeps are measured. In the first, the sample cell is removed from the laser beam path (background measurement), and in the second the cell is replaced into the path (sample measurement).
B. Data processing and beat note amplitude measurement
The DCS signal is collected on the MCT detector with 1 GHz bandwidth and its analog output is bandpass filtered (ZX75-LP-1050-S+, MiniCircuits) and then digitized at a sampling rate of 2 GSa/s with 14 bit resolution. After each sweep, the raw data are transferred to a hard disk drive without any initial processing. Thanks to the large FSR difference of the two combs of several MHz, the heterodyne signals can be retrieved in a relatively short time. The acquired data (2 28 samples per channel at 2 GSa/s, 134.2 ms duration), are thus divided into slices of 2 15 samples ( = 16.4 μs). The slices are chosen to overlap by 75%, so that the first slice spans 0 ≤ < , the second slice spans 4 ⁄ ≤ < 5 4 ⁄ , the third slice spans 2 4 ⁄ ≤ < 6 4 ⁄ , etc. After apodization with a flat-top function, a fast Fourier transform (FFT) is computed for each slice. Most of the Fourier coefficients ̶ those lying between the beat notes ̶ do not contain any useful information and are discarded. Only the coefficients corresponding to the maxima of the beat notes are retained. Apart from a normalization factor, spectral leakage [38] , and additive detector noise, these Fourier coefficients are the beat note amplitudes. For the sample ( ) and normalizing ( ) photodetector we label the amplitudes as , , where is the beat note index, and is the slice index. The so-defined beat note amplitudes are very sensitive to fluctuations in the frequencies of the beat note, which tend to distribute the beat note power over some frequency range, as well as to the aforementioned spectral leakage. Both issues are minimized by taking the beat note amplitude ratio, = / , which was found to be virtually immune to these types of fluctuations, since they affect both measurements, , , in the same way.
In the first data slice (0 ≤ < ), all the beat notes are identified and numbered. This numbering must be kept consistent throughout all of the following slices, so that the absorption (change in magnitude of the beat notes) and refractive index (change in phase of the beat notes) are assigned to the correct optical frequencies. When the laser currents are modulated, large frequency offsets as well as breathing of the beat note pattern are unavoidable. These are caused by the slightly different tuning properties of the two QCL-FCs. For each slice, the spacing of the beat note pattern and its frequency offset are computed. With these data, the frequencies of all the beat notes in all slices become known, and the beat notes can be numbered consistently throughout the whole measurement.
C. Noise measurement
For the noise measurements, 20,000 sweeps are acquired (about 5 hrs) with the sample cell removed from the beam path. In each sweep, only the first slice is considered. The complex amplitude ratio of the three beat notes (S, M, W) in Fig. 2 are computed as described in the previous section.
With detector noise we implicitly include the contributions from the photodetector, preamplifier, co-axial cables, and digitizer. The detector noise is measured in the same way as the above series, but by blocking the laser beams before they reach the detectors.
D. Absorbance and phase shift
In order to compute the absorbance and phase-shift of a sample, the amplitude of each beat note needs to be measured four times. Two simultaneous measurements on the sample and normalizing detector when the sample is in the beam path ( Fig. 1 in main text) ; and another two simultaneous measurements when the sample cell is removed (or emptied). This second background measurement serves to normalize the emission spectrum of the sources and cancel the instrumental attenuation and phase-shift introduced by the various optical elements and propagation distances. If smp , smp , represent the complex beat note amplitudes of beat note The absorbance, , is given by On this timescale the linewidth of the comb lines is on the order of 100 kHz, so we can take 0.3 MHz as the spectral resolution. By performing a moving average over slices, the SNR can be improved at the cost of a reduced spectral resolution. In Figs. 3 and 4 , = 100 and the resolution reduces to 30 MHz (0.001 cm −1 ).
F. Frequency axis for interleaved spectra
The absorption and dispersion data are organized in two matrices, , , where the row index, , corresponds to the beat note index (comb line index) and the column index, , corresponds to the slice (time) index. Each row thus represents the absorption or dispersion probed by one line of the interrogating comb. In order to plot all the rows on a common frequency axis, we need to compute, for each row, a calibration curve, i.e., a relationship between slice index and optical frequency. For this, we rely on the comb property of the laser source as follows. The frequency of the interrogating comb line with index in slice can be written as = 0 + ( − 0 ) ⋅ Δ , where 0 is the frequency in slice s of an arbitrarily chosen comb line with index 0 , and Δ is the FSR of the interrogating comb in slice . Then, the entry, , in is the absorption of the sample at the optical frequency , and similarly for the dispersion. We assume that with the applied current ramp, 0 and Δ both change quadratically with (i.e., with time),
In (A4), 0 is the frequency of comb line 0 in slice = 0 (i.e., at = 0), 1 is the tuning slope for comb line 0 , and 0 is the FSR of the interrogating comb in slice = 0. The values of the six polynomial coefficients are determined by identifying 22 methane lines in the measured spectrum. Then, for each absorption line, , we have three quantities: the frequency, ̂, of the absorption line (from HITRAN); the comb line index, , of the comb line that probed the absorption line ; and the slice index, , at which the aforementioned comb line was at the center of the absorption line. We then determine the best values, in the least-squares sense, of the six polynomial coefficients by minimizing the sum of residuals squared, ∑ (̂− ) 2 , using the Matlab nlinfit procedure. In order to have good initial guesses for 0 and 1 , for 0 we choose a line that scans over at least two methane absorption lines. The starting value for 0 is estimated by taking two methane lines probed by two different comb lines, 1 , 2 , and dividing the frequency difference, Δ, by the comb line index difference, 0 ≈ Δ̂| 1 − 2 | ⁄ . The initial values of the remaining fit parameters were set to zero.
G. Derivation of absorbance and phase noise from beat note amplitude ratio noise
A straightforward way of characterizing the absorbance noise of the spectrometer is to measure a beat note amplitude ratio twice under identical conditions, 1 , 2 , and then consider one to be the background measurement and the other the sample measurement. Each of 1 and 2 is assumed to be an average over individual measurements. The rms of the absorbance for a given value of ,
is a measure of the sensitivity of the spectrometer, where 〈. 〉 stands for the expectation value over multiple repetitions of the measurements, 1 , 2 . With the definition, ̃= ln | | , = 1,2, and recalling that the Allan variance of a quantity ̃ is 2 = 1 2 〈(̃2 −̃1) 2 〉, we find
Hence, the plot of the absorbance rms as a function of number of averaged measurements, , is simply the Allan-Werle plot for ̃= ln| | multiplied by 2√2.
For the phase we have, √〈 2 〉 = √〈(arg 2 − arg 1 ) 2 〉.
(A7)
With the definition, ̃= arg , = 1,2, we find
