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Abstract— This paper presents a new version of the Particle 
Swarm Optimization algorithm where the particles are 
replaced by spline functions.  The developed algorithm 
generates smooth motion trajectories with two times 
continuously differentiable curvature avoiding obstacles 
placed in the workspace. It can be used for autonomous 
robot path planning or transport problems. The spline 
based trajectory generation gives us continuous, smooth and 
optimized path trajectories. Simulation and experimental 
results demonstrate the effectiveness of the proposed 
method. 
I. INTRODUCTION 
The scientific and industrial community have devoted 
much of their effort in creating optimization algorithms to 
solve global path planning problems. This is due to a 
growing and general interest of use of mobile robots, car 
driver, drones and industrial machines in different types of 
practical proposals [1–3]. Much of this work goes into the 
creation of intelligent, autonomous and mobile robots, 
particularly proposing new algorithms for motion 
trajectory generation, obstacle avoidance, position control, 
energy efficiency, location and navigation [4–5].  
Intelligent robots should perform trajectory planning by 
optimally finding the best trajectory and avoiding static 
and dynamical obstacles in its workspace [6]. A good 
trajectory must satisfy a set of requirements as continuity, 
whereby the trajectory should be at least second order 
differentiable at every point, marginally safe to avoid 
obstacles, even when the robot deviates slightly from the 
planned trajectory, as well as to be as possible the short 
length or lower energy expenditure trajectory. 
Global path planning is an important problem in many 
disciplines, including very-large-scale integration design, 
global positioning system applications, and autonomous 
robot navigation. Many trajectory-generation methods are 
proposed in the literature, but several problems persist. 
One of the fundamental functions is to generate motion 
trajectories for the robots considering several 
simultaneous criteria and constraints such as traveling 
distance, smoothness, security and feasibility [7]. These 
important criteria are normally unconsidered as a block in 
planning trajectory problem because it is almost an NP-
hard problem.  In these cases, there is no explicit solution 
or deterministic method to solve the problem in an optimal 
and global way, taking into account all the constraints. To 
overcome these difficulties the problem is usually 
simplified and the quality of the path solution is reduced, 
for example taking the trajectory as a piecewise linear 
path or even a sharp path [8].  Often these solutions 
impose abrupt and discontinuous modes of operation on 
the robot such as unexpected stop, rotate, and restart. This 
far-fetched mode frequently causes discontinuities, 
introduces delays, it is time and power consuming, and 
brings unnecessary deterioration wear on the robot parts. 
This problem has been thoroughly studied, and the 
literature available in the area abounds specially for 
manipulators and two-dimensional mobile robots [9]. 
Other global methods, such as Cell Decomposition [10], 
[11], Skeleton, Potential Field [12], Visibility Graphs 
[13], Voronoi Diagrams [14], Vector Field [15,16],  
Probabilistic Roadmaps [17], Rapidly Exploring Random 
Trees [18] and many others have been proposed, each 
having their strengths and weaknesses. Therefore, a 
meritorious solution takes in account the weighed balance 
between computational expenses, trajectory flexibility 
and the minimum requirements of the problem. 
In order to overcome the problems encountered solving 
the path planning problem by the classical motion 
planning techniques, such as high computational cost and 
time, the evolutionary techniques have been tested with 
some success. The main advantage is that it easy to 
deploy and the generation of an admissible solution is 
very fast - if there exists one. Particle Swarm 
Optimization, PSO, is included in this paradigm of 
solutions.  It is a very simple, yet a very powerful 
heuristic optimization technique which has proved to be 
very effective in many complex optimization problems 
[19]. PSO offers many advantages when compared to 
Genetic Algorithm, GA, and other heuristic techniques, 
such as simplicity, fast convergence, and few tuning 
parameters [20]. Most of these mentioned path planning 
methods generate a path between a given set of points 
with specific constraints, consisting in a combination of 
straight lines and circular arcs. However, there is a 
curvature discontinuity at the straight line and circular arc 
joint. To overcome this problem, many researchers have 
modelled robot trajectories as piecewise quadratic or 
cubic Bézier curves [21].  
These methods do not offer a continuous curvature or 
an arbitrarily setting of the second derivative at the 
starting point of a trajectory. The cubic or higher order 
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polynomials such as B-splines have been widely used as 
single curves to generate two times continuously 
differentiable curvature (trajectories), C2 [22-24]. A 
numerically efficient path planning method using cubic 
splines and straight lines with wall collision avoidance 
constraint was discussed in [25]. 
For “point to point” navigation, computing suitable 
paths is difficult. Manoeuvring an autonomous vehicle 
safely around obstacles is essential, and the ability to 
generate safe paths in a real-time environment is crucial 
for vehicle viability.  
In this paper, we propose a method for developing 
feasible paths through complicated environments using a 
baseline smooth path based on cubic splines founded by 
PSO algorithm. This method is able to (iteratively) refine 
the path to more directly compute a feasible path and thus 
find an efficient, collision free path in real time through an 
unstructured environment.  This method is validated and 
its performance evaluated through a set simulations of 
hard and complex problems, with a great number of 
circular obstacles. The algorithm demonstrates a high 
success rate for all of the tested environments. 
In the next section, we revised the conventional PSO 
algorithm in [19], specifically the numerical method to be 
used in the general optimization problem where is 
expected a discretized solution, generally designed by 
particles or points. We introduce the requirements for 
planning an optimal, continuous and security trajectory for 
autonomous robots, and finally, we present the adequacy 
of the cubic splines properties to be used in this work.  
Continuous-curvature path planning with obstacle 
avoidance is considered. The efficiency of the proposed 
algorithm is illustrated via simulation results. 
The rest of this paper is organized as follows. In Section 
2 we present the new continuous PSO algorithm for C2 
trajectories. The simulation and experimental results are 
presented in Section 3, followed by conclusions and future 
plans in Section 4. 
A. Particle Swarm Optimization - PSO 
The PSO method is one of the optimization methods 
developed for finding a global optimal of some nonlinear 
function [18]. It has been inspired by a social behaviour of 
birds and fish. The method applies the approach of 
problem solving in groups. Each solution consists of a set 
of parameters and represents a point in multidimensional 
space. The solution is called ”particle” and the group of 
particles (population) is called ”swarm”. These particles 
are moved around in the search-space according to a few 
simple formulae, they are guided by their own best known 
position in the search-space as well as the entire swarm's 
best known position, iteratively trying to improve a 
candidate solution with regard to a given measure of 
quality. 
Each particle i is represented as a D-dimensional 
position vector ix
 and has a corresponding instantaneous 
velocity vector iv
 . Furthermore, it remembers its 
individual best value of fitness function and position ip
  
and the best position of the entire swarm Gp
  that 
represents the social knowledge. During each iteration k, 
the velocity update rule (1) is applied to each particle of 
the swarm. 
( ) ( ) ( )( ) ( )( )1 1 2 21i i i i G iv k v k c r p x k c r p x kα+ = + − + −      . (1) 
where α is an inertia weight parameter, r´s are random 
numbers drawn from a uniform distribution between 0 and 
1, c1 and c2 are weights also designed as ‘cognitive 
acceleration coefficient’, respectively for local or global 
best position. If any component of iv
  is lower than maxv−  
or greater than maxv , the corresponding value is replaced 
by maxv− or maxv , respectively. The maxv  is maximum 
velocity parameter. 
Next, the position update rule (2) is applied 
 ( ) ( ) ( )1i i ix k x k v k+ = +   . (2) 
Generally, particles are initialized by giving them a 
random position and velocity in the swarm. Next, the 
update formulas (1) and (2) are applied during each 
iteration and the ip
  and Gp  values are updated 
simultaneously. The particles gradually reach the global 
best positions by communicating the personal best and the 
global best positions to each other. The algorithm stops if 
the maximum number of iterations is achieved or any 
other stopping criterion is satisfied.  
In the context of this work, the PSO method does not 
use traditional particle entities. Instead, these were 
replaced by continuous functions, namely by cubic 
splines. The path is defined by Cubic Spline obeying 
certain C2 continuity requirements throughout their 
domain and interpolating waypoints. 
B. Trajectory planning problem 
Consider a workspace 2W ∈ R  with ( , 1, ,oO o n=  ) 
obstacles and X the trajectory waypoints 
( ( ), , 1, ,j j jX x y j m= =  ), where m and n are the 
number of waypoints and obstacles, respectively. It is 
assumed that initial, 0X , and final waypoints, 1mX + , 
positions are given, but the intermediate points are 
unknown. Also, obstacles are static and their positions are 
known. So, the path is represented as a series of m +2 
desired time-location pairs: 
 ( ) ( ) ( ) ( )0 0 1 1 1 1, , , , , , , ,m m m mt X t X t X t X+ +  (3) 
where 2jX ∈ R  denotes the desired location of the robot 
at time jt , specified in task space. For simplicity, here we 
are taking 0 0t = and 1 1.mt + =  
Given these waypoints, there is a unique piecewise-
cubic trajectory, S, that passes through the points and 
satisfies a certain smoothness criterion. 
Path planning in the aforementioned workspace W, 
considers the generation of smooth paths jτ  between two 
consecutive waypoints jX  and 1jX +  in a local coordinate 
frame and stitch them together to generate the complete 
path [ ]1 2 1, , , mS τ τ τ +=  , by aggregation of Spline 
interpolation. The path planning problem is to find a 
feasible path j Wτ ∈ , by finding the best interpolating 
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spline connections,  such that the path avoids all the 
obstacles in between 0X and 1mX +  with a restriction that 
the curvature of complete path S is continuous and 
smooth. 
In the context of path planning it is obvious that a path, 
S, needs to be continuous and, furthermore, when 
considering vehicles, which are unable to instantaneously 
change heading, we must also enforce the continuity of 
the first derivative, D1S, in order to guarantee a feasible 
path. The additional restriction that the second derivative 
D2S remain continuous allows the vehicle to remain 
moving throughout its path. 
C. Cubic Splines as smooth trajectory 
Specifically, we model the trajectory between times 
1jt − and jt as a cubic function: 
       ( ) ( ) ( )3 2 1 1j j j j j j j j j jx t S t a t b t c t x t− −= = Δ + Δ + Δ +    (4) 
where ( ) 2jx t C∈  is the ordered pair and consists of two 
terms, the abscissa and the ordinate coordinate of the 
trajectory position in the time interval 1j jt t t− ≤ ≤ , with 
1j jt t t −Δ = − . The waypoints are ( ){ } 0, , 1j j j j mX x t = +=  .  
The path is represented by a spline 
( ) ( ){ }
1, , 1j j m
S t S t
= +
=  , as a series of m+2 time-location 
waypoints positioned in W. Founded a set of sequential 
waypoints, there exists a unique set of coefficients 
{ } 3
1, ,
, ,j j j j ma b c = ∈ R ⇔ such that the resulting trajectory 
passes through the waypoints and has continuous C2 
profiles at each waypoint in the complete path. 
The waypoints are the visible solution of the 
optimization process performed by the PSO algorithm. 
However, in their evolutionary strategy, it takes into 
account not directly these points, but the complete path 
trajectory curve (spline) by evaluating its performance in 
the generated path. Truly, the PSO-Cubic Spline 
algorithm, PSO-CS, is an optimization method in the 
space of continuous spline functions. 
 
II. PSO IN SPLINES CONTINUOUS SPACE 
A. PSO-CS 
The PSO-CS use splines S instead of particles P. 
However, for simplicity of analysis, we are going to use 
here the same designation indistinctly. Si represents a 
Spline with waypoints Xi. This spline belong to W space 
and has instantaneous velocity vector ( )iu t , which is a 
Cubic Spline interpolation vector function. It has velocity 
waypoints at ( )ij i jU u t=   for the positional 
waypoint ijX at instant jt .  
As other PSO algorithms, it remembers its individual 
best value of fitness function and position iS  as well as 
the global best of the whole swarm, stored in GS . During 
each iteration, the velocity update rule (5) is applied to 
each particle in the swarm.  
 
Figure 1. Repulsive force on Splice curve. 
A 3rd term is used to represent a repulsive force for parts 
of Spline curve Si that violates the space belonging to an 
obstacle. 
    
( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( )( ) ( )
1
1 1
2 2 3 3               + 
k k
i i i i
G i i
u t u t C r S t S t
C r S t S t C r R t
α+ = ⋅ + ⋅ ⋅ − +
⋅ ⋅ − + ⋅ ⋅
 
  (5) 
The repulsion force, ( )iR t  (6), acts on the Spline i, or 
in the portion that violates the space of the object, result of 
cumulative effect of all objects. It has a radial direction, 
from the center of the objects, CO, and equal intensity for 
length of line, as illustrated in Fig. 1 for object o. This 
force in null for the other parts of the spline that don´t 
violate obstacles (i.e. u (t) = 0), i.e. 
      ( ) ( ) ,  for  ; 0 otherwisei i oR t S t CO t t t′ ′′= − < < . (6) 
The particles’ positions are again updated by Eq. (2). 
The solution candidates start their flight from random 
positions in a search area and in each iteration, the 
particles update their velocities according to (5) and 
positions by the following equation: 
 ( ) ( ) ( ) ( ) ( ) ( )1 1 11k k ki i iS t S t u t+ + ++ = +  . (7) 
 Flying is affected by a fitness function that assesses the 
quality of each solution. In this work, for the path 
planning problem proposed, the fitness of the spline is 
computed by the sum:  
 ( )1i i i i iF nv VA LS SDβ δ= + ⋅ + + ⋅ . (8) 
where β and δ are weight parameters, nv is the number of 
object violated by the ith spline, with the violating area VA,  
LS is the length of trajectory (Spline) and SD a function 
that measures the safety of trajectory, done by 
2 4id
iSD e
−
=  , with di the shortest distance of spline i to 
the set of all obstacle objects, O. 
This algorithm, which combines an appropriate cost 
function and continuous optimization techniques, 
guarantees the existence of a path with an arbitrary 
precision. 
 
Si(t) 
o 
t' 
t'' 
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III. SIMULATION EXPERIMENTS AND RESULTS 
A. Methodology 
We tested the PSO-CS algorithm for robot path 
planning in MATLAB platform.  We assume that the start 
position of the robot is in [ ]0 5,5X =  and the end position 
is in [ ]1 95,95mX + = . The number of waypoints is equal to 
one tenth of the number of obstacles. Three test 
environments were generated, with increasing number of 
circular obstacles, namely 50, 75 and 100 with one object 
bigger in center of the workspace. The size and location of 
other obstacles were generated randomly. For each 
environment, the algorithms PSO and PSO-CS were 
tested. The best Spline path is recorded. At end of the 
process, the best Spline trajectory is shown as well as the 
final population and the best performance evaluation in 
each iteration. 
B. Results 
PSO-CS method uses Spline curves as particles. This 
method was compared with the standard PSO, testing 
them with same examples and evaluating them with the 
same performance function. PSO was used to adjust the 
waypoints of Splines population, where the particles are 
the coordinates of these points, in a discrete optimization 
process. The results of both methods were compared. One 
hundred ‘particles’ have been used for simulations with 
100 iterations. Three examples with 50, 75 and 100 
objects were considered. The red line shown in Fig. 2-5 
represents the optimum path generated by the algorithms 
and the filled circles represent obstacles. 
The results for the first test were similar for both 
methods. In the second test, although both algorithms 
were able to find a solution the PSO method converged 
slower. However, for the third example with 100 objects, 
the PSO method fails (high cost function value of 1989), 
as shown in Fig. 2. It reveals the following weaknesses: 
does not perform a complete search in the problem space 
solution; does not avoid all obstacles or shows less ability 
to get around them; and has low diversity in the 
population (of particles), as shown in Fig. 3.  
The proposed PSO-CS algorithm efficiently finds a 
collision-free path between the initial and destination 
points of the robot, a global solution with a cost function 
value of 270, as shown in Fig. 4. The diversity of the 
population is guaranteed as shown in Fig. 5 at the end of 
the iterative process. 
IV. CONCLUSION 
In this paper, the robot motion planning problem is 
treated as an optimization problem and a simple path 
planning based on particle swarm optimization is 
presented. We propose a new PSO-CS with its application 
to global path planning for autonomous robot navigation. 
In order to get smoother planned paths, the proposed 
algorithm uses a Cubic-spline smoothing technique.  
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Figure 2. Solution of the PSO method. 
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Figure 3. Population of particles at the end of the iteration process. 
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Figure 4. Solution of the PSO-CS method. 
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Figure 5. Population of particles at the end of the iteration process. 
 
The proposed method places random obstacles on the 
workspace, generated between the robot start and goal 
positions, and finds the feasible Spline curve, with the 
appropriated waypoints. The result is a smoother planned 
path.  
The method was successfully applied in global path 
planning for autonomous robot navigation and the 
simulations and experimental results shown that the 
proposed algorithm outperforms the conventional PSO 
algorithm, creating collision free trajectories. Moreover, 
the used strategy increases the search space and diversity 
of the population and, consequently, the possible solution 
domain 
This method was performed without high computation 
demands and exhaustive search. Efficiency of the 
proposed algorithm is demonstrated via simulation results 
in different environments. This research study will be 
extended in the near future for dynamic obstacles. 
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