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Розглядається задача одновимірного поліноміального аналізу 
та показується некоректність спрощеного алгоритму вирішення 
задачі за допомогою зведення задачі одновимірного поліноміального 
регресійного аналізу до багатовимірного лінійного регресійного 
аналізу. Наведена аргументація для зведення задачі до спрощеного 
варіанту, приклади коли така інтерпретація є коректною та 
методи уникнення наслідків спрощення.  Наведені логічні висновки 
та експериментальні дані що показують що дане спрощення може 
призвести до неправильної інтерпретації результатів та 
ненадійних оцінок нелінійних членів регресії.  
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багатовимірна лінійна регресія, центрування, корреляція, регресійні 
моделі, незалежні випадкові величини.  
 
Вступ. У статистиці, поліноміальна регресія це підвид 
регресійного аналізу у якому залежність між незалежною змінною Х та 
залежною змінною У є нелінійним і моделюється через поліном 
степені n. Поліноміальна регресія використовується для опису 
процесів росту живих тканин, хімічних процесів, розподілу ізотопів та 
поширення епідемій. Поліноміальна регресія містить нелінійні 
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відношення, але її можна сформулювати у вигляді  статистичної 
оцінки нелінійних параметрів. Це дозволяє використовувати метод 
багатовимірної лінійної регресії для знаходження коефіцієнтів при 
нелінійних змінних.  
Мета та завдання статті. Метою статті є опис популярного 
алгоритму поліноміальної регресії за допомогою методів 
багатовимірного регресійного аналізу та доказ некоректності такого 
підходу у загальному випадку.  
Постановка задачі.  
Проблема відтворення невідомої залежності формулюється як 
класична задача прикладного регресійного аналізу: відтворення 
багатовимірної̈ поліноміальної регресії по надлишковому опису і з 
довільно розподіленою похибкою. По результатам активних 
експериментів необхідно знайти невідомі коефіцієнти, частина з яких 
тотожно дорівнює нулю і невідома досліднику.  
У будь-якій сфері діяльності людини перед дослідником 
невідомого явища або процесу постає проблема ефективного 
проведення експериментів та знаходження невідомої залежності (лінії 
регресії) з високою точністю.  
Рис 2.1 - Лінія регресії 
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Математична модель 
Модель одновимірної поліноміальної регресії має вигляд: 
2
0 1 2 ... ( 1, 2,..., )
m
i i i m i iy x x x i n            
 
може бути представлена у вигляді матриці X , вихідного вектора y , 
вектора параметрів в та вектора випадкових помилок  . і-тий рядок X  
та y  буде містити значення x  та y  для і-того значення із вхідних-
вихідних даних. Модель може бути записана як система лінійних 
рівнянь: 
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Якщо використовувати матричну форму запису, отримуємо:  
 y X   
r rr  
Використовуючи звичайний метод найменших квадратів, знаходимо 
вектор оцінок коефіцієнтів поліноміальної регресії дорівнює: 
1ˆ ( )T TX X X y 
r r  
Ми припускаємо, що обсяг вибірки більший за ступінь полінома, тоді, 
так як матриця X  є матрицею Вандельмонда, вона є невиродженою. 
Отже, ми отримали результат за допомогою методу найменших 
квадратів, який є унікальним.   
Порушення умови незалежності змінних 
 Звичайний метод найменших квадратів, що 
використовується для знаходження коренів рівняння гарантовано дає 
найкращі оцінки параметрів регресійної моделі при даних умовах:  
1) Математичне очікування помилок дорівнює нулю; 
2) Дисперсія помилок постійна; 
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3) Випадкові помилки є незалежними між собою 
4) Випадкові помилки є незалежними від незалежних змінних 
Х; 
5) Модель є лінійною відносно параметрів 
6) Відсутність мультиколінеарності – між незалежними 
змінними не повинно бути сильною залежності; 
7) Випадкові помилки розподілені нормально. 
Умови 1-5 та 7 виконуються для (1), перевіримо умову 6. Для 
цього побудуємо кореляційну матрицю для даних: 
[20 33.96 17.58 64.4 55.74 64.85 11.12 28.99 96.25 2.85]X   
Таблиця 1.  
Матриця Вандермонда 
     
6.64E+01 4.41E+03 2.93E+05 .95E+07 .29E+09 
4.83E+01 2.33E+03 1.13E+05 5.45E+06 2.63E+08 
6.14E+01 3.77E+03 2.31E+05 1.42E+07 8.71E+08 
3.38E+01 1.14E+03 3.85E+04 1.30E+06 4.40E+07 
3.22E+01 1.04E+03 3.34E+04 1.08E+06 3.46E+07 
3.82E+01 1.46E+03 5.56E+04 2.12E+06 8.10E+07 
4.34E+01 1.89E+03 8.20E+04 3.56E+06 1.55E+08 
4.29E+01 1.84E+03 7.88E+04 3.38E+06 1.45E+08 
5.25E+01 2.76E+03 1.45E+05 7.60E+06 3.99E+08 
9.31E+01 8.67E+03 8.07E+05 7.52E+07 7.00E+09 
 
Таблиця 2.  
Кореляційна матриця 
 
      
 
1 0.97 0.92 0.87 0.83 
 
0.97 1 0.99 0.96 0.93 
 
0.92 0.99 1 0.99 0.98 
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0.87 0.96 0.99 1 1 
 
0.83 0.93 0.98 1 1 
 
Як бачимо, кореляція між степенями у матриці Вандермонда досить 
високі і стовпчики цієї матриці не можуть бути використані як 
незалежні змінні при звичайному методі найменших квадратів. 
Розглянемо метод який використовуються для зменшення негативних 
ефектів зведення поліноміальної функції до лінійного виду.  
Центрування 
Для покращення результатів, використовують центрування 
вхідних даних:  
X X X    
Таблиця 3.  
Кореляційна матриця після центрування 
 
      
 
1 0.18 0.93 0.2 0.84 
 
0.18 1 0.23 0.96 0.28 
 
0.93 0.23 1 0.29 0.98 
 
0.2 0.96 0.29 1 0.35 
 
0.84 0.28 0.98 0.35 1 
 
Висновки. В даній статті було показано, що використання 
методів лінійного регресійного аналізу для задачі поліноміальної 
регресії не є коректним. Хоча лінія регресії отримана даним способом 
і оцінює дані досить точно, але знайдені коефіцієнти не можуть 
інтерпретуватися як реальні – адже кореляція між відповідними 
членами регресії є досить висока. Існують методи зменшення 
наслідків даного спрощення, а саме центрування та ортогональні 
поліноми, але вони не можуть гарантувати коректну роботу алгоритму 
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МНК у загальному випадку. Рекомендується використовувати більш 
досконалі алгоритми, такі як сплайни, регресійні дерева та інші. 
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