Abstract-
I. INTRODUCTION
Forecasting volatility of shares price plays important roles in investment market. Due to unexpected return gain by investors, forecasting technique becomes crucial area that can attract most researches and practitioners to investigate. Even there are many methods can be applied but it is critical method to identify the most accurate forecasting models among the range of forecasting models because it will affect the accuracy in forecasting (Brailsford et al., 1996) [1] . Definitely forecasting volatility exploited as risk measurement (San et al., 2011) [2] . Operational risk has always existed as one of the core risks in the financial industry and it is become more salient feature of risk (Jobst, 2007) [3] .
Currently, the growing up of shariah-compliant companies in Malaysian market was attracted most companies to listed shares on the shariah board. Table 1 shows the number of shariah-compliant companies and non shariah-compliant companies listed on the Malaysian Stock Exchange (MSE). Result shows over 600 companies are listed on the shariah board in year 2017. Therefore, it is important to examine the performance of shariah-compliant companies due to outstanding demand for shariah-compliant companies in Malaysian market.
Table.1: Shariah-compliant and non shariah-compliant companies listed on the Bursa Malaysia

Year
Shariahcompliant companies
Non Shariahcompliant companies Total   2011  839  107  946  2012  817  106  923  2013  653  261  914  2014  673  232  905  2015  667  234  901  2016  672  232  904 This study aim to develop forecasting model that is ARIMA model in order to examine the expected return earn by investors. ARIMA model is used to provide a forecasting model directly without resort to other procedures (Tse, 1997) [4] . This study used daily volatility of shares price for one of the shariah-compliant company listed on the MSE. The company is IHH Healthcare Berhad. The share price of this company is one of the 30 excellent companies in Bursa Malaysia and as one of the companies to be calculated as indicator for market capitalization in Malaysia. Therefore, the objective of this study was to investigate the performance of IHH Healthcare Berhad using a shares price data from July 2012 until July 2017. II. LITERATURE REVIEW Islamic finance refers to the means by which corporations in the Muslim world, including banks and other lending institutions, raise capital in accordance with Sharia, or Islamic law. It also refers to the types of investments that are permissible under this form of law. Managing assets in accordance with Islamic precepts is a bit more unique in that the practice is a form of socially responsible investing with the unique specification of avoiding interest bearing investments of any kind. The important of understanding shariah-compliant companies are separately from the non shariah-compliant companies relates to the basic requirement of Islamic investment. According to Abu Bakar and Uzaki (2013) [5] shariah-compliant companies must free from any prohibited element of: (a) Usury (riba) defines as an increase or excess in any exchange or sale of good or by virtue of loan without providing equivalent value to the other party. (b) Uncertainty (gharar) refers to the activities that have elements of uncertainty in measure weight of goods, price of goods or deceiving the buyer on the price of goods. (c) Gambling (maysir) is refers to the any activity that involves betting. The winner will take the entire bet and loser will lose his bet. (d) Others prohibited elements, such as non-halal foods, drinks and immoral activities also must be absent.
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Past study have discussed a number of volatility forecasting model such as ARIMA (Al-Shiab, 2016) [6] , GARCH (Luo et al., 2010) [7] and moving average (Abu Bakar and Rosbi, 2016) [8] .
In term of forecasting model Balli and Elsamadisy (2012) [9] recommended that the ARIMA model is a good estimation for short-term forecasts. Guha and Bandyopadhyay (2016) [10] used ARIMA time series model to forecast the future gold price in order to mitigate the risk in purchases of gold. While, Abu Bakar and Rosbi (2017) [11] found that ARIMA model is suitable model for data clustering. Their finding is important to economists and researchers in order to understand the dynamic behavior of currency movement. However, study from Al-Shiab (2016) [6] 
Forecasting procedure using Autoregressive integrated moving average (ARIMA)
This study forecast the performance of share price using the statistical procedure as shown in Fig. 1 . The forecasting process is start with the identification of the data model using autoregressive integrated moving average (ARIMA). In developing ARIMA model, analysis of autocorrelation function (ACF) and partial autocorrelation function (PACF) need to be performed. Then, this research need to develop estimation of the parameter for chosen ARIMA model. In validating the model, diagnostics checking need to be developed. The residual is the difference between the observed value and the estimated value of the quantity of interest (sample mean). The residual should be uncorrelated, zero mean and zero variance. Then, forecasting and error checking stage can be performed. , and q is the order of the moving-average model. In this study, the degree of differencing is set to one. The purpose of this step is to confirm the stationarity of the data. Therefore Eq. (1) can be represented as below:
Autocorrelation function (ACF) statistical method
Autocorrelation, also known as serial correlation, is the correlation of a signal with a delayed copy of itself as a function of delay. The autocorrelation of a random process is the Pearson correlation between values of the process at different times, as a function of the two times or of the time lag. Let X is set as a stochastic process, and t is any point in time (t may be an integer for a discrete-time process or a real number for a continuous-time process 
If Xt is a stationary process, then the mean μ and the variance σ 2 are time-independent, and further the autocorrelation depends only on the lag between t and s: the correlation depends only on the time-distance between the pair of values but not on their position in time. This further implies that the autocorrelation can be expressed as a function of the time-lag, and that this would be an even function of the lag τ = s − t. This gives the more familiar form in Eq. (4).
3.4 Partial autocorrelation function (PACF) statistical method Partial correlation is a measure of the strength and direction of a linear relationship between two continuous variables whilst controlling for the effect of one or more other continuous variables (also known as 'covariates' or 'control' variables). Formally, the partial correlation between X and Y given a set of n controlling variables Z = {Z1, Z2, ..., Zn}, written ρXY·Z, is the correlation between the residuals RX and RY resulting from the linear regression of X with Z and of Y with Z, respectively. The first-order partial correlation (i.e. when n=1) is the difference between a correlation and the product of the removable correlations divided by the product of the coefficients of alienation of the removable correlations. Partial autocorrelation function is described in below Eq. (5).
, , ,
Validation of Forecasting model
In validating forecasting model, this study focuses on four factors. The factors are R-squared value, Akaike information criteria (AIC), residual diagnostics and error evaluation.
Validation parameter 1: R-squared value
R-squared is a statistical measure of how close the data are to the fitted regression line. It is also known as the coefficient of determination, or the coefficient of multiple determinations for multiple regressions. In statistics, the coefficient of determination is the proportion of the variance in the dependent variable that is predictable from the independent variable(s). 
 
R-squared is a statistic used in the context of statistical models whose main purpose is either the prediction of future outcomes or the testing of hypotheses, on the basis of other related information. It provides a measure of how well observed outcomes are replicated by the model, based on the proportion of total variation of outcomes explained by the model. The coefficient of determination ranges from 0 to 1. The higher the coefficient, the higher percentage of points the line passes through when the data points and line are plotted. A higher coefficient is an indicator of a better goodness of fit for the observations.
Validation parameter 2: Akaike Information Criterion (AIC)
The Akaike Information Criterion (AIC) is a measure of the relative quality of statistical models for a given set of data. Given a collection of models for the data, AIC estimates the quality of each model, relative to each of the other models. Hence, AIC provides a means for model selection. AIC is a goodness-of-fit measure which adjusts model chi-square to penalize for model complexity or model over parameterization). Thus AIC reflects the discrepancy between model-implied and observed covariance matrices. The AIC was developed with a foundation in information theory. Information theory is a branch of applied mathematics concerning the quantification (the process of counting and measuring) of information. In using AIC to attempt to measure the relative quality of econometric models for a given data set, AIC provides the researcher with an estimate of the information that would be lost if a particular model were to be employed to display the process that produced the data. As such, the AIC works to balance the trade-offs between the complexity of a given model and its goodness of fit, which is the statistical term to describe how well the model fits the data or set of observations. AIC is usually calculated with software. The basic formula is defined as: 
In Eq. (9), SSE is sum of squares error.
Validation parameter 3: Residual diagnostics
In regression analysis, the difference between the observed value of the dependent variable (y) and the predicted value (ŷ) is called the residual (e). Each data point has one residual. Residual = Observed value -Predicted value e = y -ŷ (10) Both the sum and the mean of the residuals are equal to zero. That is, Σ e = 0 and e = 0.
Validation parameter 4: Mean absolute percentage error
The mean absolute percentage error (MAPE) is a measure of prediction accuracy of a forecasting method in statistics, for example in trend estimation. It usually expresses accuracy as a percentage, and is defined by the equation below:
where At is the actual value and Ft is the forecast value. The difference between At and Ft is divided by the actual value At again. The absolute value in this calculation is summed for every forecasted point in time and divided by the number of fitted points n. Multiplying by 100 makes it a percentage error.
IV. RESULTS AND DISCUSSION
This section describes result for every stage forecasting process. The result of forecasting process involved stationary checking, autocorrelation and partial correlation analysis, ARIMA model validation and residual diagnostics. Final results is regarding forecasting procedure which involved
Dynamic behavior of shares price for IHH Healthcare Berhad
Data of IHH Healthcare Berhad is collected from July 2012 until July 2017.There are 61 observations involved in this study. Figure 2 shows the dynamic behavior of shares price for IHH Healthcare Berhad. The starting value of the first month for the share price is MYR 3.098.
The maximum value of the share price is MYR 6.659 in April 2016. Then, the stationarity of the shares price is checked using correlogram of autocorrelation and partial correlation. Figure 3 shows the correlogram of shares price data. There is one significant spike in partial correlation of first lag. However, autocorrelation value decline slowly. This correlogram indicated the shares price data is nonstationary. Non-stationary is not suitable for forecasting process because mean and variance are not constant over time. ://dx.doi.org/10.24001/ijaems.3.8.7  ISSN: 2454-1311 www.ijaems.com Page | 860
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Stationary transformation process and evaluation
This section describes results for transforming nonstationary data to become stationary. In developing stationary data from non-stationary, one of the common solutions is to use differenced variable for first differences:
where variable t y is value of share price at period t. The variable t y  is integrated of order one, denoted I (1). Figure 4 shows the dynamic behavior of first order difference for share price. The maximum value of first order difference for share price is 0.4305 in October 2015. The minimum value for first order difference of share price is -0.2403 in March 2017. Then, autocorrelation and partial correlation analysis is performed. Figure 4 shows the correlogram for first order difference for share price. Result shows ARIMA (1,1,1) model is selected for modeling the data set. Figure 5 show a significant spike of first lag in autocorrelation (AC) and partial correlation (PCF). Therefore, it is concludes the data for first order difference of share price is a stationary data type. Next, this study performed the normality checking. Figure  6 shows the histogram for first difference of share price. Graphical approach shows that the distribution of first difference for share price is follow normal distribution. Figure 7 shows the normal probability plot for first order difference of share price. Figure 6 shows the data points are close to the diagonal line. Therefore, data of first difference for share price are normally distributed. In validating the graphical approach, this study performed the numerical approach to validate the normality of the data set. Table 2 shows the value of Shapiro-Wilk normality test. The significant value of the Shapiro-Wilk Test is 0.205 which is greater than 0.05. Therefore, the data set is follow normal distribution. Table 3 shows the parameter for ARIMA (1,1,1). 
The equation for ARIMA (1,1,1) is described as next equation. Table 2 , the ARIMA equation is described as below: 
Then, ARIMA (1, 1, 1) model is validated using Rsquared and Akaike Information Criterion (AIC). Rsquared is a statistical measure of how close the data are to the fitted regression line. It is also known as the coefficient of determination, or the coefficient of multiple determinations for multiple regressions. AIC rewards goodness of fit (as assessed by the likelihood function), but it also includes a penalty that is an increasing function of the number of estimated parameters. The penalty discourages overfitting, because increasing the number of parameters in the model almost always improves the goodness of the fit. From Table 2 , ARIMA (1, 1, 1) model indicated the value of R-squared is 0.184 and Akaike info criterion (AIC) is -1.11.
Residual Diagnostics
Then, diagnostics checking was carried out to assess the appropriateness of the model ARIMA (1, 1, 1) by defining residuals and examining residual plots. Residual is the difference between the observed value of the dependent variable and the predicted value. Figure 8 show the dynamic movement of residual for each of the period in time series. Residual line is calculated from the difference between actual value and fitted value. Figure 8 shows the distribution of the residual is a random distribution and following the white noise definition. White noise is regarded as a sequence of serially uncorrelated random variables with zero mean and finite variance. Figure 9 show the correlogram analysis for residual. Figure 9 shows no significant spike for autocorrelatioan and partial correlation. Therefore, the residual for ARIMA (1,1,1) is not significant and uncorrelated random variable. Correlogram for residual Next, normality test is performed using graphical and numerical approach. Figure 10 shows the normal probabilitility plot for residual of ARIMA (1,1,1 ) model. Figure 10 shows only two data points is deviated from straight line. Therefore, the distribution data of residual is follow normal distribution. From the analysis, mean value is 0 and standard deviation is 0.13069. Table 4 shows the analysis of absolute percentage error for residual. Table 3 shows the mean absolute percentage error is 1.40%. This value indicates ARIMA (1, 1, 1) is a reliable forecasting model. Next, this study plots the graph for actual and forecast value. Figure 11 is the graph of forecasting model validation for ex-post data set. In Fig.10 also is plotted forecast validation range of two standard errors. Result shows mean absolute error between actual value and forecast value of share price is 0.084429. In addition, the actual value is inside the forecasting value with two standard errors. Therefore, ARIMA (1,1,1) is a reliable forecasting model. 
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