Abstract. Proteins are known to interact with each other by forming protein complexes and in order to perform specific biological functions. Many community detection methods have been devised for the discovery of protein complexes in protein interaction networks. One common problem in current agglomerative community detection approaches is that vertices with just one neighbor are often classified as separate clusters, which does not make sense for complex identification. Also, a major limitation of agglomerative techniques is that their computational efficiency do not scale well to large protein interaction networks (PINs). In this paper, we propose a new agglomerative algorithm, FAC-PIN, based on a local premetric of relative vertex-to-vertex clustering value and which addresses the above two issues. Our proposed FAC-PIN method is applied to eight PINs from different species, and the identified complexes are validated using experimentally verified complexes. The preliminary computational results show that FAC-PIN can discover protein complexes from PINs more accurately and faster than the HC-PIN and CNM algorithms, the current state-of-the-art agglomerative approaches to complex prediction.
Introduction
Proteins are known to interact with each other by forming complexes. Each such complex performs an independent and discrete biological function through the interactions of its member proteins [9] . Single proteins may also participate in more than one complex. Protein complexes correspond to modules, which are dense subgraphs within PINs, and hence, they can be discovered by appropriate graph clustering approaches. Generally speaking, modules in PINs refer to highly connected subgraphs which have more internal edges than external edges. Many definitions of modules have been proposed in literature [16] , and consequently different community detection algorithms have been proposed based on these different definitions.
Module detection in PINs is a computationally hard task and conventional clustering algorithms are not well suited for this task [15, 20] . Efficient, accurate, robust, and scalable methods are therefore required for mining large PINs. There are generally three classes of modules detection approaches: 1) those based on finding cliques, which are fully connected subnetworks [11, 17] ; 2) those based on detecting dense subnetworks [1, 2] , not necessarily cliques; and 3) those based on uncovering the hierarchical
Related Works
Many hierarchical clustering approaches (both agglomerative and divisive techniques) have been introduced in literature, since the original publication of Girvan and Newman in [7] for clustering networks. See the excellent survey on graph clustering algorithms in [5] . Thus, we will present only the few methods that are directly related to our proposed agglomerative approach.
An effective agglomerative technique for clustering large networks was first proposed by Girvan and Newman in [7] . The Girvan and Newman (GN) algorithm first computes the edge-betweenness centrality value of each edge; this is a global metric over the edges and is defined as the number of shortest paths containing a given edge. Then, GN subsequently sort and then remove edges with large betweenness values in an iterative manner and in order to detect the communities; since such edges correspond to bridges connecting two modules whereas low-betweenness edges are internal to modules. To increase the computational speed of GN, Clauset et al. [4] made a simple but non-trivial modification in the computation of the value of the modularity function used in GN. Luo et al. [13] defined the concept of the degree of a subnetwork S as the number the of edges containing one endpoint inside S and the other endpoint outside S. The degree of subnetworks was used along with the edge-betweenness values to devise an agglomerative method for module discovery. Li et al. [12] developed a fast agglomerative approach for community detection based on a global centrality measure, the vertex clustering coefficient; which is defined as the ratio of the number of edges between the neighbors of a given vertex v and the total number of possible edges in that neighborhood, it measures the degree of completeness of the subnetwork defined by v and its neighbors [6] . Radicchi et al. [16] designed an agglomerative technique based on the clustering coefficient of an edge; the edge clustering coefficient extends the vertex clustering coefficient and is a global measure defined as the number of triangles to which a given edge e = (u, v) belongs to, divided by the number of triangles that might potentially include (u, v). That is:
where, k a is the degree of a vertex a, Z
u,v is the number of triangles containing edge (u, v), and min{(k u − 1), (k v − 1)} is the maximal possible number of triangles containing (u, v) . This coefficient has been further generalized to higher-order cycles, C (k) u,v , such as squares for k = 4, C (4) u,v . Edges contained in few or no triangles have low clustering coefficients, and hence, correspond to bridges connecting two clusters. The edge clustering coefficient assumes the existence of cycles of length k in a network; which is problematic since a network can have many cycles of different lengths and the length distribution is unknown (e.g., there may be very few or very many short-length cycles). For this reason, Wang et al. [19] defined a local metric over the edges, the edge clustering value, which is not based on cycles but on the common neighbors of the two endpoints of edge (u, v). The edge clustering value is defined as:
where, N a is the set of neighbors of a vertex a and its cardinality is defined as |N a |. Here, endpoints vertices of an edge (u, v) with a larger clustering value are more likely to be in the same cluster. Using the edge clustering value, Wang et al. [19] devised an agglomerative technique, the HC-PIN algorithm, for discovering modules of a PIN and which is faster and more accurate than current hierarchical algorithms for network clustering.
In the following section, we introduce a new measure, the relative vertex-to-vertex clustering value, which is a premetric combining the ideas behind the vertex clustering coefficient, the edge clustering coefficient, and the edge clustering value. Our analysis of this measure will be based on the weak sense definition of a community (i.e., a module); that is: a subgraph S is a community in a weak sense if the sum of all degrees within S (i.e., sum of its internal edges) is larger than the sum of all degrees toward the rest of the network (i.e., sum of its external edges) [16] .
Relative Vertex-to-Vertex Clustering Value
The edge clustering value, ECV (u, v), used in HC-PIN [19] , is a similarity metric between the two vertices u and v of an edge (u, v) and which, roughly speaking, tells how likely u and v lie in the same module (i.e., cluster). This is also true with the edge clustering coefficient, C (3) u,v , of [16] . However, in complex networks following the power law (i.e., scale-free networks), it is reasonable to assume that the likelihood of a vertex u to lie in the same module as v (or, to lie in the module containing v), is not equal to the likelihood of v to lie in the module containing u. This assumption stems from the principle of preferential attachment in scale-free networks which states that a new node u is likely to attach to a high-degree node v than to a low degree node. This is not reciprocal, and hence, clearly suggesting that the likelihood is not symmetric and that it is larger for u to be in a cluster with v than for v to be in cluster with u (if we assume that v is a high-degree node). The similarity metrics ECV (u, v) and C (3) u,v treat equally both endpoints of edges (u, v) irrespective of their degrees. Also, another issue is that both ECV (u, v) and C (3) u,v require vertices u and v be connected by an edge. This requirement is quite restrictive and we aim to extend to the case in which pair (u, v) is not an edge while still being able to decide if both vertices are in the same cluster. Finally, as stated earlier in previous section, current hierarchical approaches have the common problem of classifying low-degree vertices (peripheral to dense subnetwork modules) into separate clusters rather than merging them with their neighboring modules. In the following paragraph, we present a new measure which aims to address these issues.
Let N a be the set of neighbors of vertex a in an undirected graph G = (V, E). We define N + a = N a ∪ {a} as the neighbor set of a augmented with a itself. Given two vertices u and v, we define the clustering value of u relative to v as:
is a premetric that ranges from 0 to 1; that is, it is a measure which does not satisfy the axiom of symmetry and the triangle inequality but satisfies the axioms of self-similarity and minimality. A vertex u with a larger clustering value given another vertex v is more likely to lie in the cluster containing v. In the following C(a) denotes the cluster containing a given vertex a, and we assume that C(a) satisfies the weak sense definition of a community [16] (we use the term ws-cluster, hereafter). The following describe the properties of R(u v).
equals 1) if and only if |N
There are two cases achieving the maximum given edge (u, v): (i) when u has degree one; and (ii) when both u and v have the same degree and |N u,v , of [16] , since for a given vertex v and a neighbor u the number of triangles given edge (u, v) is exactly |N u ∩ N v |; and u will be included into C(v) whenever most of the neighbors of u (excluding v) are in N u ∩ N v . This is also true even when (u, v) is not an edge; in such case, |N u ∩ N v | relates to the number of squares containing vertices u and v. On the other hand, we break through the limitations of [16] as in the edge clustering value, ECV (u, v) of [19] , by not assuming the existence of closed loops in a networks, such as triangles or high-order loops. The relative vertex clustering value R(u v) also improves ECV (u, v) since neighbors u of v which have most of their neighbors forming a triangle with v are selected for inclusion in C(v). Searching for vertices u which form a cluster with v is also more efficient than searching for edges (u, v) that makes a cluster since the number of edges is larger than the number of vertices in dense subgraphs.
In summary, the values R(u v) and R(v u) for edge (u, v) can be used as a quick test for deciding whether u (respectively, v) should be merged with the cluster C(v) (respectively, C(u)) such that {u} ∪ C(v) (respectively, {v} ∪ C(u)) remains a ws-cluster.
The FAC-PIN Algorithm
Our proposed fast agglomerative clustering algorithm for protein interaction networks, FAC-PIN in Algorithm 1, goes as follows. Given a PIN G = (V, E), we initially consider each vertex as a singleton cluster, and sort the vertices v ∈ V in decreasing order of their degrees deg (v, G) 
the community detection phase is also O(n). Let the maximum node degree in G be O(n 3 ). Since PINs are power-law networks then the majority of the proteins interact with only very few proteins, and thus the average degreed is generally small and can be considered a constant [19] ; that is, we can used as the principal variable for measuring the complexity of community detection methods. As such, then the complexity of FAC-PIN is O(nd
. The complexity of the HC-PIN algorithm of [19] is O(md 2 ) and is larger than that of FAC-PIN since n ≪ m in PINs. We note that HC-PIN is currently the fastest hierarchical method described in literature for clustering PINs, as far as we know.
Computational Experiments and Discussions
We have carried out several computational experiments on the PIN data of eight different species using our proposed FAC-PIN algorithm. For each PIN, we performed the following steps sequentially: (1) we arbitrarily set the threshold parameter, α in FAC-PIN, to values 0.5, 0.25, 0.125, 0.0625 and 0.03125, (2) applied FAC-PIN to the given PIN, with each of these values, (3) evaluated the modularity (i.e., the goodness) of the resulting partition P k for a value α, and finally (4) we reported the partition result for the value α (among all given values) which gives the best modularity value. The PINs and the modularity evaluation functions are discussed below. . In all these PINs, the number of edges is much larger than the number of vertices.
Modularity Functions: Given a clustering result (i.e. a partition) P k = {C 1 , . . . , C k } with k clusters, we used the popular modularity function introduced by Newman and Girvan [4] , defined as
where, e ii is the fraction of edges with both end vertices in the same community i, and a i is the fraction of edges with at least one end vertex in community i. Larger values of Q correspond to more distinct community structures in PINs. Though Q is widely used, it is known to have serious limitations which has been discussed at length in [5] . The second partition scoring function we used has been introduced in [10] and is defined as
Function w-log -v allows for more diverse cluster sizes than function Q, and smaller values corresponds to better modularity structures.
Computational Results: As said above, we applied FAC-PIN many times on a given PIN data but with a different threshold value α in each run, then evaluated the resulting partition for that value α, and then retained the best partition P k obtained for the PIN among all values α. The best partition is that which has the best modularity value. In order to study and compare the performance of FAC-PIN, we downloaded the CNM code from http://cs.unm.edu/˜aaron/research/fastmodularity.htm [4] and implemented the HC-PIN algorithm [19] . The HC-PIN and CNM methods were applied on the same PIN data as the FAC-PIN approach. For HC-PIN, we set the two parameters λ and s as in [19] (CNM has no parameters). The modularity results of the three methods are given in Tables 1 and 2 , and their running times are shown in Table 3 . The PINs are sorted in increasing order of their number of proteins (that is, Street rat's PIN being the smallest is on first column and Human's PIN being the largest is on the last column). As we see in both Tables 1 and 2 , FAC-PIN outperformed both the HC-PIN and CNM methods in all given PINs. We note that as the size of the PINs increases, in terms of either the number of proteins or the number of interactions, the difference between the performances of FAC-PIN and HC-PIN (or CNM) also increase greatly. This is also true in Table 3 showing the execution times, in seconds, of the three algorithms. Clearly FAC-PIN is much faster than the other two methods, and again, the difference in performance increases as either the number of proteins or the number of interactions increases. All experiments were performed on an Intel machine (Core TM i7-2600, 3.400 GHz, CPU with 8 GB RAM). 4 . We could not find complexes for the remaining species in due time.
We proceeded similarly to Laarhoven et al. [10] and considered only the known complexes (i.e., not those obtained by computational means) containing at least three proteins. Since FAC-PIN generates non-overlapping communities, we considered only complexes which are at the bottom of the MIPS hierarchy of complexes and subcomplexes. The unconfirmed complexes, that is those in category 550, were excluded.
The validation proceeds by determining the degree of overlap between the communities identified by FAC-PIN and the protein complexes; that is, we want to determine how effectively a community matches a known complex. We used the overlapping score function given in [2, 3, 10, 19] . The overlapping score, O(C, K), between a community C and a known complex K is defined as:
A community C is considered to match a known complex K whenever O(C, K) ≥ τ ; where, 0 < τ ≤ 1 is the matching threshold. We have a perfect match only when O(C, K) = 1. Threshold value τ = 0.2 was used in [2, 3, 19] whereas [10] used τ = 0.25. We used both values of τ in our complex validation. After computing the overlapping scores between all pairs (C, K) of communities and known complexes for a given PIN, we then determined the ability of FAC-PIN to correctly classify the known complexes. The reason for doing this is that a given complex K 1 may match many communities but with different degrees of overlap, while another complex K 2 may match with a single community only. Hence, we calculated the Specificity, the Sensitivity, and the F -score, as our measures of accuracy; they are defined as follow:
F -score = 2 × specificity × sensitivity specificity + sensitivity (9) where, TP (true positive) is the number of the identified communities C matched by the known complexes K, FN (false negative) is the number of known complexes that are not matched by the communities, and FP (false positive) is the total number of the identified communities C minus TP. In Table 4 , we see that FAC-PIN identifies communities whose average sizes (column 8) are closer to the average sizes of the known protein complexes (column 4), whereas HC-PIN and CNM yield larger averages of cluster sizes. The consequence of this is that smaller FAC-PIN communities produce higher accuracy (Specificity, Sensitivity or Fscore) in the great majority of cases. This is because, most of the known complexes are small, and thus the accuracy increases as the size of a complex decreases. In particular, we obtain a larger number of perfectly matched complexes to communities with FAC-PIN than with HC-PIN or CNM.
Conclusion
In this paper, we devised a new agglomerative clustering approach, FAC-PIN algorithm, for detecting the communities of a given PIN networks, and then compared our method with two fast hierarchical techniques discussed in literature. Our approach is based on a the use of new measure, the relative vertex clustering value which helps decide whether a given vertex u should be included within the cluster of another vertex v depending on how many of the neighbors of u form a triangle with u and v. Our approach is very fast since we are examining only the vertices and in an efficient manner, unlike the two compared algorithms which examine edges. Thus our method is appropriate for PINs, which in general contain more interactions than proteins. More study needs to be done and we plan to perform validations based (1) on random networks, in order to analyze the robustness of FAC-PIN, and (2) on gene ontology annotations. Comparisons with other methods which are not necessarily hierarchical will also be important. Nonagglomerative clustering methods based on the relative vertex clustering value will be investigated. Finally, we plan to validate FAC-PIN through functional enrichment in order to evaluate how well the identified communities match with know protein functions. 
