In this paper a definition of a (nonlinear) Hamiltonian system with inputs and outputs is given, which generalizes both the definition of a linear Hamiltonian system with inputs and outputs and the differential geometric definition of a Hamiltonian vectorfield. Specialized to the case of Lagrangian systems this definition generates the Euler-Lagrange equations with external forces. Further interconnections of Hamiltonian systems are treated and the close relationship with network theory is showed. Finally the newly developed theory is applied to the study of symmetries and to a realization theory for Hamiltonian systems. It will be argued that this way of describing Hamiltonian systems can be extended to a broader class of physical systems.
Introduction
1. In most mathematical textbooks on classical mechanics nowadays great emphasis is put on what is called analytical mechanics, i.e. mechanical systems which can be described without external influences, such as the solar system. They consider mechanical systems without forces; when forces are present (such as gravitation) they are assumed as coming from a potential field. By incorporating this potential in the system the enlarged system can be treated as a system without external forces. Although this operation from (conservative) forces to a potential function already seems to deserve careful attention, the idea of force as such is used only as • a remainder from physics and is never fully exploited. Nevertheless, when we look at the older works on mechanics (see for instance [1, 2] ), the concept of force is treated as one of the basic concepts of mechanics. Also from a practical point of view the possibility of exerting forces on a system is very basic and consequently in the more technical literature forces still have a very important place.
Modern mathematics has given a very elegant set-up for the study of mechanical systems without external forces (see the books of Arnold [3] and Abraham & Marsden [4] ). On the other side, mathematical systems theory provides an adequate conceptual framework for treating systems with inputs and outputs. For describing mechanical systems with external influences it seems 0025-5661/82/0015-0145504.80 ©1982 Springer-Verlag New York Inc. desirable to bring these approaches together. Already Brockett [5] has given an expos~ on how systems theory and mechanics might work together. In [6] Takens has given, from a different viewpoint, a model for describing mechanical, i.e. Lagrangian, systems with external forces. As is evident from these two references; it is not altogether clear how to formalize mechanical systems with external influences and partial observation of the state of the system. Willems ( [7, 8] ) has proposed a system theoretic framework which is more general and seems more useful than the usual input-output framework for treating physical systems. Although the input-output setting is very natural in the context of control theory, in the description of physical systems (where "physical" is interpreted in a broad sense) it is often not clear which of the external variables are the inputs and which are the outputs. Consider for instance an electrical network; one can sometimes describe it with the voltages as inputs and the currents as outputs, or vice versa. Therefore it seems desirable not to identify a priori which external variables constitute causes (inputs) and which constitute effects (outputs). This can itself be regarded as a modelling question.
2. We now give a typical example of a mechanical system, which illustrates and motivates the set-up of the following sections.
Consider a pointmass m with position q~, influenced by a force F v According to Newton's second law the relation between q~ and F l as functions of time t is given by m~l, = Fl.
[1.1]
We consider (1.1) as a state-space description of a mechanical system with input F~ and output equal to the position qv Note that we see F~ as a basic variable and that (1.1) really expresses a compatibility relation between the input functions Fl(t) and the output functions ql(t).
Next we look at another mechanical system. Take a potential function V(q2 ). This defines a force F 2 as follows:
One can view this as a (memoryless) mechanical system which relates the variables F2(t ) and q 2(t). Note that it is now natural to see the position q 2 as the input and F 2 as the output.
The mechanical systems (1.1) and (1.2) can be interconnected by setting q, = q2,
(this can be regarded as Newton's third law). The resulting system has the form (setting q = q t = q 2 )
This is a mechanical system without inputs. As outputs we could take the dV position q, or the position q together with --~-o (q), which is now the internal force. Also the interconnection (1.3) has a special form. If we consider the space W = {(qt,F2,F,,q2)lqi~R , Fi~R,i=l,2} = R 4
with the natural symplectic form on it then the interconnection defines a lagrangian subspace of W (see for definitions § 3). With the aid of this we can see (1.3) as a memoryless mechanical system. Because the interconnection here is nonmixing (i.e. q t is only related to q2, Fi only to F2) we get the special form which is intimately related to Kirchhoff's laws (see § 6).
3. The paper consists of the following parts. In § 2 we consider the general formulation of systems with external variables. In § 3 we give a short review of Hamiltonian mechanics such as treated in Arnold [3] and Abraham & Marsden [4] . In § 4 we give our definition of a Hamiltonian system in state space form with external variables. In § 5 we define as a special but important case Lagrangian systems. The Euler-Lagrange equations appear to fit very nicely in this framework. Interconnections of Hamiltonian and Lagrangian systems are treated in § 6. In § 7 we look at a realization theory for Hamiltonian systems. The linear case will be worked out. In § 8 we consider in our set-up the formulation of symmetries, a well known and important subject in the case without external variables. § 9 contains the conclusion.
Differential Systems in State Space Form
In this § we will give some general definitions of systems with external variables, which will be used in the following § § in the special case of Hamiltonian systems. First we will give definitions for the very general case of systems without differential structure which were already stated in Willems [7] .
Definition 2.1. Let W be a set, called the signal alphabet. Let T denote the time axis (mostly R or Z). An external dynamical system Y~e (on W) is a subset of'W T. So an external dynamical system simply consists of a set of functions from the time axis to W, the set of external variables (usually not finite).
In the usual input-output framework we have an input alphabet U and a output alphabet Y, and moreover there is a function F from the set of input functions U r to the set of output functions yT (F is called the input-output map).
If we now define W=U×Y then it is easily seen that the set ((u(.),(Fu)(-))lu(-):
T-, U } C W a-defines a system in the sense of def. 2.1.
In our more general case we do not assume ab initio that we can split the external variables in a set of inputs and a set of outputs, which are causally related to the inputs. We merely assume that not all functions of the time axis to W occur, i.e. we assume that there are dynamical compatibility relations between the external variables.
In most situations we are not satisfied with such a description of a system only in external terms. We want to have a "model" of the system which in some sense explains, through some internal dynamical mechanism, the external behavior of the system. Moreover we may hope that such a model gives a better insight in the structure of the system. Therefore we introduce a set X of variables, called the state variables, who can be thought of expressing the memory (state) of the system. Following [7] we can do this as follows. Let R be a relation on (i.e. a subset of) AXB. We define R A as the projection of R on A, and R B the projection of R on B. Then the relation R is said to be a product relation if R=R A ×R B. Now let R be a relation on (i.e. a subset of) AXB×C. We will call R(x2=b ) := ((xl,x3)l(xl,b,x3)ER) the relation R conditioned by {x 2 =b}. We will say that x~ and x 3 are independent given x2, or equivalently that x 2 splits x I and x 3 if, for all bEB, R(x2=b~ is a product relation on A×C.
These notions are easily generalized to relations on sets of the form II A r r~r with F an arbitrary index set. In fact, we can now give the definition of a system in state space form. Definition 2.2. Let W and T be as before (think of T as R), and let X be a set, Called the state space. A dynamical system in state space form is defined as a system Y on X×W which satisfies the axiom: (A): x(t)splits (x(~'),w(~-); ~-<t} and {x(~'),w(-r); z_>t).
Explicitly, if (xi, w i) ~ X, i = 1,2, and x t(t) = x 2(t), then also (x, w) E Y, with (x, w) defined by f (X l , Wl )("/" ) for T<t L(x2,w2)(, ) t.
A system in state space form defines in a natural way a system on W as follows: Now we turn to the definition which shall be used mainly in the following § §. We assume a certain smoothness of our systems. Then the following definition is very appeahng.
Definition 2.4. A differential system in state space form is described by: (i) smooth manifolds X, W (smooth always means C°°).
(ii) a smooth bundle ,r: B-, X. Now the system itself is defined by X:= {(x,w): R -, X X W lx absolute continuous and (X(t),w(t))G f(~r-I(x(t))) a.e.} and will be denoted by Z(X, W, B, f). It is useful to think of ¢r-t(x) as the input space when the system is in state x. Note that this input space is dependent on the state x. Only when the bundle ¢;: B--, X is trivial, i.e. B = X X U for a manifold U this is not the case. When we think of forces working in a point x E X this state dependence of the inputspace is very natural. The case of only one vectorfield on a manifold X is easily recovered as can be seen from the following definition. Condition (i) implies that f(B)CTX×W projected on TX is a regular subbundle of TX. So there are no "singularities". Condition (ii) implies that locally we can "solve" for the inputs. The implicit function theorem tells us that locally we can find coordinates w = (wl, w 2) for W and a map la such that w = h(x, u) is replaced by w2 = fi(x,w,)
i.e., we can interpret some external variables as (local) inputs! However, to cover all situations, we should relax our assumptions somewhat and assume only that f: B-,TX X W is an injective immersion. To avoid technical difficulties, we will make in the following § § the somewhat stronger assumption that f(B) is a (regular) submanifold of TX x W.
In terms of definition 2.4, we can define the notions of feedback equivalence and of minimality. When constructing a realization for an external system, it is often desirable to keep the state space as small as possible. This minimality of the realization is defined as follows (see also [7] ). 
A Short Review of Hamiitonian Mechanics
In this paragraph we will review very briefly the main notions of Hamiltonian mechanics which will be used in the following ~. Most of this is treated in great detail in [3] or [4] .
1. Basic to the description of Hamihonian systems is a smooth manifold M (think of the phase space) with a 2-form w which satisfies: (i) w is nondegenerate; i.e., for every 0~XETxM there exists YETxM such that wx(X, Y) ~ 0. (ii) ~0 is a closed 2-form; i.e., dw =0. w is called a symplectic form. If we write this out in the local coordinates of expression (3.1), we obtain from (3.2) the usual expressions for a Hamiltonian vectorfield:
The most typical example of a symplectic manifold is a cotangent bundle. Let T*Q be a cotangent bundle (think of Q as the configuration space), then we can define a natural 1-form O on T*Q as follows: Take aE T*Q, X E T,(T*Q), and let ~r denote the projection of T*Q on Q. Then we define 0~(X) --a(cr,(X)) [3.4] In local coordinates 0 = ~ Pidqi, where qi are local coordinates for Q, and Pi the i coordinates of the fibres of T*Q. 0 is called the canonical 1-form on T*Q.
It is easy to check that o~ := -dO is a symplectic form on T*Q which in local coordinates is equal to ~ dqi Adpu i Instead of the definition of a Hamiltonian vectorfield in terms of Lx~ =0, we will take another equivalent point of view which is more appropriate to our framework. For this we need the notion of a lagrangian submanifold. (ii) N has maximal dimension; it can be deduced from (i) that the maximal dimension is half the dimension of M. Related are the definitions of isotropic and co-isotropic submanifolds. In this language N is isotropic amounts to saying that TN C(TN)" and N is lagrangian is equivalent with TN =(TN)'. Now we can given an alternative, but equivalent definition of a Hamiltonian vectorfeld as follows (see Tulczyjew [9] and Hermann [10] ). Let (M,o~) be a symplectic manifold. Because oa is nondegenerate it defines a bundle isomorphism from TM to T*M by setting
T*M is a cotangentbundle, so it has the 1-form O defned above (3.4). Then ~*0 is a 1-form on TM and d~*0 is a symplectic form on TM which we shall denote by ~b. We can calculate ~b in local coordinates as follows. Take local coordinates ql,'" ",qn, Pl,'",Pn for M such that ~0= Zdqi Adpi. i Now we can construct coordinates for TM. Let f: M ~ R then define f: TM --, R as f(vp) = dfp(vp) [3.6] with vpE TM (~r(vp)= pC M, ~r projection of TM on M). Then one can see that (q i, " " ",q n, P l,'" " ,Pn, q J, "'" ,q n' ]51 '" " " 'lSn) forms a coordinate system for TM, and that ~ defined above has in these coordinates the form
(which explains the notation ~b). Now we can give Remark. One can check that this definition is equivalent to Lx~o =0 (see [9] ).
A special but important case of a Hamiltonian vectorfield is, what we shall call
a little misleadingly a Lagrangian vectorfield. In this case we must start with a cotangentbundle M =T*Q (Q is the confgurationspace) with the 1-form 0 defined by (3.4) . Analogous to the construction of ~b we can now define a 1-form denoted by 0 on T(T*Q) as follows (see [9] ). 0 is a 1-form on T'Q, so we can also see 0 as a function on T(T*Q) which we, for clearness' sake denote by the notation t~. So t~(X) := 0(X) for X ~ T(T*Q). Furthermore, when we have an arbitrary manifold K then on TTK there is defined a natural involution (see [9] ). If (x,~) are coordinates for TK then we denote coordinates for T(TK) by (x,~,$x,$~). Then the involution -is given by -: (x,X, ax, 8~) ~ (x, 8x,~, 8X).
[3.81
Now we define/~ by (X) := X(0 ) for X E TT(T*Q). [3.9] In local coordinates/~ is given by (qi,Pi are coordinates for T'Q), 0 = X. Pidqi + 1 Pidqi (see [9] ). 3. Lagrangian submanifolds have a nice interpretation in local coordinates. Let N be a lagrangian submanifold of (M, to). Because dto = 0 there exists locally a 1-form a such that to = da. N is lagrangian, so to = da restricted to N is zero. From this it follows that (locally) there exists a function V: N-~ R such that a = dV on N. Assume for example that to = Eidqi Adpi, a = XiqidPi and that N can be parametrized by Pp"',Pn. Then we can see V as a function from (Pl,"" ",Pn) to R, and N is described (locally) by N=((pl,..-,pn, qt,...,qn)lqi=0-~i}. [3.13] So N is the graph of the function OV ... OV ) Op I ' , Op n = dV.
We will now state two lemmas which will be used in the following § § (for a proof see [4] 
Hamiltonian Systems in State Space Form
For the definition of a Hamiltonian system we need the following extra structure on our differential system in state space form Z(M, W, B, f) (see §2):
(i) M is a manifold with symplectic form w (2n-dimensional).
(ii) W is a manifold with a symplectic form denoted by o~ e ("e" from external). W is 2m-dimensional. As we have seen in § 3, the symplectic form w on M induces a symplectic form on TM, denoted by ~b. Now we can make TM ×W into a symplectic manifold by defining the symplectic form f~:= ¢r~b-¢r~w ¢ onTMXW.
We can now turn to the definition: 1 (a,b) . Proof. (a) We know from § 3 that there exist local coordinates (ql," " " ,qn, Pl,""" ,Pn, Ch,""" ,qn, Pl, " " " ,Pn) for TM and (qel, • • • ,q¢ m, q%+ l,"" ,'~¢2m) for W such that in these coordinates
Because B is a bundle over M and diagram 4.1 commutes, fiB) can be parametrized by (ql,"" "',qn, Pl," " " ,Pn) and m of the coordinates qei, i= 1,. • • ,2m of W, not necessarily q¢~,... ,VCm" Call these coordinates w~,... ,Wm, and denote the rest of the qei's by wm+~,'",W2m such that if wj=w k for j<m, then Wm+j =qem+k or ~k-m, dependent on the case that k--m, or k>m. [] A very interesting characterization of a Hamiltonian system is given by the following. Take a system X CK T with K a manifold. Let k: T--, K be an element of X (a path in K). We define a variation 3k: T-,TK as follows: Let kn: T--,K be a sequence of paths in K (k,E Z) which converges to k, i.e., k,(t) --, k(t) for almost every t E T. Then this defines for almost t ET an element of TK denoted by 3k(t). Now we can give 
_tyt 2 32w(t))dt = (3Ix(t2)' 32X(t2)) _ x't,,(31X(tl) ' 32X(tl))" [4.4] for all t t, t 2 E T, for all (x(.), w(-)) ~ Y and for all variations (61 x(. ), 3 tw(. )) and (32 x(. ), 32w ( • )) at (x(-), w(. )) to Y.
Proof. We can consider def. 4.1 (a,b) as the infinitesimal version (t~-, t 2) of (4.4). This can be seen as follows. x(tl) can be transported to x(t2). So there is a vectorfield X: M --, TM with the graph of X in f(B) C TM × W projected on TM, which carries x(t 1 ) over in x(t 2 ). Now we deduce (see § 2, eq. 3.5-3. But, as can be seen from the definition of a Hamiltonian system, this condition is not enough to ensure that E(M,W, B, f) is Hamiltonian. Only when we also assume that dim (B)--dimM+ 1/2. dimW, we know that this condition implies that y is full Hamiltonian. It seems that these problems are tied up with such concepts as minimality, local weak controllability and local weak observability (see for the last two concepts Hermann & Krener [11] . In fact we conjecture that when Y~(M, W, B, f) is a minimal degenerate Hamiltonian system then y is full Hamiltonian if and only if Y. is in some sense controllable (see for a proof [21] ). Remark 2. Equation (4.4) is a very powerful kind of variational principle. Notice that while most variational principles in the literature (see Leipholz [12] ) allow only variations over the q-variables, eq. (4.4) uses variations over the whole set of w-variables. When we assume that these w-variables can be interpreted as the q-variables and the F-variables (the external forces), then we could also allow only variations over the F-variables. This seems to correspond to what is called the principle of complementary virtual work (see [12] ). All these questions related with eq. (4.4) are under investigation (see also § 9). Remark 3. It seems useful to define the energy of the system given in proposition 4.2. as the function tZI(q~, • • • ,q,, Pl, " " ",Pn, win+ 1,"" ,w2m), which is defined as the Legendre transform of H(ql,-..,q~, Pl,'",P,, %" ",win) with respect to (%,.-. ,win) (see also [5] ). Then we obtain:
,qn, P,, ,P~, Wm+l , ,W2m) 
Lagrangian Systems
Although the Hamiltonian formulation of classical mechanics has the advantage of perfect duality between the q-variables and the p-variables, the Lagrangian formulation in the (q,q)-space is certainly more obvious for most practical problems. Also, phenomena like friction can be better described from the Lagrangian point of view.
Historically the Lagrangian framework was built up with external forces. The general form of the Euler-Lagrange equations is not (see [2] ), where It denotes evaluation on time t, A~ is the external work on the system, and T is the kinetical energy. In the case where there are also (conservative) internal forces, 8T becomes 8L (with L = T-V and V the potential function 0L which gives the internal forces) and mq becomes 0--q"
lnterconnections of Hamiltonian Systems
As we have already seen in the Introduction ( § 1) interconnection of Hamiltonian systems is frequently encountered. Remark. We have defined full Hamiltonian (Lagrangian) interconnections as memoryless (i.e. without state space) Harniltonian (Lagrangian) systems.
In practice we encounter mostly a further specialized version of a Hamiltonian interconnection. Because of its intimate relation with the Kirchhoff's laws in network theory we state separately To see what all these definitions amount to, we begin with the Kirchhoff interconnection and assume for simplicity that we have only two manifolds (The proof of this is in fact an extension of lemma 3.6.)
So we have here that I is, what is called in network theory, nonmixing, i.e., y2 is only related to yl, u 2 is only related to u j. Moreover, we see that the relation between u 2 and u I is linear.
An even more special case is when W 1 = Yl × U1 and W2~ Y2 × U2, and when not m I iTI 2 m 2 2 only ~ ulidyi' + ~ uj dyj 2 but also the dual 1-form ~ yi l duli-1-2 2 2 yj duj are i=l j=l i=l j=l zero restricted to I. It follows from the proposition above that the Kirchhoff interconnection in this case is necessarily (total) linear, i.e. there exists a linear map A such that y2 = Ayl and u 1 = -ATu 2. These are exactly Kirchhoffs laws! (see also Brayton [13] , Hermann [14] ) When the interconnection is only Lagrangian we obtain the following (This is in fact an extension of lemma 3.5.)
As we would expect, interconnection of Hamiltonian systems results in another Hamiltonian system. Weinstein [15] , one can show that if I is co-isotropic then, at least locally, this is possible.
Realization Theory for Hamiitonian Systems
An important topic in mathematical systems theory is the realization problem. The central question is how we can derive from a system in external form (see § 2) a system in state space form which has the same external behavior as the original system. A second, related, question is how the structure of the external system can be mirrored in the structure of the state space system. In the case of Hamiltonian systems we should like to know which conditions the behavior of the external system has to satisfy in order that it is possible to construct a Hamiltonian realization, i.e. a system in state space form as defined in def. 4.1 (a, b) . Because a realization theory for nonlinear systems is still in development, we will look first at the special case of linear Hamiltonian systems (see also the Conclusion). While a realization theory for linear input-output systems is well-known (see [16] ), the theory for the more general linear systems as defined in § 2 is new. Because a full treatment of this subject is out of the scope of this paper, we will state only some results. Linear external systems 2¢ are of the following form:
where W is a linear space and P is a polynomial matrix. After Laplace transformations we obtain the following system in frequency domain: Y.~ = (w: S 2 --, W c I P(s)w(s) = 0 Vs E S 2 }, where S 2 is the Riemannsphere and W c the complexification of W. So we can look at our system as a "fibre bundle" over S 2 with fibre at s the kernel of P(s) (the dimension of the fibres is not necessarily constant). A Proof. Write out def. 4.1 (a,b) for the system ~=Ax+Bu, w=Cx+Du and note that you may apply feedback to obtain (7.2) [] We now look for necessary and sufficient conditions on the external system, i.e. P(s), in order that it is possible to realize P(s) with matrices {A,B,C,D} satisfying (7.2). Therefore we introduce on W c a symplectic form ~0~ as follows:
to~:(wl,w2) := w~J~w2, [7.3] where J~ is a symplectic form on W and (see for instance [17] , [18] ). This is easily seen to be a direct specialization of equations (7.2).
Symmetries
An important subject in the study of mechanical systems consists of the so-called symmetries. These are (sometimes infinitesimal) deformations of the state space (i.e. the phase space) which leave--loosely speaking--the system invariant. The existence of such symmetries gives more insight in the structure of the system. At the same time the symmetries can be used to derive extra integrals for the system --i.e. functions which are constant on the integral curves--, and so to really integrate the differential equations which constitute the system. Our approach will be to derive such symmetries on the state space from symmetries on the external systems. First we shall define symmetries for general (not necessarily Hamiltonian) systems. [8.~]
Conclusion
We have given definitions of Hamiltonian and Lagrangian systems with external variables, which, in our opinion, are very natural and which fit easily in notions like Hamiltonian vectorfields, variational principles, interconnections and symmetries. Of course a lot of work remains to be done. What is most needed from the system theoretic point of view is a realization theory for general nonlinear Hamiltonian systems. The linear theory as described in § 7 gives some information how this might go. Also formula (4.4) of theorem 4.3.
f t2 o Z81w(t), 82W(t) )dt ), t~2X(t 2))
, OJw(t)~" ~-O~x(tD(~lX(t2 --¢Ox(t,)(~lX(t 1 ), ~2X(tl)) seems to provide a good starting point for such a theory because the left side contains only external terms. This is presently under investigation. Applications of the general theory developed in this paper can be sought for instance in optimization theory, which, by Pontryagin's maximum-principle, is closely related to our framework. From a system theoretic viewpoint classical thermodynamics is a very intriguing subject. It is very natural to see the pressure (P), the volume (V), the temperature (T) and possibly the heat flow (Q) as external variables. In particular it is clear that it is not natural to assume one variable as the cause of another, but only to assume a compatibility relation like (for ideal gases) PV=cT with c a constant.
One could try to construct from such external relations a state space model, in terms of which the (internal) energy and the entropy are defined. From a historical point of view (see [1 ] ) it would be interesting to investigate how far it is possible to construct a mechanical model for thermodynamic systems, where mechanical is interpreted in a broad sense (not only Hamiltonian but also some sort of gradient behavior). Already an attempt in this direction is made in [7, 20] .
The same ideas applied in this paper to Hamiltonian systems can be used for describing a broader class of physical systems. For instance, gradient systems fit also naturally in this scheme. Analogous to § 1.2 we can see standard gradient systems in a mechanical context as follows: System I. m,~ = F~ where vj is the velocity, F~ the external force, m is the mass, which in more general gradient systems is replaced by a Riemannian metric. 
