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Abstract
Recent breakthroughs in deep learning often rely on represen-
tation learning and knowledge transfer. In particular, readily
available models pre-trained on large datasets are key for the
efficient transfer of knowledge. They can be applied as feature
extractors for data preprocessing, fine-tuned to perform a vari-
ety of tasks, or used for computing feature losses in the training
of deep learning systems. While applications of transfer learn-
ing are common in the fields of computer vision and natural
language processing, audio- and speech processing are surpris-
ingly lacking readily available and transferable models. Here,
we introduce speechVGG, a flexible, transferable feature ex-
tractor tailored for integration with deep learning frameworks
for speech processing. Our transferable model adopts the clas-
sic VGG-16 architecture and is trained on a spoken word classi-
fication task. We demonstrate the application of the pre-trained
model in four speech processing tasks, including speech en-
hancement, language identification, speech, noise and music
classification, and speaker identification. Each time, we com-
pare the performance of our approach to existing baselines. Our
results confirm that the representation of natural speech cap-
tured using speechVGG is transferable and generalizable across
various speech processing problems and datasets. Notably, rel-
atively simple applications of our pre-trained model are capable
of achieving competitive results.
Index Terms: Speech processing, deep learning, transfer learn-
ing, feature extractor, deep feature losses
1. Introduction
Deep learning frameworks for image and natural language pro-
cessing often make use of representation learning and transfer
of knowledge [1, 2, 3]. The goal of the process is to build up
domain-specific knowledge on one task and transfer it to an-
other downstream task [4, 5]. Currently, three main transfer
learning approaches can be distinguished: (i) feature extrac-
tion [6], whereby the pre-trained model provides rich, com-
pact representations of domain-specific data, (ii) fine-tuning [7],
whereby the knowledge captured by a pre-trained model can be
adjusted to a particular task or dataset, and (iii) deep feature
losses [8], whereby high-dimensional representations, obtained
through the pre-trained feature extractor, are used to compute
losses for training deep learning systems.
Following numerous successful applications of deep learn-
ing in speech processing, learning representations of speech
became the next focus in the field [9, 10]. Indeed, some
speech production and perception theories [11] suggest that
access to the invariant representation of speech could make
?-These authors contributed equally to this work.
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Figure 1: speechVGG architecture and knowledge acquisition
via the word classification task. Vertical arrows represent acti-
vation of pooling layers, which reflect representation of speech
features captured by the model. Output from the last block pro-
vides the most compact representation of speech features (red).
speech processing systems more robust to noise, as well as,
more speaker- and language-independent. In particular, learn-
ing unsupervised audio representations and evaluating them on
downstream classification tasks has recently shown promising
results [12, 13]. There is also a growing number of studies
that apply feature losses for training audio and speech process-
ing system [14, 15, 16, 17]. However, applications of trans-
fer learning in speech processing still remain scarce and sur-
prisingly underexplored, possibly due to the lack of readily-
available frameworks and pre-trained models. Representation
learning and transfer of knowledge have remarkable potential
for facilitating developments in the field of speech processing
for a number of reasons. They could not only make the training
faster, by using pre-trained models (i.e. hot start), but also in-
crease efficacy and overall performance of the trained systems,
especially when access to the problem-specific data is limited.
In this paper, we introduce speechVGG, a deep feature ex-
tractor tailored for speech processing. The proposed extractor
adopted the architecture of the seminal deep convolutional neu-
ral network VGG-16 [18] and was trained on the spoken word
classification task. We hypothesize that successive layers of the
pre-trained model can capture hierarchically organized general-
ized representations of speech-specific features. We evaluated
the pre-trained speechVGG on four four potential use cases of
transfer learning in speech processing to investigate its capa-
bility to transfer knowledge across different tasks and datasets.
The selected tasks were: (i) speech inpainting [17], (ii) lan-
guage identification [19], (iii) speech, noise and music classi-
fication [20] and (iv) speaker identification [21, 22, 23, 24].
The paper is organized as follows: section 2 introduces ar-
chitecture and training of the speechVGG feature extractor, and
its applications in transfer learning. Section 3 introduces four
experiments employing speechVGG, presents their results and
compares them to existing baselines. Finally, section 4 con-
cludes the paper and outlines plans for future developments.
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2. speechVGG
2.1. System architecture
Diagram illustrating the system architecture and the pre-training
task is presented in Fig. 1. The model adopts the VGG-16 archi-
tecture [18]. Specifically, the network is built out of five main
blocks (Fig. 1, yellow), each composed of stacked convolution
layers followed by ReLU activation and concluded by a max-
pooling layer. The output from the last convolutional layer is
subsequently processed through two fully-connected linear lay-
ers followed by a softmax output layer (Fig. 1, purple). Note
that depending on the task, to which the model is deployed,
the final fully-connected and output layers of the model may be
modified (Fig. 2b).
2.2. Model training
The LibriSpeech dataset [25], an open read speech corpus sam-
pled at 16 kHz, was used to train the speechVGG. We used all
the available training data to build sets of 100 (train-clean-100),
460 (+ train-clean-360) and 960 hours (+ train-other-500) of
speech material and used them to train the model. Note that
the latter set contains 500 hours of ’other’ speech with possible
mistakes in word annotations. We used test-clean as a valida-
tion set during the model training and dev-clean as a separate
subset of data to evaluate the performance of the trained model.
We trained speechVGG on the word classification task us-
ing different training dictionaries extracted from the transcrip-
tion of the training recordings. We considered three dictionaries
containing 1000, 3000 & 6000 most frequent, at least 4-letters-
long, words from the data. Together, all considered dictionary
and training data sizes made up nine training configurations.
For each configuration, we obtained word boundaries (the
start and end frames), using forced-alignment from Kaldi Lib-
riSpeech setup [26], and extracted the corresponding segments
from the data. We computed log-magnitude spectrograms for
each extracted segment by taking absolute values of a complex
short-time Fourier transform (STFT, 256 samples window with
128 samples overlap, 128 frequency bins) and then applying
natural logarithm. Each frequency channel of the resulting log-
magnitude STFT was normalized using mean and standard de-
viation obtained from the training data. To address the issue of
varying duration of spoken words each time-frequency repre-
sentation of a word was randomly padded with zeros to a size
of 128 x 128, corresponding to 1024-ms-long segment.
Each sample used for training the speechVGG was aug-
mented using SpecAugment [27] to improve the generalization
capacity of the feature extractor. The augmentation was ap-
plied by replacing random blocks of time and frequency bins
(no more than 50% in each dimension) in the spectrograms with
mean values. Such combination of zero-padding and augmen-
tation facilitated the extraction of speech features in the model.
We hypothesize that the zero-padding allows the model to learn
to identify parts of input containing speech, while augmentation
makes the learned representations generalized.
Each configuration of speechVGG was trained using cross-
entropy loss for 30 epochs via ADAM optimizer [28] with a
learning rate set to 5 × 10−5. All of the considered configu-
rations of speechVGG yielded classification accuracy of over
92% suggesting successful training and knowledge acquisition.
2.3. Analysis of activation patterns
Insights from computer vision literature suggest that subsequent
blocks of convolutional neural networks are sensitive to differ-
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Figure 2: Applications of speechVGG in transfer learning. The
pre-trained model can be used to: (a) compute deep feature
losses or (b) to transfer knowledge to a new task as a feature
extractor (i.e. fixed weights) or as a fully fine-tuneable module.
ent features of the input [29]. In particular, analysing patterns
of activation at pooling layers, specific sub-classes of edge or
texture detectors can be distinguished.
To determine if the pre-trained speechVGG acts as a set
of hierarchically-organized extractors of speech features, we
performed a similar analysis to visualize activation patterns
across the network. Specifically, we employed a minimal im-
plementation of the so-called ’deep dream’ technique [30] to our
speechVGG trained using 3000 words obtained from 460 hours
of speech recordings. Starting from a Gaussian noise input, we
optimized it to maximize the mean activation of different lay-
ers’ outputs in the network. The images producing the largest
mean activation at pooling layers in the subsequent blocks of
the pre-trained speechVGG are presented in Fig. 3.
Activation patterns develop a higher level structure with in-
creasing depth of the network. In particular, the output from
the first block represents a fine pattern strongly emphasizing
edges. The readout from the second block represents a set of
regular horizontal bars, which might reflect harmonic structure
of speech. In the final fourth and fifth blocks, one can notice the
formation of distinct large-scale time-frequency patterns. We
speculate that these can represent phonemes or formants. In-
terestingly, these results may resemble the stages of auditory
neural processing [31, 32]. In particular, early subcortical pro-
cessing emphasizes the fine structure of sound and later cortical
stages become tuned to more complex time-frequency features.
2.4. Application to transfer learning
We designed speechVGG to extract features from up to 1024-
ms-long samples of audio. Features from longer samples can
be obtained by averaging the representations of several win-
dows. Due to the modular block architecture, activation of max-
pooling layers across the model provide representations of the
input, each emphasizing distinct speech-specific features. The
highest-level features, obtained by flattening the output of the
last max-pooling in the model, provide the smallest, most com-
pact, representation of the input (Fig. 1, red).
The pre-trained speechVGG models can be applied to ex-
tract features in a range of speech processing tasks. They can
be employed directly as feature extractors in different down-
stream tasks or used to train deep learning systems via (deep)
feature losses [14, 15, 16, 17] (Fig. 2a). In the latter case, the
activation of the extractor pooling layers provide rich represen-
tations of both training output and the target. The direct loss
computed between these two representations (for example L1)
is then used to train the main system.
Figure 3: Sample inputs that maximize activation of pooling layers, at the end of each block, of the pre-trained speechVGG.
The pre-trained speechVGG can be applied as a preprocess-
ing stage or a base of a system designed to perform a brand new
task. This can be accomplished, by swapping the final output
layers of the extractor or attaching other system to the end of
the final block of the feature extractor (Fig. 2b). Such a system
benefits from the knowledge already captured by the pre-trained
model and can be furthermore fine-tuned. In the calibration pro-
cess, the weights of the extractor can be either fixed (i.e. frozen)
or fine-tuned with the rest of the system. In both cases, a set of
generalized speech-specific weights facilitate the (re-)training
process and the overall performance of the trained system.
3. Transfer learning experiments
3.1. Speech inpainting
In our previous work we employed the pre-trained speechVGG
to train a deep speech inpainting system for recovering missing
parts of time-frequency representation of speech [17]. Thereby,
the speechVGG was pre-trained on the same task using 1000
words extracted from 100 hours of LibriSpeech data (train-
clean-100, baseline). Here, we explored how different config-
urations of speechVGG, outlined in section 2.2, applied in the
training, influence the speech inpainting performance.
We used train-clean-100 from the LibriSpeech dataset to
train the inpainting framework and dev-clean to evaluate its
performance in speech inpainting task. All the speech mate-
rial was chunked into 1024-ms-long segments and preprocessed
in the same way as for the speechVGG training. Each log-
magnitude spectrogram was distorted using random time & fre-
quency masks. The masks removed from 10% up to 40% time
and frequency bins from the input STFT. Such samples, along
with their mask (i.e. the position of time-frequency intrusion
was known) were processed through the network to recover the
original time-frequency representations of speech. Waveforms
were obtained directly from the recovered STFT magnitudes by
applying the local weighted sums algorithm [33, 34].
The system for speech inpainting was trained using nine
different configurations of speechVGG (section 2.2). The fea-
ture extractor was each time applied to obtain feature losses for
training the main framework (Fig. 2a). For each training sam-
ple, the recovered and the actual samples of speech were pro-
cessed through the pre-trained speechVGG. The deep feature
loss was obtained by computing L1 between activations of the
speechVGG’s pooling layers and used to train the main model.
The inpainting performance was quantified using the short term
objective intelligibility (STOI) [35] and perceptual evaluation
of speech quality (PESQ) [36]. Both scores were computed be-
tween the original (i.e. non-distorted) and the recovered speech
samples from the held-out portion of the data (dev-clean).
Results: Evaluation results are reported in table 1. All of
the considered configuration of speechVGG succeeded as deep
feature extractors for training the system for speech inpainting,
yet their efficacy varied. STOI & PESQ scores indicated that
speechVGG pre-trained to classify 3000 words extracted from
460 hours of speech was the optimal configuration for this task.
The lack of improvement for larger sizes of either dictionary
or training set may be attributed to the fact that over half of
the 960 hours of LibriSpeech data belonged to the ‘other‘ cate-
gory, which contains inaccurate annotations of words. For the
remaining transfer learning experiments, we used the best per-
forming pre-trained speechVGG (3000 words & 460 hours).
Table 1: Impact of the speechVGG configuration on the training
of the speech inpainting system [17]. Each cell in the array rep-
resents STOI (top) and PESQ (bottom), measured between the
recovered and the original speech samples, averaged across all
the evaluation data. Baseline scores for unprocessed, corrupted
speech samples were 0.664 STOI & 1.675 PESQ.
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0.790 0.786 0.789 0.788
0.796 0.824 0.801 0.807
0.799 0.791 0.793 0.794
0.795 0.800 0.794
2.334 2.334 2.361 2.343
2.403 2.484 2.369 2.419
2.387 2.355 2.374 2.372
2.375 2.391 2.368
3.2. Language identification
The language identification experiments were performed using
the Spoken Language Identification (SLI) dataset [19] that con-
tains voice recordings in three languages: English, German and
Spanish. We used the recommended train/test data split. 20
randomly chosen 1024-ms-long segments were obtained from
each recording and preprocessed to obtain their spectrograms,
as specified in section 2.2. Each segment was processed though
the pre-trained speechVGG to obtain its representation by flat-
tening the output from the last block (Fig. 1, red). A set of
features describing the entire recording was each time obtained
by averaging representations of its parts. Having processed all
the recordings, a logistic regression classifier [37] was trained
on the obtained features to distinguish the three classes.
Results: In the language identification task we obtained a
classification accuracy of 97.6%. Our model outperformed the
similar representation-based approach proposed in Tagliasacchi
et al. [13] reporting an accuracy of 90%, as well as, the task-
specific ConvNet [19], which achieved 97% accuracy.
3.3. Speech, music and noise classification
We used the MUSAN dataset [20] to classify the following three
different categories of audio recordings: speech (recordings
from the US government and librivox.org), music and noise. We
kept randomly selected 10% of the data as the held-out evalua-
tion set. We employed the same setup as in the previous exper-
iment except, here, we discarded all samples shorter than 1024
ms. All such short samples were recordings of noise and includ-
ing them could lead to the biased classification based solely on
their duration, rather than the acoustic content.
Results: High-dimensional embeddings of the MUSAN
dataset were visualized via t-SNE [38] (Fig. 4). Clusters rep-
resenting speech recordings were clearly distinguishable from
music and noise. This suggests that speechVGG, pre-trained on
the LibriSpeech data, successfully transferred the generalized
representation of speech to this task. Interestingly, embeddings
of speech recordings were divided into two distinct clusters, one
made up exclusively of US government recordings (Fig. 4, dark
blue). Our approach yielded 96.5% classification accuracy. Re-
markably, the high-dimensional embeddings, obtained from the
speechVGG pre-trained on voice recordings, allowed to reliably
distinguish samples of music and noise. Tagliasacchi, et al. [13]
reported 99.0% accuracy on the MUSAN classification task us-
ing representations of 0.975-seconds-long segments of record-
ings. However, their approach was tailored specifically for this
task and each time used the entire audio clip, while here we
used only 20 random segments (i.e. up to 20 seconds of audio).
speech-usgov
speech-librivox
music
noise
Figure 4: t-SNE visualization of high-dimensional embeddings
of speech, music and noise recordings from MUSAN, obtained
via the pre-trained speechVGG.
3.4. Speaker identification
In the speaker identification task, we used speech recordings
from the TIMIT dataset including 630 speakers [39]. We ran-
domly selected one recording per speaker to form the set-aside
evaluations set, while the rest of the data was used for train-
ing. All the data was chunked into 1024-ms-long segments and
the log-magnitude spectrogram of each chunk was obtained as
specified in section 2.2. The previously introduced approach
did not succeed in this task. Therefore, here, we replaced the
final fully-connected layers of the speechVGG to accommodate
different number of classes (630) in the new task, and fine-tuned
such model in three different ways: (i) we discarded the knowl-
edge obtained in the pre-training and fully re-trained the net-
work on the speaker identification task speechVGG-fresh, (ii)
we re-trained only the final layers, keeping the previous, pre-
trained blocks unchanged (i.e. frozen) speechVGG-frozen and
(iii) we fine-tuned the entire pre-trained model using the new
data speechVGG-finetune. For fine tuning the model, we used
the same training routines as in the speechVGG pre-training,
but using the task-specific data. In the model evaluation, the
speaker identity was determined by averaging the predictions
from a window (50% overlap) sliding over the entire recording.
Results: Results of speaker identification using different
variants of fine-tuned the speechVGG, alongside the baseline
approaches are presented in Table 2. speechVGG-fresh failed
to converge; speechVGG-frozen converged but overfitted to the
data, failing to generalize; speechVGG-finetune converged and
achieved 99.7% accuracy on the set-aside portion of the data.
The latter approach outperforms existing methods evaluated on
the TIMIT corpus [21, 22, 23]. Notably, Ge et al. (2017) [24]
reported 100% accuracy, also employing one second long win-
dow, but only using a subset of 100 male speakers what makes
a direct comparison difficult.
Table 2: TIMIT speaker identification. Single window - label
assigned for each window separately. Sliding window - label
assigned by averaging predictions from a window sliding over
the entire recording. * - the largest observed overfitting.
Single window Sliding window
Method train valid valid
speechVGG-fresh - - -
speechVGG-frozen 99.3%* 0.7% 1/630 (0.2%)
speechVGG-finetune 97.6% 95.1% 628/630 (99.7%)
Ward, et al. (1998) [21] 607/630 (96.3%)
Ming, et al. (2007) [22] 608/630 (96.5%)
Wildermoth, et al. (2003) [23] 623/630 (99.0%)
4. Conclusion
Here, we introduced speechVGG, a trainable deep speech fea-
tures extractor tailored for transfer learning in speech process-
ing problems. We showed that the speechVGG can capture
speech-specific features in a hierarchical fashion (Fig. 3). Im-
portantly, the generalized representation of speech captured by
the pre-trained model was transferable over four distinct speech
processing tasks, each employing a different dataset. Notably,
relatively simple applications of the pre-trained speechVGG
were capable of achieving, to the best of authors’ knowledge,
results comparable to the state-of-the-art (section 3).
We hope that this work will facilitate further applications of
transfer learning in the field audio- and speech processing and
the development of new approaches. In particular, the explo-
ration of different architectures, as well as, supervised and un-
supervised training setups should allow to extend the method.
Notably, multiple speech feature extractors sensitive to distinct
features could be gathered together to form ensembles and max-
imize their efficacy. For example, training the deep learning
frameworks via deep feature losses doesn’t have to be limited
to only one feature extractor. There can be many, each tailored
to capture representations of different aspects of speech, such
as generalized representations of language, speakers or differ-
ent linguistic units across timescales.
Python implementation of the speechVGG and pre-trained
models are openly available at1.
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