Abstract
Introduction
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Finite mixture models are applied in diverse areas of science and pro- 
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July 28, 2017 We take a Bayesian approach to our inference. In Bayesian analysis the (ABC) (Marin et al., 2012) .
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Even though the standard VB method is highly computationally efficient 34 in comparison to MCMC, in some cases it still might be too time-consuming 35 for very large data problems if analysis is required within short time-frames.
36
Consider for instance the weed-crop imaging application that we will explore 37 in this article. Images have an extremely large number of pixels, there will 38 likely be multiple images to analyse, and estimates are needed reasonably 39 quickly. In order to achieve this, time-efficient techniques are required. An-
40
other avenue is to reduce the volume of data that actually has to be processed 41 in the fist place. Removing part of the dataset before running the analysis is 42 a less drastic thing to do than we might think when we consider that much 43 of the dataset gives us the same or very similar information. 
where µ = (µ 1 , · · · , µ K ) and T = (T 1 , · · · , T K ), and T j denotes the jth 111 precision matrix, which is the inverse of the jth covariance matrix. 
Bayesian priors
113
We follow the standard Bayesian conjugate prior setting (Alston et al., 2012) for this model, and choose hyper-parameters such that they correspond to non-informative prior settings, thus allowing information contained in the dataset to have more influence over the fit. The weight coefficients are assigned Dirichlet prior distributions:
The prior distributions of the means conditioned on the covariance matrices 114 are independent multivariate normal distributions:
c c e p t e d M a n u s c r i p t
) .
The prior of the precision matrices are given by Wishart distributions:
Therefore, the joint distribution would finally be:
The quantities of {α
j } are all hyper-parameters. 
122
The main difference between the two approaches is that instead of estimating 
Another way of viewing this is that finding the tightest lower bound is the 
Variational posterior 158
After we maximise the lower bound (equation (1)), the posteriors are
) ,
B J P S -A c c e p t e d
M a n u s c r i p t and
the hyperparameters will be updated as:
with q ij being the variational posterior expected probability that the in-
161
dicator variable z ij = 1. The form of q ij is:
where s ij is the normalization constant and ⟨·⟩ denotes the expected val-163 ues required to evaluate the expressions in Equation 7. These are given by:
where Ψ( ) is the digamma function andα = ∑ jα j .
165
B J P S -A c c e p t e d
M a n u s c r i p t this is a user driven choice.
The Standard Variational Bayes (VB) algorithm
196
Note that the choice of epsilon determines how small a component's al-
197
located weighting has to be at a given iteration of the algorithm in order for observation set which can be used as the cut off, e.g. 1% of the dataset size.
212
Users must select a suitable value according to their particular application.
213
Algorithm 1: The standard VB algorithm Set initial number of components K. 
Set initial values for hyperparameters α
(0) , β (0) , Σ (0) , v (0) , m (0) .
228
By doing this, we construct a hierarchy of data points and the importance- 
Sample set S of β = 10dK ln(1/δ) points uniformly at random from D ′ ;
Remove
for every b ∈ B and every
where for every x ′ ∈ C and x ′ ∈ D, we have x ′ = x with probability
VB inference using coreset sampling
240
In this section we propose a new algorithm in which we adapt the varia-
241
tional Bayes method in order that it can be used in conjunction with a coreset 242 sampling approach. We will use the standard prior settings as described in observations and is defined as follows:
The expected values required to update the expressions remain unaltered 250 from the form they take in the standard VB algorithm. Pseudo-code for 251 the weighted VB algorithm which we call coreset variational Bayes (CVB) is 252 outlined in Algorithm 3.
253
Algorithm 3: Coreset Variational Bayes (CVB) Algorithm
Set initial values for hyper-parameters, ε,
Specify initial allocation of observations to components via initial q ij .
while Not Converged, do: Gaussian mixture models. 
