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Recent years have seen a great deal of work that exploits collaborative, semi-structured
content for Artiﬁcial Intelligence (AI) and Natural Language Processing (NLP). This
special issue of the Artiﬁcial Intelligence Journal presents a variety of state-of-the-art
contributions, each of which illustrates the substantial impact that work on leveraging
semi-structured content is having on AI and NLP as it continuously fosters new directions
of cutting-edge research. We contextualize the papers collected in this special issue by
providing a detailed overview of previous work on collaborative, semi-structured resources.
The survey is made up of two main logical parts: in the ﬁrst part, we present the
main characteristics of collaborative resources that make them attractive for AI and NLP
research; in the second part, we present an overview of how these features have been
exploited to tackle a variety of long-standing issues in the two ﬁelds, in particular the
acquisition of large amounts of machine-readable knowledge, and its application to a wide
range of tasks. The overall picture shows that not only are semi-structured resources
enabling a renaissance of knowledge-rich AI techniques, but also that signiﬁcant advances
in high-end applications that require deep understanding capabilities can be achieved
by synergistically exploiting large amounts of machine-readable structured knowledge in
combination with sound statistical AI and NLP techniques.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Knowledge lies at the core of Artiﬁcial Intelligence (AI) and Natural Language Processing (NLP). This fact has been con-
tinuously emphasized from the earliest pioneering work (cf. [107,123,108], to name but a few) right up to today’s most
recent contributions [179]. However, while substantial efforts have been devoted through the years to developing methods
for the acquisition of knowledge, either manually [186,64] or automatically [54,27,143], the so-called ‘knowledge acquisition
bottleneck’ still represents one of the main obstacles to performing complex intelligent tasks with human-level perfor-
mance [97,179].
Recently, however, this stalemate has begun to loosen up. The availability of large amounts of wide-coverage seman-
tic knowledge, and the ability to extract it using powerful statistical methods [209,53, inter alia], are enabling signiﬁ-
cant advances in applications requiring deep understanding capabilities, such as information retrieval [36] and question-
answering engines [57]. Thus, although the well-known problems of high cost and scalability discouraged the development
of knowledge-based approaches in the past, more recently the increasing availability of online collaborative knowledge
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large online communities [170,203]. This, in turn, has made these online resources one of the main driving forces behind
the renaissance of knowledge-rich approaches in AI and NLP – namely, approaches that exploit large amounts of machine-
readable knowledge to perform tasks requiring human intelligence. Collaboratively constructed knowledge repositories, in
fact, have been used as wide-coverage sources of semi-structured information and manual annotations for a wide range
of AI and NLP applications, and have consistently proved beneﬁcial. Wikipedia1 is a case in point of this research trend,
being the largest and most popular collaborative and multilingual resource of world and linguistic knowledge that contains
unstructured and (semi-)structured information.
This special issue seeks to provide a comprehensive picture of the state of the art of research aimed at exploiting semi-
structured resources for AI and NLP, focusing on both the acquisition of machine-readable knowledge from these resources
and the effective use of this knowledge to perform AI and NLP tasks. The initial pioneering work on using Wikipedia for
research in AI was carried out around 2005–2006, and since then there have been a very large number of high-impact
contributions in this area by leading research groups. In particular, proceedings from all major conferences in AI, NLP and
Information Retrieval (IR) – including IJCAI, AAAI, ACL, NAACL, EMNLP, SIGIR, WWW and CIKM, to name only the top con-
ference venues – have included in all past years a substantial number of contributions on this topic. Moreover, researchers
working in this area have striven to be very active, as shown by the workshops regularly held at IJCAI, AAAI, ACL and
COLING [28,29,128,66,65]. We argue that the popularity enjoyed by this line of research is a consequence of the fact that
(i) it provides a viable solution to some of AI’s long-lasting problems, crucially including the quest for knowledge [179];
(ii) it has wide applicability spanning many different sub-areas of AI – as shown by the papers found in this special is-
sue, which range from computational neuroscience [154] to information retrieval [82,102], through works in knowledge
acquisition [73,130,192] and a variety of NLP applications such as Named Entity Recognition [148], Named Entity disam-
biguation [67] and computing semantic relatedness [122,216]. Other applications include the study of modality [125,189],
the generation of referring expressions [92,16], Question Answering [199], Recognizing Textual Entailment [219], text sim-
pliﬁcation [211], etc.
This introduction to the special issue is structured as follows. We begin in Section 2 by discussing the limitations of both
unstructured and structured resources. We then show how semi-structured resources overcome these problems by pro-
viding a “middle ground” between structured and unstructured resources, thus bringing together the best of both worlds.
In a nutshell, we argue that collaboratively-generated, semi-structured information is made up of content which is (a) se-
mantiﬁed, (b) wide-coverage, (c) up-to-date, (d) multilingual, and (e) free in nature. Thanks to the combination of all these
features, this kind of resource provides an ideal environment for acquiring large amounts of machine-readable knowledge,
and deploying it effectively for a wide spectrum of AI and NLP tasks. While there are many semi-structured resources –
including Wiktionary,2 Flickr,3 Twitter4 and Yahoo! Answers5 – we concentrate in this paper on Wikipedia as a case in
point, seeing as it is the largest and most popular collaborative, multilingual resource of world and linguistic knowledge
that contains unstructured and (semi-)structured information. We support our argument by looking at evidence from the
research literature. To this end, we provide a survey of previous work centered on three main lines of research:
1. Using Wikipedia to acquire wide-coverage machine-readable knowledge (Section 3), including ontologized resources
such as taxonomies and ontologies (Section 4).
2. Applying knowledge from Wikipedia to semantic Natural Language Processing tasks (Section 5).
3. Exploiting Wikipedia’s distinguishing features, such as its versioned, continuously updated content (Section 6) and mul-
tilinguality (Section 7).
This way we are able not only to provide a thematic survey of work that has used collaborative, semi-structured content,
but also to contextualize the various contributions collected in this special issue, introducing them into the discussion at
appropriate points. We conclude with general remarks and considerations about future directions for this line of research in
Section 8.
2. Why semi-structured resources?
Intelligent applications in need of knowledge can choose from many different resources, ranging from automatically
generated, unstructured ones (e.g., language models computed from plain text) all the way to manually-assembled, fully-
structured ones (i.e., ontologies). In the middle lie those resources which are the focus of this special issue – semi-structured
ones. In this section we concentrate on the pros and cons of each kind of resource. More speciﬁcally, we try to answer
the question of what makes semi-structured resources preferable to alternative machine-readable knowledge sources or,
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offers a powerful solution for combining the “best of both worlds” while at the same time overcoming the limitations of
each.
Unstructured resources. The simplest kind of resource is just a collection of text, images or other multimedia content. Text
collections (i.e., corpora) are the main kind of unstructured resource. By “unstructured” we refer to the way knowledge
is formalized. In fact, while corpora provide some organizational structure (e.g., division by sentence, paragraph, section,
chapter, document, etc.), they encode information only by means of strings of text. As a result the knowledge available
therein is not machine-readable, as strings are readable only at the character and word level.
Resources such as raw text and unannotated corpora are easy to harvest on a very large scale, thanks to the Web. Con-
sequently, NLP research has devoted considerable efforts in recent years to exploiting free-form running text by using the
Web as a corpus [89,86,169,96,15,88,198,134, inter alia]. Knowledge encoded within statistical models of word co-occurrence
lies at the core of language models [104,81] and vector space models [176], which are both essential components of real-
world applications like Machine Translation and Information Retrieval. Moreover, work based on the so-called distributional
hypothesis – namely, the idea that similar words appearing in similar contexts tend to have similar meaning – has shown
that theoretically sound statistical approaches can produce robust models encoding different levels of linguistic informa-
tion, including selectional preferences, lexical meaning and word similarity (see [197] for a survey). Distributional models,
in turn, have been used for many different applications, ranging from the automatic acquisition of open-domain facts [151],
relations [14] and full-ﬂedged knowledge bases [32], to high-end tasks such as question answering [190], and document re-
trieval and clustering [103]. Notwithstanding these major achievements we can identify at least two fundamental limitations
of using raw, unstructured data:
(a) The knowledge gap. Statistical models induced from very large amounts of text are known to be extremely powerful and
robust [68]. However, they all still suffer from the knowledge acquisition bottleneck – i.e., they are not able to auto-
matically acquire all the knowledge required for complex inference chains [49]. For instance, common sense knowledge
(birds can ﬂy) is almost never overtly expressed within the language data from which structured knowledge can then be
extracted (e.g., on the basis of co-occurrence statistics).
(b) Degree and quality of ontologization. Large amounts of knowledge can be extracted from the Web with high precision in
a minimally supervised fashion (cf., e.g., the Open Information Extraction framework of Banko et al. [14]). However, the
output of these systems is typically not ontologized – namely, it is not included within a semantic network of unam-
biguously deﬁned concepts and their semantic relations – and thus does not comply to the characteristics of a fully
structured knowledge base or ontology. While recent contributions have tried to tackle this issue [163,91,143,55], ques-
tions remain as to whether the quality of their output is on a par with that of manually created resources.
Structured resources. There are many different kinds of machine-readable structured resources, depending on the level of
information they encode (cf. the Ontology Learning Layer Cake presented by Buitelaar et al. [26]). These include:
• Thesauri. Thesauri are collections of related terms, some of which like, for instance, Roget’s [172] and the Macquarie [19]
Thesaurus, are speciﬁcally focused on synonyms and antonyms.
• Taxonomies. The next level of structuring is that of a taxonomy, which is a hierarchically-structured classiﬁcation of
terms (e.g., a computer scientist is-a person). An example of a taxonomy is provided by the Open Directory Project,6
which categorizes Web pages into a number of domains.
• Ontologies. An ontology is a fully-structured knowledge model, including concepts, relations of various kinds and, pos-
sibly, rules and axioms. Concepts are the basic units of an ontology and identify meanings that belong to models of
different domains. If an ontology is lexicalized, a concept is associated with one or more terms that express it by means
of language. Examples of lexicalized and general-purpose ontologies are WordNet [56] and Cyc [98].
Manually-assembled repositories of structured knowledge contain information of the highest quality, since their content
reﬂects the contribution of experts such as lexicographers and ontologists. This knowledge, in turn, has been shown to be
beneﬁcial for virtually all kinds of intelligent applications.7 However, the acquisition and application of the knowledge found
within fully-structured, manually-assembled resources exhibits non-trivial problematic issues:
(c) Creation and maintenance effort. As is often the case with human-labeled data, the manual creation of these resources
does not scale and is extremely time-consuming, while the extracted knowledge is diﬃcult to maintain – i.e., keep con-
tinuously updated with the latest changes. For example, it took Cyc six years to collect over one million assertions [97],
nevertheless Schubert argues that the actual amount of knowledge needed for open-domain automatic processing
6 http://www.dmoz.org.
7 The list of research papers using, for instance, WordNet seems endless – e.g., cf. http://lit.csci.unt.edu/~wordnet/ and http://www.d.umn.edu/~tpederse/
wnsim-bib.
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decades of manual work [179].
(d) Coverage. Covering all topics, in order to enable open-domain intelligent processing, cannot be achieved by means of
manual input from domain experts. For instance, WordNet provides ﬁne-grained sense distinctions for many common
nouns, but does not include information about named entities such as Condoleezza Rice or Theodor W. Adorno, or about
specialized concepts such as cysteine or CYP2E1. Furthermore, manual resources tend to be culturally-biased – e.g., both
Cyc and WordNet contain concepts for George W. Bush and Tony Blair, but no entry for, e.g., their German contemporary
counterpart Gerhard Schröder.
(e) Up-to-date information. When moving to dynamic domains, such as processing news and other real-time information,
knowledge has to be up to date. Since manually annotated resources rely on a limited input provided by domain experts,
they cannot provide continuously updated information, e.g., Cyc still identiﬁes Silvio Berlusconi as Italy’s prime minister,
and refers to his 2001–2006 government.
(f) The language barrier. To enable multilingual text processing, knowledge resources need to contain the lexicalizations of
their concepts in different languages – e.g., encoding that the sense of bank as ﬁnancial institute translates as banca,
banco and Bank in Italian, Spanish and German, respectively. However, manual input of lexical knowledge implies that
the effort needs to be repeated for each language of interest. Moreover, resource-poor languages are typically diﬃcult
to cover, due to the limited availability of resources such as lexicons, native speakers, etc.
Over the past decade, a variety of proposals – including online collaborative platforms such as MindPixel8 and Open
Mind9 – have tried to overcome these limitations and make manual knowledge acquisition feasible by collecting input from
volunteers [170]. This approach has recently been revamped through the framework of human computation proposed by
von Ahn, which aims at acquiring knowledge from users by means of online games [7,8]. However, none of these efforts,
to date, has succeeded in producing truly wide-coverage resources able to compete with standard manual resources.
Staking out a middle ground with semi-structured resources. Both unstructured and structured resources provide knowledge
which can be successfully exploited for intelligent applications. Furthermore, from a general standpoint, their limitations are
complementary – i.e., manually-assembled, fully-structured resources achieve high quality for lower coverage while, vice
versa, statistical methods applied to unstructured data provide wide coverage for a lower quality. But although a promising
future direction is to combine these two alternatives within a uniﬁed framework, in this paper (and special issue) we
concentrate, instead, on semi-structured resources as a solution to the structured vs. unstructured knowledge dilemma. Since
their inception a few years ago, these resources have proved themselves, in fact, to be of a quality on a par with manual
resources [61]. High-quality content, in turn, is attained for virtually all domains – thus ensuring a wide coverage [76] – on
the basis of a collaborative editing model.
In the following we focus our survey and discussion on Wikipedia, which is a prime example of this kind of resource,
being, as it is, the largest and most popular collaborative semi-structured resource of world and linguistic knowledge.
Although a great deal of work exists on other resources, such as Wiktionary [221,105,116], Flickr [178,167,183], Twitter [150,
149,164] and Yahoo! Answers [3,20,188], Wikipedia exempliﬁes all the essential features of this trend of research. Indeed,
thanks to both its richness and free availability, all contributions contained in this special issue opt for it, choosing from the
wide range of collaborative semi-structured resources, as their knowledge source for a variety of tasks (which we introduce
in the remainder of this paper). To understand the advantages provided by semi-structured, collaborative resources like
Wikipedia, we now turn to their content and editing model.
At its core, Wikipedia consists of a repository of encyclopedic entries (i.e., pages), each about a certain concept. Each
page identiﬁes a speciﬁc sense or entity of a nominal phrase: for instance, Mouse refers to the animal sense of mouse,
whereas Mouse (computing) describes its ‘pointing device’ sense. Similarly, homonymous named entities are disambiguated
by associating them with different pages – e.g., John McCarthy (computer scientist) vs. John McCarthy (linguist).10 Let us
now focus on the Wikipedia page for Alan Turing (Fig. 1), which we will use in the remainder of this paper as our primary
source of examples. Similarly to other encyclopedias, the page provides deﬁnitional text from which much information
can be extracted – for example, that Turing was a mathematician, that he is widely considered to be one of the fathers
of AI, etc. However, what really makes Wikipedia stand out as a goldmine of knowledge is the fact that, in contrast to
traditional encyclopedias, its text is partially structured. First, various relations exist between the different kinds of pages.
These include, among others:
(i) redirection pages: for instance, Turing, Turing, A.M., A.M. Turing and Christopher Morcom all redirect to Alan Turing;
(ii) internal hyperlinks: Alan Turing links, among many other pages, to Artiﬁcial Intelligence, Cryptanalysis, Enigma
machine, etc.;
(iii) interlanguage links: these hyperlinks connect corresponding pages across wikipedias in different languages – e.g., Alan
Turing links to the Latin Alanus Mathison Turing and Russian Tring, Alan pages;
8 http://www.mindpixel.com.
9 http://www.openmind.org.
10 Accordingly, in the remainder of this paper we use the terms ‘concept’, ‘entity’, ‘sense’ and (Wikipedia’s) ‘page’ or ‘entry’ interchangeably.
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(iv) category pages: these are used to topically classify encyclopedic entries (e.g., Alan Turing is categorized into MATH-
EMATICIANS WHO COMMITTED SUICIDE, BRITISH LONG-DISTANCE RUNNERS, etc.) and are further embedded within
a hierarchical structure (e.g., MATHEMATICIANS WHO COMMITTED SUICIDE is categorized under SCIENTISTS WHO COM-
MITTED SUICIDE).
In addition, pages can contain infoboxes, namely tables summarizing the most important attributes of the entity referred
to by a page, such as the birth and death date for a person like Turing.
On the one hand, hyperlinks and infobox tables are natural features of a web-based encyclopedia: on the other hand, the
crucial aspect here is that markup annotations indirectly encode semantic content and, thus, world and linguistic knowledge
manually input by human editors. For instance, categories naturally provide topic labels. Redirections, instead, are typically
used to provide alternative names for a concept, that is, they model (near-)synonymy. Internal links, in turn, provide sense
and entity annotations: for instance, the term ciphers within the entry for Alan Turing is linked to Cipher, which describes
the algorithmic sense of the word (as opposed to cipher as a name for the number 0). Similarly, an occurrence of the proper
name King’s College (where Turing was an undergraduate student) is disambiguated, among different entities, by making it
point to the entry for King’s College, Cambridge (as opposed, for instance, to King’s College London). Inter-language links,
instead, provide a natural way to capture sense-disambiguated translations. Finally, infoboxes encode both salient attributes
for the entity of interest (e.g., the fact that Turing was British, was born in 1912 and died in 1954, etc.), as well as semantic
relations (for instance, that Alonzo Church was his doctoral advisor). All this content is provided by human editors on
a voluntary basis – indeed, Wikipedia has been dubbed as the ‘encyclopedia that anyone can edit’ – and quality is achieved
by massive, collaborative editing and validation.
In order to make it possible for users to provide large amounts of world and linguistic knowledge (i.e., annotated data),
Wikipedia relies on a low entrance barrier: that is, (i) users are encouraged to contribute content which does not neces-
sarily need to be structured; (ii) this content can be enhanced at any time with manual annotations, which, however, do
not necessarily carry any explicit, well-deﬁned semantics. For example, users are encouraged to hyperlink the most relevant
concepts of a page, without explicitly viewing this as a sense or entity annotation process.11 Similarly, pages and categories
11 http://en.wikipedia.org/wiki/Wikipedia:External_links. Note that this simple, yet highly accessible, framework can later be extended with a full-ﬂedged
semantic model – cf. online collaborative platforms like Semantic MediaWiki [93], which extend Wikipedia’s software platform with tools to annotate
semantic data within wiki pages.
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ever, this thematically organized thesaurus does not necessarily consist of a semantic backbone for the concept repository:
relations between Wikipedia categories are, in fact, semantically unspeciﬁed and, although methods exist for creating struc-
tured knowledge resources from their network (see Section 4.2), they do not provide per se a taxonomy or ontology with
a full-ﬂedged subsumption hierarchy.
Thus, the model of Wikipedia (i) relies on large amounts of manually-input knowledge, (ii) provided via massive online
collaboration (iii) on the basis of semi-structured (i.e., free-form markup) content which implicitly encodes world and lin-
guistic knowledge. We crucially argue that this model is able to alleviate, in a substantial way, the problems related to both
structured and unstructured resources. This is achieved by leveraging a middle ground between structured and unstruc-
tured knowledge sources, thus taking advantage of the strengths of the resources at the two ends of the spectrum. More
speciﬁcally:
(i) Being an encyclopedia, Wikipedia’s content is deﬁnitional in nature. It therefore ﬁlls the knowledge gap by encoding large
amounts of knowledge in an explicit way – e.g., the page about Birds mentions that ‘most bird species can ﬂy’. This
in turn calls for the development of knowledge acquisition frameworks which, in contrast to mainstream approaches
which typically exploit textual redundancy [50,14], concentrate instead on leveraging deﬁnitional text by means, for
instance, of deﬁnition extraction techniques [142].
(ii) Wikipedia is a web of interconnected concepts and named entities, thus showing a high degree of ontologization.
In fact, previous work has shown that its concept repository can be used ‘as is’ as a semantic network or taxonomy
(see [160,162], for instance) or embedded within a larger knowledge base [187,22,139, inter alia].
(iii) In the collaborative framework upon which Wikipedia is based, the effort required to create and maintain the knowledge
repository is spread across a multitude of users. This is to say, the high quality of its ontologized information is ensured by
means of collaborative editing [61]. Each human editor, in fact, contributes his or her expertise by providing knowledge
for different topics: while this anonymous crowdsourcing process is not necessarily able to produce an authoritative
resource [207], it nevertheless enables scalable and open knowledge management.
(iv) Relying on vast amounts of users makes it possible to achieve a wide coverage for virtually all domains. In fact, thanks to
its massive collaborative approach, Wikipedia is able to cover in depth not only domains pertaining to popular culture
(e.g., music, movies, etc.) but also very specialized domains such as systems biology or Artiﬁcial Intelligence [76].
(v) The low entrance barrier and easy accessibility enable a continuously updated content, which is (i) revised to ensure high
quality; (ii) kept up-to-date to reﬂect changes due to recent events. Content revisions, in turn, provide real-world data
about how documents are collaboratively edited and revised – i.e., machine-readable records of how sentences and
texts evolve through time.
(vi) The Web naturally provides a global environment for the development of a multilingual repository of knowledge. Wikipedia is,
again, a prototype par excellence, since it ranks among the largest multilingual resources ever created. Currently, it covers
almost 300 languages, ranging from resource-rich ones such as English and Italian to resource-poor ones like Maltese or
Yiddish. A multilingual dimension is encoded not only as disambiguated translations (its so-called inter-language links),
but also as vast amounts of text which can be exploited, for instance, to create parallel corpora [1].
Thus, semi-structured resources like Wikipedia address the problems associated with unstructured and structured re-
sources by bringing together the best of both worlds – namely, wide coverage and high quality – by adopting a collaborative
editing model (cf. Fig. 2). In the following sections we corroborate this thesis by presenting an overview of contributions
from the literature which lend support to the key arguments listed above. Or, to put it another way, we now turn to a survey
of contributions which highlight the advantages of using collaboratively-generated semi-structured content,12 and explain
how the papers of this special issue take up this line of research and advance it a step further.
3. Filling the knowledge gap: transforming semi-structured content into machine-readable knowledge
In this section we start looking at approaches which extract machine-readable knowledge from semi-structured content
and focus on the acquisition of non-ontologized information such as terms and relations between them.
3.1. Acquiring related terms: thesaurus extraction
Thesauri consist of collections of related terms, which are grouped on the basis of their senses (e.g., based on the lexical
relations of synonymy and antonymy). Sense information can be straightforwardly obtained from Wikipedia in the form of
both a sense inventory (provided by its set of articles) and sense-annotated data (given by its internal links pointing to con-
cepts and entities with unambiguous labels): consequently, Wikipedia naturally provides a source of data for automatically
inducing thesauri.
12 For a complementary survey the reader is referred to [112].
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together the best of both worlds on the basis of a collaborative editing model.
Nakayama et al. [127] proposed a variety of approaches to automatically construct thesauri from Wikipedia by associating
each sense (i.e., a Wikipedia page) with its most closely related senses. The simplest method is based on previous work by
Schütze and Pedersen [181] and combines (i) a cosine-based scoring function and (ii) a vector space representation of
documents, with (iii) a variant of the widely-used tf *idf measure deﬁned using Wikipedia’s hyperlinks. This computes the
association strength between two pages by multiplying the number of times a speciﬁc internal link occurs within a page (tf )
with the log-scaled inverse number of documents containing that same link (idf ). For instance, the relatedness between
Alan Turing and Artiﬁcial Intelligence is computed by counting the number of times the latter occurs as a link within
the former, multiplied by the inverse number of Wikipedia pages which link to Artiﬁcial Intelligence.
A more complex association measure, named pf *ibf, instead, takes into account the entire structure of the graph ob-
tained from Wikipedia’s internal links. To compute the association strength between articles, this scoring function combines
(i) the path frequency (pf ), namely the number of paths between articles (each weighted by its length), with (ii) an inverse
backward link frequency factor (ibf ), which quantiﬁes the speciﬁcity of a sense in terms of the number of backward links
to its corresponding article. However, the high accuracy of pf *ibf comes at the cost of a high computational load, since it
requires the computation of all paths between all pairs of articles in a very large graph. To resolve this, the same authors
later presented a more eﬃcient approach [79] which combines tf *idf vectors with second-order co-occurrence vectors [180]
computed over Wikipedia’s hyperlinks, and achieves a performance comparable with pf *ibf for a much lower computational
cost.
3.2. Relation extraction
We now look at approaches which are aimed at establishing relations between entities in text – e.g., Alan Turing born-in
London, worked-at Bletchley Park, etc. As in the case of thesaurus acquisition, we ﬁnd that semi-structured content from
Wikipedia provides large amounts of high-quality data for this task, in terms of both plain text and annotated linguistic
data. A ﬁrst approach, proposed by Ruiz-Casado et al. [174], collects relations between entities by analyzing the deﬁnitional
sentences found in the Simple English Wikipedia.13 From these sentences, contexts containing hyperlinks are ﬁrst collected
and generalized on the basis of edit distance measure and part-of-speech constraints; then, in a second step, these gen-
eralized patterns are used to harvest novel relations. Based on an automatic mapping between WordNet and Wikipedia
(see Section 4.1), these relations are used to enrich WordNet with novel semantically typed is-a and part-of links between
synsets.
An alternative approach to relation extraction which leverages Wikipedia’s infoboxes was presented by Wu and
Weld [212], who proposed to ‘autonomously semantify’ Wikipedia by creating new infoboxes and completing others with no
explicit supervision. To this end, their system, named Kylin, leverages the shallow structure contained within Wikipedia to
automatically induce supervised information extractors. Given a Wikipedia page, a document preprocessor parses the page’s
13 http://simple.wikipedia.org.
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containing them – for instance, ‘[. . . ] returned to Maida Vale, London, where Alan Turing was born on 23 June 1912 [. . . ]’.
These sentences, in turn, provide automatically labeled examples for building supervised classiﬁcation models which decide
(i) whether an unseen sentence contains a candidate attribute-value pair, and (ii) which attribute is to be extracted. Then,
given a new Wikipedia page, these classiﬁers are used to identify sentences which potentially contain attributes, and to
extract speciﬁc attribute-value pairs from them. The result is a self-supervised system which gathers training examples and
automatically learns a set of relation extractors. Self-supervision is achieved by synergistically exploiting two of Wikipedia’s
main characteristics – namely, structured annotations in the form of table-formatted data (i.e., infoboxes) and free-form
encyclopedic text.
Matching structured annotations from infoboxes with free-form text to automatically generate labeled relational data
was subsequently developed in a variety of different directions. Wu and Weld [213] learn relation-independent extractors,
and combine them within TextRunner [14], in order to boost its performance. The results show that an open information
extraction system can beneﬁt greatly from a general-purpose, self-supervised extractor using dependency parse-level infor-
mation (thus supporting related ﬁndings from Nguyen et al. [145]). Another extension is to enrich the feature set of Kylin’s
supervised relation extractors by means of Web-harvested lexicons [75], thus generalizing over lexical features. Finally, this
self-supervised framework can be applied to the task of matching infoboxes from wikipedias in different languages, in order
to perform cross-lingual resource mapping and integration [2].
Take-home message 1. Although their output is relatively low-level from a semantic standpoint, methods for thesaurus
and relation extraction introduce us to a leitmotif – namely, generating semantics by exploiting the shallow structure found in
Wikipedia – which we will encounter frequently in the remainder of this article. This simple, yet powerful idea is, in fact,
common to the majority of approaches that are going to be reviewed in the following sections. Its applicability is made
possible by the high quality and quantity of the collaboratively-generated, manually-curated input, which requires less noise
tolerance compared to, for instance, processing Web text.
4. Degrees of ontologization: building and enriching ontologies from semi-structured content
In this section we look at resources which are created from collaboratively-generated, semi-structured content and,
in contrast to thesauri and repositories of relational knowledge, provide truly semantic information, i.e., they encode se-
mantic relations between disambiguated concepts and entities. These include taxonomies, as well as their generalization
to fully-structured knowledge models, i.e., ontologies. Exploiting semi-structured content to build ontologized resources is
a well-explored line of research, and is taken a step further by the two papers on YAGO2 [73] and WikiNet [130] included
in this special issue, as well as by recent work on BabelNet [139], among others. We accordingly devote a detailed dis-
cussion to it. First, in Section 4.1, we look at approaches integrating semi-structured with structured information. Next,
in Section 4.2, we consider taxonomic and ontological resources built by transforming semi-structured content into fully
structured knowledge bases.
4.1. Integrating semi-structured and structured knowledge repositories
A ﬁrst step towards ontologization can be achieved by integrating semi-structured content with structured resources,
as provided, for instance, by existing taxonomies and semantic networks such as WordNet and Cyc.14 To perform this
integration the most accurate solution consists of using manual input from human experts (similarly to the general scenario
of constructing knowledge resources, cf. Section 2). For instance, DBPedia [22] provides a knowledge base interlinked with
various other Web resources – including, e.g., a manual mapping of Wikipedia entries to WordNet concepts – according
to the Linked Data principle [21]. However, due to its high costs and limited scalability, a manual approach needs to be
replaced or complemented with automatic methods, to which we now turn.
Flat representations: vector similarity and heuristic mapping. One of the ﬁrst proposals for mapping Wikipedia to WordNet was
presented by Ruiz-Casado et al. [173], who proposed associating Wikipedia pages with their most similar WordNet synsets
on the basis of the similarity between their respective bags-of-words representations. Their method represents pages and
synsets in a vector space model (using the pages’ content and glosses, respectively) and computes their similarity using
standard vector distance metrics such as, e.g., cosine or the dot product. An approach used in later work to construct
BabelNet [138,139], a very large multilingual network combining WordNet and Wikipedia, achieves good performance by
intersecting these bags-of-words. In contrast to using bags-of-words and vector space representations, Suchanek et al. [187]
made use of the so-called ‘most frequent sense’ heuristic typically used in Word Sense Disambiguation (WSD, [132,133]).
In order to build the YAGO ontology, they proposed unifying Wikipedia’s category system with WordNet’s taxonomy by link-
ing each Wikipedia category to a WordNet synset. To this end, categories whose label consists of complex noun phrases (e.g.,
14 Note that many of the approaches presented here are in fact part of larger proposals aimed at producing uniﬁed knowledge bases: consequently the
discussion overlaps with many of the contributions presented later in Section 4.2.
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noun found in the label, e.g., mathematician). Next, in order to establish the actual mapping, each category is associated with
(the synset containing) the sense of its label: in the case that more than one such synset exists (i.e., the label consists of
a polysemous word), a link is established with the sense which is most frequent in SemCor [119], a sense-labeled corpus.
However, the most frequent heuristic can lead to many spurious mappings (e.g., linking the botanical Wikipedia category
PLANTS to the ‘industrial plant’ sense of plant): consequently, later work from Ponzetto and Navigli showed how to improve
this simple approach by means of a structure-based mapping algorithm [156].
Supervised and ensemble methods. As in the case of many complex tasks and applications, an alternative to unsupervised
approaches consists of adopting supervised methods that make use of labeled data. These were explored for the mapping
task by de Melo and Weikum in the construction of MENTA [114], a multilingual taxonomy which integrates WordNet and
Wikipedia (Section 7). Their supervised model is induced from a set of manually-labeled mappings using features such as
word-level information (term overlap between sets of synonyms and redirections, cosine similarity between the vector of
glosses), as well as YAGO’s most frequent sense heuristic (used here as a soft constraint, instead). Adopting a supervised
approach for resource mapping has the advantage of yielding competitive results. However, as a trade-off, this approach is
not applicable to arbitrary resources where no manually-labeled mappings are available for training.
Toral et al. [193] investigated a variety of methods for mapping Wikipedia categories to WordNet synsets, including
a textual entailment system, knowledge-based semantic similarity (computed by applying Personalized PageRank [4] to the
WordNet graph), as well as distributional methods [210]. While most methods achieve a performance comparable with
a baseline mapping using SemCor’s most frequent sense, substantial improvements are obtained by combining the output
of these methods using a voting strategy or a supervised learner. Similar ﬁndings on using and combining Personalized
PageRank with cosine similarity for the different, yet strongly related, task of mapping Wikipedia pages were later presented
by Niemann and Gurevych [146].
Exploiting structure. Since Wikipedia provides semi-structured content, its structured features can also be exploited for the
mapping task. Similarly to Ruiz-Casado et al., Medelyan and Legg [111] also integrated Cyc with Wikipedia by ﬁnding the
semantically closest mappings. However, instead of relying on a ﬂat vector representation, they quantiﬁed semantic distances
using a relatedness measure computed on the Wikipedia hyperlink graph [120]. Toral et al. [195], instead, proposed linking
Wikipedia to WordNet by ﬁnding categories and synsets which have the maximum overlap in terms of instances, that is,
using structural evidence, but only from the lowest hierarchical level. A full-ﬂedged graph-based method was presented by
Ponzetto and Navigli [156], who associated categories from WikiTaxonomy [162] with those synsets which have the highest
degree of structural overlap (computed against WordNet’s taxonomy). Using a graph-based technique is found to improve
over the most frequent sense heuristic by a large margin: the mapping, in turn, can be used to restructure the Wikipedia
taxonomy, in order to improve its quality by increasing its degree of alignment with the reference resource (i.e., WordNet).
The advantages of a structural approach to resource mapping were further investigated in the construction of BabelNet
by Navigli and Ponzetto [139], who performed a side-to-side comparison of a bag-of-words method, originally developed
in [138,157], with a graph-based approach. To provide a fair comparison, the two methods were evaluated within the same
framework (i.e., to estimate the probability of a mapping), and the graph-based approach was consistently found to be
superior in that it displayed a much higher recall for comparable precision.
Take-home message 2. Rather than representing knowledge sources that are mutually exclusive, semi-structured and struc-
tured resources are complementary to each other. In order to produce a uniﬁed, fully-ontologized resource, one needs to deﬁne
a mapping procedure: the best methods for this task (i.e., highest-performing and requiring minimal supervision) are those
which take into account structural features of the input resources, such as Wikipedia’s hyperlink and category graphs, and
WordNet’s concept hierarchy.
4.2. Semantifying unstructured and semi-structured content: taxonomy and ontology induction
An alternative to integrating fully-structured knowledge sources with semi-structured information is to take semi-
structured resources and build knowledge bases directly from them. In this section we look at approaches to taxonomy
and ontology induction based on Wikipedia, and focus on the advantages of using semi-structured resources for this task.
Taxonomy induction: WikiTaxonomy. One of the ﬁrst proposals for automatically acquiring a taxonomic resource from the
category system of Wikipedia was presented by Ponzetto and Strube [159,155,161]. Their method starts with the category
network ‘as-is’ (namely, with semantically unspeciﬁed relations between its categories, cf. Fig. 3(a)) and labels the relations
between categories as is-a or not-is-a, thus producing a taxonomy as output (Fig. 3(b)). Semantic relations are established
using a cascade of heuristics, which consider (i) the syntactic structure of the category labels, (ii) the topology of the cate-
gory network, and (iii) the application of lexico-syntactic patterns for detecting subsumption and meronymy relations (based
on the original work of Hearst [71] and Berland and Charniak [18], respectively). These three approaches are complemen-
tary: while specializations such as MATHEMATICIANS WHO COMMITTED SUICIDE is-a MATHEMATICIANS can be acquired
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by means of a syntactic analysis of the category names, the last two types of method (i.e., (ii) and (iii)) generate more in-
formative relations like, for instance, that MATHEMATICIANS WHO COMMITTED SUICIDE is-a SCIENTISTS WHO COMMITTED
SUICIDE. The result is a large scale taxonomy containing hundreds of thousands of is-a relations. Evaluation of this auto-
matically generated resource, named WikiTaxonomy, shows that it compares favorably in quality and coverage with existing
manually created taxonomies such as WordNet and Cyc. In comparison with manually constructed resources, WikiTaxonomy
contains a large amount of additional information such as, for instance, domain taxonomies covering very specialized areas
in the ﬁelds of arts, business, fashion, etc. Furthermore, thanks to Wikipedia’s common structure across different languages,
the framework can be applied to wikipedias in languages other than English such as, e.g., German [84], to acquire taxo-
nomic knowledge for other languages. Finally, while WikiTaxonomy is built upon a deﬁnition of the is-a relation which does
not distinguish between subsumption (i.e., a concept-to-concept strict specialization/generalization) and instantiation (i.e.,
an entity-to-concept class membership) relations, this layer of information can be added later in a second stage – as shown
by Zirn et al. [222], who also developed a cascade of heuristics to further specialize WikiTaxonomy’s relations into is-a and
instance-of.
Ontology acquisition: WikiNet, YAGO and DBPedia. Despite the fact that they typically form the backbone of structured repos-
itories of knowledge, taxonomies contain only is-a relations. Instead, the range of semantic relations that can hold between
concepts is far larger – e.g., meronymy (part-of ) or even domain-speciﬁc relations (e.g., the is-advisor-of relation between
a faculty academic and his or her students). To harvest such relations, Nastase and Strube [129] proposed building upon
WikiTaxonomy and transforming it into a full-ﬂedged semantic network by taking all category pairs labeled with a not-is-a
relation, and specifying their semantics with more ﬁne-grained relations such as part-of, located-in, etc. These are generated,
again, by employing heuristics which look at the syntactic structure of the category labels, as well as at the connectivity in
the category network. Part of this approach is also integrated in the construction of WikiNet described in this special issue
in the paper by Nastase and Strube [130].
An alternative approach to building a full-ﬂedged ontology from semi-structured content is used for YAGO [187]. YAGO
consists of a wide-coverage semantic network which is automatically derived from Wikipedia and WordNet. Similarly
to WikiTaxonomy and its extensions, it is built by means of a number of heuristics applied to semi-structured content
from Wikipedia (e.g., infoboxes and categories), which is combined with taxonomic relations from WordNet. YAGO popu-
lates WordNet with millions of entities from Wikipedia by means of: (i) a simple, yet powerful, heuristic which assigns
an instance-of relation to entities corresponding to Wikipedia pages and their (property-denoting) categories – e.g., Alan
Turing instance-of BRITISH LONG-DISTANCE RUNNERS; (ii) a mapping from Wikipedia categories to WordNet synsets on
the basis of SemCor’s most frequent sense (Section 4.1). Other category-speciﬁc heuristics parse category labels and extract
implicit relations between nominals – for instance, from the category 1954 Deaths one can derive that Alan Turing died-in
1954. Similar heuristics are also applied to the attribute-value pairs found within infoboxes in order to generate additional
information (e.g., from death_place=[[Wilmslow]] it is possible to acquire Turing’s place of death). All these relations
are integrated within a uniﬁed knowledge base using an RDFS-like formalism, and are accessed by means of a dedicated
query language. In recent years YAGO has enjoyed a wide interest and has been used for a variety of intelligent applications
(e.g., IBM’s Watson [57]): in this special issue, Hoffart et al. [73] present recent work which aims at taking this knowl-
edge base to the next level by enriching it with spatial and temporal knowledge [72], in order that it can be applied to
knowledge-intensive tasks requiring such knowledge types.
A parallel effort, similar in spirit to YAGO, is DBPedia [22], the goal of which is also to transform the semi-structured
content of Wikipedia into a fully-structured representation using RDF, a Semantic Web language, as the underlying for-
malism. To this end, DBPedia builds upon a cascade of parsers to extract information from a variety of different elements
found within Wikipedia pages, including redirects, inter-language links, categories, as well as infoboxes. The result is a very
large ontology containing tens of millions of RDF statements. In contrast to YAGO, however, the focus of this project is on
fully structuring information already present within pages, rather than acquiring novel, or abstracting existing, information.
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A heuristic renaissance. All approaches to taxonomy and ontology acquisition that we have seen in this section create struc-
tured knowledge repositories by means of heuristic approaches – arguably, an ‘offbeat’ tendency which contrasts with
statistical approaches being the de-facto standard framework for work in knowledge acquisition. Each individual method is
simple in nature, focuses on a speciﬁc characteristic of Wikipedia (e.g., the syntactic structure of the category labels, or the
way categories and pages are connected within a hyperlink graph), and in combination these methods are able to produce
very large resources with millions of concepts and semantic relations between them. In general, what is really interesting
in this simple, yet powerful, heuristic approach is that it can be seen as a natural consequence of the availability of large
amounts of high-quality semi-structured content. All the aforementioned heuristics, in fact, perform well because they start
with content that is already meaningfully structured (i.e., Wikipedia’s pages and categories), and need “only” to make it
fully-structured by augmenting it with overt semantic information.
Take-home message 3. High-quality, semi-structured content enables the acquisition of machine-readable knowledge on a large
scale by means of heuristic methods which essentially leverage regularities found within their shallow structure. That is,
lightweight and scalable rule-based approaches can be devised to exploit the conventions governing the editorial base
of collaboratively-generated resources, and capture large amounts of semantic information hidden within them.
5. Getting serious about semi-structured resources: exploiting collaboratively-generated knowledge
The availability of very large amounts of knowledge for many domains naturally invites, demands even, its use on
a wide range of tasks. Accordingly, in this section, we present an overview of approaches aimed at leveraging knowledge
from collaboratively-generated, semi-structured content for intelligent applications. To this end, we progressively look at
phenomena of increasing complexity. We start in Section 5.1 with lexical semantic tasks concerned with modeling the
meaning of words and phrases. Next, in Section 5.2 we look at high-end tasks which go beyond the word and sentence
level, such as text categorization, Question Answering and Information Retrieval applications.
5.1. Understanding words and phrases
We ﬁrst consider contributions which exploit semi-structured information for lexical semantic analysis. For this purpose,
linguistic knowledge encoded within Wikipedia’s structure has been found to be beneﬁcial for several lexical understanding
tasks, among which we focus here on Named Entity (NE) recognition and disambiguation, Word Sense Disambiguation
(WSD), and computing semantic relatedness.
Named Entity Recognition. Named entity recognition (NER) aims at identifying mentions of named entities (NEs) in text.
The task of recognizing NEs is a well-known problem in NLP (see [126] for a survey) and it has attracted a lot of interest
in recent years, since information about NEs can beneﬁt a variety of high-end applications such as, for instance, Web
search [12]. Typically, the NER task consists of identifying mentions in running text and classifying them into coarse-
grained semantic classes such as, for instance, PERSON, LOCATION and ORGANIZATION. Since Wikipedia is a very large
repository of information that is focused primarily on NEs, it has been exploited for automatically generating labeled data
and improving performance on NER.
A ﬁrst proposal for harvesting structured information about entities was presented by Toral and Muñoz [194]. Their
method extracts a gazetteer using the ﬁrst sentence found on each Wikipedia page and relies on the fact that such sentences
are typically deﬁnitional in nature.18 For instance, given a sentence like:
(1) Alan Mathison Turing, OBE, FRS (23 June 1912–7 June 1954), was an English mathematician, logician, cryptanalyst, and
computer scientist.
the method is able to extract the information that Alan Turing is an instance of a PERSON. It achieves this by: (i) extracting
the genus phrase from the sentence (mathematician, in this case), (ii) mapping it to its ﬁrst sense in WordNet and (iii)
following the is-a hierarchy until a synset denoting a named entity class is encountered (mathematician1n is-a scientist1n is-




18 “The article should begin with a short declarative sentence, answering two questions for the nonspecialist reader: What (or who) is the subject? and Why
is this subject notable?”, extracted from http://en.wikipedia.org/wiki/Wikipedia:Writing_better_articles.
19 We denote WordNet senses with wip , namely the i-th sense of a word w with part of speech p.
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structured content with simple rules leveraging regularities in the annotations it contains. This semantic class information
from Wikipedia’s deﬁnitional sentences was later used by Kazama and Torisawa [85] as a feature for a supervised named
entity recognizer. Improvements on a standard benchmarking dataset for this task [191] conﬁrm the beneﬁts of using
gazetteer information mined from Wikipedia.
As we will see in this section in respect of a variety of tasks, the leitmotif of approaches to lexical semantic analysis
exploiting Wikipedia is that they each leverage semi-structured data as semantic annotations. For instance, given a gazetteer
where Turing is classiﬁed as an instance of PERSON, it is possible to label occurrences of internal links to the page Alan
Turing such as the following:
(2) The study of logic led directly to the invention of the programmable digital electronic computer, based on the work of
mathematician Alan Turing and others.
as instances of an entity of type PERSON in context. Using Wikipedia as a source of NE annotated data has been investigated
in a variety of papers, including those of Mika et al. [118], who use attribute-value pairs found in infoboxes, and Nothman
et al. [147], who instead classify Wikipedia’s articles into NE semantic classes and label occurrences of internal links with the
class label (as in our example). The classiﬁcation of a Wikipedia entry – i.e., identifying that the Wikipedia page Alan Turing
refers to an entity of class PERSON – can, in its turn, be performed in a number of ways. This includes using a manual
list of keywords [171], a semi-supervised bootstrapping approach [147], or a supervised classiﬁer using annotations from
Wikipedia’s bullet lists [206] or infoboxes [45]. The topic of automatically generating NE labeled data from Wikipedia and
their extrinsic evaluation within a NER system is explored in detail in the article by Nothman et al. [148] included in this
special issue.
Named Entity disambiguation. In order for the meaning of an NE to be fully modeled, it not only needs to be recognized in
text, but also to be associated with its appropriate reference. For instance, the phrase Turing in these two sentences:
(3) A number of the university’s faculty and students have also gained prominence in the ﬁeld of computing sciences.
Examples include [. . . ] Ric Holt, co-creator of several programming languages, most notably Turing.
(4) Turing was played by Derek Jacobi, who also played in a 1996 television adaptation of the play.
refers to two different entities, namely the programming language vs. the British mathematician. The task of linking occur-
rences of ambiguous names with their corresponding NEs is referred to in the literature as named entity disambiguation.
Initial work on named entity disambiguation using Wikipedia as a source of entity-annotated data was presented by
Bunescu and Pas¸ca [30], who proposed viewing internal links as named entity annotations which deﬁne a link between
a proper name in context (Turing, for instance) and the entity to which it refers, as given by its target Wikipedia page
(e.g., Turing (programming language) or Alan Turing). Bunescu and Pas¸ca used this labeled data to build a model that
maps each NE context and Wikipedia page to a vector space and links a proper name in context with the entity-denoting
page which has maximal cosine similarity. Error analysis of the cosine-based ranking method shows that it suffers from
the general limitations of the vector space model, i.e., it is not able to capture synonymy and does not cope with short or
incomplete contexts. To provide a richer representation, feature vectors representing the contexts were therefore augmented
with information quantifying the correlation between contexts and Wikipedia categories. This improved representation,
combined with a disambiguation kernel, outperforms the vector space model and crucially demonstrates the beneﬁcial effect
of including category information from Wikipedia. The beneﬁts of structural features mined from Wikipedia were further
demonstrated in the subsequent work of Dredze et al. [51], where the performance of a supervised classiﬁer is further
boosted by including additional features derived from the Wikipedia hyperlink graph, such as the indegree/outdegree of
an entity’s Wikipedia page, as well as the page length in bytes.
Later contributions continued to build upon the idea of using Wikipedia as a repository of textual data containing a large
quantity of annotated entities. Cucerzan [42] presented an unsupervised approach based on a vector space model, which
jointly disambiguates all mentions of named entities within a document by assuming that entities referred to within a doc-
ument must be related to each other. For instance, an occurrence of Java and Sun within the same document helps these
two proper names to mutually disambiguate each other as referring, respectively, to the programming language and the
company. This better disambiguation strategy is achieved, similarly to [30], by using information from Wikipedia categories
to enrich the context vector representations of NE mentions. The beneﬁts of a joint model that disambiguates all entities
together were thereafter demonstrated with a wide range of algorithms, including simple hill-climbing and integer linear
programming [94], as well as a graph-based algorithm combining syntactic and semantic compatibility information [74].
A detailed analysis of the task of entity disambiguation, including a systematic comparison of different state-of-the-art ap-
proaches and the most important factors affecting the performance of the systems, is presented in this special issue in the
article by Hachey et al. [67].
Word Sense Disambiguation. While NE disambiguation is concerned with linking mentions of entities with their referents,
Word Sense Disambiguation (WSD, [132,133]) aims at identifying the meaning of words in context. For this task knowledge
14 E. Hovy et al. / Artiﬁcial Intelligence 194 (2013) 2–27mined from semi-structured resources like Wikipedia has been shown to be beneﬁcial both in a supervised and an unsu-
pervised setting.
Mihalcea [117] proposed a method for automatically generating sense-tagged data which, similarly to work in NE recog-
nition and disambiguation, views internal hyperlinks as linguistic annotations encoding lexico-semantic information, i.e.,
word sense annotations, in this case. For instance, two Wikipedia links anchored on the same word fellow are used in the
following sentences to identify two different senses, the ‘member of a learned society’ vs. ‘colleague’.
(5) In 1935, at the young age of 22, Turing was elected a fellow at King’s on the strength of a dissertation in which he
proved the central limit theorem.
(6) In 1941, Turing proposed marriage to Hut 8 co-worker Joan Clarke, a fellow mathematician and cryptanalyst, but their
engagement was short-lived
By mapping Wikipedia articles to WordNet senses, hyperlinked text like these two example sentences can be transformed
into standard sense-labeled data for use in WSD, which typically draws on WordNet as sense inventory [184,137]. Thus,
Mihalcea was able to automatically create sense-annotated data on the basis of a manual mapping: these data were then
provided as input to a machine learning WSD system for predicting the senses of words in unseen text. This approach
was shown to improve the performance over the standard SemCor most frequent sense baseline [132], as well as a more
complex approach based on the Lesk algorithm [99].
An alternative approach aimed at exploiting knowledge from Wikipedia for a knowledge-based WSD system was pre-
sented instead by Navigli and Ponzetto [139,157]. This approach maps Wikipedia pages to WordNet (cf. Section 4.1), enriches
the latter with topical relations from the former, and uses this enriched knowledge base to perform graph-based WSD using
context degree disambiguation [136]. Knowledge from Wikipedia is shown to be beneﬁcial for knowledge-rich lexical dis-
ambiguation: when injected into WordNet, this knowledge, in fact, makes it possible for knowledge-based WSD algorithms
to compete with the best performing approaches for this task, i.e., supervised systems, in a coarse-grained and multilingual
setting, as well as to outperform them on domain-speciﬁc text.
Wikiﬁcation: bringing entity and Word Sense Disambiguation together. An attempt to bring together the (different, yet com-
plementary) entity and Word Sense Disambiguation tasks is provided by the so-called task of wikiﬁcation. In a nutshell,
wikiﬁcation combines keyword extraction with lexical disambiguation: given an input document, a wikiﬁcation system
identiﬁes the most important terms in the document and links (i.e., disambiguates) them to their appropriate entries within
an external encyclopedic resource, i.e., typically Wikipedia. Csomai and Mihalcea [41] presented the ﬁrst approach of this
kind, in which an unsupervised keyword extraction algorithm using statistics drawn from Wikipedia’s internal links is com-
bined with the Lesk-like and supervised disambiguators presented by Mihalcea [117]. In later work by Coursey et al. [40],
this method, named Wikify!, was applied in order to semantically tag arbitrary documents and automatically extract their
most relevant topics using an unsupervised graph-based approach.
Wikiﬁcation is a very active area of research, arguably because the ability to link documents can have a high impact on
how vast amounts of online text, i.e. Web resources, can be structured automatically. The interest in this task is reﬂected
by the popularity of community-driven shared tasks, such as the TAC Knowledge Base Population Track [110,80] and the
NTCIR-9 Cross-Lingual Link Discovery Task,20 which are two different kinds of wikiﬁcation competitions: the former is aimed
at benchmarking the performance of systems in linking mentions of entities in text to entries of a knowledge base built
from Wikipedia, the latter, instead, is focused on the ability of systems to generate cross-lingual links between wikipedias
in different languages. This heightened interest in wikiﬁcation is also clearly apparent in two papers of this special issue.
The Wikipedia Miner toolkit from Milne and Witten [122] makes the supervised wikiﬁcation system originally presented
in [121] freely available, while Tonelli et al. [192] present instead the Wiki Machine, a high-performance wikiﬁcation system
which is shown to outperform Wikipedia Miner thanks to a state-of-the-art kernel-based WSD algorithm [62].
Take-home message 4. Wikipedia’s internal links can be viewed as linguistic annotations of the meaning associated with nominal
phrases referring to word senses or named entities. These sense annotations, in turn, can be used to train state-of-the-art
disambiguation models of lexical meaning in context, i.e., named entity, Word Sense Disambiguation or wikiﬁcation systems.
Computing semantic relatedness. Recent years have seen a great deal of work on computing semantic relatedness, i.e., meth-
ods for automatically quantifying the strength of association between words. This is arguably because semantic relatedness
provides a valuable model of semantic compatibility that can be embedded within a wide range of applications, includ-
ing, among others, information retrieval [58], Word Sense Disambiguation [152], coreference resolution [158], short answer
grading [124], and paraphrase detection [196].
Thanks to its multi-faceted semi-structure, Wikipedia has been drawn upon in a variety of different ways for com-
puting semantic relatedness. Among the ﬁrst such contributions was the WikiRelate! method developed by Ponzetto and
20 http://ntcir.nii.ac.jp/CrossLink.
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sures that had previously been developed for computing semantic relatedness exploiting lexical resources such as WordNet.
The results show that, although Wikipedia outperforms WordNet on datasets modeling semantic relatedness such as the
WordSimilarity-353 Test Collection [58], its performance on computing semantic similarity (i.e., a tighter notion of semantic
compatibility) is nevertheless lower. This was because approaches for measuring semantic similarity that rely on lexical
resources typically use paths based only on is-a relations [25]. Therefore, in later work [159,162] Ponzetto and Strube used
their own WikiTaxonomy (Section 4.2) as a resource and applied the same measures as those used by WikiRelate! to com-
pute semantic similarity using the is-a paths found in WikiTaxonomy. The results show that using the Wikipedia taxonomy
makes it possible to outperform WordNet also on those datasets designed speciﬁcally for computing semantic similarity.
An alternative to using a structured representation such as Wikipedia’s category network is offered by distributional
methods [208,197]. Gabrilovich and Markovitch [59,60] introduced a method, called Explicit Semantic Analysis (ESA), which
computes semantic relatedness on the basis of a vector space of concepts built from Wikipedia. The core idea behind ESA
is that, given an input document, this document can be represented as a vector whose elements measure the strength
of association between it and all other documents in a collection. Given a collection of documents such as Wikipedia,
where each entry represents a disambiguated concept, the vector’s elements can thus be taken to quantify the strength of
association between the document’s words and explicit concepts grounded within a semantic space. ESA offers a general
retrieval model which has been analyzed in depth (see, e.g., [10]) and has been used for a variety of applications. The
original results from Gabrilovich and Markovitch [59] showed that it enabled state-of-the-art performance on computing
semantic relatedness between arbitrary text fragments (i.e., words or documents). Later work on ESA included its application
to a variety of tasks such as text categorization [60] and semantic information retrieval [52], as well as extensions to include
additional levels of information like, for instance, temporal information mined from Wikipedia’s revision history [166].
One of the limitations of both WikiRelate! and ESA is that they do not exploit one of Wikipedia’s richest features,
namely, its hyperlink graph. Two approaches which ﬁll this gap were presented in later work by Milne and Witten [120]
and Yeh et al. [218]. Milne and Witten [120] compared a tf *idf -like measure computed on Wikipedia links with a more re-
ﬁned link co-occurrence measure modeled after the Normalized Google Distance [37]. Their ﬁndings indicate that exploiting
the topology of the hyperlink graph yields a cheap, yet competitive, semantic relatedness measure. Yeh et al. [218], in-
stead, exploited Wikipedia’s structure by computing semantic relatedness using a random walk algorithm, i.e., Personalized
PageRank [70], on a graph derived from Wikipedia’s hyperlinks, infoboxes and categories. Their best results, obtained by
combining information from categories and infoboxes, indicate that state-of-the-art performance can be achieved by lever-
aging multiple features from Wikipedia at the same time. However, using internal links only is found to degrade the overall
performance: this is because these links represent many different types of semantic relation with different levels of strength
of association – therefore, their richness needs to be combined with other resources and a robust weighting scheme. Using
random walk algorithms for computing semantic relatedness is a very active area of research: when applied to Wikipedia,
this approach is able, in fact, to exploit its structure (e.g., the internal link and category graphs) within a sound statistical
framework. In this special issue, the paper by Yazdani and Popescu-Belis [216] explores the application of a random walk
algorithm for computing semantic relatedness using Wikipedia.
Take-homemessage 5. Wikipedia contains various different facets of semi-structured content, including disambiguated concepts,
internal links and categories, all of which can be used for computing the strength of association between concepts and word senses
(i.e., semantic relatedness) on the basis of vector space and graph-based representations.
5.2. Language processing beyond the sentence level
Knowledge mined from collaboratively constructed resources can be used to perform tasks which go beyond the level
of words and their surrounding local context (i.e., sentences, typically). In this section we review approaches which exploit
knowledge from semi-structured resources for high-end tasks such as document clustering, text categorization, Question
Answering and Information Retrieval applications.
Document clustering and text categorization. Documents can overlap in terms of domain, topic, entities they describe, their
relations, etc. As a consequence, a ﬁrst level of document understanding consists of either assigning documents a domain
or topic label, or grouping them together on the basis of common features. These are two well-known tasks referred to in
the literature as text categorization [182] and document clustering [33], respectively.
Knowledge mined from collaboratively-constructed resources has been successfully applied to both tasks. Banerjee
et al. [13] show that performance on document clustering of news feeds can be improved by enriching their bag-of-words
representation with the label of disambiguated concepts, i.e., the title of Wikipedia pages, which are related to the input
short text. Hu et al. [78] proposed, instead, representing documents with a multi-level representation consisting of a con-
tent (i.e., bag-of-words) vector and concept vectors built from Wikipedia pages and categories. These vector representations
are then combined and exploited to perform clustering by means of a variety of approaches (i.e., agglomerative vs. parti-
tional) on the basis of their similarity. The results consistently show that information from Wikipedia categories gives the
best improvements over the bag-of-words baseline, and that the best overall results can be achieved by combining it with
page-level information.
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words model by including in the vector representation of texts features that explicitly model disambiguated concepts from
Wikipedia. Indeed, this very same line of research has been successfully investigated for the task of text categorization,
where improvements have been achieved by mapping documents onto semantic spaces in order to perform a more robust
classiﬁcation. One of the ﬁrst such proposals was presented by Wang and Domeniconi [204], who represented documents
by means of a semantic kernel which incorporates background knowledge from Wikipedia. Gabrilovich and Markovitch [60],
instead, demonstrated the beneﬁts of using ESA to represent documents in an explicit semantic space, prior to the classiﬁ-
cation step, whereas Wang et al. [205] explored the usefulness of expanding the bag-of-words representation with semantic
relations from a thesaurus automatically constructed from Wikipedia. Recently, graph-based methods have been exploited
by Navigli et al. [135] in order to perform document-level categorization jointly with term-level lexical disambiguation.
In all cases, leveraging semantic features from Wikipedia is shown to boost performance in the classiﬁcation task.
Take-home message 6. Wikipedia’s semi-structured content can be used as a source of semantic information to enrich document
representations and thus go beyond the simple bag-of-words model. These semantically rich representations, in turn, are more
effective on, and improve performance on, document-level tasks such as text clustering and classiﬁcation.
Question Answering. The ability to answer questions is a natural benchmark for knowledge resources and methods which
exploit them. Large amounts of curated knowledge, in fact, lie at the core of state-of-the-art Question Answering (QA)
engines such as Wolfram Alpha21 and TrueKnowledge,22 while it is true to say that state-of-the-art QA approaches in general
strive for wide-coverage content with a rich structure. Initial work on knowledge-based QA was concentrated on using
manually-constructed knowledge repositories (e.g., WordNet-based query expansion [77]). However, the limited coverage
of these resources soon led researchers to turn to the Web, whose huge amounts of textual data, although noisy, make it
possible to acquire knowledge encoded within surface patterns on a large scale [168].
Wikipedia has been used in a variety of papers as a source of knowledge in order to overcome both the limited coverage
of manual resources and the lower-than-human quality of knowledge automatically acquired from the Web. Although ency-
clopedic content is particularly beneﬁcial for deﬁnitional questions (i.e., such as ‘what is X?’ or ‘who is X?’), as highlighted
by the ﬁndings of Lita et al. [100], Wikipedia has also been used for tackling other QA tasks. Ahn et al. [5] use it as a cor-
pus in order to extract answers to both factoid questions and ‘other’ questions – i.e., interesting information about a topic
from a target corpus that was not explicitly asked for in the factoid question [201]. Later work took this one step further
by leveraging its structure with emphasis on the category system. Ahn et al. [6] used category labels as queries to ﬁnd
appropriate supporting documents in the target corpus for an input topic. Buscaldi and Rosso [31] matched input questions
with Wikipedia’s categories to collect candidate answers among their pages. An approach aimed, instead, at query expansion
was presented by MacKinnon and Vechtomova [101], who used Wikipedia for Complex Interactive Question Answering [87],
a QA task where systems are required to return information nuggets for an input topic, rather than entities or facts. Their
approach leverages the anchor text of Wikipedia links as a source of expansion terms for improving the retrieval of relevant
nuggets.
Recently, IBM’s Watson [57] has renewed community-wide interest in QA by achieving human-level performance in
the Jeopardy! game23: among its sources of content this state-of-the-art system combines the automatic corpus-based
acquisition of text nuggets with wide-coverage information from Wikipedia contained in DBPedia and YAGO (Section 4.2).
An in-depth analysis presented by Chu-Carroll and Fan [35] shows that the lexical answer types (namely the terms in the
question that indicate the type of the entity to be returned) found in Jeopardy! questions are more ﬁne-grained that those
in TREC [202]: in order to ﬁll the performance gap observed between datasets, they proposed mining candidate answers
using anchor text and redirects metadata from Wikipedia documents. In this special issue, the paper on YAGO2 [73] includes
an extrinsic evaluation of the quality of this knowledge base on the challenging task of answering spatio-temporal questions
from the GeoCLEF 2008 GiKiP Pilot [177] and Jeopardy!.
Information Retrieval. Thanks to its repository of disambiguated concepts and its semi-structured content, Wikipedia natu-
rally offers a semantically-rich environment for developing Information Retrieval (IR) applications beyond the bag-of-words
model. The ﬁrst contributions in this area have concentrated on using Wikipedia for the task of entity ranking. Entity rank-
ing is a retrieval task where searchers are required to ﬁnd documents representing entities of a certain type (e.g., computer
scientists) that are relevant to an input query (e.g., researchers who worked on the halting problem). Evaluation of entity
ranking systems has been conducted in the context of the INEX evaluation forum since 2006, using Wikipedia as the test
collection [48,47]. As this is a task focused on entities and their semantic classes, most approaches have exploited category
information from Wikipedia by either deﬁning a similarity function between the categories associated with the queries
and those of the retrieved entities, such as for instance category overlap [153], or by computing statistical associations of
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During the Second World War, Turing worked for the Government Code and Cypher School (GCCS) at Bletchley Park,
Britain’s codebreaking centre. For a time he was head of Hut 8, the section responsible for German naval
cryptanalysis. He devised a number of techniques for breaking German ciphers, including the method of the bombe,
an electromechanical machine that could ﬁnd settings for the Enigma machine.
During the Second World War, Turing worked for the Government Code and Cypher School. For a time he was head
of Hut 8, responsible for German naval cryptanalysis. He devised techniques for breaking German ciphers, including
the method of the bombe.
(b) Lexical simpliﬁcation
On 10 September 2009, following an Internet campaign, British Prime Minister Gordon Brown made an oﬃcial
public apology on behalf of the British government for the way in which Turing was treated after the war.
On 10 September 2009, following an Internet campaign, British Prime Minister Gordon Brown apologized on behalf
of the British government for the way in which Turing was treated after the war.
(c) Discourse simpliﬁcation
In July 1942, Turing devised a technique termed Turingery (or jokingly Turingismus) for use against the Lorenz cipher
messages produced by the Germans’ new Geheimschreiber (secret writer) machine.
In July 1942, Turing devised a technique termed Turingery (or jokingly Turingismus). Turingery was to be used
against the Lorenz cipher messages. These messages were produced by the Germans’ new Geheimschreiber (secret
writer) machine.
(d) Paraphrasis
In 1928, Turing encountered Albert Einstein’s work, and grasped it at a mere sixteen years of age, even extrapolating
Einstein’s Law of Motion from a text in which it was never made explicit.
In 1928, aged sixteen, Turing encountered Albert Einstein’s work, and not only did he grasp it, but he extrapolated
Einstein’s Law of Motion from a text in which it was never made explicit.
Fig. 4. Diff between sentences from different revisions of the Wikipedia page for Alan Turing.
Wikipedia links, and used to perform text retrieval [153,46]. To overcome the fact that Wikipedia contains some entities
that are very general (such as countries, for instance), retrieval can be coupled with an idf -like weighting scheme which
penalizes over-linked entities [220]. Starting with entity linking, the paper by Kaptein and Kamps [82] in this special issue
expands on the authors’ previous work from [83] and shows how category information can also be exploited for other IR
tasks such as ad-hoc retrieval.
A semantic IR system which leverages the conceptual space provided by Wikipedia has recently been presented by
Egozi et al. [52]. Their approach consists of representing both documents and queries using concepts: this semantically-rich
representation is achieved by projecting them into a conceptual vector space using Explicit Semantic Analysis [60]. The
results indicate that, while using a semantic representation alone does not improve over a simple bag-of-words approach,
its combination with a feature selection procedure is indeed able to achieve state-of-the-art results. In this special issue,
the paper by Malo et al. [102] also tackles the problem of semantifying IR systems, however by concentrating, instead,
on learning semantiﬁed queries. In this framework, named Wikipedia-based Evolutionary Semantics (Wiki-ES), wikiﬁed
queries are learned using a variation of a genetic programming algorithm, and subsequently used to perform concept-based
retrieval. Although ESA and Wiki-ES provide general retrieval frameworks, both approaches are based upon the semantic
space of Wikipedia concepts. Thus we have yet further examples of the advantages of using a wide-coverage repository of
disambiguated concepts.
Take-home message 7. The repository of disambiguated concepts found in Wikipedia (i.e., its articles) provides a semantic
space into which documents and queries can be projected in order to perform semantic retrieval beyond the simple bag-of-
words model.
6. Staying up-to-date: exploiting updated content from revision history
One of the most notable characteristics of Wikipedia is that, being an online collaborative medium, its content is contin-
uously updated by human editors. Different versions of pages are stored and can be accessed and compared using a content
management system. For instance, Fig. 4 shows the diff representation for fragments of different revisions of the Alan Tur-
ing page. Users can arbitrarily modify content by adding and/or removing text, as well as by rephrasing existing text. The
sequence of different revisions of a Wikipedia article, called its revision history, provides a very large dataset of linguistic
data, which can be used to model how documents evolve through time. This enables a range of NLP applications, and it is
to these we now turn.
Rewriting tasks: sentence compression, text simpliﬁcation and targeted paraphrasing. The ability to manipulate sentences in
discourse includes monolingual text-to-text generation tasks such as sentence compression, text simpliﬁcation and para-
phrasing (among many others). Given an input sequence of words, sentence compression aims at ﬁnding a subset of
this sequence which is both grammatical and meaning-preserving (Fig. 4(a)). Text simpliﬁcation, on the other hand, can
be viewed as a rewriting process whose output consists of more accessible – i.e., easier to understand – sentences
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previous work on these tasks explored a variety of different approaches, including both statistical models using corpus data
[90,109,39, inter alia] and hand-crafted rules [34,200], recent proposals have concentrated, instead, on leveraging Wikipedia’s
revision history as a source of data in order to automatically acquire sentence rewriting models.
Initial work in this line of research by Nelken and Yamangil [144,214] proposed creating a dataset of sentence pairs for
sentence compression by iterating for each article over each temporally adjacent pair of revisions. For each such pair an
edit-distance comparison is performed, treating each sentence as an atomic token. The dataset is then built by looking for
all replacement operations of one sentence by another, and checking whether one sentence is a compression of the other.
The resulting corpus is two orders of magnitude greater than the standard annotated dataset for this task (380,000 sentence
pairs vs. the 1,067 from Knight and Marcu [90]): this much larger dataset enables a statistical system based on the noisy
channel model [90] to achieve a higher compression and grammaticality rate.
In a similar vein, Yatskar et al. [215] and Woodsend and Lapata [211] created datasets of simpliﬁed word and sentence
pairs, respectively, by ﬁnding reliable alignments between articles in the English and Simple English Wikipedia,24 and mining
the revision history of the latter. Both datasets are then used as training data to effectively learn statistical models of
lexical and sentence simpliﬁcation using a probabilistic model of edit operations [215], or by applying an integer linear
programming model to select the most likely sentence simpliﬁcation from the output of a quasi-synchronous grammar [211].
Finally, Max and Wisniewski [106] described a method for harvesting a corpus of sub-sentential paraphrases, which was
later used by Bouamor et al. in [24] as a source of data to train a supervised model for validating candidate paraphrases
using information from the Web. In line with ﬁndings for sentence compression and text simpliﬁcation, Wikipedia’s revision
history was found to provide a viable source of linguistic data for training monolingual text-to-text generation models,
in this case at the lower level of phrases.
Finding relevant terms within documents to improve search. Another application of revision history data is for modeling the
evolution of documents through time, in order to identify important elements within them. For instance, Aji et al. [9]
proposed including information from Wikipedia’s revision history in order to score the relevance of terms within documents
– i.e., under the assumption that important terms are introduced early in the document history and tend to be kept across
revisions. Accordingly, their approach, named Revision History Analysis (RHA), scores terms on the basis of a frequency-
based weighting scheme which captures the presence of a term across different document versions: this scoring function
was later extended to model so-called ‘burst’, namely drastic content changes deriving from a sudden increase of popularity
of a document. RHA is extrinsically evaluated as the term weighting component of two state-of-the-art IR models, namely
BM25 and document language models [95], where it is shown to boost the performance on document search.
High-end semantic applications: Recognizing Textual Entailment. Document revisions also turn out to be a goldmine of data
for the task of Recognizing Textual Entailment (RTE) [44,43]. RTE is a language understanding task which consists of recog-
nizing whether the meaning of a text fragment (called the hypothesis) can be inferred from the meaning of another text
fragment (called the premise). Although a wide range of different techniques for performing RTE have been developed over
the years [11,17], a problem common to all of them has been the lack of large datasets and this, in turn, has limited the
development of high-performance statistical models for the task. To overcome this issue, Zanzotto and Pennacchiotti pro-
posed harvesting RTE corpora by mining Wikipedia’s revision history [219]. Their approach starts by considering modiﬁed
sentences in adjacent pairs of revisions as premise-hypothesis entailment pairs. A co-training approach [23] is then used
to label these candidates as positive and negative instances, and thus iteratively provide additional data for an RTE super-
vised learner. The performance boosts on different benchmarking datasets indicate, yet again, the beneﬁcial effects of using
revision history data as training data.
Take-home message 8. Approaches using Wikipedia’s revision history show that versioned content can be exploited for the
acquisition of statistical models for different levels of linguistic structure. Applications which beneﬁt from large amounts of
diachronic information from Wikipedia range, in fact, from sub-sentential paraphrasing and sentence compression all the
way up to tasks beyond the sentence level such as textual entailment, document search and discourse-level text simpliﬁca-
tion.
7. The tower of Babel: multilingual resources and applications
The Web is fundamentally a global and multilingual resource [63]. The existence of such enormous amounts of tex-
tual information in many languages virtually obliges researchers to develop novel methods for robust multilingual language
processing. At the same time, vice versa, all this multilingual text represents a veritable goldmine of lexico-semantic knowl-
edge in different languages which can be used for a wide range of applications. In this section, we look at how these two
synergistic trends go hand in hand in the case of collaboratively-generated semi-structured resources.
24 http://simple.wikipedia.org.
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Multilinguality lies at the very core of collaborative resources such as Wikipedia. In fact, wikipedias in hundreds of
different languages exist and these are highly interlinked with each other by means of so-called inter-language links. For
instance, the English page for Alan Turing (Fig. 5(a)) has an Italian counterpart (Fig. 5(b)): the two pages contain textual
content and structural features such as infoboxes and categories which are comparable to each other (i.e., they overlap in
meaning) despite being in different languages. Parallel multilingual structured resources could potentially beneﬁt a variety
of multilingual NLP applications: however, the limited availability of such content has, in the past, hindered research on
knowledge-rich multilingual methods. In the following, we review approaches which overcome this problem by exploiting
Wikipedia’s content and structure across languages in order to perform multilingual knowledge acquisition (Section 7.1), and
the application of this knowledge to different multilingual NLP tasks (Section 7.2).
7.1. Acquiring multilingual knowledge
Each of the different types of machine-readable repository of knowledge that we reviewed in Sections 3 and 4 – i.e., the-
sauri, semantic relations, taxonomies and ontologies – can be acquired from collaborative resources for languages other than
English. Once again, the key idea is that information encoded within Wikipedia’s shallow structure enables the acquisition
of large amounts of multilingual lexico-semantic knowledge. In the approaches we will review below this is often achieved
by leveraging Wikipedia’s multilingual graph (i.e., inter-language links) and page content. So, what we are now going to look
at is how repositories of knowledge of increasing depth and structure can be built from wikipedias in different languages.
Non-ontologized resources: parallel corpora and thesauri. An initial approach by Adafre and de Rijke [1] generated parallel
corpora from Wikipedia by ﬁnding similar sentences in different languages which share links to the same concepts across
languages. For instance, the two sentences:
(7) Alan Mathison Turing, OBE, FRS (23 June 1912–7 June 1954), was an English mathematician, logician, cryptanalyst, and
computer scientist.
(8) Alan Mathison Turing (Londra, 23 giugno 1912–Wilmslow, 7 giugno 1954) è stato un matematico, logico e crittanalista
britannico, considerato uno dei padri dell’informatica e uno dei più grandi matematici del XX secolo.
are deemed to be similar, since they contain the links in italics, which point to a description of the same concept in different
languages, e.g., Mathematician and Matematico. Ye et al. [217], on the other hand, developed a graph-based approach
for constructing a multilingual thesaurus. Their method represents a thesaurus as a weighted graph whose nodes include
concepts and words in arbitrary languages and edges express relatedness between them (computed using a Dice coeﬃcient
on link co-occurrence statistics). This method is able to capture from the two sentences above, for example, that computer
scientist and crittanalista are related words, since both occur with an instance of the same concept in different languages,
namely Mathematician and Matematico. Basically, this approach builds on the method of Ito et al. [79], and extends it to
include words in different languages from Wikipedia’s inter-language links. The output is then extrinsically evaluated by
performing multilingual query expansion on a variety of cross-lingual IR datasets from TREC [202].
Multilingual taxonomies and ontologies. In Section 4.1 we saw that high-quality knowledge acquisition can be attained by
integrating wide-coverage content from Wikipedia with well-structured manual resources such as WordNet. An application
of this line of research in a multilingual setting was presented by de Melo and Weikum in [113,114]. In [113] a Universal
WordNet (UWN) is developed by automatically acquiring a semantic network for languages other than English. UWN is
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WordNet synsets (e.g., play1n has-part stage direction1n ).
bootstrapped from WordNet and is built by collecting evidence extracted from existing wordnets, translation dictionaries,
and parallel corpora. The result is a very large graph combining multilingual lexical information, i.e., multilingual word
senses, with WordNet’s taxonomic backbone. The same authors later presented an extension, named MENTA [114], which
consists of a large-scale taxonomy of named entities and their classes also built from WordNet and Wikipedia. Both ap-
proaches focus crucially on building a multilingual taxonomy by (a) collecting large amounts of entities and translations
from external resources (such as, e.g., online dictionaries and translations found in Wikipedia); (b) integrating these within
the clean taxonomic structure of WordNet (UWN), which is further integrated with concepts from Wikipedia on the basis
of a resource mapping phase (MENTA).
As was the case with taxonomy induction, Wikipedia’s multilinguality also makes it possible to acquire multilingual
ontologies. Efforts of this kind include monolingual resources in languages other than English, as well as lexical knowledge
bases for a multitude of languages. An example of the former is the WOrdnet Libre du Français [175, WOLF], a French
wordnet built using Wikipedia, among other resources, to provide a bilingual French–English semantic lexicon. An evaluation
of WOLF shows that the straightforward use of inter-language links is able to provide accurate translations for multi-word
expressions, a problem typically suffered by ontology learning approaches relying on parallel corpora. As was the case
with monolingual approaches, substantial amounts of lexico-semantic information can be harvested by means of simple
heuristics, which transform shallow annotations (inter-language links across wikipedias in different languages, in this case)
into fully-structured knowledge – i.e., machine-readable disambiguated translations.
Nastase et al. [131] presented WikiNet, a very large multilingual semantic network built from Wikipedia. Similar in spirit
to YAGO and DBPedia, WikiNet makes use of different facets of Wikipedia, including articles’ internal and inter-language
hyperlinks, infoboxes and categories. The concept inventory of WikiNet is constructed using all Wikipedia’s pages (mostly,
entities) and categories (typically referring to classes). Relations between concepts, instead, are harvested on the basis of
a link co-occurrence analysis of Wikipedia’s markup text – i.e., a semantically unspeciﬁed relation is assumed to exist
between pairs of articles hyperlinked within the same window – and also collected from relations between categories
generated using the heuristics developed by Ponzetto and Strube [162] and Nastase and Strube [129]. In this special issue,
Nastase and Strube present in [130] an extension of their original work [131], and apply WikiNet to different NLP tasks,
including computing semantic similarity and metonymy resolution.
All multilingual knowledge bases reviewed so far are primarily concerned with conceptual knowledge. At the lexical level,
in fact, these approaches draw on Wikipedia’s inter-language links (WikiNet), and additionally perform statistical inference,
in order to produce a more coherent output (MENTA, see also [115]). A complementary contribution which is, instead,
focused more on providing wide-coverage lexical knowledge for all languages, is BabelNet [138,139]. Similarly to other
resources such as YAGO and UWN/MENTA, BabelNet aims at bringing together ‘the best of both worlds’ by combining very
large numbers of entities found in Wikipedia with lexicographic knowledge from WordNet, by means of a high-performing
unsupervised mapping framework (cf. Section 4.1). In addition, however, BabelNet also focuses speciﬁcally on providing high
coverage for all languages thanks to Wikipedia’s interlanguage links, and ﬁlling the so-called ‘translation gaps’ (i.e., missing
translations from Wikipedia) by using statistical machine translation. Wikipedia’s inter-language links are complemented
with translations obtained from a state-of-the-art statistical machine translation system applied to sense-labeled data from
SemCor [119], and Wikipedia itself. The result is a very large lexical multilingual knowledge base, overviewed in Fig. 6,
which has been successfully applied to a variety of monolingual and cross-lingual lexical disambiguation tasks [139,141],
and high-performance semantic relatedness [140].
Take-homemessage 9. Wikipedia’s multilinguality – namely, the availability of interlinked wikipedias in different languages –
enables the acquisition of very large, wide-coverage repositories of multilingual knowledge. Thanks to a common structure shared
across languages, multilingual approaches can be developed which, in a similar fashion to their monolingual counterparts,
make use of lightweight methods for exploiting semi-structured annotated data.
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As with the English monolingual scenario (Section 5), the ready availability of large amounts of multilingual knowledge
naturally offers great potential for the development of multilingual applications. More speciﬁcally, the fact that lexicaliza-
tions for Wikipedia’s disambiguated concepts are available in many different languages (via its inter-language links) makes
it possible to develop applications which leverage this multilingual lexical knowledge for a variety of tasks. Richman and
Schone [171], for instance, presented a method for automatically creating NE-labeled data for a variety of languages. The
method starts by classifying Wikipedia’s articles into NE semantic classes – e.g., Alan Turing is an instance of PERSON. Page
classiﬁcation is achieved on the basis of class-speciﬁc keywords (e.g., Alan Turing has categories 20TH-CENTURY MATHE-
MATICIANS and PEOPLE ASSOCIATED WITH BLETCHLEY PARK, which both vote for PERSON). Next, NE-annotated data are
created by projecting the article’s class onto occurrences of internal links to it (that is, all occurrences of internal links
pointing to Alan Turing are labeled with PERSON, cf. Example 2, p. 13). Finally, by pivoting across languages on the basis
of inter-language links, the method is able to assign the same NE class to Wikipedia articles in different languages and thus
label non-English data with NE labels. For instance, given that Alan Turing has been classiﬁed using the English Wikipedia
data as an instance of type PERSON, and that that page links to the homonym Italian Wikipedia page, it is possible to label
the following internal link in the Italian Wikipedia with that same NE class:
(9) La Macchina di Turing come modello di calcolo è stata introdotta nel 1936 da Alan Turing per dare risposta al-
l’Entscheidungsproblem (problema di decisione) proposto da Hilbert nel suo programma di fondazione formalista della
matematica.
Richman and Schone used their method for the automatic creation of NE-annotated data for six languages other than
English (French, Ukrainian, Spanish, Polish, Russian, and Portuguese) and then employed these as training data to bootstrap
supervised NER systems in these languages. In this special issue, the paper by Nothman et al. [148] builds on Richman and
Schone’s work and their own previous work [147], in order to provide an in-depth analysis of methods for automatically
creating multilingual NE corpora from Wikipedia and enabling NER in many different languages.
In general, as demonstrated by the multilingual propagation of NE labels, inter-language links essentially relate the
same concept across different languages: this, in turn, makes it possible to straightforwardly project models built using
the English Wikipedia data to other languages (and vice versa). Departing from this idea as a basis, Potthast et al. [165],
Cimiano et al. [38] and Hassan and Mihalcea [69] each developed a cross-lingual version of ESA by mapping the concept
vector representations from one Wikipedia article space to a Wikipedia in another language. As a result they were able to
represent texts in arbitrary languages as vectors whose elements quantify the strength of association between words (in
different languages) with (language-independent) concepts: this model is thus able to account, for instance, for the fact that
the English computation and the Italian computazione are both strongly related with the named entity Alan Turing. Since
vectors are concept-based, language-independent representations, similarity across languages can easily be computed by
means of standard measures, e.g., cosine similarity. This, in turn, enables multilingual semantic applications such as cross-
lingual search [165,38] and semantic relatedness [69]. An alternative to the distributional approach to semantic relatedness
of Hassan and Mihalcea [69] was presented by Navigli and Ponzetto [140], who proposed computing semantic relatedness
using the multilingual semantic information found in BabelNet. Their results show that graph-based methods are able
to outperform distributional ones when provided with high-quality knowledge encoded within a multilingual semantic
network, and that substantial improvements can be achieved by exploiting multilingual information from different languages
jointly.
Take-home message 10. Inter-language linking relates descriptions of the same concept across wikipedias in different
languages. This, in turn, enables the projection of models across languages, since the conceptual level provides a language-
independent representation (i.e., a conceptual interlingua). As a result, information in arbitrary languages can be uniformly
compared at the same semantic level for a variety of cross-lingual applications.
8. Conclusions
In this paper we presented a review of work from the recent literature on exploiting semi-structured, collaboratively
built knowledge resources for AI and NLP, focusing primarily on Wikipedia as the main knowledge repository of this kind.
The primary aims of this survey article were twofold: ﬁrst, we wanted to provide readers with an up-to-date overview of
the many different contributions that have been produced in this highly active area of investigation, so as to provide them
with a comprehensive introduction to past and ongoing research directions; second, we were crucially interested in ‘setting
the stage’ for the papers contained in this special issue.
The feedback we received from the research community for this special issue has been enormously positive, with 71 sub-
missions received overall. These 71 papers all underwent an extremely rigorous selection process, carried out by an army
of more than 150 reviewers who, together with the Artiﬁcial Intelligence Journal editors, made it possible for us to guarantee
the highest standards. Thanks to this, the 10 papers that we were able to select for inclusion present top-level research on
a wide spectrum of topics, ranging from computational neuroscience to the acquisition of structured knowledge on a large
22 E. Hovy et al. / Artiﬁcial Intelligence 194 (2013) 2–27scale, and its application to many different NLP and IR tasks. Accordingly, we organized the papers contained in this spe-
cial issue on a thematic basis. The ﬁrst two papers are devoted to acquiring structured knowledge from semi-structured
sources [73,130]. These are followed by papers focused on Information Retrieval [102,82] and Natural Language Process-
ing [67,148,216,192] applications. Finally, the last two papers present tools for working with semi-structured resources like
Wikipedia [122], and its use to acquire computational semantic models of mental representations of concepts [154].
Back in 2006, some of us argued that ‘we can only expect a bright future for automatic knowledge mining techniques
with Wikipedia’ [185]. Six years later it is clear that neither work on speciﬁc topics nor general interest in this research
trend have diminished one bit. In this light, it would seem today that we can only expect an even brighter future, in terms
not only of new methods, but also of novel tasks and innovative applications. In this sense the ‘story so far’ that we have
presented here may well turn out to have been just the ﬁrst step on a long line of path-breaking research exploiting
semi-structured knowledge ‘that anyone can edit’.
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