The infinite-dimensional information operator for the nuisance parameter plays a key role in semiparametric inference, as it is closely related to the regular estimability of the target parameter. Calculation of information operators has traditionally proceeded in a case-by-case manner and has easily entailed lengthy derivations with complicated arguments. We develop a unified framework for this task by exploiting commonality in the form of semiparametric likelihoods. The general formula allows one to derive information operators with simple calculus and, if necessary at all, a minimal amount of probabilistic evaluations. This streamlined approach shows its efficiency and versatility in application to a number of popular models in survival analysis, inverse problems, and missing data.
Introduction
Consider a smooth parametric model with density p θ,ψ , where θ ∈ R p is the parameter of interest and ψ ∈ R q is a nuisance parameter. Suppose that the information matrix for (θ T , ψ T ) T can be written in the following partitioned form
Then, the efficient information for θ is I θθ·ψ = I θθ − I θψ I −1 ψψ I ψθ .
As is well known, in the presence of unknown ψ, regular and asymptotically linear estimators for θ exist, among which the maximum likelihood estimator is the most efficient, if I θθ·ψ is positive definite (Bickel et al., 1993, Ch. 2) . In this paper, we call a parameter regularly estimable if a regular and asymptotically linear estimator exists. Since information matrices are always non-negative definite, here positive definiteness is equivalent to invertibility. By rules of matrix inversion applied to (2), one has that 
where I ψψ·θ = I ψψ − I ψθ I −1 θθ I θψ , provided that all matrix inverses involved exist. So, if I θθ is invertible, then invertibility of I θθ·ψ is equivalent to that of I ψψ·θ .
Similarly in semiparametric models, positivity of efficient information for the target parameter is necessary for its regular estimability and is usually the key condition governing the asymptotic efficiency of the maximum likelihood estimator (see, e.g., van der Vaart, 1998, Ch. 25) . However, proving non-singularity of the efficient information in the presence of infinite-dimensional nuisance parameters requires considerably more effort than matrix inversion. The difficulty arises because the information operators for the nuisance parameter are maps between infinite-dimensional spaces, and consequently their properties are generally more elusive than are those of matrices. In addition, the operators for the nuisance parameters may not be invertible at all, so that results analogous to (3) do not apply.
Consider a semiparametric model indexed by θ and an infinite-dimensional parameter η:
where H is a nonparametric space of probability measures or positive finite measures.
Use p θ,η to denote the density of P θ,η with respect to some dominating measure. Letl θ,η denote the score function for θ and B θ,η :Ḣ η → L 2 (P θ,η ) the score operator for η, wherė H η ⊂ L 2 (η) is the original tangent space for η (see, e.g., Bickel et al., 1993) and L 2 (µ)
denotes the space of all µ-square-integrable functions. If η is a probability measure, theṅ
, the space of all η-mean zero square-integrable functions; if η is a positive finite measure, thenḢ η = L 2 (η). In practice, one can work with a smaller set thanḢ η , e.g., the subset of all bounded functions with bounded variation (see, e.g., van der Vaart, 1998, Ch. 25) . In such cases, the score functions for η can typically be generated by taking B θ,η a = ∂ log p θ,ηt /∂t| t=0 with dη t = (1 + ta)dη.
θ,η ) denote the information matrix for θ had η been known, where
The information operator for (θ, η) can be expressed in a form analogous to (1):
which acts upon R p ×Ḣ η . Here and after, operations on a vector with components in a Hilbert space are understood to operate component-wise. Denote the efficient information for θ byĨ θ,η . Provided that I θ,η is non-singular, define V θ,η :Ḣ η →Ḣ η by
The operator V θ,η is the efficient information operator for η in the presence of unknown θ and is the semiparametric analog of I ψψ·θ in (3). Similar to the parametric case,Ĩ θ,η is non-singular if V θ,η :Ḣ η →Ḣ η is continuously invertible, which means that the operator has a continuous inverse. The additional continuity requirement for the inverse is automatic for matrices but constitutes a condition for infinite-dimensional operators. Intuitively, continuous invertibility of V θ,η implies that θ and η are not locally confounded. Unlike the parametric case, however, continuous invertibility of V θ,η is generally not straightforward to prove and may in fact not be true because B * θ,η B θ,η may not be continuously invertible. The latter scenario has the serious consequence that some aspects of η are not estimable at the standard n −1/2 rate. However, that does not mean that θ is necessarily not regularly estimable either. In fact, for models suitably smooth and identifiable in θ, there usually exists an alternative route to prove the positive definiteness of its efficient information.
Depending on whether B * θ,η B θ,η is continuously invertible, many of the semiparametric models in the literature can be classified into one of the following two categories.
Category 1: B * θ,η B θ,η can be written as the sum of a continuously invertible operator A θ,η and a compact operator C θ,η , one that maps the unit ball ofḢ η into a totally bounded set. Because K θ,η is also a compact operator, by Fredholm theory (Rudin, 1973) , V θ,η is continuously invertible if it is one-to-one. The latter can usually be proved through local identifiability arguments. If the estimator is obtained by the maximum likelihood, its asymptotic properties are best handled by the Likelihood Equations approach (see §25.12 of van der Vaart, 1998). Examples include Murphy (1995) , Murphy et al. (1997) , Parner (1998) , Kosorok et al. (2004) , Zeng & Lin (2006) , and Mao & Lin (2017) , among others.
Category 2: B * θ,η B θ,η is not invertible and is in fact in the form of a compact integral operator. For such cases, the above approach by inverting the joint information does not work. Instead, one seeks to derive, or at least show existence of, a least favorable directionã satisfying the normal equation
Then, the efficient score for θ, defined as the projection ofl θ,η onto the orthog-
θ,η ) may again be proved through local identifiability arguments. If the estimator is obtained by the maximum likelihood, its asymptotic properties are best handled by the Approximately Least-Favorable Sub-models approach (see §25.11 of van der Vaart, 1998). Examples include Huang (1995) , Huang (1996) , Huang & Wellner (1997) , and Zeng et al. (2016) , among others.
For both scenarios, it is important that one derive the specific forms of B * θ,η B θ,η and B * θ,ηl θ,η and check if the corresponding requirements are met to guarantee positive information for the parameter of interest. Such analyses usually constitute the main steps in deriving the asymptotic properties of the maximum likelihood estimators, and should not be taken lightly since semiparametric likelihoods may be ill-behaved (van der Vaart, 2002, §5.2) . Calculation of the information operators has mostly been treated on a model-bymodel basis in the literature.
In this paper, we establish a unified framework for this task based on a general form of semiparametric likelihoods. The theory developed here allows one to bypass complicated functional analytic and probabilistic arguments which are characteristic of individual, model-specific treatments. It also offers new insights into results obtained previously on seemingly ad hoc basis.
The general formula
In the parametric setting, it is well known that the information matrix can be equivalently expressed as the negative expectation of the derivative of the score function. For information operators in semiparametric models, one can also exploit this equivalency to simplify calculation. The following lemma lays the foundation for the subsequent derivation of a general formula for information operators. Throughout, we assume that model (4) is sufficiently smooth to warrant point-wise differentiation as a means of score generation and to justify interchange of expectation and differentiation whenever appropriate. For a more general set-up for smooth models based on differentiability in quadratic mean, see Bickel et al. (1993) .
The following theorem presents the formulas for the score functions, score operators, and information operators based on a general form of semiparametric likelihoods. The proof involves straightforward application of Lemma 1 with g θ,η =l θ,η or B θ,η a. Unless otherwise specified, we useḟ andf to denote the first and second derivatives of a generic smooth function f .
Theorem 1. Suppose that the log-likelihood for model (4) takes the following form:
where r, f , and g are real-valued data-dependent functions and L is a data-dependent linear functional on the closed linear span of the space for logη, the log-density of η with respect to
where
and the functionsġ(·; θ), g(·; θ), and g(u; θ) on the right hand sides of the equations in
, and g(u; θ) − g θ,η , respectively, whereġ θ,η = ġ(u; θ)dη(u).
Remark 1. For notational simplicity, we have assumed that the function g in Theorem 1
is real-valued. It is straightforward to extend the results to the case with vector-valued g.
Furthermore, instead of a single nuisance parameter η, one can extend the framework to accommodate multiple nuisance parameters η = (η 1 , . . . , η K ) T . In such cases, the original tangent space for η will beḢ 1 × . . . ×Ḣ K , whereḢ k is the original tangent space for η k (k = 1, . . . , K). Such extensions will be considered and illustrated in §3.2.
Under the condition of Theorem 1, the information operator for η can be written as the sum of a multiplication operator with multiplier γ θ,η and a compact Hilbert-Schmidt integral operator with kernel k θ,η , insofar as k θ,η is square-integrable by η × η. The multiplication operator is continuously invertible if γ θ,η (·) is bounded above and away from zero.
If so, the model is of Category 1. Likewise, if γ θ,η ≡ 0, then it is of Category 2. The local identifiability condition needed for both categories to ensure non-singularity ofĨ θ,η can be stated formally as follows.
Condition 1 (Local identifiability).
If
P θ,η -almost surely for some h ∈ R p and a ∈Ḣ η , then h = 0 and a(·) ≡ 0.
Since the left hand side of (10) is a score function in the general form h Tl θ,η + B θ,η a, Condition 1 simply says that the joint score operator is one-to-one so that local alternatives to (θ, η) in all possible directions can be identified. In particular, it implies that I θ,η is positive definite. To use it to show that V θ,η is one-to-one for Category 1 problems, one
For Category 2 problems, one may take a = −h Tã to show thatĨ θ,η is positive definite provided thatã as a solution to (6) exists.
Corollary 1. Suppose that Condition 1 is satisfied. Then,Ĩ θ,η is positive definite if either of the following is true:
(2) γ θ,η ≡ 0 and the solutionã to
exists.
In the second case, solution of the least favorable directionã usually starts with taking derivatives on both sides of (11). For example, Huang & Wellner (1997) Proof. With L ≡ 0, use E θ,η (B θ,η a) = 0 to find that γ θ,η adη for all a ∈Ḣ η , implying
For Category 2 problems, derivation of the normal equation (11) can be further simplified if p θ,η is a conditional density in certain form.
Proposition 2. Suppose that the density for model (4) can be written in the following form:
where p
can be written in the form of (7) with r(·) ≡ 0, L ≡ 0, f (·) =f (·, O 1 ) and g(·; θ) =g(·, O 2 ; θ) for some deterministic functionsf andg, then α θ,η (·) ≡ 0 and γ θ,η (·) ≡ 0. Hence, the normal equation (11) becomes
Proof. In light of Proposition 1, we only need to show that α θ,η (·) ≡ 0. Becauseḟ θ,η is now a score function for the conditional density of O 1 given O 2 , we have that E θ,η (ḟ θ,η | O 2 ) = 0.
The result follows from the fact thatġ(·; θ) depends on O 2 only.
Proposition 2 applies to all standard regression models with interval-censored data where the examination times are conditionally independent of the event times given covariates (see, e.g., Sun, 2007) . Indeed, let T be the event time of interest, U be the sequence of examination times, δ(T, U) be the observed indicators for the affiliation of T to the intervals partitioned by U, and Z be the covariates. If T ⊥ ⊥ U | Z and (θ, η) parametrizes only the conditional distribution of T given Z, the conditions of Proposition 2 are satisfied with O 1 = δ(T, U) and O 2 = (U, Z).
Finally, we consider a nonparametric model {P η : η ∈ H} as a special case of (4).
Here, one is interested in, χ(η), a functional of η, with pathwise derivativeχ(η). Then, the functional χ(η) is regularly estimable under P η if a solutionã to the normal equation
exists, where B η is the score operator for η. Then, the efficient influence function is B θ,ηã .
The score and information operators can be calculated similarly to Theorem 1.
Corollary 2. Suppose that the log-likelihood for model {P η : η ∈ H} takes the following form:
where f , g, and L are data-dependent functions defined analogously to their counterparts in Theorem 1. Writeḟ η =ḟ (g η ), andf η =f (g η ), where g η = g(u)dη(u). Then, iḟ
and g(·) and g(u) on the right hand sides of the equations in (16) are replaced by g(·) − g η , and g(u) − g η , respectively. Furthermore, if L ≡ 0, then γ η (·) = 0 η-almost everywhere.
Applications

The Cox model under right-and interval-censorships
First, consider the Cox model with right-censored data (Cox, 1975) , the archetype of semiparametric inference. Let T denote the event time of interest and Z a vector of covariates.
The Cox proportional hazards model specifies that
where Λ(t | Z) is the conditional cumulative hazard function of T given Z, θ is the regression parameter, Λ(·) is the baseline cumulative hazard function, and τ is the maximum length of follow-up. Here, θ is the parameter of interest and η = Λ is the nuisance parameter. Let C denote the censoring time. Then, the observed data consists of {δ ≡ I(T ≤ C), X ≡ T ∧ C, Z}, where I(·) is the indicator function and a ∧ b = min(a, b). The log-likelihood for the observed data is
with λ =Λ. Comparing (18) with (7), one readily recognizes that r(θ) = δθ T Z, g(u; θ) = I(X ≥ u) exp(θ T Z), f (x) = −x, and L(log λ) = δ log λ(X). The last identity means that L operates on log λ by evaluating it at X and then multiplying it by δ. Hence,ṙ(θ) = δZ, g(·; θ) = Z exp(θ T Z)I(X ≥ ·),ḟ (x) = −1, andf (x) = 0. By Theorem 1, we have thaṫ
If Z has bounded support and pr(X ≥ τ ) > 0, we have that the multiplier γ θ,Λ (·) is bounded above and away from zero. It is thus a Category 1 problem, but is special in that the efficient score can be constructed explicitly. Indeed, the normal equation (6) can be solved with
Then, an approximation to the efficient scorel θ,Λ =l θ,Λ − B θ,Λã can be constructed by replacing the expectations inã with their empirical version, leading to the familiar partial likelihood score function for θ (Cox, 1975) . Furthermore, under linear independence of Z, it is easy to show that Condition 1 is satisfied so that the efficient information is positive definite.
The Cox model under case-1 interval censoring, studied in detailed by Huang (1996) , offers an example in Category 2. The conditional hazard of T given Z is specified by the same model (17), but the observed data now consist of {δ ≡ I(T ≤ U), U, Z}, where U is the examination time satisfying T ⊥ ⊥ U | Z. Clearly, the likelihood for the observed data satisfies the conditions of Proposition 2 with O 1 = δ and O 2 = (U, Z). The log-likelihood
So, we may set g(·; θ) = exp(θ
By Proposition 2, the normal equation is in the form of (13), which, after straightforward iterated conditional expectation applied to β θ,Λ and κ θ,Λ , can be simplified to
Assuming that the support of U contains [0, τ ], we can take derivative on both sides of (19) to find that where ζ θ,Λ (t) = s
Using (20), one easily obtains the efficient scorẽ Huang (1996) and van der Vaart (1998 van der Vaart ( , 2002 derived the same result for the efficient score by orthogonal projections. However, theirḢ Λ is specified as the space of differences in Λ so that their least favorable direction is essentiallyΛ(·) = · 0ã
(u)dΛ(u). With this comes the need to construct an Approximately Least-Favorable Sub-model for the maximum likelihood estimatorΛ as its perturbed formΛ+h TΛ (h ∈ R p ) need not be a non-decreasing function withΛ being a step function (van der Vaart, 1998, §25.11). Such construction is not necessary in our approach as the perturbed form
)dΛ is always non-decreasing for h sufficiently close to zero provided that regularity conditions are in place to guarantee thatã is bounded and of bounded variation.
Transformation models for recurrent events
Consider a recurrent event regression model studied by Zeng & Lin (2006) . Let N * (t) count the number of events by time t and let Z(t) denote the time-dependent left-continuous covariate processes, t ∈ [0, τ ]. Let F t = {N(u), Z(u+) : 0 ≤ u ≤ t} denote the history of the subject up to t. The model specifies that the cumulative intensity function of N * (t) with respect to the filtration F t takes the form
where G is a known transformation function. The choice of G(x) = x yields the familiar proportional intensity of model of Andersen & Gill (1982) .
Let C denote the censoring time and write N(t) = N * (t ∧ C). Then, the observed data consist of {N(·), C, Z}. The log-likelihood for the observed data can be written as
Here and for the rest of the sub-section,
and L(log λ) = log λ(t)dN(t). Here, we will use a slight modification of Theorem 1 by letting the function g be further indexed by
that N(τ ) < ∞, the function g t (u; θ) depends on t only on a finite set of points and is thus essentially vector-valued as discussed in Remark 1. Calculation of the quantities in (9) then proceeds by rules of matrix multiplication. For example,ḟ θ,η g(·; θ) is essentially a matrix product between a row vector and a column vector and can be conveniently represented as
where H =G/Ġ. So,
where Y (·) = I(C ≥ ·) and the last equality follows by the martingale property of N(·) and the model specification (21). If Z has bounded support,Ġ(·) is continuous and strictly positive, and pr(C ≥ τ ) > 0, we have that γ θ,Λ (·) is bounded above and away from zero.
If, in addition, the covariate process Z(·) is linearly independent with probability one, then Condition 1 is satisfied and so the efficient information for θ is positive definite by Corollary 1.
In the Supplementary Material, we consider a related but more involved example with semiparametric regression for competing risks data (Mao & Lin, 2017) . The calculation therein extends Theorem 1 to multiple nuisance parameters as alluded to in Remark 1.
Nonparametric models
We first consider a standard example of one-sample right-censored data. Let the event time of interest be T with cumulative hazard function Λ. Let C denote the censoring time with
The goal is to estimate the survival function S(t) = exp{−Λ(t)} ≡ χ t (Λ). By straightforward calculation, one finds that the pathwise derivative isχ t (Λ)(·) = −S(t)I(· ≤ t).
Using Corollary 2 and by calculations similar to those in §3.1, we can easily obtain that
, and B * η B η a(·) = π(·)a(·), where π(·) = pr(X ≥ ·). Solution to the normal equation (14) givesã t (·) = −S(t)π(·) −1 I(· ≤ t). Hence the efficient influence function for S(t) is
This is precisely the influence function, or influence curve if viewed as a process indexed by t (van der Laan & Robins, 2003) , of the familiar Kaplan-Meier estimator (Fleming & Harrington, 1991, Ch. 6 ). This result reaffirms the well-known semiparametric efficiency of the KaplanMeier estimator.
A distinct class of nonparametric models involves a distribution function η, but, unlike the above example, data conforming to distribution η are never directly observed.
Available is only a coarsened version of such observations with density p η . The goal is to recover η from a random sample of such coarsened observations. This type of problems are called inverse problems (Hasminskii & Ibragimov, 1983; Groeneboom & Wellner, 1992; Groeneboom & Jongbloed, 2014) .
As an example, consider a mixture model for observed data X, whose density with respect to a dominating measure ν conditioning on a latent variable Z is a known function p(x | z). Suppose that Z ∼ η and that one wishes to make inference on η based on a random sample of X. The log-likelihood for X is log p η = log p(X | z)dη(z).
With reference to Corollary 2, one has that g(·) = p(X | ·) and f (x) = log x. So,f (x) = −x −2 . We immediately obtain that γ η (·) ≡ 0 and that
Now, solution to the normal equation (14) depends on the specific form of the kernel p(x | ·)
as well as the functional of interest χ(η). However, it is clear that functionals such as η(z)
for a fixed z with a non-smooth pathwise derivative ofχ(η)(·) = I(· ≤ z) −η(z) are unlikely to be regularly estimable if the kernel p(x | z) is smooth in z. For a general discussion of regularly estimable functionals in this context, see van der Vaart (1991, §7).
Regression models with missing covariates
Suppose that the conditional density of outcome Y with respect to a dominating measure ν given regressor Z is specified through a parametric model p θ (y | z), where Z ∼ η. We leave the dominating measure ν arbitrary so that the set-up accommodates both categorical and continuous outcomes. Estimation of θ is standard if Z is fully observed. In case of missing data in the regressor, however, the nonparametric component η will get entangled with the regression parameter and complicate inference. Problems of this type have been studied in general settings by Lawless et al. (1999) . Here we consider a simple case with a single level of missingness in Z. Using the notation of Tsiatis (2006), we denote the coarsened regressor by X = G(Z), where G is a known many-to-one function. Let R = 1 if the full data (Y, Z) are observed and R = 0 if only the coarsened version (Y, X) is available. We assume that the data are coarsened at random, that is,
where π is some arbitrary function for the selection probability. Provided that π involves no aspect of (θ, η), the log-likelihood for the observed data {R, Y, RZ
Thus, we may set
and f (s) = (1 − R) log s. Therefore, we have thatḟ (s) = (1 − R)s
full-data score function for θ. Using straightforward calculus, it is not hard to obtain that
Proposition 3. Suppose that the following two conditions hold:
⊗2 | Z} is positive definite almost surely.
Then, the efficient informationĨ θ,η is positive definite.
Proof. The multiplier γ θ,η (·) is clearly bounded above, and is bounded away from zero by 
Remarks
To summarize, the proposed approach to calculation of efficient information in semiparametric models can be streamlined in three steps. First, write out the log-likelihood in the form of (7) and recognize the functions r, g, f , and L. Second, with reference to Propositions 1 & 2, calculate the needed parts for the score and information operators according to the formulas in Theorem 1. Finally, check if reasonable assumptions can be made to satisfy the conditions of Corollary 1 and thus to conclude that the efficient information is positive definite.
The specified form of log-likelihood (7) seems to be general enough to encompass a surprisingly large pool of existing semiparametric models. It is thus reasonable to expect our framework to be amenable and useful to many new models to come. Straightforward extensions to Theorem 1 exist to further expand on its applicability. For example, the function f can be made dependent on θ, which will accommodate the log-likelihoods for frailty models in survival analysis (see, e.g., Kosorok et al., 2004) . Furthermore, the conventional derivative of g(u; θ) with respect to θ can be replaced by a generalized derivative, e.g., one such that dI(x ≥ u)/dx = I(x = u). This generalization is useful when applied to the accelerated failure time model (Buckley & James, 1979) , where g(u; θ) might be in the form of I(X − θ T Z ≤ u).
Our framework is most useful when the likelihood is naturally indexed jointly by a
Euclidean parameter and an infinite-dimensional parameter. Other semiparametric models are more easily formulated through, say, moment or conditional moment constraints (see, e.g., Bickel et al., 1993, §6.2) . For such models, it is usually easier to derive information operators via direct projection methods.
since b is bounded, we have thatḢ ηt = L 2 (η) for all t. So, B θ,ηt a η is a score function under (θ, η t ). Thus, B * θ,η B θ,η a η (·) can be derived from B * θ,η B θ,η a η , b η = −E θ,η (∂B θ,ηt a η /∂t) | t=0 similarly to (23). ForḢ ηt = L 0 2 (η), however, a fixed score a η does not generally have η tmean zero so that a η / ∈Ḣ ηt . To circumvent this problem, set a ηt = a − η t a and apply the previous calculations to the score function B θ,ηt a ηt to obtain the desired result.
