A new approach to broadcast in wormhole-routed two-and three-dimensional torus networks is proposed. The approach extends the concept of dominating sets from graph theory by accounting for the relative distance-insensitivity of the wormhole routing switching strategy and by taking advantage of an allport communication architecture. The resulting broadcast operation is based on a tree structure that uses multiple levels of extended dominating nodes (EDN). Performance results are presented that con rm the advantage of this method over recursive doubling.
Introduction
Massively parallel computers (MPCs) are characterized by the distribution of memory among an ensemble of nodes, which communicate by sending messages through a network. Communication operations may be either point-to-point or collective, depending on whether exactly two or more than two processes participate. Examples of collective communication include multicast, reduction, and barrier synchronization 1]. The growing interest in the use of collective routines is evidenced by their inclusion in Message Passing Interface (MPI) standard.
Perhaps the most fundamental collective communication routine is broadcast, in which the same message is delivered from a single source to all the nodes in the network. Both broadcast and unicast, which in-volves a single destination, are special cases of multicast, in which the destinations may comprise any subset of nodes. E cient broadcast communication is useful in supporting both message-passing programs and programs written in data parallel languages.
Many existing MPCs do not support broadcast or other collective operations in hardware. In these environments, collective operations must be supported in software by sending multiple unicast messages; such implementations are termed unicast-based. Although the simplest way to implement broadcast is to send a separate copy of the message directly from the source to every destination, performance can be improved by using a broadcast tree. In the rst message-passing step of a broadcast tree, the source node sends the message to a subset of the destinations. In the next step, each node holding a copy of the message forwards it to some subset of the destinations that have not yet received it. The sequence of message-passing steps continues until all nodes have received the message.
We have developed a new model for systematically designing unicast-based collective operations 2]. The model is based on the notion of dominating sets from graph theory. A dominating set D of a graph G is a set of vertices in G such that every vertex in G is either in D or is adjacent to at least one vertex in D. By exploiting the distance-insensitivity of cut-through switching, our model extends the concept of domination to include nodes reachable in a single message-passing step under a given unicast routing algorithm. In this paper, we apply this EDN model to the problem of broadcast in all-port torus networks. We show that, by carefully de ning the EDNs such that the constituent unicast messages avoid contention among one another while taking advantage of wraparound channels, signi cant performance improvement can be gained over other broadcast methods.
The remainder of the paper is organized as follows. Section 2 describes the speci c architectural characteristics of the systems considered here, and Section 3 reviews the details of the EDN model. In Section 4, we describe the development of EDN-based broadcast algorithms for torus networks, focusing on the regular structure of the algorithms, which allows them to be applied recursively in larger networks. Section 5 describes the performance of the algorithms, Section 6 brie y discusses related work, and Section 7 summarizes the paper.
Architectural Issues
The performance of unicast-based collective operations depends on the unicast communication latency, which is the sum of three values: startup latency, network latency, and blocking time 3]. We de ne broadcast latency as the time interval from when the source processor begins to send the rst copy of the message until the last destination receives its copy of the message.
This paper addresses broadcast in MPCs that are characterized by ve properties. First, their topologies are 2D or 3D tori. Formally, an n-dimensional torus has k 0 k 1 k n?2 k n?1 nodes, with k i nodes along each dimension i, where k i 2 for 0 i n ? 1. Each node x is identi ed by n coordinates, n?1 (x) n?2 (x) : : : 0 (x), where 0 i (x) k i ? 1 for 0 i n ? 1. Two nodes x and y are neighbors if and only if i (x) = i (y) for all i, 0 i n ? 1, except one, j, where j (x) 1 = j (y) mod k j . In this paper, we consider only bidirectional tori, in which direct message transmission is possible in either direction between neighboring nodes. Figures 1(a) and (b), respectively, show the physical links associated with a 2D unidirectional torus and a 2D bidirectional torus. Also shown in each gure are the paths taken by two example unicast messages, one from source node (0; 0) to destination node (2; 1), and another from source node (0; 2) to destination node (3; 1).
Second, in order to reduce network latency and minimize bu er requirements, these systems use the wormhole routing switching strategy 4]. In wormhole routing, a packet is divided into a number of its for transmission. The header it of a packet governs the route, and the remaining its follow in a pipeline fashion, occupying small it bu ers located at routers. The pipelining e ect of wormhole routing reduces the e ect of path length on network latency 3]. Wormhole routing has been adopted in many new generation MPCs, including the Cray T3D (3D torus); the MIT Jmachine (3D mesh); the nCUBE-2 and nCUBE-3 (hypercube); and the Intel Paragon (2D mesh). Third, these systems use the deterministic dimension-ordered routing algorithm, which sends messages through dimensions in monotonically increasing (alternatively, decreasing) order. Routing in a particular dimension is always completed before routing in the next dimension begins. The paths shown in Figure 1 result from dimension-ordered routing.
The fourth property of the torus networks considered in this paper is that they use virtual channels 5] in order to prevent deadlock. Each virtual channel has its own it bu er, control, and data path. For wormhole routing in bidirectional torus networks, three sets of (unidirectional) virtual channels are required: p-channels, l-channels, and h-channels. The virtual channels along a single dimension, d, of a bidirectional torus with even width, k, are illustrated in Figure 2 . The situation is similar when k is odd.
The nal distinguishing characteristic of the class of architectures considered in this paper concerns the channel capacity between each node and the network. The number of internal channels, connecting each router to its local processor/memory, de nes the port model. (The external channels connect each router to neighboring routers, de ning the network topology.) Figure 3 depicts nodes in 2D and 3D torus networks. Here we consider systems with the all-port communication architecture, where each node possesses exactly as many internal channels as external channels. A major consequence of an all-port architecture is that the local processor may transmit (receive) multiple messages simultaneously.
Most commercial wormhole-routed networks presently use one-port architectures. The notable exception is the nCUBE-2, an all-port wormhole-routed hypercube. Our experiences with that system have shown that its all-port architecture allows considerable over-
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c dp (k−1) Figure 2 . Virtual channels in one dimension of a bidirectional torus lap among messages sent in succession from a given node, even though the startup latency is relatively high. Our objective in this project is to explore the potential bene ts of an all-port communication architecture to the performance of unicast-based collective operations. For a given system, the performance gain can then be weighed against the expense of the additional hardware in order to determine whether a multipleport architecture is cost-e ective. De nition 1 A set of dominating nodes D in a direct network is a subset of nodes such that every node in the network is either in D or is a neighbor of at least one node in D. Figure 4 illustrates the concept of node domination in a 5 5 2D torus. Figure 4 (a) gives an abstract representation of the network. Each node is shown as a square, which is intended to represent a router with the functionality as described in the previous section. The edges between nodes in Figure 4 represent the virtual channel architecture shown Figure 2 . Figure 4(b) shows a set of ve dominating nodes for the 5 5 torus. The pattern of messages between dominating nodes and neighboring nodes is depicted with bold arrows. As illustrated, these ve dominating nodes can send a message to the remaining 20 nodes in a single step by having each send to its four neighbors. Figure 4 (b), can dominate the remaining 20 nodes in a 5 5 2D torus. Although some of the messages traverse more than one channel, the pipelining e ect of wormhole routing implies that the ve extended dominating nodes (EDN) can deliver a message to the remaining nodes in a single messagepassing step. Since the con guration shown in Figure 4 (c) uses ve dominating nodes, it presents no particular advantage over the con guration in Figure 4 (b). However, we shall later see that in other networks, the use of multiple-hop dominating paths is important to reducing the number of message-passing steps needed to implement broadcast.
In order to model multiple steps of a broadcast algorithm, we need to formally de ne the concept of levels of extended dominating sets. Henceforth, an EDS of a set of nodes X in a direct network will also be referred to as a level-1 EDS of X. For completeness, a level-0 EDS of a set X is just X itself.
De nition 3 Consider an all-port wormhole-routed direct network with node set V , a routing algorithm R, a set X V , and a set D i X. The set D i is a level-i extended dominating set of X if and only if D i is a level-1 EDS of a level-(i?1) EDS of X.
EDN Broadcast Algorithms
An important step in the development of an EDN broadcast algorithm is the selection of the EDN con guration, that is, the pattern of EDNs that will be used in a recursive manner. We might initially consider using the EDN con guration of a 5 5 torus, since it possesses the property that only ve level-1 EDNs are required to dominate the other nodes, and that all ve EDNs use their entire set of outgoing channels in doing so. However, we observe that at least three message passing steps are needed for broadcasting in a 5 5 torus. We would rather base our algorithm on a more e cient \building block," such as a 4 4 torus.
2D Torus Networks
As shown in Figure 5 , it is possible to perform broadcast in a 4 4 torus in two message-passing steps under XY routing by having the source deliver the message to three other level-1 EDNs, which deliver the message to the remaining nodes. In this case, the source is a level-2 EDN of all the nodes in the network. Figure 5 . Two-step broadcast in 4 4 torus. There are actually many EDN con gurations that could be used to implement two-step broadcast in a 4 4 torus. The message-passing patterns shown in Figure 5 are particularly important because they can be used to design broadcast algorithms for larger networks as well. The pattern in Figure 5 (a) is referred to as a Y-pattern, and the pattern in Figure 5(b) is referred to as a T-pattern. Figure 6 shows an abstract representation of these patterns, which are used to identify the EDNs at each level for a given network. The Y -pattern is used by a level-t EDN to send a message to three level-(t ? 1) EDNs. The T-pattern is used by four level-(t ? 1) EDNs to send a message to twelve level-(t ? 2) EDNs.
In a torus, the paths may traverse wraparound channels. Associated with each instantiation of a pattern is a parameter , which represents the relative distance between the source and destination of each message. Also, since the torus is a symmetric topology, exactly the same patterns are used regardless of the location of the source node. Figure 7 shows the rst two message-passing steps of an EDN broadcast operation in a 16 16 torus. The parameter for both steps is 16=4 = 4. A second fY Tg phase, with = 1, is required to complete the broadcast. We should emphasize that each fY Tg-pattern in the second phase does not necessarily operate within a square 4 4 subnetwork, as was naturally the case in the 4 4 torus shown in Figure 5 . Rather, the patterns are exactly as shown in Figure 6 with = 1 and wraparound channels used only as necessary. Figure 7 shows three level-1 EDNs and the twelve level-0 EDNs that will be reached from node C in the second phase.
In order to implement broadcast in a network of size (4 k 2) (4 k 2), we need to de ne a new messagetransmission pattern. The F-pattern, shown in Figure 8 , is so named because the pattern forms a letter`F' rotated 90 counter-clockwise. As mentioned The canonical example of F-pattern usage is broadcast in an 8 8 torus, illustrated in Figure 9 . The entire broadcast procedure is denoted as fY TFg. The parameter for both the Y and T patterns is 8=4 = 2, while = 1 for the F-pattern. The operation of the F-pattern is illustrated in Figure 9 (c), where it is used by the 16 EDNs holding the message to send to the remaining nodes in the network.
To broadcast can be denoted as fY Tg k F and completes in 2k + 1 steps. Due to the symmetry of the torus, the number of steps needed for broadcast and the message passing patterns are independent of the location of the source node. Here, we have considered only those networks built from 4 4 networks. However, the EDN approach can be applied to tori of other shapes and sizes. Finally, due to the structure of the transmission patterns, the constituent unicast messages of an EDN broadcast will not contend for channels. By avoiding channel-contention, the time required to execute the operation is reduced.
3D Torus Networks
We now brie y describe the procedure for implementing EDN broadcast in 3D torus networks. As shown in Figure 10 (a), a source node located in position (0; 0; 0) Figure 10. EDN con gurations in 3D torus networks in a network of size 4 4 7 can simultaneously send a message to six other nodes, one located in each of the XY-planes other than its own. The broadcast process then proceeds in a divide-and-conquer manner, with each node holding the message performing a local broadcast within its XY-plane using the 2D broadcast algorithm described earlier. Because the torus topology is symmetric, this method is applicable for any source node. For networks in which the width of the Z dimension is greater than 7, additional strategies are needed. The main rule is to avoid the use of the wraparound channels in all but the rst message-passing step. Figure 10(b) shows an example in which a single node sends to one node in each of the other planes without using wraparound channels in the Z dimension.
We combine these two types of communication patterns to form the initial phase of our 3D torus broadcasting algorithm. Suppose that the source node is located in the Z = 0 plane. If the width of the Z dimension is greater than 7, then the network is rst partitioned into at most 7 zones, with the XY-planes in the network partitioned among the zones as evenly as possible. In the rst message-passing step, the source node sends a copy of the messages to one node in each zone. Subsequently, each receiving node acts as a new source node, using the method depicted in Figure 10 (b) to partition its own zone into at most six sub-zones. Continuing in a recursive fashion, each sub-zone is further partitioned until the sub-unit is only a single XY-plane, in which case the node holding the message delivers it to the other nodes in the plane according to the 2D torus broadcast algorithm described earlier. Due to the physical partitioning of the network in the Z dimension, this broadcast method avoids channel contention among the constituent messages.
Combining this approach with the results for 2D torus networks, the number of message-passing steps required to perform broadcast in a (4 2 k ) (4 2 k ) z torus network is: 
Performance
In order to evaluate the EDN broadcast approach, we compare its performance to that of an algorithm based on so-called recursive doubling, in which the number of nodes holding the message is doubled in each step. The U-torus algorithm 6] was designed for the general case of multicast in one-port n-dimensional tori, and can also be used for the special case of broadcast.
Number of Message-Passing Steps
Since the U-torus algorithm doubles the number of nodes that hold the message in each step, it is optimal when executed on one-port architectures, requiring dlog 2 (N)e steps to complete a broadcast operation in an N-node network. When executed on an all-port torus, however, the U-torus algorithm will often fail to take advantage of that architectural property, resulting in more message-passing steps than necessary. In fact, the number of steps is still dlog 2 (N)e.
A simple theoretical lower bound on the number of message-passing steps required for broadcast in an ndimensional torus is dlog 2n+1 (N)e. In many cases, this bound may not be achievable because of the limitations imposed by deterministic routing. Figure 11 (a) compares the broadcast latency (in message-passing steps) of the EDN algorithm and the U-torus algorithm for torus networks of various sizes up to 3000 nodes. The advantage of the EDN algorithm is clear; the number of steps achieves the theoretical lower bound in many cases and is at most one step away from the lower bound in other cases. Figure 11(b) compares the maximum broadcast latency (in message-passing steps) of the EDN algorithm and the U-torus algorithm for torus networks of various sizes up to 20,000 nodes. Again, the EDN algorithm again is close to, and in many cases equal to, the lower bound.
Simulation Study
In order to compare the algorithms while accounting for system characteristics, a simulation study was conducted using a tool, MultiSim 7] . MultiSim was used to simulate broadcast operations in 2D torus of di erent sizes. For a given message length, a large number of di erent source nodes were selected at random to perform the broadcast operation. The maximum latencies were measured and then averaged over these samples. The simulated channel rate was 0.5 microseconds per byte, a relatively modest rate consistent with the nCUBE-2, The results of the simulation study have been veri ed against the previous analysis. Figure 12 compares the two algorithm across di erent message lengths (128 bytes to 2048 bytes) in a 4 4 torus and a 32 32 torus. In Figure 12 (a), the sending latency and the receiving latency are both set to 0. In Figure 12 (b), the sending latency and the receiving latency are both set to 100 microseconds. In both cases, the advantage of the EDN approach is signi cant. Although the U-torus algorithm will sometimes happen to take advantage of the all-port architecture, the EDN algorithm achieves better performance because it is designed speci cally to exploit the all-port architecture.
Related Work
The work most closely related to that presented in this paper was done by Park et al 8] for all-port circuit-switched torus networks. In 8], an algorithm is presented that takes advantage of the distance- insensitivity of wormhole routing and an all-port architecture. As with the EDN algorithm, the algorithm recursively constructs a broadcast tree, although the method is not explicitly based on dominating sets. Approximation algorithms are presented for 2D and 3D tori with broadcasting times of log 4 5 and log 6 7, respectively, of the optimal times. However, the assumptions about the architecture are quite di erent than those presented in this paper. Most importantly, since circuit switching is assumed instead of wormhole routing, the algorithms in 8] need not address the issues of contention and deadlock under dimension-ordered routing, both of which had to be explicitly accounted for in the development of the EDN broadcast algorithm.
In work similar to that of Park et al, Peters and Syska 9] developed broadcast algorithms for circuitswitched 2D torus networks. Besides circuit-switched technique, they also explore the possibility of store- and-forward broadcasting with pipelining and arcdisjoint broadcast tree.
By formally de ning the concept of extended dominating sets, the work presented in this paper provides a general model for systematically developing broadcast algorithms for all-port wormhole-routed 2D and 3D torus networks that use dimension-ordered routing. The general concept of extended dominatingnodes could also be applied to circuit-switched networks. In this sense, the algorithms presented in 8, 9], which address an important class of special cases, are encompassed by the EDN model.
Conclusions
Broadcast, as one of the most fundamental collective communication operations, is highly demanded in parallel applications that are implemented on massively parallel computers. In this paper, a communication model has been described that uses the concept of dominating sets to e ciently implement broadcast in allport wormhole-routed torus networks.
Several collective communication operations in mesh-like systems may bene t from use of the extended dominating set concept, including general multicast, reduction, all-to-all broadcast, scatter, gather, and total exchange 2]. Investigation of such issues constitute our present research activities in this area.
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