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A TRAJECTORIAL INTERPRETATION OF THE DISSIPATIONS OF
ENTROPY AND FISHER INFORMATION FOR STOCHASTIC
DIFFERENTIAL EQUATIONS
BY JOAQUIN FONTBONA1 AND BENJAMIN JOURDAIN2
Universidad de Chile and Université Paris-Est
The dissipation of general convex entropies for continuous time Markov
processes can be described in terms of backward martingales with respect
to the tail filtration. The relative entropy is the expected value of a back-
ward submartingale. In the case of (not necessarily reversible) Markov dif-
fusion processes, we use Girsanov theory to explicit the Doob–Meyer de-
composition of this submartingale. We deduce a stochastic analogue of the
well-known entropy dissipation formula, which is valid for general convex
entropies, including the total variation distance. Under additional regularity
assumptions, and using Itô’s calculus and ideas of Arnold, Carlen and Ju,
we obtain moreover a new Bakry–Emery criterion which ensures exponential
convergence of the entropy to 0. This criterion is nonintrinsic since it depends
on the square root of the diffusion matrix and cannot be written only in terms
of the diffusion matrix itself. We provide examples where the classic Bakry–
Emery criterion fails, but our nonintrinsic criterion applies without modifying
the law of the diffusion process.
Introduction. We are interested in the long-time behavior of solutions to the
stochastic differential equation
dXt = σ(Xt) dWt + b(Xt) dt,(0.1)
where b :Rd →Rd , σ :Rd →Rd⊗d ′ and W = (Wt , t ≥ 0) is a standard Brownian
motion in Rd ′ .
If (0.1) admits a reversible probability measure, the celebrated Bakry–Emery
curvature dimension criterion, which involves the generator, the carré du champs
and the iterated carré du champs, is a sufficient condition for this reversible mea-
sure to satisfy a Poincaré inequality and a logarithmic Sobolev inequality. From
these inequalities, one can, respectively, deduce exponential convergence to 0 as
t → ∞ of the chi-square distance or the relative entropy between the marginal at
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time t of the process and its reversible measure. These results have been extended
to more general entropy functionals; see, for instance, [2].
In general, even when the stochastic differential equation (0.1) admits an in-
variant probability measure, this measure might be not reversible. It is well known
from both a probabilistic point of view [13] and the point of view of partial differ-
ential equations [1] that a contribution in the drift term, antisymmetric with respect
to the invariant measure, may accelerate convergence to this invariant measure as
t → ∞.
Throughout this paper, we assume
(H0) U : [0,∞)→R is a convex function such that infU >−∞,
and we consider the U -entropy of a probability measure p on a measurable space
(E,E), with respect to another probability measure q on (E,E), defined by
HU(p|q)=
⎧⎨⎩
∫
Rd
U
(
dp
dq
(x)
)
dq(x), if p  q,
+∞, otherwise.
The particular cases U(x) = 1x>0x ln(x) and U(x) = (x − 1)2, respectively, cor-
respond to the usual entropy and the χ2-distance. For U(x) = |x − 1|, HU(p|q)
coincides with the total variation distance when p  q . Notice that U is continu-
ous on (0,+∞) and that U(0)≥ limx→0+ U(x).
The primal goal of this work is to recover, by arguments using Itô’s stochastic
calculus, the results of [1] and [2] about the long-time behavior of the U -entropy
of the law of Xt with respect to the invariant measure. Our approach is based
on the following simple remark, valid for an arbitrary (possibly nonhomoge-
neous) continuous-time Markov process (Xt : t ≥ 0) with values in a measurable
space (E,E).
If we denote:
• by Pt and Qt the time marginal laws of Xt when the initial laws are P0 and Q0,
respectively, and
• by (XPt )t≥0 and (XQt )t≥0 realizations of the process (Xt) with X0, respectively,
distributed according to P0 and Q0,
then, as soon as HU(Pt |Qt) <+∞ for some t ≥ 0, one has Ps Qs for all s ≥ t ,
and the process (
U
(
dPs
dQs
(
XQs
)))
s≥t
is a backward Fs-submartingale with respect to the filtration Fs := σ(XQr , r ≥ s).
In fact, it is easily deduced from the Markov property that if Pt  Qt for some
t ≥ 0, then the law of (XPr )r≥t is absolutely continuous with respect to the one
of (XQr )r≥t and moreover, Ps  Qs for all s ≥ t with ( dPsdQs (X
Q
s ))s≥t a backward
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martingale with respect to the filtration Fs . Jensen’s inequality ensures that t →
HU(Pt |Qt) is nonincreasing and implies the remark.
The convergence of the U -entropy
HU(Ps |Qs) = E
((
U
(
dPs
dQs
(
XQs
))))
(0.2)
−→
s→∞ E
(
U
(
E
(
dPt
dQt
(
X
Q
t
)∣∣∣ ⋂
s≥0
Fs
)))
<∞
is then deduced from the a.s. convergence of dPs
dQs
(X
Q
s ) to E( dPtdQt (X
Q
t )|⋂s≥0Fs)
[the fact that for r ≥ t , dPr
dQr
(X
Q
r ) = 0 a.s. on the set {E( dPtdQt (X
Q
t )|⋂s≥0Fs) = 0}
permits to cope with the possible discontinuity of U at 0].
The first section of the paper is dedicated to time-inhomogeneous Markov dif-
fusions given by the stochastic differential equation
dXt = σ(t,Xt) dWt + b(t,Xt ) dt,(0.3)
where b :R+ × Rd → Rd , σ :R+ × Rd → Rd⊗d ′ . Under assumptions that guar-
antee that for both initial laws, the time-reversed processes are still diffusions, we
use Girsanov theory to make explicit the Doob–Meyer decomposition of the sub-
martingale (U( dPs
dQs
(X
Q
s )))s≥t . In this way, we obtain a stochastic analogue of the
well-known entropy dissipation formula, valid for general convex entropies (in-
cluding total variation). Taking expectations in this formula, we recover the well-
known fact that the U -entropy dissipation is equal to the U -Fisher information.
The proofs of the main results of this section are given in Appendix A.
It should be noticed that the idea of considering a trajectorial interpretation of
entropy to obtain functional inequalities is not new, at least for reversible diffu-
sions; see, for example, the work of Cattiaux [5] whose results are nevertheless of
quite a different nature. However, even in the reversible case, time reversal of a
diffusion starting out of equilibrium modifies the dynamics of the diffusion. The
backward martingale approach takes this fact into account and moreover permits
the use of Itô’s calculus under less regularity than is a priori needed when work-
ing in the forward time direction. Its interest thus goes beyond the treatment of
nonreversible situations.
In the second section, we further suppose that the stochastic differential equa-
tion is time-homogeneous [i.e., of the form (0.1)] and that it admits an invariant
probability distribution that is chosen as the initial law Q0. Under additional reg-
ularity assumptions, and using Itô’s calculus and some ideas similar to those of
Arnold, Carlen and Ju [1], we obtain a new Bakry–Emery criterion which ensures
exponential convergence of the U -Fischer information to 0 and therefore expo-
nential convergence of the U -entropy to 0. In addition, under this criterion, the
invariant measure satisfies a U -convex Sobolev inequality. This criterion is nonin-
trinsic: it depends on the square root σ of the diffusion matrix a = σσ ∗ and cannot
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be written only in terms of the diffusion matrix itself, whereas, under mild regu-
larity assumptions on b and a, the law of (Xt)t≥0 solving (0.1) is characterized
by the associated martingale problem only written in terms of a and b. The main
results of this section are proved in Appendix B. In Appendix C, we point out that
our approach allows us to recover the results and criterion provided in [1]. We also
highlight the difference between the arguments leading to each of the two criteria.
Additionally, we provide a combined criterion.
Finally, we provide in the third section two examples where the classic Bakry–
Emery criterion fails, but our nonintrinsic criterion ensures exponential conver-
gence to equilibrium without modifying the law of the diffusion process.
As future work, we plan to investigate how to choose the square root σ of the
diffusion matrix in order to maximize the rate of exponential convergence to equi-
librium given by our nonintrinsic Bakry–Emery criterion.
Throughout this work, we use the convention of summation over repeated in-
dexes.
1. Entropy dissipation for diffusion processes. From now on we assume
that (Xt , t ≥ 0) is a Markov diffusion process which satisfies the stochastic differ-
ential equation
dXt = σ(t,Xt) dWt + b(t,Xt) dt,(1.1)
where W = (Wt , t ≥ 0) is a standard Brownian motion in Rd ′ and b :R+ ×Rd →
Rd , σ :R+ × Rd → Rd⊗d ′ are mesurable coefficients satisfying conditions that
will be specified below.
For P0 and Q0 two probability measures on Rd , we now denote by (XPt )t≥0
and (XQt )t≥0 two solutions of (1.1) with X0, respectively, distributed according to
P0 and Q0. For t ≥ 0, the law of XPt (resp., XQt ) is denoted by Pt (resp., Qt ).
Our first goal is to explicitly describe the backward submartingale U( dPs
dQs
(X
Q
s ))
when P0  Q0 and, as a byproduct, the decrease of its expectation HU(Ps |Qs).
In a way, this backward-in-time approach to entropy is converse to Föllmer’s ap-
proach to the study of time reversal of diffusion processes [8] (see [9] for the
infinite-dimensional case) based on the stability under time reversal of the usual
pathwise entropy. The latter corresponds to U(r)= r ln r in Remark 1.1 below.
We fix a finite time-horizon T ∈ (0,+∞) in order to work with standard (for-
ward) filtrations by time reversal in [0, T ]. Let us introduce some notation:
• QT (resp., PT ) will denote the law of the time reversed processes (XQT−t )t≤T
[resp., (XPT−t )t≤T ] on the canonical space C([0, T ],Rd).
• Throughout the sequel, ET will denote the expectation under the law QT .
• (Yt )t≤T stands from now on for the canonical process on C([0, T ],Rd), and
Gt = σ(Ys,0 ≤ s ≤ t) denotes its natural (complete, right continuous) filtration.
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Whenever P0  Q0, by the Markov property we have PT  QT with dPTdQT =
dP0
dQ0
(YT ), and
Dt
def= dP
T
dQT
∣∣∣∣Gt =
dPT−t
dQT−t
(Yt ), 0 ≤ t ≤ T(1.2)
is a QT −Gt martingale. Moreover, HU(Ps |Qs) <+∞ for s ∈ [0, T ] if and only if
(U(Dt))0≤t≤T−s is a uniformly integrable QT − Gt submartingale, in which case
one has
HU(Pt |Qt)= ET (U(DT−t )) for all t ∈ [s, T ].
REMARK 1.1. If HU(P1|P2) denotes the pathwise U -entropy of a probability
measure P1 on C([0, T ],Rd) with respect to a second probability measure P2,
HU(P1|P2) :=
⎧⎨⎩
∫
C([0,T ],Rd )
U
(
dP1
dP2
(w)
)
dP2(w), if P1  P2,
+∞, otherwise,
we easily deduce that
HU(P0|Q0)=HU (law(XPt : 0 ≤ t ≤ T )| law(XQt : 0 ≤ t ≤ T ))
=HU (PT |QT ).
In order to use Itô calculus to obtain the explicit form of the Girsanov density
Dt as a Q
T − Gt martingale, and then deduce the Doob–Meyer decomposition of
the submartingale U(Dt), we will assume that the Markov processes (XQT−t , t ≤
T ) and (XPT−t , t ≤ T ) are diffusion processes as well. Conditions ensuring this
fact have been studied in Föllmer [8], in Hausmann and Pardoux [11], in Pardoux
[18] and in Millet, Nualart and Sanz [17] among others, who in particular provide
the semimartingale decomposition of (XQT−t , t ≤ T ) in its filtration. We recall in
Theorem 1.2 below the general results in [17] in a slightly more restrictive setting.
The following conditions are needed:
(H1) For each T > 0, supt∈[0,T ](|b(t,0)| + |σ(t,0)|) < +∞ and for every
A> 0 there is a constant KT,A > 0 such that
∣∣b(t, x)− b(t, y)∣∣+ d ′∑
i=1
∣∣σ•i (t, x)− σ•i (t, y)∣∣≤KT,A|x − y|
∀t ∈ [0, T ],∀x, y ∈ B(0,A),
where σ•i denotes the ith column of the matrix σ and B(0,A) is the ball
of radius A> 0 centered at the origin in Rd . Moreover:
136 J. FONTBONA AND B. JOURDAIN
(H1)′ the constants KT,A do not depend on A, or
(H1)′′ for each s ≥ 0, equation (1.1) starting at time s is strictly con-
servative, and for any bounded open set D ⊂Rd ,
sup
x∈D
sup
s∈[0,T ]
E
{
exp
[∫ T
s
[
4Bs,t (x)+ 8
∑
j
∣∣Ajs,t (x)∣∣2]dt]}<∞,
where
Bs,t (x)=
[
d∑
i,k=1
∂ibk
(
t,Xs,t (x)
)2]1/2
,
A
j
s,t (x)=
[
d∑
i,k=1
∂iσkj
(
t,Xs,t (x)
)2]1/2
and Xs,t (x) denotes the solution to (1.1) starting from x at time s < t .
(H2)Q For each t > 0, the law Qt(dx) of XQt has a density qt (x) with respect to
Lebesgue measure.
(H3)Q Setting aij = (σσ ∗)ij , for each i = 1, . . . , d the distributional derivative
∂j (aij (t, x)qt (x)) is a locally integrable function on [0, T ] ×Rd :∫ T
0
∫
D
∣∣∂j (aij (t, x)qt (x))∣∣dx dt <∞
for any bounded open set D ⊂Rd .
For (t, x) ∈ [0, T ] ×Rd we write:
• a¯ij (t, x) := aij (T − t, x), i, j = 1, . . . , d ,
• b¯Qi (t, x) := −bi(T − t, x) + ∂j (aij (T−t,x)qT−t (x))qT−t (x) [with the convention that the
term involving 1
qT−t (x) is zero when qT−t (x) is zero]
and notice that b¯Q(t, x) is defined dt ⊗ dx a.e. on [0, T ] × Rd under assump-
tion (H3)Q.
THEOREM 1.2. Assume that (H1) and (H2)Q hold.
(a) Suppose moreover (H3)Q. Then QT is a solution to the martingale prob-
lem
(MP)Q :M
f
t := f (Yt )− f (Y0)
−
∫ t
0
1
2
a¯ij (s, Ys)∂ijf (Ys)+ b¯Qi (s, Ys)∂if (Ys) ds,
t ∈ [0, T ],
is a continuous martingale with respect to the filtration (Gt ) for all f ∈ C∞0 (Rd).
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(b) Let b˜ :R+ ×Rd →Rd and σ˜ :R+ ×Rd →Rd⊗d ′ be measurable functions
such that
∫ T
0
∫
D |a˜ij (t, x)|+|b˜i(t, x)|qT−t (x) dx dt <∞ for any bounded open set
D ⊂ Rd . Assume moreover that QT is a solution to the martingale problem with
respect to (Gt ) for the generator Lt f (x) = 12 a˜ij (t, x)∂ijf (x) + b˜i (t, x)∂if (x).
Then (H3)Q holds, b˜ = b¯ and a˜ = a¯.
PROOF. According to Theorem 3.3 in [17], under (H1), (H2)Q and (H3)Q,
(M
f
t )t∈[0,T ) is a continuous Gt -martingale under QT . When f is C∞ on Rd and
vanishes outside B(0,A), we have
ET
(∫ T
0
∣∣b¯Qi (s, Ys)∣∣∣∣∂if (Ys)∣∣ds)
≤ sup
B(0,A)
|∇f |
(
T sup
[0,T ]×B(0,A)
∣∣b(s, x)∣∣(1.3)
+
∫
[0,T ]×B(0,A)
d∑
i=1
∣∣∂j (aij (s, x)qs(x))∣∣ds dx
)
,
where the right-hand side is finite under (H1) and (H3)Q. This implies that
ET (|MfT |) < +∞, and together with (H1), that (Mft )t∈[0,T ] is a continuousGt -martingale under QT . Part (b) follows from Theorem 3.3 in [17]. 
Assume (H1), (H2)P , (H2)Q, (H3)P and (H3)Q. Then, under (MP)Q and
(MP)P , the process Yt is, respectively, a weak solution to the SDEs
dXt = σ¯ (t,Xt ) d Wt + b¯Q(t,Xt) dt, t ∈ [0, T ](1.4)
and
dXt = σ¯ (t,Xt ) dW˜t + b¯P (t,Xt) dt, t ∈ [0, T ],
where σ¯ (t, x)= σ(T − t, x) and W and W˜ are d ′-dimensional Brownian motions
in possibly enlarged probability spaces. If for all t > 0, x → pt(x) and x → qt (x)
are strictly positive and differentiable, then the difference between the drift terms
of the two equations is given by
b¯Pi (t, x)− b¯Qi (t, x)= a¯ij (t, ·)∂j lnpT−t (x)− a¯ij (t, ·)∂j lnqT−t (x)
= a¯ij (t, x)∂j
[
ln
pT−t
qT−t
(x)
]
.
If uniqueness in law holds for the second stochastic differential equation, then the
simplest form of Girsanov theorem allows us to deduce that
Dt = pT
qT
(Y0) exp
{∫ t
0
∇∗
[
ln
pT−t
qT−t
(Yt )
]
σ¯ (t, Yt ) d Wt
− 1
2
∫ t
0
∇∗
[
ln
pT−s
qT−s
]
(Ys)a¯(s, Ys)∇
[
ln
pT−s
qT−s
]
(Ys) ds
}
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(in the above equation and from now on, we denote by ∇∗ the transpose of the
gradient). However, in the general case when qt (x) or pt(x) may vanish and are
possibly not differentiable, it is not clear what sense should be given to the deriva-
tives above. If the diffusion matrix is singular, neither is it clear that the difference
of drift terms b¯Q and b¯P (defined by means of distributional derivatives) is in the
range of the diffusion matrix, which is required in order to use Girsanov theorem.
The problem of finding Dt in the general case is reminiscent of and, somehow,
reciprocal to the stochastic construction of Nelson processes, where QT and the
possibly singular difference of drift terms are given, and one aims to construct PT ;
see, for instance, [6]. The following technical lemma answers the question in the
most general situations covered by Theorem 1.2. Its proof, not hard but lengthy,
relies on Girsanov theory in the absolutely continuous setting and is given in the
Appendix A.1. Recall that an element P0 ∈ M of a given set M of probability
measures in C([0, T ],Rd) is said to be extremal if P0 = αP1 + (1−α)P2 for some
P1,P2 ∈M and α ∈ (0,1) implies P0 = P1 = P2.
LEMMA 1.3. Assume that (H1), (H2)Q, (H3)Q and (H3)P hold, with
P0  Q0, and let ptqt (x) be the Radon–Nikodym derivative of pt(x) dx dt w.r.t.
qt (x) dx dt on [0, T ] ×Rd . Then:
(a) there exists a measurable function in [0, T ] × Rd → Rd denoted (t, x) →
∇ ln[pt
qt
](x) such that
b¯P (t, x)− b¯Q(t, x)= a¯(t, x)∇
[
ln
pT−t
qT−t
(x)
]
, pT−t (x) dx dt a.e.
(b) Define qt (x) dx dt a.e. in [0, T ] ×Rd the function (t, x) → ∇[ptqt ](x) by
∇
[
pt
qt
]
(x) := pt
qt
(x)∇
[
ln
pt
qt
]
(x),
and assume moreover that QT is an extremal solution to the martingale prob-
lem (MP)Q. Then the QT -(Gt ) martingale (Dt)t∈[0,T ] introduced in (1.2) has a
continuous version (denoted in the same way) satisfying
Dt = pT
qT
(Y0)+
∫ t
0
Ds∇ ln
[
pT−s
qT−s
]
(Ys)1s<R · dMs
= pT
qT
(Y0)+
∫ t
0
∇
[
pT−s
qT−s
]
(Ys)1{(pT−s/qT−s )(Ys)>0} · dMs,
where Mt = (Mit )di=1 are the continuous local martingales w.r.t. QT and (Gt ) de-fined by
Mit := Y it − Y i0 −
∫ t
0
b¯
Q
i (s, Ys) ds, t ∈ [0, T ],
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and R is the (Gt )-stopping time R := inf{s ∈ [0, T ] :Ds = 0}. Moreover, QT a.s.,
one has
〈D〉t =
∫ t
0
∇∗
[
pT−s
qT−s
]
(Ys)a¯(s, Ys)∇
[
pT−s
qT−s
]
(Ys)1s<R ds ∀t ∈ [0, T ].
From the proof of Lemma 1.3 it will be clear that if pt and qt are everywhere
strictly positive and of class C1, (t, x) → ∇[pt
qt
](x) and (t, x) → ∇ ln[pt
qt
](x) can
be, respectively, taken to be the usual gradient and gradient of the logarithm of pt
qt
.
We now introduce the notation U ′− and U ′′(dy) for the left-hand derivative of
the restriction of the convex function U : [0,∞)→R to (0,+∞) and the nonneg-
ative measure on (0,+∞) equal to the second order distribution derivative of this
restriction.
We are ready to state the main result of this section:
THEOREM 1.4 (Stochastic U -entropy dissipation). Let Q0 and P0 be proba-
bility measures on Rd such that
HU(P0|Q0) <∞,
and assume that (H1), (H2)Q, (H3)Q and (H3)P hold. Suppose moreover that
QT is an extremal solution to the martingale problem (MP)Q.
Then the submartingale (U(Dt))t∈[0,T ] has the Doob–Meyer decomposition
U(Dt)= U(D0)+
∫ t
0
U ′−(Ds)∇
[
pT−s
qT−s
]
(Ys)1s<R · dMs
(1.5)
+ 1
2
∫
(0,+∞)
Lrt (D)U
′′(dr)− 1{0<R≤t}U(0) ∀t ∈ [0, T ]
where R := inf{s ∈ [0, T ] :Ds = 0}, U(0) = limx→0+ U(x) − U(0) ≤ 0 and
Lrt (D) denotes the local time at level r ≥ 0 and time t of the continuous version of
the martingale (Ds)s∈[0,T ].
In particular, if U is continuous on [0,+∞) and C2 on (0,+∞), one has
U(Dt)= U(D0)+
∫ t
0
U ′(Ds)∇
[
pT−s
qT−s
]
(Ys)1s<R · dMs
+ 1
2
∫ t
0
U ′′
(
pT−s
qT−s
(Ys)
)(
∇∗
[
pT−s
qT−s
]
a¯(s, ·)∇
[
pT−s
qT−s
])
(Ys)1s<R ds(1.6)
∀t ∈ [0, T ].
Theorem 1.4 is proved in Appendix A. We next briefly discuss some of its as-
sumptions and then state some consequences.
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REMARK 1.5. (a) By Theorem 3.1 in [11], conditions (H2)Q and (H3)Q
hold under condition (H1)′ if Q0 has a density q0 w.r.t. the Lebesgue measure s.t.∫
Rd
q20 (x) dx
1+|x|k <+∞ for some k > 0 and either
∀T > 0,∃ε > 0,∀(t, x) ∈ [0, T ] ×Rd a(t, x)= σσ ∗(t, x)≥ εId
or the second-order distribution derivatives ∂2aij
∂xi ∂xj
(t, x) are bounded on [0, T ] ×
Rd for each T > 0 (by Theorem 3.1, page 1199 of [11], the latter conditions imply
that (A)(ii) on page 1189 and thus Theorem 2.1 therein hold). In particular, under
(H1)′ and the previous conditions, (H2)P and (H3)P also hold if, for instance,
P0 Q0 and dP0dQ0 has polynomial growth.
(b) Condition (H1)′′ introduced in [17] allows us to include in our study the
fundamental examples of Langevin diffusions with a(x)= Id and b(x)= −∇V (x)
for a nonnegative C2 potential V , possibly superquadratic, but satisfying⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
lim sup
|x|→∞
−x∗∇V (x)
|x|2 <+∞, lim sup|x|→∞
V
|∇V |2 (x) < 2,
lim sup
|x|→∞
√
∂ikV ∂ikV
V
(x)= 0.
(1.7)
See Section A.5 for a proof of this fact.
(c) Extremality of the solution QT to the martingale problem (MP)Q is implied
by pathwise uniqueness for the stochastic differential equation (1.4). In the relevant
case when σ and b in (1.1) are time-homogeneous and (0.1) admits an invariant
density p∞(x) > 0, for the choice Q0(dx) = p∞(x) dx, equation (1.4) takes the
form
dXt = σ(Xt) dWt +
(
∂j (a•jp∞)
p∞
(Xt)− b(Xt)
)
dt, t ∈ [0, T ].
Pathwise uniqueness for this SDE can be proved under (H1) by a standard argu-
ment using localization, Itô’s formula and Gronwall’s lemma, whenever the func-
tion − ∂j (a•j p∞)
p∞ is the sum of a locally Lipschitz function and a monotone function.
This is, for instance, the case when a = Id and p∞(x)= Ce−2V (x) for some con-
vex function V :Rd → R, or when the strictly positive density p∞ and a have
locally Lipschitz derivatives.
The proof of Theorem 1.4 will justify that expectations can be taken in (1.5)
and (1.6), yielding
COROLLARY 1.6 (U -entropy dissipation). Under the assumptions of Theo-
rem 1.4,
HU(Pt |Qt)=HU(PT |QT )−U(0)QT (0 <R ≤ T − t)(1.8)
+ 1
2
∫
(0,+∞)
ET
(
LrT−t (D)
)
U ′′(dr) ∀t ∈ [0, T ].
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If U is moreover continuous on [0,+∞) and C2 on (0,+∞), we get the well-
known expression for the entropy dissipation, ∀t ∈ [0, T ],
HU(Pt |Qt)= −HU(P0|Q0)
− 1
2
∫ t
0
∫
{(ps/qs)(x)>0}
U ′′
(
ps
qs
(x)
)
(1.9)
×
(
∇∗
[
ps
qs
]
a(s, ·)∇
[
ps
qs
])
(x)qs(x) dx ds,
with U ′′(r) now standing for the second order derivative of U at r > 0.
The particular case U(x) = |x − 1| of the total variation distance is more in-
tricate, but we are still able to derive an analogous dissipation formula. To our
knowledge this formula is new:
COROLLARY 1.7 (Dissipation of total variation). Under the assumptions
of Theorem 1.4, suppose moreover that for a.e. t ∈ [0, T ], the functions x →
qt (x) and x → ptqt (x) are, respectively, of class C1 and C2, and there exists
a sequence (rn)n of positive numbers tending to +∞ as n → ∞, such that
limn→∞ 1rn
∫
{rn≤|x|<2rn} |a(t, x)∇[ptqt ](x)|qt (x) dx = 0. Furthermore, assume that∫ T
0
∫
Rd |∇ · [a¯(s, x)∇[pT−sqT−s ](x)qT−s(x)]|dx ds <∞. Then, ∀t ∈ [0, T ],
‖Pt −Qt‖TV
= ‖P0 −Q0‖TV(1.10)
+ 1
2
∫ t
0
∫
Rd
s˜ign
(
ps
qs
− 1
)
(x)∇ ·
[
a(s, x)∇
[
ps
qs
]
(x)qs(x)
]
dx ds,
where s˜ign(r) = −1(−∞,0)(r) + 1(0,∞)(r) and the integral is nonpositive for all
t ∈ [0, T ].
The proof is given in Appendix A.3.
REMARK 1.8. (a) Denote by Q the law of (XQt , t ≤ T ) and by E the corre-
sponding expectation. The following “forward” version of formula (1.8) holds un-
der the assumptions of Theorem 1.4 if moreover pt
qt
(Yt ) is a continuous (Gt ) semi-
martingale under Q [in particular if (t, x) → dPt
dQt
(x) has a version of class C1,2]:
HU(Pt |Qt)=HU(P0|Q0)
+U(0)Q(0 < S ≤ t)− 1
2
∫
(0,+∞)
E
(
Lrt
(
p·
q·
(Y·)
))
U ′′(dr)
∀t ∈ [0, T ],
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where S := inf{s ∈ [0, T ] : ps
qs
(Ys) > 0}. This follows from the pathwise relation
LrT
(
pT−·
qT−·
(
X
Q
T−·
))−LrT−t(pT−·qT−· (XQT−·)
)
= Lrt
(
p·
q·
(
XQ·
))
and the fact that (pT−t
qT−t (X
Q
T−t ))t∈[0,T ] is a.s. stopped upon hitting 0, by Lemma 1.3.
(b) The limit type assumption in Corollary 1.7 is not too stringent. Thanks
to (1.9) and the Cauchy–Schwarz inequality, it holds true, for instance, if the
matrix a is uniformly bounded and HU(P0|Q0) < ∞ for U(r) = (r − 1)2, since
|a∇[pt
qt
]| = sup|v|≤1(σv)∗(σ∇ ptqt )≤
√|a|
√
∇∗[pt
qt
]a∇[pt
qt
].
We end this section providing sufficient conditions in order that
limt→∞HU(Pt |Qt) = 0. The proof of the following result is differed to Ap-
pendix A.4.
PROPOSITION 1.9. Let us assume that the coefficients σ and b are time-
homogeneous and globally Lipschitz continuous. Then the semigroup associated
with the SDE (0.1) is Feller. Let us also suppose that (0.1) admits an invariant
density p∞, locally Lipschitz and bounded away from 0 and +∞, and such that∫
Rd
p2∞(x) dx
1+|x|k < +∞ for some k > 0 and that −
∂j (a•j p∞)
p∞ is the sum of a locally
Lipschitz function and a monotone function. Finally, we suppose that
∀A> 0,∃εA > 0,∀|x| ≤A a(x)≥ εAId(1.11)
with either εA not depending on A or the second-order distribution derivatives
∂aij
∂xi ∂xj
bounded on Rd . Then the tail sigma-field ⋂t≥0 σ(Xr, r ≥ t) is trivial a.s.
w.r.t. the law of (XQt )t≥0. In particular, if U(1)= 0, then as soon as HU(Ps |Qs) <
+∞ for some s <+∞, one has limt→∞HU(Pt |Qt)= 0.
REMARK 1.10. The triviality of the tail sigma-field still holds when (Xt)t≥0 is
Feller, has an invariant distribution and a strictly positive transition density ϕt(x, y)
with respect to the Lebesgue measure which is continuous in (x, y) for each t > 0.
(The continuity implies the strong Feller property, the positivity implies the er-
godicity of the invariant measure and combining both, one checks that (Xt)t≥0
is Harris recurrent. Then one concludes by Theorem 1.3.9 in [15].) Notice that
conditions ensuring the positivity and joint continuity in (x, y) of ϕt(x, y) can be
found in [10], Chapter 9, under uniform ellipticity, and in [16], Theorem 4.5, under
hypoellipticity.
2. Dissipation of the Fisher information and nonintrinsic Bakry–Emery
criterion. From this point forward, we will focus on the case when Q0(dx) =
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p∞(x) dx is a stationary probability law for the time-homogeneous Markov diffu-
sion (0.1). We denote
IU (ps |p∞)= 12
∫
{ps/p∞>0}
U ′′
(
ps
p∞
)
∇∗
[
ps
p∞
]
a∇
[
ps
p∞
]
p∞ dx
the integral that appears in the right-hand side of (1.9), and we refer to it as the
U -Fisher information.
Inspired by the famous Bakry–Emery approach, we want to compute the deriva-
tive of IU (ps |p∞) with respect to the time variable.
Throughout the sequel, we make the following assumptions:
(H4) The drift function b and the matrix σ are time-homogeneous and such
that (H1) holds. Moreover, b (resp., σ ) admits first (resp., second) order deriva-
tives which are locally α-Hölder-continuous on Rd for some α > 0.
(H5)p∞ The Markov process defined by (0.1) has an invariant density p∞(x)
and Q0(dx)= p∞(x) dx. Moreover, p∞ admits derivatives up to the second order
which are locally α-Hölder-continuous on Rd for some α > 0 and p∞(x) > 0 for
all x ∈Rd .
(H6)Tp0 The initial distribution P0 admits a probability density p0 with respect
to the Lebesgue measure. Moreover, we assume that (H2)p0 holds and that pt(x)
has spatial derivatives up to the second order for each t > 0, which are continuous
in (t, x) ∈ (0, T ] × Rd and bounded and Hölder continuous in x ∈ Rd uniformly
on [δ, T ] ×Rd for each δ ∈ (0, T ].
Let us also introduce some notation:
• We write PT∞ :=QT and b¯i := b¯Qi , i = 1, . . . , d .
• By possibly enlarging the probability space Gt − PT∞, we introduce a Brownian
motion W such that (Yt )t∈[0,T ] solves the stochastic differential equation
dYt = σ(Yt ) d Wt + b¯(Yt ) dt(2.1)
where b¯i(y)= −bi(y)+ ∂j (aij (y)p∞(y))
p∞(y)
.
By assumptions (H4) and (H5)∞, the coefficients σ and b¯ are locally Lipschitz
so that trajectorial uniqueness holds for this SDE. By the Yamada–Watanabe
theorem, one deduces that uniqueness holds for the martingale problem (MP)Q.
• We write ρt (x) := pT−tp∞ (x), t ∈ [0, T ].
Notice that (H5)p∞ implies (H2)Q for Q0(dx) = p∞(x) dx and combined
with (H4), it implies (H3)Q. Moreover (H6)Tp0 implies (H2)P and (H3)P .
Therefore the hypotheses of Theorem 1.4 hold within the present section. Notice
also that, under (H5)∞ and (H6)Tp0 , the first-order spatial derivatives of
pt
p∞ are de-
fined everywhere. Thus, we may and will assume in the sequel that Lemma 1.3(b)
and equation (1.9) hold with the standard gradient ∇ pt
p∞ . Under (H4), if moreover
a and b are bounded with a uniformly elliptic, then (H6)Tp0 holds for any com-
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pactly supported probability density p0, by [10] Chapter 9. We refer to [16] for
conditions ensuring that (H6)Tp0 holds under hypoellipticity.
To compute the dissipation of the U -Fischer information, throughout the sequel
we make the following regularity assumption on U :
(H7) The convex function U : [0,∞)→ R is of class C4 on (0,+∞), contin-
uous on [0,+∞) and satisfies U(1)=U ′(1)= 0.
The assumption that U ′(1) = 0 is inspired in the analysis on admissible entropies
developed in Arnold et al. [2] and is granted without modifying the functions
p →HU(p|p∞) and p → IU (p|p∞) by replacing U(r) by U(r)−U ′(1)(r−1) if
needed. Notice that if (H7) holds, U(r) attains the minimum 0 at r = 1 and there-
fore U ≥ 0 by convexity. Following [3], page 202 (see also [2, 7]), we introduce
an additional assumption on U ,
(H7′) ∀r ∈ (0,∞), (U(3)(r))2 ≤ 12U ′′(r)U(4)(r),
which is satisfied, for instance, by U(r)= r ln r − (r − 1) and by U(r)= (r − 1)2.
Let us recall consequences of (H7)′ pointed out in [2] (see Remark 2.3 therein)
which will be used in proving the following results.
REMARK 2.1. Condition (H7′) implies that ( 1
U ′′ )
′′ ≤ 0 at points where
U ′′ = 0. Since U ′′ ≥ 0, and excluding the uninteresting case where U ′′ identically
vanishes, the previous implies that 1
U ′′ is finite in [0,∞), and therefore that U is
strictly convex. We then deduce from (H7′) that U(4) ≥ 0 in (0,∞). By concavity
and positivity of 1
U ′′ this function is moreover nondecreasing, and we deduce that
U(3) ≤ 0 in (0,∞).
We do not assume that the entropy function U is C4 on the closed interval
[0,+∞), since we want to deal with U(r) = r ln(r) − (r − 1). This is why we
introduce some regularization Uδ indexed by a positive parameter δ: we choose
Uδ such that Uδ(r) = U(r + δ) for r ≥ 0, and Uδ is extended to a C4 function
on R. In the next proposition as well as in the remaining of the paper, we will omit
the argument (t, Yt ) in order to obtain more compact formulas.
PROPOSITION 2.2. Under (H4), (H5)p∞ , (H6)Tp0 and (H7), one has on the
time-interval [0, T ],
d
[
U ′′δ (ρ)∇∗ρa∇ρ
]= tr(δ)dt +U ′′δ (ρ)θ¯ dt + dM̂(δ)
with tr(δ)≥ 0 under (H7)′
and where M̂(δ)t =
∫ t
0 ∂k[U ′′δ (ρ)∇∗ρa∇ρ]σkr d Wrs is a Gt − PT∞-local martingale,
θ¯ = 2{∂l′ρ∂lρ[14(∂kσlj akm∂mσl′j − σki∂kσljσmj∂mσl′i )
+ 12 b¯m∂mall′ + 12σl′iamk∂mkσli − aml′∂mb¯l
]
+ [σl′iamk − σkiaml′ ]∂l′ρ∂mσli∂klρ},
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and δ and  are the square matrices defined by
δ :=
[
U ′′δ (ρ) U
(3)
δ (ρ)
U
(3)
δ (ρ)
1
2U
(4)
δ (ρ)
]
,
 :=
[
11 (σ•i · ∇ρ)∇∗ρa∇(σ•i · ∇ρ)
(σ•i · ∇ρ)∇∗ρa∇(σ•i · ∇ρ)
∣∣∇∗ρa∇ρ∣∣2
]
with 11 =∑di,j=1(σkjσli∂klρ + 12(σkj ∂kσli + σki∂kσlj )∂lρ)2.
The computation of d[U ′′δ (ρ)∇∗ρa∇ρ] is postponed to Appendix B. Let us nev-
ertheless discuss the sign of the term tr(δ) which is inspired from [3], page 202,
and also from the term tr(XY) in [1], pages 163–164; see Appendix C for a detailed
comparison with the computations in that paper. Since, by the Cauchy–Schwarz
inequality,(
(σ•i · ∇ρ)∇∗ρa∇(σ•i · ∇ρ))2
=
((
σ ∗∇ρ)i(σ ∗∇ρ)j(σkjσli∂klρ + 12(σkj ∂kσli + σki∂kσlj )∂lρ
))2
≤ 11
d∑
i,j=1
(
σ ∗∇ρ)2i (σ ∗∇ρ)2j = 11∣∣∇∗ρa∇ρ∣∣2,
the determinant of the matrix  is nonnegative, and this matrix is positive semidef-
inite. Under (H7′), δ is also positive semidefinite and tr(δ)≥ 0.
REMARK 2.3. In a previous version of this paper, the coefficient 11 was
chosen equal to
d∑
i,j=1
(σkjσli∂klρ + σkj ∂kσli∂lρ)2 =
d∑
i,j=1
(
σ ∗∇(σ ∗∇ρ)i)2j
= ∇∗(σ∇ρ)ia∇(σ∇ρ)i.
We thank Anton Arnold for pointing out to us that the positive semidefiniteness of
the matrix  is preserved under the new choice of this coefficient. Notice that, by
symmetry of σkjσli∂klρ in i and j ,
d∑
i,j=1
(σkjσli∂klρ + σkj ∂kσli∂lρ)2 − 11
= 1
4
d∑
i,j=1
(
(σkj ∂kσli − σki∂kσlj )∂lρ)2
= 1
2
(∂kσlj akm∂mσl′j − σki∂kσljσmj∂mσl′i )∂lρ∂l′ρ
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is a nonnegative quadratic form applied to ∇ρ which implies that the Bakry–Emery
criterion below improves upon the one of the previous version.
We introduce one last assumption on the density flow ρt = pT−tp∞ :
(H6′)Tp0 For each T
′ ∈ (0, T ) the following integrals are finite:
• ∫ T ′0 |U(3)(ρ)∨ −1|2|∇∗ρa∇ρ|3p∞(x) dx dt ;
• ∫ T ′0 (U ′′(ρ)∧ 1)2∇∗(∇∗ρa∇ρ)a∇(∇∗ρa∇ρ)p∞(x) dx dt ;• ∫ T ′
0
(
U ′′(ρ)∧ 1)[∣∣(σl′iam• − σ•iaml′)∂mσli ∣∣
+ ∣∣∂k([σl′iamk − σkiaml′ ]∂mσli)∣∣]|∂l′ρ||∂lρ|p∞(x) dx dt;
• ∫ T ′
0
(
U ′′(ρ)∧ 1)∣∣(σl′iamk − σkiaml′)
× ∂mσli(∂lρ∂k lnp∞ + ∂lkρ)
∣∣|∂l′ρ|p∞(x) dx dt.
We also denote by (H6)∞p0 [resp., (H6′)∞p0 ] the assumption that (H6)Tp0 [resp.,
(H6′)Tp0 ] holds for each T > 0.
THEOREM 2.4. Let  denote the d × d symmetric matrix defined by
ll′ = −12bm∂mall′ + 12(akl′∂kbl + akl∂kbl′)− 14amk∂mkall′
− 12(akl′∂kjalj + akl∂kj al′j )− aklajl′∂kj ln(p∞)
− 12(akl∂kal′j + akl′∂kalj )∂j ln(p∞)
− 14(amk∂mσli∂kσl′i + σki∂kσljσmj∂mσl′i )
+ 12σki(∂mσliaml′ + ∂mσl′iaml)∂k ln(p∞)
+ 12∂k
[
σki(∂mσliaml′ + ∂mσl′iaml)],
and assume that (x) is p∞(x) dx-a.e. positive semidefinite. Then, under (H4),
(H5)p∞ , (H6)Tp0 (H6
′)Tp0 , (H7) and (H7
′), for a.e. t ∈ [0, T ] one has
d
dt
∫
ρt>0
U ′′(ρt )
[∇∗ρta∇ρt ]p∞ dx
(2.2)
≥ 2
∫
ρt>0
U ′′(ρt )∇∗ρt∇ρtp∞ dx.
If moreover IU (p0|p∞) <+∞, (H6)∞p0 and (H6′)∞p0 hold and the matrix  satis-fies the nonintrinsic Bakry–Emery criterion
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(NIBEC) ∃λ > 0,∀x ∈Rd,(x)≥ λa(x),
then ∀t ≥ 0, IU (pt |p∞) ≤ e−2λt IU (p0|p∞) and the nonincreasing function t →
HU(pt |p∞) also converges at exponential rate 2λ to its limit as t → ∞.
REMARK 2.5.
• The matrix  and therefore our Bakry–Emery criterion are nonintrinsic in the
sense that they cannot in general be written in terms of the diffusion matrix a
only without making explicit use of σ . This is because we got rid of the non-
negative term tr(δ) which appears in the first equation in Proposition 2.2 and
involves the nonintrinsic term 11.
• In case a = 2νId and b = −(∇V + F) with F such that ∇ · (e−V/νF ) = 0,
then p∞ ∝ e−V/ν , b¯ = −b + 2ν∇ lnp∞ = −∇V + F and  = ν(2∇2V −
∇F −∇F ∗). For the canonical choice σ = √2νId , condition (NIBEC) therefore
writes ∃λ > 0,∀x ∈ Rd,∇2V (x) − ∇F+∇F ∗2 (x) ≥ λId which is exactly condi-
tion (A2) in the Introduction of [1], page 158.
The proof of (2.2) is postponed to Appendix B.2. Let us deduce the last assertion
of Theorem 2.4. Reverting time in (2.2) and using (NIBEC), one obtains that for
r ≥ 0,
d
dr
IU(pr |p∞)≤ −2λIU(pr |p∞).
Hence ∀r ≥ t ≥ 0, IU (pr |p∞)≤ e−2λ(r−t)IU (pt |p∞). Since by Theorem 1.4, one
has d
dr
HU(pr |p∞)= −IU (pr |p∞), we deduce that
0 ≤ HU(pt |p∞)− lim
r→∞HU(pr |p∞)
=
∫ ∞
t
IU (pr |p∞) dt(2.3)
≤ IU (pt |p∞)
2λ
≤ e
−2λt IU (p0|p∞)
2λ
.
We deduce the following theorem.
THEOREM 2.6. Assume (H4), (H5)p∞ , (H6)∞p0 (H6
′)∞p0 , (H7) and (H7
′),
that the matrix (x) is p∞(x) dx-a.e. positive semidefinite, that the diffusion ma-
trix a is locally uniformly strictly positive definite and that HU(ps |p∞) < +∞
for some s ≥ 0. Then HU(pt |p∞) converges to 0 as t → ∞. Moreover, under
(NIBEC), for t > s, one has the convex Sobolev inequality
HU(pt |p∞)≤ 12λIU(pt |p∞) and(2.4)
∀t ≥ s HU(pt |p∞)≤ e−2λ(t−s)HU(ps |p∞).(2.5)
148 J. FONTBONA AND B. JOURDAIN
PROOF. Reverting time in (2.2), we obtain that t → IU(pt |p∞) is nonincreas-
ing. When HU(ps |p∞) is finite for some s ≥ 0, writing (1.9) on the interval [s, T ]
in place of [0, T ] with arbitrarily large T , we deduce that IU(pt |p∞) is finite
on (s,+∞) and tends to 0 as t → ∞. When a is locally uniformly strictly posi-
tive definite, the beginning of the proof of Theorem 2.5 [1] [before part (a)], en-
sures that pt tends to p∞ in L1(Rd). As a consequence, in the notation of the
Introduction, E| dPt
dQt
(X
Q
t ) − 1| tends to 0 as t → ∞, and therefore the a.s. limit
E( dPt
dQt
(X
Q
t )|⋂s≥0Fs) of dPtdQt (XQt ) is equal to 1. By (0.2), one concludes that
HU(pt |p∞) tends to U(1)= 0.
Under (NIBEC), for t > s, IU(pt |p∞) <+∞ and reasoning like in the deriva-
tion of (2.3), one obtains (2.4). This implies that
d
dt
HU(pt |p∞)= −IU (pt |p∞)≤ −2λHU(pt |p∞)
from which the last assertion follows readily. 
REMARK 2.7. In view of (0.2) and Remark 1.10, the local uniform strict pos-
itive definiteness assumption on the diffusion matrix a may be replaced by some
hypoellipticity assumption, in order to ensure that HU(pt |p∞) tends to 0 as t → ∞
at exponential rate 2λ as soon as HU(ps |p∞) <∞ for some s ≥ 0. By the last step
of the proof of Theorem 2.6, this implies (2.4) and (2.5) under (NIBEC).
3. Examples. Consider the reversible diffusion process in R2 with coeffi-
cients given for each (x1, x2) ∈R2 by
a(x1, x2)= I2 and b(x1, x2)= −∇V (x1, x2),
where V is the globally C2 convex potential
V (x1, x2) := |x1|2 + |x1 − x2|2+α + |x2|2+α
for some α ∈ (0,1). The invariant measure is p∞ ∝ e−2V , and we have
∂1V = 2x1 + (2 + α) sign(x1 − x2)|x1 − x2|1+α,
∂2V = (2 + α) sign(x2)|x2|1+α + (2 + α) sign(x2 − x1)|x2 − x1|1+α
and
∇2V =
(2 0
0 (2 + α)(1 + α)|x2|α
)
+ (2 + α)(1 + α)|x1 − x2|α
( 1 −1
−1 1
)
.
The drift b = −∇V is locally Lipschitz continuous. Moreover,
(x1, x2)∇V (x1, x2)≥ 0
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and
√
∂ikV ∂ikV (x1, x2)≤ C
√
1 + |x2|2α + |x1 − x2|2α so that
lim sup
|(x1,x2)|→+∞
√
∂ikV ∂ikV (x1, x2)
V (x1, x2)
= 0.
Finally V (x1, x2)≤ C(1 + |x2|α + |x1 − x2|α) whereas
|∇V |2(x1, x2)≥ (2|x2| + (2 + α)|x1 − x2|1+α)21sign(x2) =sign(x2−x1)
+ (2 + α)2(|x2|1+α + |x1 − x2|1+α)21sign(x2)=sign(x2−x1)
since sign(x2) = sign(x2 −x1) if and only if x1 ≥ x2 ≥ 0 or x1 ≤ x2 ≤ 0. Therefore
lim sup|(x1,x2)|→+∞
V
|∇V |2 (x1, x2)= 0 and, by Remark 1.5(b), (H1)′′ is satisfied.
The classic Bakry–Emery criterion fails since ∇2V (0,0) is singular, but a loga-
rithmic Sobolev inequality can be obtained by the perturbative argument of Holley
and Stroock [12]. The potential V is also a particular case of the examples con-
sidered by Arnold, Carlen and Ju in Section 3 of [1]. We notice that in order to
check that p∞ satisfies the convex Sobolev inequality (2.4), they first modify the
Fokker–Planck equation by adding a nonsymmetric drift term F , as described in
Remark 2.5(ii), above. Exponential convergence to 0 of HU(pt |p∞) for the solu-
tion pt of the original Fokker–Planck equation is only deduced in a second step.
It is nevertheless of interest to see how our nonintrinsic Bakry–Emery criterion
allows us to prove directly that p∞ satisfies the convex Sobolev inequality (2.4)
and that HU(pt |p∞) converges exponentially to 0. In contrast to [1] we modify the
stochastic differential equation associated with the diffusion processes, by chang-
ing the square root σ of the diffusion matrix, but not the law of its solution or the
associated Fokker–Planck equation. We consider
σ =
(
cosφ sinφ
− sinφ cosφ
)
for a function φ :R2 → R2 of class C2 to be chosen later. We obtain, after some
computation,
= ∇2V − 1
4
|∇φ|2I2 − 14
(
(∂2φ)2 −∂1φ∂2φ
−∂1φ∂2φ (∂1φ)2
)
+
⎛⎜⎝ ∂12φ
∂22φ − ∂11φ
2
∂22φ − ∂11φ
2
−∂12φ
⎞⎟⎠
+
( −2∂1φ∂2V ∂1φ∂1V − ∂2φ∂2V
∂1φ∂1V − ∂2φ∂2V 2∂2φ∂1V
)
.
We now consider a parameter ε > 0 which will be chosen small and a C2 func-
tion ϕ :R → R such that ϕ(s) = s if |s| ≤ 1 and ϕ(s) = 0 if |s| ≥ 2. Then we
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define
φ(x1, x2)= −εϕε(x1)ϕε(x2), (x1, x2) ∈R2,
where ϕε(s)= εϕ(s/ε). Notice that
ϕε =O(ε), ϕ′′ε =O(1/ε) and ϕ′ε =
⎧⎪⎨⎪⎩
1, if |s| ≤ ε,
O(1), if ε < |s|< 2ε,
0, if |s| ≥ 2ε.
Then, defining Bε := {(x1, x2) ∈ R2 s.t. |x1| ∨ |x2| ≤ ε} and Cε := B2ε \ Bε , we
have
∂1φ(x1, x2), ∂2φ(x1, x2)=
{
O
(
ε2
)
, if (x1, x2) ∈ B2ε,
0, if (x1, x2) ∈ Bc2ε,
∂12φ(x1, x2)=
⎧⎪⎨⎪⎩
−ε, if (x1, x2) ∈ Bε,
O(ε), if (x1, x2) ∈ Cε,
0, if (x1, x2) ∈ Bc2ε,
1
2
(
∂11φ(x1, x2)− ∂22φ(x1, x2))=
⎧⎪⎨⎪⎩
0, if (x1, x2) ∈ Bε,
O(ε), if (x1, x2) ∈ Cε,
0, if (x1, x2) ∈ Bc2ε
and ∂1V =O(ε), ∂2V =O(ε1+α) on B2ε . It follows that
= ∇2V +
(−ε 0
0 ε
)
+O(ε3)≥ (2 − ε 0
0 ε
)
+O(ε3) on Bε.
Next, the smallest eigenvalue of ∇2V (x1, x2) is given by
γ− := 1 + κ1 + κ2/2 −
√
1 + κ21 − κ2 + κ22/4(3.1)
≥ 1 + κ2/2 −
√
(κ2/2 − 1)2 = κ2 ∧ 2
with κ1 = κ1(x1, x2) := (2 + α)(1 + α)|x1 − x2|α and κ2 = κ2(x1, x2) := (2 +
α)(1 + α)|x2|α . Since γ− = κ1 + κ2 + O(κ21 + κ22 ) as κ21 + κ22 → 0 and |x2|α +|x1 − x2|α ≥ (|x2| + |x1 − x2|)α ≥ |x1|α , we deduce that on Cε ,
= ∇2V +O(ε)≥ (2 + α)(1 + α)εαI2 + o(εα).
Finally, by (3.1), inf(x1,x2)∈Bc2ε γ− ≥ ((2 + α)(1 + α)(2ε)α)∧ 2 > 0. We conclude
that for ε small enough, (NIBEC) holds.
We next study a related second example of application of our criterion, where
∇2V is singular on a ball with positive radius. Once again, the perturbative argu-
ment of Holley and Stroock [12] also ensures that a logarithmic Sobolev inequality
holds for this choice of potential.
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Let v be a convex C2 function which vanishes on [−14 , 14 ] and such that v′′ = 2
on (−∞, 12 ] ∪ [12 ,+∞). We set vε(s) = ε2v( sε ) and Vε(x1, x2) = x21 + vε(x2) +
vε(x1 − x2). For ε < 13 , let ϕε be a C2 function such that
ϕε(s)=
{
s, when |s| ≤ ε,
0, when |s| ≥ 1
and such that −2ε1−ε ≤ ϕ′ε ≤ 1, |ϕε| ≤ 2ε and |ϕ′′ε | ≤ C where C is a constant not
depending on ε. We set φ(x1, x2) = −ϕε(x1)ϕε(x2) so that −1 ≤ ∂12φ(x1, x2) ≤
2ε
1−ε with the first inequality being an equality on Bε . We have |∂22φ−∂11φ| ≤ 4Cε
and |∇φ| =O(ε). As a consequence, = ̂+O(ε) where
̂=
(2 + v′′ε (x1 − x2)+ ∂12φ(x1, x2) −v′′ε (x1 − x2)
−v′′ε (x1 − x2) v′′ε (x2)+ v′′ε (x1 − x2)− ∂12φ(x1, x2)
)
.
On Bε , we have ∂12φ(x1, x2) = −1 and ̂ ≥ I2. If |x2| ≥ ε2 , then v′′ε (x2) = 2 so
that ̂ ≥ (2 − 1)∧ (2 − 2ε1−ε )I2. When |x2| ≤ ε2 and |x1|> ε, |x1 − x2| ≥ ε2 holds
so that v′′ε (x1 − x2)= 2 and
̂ ≥
(4 + ∂12φ −2
−2 2 − ∂12φ
)
≥ (3 −√5 + 2∂12φ − (∂12φ)2)I2
≥
(
3 −
√
5 + 4ε
1 − ε
)
I2.
We conclude that
∀λ ∈ (0,3 − √5) for ε > 0 and small enough, ∀x ∈Rd,(x)≥ λI2.
APPENDIX A
In the present Appendix section we give the proofs of the main results of Sec-
tion 1.
A.1. Proof of Lemma 1.3. The proof of part (a) relies on the following tech-
nical result:
LEMMA A.1. Assume that (H1), (H2)P and (H3)P hold.
(i) For each i = 1, . . . , d and a.e. t ∈ (0, T ], the distribution [aij (t, ·)∂jpt ] :=
∂j (aij (t, ·)pt ) − pt∂jaij (t, ·) is a function in L1loc(dx) and, as a Radon measure
in [0, T ] × Rd , one has [aij (t, ·)∂jpt ](x) dx dt  pt(x) dx dt . A measurable in
(t, x) version of the Radon–Nikodym density is given by [aij (t, ·)∂jpt ](x)/pt (x).
Moreover, there exists a measurable function (t, x) →Kp(t, x) ∈Rd such that for
each i = 1, . . . , d ,[
aij (t, ·)∂jpt ](x)/pt (x)= ai•(t, x)Kp(t, x), pt (x) dx dt a.e.,
where ai• denotes the row vector (ai1, . . . , aid).
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(ii) If, moreover, (H2)Q, (H3)Q and P0  Q0 hold, one has
[aij (t, ·)∂jpt ](x) dx dt  qt (x) dx dt , and [aij (t, ·)∂jpt ](x)/qt (x) is a measur-
able in (t, x) version of the Radon–Nikodym derivative. Furthermore, it holds
pT−t (x) dx dt [but not necessarily qT−t (x) dx dt] a.e. that
b¯Pi (t, x)− b¯Qi (t, x)=
[
a¯ij (t, ·)∂jpT−t ](x)/pT−t (x)
− [a¯ij (t, ·)∂jqT−t ](x)/qT−t (x)
= a¯i•(t, x)(Kp(T − t, x)−Kq(T − t, x)),
and qT−t (x) dx dt [and thus pT−t (x) dx dt] a.e. that
pT−t (x)
qT−t (x)
(
b¯Pi (t, x)− b¯Qi (t, x)
)
= pT−t (x)
qT−t (x)
a¯i•(t, x)
(
Kp(T − t, x)−Kq(T − t, x)).
PROOF. The Lipschitz character of a [following from (H1)] ensures that a
has a.e. defined spatial derivatives of order 1 in L∞loc([0, T ]×Rd). Thus, the distri-
bution aij (t, ·)∂jpt is a function in L1loc([0, T ] ×Rd) under (H3)P . This implies,
by Lemma A.2 in [17] (see also Lemma A.2 in [11]), that aij (t, x)∂jpt (x) vanishes
a.e. on {x :pt(x) = 0}. This fact easily yields the remaining assertions, except the
existence of the functions Kp or Kq , which we establish in what follows.
We will, on one hand, use the fact asserted in the proof of Lemma A.2
in [17] that, for a.e. t > 0 and each bounded open set O , aij (t, x)∂jpt (x)
is the σ(L1(O),L∞(O))-weak limit of some subsequence of aij (t, x)∂j [ρn ∗
pt ](x), for compactly supported regularizing kernels ρn(x) = ndρ(nx). It is
indeed shown in Lemma A.1 in [11] that for a suitable bounded sequence
αn > 0, α−1n |x||∇ρn(x)| is again a regularizing kernel. The local Lipschitz char-
acter of a then yields the domination ∀x ∈ O , |aij (t, x)∂j [ρn ∗ pt ](x)| ≤ |ρn ∗
∂j (aij (t, ·)pt )(x)| + Cα−1n
∫ |x − y||∇ρn(x − y)|pt(y) dy, the right-hand side
being, by the previous, an L1(O)-converging sequence. Weak compactness is
then provided by the Dunford–Pettis criterion, and the limit is identified inte-
grating by parts against smooth test functions compactly supported in O . On the
other hand, diagonalizing the symmetric positive semidefinite matrix (aij (t, x))=
[u1(t, x), . . . , ud(t, x)](t, x)[u1(t, x), . . . , ud(t, x)]∗ provides orthonormal vec-
tors (ui(t, x))di=1 and the corresponding eigenvalues and diagonal components
(λi(t, x))
d
i=1 of (t, x), that are measurable as functions of (t, x).
We take O as before and aij (t, x)∂j [ρn∗pt ](x) to be the subsequence described
above. Defining the vectorial functions w(n) := [u1, . . . , ud ]∗∇[ρn ∗ pt ] and vk =
sign(u∗k[a∇p])uk, k = 1, . . . , d , we have∫
O∩{λk=0}
∣∣v∗k [a∇pt ]∣∣= limn→∞
∫
O∩{λk=0}
v∗k
[
a∇[ρn ∗ pt ]]
= lim
n→∞
∫
O∩{λk=0}
λkw
(n)
k sign
(
u∗k[a∇pt ]
)= 0,
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since a∇[ρn ∗ pt ] =∑dj=1 λjw(n)j uj by the spectral decomposition of a. Conse-
quently, for each t and a.e. x ∈Rd , the vector [a(t, x)∇pt(x)] belongs to the linear
space 〈(ui(t, x))i=1,...,d;λi(t,x) =0〉. Denote now by w = (wj )dj=1 := (u∗j a∇pt)dj=1
the coordinates of a∇pt w.r.t. the orthogonal basis (uj (t, x))j=1,...,d , so that w is
a measurable function of (t, x). If we moreover denote by  the diagonal matrix
with diagonal coefficients λ−1j 1λj =0, j = 1, . . . , d , and set v := [u1, . . . , ud]w,
then
av = [u1, . . . , ud][u1, . . . , ud]∗[u1, . . . , ud ]w = [u1, . . . , ud ]w
= [u1, . . . , ud]w
since w = (wj1λj =0)dj=1. That is, (t, x) → v(t, x) ∈ Rd is a measurable function
such that for almost every t ∈ [0, T ] and each i, ai•(t, x)v(t, x) = [aij ∂jpt (x)],
dx a.e. Finally, Kp(t, x) := v(t, x)/pt (x)1pt (x)>0 has the required properties. 
We can now take ∇ ln pt
qt
(x) to be an arbitrary representant of the equivalence
class of the function Kp(t, x) − Kq(t, x) under the relation f (t, x) − g(t, x) ∈
Ker(a(t, x)),pt (x) dx dt a.e. The identity in Lemma 1.3(a) is then satisfied by
construction.
The proof of part (b) of Lemma 1.3 first relies on the following martingale
representation property ensured by the extremality assumption, according to The-
orem 12.21 in [14]:
LEMMA A.2. Assume that (H1), (H2)Q and (H3)Q hold. For each i =
1, . . . , d ,
Mit := Y it − Y i0 −
∫ t
0
b¯
Q
i (s, Ys) ds, t ∈ [0, T ]
is a continuous local martingale with respect to QT and (Gt ), and 〈Mi,Mj 〉t =∫ t
0 a¯
ij (s, Ys) ds for all i, j = 1, . . . , d . Moreover, if QT is an extremal solution to
the martingale problem (MP)Q, then for any martingale (Nt )t∈[0,T ] with respect to
QT and (Gt ) such that N0 = 0, there exist predictable processes (hjt )t∈[0,T ],j=1,...,d
with
∑d
i,j=1
∫ T
0 h
i
s a¯ij (s, Ys)h
j
s ds < ∞,QT a.s., and such that (∫ t0 hs · dMs =∑d
j=1
∫ t
0 h
j
s dM
j
s )t∈[0,T ] is a modification of (Nt )t∈[0,T ]. In particular, (Nt )t∈[0,T ]
has a continuous modification.
The main assertions in part (b) of Lemma 1.3 are then consequences of the next
result.
LEMMA A.3. Assume that (H1), (H2)Q, (H3)Q and (H3)P hold together.
Suppose moreover that P0  Q0 and that QT is an extremal solution to the mar-
tingale problem (MP)Q. Recall that (t, x) → ∇[ptqt ](x) is qt (x) dx dt a.e. defined
in [0, T ] ×Rd →Rd by ∇[pt
qt
](x) := pt
qt
(x)∇[ln pt
qt
](x).
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(i) With R the (Gt )-stopping time R := inf{s ∈ [0, T ] :Ds = 0}, we have
QT -a.s. that
∀t ∈ [0, T ]
∫ t
0
∇∗
[
pT−s
qT−s
]
(Ys)a¯(s, Ys)∇
[
pT−s
qT−s
]
(Ys)1s<R ds <∞,
and on {R > 0},
∀t ∈ [0,R)
∫ t
0
∇∗
[
ln
pT−s
qT−s
]
(Ys)a¯(s, Ys)∇
[
ln
pT−s
qT−s
]
(Ys) ds <∞.
(ii) The process (Dt)t∈[0,T ] has a continuous version, denoted in the same way,
such that QT a.s., ∀t ∈ [0, T ],
Dt = pT
qT
(Y0)+
∫ t
0
∇
[
pT−s
qT−s
]
(Ys) · 1s<R dMs
= pT
qT
(Y0)+
∫ t
0
∇
[
pT−s
qT−s
]
(Ys) · 1{(pT−s/qT−s )(Ys)>0} dMs and
〈D〉t =
∫ t
0
∇∗
[
pT−s
qT−s
]
(Ys)a¯(s, Ys)∇
[
pT−s
qT−s
]
(Ys)1s<R ds.
PROOF. By Lemma A.2, the QT -martingale (Dt)t∈[0,T ] admits the continuous
version D0 +∑dj=1 ∫ t0 hjs dMjs still denoted by Dt for simplicity. The martingale
representation property and standard properties of stochastic integrals moreover
imply that Dt is determined by the processes 〈D,Mi〉 = ∫ ·0 a¯ij (t, Yt )hjt dt, i =
1, . . . , d . Consequently, ht can be replaced (leaving Dt unchanged) by any pre-
dictable process kt such that for each i,
∫ ·
0
∑d
j=1 h
j
t a¯ij (t, Yt ) dt =
∫ ·
0 a¯ij (t, Yt )k
j
t dt
QT a.s. [the fact that ∫ T0 kis a¯ij (s, Ys)kjs ds = ∫ T0 ∑di,j=1 hjs a¯ij (s, Ys)his ds <∞ QT
a.s. then follows immediately]. Furthermore, since Dt =Dt∧R by standard proper-
ties of nonnegative continuous martingales, we may and shall assume that QT a.s.
ht = ht1t<R = ht1Dt>0 for all t ∈ [0, T ]. Let us also notice that, by Fubini’s the-
orem, it QT -a.s. holds that Ds = pT−sqT−s (Ys) (and then 1{R>s} = 1{(pT−s/qT−s )(Ys)>0})
for a.e. s ∈ [0, T ].
Now, by our assumptions and Theorem 1.2(a), PT QT are probability mea-
sures, respectively, solving the martingale problems (MP)P and (MP)Q. The
processes
∫ ·
0 b¯
P
i (t, Yt ) dt and
∫ ·
0 b¯
Q
i (t, Yt ) dt +
∫ ·
0(Dt)
−1hjt d〈Mi,Mj 〉t then are
PT -indistinguishable; see, for example, Proposition 12.18(v) in [14]. Using these
facts, the expression for 〈Mi,Mj 〉 in Lemma A.2 and part (ii) of Lemma A.1, we
deduce first that, PT -a.s.,
∀t ∈ [0, T ],∀i b¯Pi (t, Yt )− b¯Qi (t, Yt )
= a¯ij (t, Yt )
(
h
j
t
qT−t
pT−t
(Yt )
)
(A.1)
= a¯i•(t, Yt )(Kp(T − t, Yt )−Kq(T − t, Yt )).
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By part (ii) of Lemma A.1 we then also get∫ ·
0
a¯ij (t, Yt )h
j
t dt =
∫ ·
0
a¯i•(t, Yt )
(
Kp(T − t, Yt )−Kq(T − t, Yt ))pT−t (Yt )
qT−t (Yt )
dt,
i = 1, . . . , d , PT -a.s., and then QT -a.s. because of our assumption on h. From
these identities and our previous discussion, we deduce that we can choose ht =
∇ pT−t
qT−t (Yt )1{(pT−t /qT−t )(Yt )>0} = ∇
pT−t
qT−t (Yt )1{R>t}. This proves part (ii). The first
property of the process ∇ pT−t
qT−t (Yt ) in (i) is thus consequence of the general prop-
erties of h in the representation formula for Dt . The second assertion in (i) easily
follows from the first one, taking into account the definitions of ∇ pT−t
qT−t (Yt ) and
∇ ln pT−t
qT−t (Yt ) and the properties of Dt . 
A.2. Proof of Theorem 1.4. Since, by Lemma 1.3, (Dt)t∈[0,T ] is a contin-
uous nonnegative QT -martingale and U ′− is locally bounded on (0,+∞), t →∫ t
0 [U ′−(Ds)]2 d〈D〉s is finite and continuous on [0, T ] when R > T and finite
and continuous on [0,R) otherwise. In the latter case, ∫ R0 [U ′−(Ds)]2 d〈D〉s makes
sense but is possibly infinite. Define for any positive integer n the stopping time
Rn := inf
{
t ∈ [0, T ∧R] :Dt ≤ 1
n
or
∫ t
0
[
U ′−(Ds)
]2
d〈D〉s ≥ n
}
.
For all t ∈ [0, T ], ∫ t∧Rn0 [U ′−(Ds)]2 d〈D〉s ≤ n and E(∫ t∧Rn0 U ′−(Ds) dDs) = 0.
Moreover Rn ↗R as n→ ∞.
Let t ∈ [0, T ]. By Tanaka’s formula,
U(Dt∧Rn)= U(D0)+
∫ t∧Rn
0
U ′−(Ds) dDs
(A.2)
+ 1
2
∫
(0,+∞)
Lrt∧Rn(D)U
′′(dr).
The finiteness of HU(P0|Q0) implies that (U(Ds))s∈[0,T ] is a uniformly integrable
QT -submartingale. Since the QT -expectation of the stochastic integral is zero, one
deduces
ET
(
U(Dt∧Rn)
)= ET (U(D0))+ 12ET
(∫
(0,+∞)
Lrt∧Rn(D)U
′′(dr)
)
.
When n → ∞, since U is continuous on (0,+∞) by convexity, U(Dt∧Rn) con-
verges to U(Dt∧R)+U(0)1{0<R≤t} = U(Dt)+U(0)1{0<R≤t}. Then, by uni-
form integrability, ET (U(Dt∧Rn)) converges to ET (U(Dt))+U(0)QT (0 <R ≤
t). Dealing with the expectation of the integral on the right-hand side above by
monotone convergence, we obtain
ET
(
U(Dt)
)= ET (U(D0))−U(0)QT (0 <R ≤ t)
+ 1
2
ET
(∫
(0,+∞)
Lrt∧R(D)U ′′(dr)
)
.
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Since according to Lemma 1.3(b), D is equal to zero on [R,T ], one can replace t∧
R by t in the last expectation. Replacing t by T − t in this equation, one gets (1.8).
Moreover QT a.s.,
∫
(0,+∞) Lrt (D)U ′′(dr) is the finite limit of the integral with
respect to U ′′(dr) in the right-hand side of (A.2) as n → ∞. Since the left-hand
side converges to U(Dt)+U(0)1{0<R≤t} we deduce that the stochastic integral
on the right-hand side also has a finite limit. Hence
∫ t∧R
0 [U ′(Ds)]2 d〈D〉s <+∞,∫ t∧R
0 U
′(Ds) dDs makes sense, and (1.5) holds. When U is continuous on [0,+∞)
and C2 on (0,+∞), (1.6) follows by the occupation times formula. In this case,
Lemma 1.3(b) and (1.8) written for t = 0, combined with the same arguments,
imply that
HU(P0|Q0)
=HU(PT |QT )
+ 1
2
ET
(∫ T
0
U ′′(Ds)1{s<R}∇∗
[
pT−s
qT−s
]
(Ys)a¯(s, Ys)∇
[
pT−s
qT−s
]
(Ys) ds
)
.
Since Ys admits the density qT−s and for almost all s ∈ [0, T ), Ds = pT−sqT−s (Ys) and
{R > s} = {pT−s
qT−s (Ys) > 0}, (1.9) follows by the change of variables s → T − s.
A.3. Proof of Corollary 1.7. We notice first that
ET
∫ T
0
1|Ds−1|<δ∇∗
[
pT−s
qT−s
]
(Ys)a¯(s, Ys)∇
[
pT−s
qT−s
]
(Ys) ds <∞
(A.3)
∀δ ∈ (0,1).
Indeed, for δ ∈ (0,1), we can easily construct a C2 convex function Û on R such
that ∀r ∈R,0 ≤ Û (r)≤ |r−1| and ∀r ∈ [1−δ,1+δ], Û ′′(r)≥ α for some α > 0,
so that the integral in (A.3) is bounded thanks to (1.9) by 1
α
HÛ (P0|Q0)≤ 1α‖P0 −
Q0‖TV. For r ∈R, since
Lrt (D)= 2
(
(Dt − r)+ − (D0 − r)+ −
∫ t
0
1Ds>r dDs
)
,
by Doob’s inequality we obtain |ET (Lrt (D) − L1t (D))| ≤ 4|r − 1| +
2(ET
∫ t
0 1{1∧r<Ds≤r∨1} d〈D〉s)1/2. Hence, Lemma 1.3(b) and (A.3) imply that
r → ET (Lrt (D)) is continuous (and finite) at r = 1. With the occupation times
formula, one deduces that
2ET
(
L1t (D)
)
= lim
ε→0
1
ε
∫ 1+ε
1−ε
ET
(
Lrt (D)
)
dr
= lim
ε→0E
T 1
ε
∫ t
0
1{|Ds−1|<ε}∇∗
[
pT−s
qT−s
]
(Ys)a¯(s, Ys)∇
[
pT−s
qT−s
]
(Ys) ds
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= lim
ε→0
∫ t
0
1
ε
∫
{|(pT−s/qT−s )(x)−1|<ε}
∇∗
[
pT−s
qT−s
]
(x)a¯(s, x)
∇
[
pT−s
qT−s
]
(x)qT−s(x) dx ds.
Define now the function ϕε(r) := 1[−ε,ε](r)rε−1 + 1(ε,∞)(r) − 1(−∞,−ε)(r).
Since the function ε → ∫ t0 ∫{|(pT−s/qT−s )(x)−1|≤ε} qT−s(x) dx ds is increasing
and right continuous, we can chose εk ↘ 0 a sequence with∫ t
0
∫
{|(pT−s/qT−s )(x)−1|=εk} qT−s(x) dx ds = 0 so that 2ET (L1t (D)) is equal to
lim
k→∞
∫ t
0
∫
Rd
∇∗
[
ϕεk
(
pT−s
qT−s
− 1
)]
(x)a¯(s, x)∇
[
pT−s
qT−s
]
(x)qT−s(x) dx ds
= − lim
k→∞
∫ t
0
∫
Rd
ϕεk
(
pT−s
qT−s
− 1
)
(x)
∇ ·
[
a¯(s, x)∇
[
pT−s
qT−s
]
(x)qT−s(x)
]
dx ds
= −
∫ t
0
∫
Rd
s˜ign
(
pT−s
qT−s
− 1
)
(x)∇ ·
[
a¯(s, x)∇
[
pT−s
qT−s
]
(x)qT−s(x)
]
dx ds,
where the last equality follows from the integrability assumption made on ∇ ·
[a¯(s, x)∇[pT−s
qT−s ](x)qT−s(x)]. To justify the integration by parts at the second
equality, we introduce functions φn ∈ C∞0 (Rd) such that 1B(0,rn) ≤ φn ≤ 1B(0,2rn)
and 0 ≤ |∇φn| ≤ 2/rn, and functions ϕεk,m :R→R of class C1 such that ϕεk,m →
ϕεk , |ϕεk,m| ≤ |ϕεk | on R and ϕ′εk,m → ϕ′εk , |ϕ′εk,m| ≤ |ϕ′εk | on R \ {−εk,+εk} as
m → ∞. Using the assumptions, (A.3) and the choice of εk , we take the limits
n→ ∞ then m→ ∞ by dominated convergence in the equality∫
Rd
ϕ′εk,m
(
pT−s
qT−s
− 1
)
(x)∇∗
[
pT−s
qT−s
]
(x)a(T − s, x)
∇ ·
[
pT−s
qT−s
]
(x)qT−s(x)φn(x) dx
= −
∫
Rd
ϕεk,m
(
pT−s
qT−s
− 1
)
(x)
∇ ·
(
a(T − s, x)∇
[
pT−s
qT−s
]
(x)qT−s(x)
)
φn(x) dx
−
∫
Rd
ϕεk,m
(
pT−s
qT−s
− 1
)
(x)∇∗φn(x)a(T − s, x)
∇ ·
[
pT−s
qT−s
]
(x)qT−s(x) dx.
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A.4. Proof of Proposition 1.9. To check the Feller property, we introduce a
continuous function f :Rd → R going to 0 at infinity. Using Itô’s calculus and
Gronwall’s lemma, we check under the assumptions on the coefficients that the
solution Xxt of (0.1) starting from x ∈ Rd satisfies E((1 + |Xxt |2)−1) ≤ C(1 +|x|2)−1 for some C > 0. Then the inequality
∣∣E(f (Xxt ))∣∣≤ sup|y|≤A
∣∣f (y)∣∣C (1 +A2)
(1 + |x|2) + sup|y|>A
∣∣f (y)∣∣
for all A> 0 (following from the previous estimate and Markov’s inequality) im-
plies that E(f (Xxt ))→ 0 when x → ∞. Finally, the continuity of x → E(f (Xxt ))
follows from the bound E(|Xxt − Xyt |2) ≤ C|x − y|2 and the uniform continuity
and boundedness of f .
By Theorem 1.3.8 [15], since (Xt)t≥0 is Feller, the tail sigma field is trivial
as soon as ‖Pt − Qt‖TV → 0 as t → ∞ for all pair of initial laws P0 and Q0.
Since ‖Pt −Qt‖TV ≤ ‖Pt −p∞ dx‖TV +‖p∞ dx−Qt‖TV and, by Theorem 2.1.3,
page 162 of [4], the local uniform ellipticity assumption ensures that Pt admits a
density with respect to the Lebesgue measure for all t > 0, it is enough to show
that ‖Pt −p∞ dx‖TV → 0 as t → ∞ when P0 admits a density p0 with respect to
the Lebesgue measure.
For k ∈N∗, consider the probability density:
pk0(x)=
(
p0(x)∧ kp∞(x))+ p∞(x)∫
p0>kp∞
(
p0(y)− kp∞(y))dy.
Since p∞ is positive, on one hand we have limk→∞ ‖p0 − pk0‖1 = 0 and pk0 ≤
(k + 1)p∞. On the other hand, the total variation distance between the marginal
laws at time t of the solutions to (0.1) started from the initial densities p0 and pk0
is not larger than ‖p0 − pk0‖1. Therefore we can moreover restrict ourselves to the
case when p0
p∞ is bounded. Then∫
Rd
(
p0
p∞
(x)− 1
)2
p∞(x) dx ≤
(∫
Rd
(
p0
p∞
(x)− 1
)4
p∞(x) dx
)1/2
<+∞.
We set Q0 = p∞ dx. By Remark 1.5(a) and (c), conditions (H1), (H2)Q, (H3)Q
and (H3)P hold, and for each T > 0, QT is an extremal solution of the martingale
problem (MP). Applying Theorem 1.4, respectively, with U(r) = (r − 1)4 and
U(r)= (r − 1)2, we get that t → ∫Rd ( ptp∞ (x)− 1)2p∞(x) dx is nonincreasing and
that
sup
t≥0
∫
Rd
(
pt
p∞
(x)− 1
)4
p∞(x) dx
(A.4)
+
∫ ∞
0
∫
{(pt /p∞)(x)>0}
(
∇∗
[
pt
p∞
]
a∇
[
pt
p∞
])
(x)p∞(x) dx dt <+∞.
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Since a is locally uniformly elliptic, the proof of Lemma A.1 ensures that dt a.e.,
the gradient ∇pt (resp., ∇p∞) of pt (resp., p∞) in the sense of distributions is a lo-
cally integrable function on Rd that vanishes a.e. on {x :pt(x)= 0}. Moreover, we
can choose therein Kp(t, x) = 1{pt (x)>0} ∇ptpt (x) and Kq(t, x) =
∇p∞
p∞ (x). Then,
in (A.4), ∇[ pt
p∞ ] =
∇pt
p∞ −
pt∇p∞
p2∞
is a.e. equal to 0 when pt
p∞ is equal to 0 so that
the restriction of the spatial integration to { pt
p∞ (x) > 0} can be removed. Since p∞
is assumed to be locally Lipschitz continuous and bounded away from 0, the func-
tion 1
p∞ is locally bounded with a locally bounded distributional gradient equal to
−∇p∞
p2∞
. We deduce that the gradient ∇ pt
p∞ of
pt
p∞ in the sense of distributions is
equal to ∇pt
p∞ (x)−
pt∇p∞
p2∞
and therefore to ∇[ pt
p∞ ].
From the finiteness of the time-integral in (A.4), we deduce the existence of a se-
quence (tn)n tending to +∞ such that limn→∞ ∫Rd (∇∗ ptnp∞ a∇ ptnp∞ )(x)p∞(x) dx =
0. For A > 0, writing the integral on Rd as the sum of the integrals on the ball
B(0,A) and its complementary B(0,A)c, one has∫
Rd
(
ptn
p∞
(x)− 1
)2
p∞(x) dx
≤
∫
B(0,A)
(
ptn
p∞
(x)−
∫
B(0,A) ptn(y) dy∫
B(0,A) p∞(y) dy
)2
p∞(x) dx
+ (
∫
B(0,A)(ptn − p∞)(y) dy)2∫
B(0,A) p∞(y) dy
+
(∫
B(0,A)c
(
ptn
p∞
(x)− 1
)4
p∞(x) dx
∫
B(0,A)c
p∞(x) dx
)1/2
≤
∫
B(0,A)
(
ptn
p∞
(x)−
∫
B(0,A)(ptn/p∞)(y) dy∫
B(0,A) dy
)2
p∞(x) dx
+ (
∫
B(0,A)c ((ptn/p∞)(y)− 1)p∞(y) dy)2∫
B(0,A) p∞(y) dy
+
(∫
Rd
(
p0
p∞
(x)− 1
)4
p∞(x) dx
∫
B(0,A)c
p∞(x) dx
)1/2
.
Since (∫
B(0,A)c
(
ptn
p∞
(y)− 1
)
p∞(y) dy
)2
≤
∫
Rd
(
p0
p∞
(y)− 1
)2
p∞(y) dy
∫
B(0,A)c
p∞(y) dy,
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the sum of the last two terms on the right-hand side tends to 0 uniformly in n as
A → ∞. Using (1.11) and denoting by CA < +∞ the constant of the Poincaré–
Wirtinger inequality satisfied by the Lebesgue measure on the ball B(0,A), we
check that the first term is smaller than
CA
supB(0,A) p∞
εA infB(0,A) p∞
∫
Rd
(
∇∗ ptn
p∞
a∇ ptn
p∞
)
(x)p∞(x) dx,
which tends to 0 as n→ ∞. Hence limn→∞ ∫Rd ( ptnp∞ (x)−1)2p∞(x) dx = 0. Since
‖pt −p∞‖21 ≤
∫
Rd (
pt
p∞ (x)−1)2p∞(x) dx where the right-hand side is nonincreas-
ing with t , we conclude that limt→∞ ‖pt − p∞‖1 = 0.
A.5. Sufficient conditions for superquadratic potentials to satisfy (H1)′′.
LEMMA A.4. Let b(x) = −∇V (x) for a nonnegative C2 potential V in Rd
satisfying (1.7), and σ be any globally Lipschitz continuous choice of the square
root of the identity Id . Then condition (H1)′′ holds for the diffusion process dXt =
σ(Xt) dWt − ∇V (Xt) dt .
PROOF. Computing d|Xt |2, we see that the first condition in (1.7) prevents
explosion for the SDE which has locally Lipschitz coefficients. Since for c > 0,
decV (Xt ) = ecV (Xt )
(
c∇∗V (Xt)σ (Xt) dWt + c2
[
V + (c− 2)|∇V |2](Xt) dt),
the second condition ensures that for c small enough, E(ecV (Xt )) ≤
eK(c)tE(ecV (X0)) for some finite constant K(c) only depending on V and c. The
third assumption ensures the existence of a finite constant K˜( c
T
) only depending
on c
T
and V such that
E
(
exp
(
4
∫ T
0
√
∂ikV ∂ikV (Xt) dt
))
≤ K˜
(
c
T
)
E
(
exp
(
c
T
∫ T
0
V (Xt) dt
))
.
By Jensen’s inequality, we deduce that
E
(
exp
(
4
∫ T
0
√
∂ikV ∂ikV (Xt) dt
))
≤ K˜(c/T )
T
∫ T
0
E
(
ecV (Xt )
)
dt
≤ K˜
(
c
T
)
eK(c)TE
(
ecV (X0)
)
. 
APPENDIX B
We next provide the proofs of the main results of Section 2.
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B.1. Proof of Proposition 2.2. We will make use of the stochastic flow de-
fined by the two-parameter process ξt (x) satisfying
dξ it (x)= σik
(
ξt (x)
)
d Wkt + b¯i
(
ξt (x)
)
dt,
(B.1)
(t, x) ∈ [0, T )×Rd, i = 1, . . . , d,
and ξ0(x)= x, noting that ξt (Y0)= Yt . We shall also deal with the family of con-
tinuous Gt − PT∞-local martingales (Dt(x) : t ∈ [0, T ])x∈Rd defined by
dDt(x)= [σik∂iρ](t, ξt (x))d Wkt , D0(x)= pTp∞ (x)= ρ0(x).(B.2)
According to Lemma 1.3, Dt(Y0) is equal to the process Dt defined in (1.2).
Writing ∇ρt (ξt (x))= (∇∗x ξt (x))−1∇x[ρt (ξt (x))] we remark that, thanks to the Itô
product rule, d∇ρt(ξt (x)) can be obtained with by computing d(∇xξt (x))−1 and
d∇x[ρt(ξt (x))]. Those computations are part of the contents of the two next lem-
mas:
LEMMA B.1. The process (t, x) → ξt (x) has a PT∞ a.s. continuous version
such that the mapping x → ξt (x) is a global diffeomorphism of class C1,α for some
α ∈ (0,1) and every t ∈ [0, T ]. Moreover, we have for all (t, x) ∈ [0, T )×Rd ,
d∂j ξ
i
t (x)= ∂pσik
(
t, ξt (x)
)
∂j ξ
p
t (x) d Wkt + ∂pb¯i
(
t, ξt (x)
)
∂j ξ
p
t (x) dt,(B.3)
with ∂j ξ i0(x)= δij . Finally, writing ∇ξt (x)= (∂j ξ it (x))ij , it holds that
d
(∇ξt (x))−1kl
= −(∇ξt (x))−1ki [∂lσir ](ξt (x))d Wrt − (∇ξt (x))−1ki [∂lb¯i](ξt (x))dt(B.4)
+ (∇ξt (x))−1ki [∂mσir∂lσmr ](ξt (x))dt, (t, x) ∈ [0, T )×Rd .
PROOF. Under assumptions (H4) and (H5)p∞ , classic results of Kunita [15]
(see Theorem 4.7.2) imply the asserted regularity properties of the stochastic flow,
as well as the PT∞ a.s. existence of the inverse matrix (∇ξt (x))−1 for all (t, x) ∈[0, T ]×Rd . Since the smooth map A →A−1, defined on nonsingular d×d matri-
ces, has first and second derivatives, respectively, given by the linear and bilinear
operators F → −A−1FA−1 and (F,K) → A−1FA−1KA−1 + A−1KA−1FA−1
(where F,K are generic square-matrices), we deduce that for A= (Aij )i,j=1,...,d ,
∂(A−1)kl
∂Aij
= −A−1ki A−1j l and
∂2(A−1)kl
∂Aij ∂Amn
=A−1ki A−1jmA−1nl +A−1kmA−1ni A−1j l
for all k, l, i, j,m,n ∈ {1, . . . , d}. Equation (B.4) follows by applying Itô’s formula
to each of the functions A → (A−1)kl and the semimartingales (∂j ξ it (x)), i, j =
1, . . . , d . 
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LEMMA B.2. The process Dt(x) has a modification still denoted by Dt(x)
such that PT∞ a.s. the function (t, x) → Dt(x) is continuous and x → Dt(x) is of
class C1 for each t . This modification is indistinguishable from (ρt (ξt (x)) : (t, x) ∈
[0, T )×Rd), and we have
d∂kDt(x)= ∂m[σir∂iρ](t, ξt (x))∂kξmt (x) d Wrt(B.5)
= d[∂mρ(t, ξt (x))∂kξmt (x)]
for all (t, x) ∈ [0, T )×Rd .
PROOF. Thanks to the regularity of x → ξt (x) established in Lemma B.1 and
assumptions (H5)p∞ and (H6)Tp0 , the statements follow from Theorem 3.3.3 of
Kunita [15]; see also Exercise 3.1.5 therein. 
We can now proceed to prove Proposition 2.2. Evaluating expressions (B.4)
and (B.5) in x = Y0, we obtain using Itô’s product rule that
d∂lρt (Yt )= [σkr∂lkρ](t, Yt ) d Wrt − [σkr∂kjρ∂lσjr + ∂kρ∂lb¯k](t, Yt ) dt(B.6)
= [σkr∂lkρ](t, Yt ) d Wrt −
[1
2∂kjρ∂lakj + ∂kρ∂lb¯k
]
(t, Yt ) dt.
For the remainder of the proof, the argument (t, Yt ) will be omitted for nota-
tional simplicity. By Itô ’s formula we get dσli = [σmr∂mσli]d Wrt + [b¯m∂mσli +
1
2amk∂mkσli]dt . We then have
d[σli∂lρ] = σli d∂lρ + ∂lρdσli + d〈∂lρ, σli〉
= ∂k[∂lρσli]σkr d Wr + ∂lρ[b¯m∂mσli + 12amk∂mkσli]
− σli[σkr∂kjρ∂lσjr + ∂kρ∂lb¯k] + amk∂lkρ∂mσli,
where we used in the stochastic integral the fact that ∂lρσmr∂mσli + σliσkr∂lkρ =
∂lρσkr∂kσli + σliσkr∂lkρ = ∂k[∂lρσli]σkr . It follows that
d
[∇∗ρa∇ρ]
= d[σli∂lρσl′i∂l′ρ]
= 2{[σl′i∂l′ρamk∂mσli∂lkρ] + σl′i∂l′ρ∂lρ[b¯m∂mσli + 12amk∂mkσli]
− all′∂l′ρ[σkr∂kjρ∂lσjr + ∂kρ∂lb¯k]}dt
+ akk′∂k[∂lρσli]∂k′ [∂l′ρσl′i]dt + 2σl′i∂l′ρ∂k[σli∂lρ]σkr d Wr.
On the other hand, using (B.2) at x = Y0 we have dU ′′δ (ρ)=U(3)δ (ρ)σnr∂nρ d Wr+
1
2U
(4)
δ (ρ)anj ∂nρ∂jρ dt , which combined with the previous expression yields
d
[
U ′′δ (ρ)∇∗ρa∇ρ
]
= dM̂(δ) + 12U(4)δ (ρ)
∣∣∇∗ρa∇ρ∣∣2 dt(B.7)
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+ 2U(3)δ (ρ)σl′i∂l′ρ∂k[σli∂lρ]ajk∂jρ dt
+ 2U ′′δ (ρ)
{[σl′i∂l′ρamk∂mσli∂lkρ]
+ σl′i∂l′ρ∂lρ[b¯m∂mσli + 12amk∂mkσli]
− all′∂l′ρ[σkr∂kjρ∂lσjr + ∂kρ∂lb¯k]}dt
+U ′′δ (ρ)akk′∂k[∂lρσli]∂k′ [∂l′ρσl′i]dt.
Equivalently,
d
[
U ′′δ (ρ)∇∗ρa∇ρ
]
= dM̂(δ) + tr[δ]dt
+ 2U ′′δ (ρ)
{
∂l′ρ∂lρ
[1
4(∂kσlj akm∂mσl′j − σki∂kσljσmj∂mσl′i )
+ 12 b¯m∂mall′ + 12σl′iamk∂mkσli − akl′∂kb¯l
]
+ [σl′iamk − σkiaml′ ]∂l′ρ∂mσli∂klρ}dt.
B.2. Proof of Theorem 2.4. Let us check (2.2). Since U ′′ is continuous and
nonincreasing in (0,∞) by Remark 2.1, one has U ′′δ (r)↗U ′′(r) for each r > 0 as
δ → 0. It is therefore enough to obtain (the integrated version of) inequality (2.2)
with U ′′δ instead of U ′′, monotone convergence allowing us to pass to the limit as
δ → 0 on both sides. For 0 ≤ r ≤ t < T , we have by Proposition 2.2 that[
U ′′δ (ρ)∇∗ρa∇ρ
]
(t, Yt )− [U ′′δ (ρ)∇∗ρa∇ρ](r, Yr)
≥ M̂(δ)t − M̂(δ)r + 2
∫ t
r
U ′′δ (ρ)[σl′iamk − σkiaml′ ]∂l′ρ∂mσli∂klρ ds
(B.8)
+ 2
∫ t
r
U ′′δ (ρ)∂l′ρ∂lρ
(1
4
(∂kσlj akm∂mσl′j − σki∂kσljσmj∂mσl′i )
+ 1
2
[b¯m∂mall′ + σl′iamk∂mkσli] − aml′∂mb¯l
)
ds.
Since ∂kl′ρU ′′δ (ρ)[σl′iamk − σkiaml′ ] = 0 and
∂k
(
U ′′δ (ρ)
)
∂l′ρ[σl′iamk − σkiaml′ ] =U(3)δ (ρ)∂kρ∂l′ρ[σl′iamk − σkiaml′ ] = 0,
one has
U ′′δ (ρ)[σl′iamk − σkiaml′ ]∂l′ρ∂mσli∂klρ
= 1
p∞
∂k
(
∂lρ∂l′ρU
′′
δ (ρ)[σl′iamk − σkiaml′ ]∂mσlip∞
)(B.9)
− ∂lρ∂l′ρU
′′
δ (ρ)
p∞
∂k
([amkσl′i − σkiaml′ ]∂mσlip∞).
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Setting
ll′
def= 1
4
(∂kσlj akm∂mσl′j − σki∂kσljσmj∂mσl′i )
+ 1
2
[b¯m∂mall′ + σl′iamk∂mkσli] − aml′∂mb¯l
− 1
p∞
∂k
[(1
2
amk∂mall′ − σkiaml′∂mσli
)
p∞
]
,
we deduce that[
U ′′δ (ρ)∇∗ρa∇ρ
]
(t, Yt )− [U ′′δ (ρ)∇∗ρa∇ρ](r, Yr)
≥ M̂(δ)t − M̂(δ)r + 2
∫ t
r
U ′′δ (ρ)ll′∂l′ρ∂lρ ds(B.10)
+ 2
∫ t
r
1
p∞
∂k
(
∂lρ∂l′ρU
′′
δ (ρ)[σl′iamk − σkiaml′ ]∂mσlip∞
)
ds.
Using (2.1) and the identity σki∂k′σli = ∂k′akl − ∂k′σkiσli , one can check that
ll′ = 12 b¯k′∂k′all′ +
1
2
(akl′∂kb¯l + akl∂kb¯l′)+ 14ak′k∂k′kall′
− 1
4
(ak′k∂k′σli∂kσl′i + σki∂kσljσk′j ∂k′σl′i )
+ 1
2
σki(∂k′σliak′l′ + ∂k′σl′iak′l)∂k ln(p∞)− 12ak′k∂k′all′∂k ln(p∞)(B.11)
+ 1
2
∂k
[
σki(∂k′σliak′l′ + ∂k′σl′iak′l)− ak′k∂k′all′]
= ll′ +l′l
2
,
and therefore, the second integral on the right-hand side of (B.10) rewrites as
2
∫ t
r U
′′
δ (ρ)ll′∂l′ρ∂lρ ds.
Now, the quadratic variation of M̂(δ) is bounded above in [0, T ) by a constant
times∫ t
0
[∣∣U(3)δ (ρ)∣∣2∣∣∇∗ρa∇ρ∣∣3(Ys)+ (U ′′δ (ρ))2∇∗(∇∗ρa∇ρ)a∇(∇∗ρa∇ρ)](Ys) ds.
This fact and our assumptions imply that M̂δ is a martingale in [0, T ) for all δ > 0
sufficiently small. Indeed, we have from Remark 2.1 that U ′′δ (r)≤U ′′(δ)∧U ′′(r)
and |U(3)δ (r)| ≤ |U(3)(δ)| ∧ |U(3)(r)| for all r ≥ 0. Therefore (since U ′′ > 0) we
have U ′′δ (r)≤ (U ′′(r)∧ 1)1U ′′(δ)≤1 +U ′′(δ)(U ′′(r)/U ′′(δ))∧ 1)1U ′′(δ)>1 whence
U ′′δ (r) ≤ (U ′′(δ) + 1)(U ′′(r) ∧ 1). As U(3) is nondecreasing and nonpositive, ei-
ther |U(3)(δ)| = 0 for all δ sufficiently small, in which case we similarly get
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|U(3)δ (r)| ≤ (|U(3)(δ)| + 1)(|U(3)(r)| ∧ 1), or otherwise U(3)δ identically vanishes
for all δ. Assumption (H6′)p∞ and the previous then ensure that 〈M(δ)〉t has finite
expectation for t ∈ [0, T ).
In order to conclude that inequality (2.2) holds for the function Uδ , noting that
∇ρt vanishes on {ρt = 0}, it is enough to show that the last integral in (B.10) has
(well-defined) null expectation. Using (B.9) and assumption (H6′)p∞ we obtain
[with the same estimation for U ′′δ (r) as before] that
ET∞
∫ t
r
∣∣∣∣ 1p∞ ∂k(∂lρ∂l′ρU ′′δ (ρ)[σl′iamk − σkiaml′ ]∂mσlip∞)
∣∣∣∣(Ys) ds
=
∫ t
r
∫
Rd
∣∣∂k(∂lρ∂l′ρU ′′δ (ρ)[σl′iamk − σkiaml′ ]∂mσlip∞)∣∣dx ds(B.12)
<∞,
which shows that the expectation of the last term in (B.10) is well defined. More-
over, the (everywhere-defined) spatial divergence of g(s, x) := ∂lρs∂l′ρsU ′′δ (ρs)×[σl′iam• −σ•iaml′ ]∂mσlip∞ is L1(dx,Rd) for a.e. s. For such s and φn ∈ C∞0 (Rd)
satisfying 0 ≤ φn ≤ 1, 0 ≤ |∇φn| ≤ 1, φn(x) = 1 for x ∈ B(0, n) and φn(x) = 0
for x ∈ B(0,2n)c, we have
0 =
∫
Rd
∇ · (φn(x)g(s, x))dx
=
∫
Rd
φn(x)∇ · g(s, x) dx +
∫
Rd
∇φn(x).g(s, x) dx.
Since by Lebesgue’s theorem, the second term on the right-hand side tends to 0 as
n→ ∞, the limit ∫Rd ∇ · g(s, x) dx of the first term is equal to 0.
APPENDIX C
In this section we compare our results on the dissipation of the Fisher informa-
tion with the computations and results in [1].
The form of the term tr(δ) in Proposition 2.2 is inspired from the term
tr(XY) in [1], pages 163–164, where X = 2δ . One has
12 = (∇∗ρa)j ∂j (σki∂kρ)σli∂lρ
= 12
(∇∗ρa)j [∂j (σki∂kρ)σli∂lρ + ∂j (σli∂lρ)σki∂kρ]
= 12
(∇∗ρa)j ∂j [∂lρakl∂kρ] = 12 (∇∗ρa)∇(∇∗ρa∇ρ)
which, with ∂v
∂x
:= (∂j vi)i,j denoting the Jacobian matrix of vector field v, equals
1
2
(∇∗ρa)j ∂j [∂kρakl∂lρ] = 12 (∇∗ρa)j (∂kjρakl∂lρ + ∂j [akl∂lρ]∂kρ)
= 1
2
∇∗ρa ∂(∇ρ)
∂x
a∇ρ + 1
2
∇∗ρa ∂(a∇ρ)
∂x
∗
∇ρ
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and corresponds to 4Y12 in [1], page 164 [noting that in their notation, D(x) =
a(x)/2]. Similarly, 22 = 4Y22. However 11 cannot in general be identified with
4Y11. For instance, in the case of scalar diffusion D(x) = a(x)/2 = D(x)Id for
some real valued function D, the term 11(x) above, when written in terms of D,
reads
1
2
|∇D|2|∇ρ|2 + 1
2
(∇D · ∇ρ)2 + 4D∂jD∂iρ∂ijρ + 4D2
∑
ij
(∂ijρ)
2
for the choice σ(x)= √2D(x)Id , whereas
4Y11 = 4
(
D2
∑
ij
(∂ij ρ)
2 +
(
d
4
− 1
2
)
(∇ρ · ∇D)2 + 2D∂jD∂iρ∂ijρ
−D(∇ρ · ∇D)ρ + 1
2
|∇D|2|∇ρ|2
)
.
Moreover, our term 11 is nonintrinsic, in the sense that it cannot in general be
written in terms of the diffusion matrix a only (without making explicit use of σ ),
contrary to the term Y11 in the matrix of [1].
We will next check that the criterion in [1] can also be derived from the com-
putations in Proposition 2.2 in case a is nonsingular, which amounts to making an
alternative choice in the expression for d[U ′′δ (ρ)∇∗ρa∇ρ] of the quantities in the
roles of the coefficient 11 and of the term θ¯ . This will also allow us to compare
and combine both criteria.
Recall first that the matrix D(x) in [1] equals half of our matrix a(x), and notice
that our forward drift term writes in their notation b = −D∇φ − DF + ∇ · D,
where (∇ · D)i = ∂jDij , e−φ = p∞ is the invariant density, and F a is vector field
satisfying ∇ · (DFe−φ) = 0. Thus b¯ = a∇ lnp∞ + ∇ · a − b = −D∇φ + DF +
∇ · D.
The factor of U ′′δ (ρ) in (B.7) takes the intrinsic form
akk′ [∂klρσli∂k′l′ρσl′i + ∂klρσli∂l′ρ∂k′σl′i + ∂lρ∂kσli∂k′l′ρσl′i
+ ∂lρ∂kσli∂l′ρ∂k′σl′i]
+ 2σl′i∂l′ρak′k∂k′σli∂lkρ + ∂lρ∂l′ρakk′∂k′kσliσl′i − 2all′∂l′ρσkr∂kk′ρ∂lσk′r
+ b¯m∂mall′∂lρ∂l′ρ − 2all′∂l′ρ∂kρ∂lb¯k
= akk′ [∂klρ∂k′l′ρall′ + 2∂klρ∂l′ρ∂k′all′ ] + 12akk′∂lρ∂l′ρ∂kk′all′
− all′∂l′ρ∂kk′ρ∂lakk′ + b¯m∂mall′∂lρ∂l′ρ − 2all′∂l′ρ∂kρ∂lb¯k,
where to the second and third terms in the bracket on the left-hand side, brought
together, we have added the first term after the bracket, and moreover the fourth
term in the bracket on the left-hand side was added to the second term outside the
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bracket. Hence, writing
Q1 := −all′∂l′ρ∂kk′ρ∂lakk′ + b¯m∂mall′∂lρ∂l′ρ − 2all′∂l′ρ∂kρ∂lb¯k,
Q2 := akk′ [∂klρ∂k′l′ρall′ + 2∂klρ∂l′ρ∂k′all′ ] + 12akk′∂lρ∂l′ρ∂kk′all′,
and using the last expression for 12 above, we can write
1
2
d
[
U ′′δ (ρ)∇∗ρa∇ρ
]
= 1
2
dM̂(δ) + U
′′
δ (ρ)
2
(Q1 +Q2) dt + U
(4)
δ (ρ)
4
∣∣∇∗ρa∇ρ∣∣2 dt
+ U
(3)
δ (ρ)
2
(
∇∗ρa ∂(∇ρ)
∂x
a∇ρ + ∇∗ρa ∂(a∇ρ)
∂x
∗
∇ρ
)
dt
= 1
2
dM̂(δ) +
[
U
(4)
δ (ρ)
4
∣∣∇∗ρa∇ρ∣∣2
(C.1)
+ U
(3)
δ (ρ)
4
(
∇∗ρa ∂(∇ρ)
∂x
a∇ρ + ∇∗ρa ∂(a∇ρ)
∂x
∗
∇ρ
)]
dt
+
[
U ′′δ (ρ)
2
Q1
]
dt
+
[
U ′′δ (ρ)
2
Q2
+ U
(3)
δ (ρ)
4
(
∇∗ρa ∂(∇ρ)
∂x
a∇ρ + ∇∗ρa ∂(a∇ρ)
∂x
∗
∇ρ
)]
dt.
The latter identity yields the expression for the dissipation of entropy dissipation
computed in [1]. Indeed, denoting, respectively, by J1, J2 and J3 the expectations
of the first, second and third terms in square brackets on the right-hand side, we
observe that J1 is, up to time reversal t → T − t , exactly equal to the term R˜1,
at the top of page 162 in [1]. Starting from the last expression of T3, page 160,
and the definition (2.23) of R˜2 and T4, and replacing DF by its expression b¯ −
1
2(a∇ ln(p∞)+ ∇ · a) in our notation, we get that R˜2 + T3 + T4 is equal to∫
Rd
U ′′δ (ρ)Q1
2
p∞ −
∫
Rd
[
U ′′δ (ρ)
4
(∂iρ∂jaik∂kρ + 2∂ijρaik∂kρ)
]
× ∂l(aljp∞)
−
∫
Rd
U ′′δ (ρ)
2
[alj ∂ij lρ∂kρaki]p∞
up to time reversal. The first term corresponds to J2. Integrating by parts the second
term to get rid of the derivative, with respect to the lth coordinate in the second
factor, one checks that its sum with the last one is equal to J3. Hence, up to time
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reversal, we have J1 + J2 + J3 = (R˜1 + T3)+ (R˜2 + T4), which is the expression
for the dissipation of entropy dissipation computed in [1], page 160.
In order to recover the Bakry–Emery criterion in [1], we rewrite Q1 + Q2 =
K1(ρ)+K2(ρ) where
K1(ρ) := b¯m∂mall′∂lρ∂l′ρ − 2all′∂l′ρ∂kρ∂lb¯k + 12akk′∂lρ∂l′ρ∂kk′all′
and
K2(ρ) := akk′∂klρall′∂k′l′ρ + 2akk′∂klρ∂l′ρ∂k′all′ − ak′l′∂l′ρ∂klρ∂k′akl.
When a is nonsingular, introducing Gjk(ρ) = ∂l′ρak′l′∂k′ajk and Hlj (ρ) =
∂jall′∂l′ρ, we can write
K2(ρ)= tr[(a∇2ρ)2 + 2H(ρ)a∇2ρ −G(ρ)∇2ρ]
= tr[(a∇2ρ)2 +H(ρ)a∇2ρ + aH(ρ)∗∇2ρ −G(ρ)a−1a∇2ρ]
= tr[(a∇2ρ)2 + 12 (H(ρ)a∇2ρ + aH(ρ)∗∇2ρ −G(ρ)a−1a∇2ρ)
+ 12
(
a∇2ρH(ρ)+ a∇2ρaH(ρ)∗a−1 − a∇2ρG(ρ)a−1)],
where we have used the cyclicity of the trace and its invariance by transposition.
Following [1], we complete the trace of a squared sum of matrices to get
K2(ρ)= tr[a∇2ρ + 12 (H(ρ)+ aH(ρ)∗a−1 −G(ρ)a−1)]2
− 14 tr
[
H(ρ)+ aH(ρ)∗a−1 −G(ρ)a−1]2.
The finite variation part on the right-hand side of the first line in (C.1) therefore
rewrites
U ′′δ (ρ)
2
(
K1(ρ)− 14 tr
[
H(ρ)+ aH(ρ)∗a−1 −G(ρ)a−1]2)
+ U
′′
δ (ρ)
2
tr
[
a∇2ρ + 1
2
(
H(ρ)+ aH(ρ)∗a−1 −G(ρ)a−1)]2 dt
(C.2)
+ U
(3)
δ (ρ)
2
(
∇∗ρa ∂(∇ρ)
∂x
a∇ρ + ∇∗ρa ∂(a∇ρ)
∂x
∗
∇ρ
)
dt
+ U
(4)
δ (ρ)
4
∣∣∇∗ρa∇ρ∣∣2 dt.
The sum of the second, third and fourth lines correspond to the matrix product XY
in [1] and is shown to be nonnegative on page 164 therein. We can then check that
for a smooth function v :Rd →R, the term 12(K1(v)− 14 tr[H(v)+ aH(v)∗a−1 −
G(v)a−1]2) is twice the expression on the left-hand side of inequality (2.13) on
page 158 of [1] (with ∇v corresponding to their vector field “U”). Consequently,
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their Bakry–Emery criterion (2.13) corresponds, in our notation, to imposing the
condition
∃λ > 0 such that for all smooth functions v :Rd →R and all x ∈Rd ,
1
2
(
K1(v)− 14 tr
[
H(v)+ aH(v)∗a−1 −G(v)a−1]2)(x)≥ λ∇v∗a∇v(x),
which implies exponential convergence at rate 2λ of the U -Fisher information and
the U -relative entropy.
We may combine this criterion with ours by introducing some C1 function
α :Rd → [0,1] and writing the finite variation part on the right-hand side of the
first line in (C.1) as (1 −α) multiplied by the expression (C.2), plus 12α multiplied
by the finite variation part in the right-hand side of (B.8). Because of the integra-
tion by parts performed in the proof of Theorem 2.4, the mixed criterion involves
the derivatives of α. Let
αll′ := αll′ − 12∂kα
([σl′iamk − σkiaml′ ]∂mσli + [σliamk − σkiaml]∂mσl′i).
This ultimate mixed criterion writes
∃λ > 0 such that for all smooth function v :Rd →R and all x ∈Rd :(
1 − α(x))(12 (K1(v)− 14 tr[H(v)+ aH(v)∗a−1 −G(v)a−1]2)(x))
+ ∇v∗α∇v(x)≥ λ∇v∗a∇v(x)
and also implies exponential convergence at rate 2λ of the U -Fisher information
and the U -relative entropy.
Acknowledgments. We thank Tony Lelièvre (CERMICS) for pointing out to
us the paper of Arnold, Carlen and Ju [1] at an early stage of this research. We also
thank Anton Arnold (TU Wien) for suggesting an improvement of our nonintrinsic
Bakry–Emery criterion; see Remark 2.3. The first author thanks CERMICS for
their hospitality and partial support.
REFERENCES
[1] ARNOLD, A., CARLEN, E. and JU, Q. (2008). Large-time behavior of non-symmetric Fokker–
Planck type equations. Commun. Stoch. Anal. 2 153–175. MR2446997
[2] ARNOLD, A., MARKOWICH, P., TOSCANI, G. and UNTERREITER, A. (2001). On convex
Sobolev inequalities and the rate of convergence to equilibrium for Fokker–Planck type
equations. Comm. Partial Differential Equations 26 43–100. MR1842428
[3] BAKRY, D. and ÉMERY, M. (1985). Diffusions hypercontractives. In Séminaire de Probabil-
ités, XIX, 1983/1984 177–206. Springer, Berlin. MR0889476
[4] BOULEAU, N. and HIRSCH, F. (1991). Dirichlet Forms and Analysis on Wiener Space. De
Gruyter Studies in Mathematics 14. de Gruyter, Berlin. MR1133391
[5] CATTIAUX, P. (2004). A pathwise approach of some classical inequalities. Potential Anal. 20
361–394. MR2032116
[6] CATTIAUX, P. and LÉONARD, C. (1994). Minimization of the Kullback information of diffu-
sion processes. Ann. Inst. Henri Poincaré Probab. Stat. 30 83–132. MR1262893
170 J. FONTBONA AND B. JOURDAIN
[7] CHAFAÏ, D. (2004). Entropies, convexity, and functional inequalities: On -entropies and -
Sobolev inequalities. J. Math. Kyoto Univ. 44 325–363. MR2081075
[8] FÖLLMER, H. (1986). Time reversal on Wiener space. In Stochastic Processes—Mathematics
and Physics (Bielefeld, 1984). Lecture Notes in Math. 1158 119–129. Springer, Berlin.
MR0838561
[9] FÖLLMER, H. and WAKOLBINGER, A. (1986). Time reversal of infinite-dimensional diffu-
sions. Stochastic Process. Appl. 22 59–77. MR0852383
[10] FRIEDMAN, A. (1964). Partial Differential Equations of Parabolic Type. Prentice Hall, Engle-
wood Cliffs, NJ. MR0181836
[11] HAUSSMANN, U. G. and PARDOUX, É. (1986). Time reversal of diffusions. Ann. Probab. 14
1188–1205. MR0866342
[12] HOLLEY, R. and STROOCK, D. (1987). Logarithmic Sobolev inequalities and stochastic Ising
models. J. Stat. Phys. 46 1159–1194. MR0893137
[13] HWANG, C.-R., HWANG-MA, S.-Y. and SHEU, S.-J. (2005). Accelerating diffusions. Ann.
Appl. Probab. 15 1433–1444. MR2134109
[14] JACOD, J. (1979). Calcul Stochastique et Problèmes de Martingales. Lecture Notes in Math.
714. Springer, Berlin. MR0542115
[15] KUNITA, H. (1990). Stochastic Flows and Stochastic Differential Equations. Cambridge Stud-
ies in Advanced Mathematics 24. Cambridge Univ. Press, Cambridge. MR1070361
[16] KUSUOKA, S. and STROOCK, D. (1985). Applications of the Malliavin calculus. II. J. Fac.
Sci. Univ. Tokyo Sect. IA Math. 32 1–76. MR0783181
[17] MILLET, A., NUALART, D. and SANZ, M. (1989). Integration by parts and time reversal for
diffusion processes. Ann. Probab. 17 208–238. MR0972782
[18] PARDOUX, É. (1986). Grossissement d’une filtration et retournement du temps d’une diffusion.
In Séminaire de Probabilités, XX, 1984/85. Lecture Notes in Math. 1204 48–55. Springer,
Berlin. MR0942014
DIM-CMM, UMI(2807) UCHILE-CNRS
UNIVERSIDAD DE CHILE
CASILLA 170-3, CORREO 3
SANTIAGO
CHILE
E-MAIL: fontbona@dim.uchile.cl
UNIVERSITÉ PARIS-EST
CERMICS (ENPC), INRIA
6-8 AV BLAISE PASCAL, CITÉ DESCARTES
CHAMPS SUR MARNE
77455 MARNE-LA-VALLÉE CEDEX 2
FRANCE
E-MAIL: jourdain@cermics.enpc.fr
