In this paper, we introduce a new form of distributions called "Marshall-Olkin Extended Weibull distribution" MOEW. We study some of its structural properties and the shape of its hazard rate function. We provide some methods of point estimation for the unknown parameters and discuss its asymptotic properties. Finally, numerical methods and simulations are used to compare between different methods of estimation, then we study the behavior of parameters under different sample sizes and different values of parameters.
Introduction:
Statistical distributions are commonly used to describe real world phenomena. For this feature, the theory of statistical distribution is widely studied and new distributions are developed. Scientists are interested in developing more flexible statistical distributions, therefore, many generalized classes of distributions have been developed and applied to describe various phenomena. A common advantage of these generalized distributions is that they have more parameters. [16] proposed an important method of adding a new parameter to an existing distribution. Thus a new family of distributions called Marshall-Olkin (MO) has been defined. This new family of distributions includes the original distribution as a special case and it gives more flexibility to model. [20] introduced a detailed study about the physical interpretation of the MO family.
Weibull distribution is a well known distribution that has many applications in survival analysis and reliability theory. Its importance appears since Weibull distribution considered as a generalization of many other distributions such as: Exponential, Rayleigh and generalized extreme value distributions. Weibull distribution has many nice properties, among others, its hazard rates can be decreasing, constant or increasing. This is one of the attractive properties that make the Weibull distribution so applicable. Weibull distribution has been extensively used over the past decades for modeling data in reliability, engineering and biological studies.
The need for extended form of the Weibull distribution is important in many areas. Some extended forms of Weibull distribution and its applications were referred to [24] , [3] , [21] and [23] . The extension idea is simply based on adding more parameters to a well-defined distribution provides more flexible new classes of distributions.
Let F(x) = 1 − F(x) denote the survivor function of a continuous random variable X and f (x) = dF(x) dx be the probability density function associated with the cumulative distribution function (cdf) F(x), then the MO extended distribution has the survival function
, −∞ < x < ∞, α > 0, (1.1) where α = 1 − α. It is clear that Eq.(1.1) provides a method to obtain a new distribution from an existing one. When α = 1, G(x) = F(x), it is readily seen that F(x) is a special case of G(x). The probability density function (pdf) corresponding to Eq. (1.1) takes the form g(x) = α f (x) (1 − αF(x)) 2 , −∞ < x < ∞, α > 0.
Some special cases of Eq. (1.1) were recently studied in literature. [5] considered Pareto distribution, [18] considered gamma distribution while [6] took lomax distribution. [1] studied the inferences of Marshall-Olkin exponential distribution and [19] studied the moments of order statistics based on Marshall-Olkin exponential distribution.
[8] and [7] studied a new generalization of the geometric and normal distributions using the MO idea. [4] considered the MO extended Weibull distribution with shape and scale parameters, they studied some of its mathematical properties as well as estimation of the model parameters. [17] discussed the Marshall-Olkin extended Weibull family of distributions, some structural properties including moments and order statistics were discussed. [2] considered Marshall-Olkin exponential distribution and he introduced a comparison between different methods of methods of point estimation of the distribution parameters.
In this paper we introduce MO extended Weibull distribution (MOEW). Some structural properties of the density function and hazard rate function are studied. Our goal is to introduce different methods of point estimation for the unknown parameters. Numerical methods are used to make comparison between these methods, also we study the behavior of estimated parameters for different sample sizes and for different parameter(s) values. Basically we compare, the maximum likelihood estimators, moment estimators, estimators based on percentiles and the least square estimators by using simulation techniques.
The organization of this paper is as follows. In section 2, we introduce MOEW density function and show that it can be expressed as a linear combination of Weibull density function. The hazard rate function for the MOEW is given in section 3. Section 4 describes the methods of point estimation. Some characterization results are presented in section 5, while numerical results and simulation are provided in section 6.
The probability density function
Consider Weibull distribution with probability density function (pdf) given by
where θ > 0 is the shape parameter, β > 0 is a scale parameter and µ ∈ R is the location parameter. The cumulative distribution function (cdf) is given by
and the survival function is F(x; θ , β , µ) = exp[−(
the corresponding pdf of MOEW is
where α > 0, θ > 0, β > 0, µ ∈ R, and x ≥ µ. For 0 < α < 1, using binomial expansion of the denominator we can rewrite it as:
where Γ(.) is the gamma function. Applying the expansion (2.3) in (2.2), yields
where f W E (x; θ , β * , µ) is the pdf of Weibull distribution with parameters θ , β * and µ, where
For α > 1, we can use similar argument as in Eq. (2.3), and after some algebraic manipulations we can obtain
where
Hence the MOEW density function can be expressed as an infinite linear combination of Weibull density function. Therefore expression (2.4) and (2.5) can be used to find many mathematical properties such as the moments of MOEW distribution.
The Hazard Rate Function
Hazard rate function or failure rate is important in survival analysis as well as reliability theory. The hazard rate function for MOEW is of the form
, for x ≥ µ.
In order to determine the shape of h(x; α, θ , β , µ) it is quite enough to determine the shape of log h(x; α, θ , β , µ), the first derivative of log h(x; α, θ , β , µ) is
The possible shapes of the hazard rate function are: 1-If 0 < θ < 1, then s(x) is negative for x ≥ µ, and hence the hazard function is a decreasing function with h(µ) = ∞ and h(∞) = 0.
2-If θ > 1, 0 < α < 1, then s(x) has two roots x 0 and x 1 . The hazard function is increasing on (µ, x 0 ), decreasing on ( x 0 , x 1 ) and increasing on (x 1 , ∞) with h(µ) = 0 and h(∞) = ∞.
3-If θ > 1, α > 1, then s(x) is positive. The hazard rate is increasing with h(µ) = 0 and h(∞) = ∞.
Point Estimation
In this section we introduce four different methods of point estimation for the parameters of MOEW distribution. The asymptotic properties are discussed for the maximum likelihood and method of moment estimators. In section 6, numerical techniques will be used to obtain the estimated values of parameters, then a comparison is done between these estimated values to decide which method is the best.
Maximum Likelihood Estimation
The maximum likelihood estimation (MLE) is widely used in inferential statistics as it has many nice properties such as invariance, consistency and normal approximation property. It depends basically on maximizing the likelihood function of MOEW distribution. Let X 1 , X 2 , ..., X n be a random sample from MOEW, then the log-likelihood function for the vector of parameters γ = (α, θ , β , µ) can be expressed as
(4.1) From the above log-likelihood equation we compute the derivatives with respect to the parameter vector γ. Since x ≥ µ, then the MLE of the parameter µ is assumed to be x (1) , where x (1) is the first order statistic. So, we need to solve the following three normal equations after equating them to zero:
The solution for the above normal equations is not an easy task as they have not an explicit solution. The MLE's can be obtained numerically using Newton-Raphson method to solve the above normal equation. Many numerical methods were used in the literature to solve such system of nonlinear equations. In this paper, we use the Newton-Raphson method which is one of the mostly used methods. This method depends on the following iterated equation
The above iterated iterated equation depends on the choice of the initial point (α (0) , θ (0) , β (0) ). We use Mathematica package to produce the new values (iterated values) for α, θ and β based on their past (or initial) values until they converge to their MLE's results.
The normal approximation of the MLE of vector parameter γ can be used to construct approximate confidence intervals and for testing hypotheses on the parameters α, θ , β and µ.
From the asymptotic property of the MLE we have that
, where K(γ) is the unit expected information matrix and K(γ) = lim n→∞ 1 n I n (γ). Here I n (γ) is the observed information matrix evaluated at γ. The observed information matrix is given by
The expected values of the second derivatives can be found by using some methods of integration. Now, without loss of generality, we assume that β = 1. The MLE of α, when the other parameters are known is obtained by solving the non-linear equation
The MLE's of β and θ can be obtained directly by maximizing (4.1) with respect to β , θ , respectively, given that other parameters are known.
Method of Moment Estimation
In order to use method of moment estimators (MME), it is essential to compute the moments of MOEW distribution. We use the idea of binomial expansion in Eqs. (2.4) and (2.5) in order to obtain the following:
. So we divide our work into two cases: Case (a): 0 < α < 1: The expected value in Eq. (4.3) is written as
The n th moment for a three parameter Weibull distribution was given by [23] . Using their formula we can rewrite Eq. (4.4) as
Using the above formula we can find the first four moments. We equate sample moments with the population moments of MOEW to obtain the following four equations: 
Using this formula and by applying the same argument used for case 0 < α < 1, we can find the first four moments for case α > 1. In fact, after some mathematical manipulation, we find that the first four moment for this case are the same as the first four moments for case 0 < α < 1 given in Eq.'s (4.5)-(4.8), respectively. We use numerical methods to solve the above four equations in order to estimate the needed parameters.
Sometimes population and sample variance can be used to obtain the second moment instead of Eq. (4.6), hence
Now we discuss the asymptotic distribution of the MME's of α, θ , β and µ, let us denote γ = (α, θ , β , µ) and let
where γ is a point between γ MM and γ. Its clear that as n → ∞, γ MM → γ and γ → γ. The derivatives mentioned in the above matrix can be obtained simply, let us consider the first one as an example:
. As a special case, we assume that µ = 0 and σ = 1, then
Estimators Based on Percentiles
This method was introduced by [11] and [12] , which can be used when the data has a distribution function with closed form. The idea depends on estimating the unknown parameters by fitting straight line to the theoretical percentile points obtained from the distribution function and the sample percentile points. [11] and [12] found that this method can be useful in Weibull and exponential distributions. In this section we use the same technique for the MOEW distribution. Consider the (cdf) of MOEW distribution
Let X (i) denotes the i th order statistic from a sample of size n. If p i denotes some estimate of G(x (i) ; γ), then the estimate of γ = (α, θ , β , µ) can be obtained by minimizing
This method is used by several authors, see for example [2] , [9] and [14] . Since Eq. 1/4) ) or p i = (i − (1/2))/n, see [15] .
We assume that α is known, then the PCE's of (θ , β , µ) can be obtained by taking partial derivatives with respect to the other three parameters respectively. Let π i = ln(
the three normal equations that should be solved are:
By solving these normal equations after equating them to zero, we have
It is easy to find µ PCE when β and θ are known. Now, when µ and θ are known and if we denote
which is equivalent to β =
Therefore, the PCE of β can be calculated by mini-
with respect to β . Hence, the PCE of β is given by
Similarly, when µ and β are known, the PCE of θ is found to be
Without loss of generality, we can assume β = 1 and µ and θ are known. If we denote G(x) = G(x; α, 1, θ , µ) then
Therefore, the PCE of α can be obtained by minimizing
with respect to α. In this case the PCE of α is found to be
Interestingly, all the PCE's estimators have a closed forms when assuming that the other parameters are known.
Least Squares Estimators and Weighted Least Squares Estimators
The method of least squares estimate or regression estimate was first suggested by [22] to estimate the parameters of beta distribution. The method can be described as follows: Suppose Y 1 ,Y 2 , ...,Y n is a random sample of size n from a distribution function G(.) and Y (1) ,Y (2) , ...,Y (n) denote the order statistics of the observed sample. Consider G(Y (i) ) to be the distribution function of the i th order statistics from the observed sample, then G(Y (i) ) has U(0, 1) distribution. Therefore we have
and
See, for example, [10] . The least squares estimators of the unknown parameters can be obtained by minimizing
with respect to the unknown parameters α, β , θ , µ and hence minimizing
(4.19)
Numerically, we can obtain the least squares estimate of the four parameters which are denoted by α LSE , β LSE , θ LSE , µ LSE .
For the weighted least square estimators of the unknown parameters we need to minimize
Equivalently, the weighted least square estimators can be evaluated by minimizing 20) to obtain what are denoted by α W LSE , β W LSE , θ W LSE , µ W LSE . Numerical argument are needed to evaluate the so obtained estimators.
Some Characterization Results
In this section, we present four characterization results based on MOEW distribution. To prove the main results, we need to consider some Lemmas.
Lemma 5.1. Suppose that X is an absolutely continuous random variable and its cdf F(x) with F(0) = 0 and F(x) > 0 for all x > 0. Assume that f (x) is the pdf of X and f (x) exists for all x > 0. For a continuous function g(x) defined on 0 < x < ∞ with finite E(g(X)). If E(g(X) | X ≥ x) = h(x)r(x), where h(x) is differentiable in x > 0 and r(x) =
du), where c is determined by the condition
. Differentiating both sides, we obtain −g(x) f (x) = f (x)h (x) + f (x)h(x). After some simplifications, we have
Integrating both sides of the above equation, we obtain f (x) = c exp(
du) and c is determined by the condition
Lemma 5.2. Suppose that X is an absolutely continuous random variable and its cdf F(x) with F(0) = 0 and F(x) > 0 for all x > 0. Assume that the pdf of X is f (x) and f (x) exists for all x > 0. For a a continuous function g(x) defined on 0 < x < ∞ with finite E(g(X)).
, then
. Differentiating both sides, we obtain g(x) f (x) = f (x)h (x) + f (x)h(x). After some simplifications, we have
Integrating both sides of the above equation, we obtain f (x) = c exp( 
Proof. We have
Using Lemma 5.1, we conclude
By integrating the above equation, we obtain f (x) = c
, where c is a constant. Using the
Theorem 5.2. Suppose that X is an absolutely continuous random variable and its cdf F(x) with F(0) = 0 and F(x) > 0 for all x > 0. Assume that the pdf of X is f (x) and f (x) exists for all x > 0 and assume E(X m ) exists for m ≥ 1.
F(x) and
Suppose now that
Using Lemma 5.2, we conclude that
, where c is a constant. Using
Based on Eq.'s (2.1) and (2.2) and characterization purpose of this distribution, we can assume w.l.o.g µ = 0 and β = 1.
Numerical Computations and Discussions
In this section, we perform some numerical computations to compare the performances of the different estimators proposed in the previous sections. We perform an extensive simulation study to compare the performances of the different methods in the sense of bias and mean square error (MSE) for different sample sizes and for different parameter values. The generation of the MOEW can be easily obtained through the transformation X = µ + β (log( α (1−U) + 1 − α)) 1/θ , where U is a uniform distribution deviate on (0, 1). Mathematica 7 codes are used for generating the MOEW random variables and for solving the non-linear equations as well as for computing the minimization or maximization of the related functions.
Since β is the scale parameter and all the estimators are scale invariant, we take β = 1 in all cases considered. We consider various choices of the parameters α, θ , µ and sample sizes n = 10, 50 and 100.
We compute the average relative biases and average relative MSE's over 10,000 runs. This number of runs will give the accuracy in the order ±(10, 000) −5 = ±0.01 (see [13] ). Therefore, we report all the results up to three decimal places.
First we consider the estimation of α when other parameters are known. If β , θ and µ are known, the MLE's and PCE's of α can be obtained directly from (4.2) and (4.16) respectively. The MLE's of β and θ can be obtained directly from Eq. (4.1). The PCE's of β , θ and µ can be computed directly from Eq. (4.10). The MME's of all parameters can be obtained by solving the non-linear equation (4.5) when other parameters are known. The LSE's and WLSE's can be obtained by minimizing (4.19) and (4.20) , respectively, with respect to the needed parameter only. If α is an estimate, then we present the average value of ( α/α) and the average MSE of ( α/α). The relative average bias and relative average MSE of ( γ/γ), where γ is an estimate of γ, are defined, respectively, as follows: 2 , where ρ = γRelativeBias( γ/γ) and k is the number of iterations. We are calculated the results for α = 0.2, 0.4, 0.8, for θ , µ = 0.5, 1.0, 2.0 and for n = 10, 50 and 100. The results are presented in 12 different tables. But since the number of tables are very large, we present only 4 tables each of them when α = 0.8. The other tables are to be given upon request from the corresponding author of this paper. For each method, the average value of ( α/α) is given in each box and the corresponding MSE is reported within parenthesis.
It is observed from Table 1 that all of the estimators usually overestimate α for small values of α, (α ≤ 0.4). For α > 0.4, most of the estimators tends to be underestimates α for µ > 1. It is also observed that all estimates decrease as the value of µ increase. One can also observe that for each estimation method, the average relative MSE's decreases as the sample size increases and also as the value of α increases.
It is observed from Table 2 that all of the estimators usually overestimate β for all values of α except PCE's that appear to be always underestimate. All estimates tend to be underestimate for large values of µ and large sample sizes. It is also observed that all estimates decrease as the value of µ increase. One can also observe that for each estimation method, the average relative MSE's decreases as the sample size increases and also as the values of α and µ increase.
It is observed from Table 3 that all of the estimators usually underestimate θ for all values of α except MLE's that tend to be underestimate for α > 0.4. All estimates tend to be underestimate for large values of µ and large sample sizes. It is also observed that all estimates decrease as the value of µ increases. One can also observe that for each estimation method, the average relative MSE's decreases as the sample size increases and also as the values of α and µ increase. It is observed from Table 4 that most of the estimators usually underestimate µ for all values of α especially for large values of µ. All estimates tend to be underestimate for large values of µ and large sample sizes except MLE's that appear to be always overestimate. It is also observed that all estimates decrease as the values of µ and α increase but they increase as the sample sizes increase. One can also observe that for each estimation method, the average relative MSE's decreases as the sample size increases and also as the values of α and µ increase.
The MLE's provide the best results for all sample sizes. The WLSE's work better than the LSE's for all sample sizes and all values of α. In the context of computational issues, the MLE's, MME's and PCE's could not be easily implemented since they involve non-linear equations. The LSE's and WLSE's involve non-linear functions that should be minimized.
