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Abstract
This report shows that the so-called generalized finite element method with global-local enrichment functions (GFEMg-l)
can be implemented non-intrusively in existing closed-source FEM software as an add-on module. The GFEMg-l is
based on the solution of interdependent global (structural) and local (crack) scale problems. In the approach presented
here, an initial global scale problem is solved by a commercial finite element analysis software like Abaqus, local
problems containing 3-D fractures are solved by an hp-adaptive GFEM software and an enriched global scale prob-
lem is solved by a combination of the FEM and GFEM solvers. The interactions between the solvers are limited to
the exchange of load and solution vectors and does not require the introduction of user subroutines to existing FEM
software. As a results, the user can benefit from built-in features of available commercial grade FEM software while
adding the benefits of the GFEM for this class of problems. Several three-dimensional fracture mechanics problems
aimed at investigating the applicability and accuracy of the proposed two-solver methodology are presented.
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Chapter 1
Introduction
Several industries, ranging from aeronautical to automotive to gas and oil, have the need for simple, robust and
accurate computational tools to perform fracture analyses of complex 3-D structures. Finite element methods available
in commercial software face several difficulties in solving this class of problems. The discretization of 3-D cracks in
complex structures is in general labor intensive and leads to high computational costs, in particular when several
crack configurations must be analyzed as in the case of crack growth simulations or multi-site damage analyses. In
most finite element software, the analysis is carried out by local remeshing. This may be difficult to automate in
cases involving changes in crack topology or surface breaking cracks near complex geometrical features. Mapping of
finite element solutions between meshes may also lead to severe loss of accuracy. The global-local or sub-modeling
procedure in the FEM can address some of these issues but it may also lead to large errors in computed fracture
mechanics quantities [26].
The Generalized or eXtended FEM (G/XFEM) [4] greatly facilitates the discretization of complex 3-D fractures
but their accuracy is dependent on the approximation properties of analytically derived enrichment functions. Two-
dimensional expansions of the elasticity solution near crack tips are used as enrichment functions in most 3-D im-
plementations of these methods. As a result, local mesh refinement is required for acceptable accuracy, in particular,
when modeling mixed mode problems with complex crack paths [39]. This offsets some of the attractive features of
these methods and adds computational complexity to their implementation in available FEM software.
In this report, we use the generalized finite element method with global-local enrichment functions (GFEMg-l)
proposed in [27] to overcome these limitations. A key feature of this GFEM is that the so-called global-local en-
richments are hierarchically added to an existing, possibly coarse, finite element discretization. As a result, it can be
implemented non-intrusively in existing closed-source FEM software as an add-on module. In the approach presented
here, an initial global scale problem is solved by a commercial finite element analysis software like Abaqus, local
problems containing 3-D fractures are solved by an hp-adaptive GFEM software and an enriched global scale problem
is solved by a combination of the FEM and GFEM solvers. The interactions between the solvers are limited to the
exchange of load and solution vectors. In this paper, we describe this two-solver methodology and demonstrate that
it does not require the introduction of user subroutines to existing FEM software while delivering accurate results on
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coarse 3-D finite element meshes. As a result, the user can benefit from built-in features of available commercial
grade FEM software while adding the benefits of the GFEM for this class of problems. Furthermore, no modifications
of available uncracked finite element meshes are needed thus, model preparation times for the proposed two-solver
methodology are relatively short. This work focus on the non-intrusive implementation of the GFEM in Abaqus.
However, the proposed approach can also be used with other methods able to analyze 3-D fractures effectively, like
the boundary element method, and can be implemented in most available FEM software.
In recent years several researchers have proposed approaches for the implementation of the G/XFEM in commer-
cial FEA software. Bordas et al. [5, 6] proposed a combination of an object oriented XFEM C++ code interfaced
with EDS-PLM/I-DEAS software for damage tolerance assessment of complex three-dimensional industrial compo-
nents. Sukumar and Prevost implemented the XFEM in Dynaflow [47]. In Shi et al. [46] a 3-D XFEM toolkit for
Abaqus is presented which is developed and validated by a suite of benchmark problems. Their implementation is
based on the user element library (UEL) capabilities provided by Abaqus. Gendre et al. [21, 22] proposed a non-
intrusive methodology with Abaqus based on approximations of the Schur complement of local degrees of freedom.
Their methodology focus on problems with localized plasticity. Rank et al. [17, 28, 43] proposed a methodology to
implement hierarchical enrichments like the s-version of the FEM [19] in a close-source FEM software. However we
are not aware of its actual implementation as of this writing. Nistor et al. [33] implemented the XFEM in an explicit
FEM code for dynamic crack analysis using an object oriented framework. Giner et al. [23, 24] proposed an Abaqus
implementation of 2-D XFEM aimed at the simulation of fretting fracture crack propagation. We can also mention the
Abaqus implementations of Lua et al. [29] for curvilinear crack growth and life prediction based on XFEM; Xu et al.
[56, 57] for mixed-mode fatigue crack growth in quasi-brittle materials; and the XFEM toolkit of Shi et al. [45] for
automated crack onset and crack growth prediction. These implementations are based on user element libraries added
to Abaqus.
The rest of the report is structured as follows. Chapter 2 describes the target problems considered. In chapters
2.1 and 2.2 the main concepts of the GFEM and the GFEMg-l are summarized. Details of the proposed two-solver
methodology are described in chapter 3. The versatility and accuracy of the method are demonstrated in chapter 4
where several 3-D fracture mechanics problems are solved. Finally we close with concluding remarks in chapter 5.
2
Chapter 2
Problem Description
Consider a cracked domain ¯ΩG = ΩG ∪ ∂ΩG in ℜ3 as illustrated in Figure 2.1. The boundary is decomposed as
∂ΩG = ∂ΩuG∪∂ΩσG with ∂ΩuG∩∂ΩσG = /0. The crack surface S ⊂ ∂ΩσG is assumed to be traction-free.
ΩG
u¯
∂ΩσG
∂ΩuG
S
¯t
Figure 2.1: The linear elastic fracture mechanics problem in 3-D.
We consider the linear elasticity problem on this domain. The equilibrium equations are given by
∇ ·σ = 0 in ΩG, (2.1)
where σ is the Cauchy stress tensor. The following boundary conditions are prescribed on ∂ΩG
u = u¯ on ∂ΩuG σ ·n = ¯t on ∂ΩσG, (2.2)
where n is the outward unit normal vector to ∂ΩσG and ¯t and u¯ are prescribed tractions and displacements, respectively.
Without loss of generality, we assume hereafter that u¯ = 0. The constitutive relations are given by the generalized
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Hooke’s law,
σ =C : ε , (2.3)
where C is Hooke’s tensor. The kinematic relations are given by
ε = ∇su in ΩG, (2.4)
where ε is the linear strain tensor and ∇s is the symmetric part of the gradient operator.
We seek to find an approximation to the solution u of the problem defined by (2.1), (2.2), (2.3) and (2.4) using a
FEM implemented in a commercial code like ABAQUS, and a GFEM implemented in a research code.
2.1 The Generalized FEM: Main Concepts
The Generalized Finite Element Method (GFEM) is an instance of the Partition of Unity Method (PUM). Its inception
can be traced back to the works of Babusˇka et al. [1, 2, 30] and Duarte and Oden [9, 14–16, 34]. In this class
of methods, discretization spaces for a Galerkin method are defined using the concept of a partition of unity. The
Lagrangian finite element shape functions ϕα , α = 1, . . . ,N, in a finite element mesh with N nodes constitute a
partition of unity, i.e., ∑Nα=1 ϕα(x) = 1 for all x in a domain Ω covered by the finite element mesh.
The GFEM denotes a PUM with the partition of unity provided by Lagrangian finite element shape functions.
The same method is also known as the eXtended FEM (XFEM) [3, 31]. A recent review of Generalized/eXtended
FEMs along with a brief history of their developments can be found in [4, 20]. The Finite Cover Method [51] and the
Manifold method [44] also share many similarities with the GFEM.
A shape function, φα i, in the GFEM is computed from the product of a Lagrangian shape function, ϕα , and an
enrichment function, Lα i,
φα i(x) = ϕα (x)Lα i(x) (no summation on α) (2.5)
where α is a node in the finite element mesh. Linear combinations of the GFEM shape functions φα i, α = 1, . . . ,N, can
represent exactly any enrichment function Lα i [9, 15]. Figure 2.2 outlines the construction of GFEM shape functions.
Several enrichment functions can be hierarchically added to any node α in a finite element mesh. Thus, if DL is
the number of enrichment functions at node α , the GFEM approximation, uhp, of a vector field u can be written as
uhp(x) =
N
∑
α=1
DL∑
i=1
u α iφα i(x) =
N
∑
α=1
DL∑
i=1
u α iϕα(x)Lα i(x)
=
N
∑
α=1
ϕα(x)
DL∑
i=1
u α iLα i(x) =
N
∑
α=1
ϕα(x)uhpα (x) (2.6)
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(a) (b)
Figure 2.2: Construction of a generalized FEM shape function using a polynomial (a) and a non-polynomial enrichment (b).
Here, ϕα are the functions at the top, the enrichment functions, Lα i, are the functions in the middle, and the generalized FE shape
functions, φα i, are the resulting bottom functions.
where u α i, α = 1, . . . ,N, i = 1, . . . ,DL, are nodal degrees of freedom and uhpα (x) is an approximation of u defined
on ωα = {x ∈ Ω : ϕα(x) 6= 0}, the support of the partition of unity function ϕα . In the case of a finite element
partition of unity, the support ωα (often called a cloud) is given by the union of the finite elements sharing a vertex
node xα [12]. The equation above shows that the global GFEM approximation uhp(x) is built by pasting together
cloud-wise approximations uhpα ,α = 1, . . . ,N, using a partition of unity. This approximation can be used, for example,
in a variational principle like the Principle of Virtual Work to find approximate solutions to boundary and initial value
problems.
The cloud-wise approximations uhpα , α = 1, . . . ,N, belong to spaces χα(ωα) = span{Lα i}DLi=1 defined on the sup-
ports ωα , α = 1, . . . ,N. A-priori knowledge about the behavior of the function u over the cloud ωα is used when
selecting enrichment or basis functions for a particular space χα(ωα ). We refer to [7, 12, 13, 25, 32, 37, 38, 48, 49]
and the references therein, for details on the selection of these functions for the case 3-D linear elastic fracture me-
chanics problems like those considered in this work.
In the absence of cracks, polynomial enrichment functions can be used. Consider the case of a linear partition of
unity provided by four-node tetrahedral elements (TET4). Let τ denote an element with nodes α = 1,2,3,4. Quadratic
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GFEM shape functions for this element are given by [12]
ϕα
{
1, x− xαhα ,
y− yα
hα
,
z− zα
hα
}
α = 1,2,3,4 (2.7)
where (xα ,yα ,zα) are the coordinates of node α and hα is an scaling factor [12]. A comparison between the per-
formance of this element and standard ten-node quadratic tetrahedral elements (TET10) is presented in [12]. Both
types of elements are used in the numerical experiments presented in Section 4. Cubic and higher order GFEM shape
functions are built using the same procedure [12].
If the enrichment functions Lα1 = 1, α = 1, . . . ,N, the GFEM approximation given by (2.6) can be written as
uhp(x) =
N
∑
α=1
DL∑
i=1
u α iϕα(x)Lα i(x) =
N
∑
α=1
ϕα(x)
[
u α1 +
DL∑
i=2
u α iLα i(x)
]
=
N
∑
α=1
u α1ϕα(x)︸ ︷︷ ︸
standard FEM approx.
+
N
∑
α=1
DL∑
i=2
u α iϕα (x)Lα i(x)︸ ︷︷ ︸
GFEM enrichment
(2.8)
This clearly shows the hierarchical nature of a GFEM approximation. This property enables the solution of problems
involving more than one spatial scale of interest using a standard FEM and a GFEM solver as described later on in
this report.
2.2 Solution of Fracture Mechanics Problems using Global-Local
Enrichments
In [10, 11, 27] we present a global local approach to build enrichment functions for the generalized FEM. This
approach is based on the solution of the interdependent global and local scale problems. The local problems focus
on the solution of a boundary value problems defined in the neighborhood of 3-D cracks while the global problem
approximates the macro or structural scale behavior of an uncracked domain. This so-called GFEM with global local
enrichment functions is hereafter denoted GFEMg-l. In the formulation presented in this section, the global problem
is solved by a commercially available FE software while local problems are solved using a GFEM software capable
of performing automatic mesh refinement and enrichment, hereafter denoted hp-GFEM [37, 38]. The interactions
between the two solvers are described in Section 3. The proposed methodology enables modeling of small cracks on
coarse, uncracked, global meshes.
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2.2.1 Formulation of Structural-Scale Problem
Let u0G denote the standard FEM solution of the problem described in Section 2 but without cracks. This is hereafter
denoted as the initial global problem. The approximation u0G is the solution of the following problem:
Find u0G ∈ X 0G(ΩG)⊂ H10 (ΩG) such that, ∀ v0G ∈ X 0G(ΩG)
∫
ΩG
σ (u0G) : ε (v
0
G)dx =
∫
∂ΩσG
¯t · v0Gds (2.9)
where, X 0G(ΩG) is a discretization of H10 (ΩG), a Hilbert space of functions that are zero on the boundary ∂ΩuG.
The discretization is defined using standard FEM shape functions available in a commercial software like ABAQUS.
Accurate solutions can be computed using quasi uniform meshes like the one shown in Figure 3.1 since no cracks are
considered in the initial global problem.
2.2.2 Formulation of Crack-Scale Local Problem
In the GFEMg-l, a local boundary value problem is defined in a neighborhood ΩL of each crack in the global domain
ΩG. The local problems are solved using the solution of the initial global problem u0G as boundary conditions on
∂ΩL\(∂ΩL∩∂ΩG), the portion of the local boundary that does not intersect the boundary of the global problem. The
statement of the principle of virtual work for a local problem is given by
Find uL ∈ X hpL (ΩL)⊂ H1(ΩL) such that, ∀ vL ∈ X hpL (ΩL)
∫
ΩL
σ (uL) : ε (vL)dx +η
∫
∂ΩL∩∂ΩuG
uL · vLds+κ
∫
∂ΩL\(∂ΩL∩∂ΩG)
uL · vLds =∫
∂ΩL∩∂ΩσG
¯t · vLds+
∫
∂ΩL\(∂ΩL∩∂ΩG)
(t(u0G)+κu
0
G) · vLds (2.10)
where X hpL (ΩL) is a discretization of H1(ΩL) using the GFEM shape functions presented in [27, 37, 38] combined
with automatic mesh refinement and enrichment. This hp-GFEM allows the solution of local problems using meshes
that do not fit the crack surface as illustrated in Figures 4.2 and 4.3. Details can be found in Section 3.2 of [37]. The
partition of unity used in the local problems is provided by linear TET4 elements (see also section 3.4).
The parameter η in (2.10) is a penalty parameter based on Young’s modulus ˆE and the Jacobian of the elements
with a face on the portion of the local boundary with prescribed displacements. The penalty method is used in the
hp-GFEM due to its simplicity and generality. Other methods to impose Dirichlet boundary conditions can be used as
well.
A key aspect of the GFEMg-l is the use of the global solution u0G to prescribe boundary conditions on ∂ΩL\(∂ΩL∩
∂ΩG). The traction vector, t(u0G), that appears in the integral over ∂ΩL\(∂ΩL ∩∂ΩG) is computed from the coarse-
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scale solution using Cauchy’s relation, i.e.,
t (u0G) = nˆ ·σ (u0G) = nˆ · (C : ε (u0G)) (2.11)
with nˆ the outward unit normal vector to ∂ΩL. The parameter κ is a spring stiffness defined on ∂ΩL\(∂ΩL∩∂ΩG).
Different types of boundary conditions can be prescribed on ∂ΩL\(∂ΩL ∩ ∂ΩG) depending on the choice of
spring stiffness κ [27]. If the value of κ is set to zero Neumann boundary conditions are enforced. If, however, a
large value is assigned to κ , displacement boundary conditions are prescribed. Intermediate values for κ lead to spring
boundary conditions. Numerical experiments presented in [27] show that any value of κ comparable to, or larger
than the stiffness of the body is acceptable and provides global-local enrichment functions with good approximation
properties. The following spring stiffness κ is recommended for linear elasticity problems in [27]
κ =
E
n
√
V0J
(2.12)
where E is the Young’s modulus, n is the number of spatial dimensions of the problem, V0 is the volume of the master
element and J is the Jacobian of the global element across the local boundary where the spring boundary conditions
are imposed. Details about the effect of different boundary condition types and spring stiffness values can be found in
[27].
The local problem defined on (2.10) can be computed by a research hp-GFEM code while the initial global solution
u0G can be computed by a commercial FE software. This is just an example of the well known global-local analysis [18]
with local solutions computed by a GFEM instead of the standard FEM. As such, the local solution may have large
errors due to the use of inexact boundary conditions on ∂ΩL\(∂ΩL∩∂ΩG). It turns out that the local solution uL can
be used as enrichment functions for the global problem while not requiring any modifications to existing commercial
FE software. These ideas are explored in the next chapters. Hereafter, the procedure used to compute uL is denoted
by GL-FEM.
2.2.3 Global-Local Enrichment Functions and Enriched Global Problem
The solution uL of the local problem defined in (2.10) can be used to build generalized FEM shape functions for
the coarse global mesh. Equation (2.5) is used with the partition of unity function, ϕα , provided by the global finite
element mesh and the enrichment function given by uL, i.e.,
φ α(x) = ϕα(x)uL(x) (2.13)
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Hereafter, uL is denoted a global-local enrichment function and the global problem enriched with these functions is
denoted an enriched global problem. The formulation of this problem is given by
Find uEG ∈ X EG(ΩG)⊂ H10 (ΩG) such that, ∀ vEG ∈ X EG(ΩG)
∫
ΩG
σ (uEG) : ε (v
E
G)dx =
∫
∂ΩσG
¯t · vEGds (2.14)
where, X EG(ΩG) is the space X 0G(ΩG) augmented with GFEM functions (2.13). Therefore, the enriched global problem
(2.14) can be solved on the same global mesh used in the computation of the initial global solution u0G since GFEM
functions (2.13) are defined using coarse scale partition of unity functions ϕα .
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Chapter 3
Solution of Enriched Global Problem Using
a Two-Solver Methodology
Global-local enrichments add only three degrees of freedom to a node of the global problem when solving a 3-
D elasticity problem, regardless of the number of degrees of freedom of the local problem (several thousands in
general). Furthermore, enrichments in the GFEM are hierarchical as demonstrated using (2.8). These two properties
of the GFEMg-l are explored in this section. We show that the enriched global problem (2.14) can be solved by a non-
intrusive interaction between ABAQUS and a GFEM code. In this section, all quantities are from the global problem
and we drop the subscript G.
The solution uE of the enriched global problem (2.14) belongs to X E(Ω) and therefore can be written as
uE = u˜0︸︷︷︸
coarse scale (FEM)
+ ugl︸︷︷︸
crack scale (GFEM)
= NE u E =
[
N0Ngl
] u˜ 0
u gl
 (3.1)
where N0 is a matrix with shape functions used in the coarse scale FEM discretization X 0(Ω), Ngl has the GFEM shape
functions defined in (2.13), u˜ 0 are degrees of freedom associated with shape functions in N0 and u gl are degrees of
freedom associate with (hierarchical) global-local enrichment functions in Ngl. Using this two-scale decomposition
of the displacement field, the strain-displacement matrix of the enriched global problem can be written as
BE = L
[
N0Ngl
]
=
[
B0Bgl
]
(3.2)
where
L =

∂
∂x 0 0
0 ∂∂y 0
0 0 ∂∂ z
∂
∂y
∂
∂x 0
0 ∂∂ z
∂
∂y
∂
∂ z 0
∂
∂x

(3.3)
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This leads to the following decomposition of the stiffness matrix and load vector of the enriched global problem
 K0 K0,gl
Kgl,0 Kgl

 u˜ 0
u gl
=
 F 0
F gl
 (3.4)
where
K0 =
∫
ΩG
(B0)T DB0dΩ
is the global stiffness matrix of the initial global problem (2.9). This matrix can be computed by a standard FE software
like ABAQUS. The matrix
K0,gl = (Kgl,0)T =
∫
Ωloc
(B0)T DBgldΩ (3.5)
represents the coupling between the initial global and crack (local) scales discretizations, and
Kgl =
∫
Ωloc
(Bgl)T DBgldΩ (3.6)
represents the global stiffness associated with GFEM shape functions (2.13). The initial global problem stiffness ma-
trix is nested in the enriched global problem stiffness matrix since the GFEM shape functions (2.13) are hierarchically
added to the initial problem discretization. Since the dimension of u gl is, for practical problems, much smaller than
the dimension of u˜ 0, the system of equations (3.4) can be efficiently solved through static condensation [18] of the
degrees of freedom u gl. This process can be implemented non-intrusively using a commercial software like ABAQUS
and a GFEM code. This two-solver algorithm is described below.
3.1 Static Condensation of Global-Local Degrees of Freedom
From the first equation in (3.4)
K0 u˜ 0 = F 0−K0,gl u gl
u˜ 0 = (K0)−1
[
F 0−K0,gl u gl
]
u˜ 0 = (K0)−1F 0− (K0)−1K0,gl u gl
= u 0− S0,gl u gl
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where u 0 is the solution vector of the initial global problem and
S0,gl = (K0)−1K0,gl
K0 S0,gl︸︷︷︸
pseudo solutions
= K0,gl︸︷︷︸
pseudo loads
, (3.7)
the columns of the matrix S0,gl represent pseudo solutions computed by the FEM software through forward and
backward substitutions on K0, which has already been factorized when solving the (large) initial global problem.
The number of pseudo solutions is equal to the number of global-local enrichment degrees of freedom. Thus, the
computation of S0,gl can be performed by the FEM software at a low computational cost. The pseudo loads, K0,gl are
computed by the GFEM software using (3.5) and sent to the FEA software via, for example, data files. This process
is illustrated in Figure 3.1.
From the second equation in (3.4) and the above
Kgl u gl = F gl−Kgl,0 u˜ 0
Kgl u gl = F gl−Kgl,0
[
u 0− S0,gl u gl
]
Thus [
Kgl−Kgl,0S0,gl
]
︸ ︷︷ ︸
K̂
gl
u gl = F gl−Kgl,0 u 0︸ ︷︷ ︸
F̂
gl
The global-local degrees of freedom, u gl, can be computed from the solution of the following system of equations
K̂
gl
u gl = F̂
gl (3.8)
This small system can be solved by the GFEM software. All that it requires is the computation of matrix K̂gl and right
hand side F̂ gl. These, in turn, can be computed using the pseudo solutions S0,gl provided by the FEM software. Note
that K̂
gl
is just the Shur complement of K0.
Finally, the coarse scale degrees of freedom and the solution of the enriched global problem are given by
u˜ 0 = u 0− S0,gl u gl (3.9)
uE = u˜0 + ugl =
[
N0Ngl
] u˜ 0
u gl
 (3.10)
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As demonstrated above, the computation of uE involves exchange of pseudo loads and pseudo solutions between
GFEM and FEA softwares. Figure 3.1 illustrates the implementation of the algorithm using the FE software ABAQUS
and GFEM research code ISET (Illinois Scientific and Engineering Toolbox). Some implementation details of this
so-called two-solver methodology are discussed next.
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Initial global solution as
BCs for local problem 
Computed with Abaqus
      Local solution
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Enriched global solution
Get quantities of interest
Figure 3.1: Illustration of the non-intrusive two-solver algorithm for the analysis of three-dimensional fractures. The global
problem is solved by a general purpose FE software while a GFEM code handles the approximation in the neighborhood of
fractures.
3.2 Two-Solver Algorithm
The implementation of the two-solver algorithm for the GFEMg-l using static condensation can be summarized as
follows
1. Solve the initial global problem using available FE software. Cracks are not discretized in this problem and
coarse meshes able to capture only the global behavior of the problem can be used;
2. Dump to a file the solution vector u 0 computed in the previous step; convert it to the format used by the GFEM
software;
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3. Read u 0 in GFEM code; create and solve local problem(s) (2.10) using the hp-GFEM [37]. A local problem
discretization is created fully automatically using the geometric description of the crack surface [37] and a copy
of the global mesh close to the crack (cf. Section 4.1 and Section A.1 of [11]);
4. Compute in the GFEM code and dump to a file pseudo-loads K0,gl defined in (3.5); convert them to the format
used by the FE software;
5. Read K0,gl in the FE code and compute pseudo-solutions S0,gl using (3.7); dump S0,gl to a file and convert them
to the format used by the GFEM software;
6. Read S0,gl in the GFEM code and compute the solution of the enriched global problem, uE , using (3.8), (3.9)
and (3.10).
The two-solver algorithm is illustrated in the flowchart shown in Figure 3.2. It is clear from the above that the
algorithm does not require the introduction of any user subroutines in the FE software as it involves only the exchange
of solution and load vectors between two codes. Data file format conversion can be implemented using a stand-alone
software.
   solution
Dump initial
Solve initial
   problem
Convert initial solution
      FEM −> GFEM
         quantities
Compute fine scale 
Convert Pseudo loads
     GFEM −> FEM
Convert Pseudo solutions
        FEM −> GFEM
Read initial
  solution
Compute and dump
      pseudo loads
Create and solve
 local problem(s)
Read Pseudo
       loads
Compute and dump
  pseudo solutions
   (Multiple RHS)
       
        Converter code
 GFEM code
 FEM code
 Compute  U 
g−l
Figure 3.2: Flowchart of two-solver algorithm.
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3.3 Interaction Between FEA and GFEM Software
The above algorithm can be used with most commercial FE software. In this report, we have adopted ABAQUS. Some
details of the implementation using ABAQUS including the scripts used the data file format conversion are discussed
below.
A Tool Command Language (.tcl) script (referred as master script from here on) is used to orchestrate the whole
process involving the two-solver methodology. A Python [40] script (execABAQUS.py) is used to call ABAQUS.
This script calls ABAQUS/Standard to solve the initial global problem. The initial global problem in defined as an
input file(.inp) in ABAQUS format. Once the initial global solution is available from ABAQUS, the python script (ex-
ecABAQUS.py) calls another python script (abaqusConverter.py) to translate the solution from the ABAQUS database
output file format (.odb) to the GFEM software format. After it has converted the data into GFEM software format,
the python script let know the master script that the initial global solution is available from ABAQUS. Once the initial
global solution is available, master script calls GFEM software to solve the local problems, which can be defined in
the master script or in a separate tool command language (.tcl) script. After this the initial coarse mesh nodes are
enriched from the local problem solutions (Pseudo loads in Figure 3.1). We can also enrich the nodes with higher
order polynomial enrichment functions at this point. This is discussed in detail in section 3.4. The above mentioned
enrichments are then converted from GFEM software format to ABAQUS input file format (.inp) using a converter
code. Once the nodes are enriched, master script calls another python script (execABAQUS nRHS.py). This script ex-
ecutes ABAQUS/Standard to compute multiple-right hand side solutions (Pseudo solutions in Figure 3.1) from Pseudo
loads. This script then converts Pseudo loads from ABAQUS output file format to GFEM software format and notifies
the master script that Pseudo loads are available. After getting the Pseudo loads GFEM software solve the enriched
global problem using static condensation as explained in the previous section. We can use the post-processing options
available to visualize the final solution and various other parameters.
3.4 Elements Types in Global and Local Discretizations
The proposed two-solver methodology is based on the GFEMg-l and as such it allows one to use different element types
in global and local discretizations. Global elements used in ABAQUS provide the partition of unity for the GFEMg-l
while local solutions computed by the GFEM software provide enrichment functions. The main requirement on the
local meshes is that they are nested in the global one in order to facilitate the numerical integration of matrices (3.5)
and (3.6) (see also Section 3.5 of [27]). It is even conceivable to use a different numerical method to solve the local
problem.
In this report, ABAQUS global meshes use classical linear (TET4) or quadratic (TET10) elements. These elements
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provide the partition of unity functions for the GFEMg-l. Local meshes defined in the GFEM software use high-order
elements with shape functions defined as in (2.7) where a linear partition of unity (TET4) and polynomial enrichment
functions are used. Thus, when TET10 elements are used in the global problem, they are first converted to TET4
elements before using them in the construction of local meshes.
Duarte et al. [12] have shown that quadratic GFEM elements with shape functions (2.7) are more computationally
efficient than classical TET10 elements. These element types are also studied in [52, 53]. However, since in ABAQUS
we are limited to classical finite elements, we adopt TET4 or TET10 elements for all global meshes. The performance
of these two types of global meshes in the context of the proposed two-solver GFEMg-l is investigated in chapter 4.
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Chapter 4
Numerical Examples
We analyze several numerical examples to verify the accuracy and versatility of the proposed two-solver methodology
with GFEMg-l. The solutions of three-dimensional fracture mechanics problems are compared with those available in
the literature and with solutions provided by the hp-GFEM presented in [27, 37, 38]. ABAQUS is used as the FEA
software and ISET (GFEM research code) is used as GFEM software for the proposed methodology.
In all examples, coarse, uncracked, global meshes are used. A single local problem is defined for each crack
in the domain. Local problems are hp-adapted and enriched with both Heaviside and Westergaard singular functions
[37, 38]. The accuracy of GFEMg-l solutions are evaluated in terms of the strain energy norm and stress intensity factor
extracted using the Cut-off Function Method (CFM) [36, 50]. In order to quantify the error of the stress intensity factor
(SIF) extracted along a crack front, we use a normalized discrete L2-norm of the difference between the computed SIF
and the reference solution defined by
er =
‖ei‖L2
‖ ˆKi‖L2
=
√√√√Next∑
j=1
(
K ji − ˆK ji
)2
√√√√Next∑
j=1
(
ˆK ji
)2 (4.1)
where Next is the number of extraction points along the crack front, ˆK ji and K
j
i are the reference and computed stress
intensity factor values for mode i at the crack front point j, respectively.
4.1 Edge Crack
As a first example, a rectangular bar with a through-the-thickness crack is considered. The geometry of the domain
and boundary conditions for the problem are illustrated in Figure 4.1(a). The following geometrical and material
parameters are adopted: In-plane dimensions b = 4.0, 2h= 4.0; domain thickness t = 1.0; crack size a = 1.0; Young’s
modulus E = 200,000, Poisson’s ratio ν = 0.30. The domain is loaded by a unity tensile traction T (cf. Fig. 4.1(a)).
The objectives of this example are to evaluate the effects of the size of the local problem domain on the enriched
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global problem and to investigate the performance of global ABAQUS discretizations with TET4 and TET10 elements.
The reference values for Mode I stress intensity factor at the center of the crack front, ˆKI , and strain energy, ˆU ,
are computed using an hp-GFEM discretization with 405324 degrees of freedom. In this study, we adopt ˆKI = 3.0796
and ˆU = 5.551541130710×10−5.
The global domain is discretized using a uniform coarse mesh having 6 × (5 × 5 × 2) tetrahedral elements as
shown in Figure 4.1(b). Linear TET4 or quadratic TET10 elements are used in the global problem solved by ABAQUS.
The hp-GFEM method used to solve local problems adopts linear TET4 elements as a partition of unity, regardless of
the element type used in the global problem as discussed in Section 3.4. Cubic polynomial GFEM shape functions are
used in local problems. They are built using quadratic enrichment functions as described in chapter section 2.1.
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(a) Domain with an edge crack and loaded by tension T . (b) Global mesh used in ABAQUS. The crack is
only shown for illustration. It is not discretized in
the global domain.
Figure 4.1: Geometry and discretization of the problem domain for the through-the-thickness edge crack problem.
Two local problem domain sizes are used in the numerical experiments. They are defined as follows. Let I nlay=1S
denote the indices of all clouds ωβ from the global mesh that intersect the crack surface S. These are also called seed
nodes. Local domain Ωnlay=1L containing one layer of elements around crack surface S is given by
Ωnlay=1L =
⋃
β∈I nlay=1S
ωβ (4.2)
where the cloud ωβ is the union of (copy of) global elements sharing vertex node xβ , β ∈ I nlay=1S . Larger local
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domains containing additional layers of elements around the crack surface are defined analogously:
Ωnlay=mL =
⋃
β∈I nlay=mS
ωβ (4.3)
where I nlay=mS , m≥ 2, denotes the indices of all clouds from the global mesh that intersect the local domain Ωnlay=m-1L .
Figures 4.2 and 4.3 illustrate local domains Ωnlay=1L and Ω
nlay=2
L , respectively, used in this problem.
The local elements intersecting the crack front are bisected until an acceptable level of mesh refinement is achieved
(cf. Figure 4.2(a) and 4.3(a)). The ratio of element size to characteristic crack length (Le/a) for elements along the
crack front is 0.025. The longest edge of an element is used as a measure of its size. Spring boundary conditions
provided by the initial global solution computed by ABAQUS are applied to the local problems. The spring stiffness
is calculated using Equation (2.12). The solution of the local problem is used as enrichment function for the enriched
global problem as described in section 2.2.3.
The various cases analyzed are presented in Table 4.1. Local problem domains (column 2) are defined in (4.2) and
(4.3). Enrichment zones used in the global problem (column 3) are defined by the indices of global nodes enriched
with global-local functions. “Global elem. type” denotes the type of element used in the global problem domain.
The initial global problem discretized with TET4 elements has 324 degrees of freedom (dofs) while the discretization
with TET10 elements has 1815 dofs. “p-order” denotes the polynomial order of the shape functions used in the
enriched global approximation. Discretizations 3 and 4 use, in addition to global-local functions, linear polynomial
enrichments which lead to quadratic GFEM shape functions. The polynomial enrichments are used in all global nodes.
“Num. enrich.” denotes the number of global-local, and polynomial enrichment functions in the case of discretizations
3 and 4, added to the global problem.
Table 4.2 presents the results for stress intensity factor KI and strain energy U for the discretizations defined in
Table 4.1. The relative error of stress intensity factor, er(KI), is computed at the center of the crack front, i.e. at
z = t/2, using
er(KI) =
|KI − ˆKI|
ˆKI
100
where ˆKI = 3.0796 is the reference value. The relative error in strain energy, er(U), is computed using
er(U) =
|U − ˆU |
ˆU
100
where ˆU = 5.551541130710×10−5 is the reference value.
The relative error of stress intensity factor extracted from local solutions computed on the domains shown in
Figures 4.2 and 4.3 are 57.563% and 4.385%, respectively.
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(a) hp-adapted local discretization. (b) Contour of solution component in y-direction for local
problem on Ωnlay=1L .
Figure 4.2: Local domain Ωnlay=1L used to compute a global-local enrichment function.
(a) hp-adapted local discretization. (b) Contour of solution component in y-direction for local
problem on Ωnlay=2L .
Figure 4.3: Local domain Ωnlay=2L used to compute a global-local enrichment function.
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Table 4.1: Parameters for discretizations used with edge crack problem.
Case Local dom. Enrich. zone Global elem. type p-order Num. enrich.
1 Ωnlay=1L I
nlay=1
S TET4 1 54
2 Ωnlay=2L I
nlay=2
S TET4 1 144
3 Ωnlay=1L I
nlay=1
S TET4 2 1026
4 Ωnlay=2L I
nlay=2
S TET4 2 1116
5 Ωnlay=1L I
nlay=1
S TET10 2 225
6 Ωnlay=2L I
nlay=2
S TET10 2 735
Table 4.2: Results for stress intensity factor KI and Strain Energy for edge crack problem.
Case ID KI U ×105 er(KI)(%) er(U)(%)
1 2.244 5.114 27.143 7.8729
2 2.542 5.263 17.469 5.1999
3 3.024 5.508 1.8167 0.7856
4 3.085 5.544 0.1649 0.1362
5 2.885 5.348 6.3266 3.6659
6 3.089 5.546 0.2960 0.1006
Table 4.2 shows that ABAQUS discretizations with linear shape functions lead to large errors in both strain energy
and stress intensity factor. Increasing the local domain size and the number of nodes enriched with global-local
functions (Case 2) reduce the error but not to an acceptable level. If polynomial enrichments are used (Cases 3 and 4),
there is a dramatic reduction in the error of strain energy and stress intensity factor even when the small local problem
domain, Ωnlay=1L , is used. These discretizations, however, require the exchange of a large number of pseudo-loads
and pseudo-solutions between ABAQUS and the GFEM code (1026 for Case 3 instead of 54 for Case 1 where no
polynomial enrichments are used). Discretizations 5 and 6 use TET10 elements in the global ABAQUS mesh and are
enriched with global-local functions only. They deliver significantly lower error levels than Cases 1 and 2 while using
fewer enrichments than Cases 3 and 4.
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4.2 Small Surface Crack
The second problem considered is a small half-penny surface-breaking crack as illustrated in Figure 4.4(a). This
problem has been analyzed by several researchers [41, 42, 54] using the finite element method. The curved crack
front creates more pronounced 3-D effects than in the previous example. The following geometrical and material
parameters are adopted: In-plane dimensions 2b = 2.0, 2h = 2.0; domain thickness t = 1.0; crack radius r = 0.2;
Young’s modulus E = 1.0, Poisson’s ratio ν = 0.25. The domain is loaded by a unity tensile traction T as illustrated
in Figure 4.4(a).
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(a) Domain with a small surface crack and loaded by a tension T . (b) Global mesh used in ABAQUS. The crack is not
discretized in the global domain.
Figure 4.4: Geometry and discretization of the problem domain for the small surface crack problem
The global domain is discretized with a uniform coarse mesh of 6× (10× 11× 4) TET4 or TET10 tetrahedral
elements as shown in Figure 4.4(b). The is a very coarse mesh with element sizes almost equal to the radius of the
crack. The initial global problem discretized with TET4 elements has 1980 dofs while in the case of TET10 elements
it has 13041 dofs. These problems are solved by ABAQUS.
Two local problem domain sizes, Ωnlay=1L and Ω
nlay=2
L are used in the numerical experiments. They are defined as in
the previous section. Figures 4.5 and 4.6 show the meshes used in these domains. Cubic polynomial shape functions
are used in local problems. Local elements intersecting the crack front are bisected until an acceptable level of mesh
refinement is achieved. The ratio of element size to characteristic crack radius (Le/r) along the crack front is 0.0287.
The Von-Mises stress in the local domains is shown in Figures 4.5(b) and 4.6(b). The GFEMg-l solution is computed
following the two-solver methodology described in chapter 3.
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(a) hp-adapted local problem. (b) Contour of Von-Mises stress for local problem on
Ωnlay=1L .
Figure 4.5: Local problem domain Ωnlay=1L used to compute global-local enrichment functions.
(a) hp-adapted local problem. (b) Contour of Von-Mises stress for local problem on
Ωnlay=2L .
Figure 4.6: Local problem domain Ωnlay=2L used to compute global-local enrichment functions.
Quality of Extracted Stress Intensity factors Mode I stress intensity factor, KI , extracted along the crack front is
normalized using
¯KI =
KI
T
√
pir
Q
(4.4)
where Q is equal to 2.464 for a circular crack, T is the tensile stress and r is the radius of the crack. The reference
values for ¯KI are taken from Walters et al. [54] and are used to compute er( ¯KI) using equation (4.1). The relative error
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er( ¯KI) of stress intensity factors extracted from local solutions, uL, computed on the domains shown in Figures 4.5
and 4.6 are 8.718% and 4.709%, respectively. This is the error of a standard global-local analysis (GL-FEM).
Table 4.3: Parameters and error in ¯KI for discretizations used with the surface crack problem.
Case Local dom. Enrich. zone Global elem. type p-order Num. enrich. er( ¯KI)(%)
1 Ωnlay=1L I
nlay=1
S TET4 1 36 17.7788
2 Ωnlay=2L I
nlay=1
S TET4 1 36 17.3540
3 Ωnlay=2L I
nlay=2
S TET4 1 180 14.8951
4 Ωnlay=1L I
nlay=1
S TET4 2 5976 1.3355
5 Ωnlay=2L I
nlay=1
S TET4 2 5976 1.2214
6 Ωnlay=2L I
nlay=2
S TET4 2 6120 0.5287
7 Ωnlay=1L I
nlay=1
S TET10 2 135 3.0459
8 Ωnlay=2L I
nlay=1
S TET10 2 135 2.9913
9 Ωnlay=2L I
nlay=2
S TET10 2 945 0.5941
Table 4.3 lists the parameters for the various discretizations considered and the relative error er( ¯KI). It can be
observed from the results that the error in ¯KI is substantial for ABAQUS discretizations with linear shape functions
(Cases 1,2,3). Increasing the local domain size and the number of nodes enriched with global-local functions reduce
the error but not to an acceptable level. It can be noted from Cases 4, 5 and 6 that the quality of ¯KI is greatly improved
when linear polynomial enrichment functions are also used along with global local enrichment functions. However,
the number of enrichment functions increase significantly. A high level of accuracy in ¯KI can also be achieved by
using TET10 elements in the global ABAQUS mesh (Cases 7,8,9). The error in ¯KI is comparable with those from
Cases 4, 5 and 6 while using significantly fewer enrichments.
Figures 4.7(a) and 4.7(b) present the normalized ¯KI extracted along the crack front using discretizations 1,2,3 and
4,5,6, respectively. The position along the crack front is defined by the polar angle φ where φ = 0 and φ = pi/2
correspond to a vertex of the crack front and the center of the crack front, respectively. It can be noted from Figure
4.7(b) that the quality of ¯KI is greatly improved when linear polynomial enrichment functions are also used along
with global-local enrichments. Figure 4.8 shows the results for cases with TET10 elements in the global ABAQUS
mesh. It can be observed that enriching two layers of global nodes around the crack leads to very good matching
with the reference solution along the entire crack front. This demonstrates the versatility of the proposed two-solver
methodology where different types of elements can be used in global and local problems and convergence studies can
be performed by changing the size of the enrichment zone while not requiring any modifications to the global mesh
used by ABAQUS.
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Figure 4.7: Mode I stress intensity factor KI for surface crack problem solved with TET4 elements in the global problem. a)
Only global-local enrichments are used. b) Linear polynomial enrichment functions are used along with global local enrichment
functions.
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Figure 4.8: Mode I stress intensity factor KI for surface crack problem solved with TET10 elements in the global ABAQUS mesh.
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4.3 Interacting Cracks
In this section the problem of two interacting cracks in a strip is analyzed. The problem is illustrated in Figure 4.9.
The general plane elastic problem of an infinite strip containing multiple cracks perpendicular to its boundary was
analyzed by Civelek and Erdogan [8]. They showed that for the configuration shown in Figure 4.9, the interaction
between the cracks produces a nonzero mode-two stress intensity factor, KII . This leads to the propagation of the
cracks away from each other. This effect becomes more significant as the distance between the cracks decreases [8].
This problem was also analyzed by Kim et al. [26]. In this section, we investigate how well the two-solver GFEMg-l
methodology and the classical GL-FEM can capture the interactions between the two cracks as the distance between
them decreases.
Figure 4.9: Description of a problem with two interacting cracks.
The material and geometrical parameters adopted are as follows: Young’s modulus E = 200,000; Poisson’s ratio
ν = 0; in-plane dimensions H = 10.0, 2l = 4.0, V = 198.0; domain thickness t = 1.0; vertical traction ty = 100.0.
Since the vertical dimension is about twenty times larger than the horizontal dimension, we can assume that the
solution on this finite domain is close to the case of an infinite strip. Poisson’s ratio is set to zero in order to minimize
three-dimensional effects in the computed solution. This enables us to use Civelek and Erdogan’s solution presented
in [8] as a reference. The global domain is discretized with a uniform coarse mesh of 6× (10× 220× 1) TET10
elements. This mesh is quite coarse and has only one layer of elements in the out-of-plane direction. The initial global
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problem has 83349 dofs and is solved by ABAQUS.
The SIFs are extracted using the cut-off function method [35, 36, 50] and normalized as in [8] using
kI (II) =
KI (II)
ty
√
pi l
(4.5)
where kI (II) denotes the normalized mode I (II) SIF, KI (II) denotes the original mode I (II) SIF, ty is the traction
applied at y =±V/2, and 2l is the crack length. The SIF is extracted at the center of the crack front.
Two local problems are created, one for each crack as illustrated in Figure 4.10. Each local domain is defined
using two layers of global elements around the crack, i.e., local domain size is Ωnlay=2L . Local meshes with cubic
shape functions are refined in the neighborhood of crack fronts as shown in Figure 4.10. For the GL-FEM, the stress
intensity factors are extracted from local solutions. Since no cracks are discretized in the initial global problem and
the local problems are solved independently, they can not capture the interaction between cracks. In the GFEMg-l,
each local solution is used to enrich 273 nodes in the global mesh. This leads to a total of 1638 enrichments in the
enriched global problem which is about 2 % of number of dofs of the initial global problem.
Figure 4.10: Shaded areas represent the local problem domain for B/H = 0.2. hp-GFEM discretizations used to solved the local
problems are also shown in the figure.
Table 4.4 lists the computed (normalized) mode I and II SIFs (kI and kII) extracted from GL-FEM and two-solver
GFEMg-l solutions. The reference values from Civelek and Erdogan [8] are also listed. Figure 4.11 plots the data
from the table. The two-solver GFEMg-l can capture very well the interactions between the cracks while the GL-FEM
results are quite poor. For the case where maximum interaction between the cracks is present, i.e for B/H = 0.2, the
relative error of kI extracted from the GFEMg-l solution is 0.83 %, whereas the error is 31.35 % in the case of the
GL-FEM. A similar trend can be seen for other values of B/H. Mode II SIFs computed by both methods are not as
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accurate as the case of mode I SIFs. This can be attributed to the fact that for this problem kII is much smaller than kI
and hence it cannot be computed as accurately as kI using either method.
Table 4.4: Mode I and II stress intensity factors for the problem shown in Figure 4.9. Cracks are not discretized in the global
problem solved by ABAQUS. Abbreviations nDOFs, IG, L and EG in the table represent the number of degrees of freedom, initial
global, local and enriched global problems, respectively.
B/H nDOFs nDOFs nDOFs Normalized Mode I SIF Normalized Mode II SIF
(IG) (L) (EG) GL-FEM GFEMg-l Ref. GL-FEM GFEMg-l Ref.
0.2 83349 9120 84987 0.6693 0.9668 0.9749 -0.0083 -0.0436 -0.0656
0.3 83349 9120 84987 0.6693 1.0402 1.0437 -0.0062 -0.0211 -0.0330
0.4 83349 9120 84987 0.6693 1.0818 1.0839 -0.0008 -0.0095 -0.0155
1.0 83349 9120 84987 0.6693 1.0904 1.1096
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Figure 4.11: Analysis of interacting cracks in a strip. The global problem is solved with TET10 elements in ABAQUS.
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4.4 Stiffened Panel
The problem considered in this section is motivated by case studies in structural integrity assessment of aeronautical
structures [55]. The goal of the study presented here is to find the critical crack location in a plane one-bay stiffened
panel subjected to a 10 MPa uni-directional tension. The geometry and material properties are adopted from [55]. The
panel is a 600mm× 600mm× 3mm square sheet stiffened by four beams with a 20mm× 20mm square section (cf.
Figure 4.12). The panel is made of aluminum: Young’s modulus E = 72,000 MPa and Poisson’s ratio ν = 0.33. The
stiffeners are made of steel: Young’s modulus E = 210,000 MPa and Poisson’s ratio ν = 0.3.
A 10 mm through-the-thickness crack is inserted at three locations as illustrated in Figure 4.13. The first is at the
center of the panel, the second is near the center of a stiffener and the third is near the intersection of two stiffeners.
The first and second cracks are oriented perpendicular to the loading direction while the third is angled to the direction
of loading. The problem is solved with one crack at a time with the goal of finding the critical location based on the
value of the strain energy release rate along the crack front. Stress intensity factors are also computed for all the crack
positions.
The panel is discretized using TET4 elements as shown in the Figure 4.12(b). Polynomial enrichments are used at
global nodes enriched with local solutions. Linear TET4 shape functions are used at all other global nodes.
Reference values for strain energy release rate along each crack front are computed using highly adapted hp-GFEM
discretizations with 1,390,188 dofs, 1,410,696 dofs and 1,387,086 dofs for crack positions 1, 2 and 3, respectively.
Three local problems, one for each crack location, were created with local domain size Ωnlay=2L . Figures 4.14, 4.15
and 4.16 show the local meshes and solutions. Cubic shape functions are used in the local problems. Enrichment zone
size of I nlay=2S is used in the global problem for all the cases. This leads to the enrichment of 40 global nodes for
crack 1, 50 global nodes for crack 2 and 54 global nodes for crack 3 where crack 1, crack 2 and crack 3 are denoted in
Figure 4.13. The number of nodes enriched for a single crack is very small number considering that the global mesh
has 45,534 nodes. Linear polynomial enrichment functions are also used along with local solution as the global-local
enrichment functions for the enriched global problem. Table 4.5 lists the parameters used for various simulations
performed for this problem.
TET10 elements are not used in the discretization because of the limitations on computational resources available.
The TET10 discretization for the same mesh results in 873,825 dofs for the initial global problem. Number of global
nodes for global-local enrichment increases to 189 from 40 nodes for crack 1 for the TET4 discretization for the
same enrichment zone size. If only global-local enrichments are used, it will lead to 567 right hand sides. Memory
requirements to solve this problem in ABAQUS is more than 32 Gigabytes which is the presently available to author.
In the proposed two-solver GFEMg-l, the initial global problem needs to be solved only once, regardless of the
number of crack locations considered, since cracks are not discretized in the global problem. The coarse global mesh
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(a) Geometry of the plane stiffened panel.
(b) Boundary conditions and discretization of the global problem solved by ABAQUS.
Figure 4.12: Geometry and discretization of the stiffened panel.
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2a = 10 mm
t = 3 mm
Crack Front 4Crack Front 3Crack Front 2Crack Front 1
X
Z Crack 1
Crack 2 Crack 3
Figure 4.13: Description of the stiffened panel subjected to uni-directional tension with three different crack positions. The panel
is fixed at the top edge and subjected to uniform tractions in the positive x-direction at the bottom edge.
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is enriched with one local solution at a time and the enriched global problem is solved using the two-solver approach
described in chapter 3. In contrast, the global problem must be solved from scratch for each crack case considered
when using, e.g., the standard FEM.
(a) hp-adapted local problem for Crack 1. (b) Contour of solution for local problem
showing crack opening.
Figure 4.14: Local problem domain Ωnlay=2L used to compute global-local enrichment functions for Crack 1.
(a) hp-adapted local problem for Crack 2. (b) Contour of solution for local problem
showing crack opening.
Figure 4.15: Local problem domain Ωnlay=2L used to compute global-local enrichment functions for Crack 2.
Table 4.5 denotes the various discretization paremeters used for the stiffened panel problem. Table 4.6 present
the error in the stress intensity factors, KI , KII and KIII for GFEMg-l and GL-FEM. Figures [4.17 - 4.22] plot the
error for SIFs , KI , KII and KIII respectively for each of the crack fronts. Error in KI for GFEMg-l is much lower
for all the crack fronts for higher p-order in enrichment zone when compared to GL-FEM. Cases with lower p-order
in enrichment zone cannot represent the solution accurately and hence result in poor enrichment functions for the
global problem. However, error in KII and KIII for GFEMg-l are comparable to error in GL-FEM. Inaccurate boundary
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(a) hp-adapted local problem for Crack 3. (b) Contour of solution for local problem
showing crack opening.
Figure 4.16: Local problem domain Ωnlay=2L used to compute global-local enrichment functions for Crack 3.
Table 4.5: Parameters for discretization used with stiffened panel. Abbreviations nDOFs, IG, L and EG in the table represent the
number of degrees of freedom, initial global, local and enriched global problems, respectively.
Case Crack Front p-order in nDOFs nDOFs nDOFs
enrich. zone (IG) (L) (EG)
1 1 1 136722
2 1 2 136602 30900 137082
3 1 3 137802
4 2 1 136752
5 2 2 136602 48336 137202
6 2 3 138102
7 3 1 136764
8 3 2 136602 25026 137250
9 3 3 138222
10 4 1 136764
11 4 2 136602 25026 137250
12 4 3 138222
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Table 4.6: Error in KI , KII and KIII for various cases used with cracked panel. Error in GL-FEM is constant for a crack front
irrespective of p-order used in enrichment zone.
Case er(KI) (%) er(KII) (%) er(KIII) (%) er(KI) (%) er(KII) (%) er(KIII) (%)
GL-FEM GL-FEM GL-FEM GFEMg-l GFEMg-l GFEMg-l
1 66.654 168.581 43.686
2 18.622 98.099 14.748 3.570 83.315 12.042
3 1.698 89.427 12.235
4 55.983 74.377 95.698
5 26.148 18.065 22.720 8.501 25.084 37.434
6 9.750 13.635 21.648
7 42.659 56.651 93.766
8 11.803 13.226 10.513 4.817 8.527 29.717
9 3.633 5.830 11.297
10 44.011 43.763 84.654
11 14.501 13.499 15.622 5.951 8.036 30.050
12 5.236 5.348 15.623
Table 4.7: Error in G for various cases used with cracked panel. Error in GL-FEM is constant for a crack front irrespective of
p-order used in enrichment zone.
Case Crack Front p-order in er(G)(%) er(G)(%)
enrich zone GL-FEM GFEMg-l
1 1 1 88.380
2 1 2 33.635 6.866
3 1 3 3.365
4 2 1 80.589
5 2 2 45.556 16.677
6 2 3 18.560
7 3 1 69.334
8 3 2 22.466 10.740
9 3 3 7.762
10 4 1 68.816
11 4 2 26.792 11.922
12 4 3 10.266
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conditions for the local problem and using lower order tetrahedral element (TET4) in the global problem can suggest
this behavior. Also the magnitude of KII and KIII is much smaller than KI and thus cannot be computed accurately
using either method.
Table 4.7 display the strain energy release rate G for GFEMg-l and GL-FEM. Error in GFEMg-l are much lower
compared to GL-FEM. Crack 1 was found to be the most critical location for the criterion of strain energy release rate.
Error in G is about 3.365% for crack 1 using GFEMg-l and 33.635% using GL-FEM. The error for other crack fronts
are higher because those cracks are located close to the stiffeners and solution from initial global with TET4 elements
cannot represent the bending behavior of the panel accurately. This issue can be handled using higher order elements
in the initial global problem. However as mentioned before, limitations on current available computational resources
constrain the author from doing so.
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Figure 4.17: Mode I stress intensity factor KI for stiffened panel solved with TET4 elements in the global problem. a) Crack Front
1, b) Crack Front 2.
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Figure 4.18: Mode I stress intensity factor KI for stiffened panel solved with TET4 elements in the global problem. a) Crack Front
3, b) Crack Front 4.
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Figure 4.19: Mode II stress intensity factor KII for stiffened panel solved with TET4 elements in the global problem. a) Crack
Front 1, b) Crack Front 2.
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Figure 4.20: Mode II stress intensity factor KII for stiffened panel solved with TET4 elements in the global problem. a) Crack
Front 3, b) Crack Front 4.
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Figure 4.21: Mode III stress intensity factor KIII for stiffened panel solved with TET4 elements in the global problem. a) Crack
Front 1, b) Crack Front 2.
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Figure 4.22: Mode III stress intensity factor KIII for stiffened panel solved with TET4 elements in the global problem. a) Crack
Front 3, b) Crack Front 4.
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Figure 4.23: Strain energy release rate G for stiffened panel solved with TET4 elements in the global problem. a) Crack Front 1,
b) Crack Front 2.
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Figure 4.24: Strain energy release rate G for stiffened panel solved with TET4 elements in the global problem. a) Crack Front 3,
b) Crack Front 4.
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Chapter 5
Conclusions
In this report, we introduced a methodology for the implementation of the generalized Finite Element Method with
global-local enrichment functions (GFEMg-l) to be used non-intrusively with any finite element analysis software.
Implementation by author is accomplished using the commercial FEA software Abaqus, and the GFEM research
code Illinois Scientific and Engineering Toolbox (ISET). The implementation is non-intrusive, which means neither
of the software is modified and no approximate assumptions are made for transfer of information between softwares.
The methodology allows the use of built in features of both FEA and GFEM software. It allows the use of any FEA
software in place of Abaqus and any other software with capability of hp-GFEM to replace ISET. In this methodology,
data transfer between the two softwares was performed by Python scripts and also data format was converted using
converter codes. We focused on the main algorithm for solving a problem; interaction of the Python scripts with
the FEA and GFEM software and the output for post-processing. The versatility and accuracy of the methodology
is investigated through several 3-D fracture mechanics examples. The main conclusions of the report are mentioned
below:
1. The proposed methodology allows the use of non-intrusive implementation of GFEMg-l in virtually any FEA
software and hp-GFEM software. A successful implementation showing the effectiveness and versatility was
accomplished by the author for the proposed methodology.
2. Numerical simulations are performed to validate the methodology and to find out the optimal parameters for the
simulation. An interacting crack problem was also solved to, again, demonstrate the accuracy of the method.
Also an industrial level problem was solved to illustrate the versatility and usefulness of the methodology.
3. Higher order elements in the global problem (TET10) performed better as compared to lower order elements
(TET4) as expected. The reason for this are the improved boundary conditions provided to the local problems
in the former case. Also higher order elements are able to capture the global solution more accurately.
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