We study admissibility of a subclass of generalized Bayes estimators of a multivariate normal vector when the variance is unknown, under scaled quadratic loss. Minimaxity is also established for certain of these estimators.
Introduction
We study admissibility of a subclass of generalized Bayes estimators of a multivariate normal vector in the case of an unknown variance, under scaled squared error loss. Specifically, let X and S be independent with X ∼ N p (θ, σ 2 I p ), S ∼ σ 2 χ 2 n , (1.1) and consider estimation of θ under the scaled quadratic loss L(d; {θ, σ 2 }) = d − θ 2 σ 2 .
(1.
2)
The class of hierarchical priors we consider, with η = 1/σ 2 , is π(θ, η) given by
where a > −1 and b > −1. Hence the prior is improper, due to the impropriety of the invariant prior on η. However, the conditional prior on θ | η is a proper scale mixture of normal priors generalizing that in Strawderman (1973) (see also Fourdrinier, Strawderman and Wells (2018) ), who considered proper priors on η. Maruyama and Strawderman (2020) considered related priors in a study of admissibility within the class of scale equivariant estimators. Maruyama and Strawderman (2005) studied minimaxity of such estimators. This paper may be viewed as a companion paper to Maruyama and Strawderman (2020) where admissibility is proved among the class of all estimators, not just scale equivariant ones. We also address the issue of minimaxity. To our knowledge, aside from proper Bayes estimators, these are the first results proving admissibility of generalized Bayes estimators in this problem for p > 2. A difficulty comes from the presence of the nuisance parameter, η. As mentioned in James and Stein (1961) and Brewster and Zidek (1974) , proving admissibility of generalized Bayes estimators in the presence of a nuisance parameter has been a longstanding unsolved problem.
Our method of proof is similar in spirit to that of Brown and Hwang (1982) in the known scale case and makes use of a version of Blyth's (1951) method. As Berger (1985) pointed out, "Indeed, in general, very elaborate (and difficult to work with) choices of sequences of proper priors are needed" for proving admissibility. The sequence of proper priors, we use in this paper, is given by π(θ, η) i i + log(max(η, 1/η)) 2 , i = 1, 2, . . . , which is novel in this area, to our knowledge. The main result of this paper (Theorem 2.1) is that the generalized Bayes estimator corresponding to the hierarchical prior (1.3) is admissible provided −1 < a < n/2 and b > −1/2. We also show that, for p ≥ 5, a subclass of these estimators are admissible and minimax. Minimaxity of some of these estimators was shown in Maruyama and Strawderman (2005) . Among them, the most striking estimator, because of its simple and explicit form, is 1 − 2(p − 2)/(n + 2) X 2 /S + 1 + 2(p − 2)/(n + 2) X.
We show this to be admissible and minimax when n > 3 and p > 4n/(n − 2). Brown (1971) largely settled the issue of admissibility in the known scale case and has been a motivating force behind many admissibility studies in multidimensional settings, including Brown and Hwang (1982) and of course, the present paper. Johnstone (2019) gives an excellent review of the development and impact of Brown's monumental paper.
The main result on admissibility is given in Section 2. Minimaxity is discussed in Section 3. An appendix is devoted to the proofs of many of the results used in the development of Section 2. Comments are given in Section 4.
Admissibility of generalized Bayes estimators
The main result of this paper is the following.
Theorem 2.1. The generalized Bayes estimator corresponding to the prior π(θ, η) given by (1.3) is admissible for the model (1.1) under the loss (1.2) provided − 1 < a < n/2 and b > −1/2.
(2.1)
The basic structure of the proof is standard, as in Brown and Hwang (1982) , and is based on the Blyth (1951) method. We give an increasing sequence of proper priors π i (θ, η) = π(θ, η)h 2 i (η). Let δ π be the generalized Bayes estimator corresponding to π(θ, η) and δ πi the proper Bayes estimator corresponding to π i (θ, η). The Bayes risk difference of δ π and δ πi with respect to the prior π i (θ, η), ∆ i , is defined by
(2.2)
Then we show that lim
3)
The following form of Blyth's sufficient condition shows that (2.3) implies admissibility. The proof, as for the lemmas that follow, is given in Appendix.
Lemma 2.1. A sufficient condition for δ π to be admissible is that there exists an increasing (in i) sequence of proper priors π i (θ, η) such that π i (θ, η) > 0 for all θ, η and that ∆ i satisfies (2.3).
The following two lemmas give the form of the Bayes estimator and an expression for ∆ i .
Lemma 2.2. The Bayes estimator of θ for the problem in (1.1), (1.2) and (1.3) is given by
where ∇ θ = (∂/∂θ 1 , ∂/∂θ 2 , . . . , ∂/∂θ p ) ′ and
Lemma 2.3. The Bayes risk difference ∆ i is written as
Remark 2.1. Recall h i does not depend on θ. Hence, unlike Brown and Hwang (1982) , there is no term
The specific sequence of priors used to prove admissibility is given by
where π(θ, η) is given in (1.3), and
(2.6)
Note that h i (η) is increasing in i and lim i→∞ h i (η) = 1 for all η > 0.
The bulk of the remainder of the construction of the proof consists in showing that (a) the integrand of ∆ i in (2.4) is bounded by an integrable function and (b) the integrand itself tends to 0 as i tends to infinity. Hence, by the dominated convergence theorem, (2.3) is satisfied so that δ π is admissible.
Lemma 2.5. The integrand of ∆ i in (2.4) converges to 0 as i tends to infinity.
Most of the remaining lemmas are devoted to bounding the integrand of (2.4).
Lemma 2.6. There exists a positive constant C such that
and k(r) = r 1/2 I [0,1] (r) + I (1,∞) (r).
The next lemma gives a bound on A(x, s).
for some positive constant D.
The following gives a bound on B i (x, s) and accounts for the condition on a in Theorem 2.1 as will be seen in the proof of Theorem 2.1.
Lemma 2.8. Assume a < n/2. For all positive integers i,
for some positive constants E, F, γ 1 < 1, γ 2 > 1, all of which are independent of i.
Proof of Theorem 2.1
Since the integrand of ∆ i tends to 0 as i tends to infinity, it follows that ∆ i → 0 provided for all i that the integrand is bounded by an integrable function. By Lemmas 2.3, 2.6, 2.7 and 2.8,
Hence, by the dominated convergence theorem, we conclude ∆ i → 0. This completes the proof of Theorem 2.1. Maruyama and Strawderman (2005) and Maruyama and Strawderman (2009) discussed minimaxity of the generalized Bayes estimators corresponding to π(θ, η) given by (1.3). Recall that Baranchik's (1970) sufficient condition for a shrinkage estimator
Minimaxity of generalized Bayes estimators
is non-decreasing, and b) 0 ≤ φ(w) ≤ 2(p−2)/(n+ 2). The following lemma (Lemma 2.2 of Maruyama and Strawderman (2005) ) summarizes the behavior of the generalized Bayes estimators corresponding to π(θ, η) given by (1.3).
Lemma 3.1. 1. The generalized Bayes estimator corresponding to the prior (1.3) is of the form
2. Assume −p/2 − 1 < a < n/2 − 1 and b ≥ 0. Then φ π (w) is increasing and approaches (p/2 + a + 1)/(n/2 − a − 1) as w → ∞.
Noting
we have the minimaxity result which is essentially given in Theorem 2.3 of Maruyama and Strawderman (2005) .
Lemma 3.2. δ π (x, s) is minimax provided b ≥ 0 and −p/2 − 1 < a ≤ ξ(p, n).
Recall that we assumed a > −1 for establishing admissibility in Theorem 2.1. Since n ≥ 3 and p > 4n/(n − 2) implies ξ(p, n) > −1, we have the following result.
Theorem 3.1. Suppose n ≥ 3 and p > 4n/(n − 2). Then the generalized Bayes estimator is minimax and admissible provided −1 < a ≤ ξ(p, n) and b ≥ 0.
A particularly interesting case is b = n/2 − a − 2. As pointed out in (2.7) of Maruyama and Strawderman (2005) , the generalized Bayes estimator corresponding to the prior (1.3) with b = n/2 − a − 2 has the simple closed form, as a variant of the James-Stein estimator, given by 1 − (p/2 + a + 1)/(n/2 − 1 − a) X 2 /S + 1 + {(p/2 + a + 1)/(n/2 − 1 − a)} X.
As a corollary of Theorem 3.1, we have the following result.
Corollary 3.1. Suppose n ≥ 3 and p > 4n/(n − 2). Then
is admissible and minimax.
Concluding remarks
We have studied admissibility of generalized Bayes estimators of a multivariate normal mean vector in the presence of an unknown scale under scaled squared error loss. The hierarchical prior structure is proper on θ given η (= 1/σ 2 ) and is the improper invariant prior (π(η) = 1/η) on the scale parameter. We have, to our knowledge, given the first class of improper generalized Bayes admissible estimators for this problem for p > 2. We note, for p = 1, 2, X is known to be admissible, since it is admissible for each fixed σ 2 (See for example Lemma 5.2.12 of Lehmann and Casella (1998) ). The results in this paper are complementary to those in our earlier paper, Maruyama and Strawderman (2020) , which gives a class of generalized Bayes estimators that are admissible within the class of scale equivariant estimators. This paper thereby makes substantial progress in an important problem that has long resisted progress. Generally, finding admissible procedure in problems with nuisance parameters has been difficult, and the current problem is no exception. To our knowledge, the only known admissible procedure in the current problem have been proper Bayes estimators, with the exception mentioned above. Earlier we (Maruyama and Strawderman (2005) ) also studied minimaxity of generalized Bayes minimax estimators. Happily, the intersection of the classes of procedures, studied in these papers is not empty as shown in Section 3. In particular the estimator given in Corollary 3.1 is one such admissible minimax estimator which has a surprisingly simple and explicit form.
Appendix A: Proofs of lemmas in Section 2
We take the following notation for (1.3),
where ψ(θ, η) is possibly a vector function.
A.1. Proof of Lemma 2.1
Suppose that δ π is inadmissible and hence δ ′ satisfies
for all (θ, η) and
Since the ratio
is continuous in (x, s) and positive, it follows that
for all (θ, η). Recall
Then we have
Under the loss given by (1.2), the generalized Bayes estimator corresponding to π(θ, η) is
where ∇ θ = (∂/∂θ 1 , ∂/∂θ 2 , . . . , ∂/∂θ p ) ′ and the third equality follows from the Stein (1974) identity.
A.3. Proof of Lemma 2.3
where the fifth equality follows from (A.5).
A.4. Proof of Lemma 2.4
The results follow from the integrals,
Recall δ π is expressed as
and j-th component is given by
Due to the existence of δ π , the following three integrals exist and are finite for any x and s,
As in (A.6), the integrand of ∆ i can be written as
By continuity of squared norm, it suffices to show the j-th component of δ πi approaches δ π,j as i → ∞. Note
where the numerator is decomposed as
Note h i ≤ 1 and lim i→∞ h i = 1. By the dominated convergence theorem, the two terms and the denominator converge the integrals (A.9), (A.10), (A.11) respectively, which implies that the j-th component of δ πi approaches δ π,j as i → ∞.
Comment. In Appendix A.6 -A.7, A.8 and A.9, there are several positive constants denoted by Q i , C i and T i (for i = 1, 2, . . . ,).
The positive constants in Lemmas 2.6 -2.8, C, D, E and F , γ 1 and γ 2 , are expressed in terms of the Q's and C's as follows.
A.6. Proof of Lemma 2.6
for any θ and η.
In the integrand of (A.6), we have
where the inequality follows from the fact 0 ≤ h i ≤ 1. Then
where the second, third and fourth inequality follow from (A.12), (A.13) and Cauchy-Schwarz inequality and k(r) = r 1/2 I [0,1] (r) + I (1,∞) (r).
By Lemma B.2, there exists a constant Q 2 > 1 such that
where the inequality follows from the fact
which is shown by Cauchy-Schwarz inequality. Hence we have .14) and, by (A.6),
Hence with C = 32Q 2 1 Q 2 , the proof follows.
In Sub-Sections A.7 and A.8, we bound A(x, s) and B i (x, s) from above, respectively.
A.7. Proof of Lemma 2.7
By Part 2 of lemma B.1, there exists Q 3 > 0 such that
Integrating w.r.t. θ and η, we have
By the change of variables
Further, since 1 − zt is monotone in z, we have
where Q 4 = 2 (p+n)/2 Γ((p + n)/2) c p,n B(a + 2,b + 1) max B(p/2 + a + 2,b + 1), B(p/2 + a + 2, n/2 − 1/2) .
Therefore, by (A.16), (A.17) and (A.21), we have
where D = Q 3 Q 4 , completing the proof.
A.8. Proof of Lemma 2.8
The proof is based on Lemmas A.1 -A.3, whose proofs are given in Subsection A.9. First we re-express B i (x, s) as follows.
Lemma A.1.
where the expected value is with respect to the probability density on v ∈ (0, ∞),
with normalizing constant ψ(z) given below in (A.38) and
.
(A.25)
The behavior of the probability density f given in (A.24) is summarized in the following lemma.
Lemma A.2. Suppose n/2 − a > 0.
1. For s ≤ 1 and for k ≥ 0, there exist C 1 (k) > 0 and C 2 (k) > 0 such that
2. For s > 1 and for k ≥ 0, there exists C 3 (k) > 0 such that
It follows from Lemma A.2 that 1. There exist 0 < C 5 < 1 and C 6 > 0 such that
(A.28) for all 0 < s < C 5 , all z ∈ (0, 1) and all positive integers i. 2. There exists C 7 > 0 such that
(A.29) for all 0 < s < 1, all z ∈ (0, 1) and all positive integers i.
3. There exist C 8 > 1 and C 9 > 0 such that
for all s > C 8 , all z ∈ (0, 1) and all positive integers i. 4. There exists C 10 > 0 such that
for all s > 1, all z ∈ (0, 1) and all positive integers i.
Using Lemmas A.1 -A.3, we now complete the proof in the subintervals, (0, γ 1 ), (γ 2 , ∞) and [γ 1 , γ 2 ], respectively.
where the second inequality follows from (A.27). Further, by Parts 1 and 2 of Lemma A.3, for 0 < s < γ 1 , we have
where the second inequality follows from (A.33) . With E = 2C 6 + 2C 7 , the proof for 0 < s < γ 1 is complete.
[CASE II] Here we bound B i (x, s) for s > γ 2 > 1 where γ 2 is defined by
Note, for s > γ 2 ,
where the second inequality follows from (A.27). Further, by Parts 3 and 4 of Lemma A.3, for s > γ 2 , we have
where the second inequality follows from (A.36). With F = 2C 9 + 2C 10 , the proof for s > γ 2 is complete. Also, by (2.7), B i ≤ 1 for all x and s and thus the bound for γ 1 ≤ s ≤ γ 2 is 1. This completes the proof. 
where c p,n is given by (A.19) . By the change of variables given in (A.20), we have
where z = w/(w + 1) = x 2 /( x 2 + s). Further, by the change of variables, v = ηs, we have
where ψ(z) is the normalizing constant given by
The the result follows.
A.9.2. Properties of ψ(z) and f (v | z)
We present preliminary results for Lemma A.2. We consider a function more general than ψ(z) given by (A.38) . Let Further
where T 1 (j, k) = min{ψ(0; j, k), ψ(1; j, k)} and T 2 (j, k) = max{ψ(0; j, k), ψ(1; j, k)}.
Proof. Note ψ(z; j, k) = Γ((p + n)/2 + 1 + (n/2 − a)j){2k} (p+n)/2+1+(n/2−a)j
which is monotone in z (either increasing or decreasing depending on the sign of (n/2 − a)(j + 1) − b − 1). Further we have Lemma A.5. For any ǫ ∈ (0, 1) and v ∈ (0, 1),
Proof. Note, for ǫ ∈ (0, 1),
Also note for v ∈ (0, 1), since a > −1 and b > −1, v/2 < 1/2 ≤ p/2 < p/2 + a + 1 + ǫ(b + 1).
Then, by Lemma B.3, we have
Further, by Lemma A.4, ψ(z) ≤ T 1 (0, 1) for all z ∈ (0, 1). Hence, by the definition of f (v | z) given by (A.24), we have
A.9.3. Proof of Lemma A.2
in Lemma A.5. Then we have
and hence
For k > 0, by Part 1 of Lemma B.6, we have
For k > 0, we have
Then, for k > 0,
where C 2 (k) is defined by
By (A.44) and (A.45), Part 1 follows.
[Part 2] Note, for v ≥ s,
For k = 0, by Lemma A.4, we have
where the third inequality follows from Lemma A.4. For k > 0, note by Part 2,
Then we have 
for all s ∈ (0, 1) and hence 
This completes the proof for Part 1.
[Part 2] Assume s < 1 equivalently log(1/s) > 0. We consider E H 2 i (V /s) | z given by
(A.52)
In the numerator above, by Lemma A.2, there exists T 5 > 0 such that
for all s ∈ (0, 1). Further, by Lemma B.4, we have
(A.54) By (A.51) -(A.54) and Lemma A.2, we have
for all s ∈ (0, 1), where
This completes the proof for Part 2.
[Part 3] Assume s > 1 equivalently log s > 0. Then by Lemma B.5, we have
for all s ∈ (1, ∞) and hence
( 
This completes the proof for Part 3.
[Part 4] Assume s > 1 equivalently log s > 0. We consider E H 2 i (V /s) | z given by
(A.60)
In the numerator above, by Lemma A.2, there exists T 7 > 0 such that
for all s ∈ (1, ∞). Further, by Lemma B.5, we have 
Proof. By the change of variables ξ = λ/(1 − λ), π(r | a, b) is given by
Note that
In the following, f (r) ≈ g(r) stands for lim f (r)/g(r) = 1 as r → 0 or r → ∞. By a standard Tauberian Theorem with (B.1), we have
as r → ∞. Further, by the Tauberian Theorem with (B.2), we have, as r → 0,
for b = p/2 − 1; and
Similarly, we have
as r → ∞. Further, as r → 0,
which completes the proof of Part 1. The integrand in parentheses can be decomposed as
π(θ, η)ηf x (x | θ, η)dθ.
(B.9)
In the first term of (B.9), we have η θ 2 ≤1 π(θ, η)η η 1/2 θ f x (x | θ, η)dθ = η θ 2 ≤1 η p/2 π(η θ 2 | a, b) η 1/2 θ f x (x | θ, η)dθ = η p/2 µ 2 ≤1 π( µ 2 | a, b) µ 1 (2π) p/2 exp − µ − η 1/2 x 2 2 dµ.
(B.10)
Note µ 2 may be regarded as a non-central chi-square random variable with p degrees of freedom and η x 2 non-centrality parameter. Let a j (η x 2 ) = 1 Γ(p/2 + j)2 p/2+j (η z 2 /2) j j! exp(−η z 2 /2).
Then we have In the similar way, we have a following result. 
