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1. Introduction
For the last 10 years or so some attention has been paid to the study of polynomials






p(k)q(k)dµk, p, q ∈ C[X], (1)
where {µk}∞k=0 are positive Borel measures; the same kind of inner product can be
defined when all the measures are supported on the unit circle or other sets of the
complex plane. Polynomials orthogonal with respect this kind of inner product are
called Sobolev orthogonal polynomials (cf. [1,3,6,10], the last two papers focus on
algebraic properties, in particular, on recurrence relations). The basic fact which
differs this kind of orthogonality from the standard case (N = 0) is that the shift
operator related to the appropriate inner product is neither symmetric (the real line
case) nor unitary (the unit circle case). However, as was proved in [4] as well as in
[7], if the operator of multiplication by some polynomial is symmetric with respect
to (1), then the sequence {µk}∞k=1 is composed of measures which are finite sums of
point masses.
Because, in principle, orthogonality of polynomials is closely related to moment
problems it is quite natural to extend the Hamburger moment problem or the trigono-
metric one from their classical setting to orthogonality proposed by (1). In both these
classical cases the structure of the moment matrices (like being Hankel or Toeplitz)
comes from the algebraic structure of the set on which the representing measures are
considered (the real line or the unit circle). Thus the question appears to what extent
this kind of interrelation can still be supported in the case of N > 0. Implementing
this idea we have shown in [8] how a given bisequence {sm,n}∞m,n=0 can be treated
as the Gram matrix of the sequence {Xn}∞n=0 of monomials with respect to an inner
product of a more general form than that of (2) (when each measure µk is replaced
by a matrix of measures in a sense). On the other hand, in [2] necessary and sufficient
conditions are found for {sm,n}∞m,n=0 to be a moment matrix with respect to the inner
product (1). In fact, the matrix is decomposed in a natural way as a sum (of a fixed
number) of Hankel matrices corresponding to the ingredients of the sum appearing
in (1). Our contribution in this paper to the problem consists in proposing, instead of
formulae, a matrix algorithm which allows us to find the needed decomposition as
well as to determine its length. We show that even in a very simple case the sum can
be infinite and also that there may exist matrices being a Sobolev type moment ones
(in the sense of [8]) for which the diagonal decomposition, like in [2] or here, do not
lead to integral representation.




{{0, 1, . . . , N} if N is finite,
N otherwise.
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2. The real line case
2.1.
The moment problem of Sobolev type we are going to deal with here consists
in finding, for a given (bi)sequence S df=(sm,n)∞m,n=0 of real numbers, a sequence






(xm)(k)(xn)(k)µk(dx), m, n = 0, 1, . . . (2)
This is the diagonal form of it and appearence of the possibility of N = +∞ is
a newly considered case [8]. Nevertheless, since the integral involves polynomials
of fixed degrees m,n, differentiation makes the above sum always finite though its
length may depend on m and n (in fact, it may increase in m+ n). The right-hand
side of (2) is an inner product in C[X] usually denoted by 〈xm, xn〉.


















xm+n−2kµk(dx) m, n  k,
0 otherwise.
If we think of S as well as S(k) df=(s(k)m,n)∞m,n=0 as of infinite matrices, then after
defining
Dk





, k = 0, 1, . . . , (4)






The matrices S(k) are Hankel ones after removing first k rows and columns (which
are apparently zero). The question we would like to answer here is: can we always
decompose a given (by necessity) symmetric matrix as in (5) with some N (which has
to be determined as well). In this paper we propose a matrix algorithm which yields
a positive answer to this question.





= 0 if i < j .
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2.2.
All the matrices considered in this paper are infinite dimensional and these con-
sidered in this section are real. We just refer in the sequel to them simply as to
matrices (occasionally one may try to look at some of them as properly defined





0 0 . . .
1 0 . . .







 , P0 df=


1 0 . . .
0 0 . . .








the following relations 2 hold:
V tV = I df= the identity matrix, V V t = I − P0, P0V = 0. (6)
Denote by M the algebra of all matrices and define now mappings ri and li , i =
1, 2, . . . , acting on matrices as
ri (A)
df=(V t)iAV i, li (A) df=V iA(V t)i, A ∈ M.
Notice that they are linear mappings and ri = ri1 and li = li1.
The very first use we make of these mappings is to define M0i as the subalgebra
of all the elements of M which are of the form
li (A), A ∈ M.





where A belongs to M and the 0 in the top left corner of the above matrix being an
i × i-dimensional matrix. Then, because





→ A ∈ M,
ri restricted to such matrices is a bijection with the inverse being equal to li . Moreover,
the mappings li and ri : M0i → M are multiplicative.
Denote by H the linear space of all Hankel matrices and call a matrix A subhankel
(of degree i, say) if ri (A) ∈ H. Denoting all subhankel matrices of degree i by Hi we
come to our principal class of matrices, that is to
H0i
df=Hi ∩ M0i
(the matrices S(k) of the preceding subsection belong to this class); going on with
terminology we call the elements of H0i subhankel matrices of width of nullity equal
to i.
2 The superscript t is to transpose matrices.
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We need a kind of partial inverse to the matrix Di defined as
D′i
df= li ((ri (Di))−1) (7)
just leaves the first i elements of the diagonal of Di , which are already 0, and for
the rest puts its inverses instead; this is nothing else than the generalized inverse of
Moore–Penrose of a diagonal matrix, cf. [5, p. 243].
2.3.
Let en, n = 0, 1, . . . , stand for the canonical zero–one basis in 2. Then
V en = en+1, n = 0, 1, . . . ,
V te0 = 0, V ten = en−1, n = 1, 2, . . . (8)
which give for any matrix A
〈V iP0AV iem, en〉 = 〈Aem+i , P0en−i〉 =
{
0, n /= i,
〈Aem+i , e0〉, n = i. (9)






to make sense as well as shows immediately that h(A) is a Hankel matrix with the
same first row as that of A provided the latter is symmetric; think of h(A) as the
hankelization of A. More formally, given a symmetric matrix A = (am,n)∞m,n=0, a
matrix B = (bm,n)∞m,n=0 is said to be a hankelization of A if it is Hankel and am,n =
bm,n for m and n such that mn = 0. Thus, what we have just done enables us to state
the following proposition.
Proposition 1. Formula (10) defines the unique hankelization of a given symmetric
matrix A. Consequently, A is Hankel if and only if A = h(A).
We now have all the necessary ingredients done to perform the algorithm.
2.4.
One more notation: hi
df= li ◦ h ◦ ri , so h0 = h. Define the sequence of pairs {S(i),
R(i)}∞i=0 of matrices as follows:
S(0)
df= h0(S) = h(S), R(0) df=S − S(0),
S(i)
df= hi (D′iR(i−1)D′i ))), R(i) df=R(i−1) −DiS(i)Di, n = 1, 2, . . .
(11)
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where S(k) ∈ H0k and Dk are as in (4). In case N = +∞ the appearing series is
entrywise finite.3
The above decomposition is unique provided S(k) ∈ H0k .
Proof. The uniqueness is clear if one notices that the above decomposition is linear
as well as that the class H0i is a linear space: yet the zero matrix decomposes uniquely.
The construction gives us immediately that S(k) ∈ H0k . BecauseDk ∈ H0k , the mat-
rix DkS(k)Dk belongs to H0k too. This yields 〈DkS(k)Dkem, en〉 = 0 if either k > m







We now want to show that R(k−1) ∈ M0k .
With the convention en = 0 for n < 0 notice first that, after specifying the matrix
D′k as diag(d ′k,i)∞i=0,
〈S(k)em, en〉 = d ′k,m+n−kd ′k,k〈R(k−1)em+n−k, ek〉. (14)
Indeed, by (9),
〈S(k)em, en〉 = 〈lk(h(rk(D′kR(k−1)D′k)))em, en〉
= 〈V kh((V t)kD′kR(k−1)D′kV k)(V t)kem, en〉
= 〈h((V t)kD′kR(k−1)D′kV kem−k, en−k〉
= 〈(V t)kD′kR(k−1)D′kV kem+n−2k, e0〉
= d ′k,m+n−kd ′k,k〈R(k−1)em+n−k, ek〉.
First we show that
〈R(k)em, en〉 = 〈R(k−1)em, en〉
−dk,mdk,nd ′k,m+n−kd ′k,k〈R(k−1)em+n−k, ek〉. (15)
From (14), we have
〈R(k)em, en〉 = 〈R(k−1)em, en〉 − 〈DkS(k)Dkem, en〉
= 〈R(k−1)em, en〉 − dk,mdk,n〈S(k)em, en〉
= 〈R(k−1)em, en〉 − dk,mdk,nd ′k,m+n−kd ′k,k〈R(k−1)em+n−k, ek〉.
3 This means that the (m, n)th entry is equal to 0 for k sufficiently large.
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Because R(0) ∈ M01, the induction goes as follows: assuming R(k−1) ∈ M0k , the only
thing one has to check is that 〈R(k)em, en〉 = 0 for m = k or n = k. This we can get
inserting any of these two cases in (15).











〈(R(k−1) − R(k))em, en〉
= 〈(S(0) + R(0))em, en〉 − 〈R(min {m,n})em, en〉
= 〈Sem, en〉 − 〈R(min {m,n})em, en〉
= 〈Sem, en〉. (16)
The last equality in the above holds because R(k−1) ∈ Hkk implies straightforwardly
〈R(min {m,n})em, en〉 = 0. 
Remark 3. Algorithm (11) terminates, that is, N in Theorem 2 is finite if and only if
hk(S(k)) = hk(D′kR(i−1)D′k)) for some k. If this happen, then there is a k for which
S(k) satisfying this condition is not zero and that k is equal to N. This leads us to the
situation which can be compared with that worked out in [2, Theorem 2]. However,
the important difference is that, while N in [2] is fixed from the beginning, in our
situation it is free (and it has to be determined in the process as well.
2.5.
Let us take the identity matrix I as S and try to decompose it according to The-
orem 2. It is a matter of direct verification to check that then S(k) = D′kPkD′k , where
Pk
df= diag(δi,k)∞i=0, and






On the other hand, let S be

1 1 0 . . .
1 1 0 . . .









Because it is symmetric we can decompose it according to Theorem 2. Thus we get




1 1 0 . . .
1 0 0 . . .








 , S(1) =


0 0 0 . . .
0 1 0 . . .









and S(k) = 0, k = 2, 3, . . . Because S(0) is not positive definite, S is not a Sobolev







which means that S = (sm,n)∞m,n=0 is a Sobolev moment sequence of order 1 in non-
diagonal form, cf. [8].
In conclusion, while, according to Theorem 2, a moment sequence of Sobolev
type of any order can always be decomposed as in (12), it need not be a moment
sequence of Sobolev type in the diagonal form.
3. The unit circle case
3.1.
Suppose a sequence of positive measures {µk}∞k=0 on the unit circle T is given.











z¯nµk(dz), for any m,n, (17)
can be viewed as the moment sequence of Sobolev type on the unit circle. So (a
diagonal form of) the moment problem of Sobolev type consists in finding, for a
given sequence {Sm,n}∞m,n=0 ⊂ C, a sequence of positive measures {µk}∞k=0 on T
such that the representation (17) holds. However, we have now two possibilities:
(a) {sm,n}m,n = {sm,n} and (17) holds for m,n = 0, 1, . . . ;
(b) {sm,n}m,n = {sm,n} and (17) holds for m,n ∈ Z.
When N = 0, which is not our case, each of these cases determines the other, for
N > 0 this does not seem to be so.












s(k)m,n, m, n = 0, 1, . . . (18)
4 Notice that, because sm,n = 〈xmxn, δ0 − δ′0〉 + 〈(xm)′(xn)′, δ0〉, the matrix S can be represented as a
Sobolev moment sequence in the diagonal form in the sense of linear (not necessarily positive) functionals
on polynomials, cf. [9].






zm−nµk(dz) m, n  k,
0 otherwise.






where S(k) df=(s(k)m,n)∞m,n=0, k ∈ NN . Now the matrices S(k) are Toeplitz ones after
removing first k rows and columns (which are apparently zero). Again the question
is: can we always decompose a given (by necessity) Hermitian matrix as in (19) with
some N (which has to be determined as well).
3.2.
Denote by T the linear space of all Toeplitz matrices. Call a matrix A subtoeplitz




The elements of T0i are called subtoeplitz matrices of width of nullity equal to i.
Notice that because




〈Ae0, e0〉, m = n = i,
〈Ae0, en−m〉, m = i, n  m,
〈Aem−n, e0〉, n = i, m  n,
0, otherwise,
(20)




V k(−P0AP0 + P0A+ AP0)(V t)k, A ∈ M, (21)
is a Toeplitz matrix generated by the first row and the first column of A. So it can be
viewed as a toeplization of A.
Proposition 4. Formula (21) defines the unique toeplization of a given matrix A.
Consequently, A is Toeplitz if and only if A = t(A).
With notation ti
df= li ◦ t ◦ ri (t0 = t), define the sequence of pairs {S(i), R(i)}∞i=0
of matrices as follows:
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S(0)
df= t0(S) = t(S), R(0) df=S − S(0);
S(i)
df= ti (D′iR(i−1)D′i ))), R(i) df=R(i−1) −DiS(i)Di, n = 1, 2, . . .
(22)






where S(k) ∈ T0k and Dk are as in (4). The matrices S(k) are Hermitian provided so
is S. In case N = +∞ the appearing series is entrywise finite. The above decompos-
ition is unique provided S(k) ∈ H0k .
The proof of Theorem 5 goes in the same way as that of Theorem 2 using (20)
instead of (9).
Additional remark. The algorithm we propose in this paper results in shaping a
given matrix in a way which makes it suitable for being represented as a Sobolev type
moment one. Another question, which we leave apart, is numerical implementation
of this algorithm and, in particular, its stability.
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