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A Case Study Using ECHO
 
(Extraction and Classification of Homogeneous Objects)
 
For Analysis of Multispectral Scanner Data
 
by Donna Scholz, James Russell, John Lindenlaub, and Philip Swain
 
PREFACE
 
This Case Study is a component of the LARSYS Educational
 
Package. It is designed to introduce you to the ECHO processing
 
function which may be implemented on a variety of computer systems.
 
This publication illustrates the typical steps in the analysis of
 
remotely-sensed data using ECHO through discussion, an illustrative
 
example and exercises for you to complete at a terminal. The
 
exercises have been written for implementation on a computer using
 
LARSYS; however, they may be modified for other analysis systems.
 
Prerequisites
 
The material presented herein is based upon the assumption that
 
you have mastered the instructional objectives in the first five units
 
of the LARSYS Educational Package and either Unit VI or VII;1
 
Unit I An Introduction to Quantitative Remote Sensing
 
Unit II LARSYS Software System: An Overview
 
Unit III Demonstration of LARSYS on the 2780 or Data 100
 
Remote Terminal 
Unit IV The 2780 or Data 100 Remote Terminal: A "Hands-
On Experience" 
Unit V LARSYS Exercises 
Unit VI Guide to Multispectral Data Analysis Using LARSYS
 
or
 
Unit VII A Case Study Using LARSYS for Analysis of Landsat Data
 
Purpose
 
The purpose of this case study is to train you to use the ECHO
 
analysis procedures. However, you should not expect to be a profi­
cient ECHO analyst after completing this case study. It should give
 
you the necessary fundamentals. Proficiency must come with
 
additional experience.
 
As you probably are aware, the experience of the analyst is
 
a very important factor in the man-machine analysis of multi-spectral
 
scanner data as described in this case study. Donna Scholz who
 
did the analysis of the Grand Rapids area used as the example has
 
three years of experience with computer-aided analysis of multispectral
 
data.
 
IThe LARSYS Educational Package may be obtained from the
 
System Services Manager, Laboratory for Applications of Remote
 
Sensing, 1220 Potter Drive, West Lafayette, Indiana 47906.
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General Objective
 
The analysis of a set of multispectral scanner data can be
 
broken down into a sequence of steps. When you have completed
 
this case study, you should be able to list the steps of the analysis
 
sequence in the proper order. Furthermore, for each step in the
 
analysis sequence, you should be able to:
 
1) 	EXPLAIN the significance of the analysis step with
 
respect to the entire analysis sequence.
 
2) 	NAME and DESCRIBE any software tools useful in carrying­
out the analysis step.
 
3) 	APPLY the analysis principles to a specific analysis
 
problem by writing control commands, running the program
 
and interpreting the results of the functions used in
 
the step.
 
Student-Tutor Interaction
 
While this case study attempts to summarize the experiences
 
of a great many multispectral data analysts, there is no real
 
substitute for talking to someone who is already familiar with the
 
use of ECHO. This is especially true when you begin carrying out
 
the Exercises. You are encouraged to discuss your progress period­
ically with your tutor.
 
Format
 
Each section of the case study follows this format: the
-
instructional objectives are stated, followed by a discussion of the
 
purpose, philosophy, and analysis techniques associated with that
 
step in the data analysis sequence; then there is an example
 
showing control cards, computer output, and an interpretation of
 
the results. Exercises are provided at the end of the Case Study
 
to test your mastery of the basic analysis procedures.
 
The material is presented in this format so that a person
 
wishing to become adept in the analysis of multispectral data
 
using ECHO can proceed through this case study and learn what the
 
analysis steps are, why each step is important, how each step is
 
carried out, and gain practice in using these analysis techniques.
 
References
 
Throughout this case study references will be made to other
 
written materials. The three most commonly referenced sources
 
are considered part of this unit instruction: LARSYS User's
 
Manual, edited by T. L. Phillips, ECHO User's Guide, edited by
 
James Kast and Pattern Recognition: A Basis for Remote Sensing Data
 
Analysis, by P. H. Swain (LARS Information Note 111572). These
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Be sure you have them
references should be in your site library. 

See your tutor if you
available before you begin the case study. 

need help locating them.
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INTRODUCTION AND BACKGROUND 
ECHO is an acronym for Extraction and Classification of Homo­
geneous Objects. This case study will provrae an opportunity to
 
study and work with the supervised ECHO classification algorithm.
 
ECHO, like many other computer implemented classification schemes,
 
is based on the principles of pattern recognition. In order to
 
gain an understanding of both the capabilities and limitations of
 
the algorithm and to place it in context with other classification
 
algorithms, we will begin with a brief review of pattern recogni­
tion principles as they apply to remote sensing.
 
Figure 1 shows a schematic of a multispectral data collection
 
system as it scans a portion of the earth's surface. Each scene
 
element (picture element or pixel) results in a data vector, X,
 
as the output of the sensor. The scanning action of the instru­
ment results in the scene being represented by an array of pic­
ture element data vectors as shown in Figure 2. The data vectors
 
serve as input to the pattern recognition system. The outputs of
 
the pattern recognition process include a classification map and
 
tabular summaries of the classification.
 
A Homogeneous CellOVA 
IVA
 
_ _Scene Elements 
Figure 2. Array of scene elements. Heavy lines indicate
 
boundaries of "objects" within the scene. Cross­
hatched areas indicate two examples of homogeneous
 
cells (i.e. groups of data vectors).
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There are several approaches to classifying multispectral
 
scanner data using pattern recognition [1,2]. Each picture
 
element (pixel) can be classified individually or picture­
elements that have been determined to have similar spectral char­
acteristics can be classified as a group. In the former case,
 
called "per point" classification, a classification decision must
 
be made for each individual measurement vector. In the latter
 
case, called "sample" classification (from statistical sample),
 
a classification decision is only required for each group of mea­
surement vectors (each sample or, in the context of Figure 2,
 
each object in the scene). One advantage of sample classifiers
 
is that for a given scene fewer classification decisions need to
 
be made. This results in a savings in computation time. This
 
savings is partially offset 'by the fact that it requires some
 
computation time to determine the objects or samples comprising
 
the scene.
 
ECHO is a sample classifier which uses a conjunctive object
 
finding algorithm to determine the objects (samples) in the scene
 
to be classified [3]. A conjunctive algorithm begins with a very
 
fine partition of the scene and simplifies it by progressively
 
merging adjacent cells that are found to be similar according
 
to certian statistical criteria. The objects are then 'classified
 
using a maximum likelihood sample classification algorithm [2].
 
In this manner ECHO benefits from the spatial correlation of pic­
ture elements belonging to the same object.
 
ECHO is a useful tool for numerical data analysis.of a
 
scene consisting of areas large in areal extent relative to reso­
lution element size. For LANDSAT data, the smallest area which
 
can be resolved is about .45 hectares (1.1 acres). When using
 
the point-by-point algorithm, each individual data point (.45
 
hectares) is classified. In the ECHO analysis procedure, homo-­
geneous groups of data points are classified as a group. 'The
 
resultant classification map will contain less 'noise' (isolated
 
single data points) and the areas will have more distinct boun­
daries. (See Figures4 and 5). The differences between the two
 
approaches becomes most dramatic when the homogeneous areas are
 
significantly larger than the resolution of the sensor.
 
iLindenlaub, J.C. and J.D. Russell. 
"An Introduction to Quan­
titative Remote Sensing." LARS Information Note 110474, Purdue
 
University, 1974.
 
2Swain, P.R. "Pattern Recognition: A Basis for Remote Sens­
ing Data Analysis." LARS Information Note 111572, Purdue Univer­
sity, 1972.
 
3Kettig, R.L. and D.A. Landgrebe. "Classification of Multi­
spectral Image Data by Extraction and Classification of Homogen­
eous Objects." LARS Information Note 062375, Purdue University,
 
1975.
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Figure 3. 	Model of a pattern recognition system. The categorizer
makes classification decisions based upon inputs in the 
form of measurement vectors. 
Classification algorithms can also be categorized as being

supervised 	or unsupervised. In the supervised case the analyst

must provide the computer with information about the spectral

character of each class of interest. This is usually done by

specifying 	the coordinates of data points known to represent the
classes of 	interest. In the unsupervised case the computer exam­ines the spectral characteristics of the area to be classified

and divides (or classifies) the data into groups having similar

spectral characteristics. Unsupervised classification algorithms

operate without the benefit of a description of the spectral

characteristics of the cover types of interest. 
They classify
data strictly on the basis of structure inherent to the data.
The generalized steps in classifying multispectral data are shown
in Figure 6. 
This figure points out the difference between

supervised 	and unsupervised classification. Both supervised and

unsupervised ECHO classification algorithms have been developed
[4]. This 	case study, however, will only make use of the super­
vised ECHO 	classifier.
 
The analysis of earth resources data is a dynamic process

requiring close coordination between the user and the analyst

and close interaction between the analyst and the data processing

system. Although Figure 6 shows the steps in a linear or sequen­tial fashion, the steps are actually quite interrelated and inter­pretation of the results at any one step might necessitate going
 
4Landgrebe, D.L. "Test of Boundary Finding Per Field Class­ification," Final Technical Report, Volume I, NASA Contract
NAS9-14970. Laboratory for Applications of Remote Sensing, Purdue

University, May 1977.
 
-4- ORIGINAL PAGE IS 
OF POOR QUALITY 
Figure 4. Gray-Scale-Coded Classification Map
 
Produced Using Per Point Classification
 
From Kettig and Landgrebe
 
Figure 5. Gray-Scale-Coded Classification Map
 
Produced Using ECHO.
 
From Kettig and Landgrebe
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INTERPRETATION AND 
APPLICATION 
Figure 6: Generaliied Steps in Classifying Earth Resources Data
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back to earlier steps and revising the analysis. As an example,
 
the user states his requirements and works jointly with the ana­
lyst to formulate the analysis objectives. After proceeding

through the analysis and evaluation of the results,the conclusion
 
might be reached that it is impractical to achieve the original
 
analysis objectives. This could result from an objective which
 
was too ambitious for the data available or a lack of understand­
ing of the capabilities of the technology. In any case, a restate­
ment of the objectives and additional analysis, i.e., a reitera­
tion of the steps shown in Figure 6, might lead to a satisfactory
 
set of results.
 
This case study will concentrateoh those steps in Figure 6
 
in which the analyst plays an active role and will stress the
 
interaction of the analyst and the data processing system.
 
As suggested above it is best if the analyst can work with the
 
user in formulating the analysis objectives. The user knows his
 
requirements, the analyst is familiar with the technology and to­
gether they can formulate a reasonable set of objectives for the
 
analysis. The user can provide information about the location of
 
the analysis study site, the types of ground cover of interest, how
 
the analysis results will be used, and the degree of classification
 
accuracy desired. This information will serve &s a guide for the
 
analyst at decision points during the classification procedure.
 
The analyst then selects a suitable data set to use for the
 
analysis. In doing thisconsideration is given to the type of
 
data collection system, how readily available the data is, and
 
time of year data was collected.
 
As might be expected, the quality of the data set to be ana­
lyzed has a direct impact on classification performance. Factors
 
such as clouds or bad data lines may adversely affect the accuracy.
 
Therefore, it is necessary to examine a prospective data set for
 
these factors.
 
Correlation of reference information with the multispectral
 
scanner data is a task that is important in helping the analyst

relate to the ground cover types and their distributions in the
 
scene. This may be accomplished by using reference materials
 
such as maps, photographs, ground observations, computer gray

scale printouts or aigitally-derived imagery. Becoming familiar
 
with features in the scene will facilitate the analyst's efforts
 
in selecting training areas which are representative of the varia­
tions in the data. Usually at this point, the analyst is able
 
to make at least a tentative decision on the type of analysis
 
strategy appropriate for the job at hand.
 
After selecting and becoming familiar with the data set and
 
assembling reference data the next step in the supervised analy­
sis procedure is to develop training statistics. This process
 
is begun by selecting candidate training areas. These training
 
-7­
areas are groups of contiguous points within the scene which contain
 
examples of all the classes present in the area to be class­
ified. These areas will be used to "train" the computer to
 
recognize specific classes of interest.
 
Each of the training areas is usually selected to contain
 
more than a single ground cover type. It is necessary to determine
 
the spectral subclasses associated with each of these cover types.
 
The technique utilized for this task is called "cluster analysis."
 
Cluster analysis groups data measurement vectors into groups or
 
clusters representing inherent or natural structure within the
 
data by utilizing spectral reflectance values in different
 
portions of the electromagnetic spectrum. These clusters are
 
then related to specific ground cover types and identified as
 
a specific cover type or information class (i.e. water, forest,
 
bare soil, etc.).
 
Since most of the ground cover types occur in more than one
 
training area, some of the cluster classes from separate areas
 
are statistically similar and only one of the multiple cluster
 
classes is necessary to characterize a ground cover type. For this
 
reason, it is then appropriate to calculate the similarity among
 
all the cluster classes from all the training areas. Calculating
 
the separability between the classes gives the analyst a "feel"
 
for the probability of getting a correct classification using
 
the statistical characterization of the classes he has selected.
 
Once the training classes have been defined on a spectral basis
 
and refined to a state that all are distinct and separable from
 
one another, the resultant means and convariance matrices may
 
be used as input to the ECHO classification algorithm.
 
The supervised ECHO algorithm is then used to classify the
 
area of interest. Supervised ECHO examines blocks or cells of
 
data consisting of several data points and tests them for homo­
geneity. If all points in the cell are similar, the ECHO
 
classifier assigns that entire cell to the spectral class it
 
most nearly matches. If a cell does not contain similar data
 
points, the cell is subdivided into its individual data points
 
and each point is classified independently. In this manner,
 
similar portions of the study area will be identified as homogeneous
 
blocks or "objects". (See Figure 7).
 
The classification results may now be displayed for the
 
analyst to examine. The results might be displayed on a CRT
 
screen as levels of gray or color coded, or a map might be generated
 
on a computer line printer whereby each classified point was
 
assigned a symbol corresponding to the class in which the point
 
was placed by the ECHO classifier. The type of output product
 
is best determined by the needs of the user as specified by the
 
analysis objectives.
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The final step in the data analysis sequence is to evaluate
 
the classification results. This can be accomplished by
 
calculating the performance for a set of representative test
 
fields (areas of known covertype within the study site, distinct
 
from the training areas). If performance is judged to be below
 
the level required, it might be necessary to go back in the analysis
 
sequence and select additional training areas or otherwise
 
refine the training statistics.
 
The analysis objectives should be reviewed with the user at
 
this point to see that they have been met. If procedural decisions
 
were made with-the analysis objectives in mind, the resultant
 
classification should be the type and quality of product the
 
user desired.
 
With this general description of the supervised ECHO class­
ification algorithm and a discussion of how it fits into the
 
sequence of analysis steps, we are ready to begin the case
 
study.
 
------------------------------------------------------------
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SECTION I STATEMENT OF ANALYSIS OBJECTIVES
 
Upon completion of this section, you should be able to:
 
1. 	IDENTIFY the four components of an analysis objective.
 
2. 	PREPARE an analysis objective incorporating these
 
components.
 
The first and one of the most important steps in the quanti­
tative analysis process is stating the analysis objectives.
 
Some of the questions which your analysis objectives should
 
answer are: What is the problem to be solved? What information
 
do you need to solve the problem? What are you going to do with
 
the results of the analysis? The statement of analysis objectives

is often done jointly by the analyst and user of the analyst's

results.
 
For example, the purpose of the analysis could be for agri­
cultural applications:
 
"Map the agricultural soil types of Kearny County, Kansas,
 
with 85% accuracy. The map will be used in conjunction
 
with other data to make recommendations for a county-wide
 
drainage system."
 
"Prepare a crop inventory (acerage and crop type) during
 
June of 1977 for the state of Illinois. It is desired
 
to estimate crop yield within ± 10%."
 
Land use management and future highway construction can also
 
be facilitated by using ECHO analysis of Landsat data.
 
"Locate with 70% accuracy suitable cover types and wetlands
 
(habitat diversity) for wildlife species in the Superior
 
National Forest as an aid in managing wildlife openings
 
and waterholes."
 
"Generate a soil type map with at least 80% accuracy of
 
the Point Comfort (Texas) quadrangle to aid in the selection
 
of the most desirable right-of-way for a new highway."
 
"Identify with 90% accuracy fire hazard areas such as timber
 
sale areas, brushland, and broomsedge fields in the Hoosier
 
National Forest in order to make decisions concerning
 
fire crew size and placement during the major fire seasons."
 
4t6ieWr4NG PAt!. BLAr 4M4? AW 
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"Determine the land use (urban, agricultural, forest and water)
 
in Tippecanoe County (Indiana) for locating alternative routes
 
for Highway 43. 80% accuracy is acceptable."
 
The essential components of an analysis objective are:
 
Location. What portion of the earth's surface is of inter­
est? It may be a relatively small area (several hundred
 
hectares using airborne multispectral scanners) or a rela­
tively large area (thousands or millions of hectares using
 
multispectral scanner data from satellite-borne systems).
 
Covertes. What types of ground cover are of interest?
 
Are woodlands, agriculture, rangeland, pasture, barren
 
land or marshes the ground covers of interest? Are finer
 
divisions, such as individual crop types, needed? Do
 
the classes of interest occur as areas considerably larger
 
than the resolution of the sensor to be used (larger than
 
0.47 hectares using Landsat)? The ECHO processor assumes
 
the areas to be large compared to the sensor resolution.
 
Aplications. How will the analysis output be used? To
 
detc canges in an Urban area? To evaluate alternate
 
highway routes? To determine the proportion of an area
 
(i.e., county or state) used for agricultural or industrial
 
purposes?
 
Classification Accuracy How accurate must the classifi­
cation be in order to solVe the problem? Would a classifi­
cation performance of 65 be acceptable or is 9b% accuracy

required? The level of accuracy that can be obtained depends
 
on many factors; such as the level of detail desired, time
 
of the year data were collected, the analyst's training and
 
skill, the particular region being mapped, and other
 
variables. An indication of the accuracy required by the
 
user is very useful to the analyst as it provides a point
 
of reference against Which he can compare and assess his
 
analysis.
 
The analysis objective will serve as a guide by which deci­
sions are made during the analysis procedure. Therefore, it is
 
essential to include all critical information when stating the
 
objective(s).
 
As you proceed through this ECHO case study the example used
 
to illustrate each analysis step will include a description of ' 
what analysis decisions and procedures an experienced data analyst
 
took at that stbp of the analysis sequence- These example-steps
 
are intended to suggest typical courses of action in an analysis

using ECHO.
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Self-Check'
 
I-A. Name the four components of an analysis objective.
 
I-B. Write an analysis objective that you might use in solving
 
a problem in your area of interest.
 
1Answers to all Self-Checks are given in the Appendix.
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In this example, the analyst met with a planning consultant' 
employed by the Grand Rapids, Michigan, city zoning board which 
would be the final user of the ECHO classification results.
 
At this meting it was mutually decided that the classes of 
interest would includes 
Bodies of water
 
Agricultural lands 
Commercial areas
 
Old residential areas
 
Newer residential locales 
Further discussion between the consultant and the analyst
 
brought out the fact that the zoning board was interested in
 
areas of land use about 2 hectares in size and not the more
 
finely detailed aspects of Grand Rapids land use. At this point 
the analyst was able to tentatively decide that the ECHO 
processor's capability to smooth out small scale variations in 
land use cover types would make ECHO a data analysis tool well 
suited to the zoning board's analysis needs.
 
The zoning board wanted the results to be a geometrically 
correct computer map coded for the land uses of interest and 
scaled to 1:24,000. The area was to include Grand Rapids proper 
and peripheral agricultural lands covered by six U.S.G.S. 
7% minute topographic maps. 
The following objective was agreed upon by the consultant
 
and the analysts
 
"Produce a general land use map of the Grand Rapids, 
Kichigan,area locating the broad land use categories 
of commercial areas, older residential neighborhoods, 
newer residential sites, agricultural and recreational 
lands and bodies of water including lakes and rivers. 
These land uses should be located and identified with 
an accuracy of at least 80%. The land use map should 
be at a scale of 1*24,000 and suitable for use as a 
base map by the Zoning Board for zoning planning." 
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Figure 9. An example of clouds and their shadows.
 
Figure 9. Example of striping of data.
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SECTION II SELECT AND EXAMINE DATA, CORRELATE WITH REFERENCE 
DATA, AND SELECT ANALYSIS STRATEGY 
Upon completion of this section, you should be able to:
 
1. 	 DESCRIBE two characteristics of data which may decrease 
usefulness. 
2. 	IDENTIFY two types of preprocessing that aid the analy­
sis of LANDSAT data.
 
3. 	NAME three types of reference data.
 
After the analysis objectives have been stated,data suitable
 
for the analysis must be selected. The analyst will want to con­
sider such factors as data availability, spatial resolution, and
 
dates when data were collected before selecting a data set. In
 
carrying out an analysis, serious consideration must be given to
 
data quality. In general, a greater level of analysis accuracy

is possible when the original data is of the highest quality.

A preliminary evaluation of digital data can be made by inspect­
ing imagery created from the data. If, upon examining the 
imagery, one finds the area of interest totally obscured by 
clouds, maipgful analysis of that data set will not be wosu­
ible. Gross data characteristics which may decrease the useful­
ness of a data set include haze, clouds, and snow cover. Data 
sets can be screened for these characteristics by examining
digital display images or grayscale computer printouts. 
(See Figure 8).
 
Sometimes systematic idiosyncrasies such as "striping" will
 
occur in the image. In the scanner system for Landsat 1 and 2, 
six 	data lines are simultaneously recorded in each wavelength

band each time the scanner mirror oscillates. A separate detec­
tor is used for each channel of each of these scan lines. If 
any of these detectors and their electronics ate not properly
matched or calibrated, a striping effect is noticeable in the 
imagery of that channel. A dramatic example is shown in Figure 
9. Even though striping appears to have seriously degraded the 
data, analysis may still be possible since striping usually 
occurs in only some of the channels. For example, since Land­
sat 1 and 2 have four multispectral scanner channels, it may
be possible to get meaningful analysis results when only two or 
three of the four channels are available. 
-16­
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Once a data set has passed an initial screening, the analyst 
may request some preprocessing of the data to make it easier for
him to correlate the remotely sensed data with reference data,
such as maps. Preprocessing can facilitate the analyst's ability

to interact with the data and produce output at the desired
scale. One type of preprocessing (geometric correction) involves

rotating and deskewing the image so that the vertical columns 
are aligned in a north-south orientation. Imagine yourself try­
ing to locate corresponding points between a skewed LANDSAT image
and an aerial photograph or map. The task would be much easierif the two images were oriented in the same direction. In ano­
ther qeometric correction, the data is rescaled. The scale of

the data can be adjusted to allow the data to be overlaid 
on the reference data, such as a highway map or U.S.G.S. 
topographic map.
 
Illustrations of the effects of the rotation and geometric

correction operations are shown in Figure 10.
 
Next, multispectral scanner data ts correlated with avail­
able reference data. This not only allows the analyst to gainfamiliarity with the geographic region being analyzed, but it will 
aid him in developing good training statistics and in evaluat­
ing the classification results later in the analysis sequence.
 
Reference data is any information which aids the analyst in
his task. There are several types of reference data which may

be available. Typical examples are aerial photographs, maps,

previous analysis results and on-site observations.
 
Aerial photography is very useful. Four types of film are
 
commonly used: black-and-white, black-and-white infrared, color,

and color infrared. The type of film selected is determined by
the nature of the application and the conditions under which it

will be used. Infrared camera systems are often preferred for
high-altitude photography because of their haze penetration qua­
lity. 
Infrared films are also useful for enhancing differences
 
between types of vegetation. 
Maps are often used as reference data. A USGS topographic 
map may prove to be a valuable piece of reference data. Remot­
ely sensed data can be preprocessed so that a computer grayscale
"map' has the same scale as the 'topo" map. Then a simple over­lay technique could be used to correlate the MSS data with theUSGS map. By overlaying the grayscale map of the area of inter­
est on the quadrangle maps of the same area, features of inter­
eat to the analyst can be located in the data and their row and 
column numbers noted. 
A third type of reference data involves direct ground obser­
vation by someone trained to observe relevant characteristics 
of ground features of interest to the analyst. Ground

observations have been recorded which range from biological
assemblages to water resources.
 
Self-Check
 
II-A. What are two data characteristics which may decrease
 
the usefulness of your Landsat data? 
II-B. 	 Name two types of geometric preprocessing which aid 
in the analysis of Landsat data. 
II-C. 	What are three types of reference data which can be
 
correlated with remotely-sensed multispectral data?
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EXAMPLE
 
The analyst obtained a grayscale computer map of bands 5 
(.6 - .7tam) and 7 (.8 - 1.1 wm) of the Landeat frame previously 
selected for this study. It was discovered immediately upon
 
examination that the data contained striping in at least one 
of the channels. Consequently, that particular frame was judged 
to be below the quality required for the project and another 
Landeat frame (scene I.D. 1411-15581) was selected. 
An alphanumeric grayscale map was generated for this new data 
set using the control cards shown in Figure 11. No apparent
striping or bad data lines were in evidence in the data, nor 
were excessive clouds in the scene. A graytone map of this same 
data was printed en a Varian plotter and is shown in Figure 12.
 
In the analysis of the Grand Rapids, Michigan, area the 
analyst had available the six 1:24,000 scale USGS topographic 
maps as well as color infrared aircraft photography. Using these 
pieces of reference data and the grayscale computer printout the 
analyst oriented himself and began identifying major features 
on the grayscale map. 
In this step of the analysis the analyst was not interested 
in locating specific objects. Rather he wanted t'--stablish a 
familiarity with the scene: Where, in general, is the urban 
area? Where is the river or agricultural areas? This general 
information will be of use to the analyst in the next step of 
the analysis. 
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-COMMENT PICTUREPRINT OF bRA,,Iu RAPIDS MICH FOR ECHO CASE STUDY 
-RUNTARLE
 
DATA
 
RUN(72054806)qTAPE(454).FILE(2)

END
 
OPICTUREPRINT
 
DISPLAY RUN(72054806),LINE(340660,1),COL(90,36091)

CHANNELS 6,8
 
END
 
Figure 11. Control card listing for generating a grayscale map 
of the Grand Rapids study site. 
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Figure 12. Grayscale map of band 5 of the Landsat
 
data used in the Grand Rapids analysis.
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SECTION III DEVELOP TRAINING STATISTICS
 
Upon completion of this section, you should be able to:
 
1. 	DESCRIBE the procedure for selecting training areas.
 
Your description should include guidelines as to loca­
tion, number and size.
 
2.. 	DISCUSS clustering and how the analyst uses clustering
 
to aid in the development of training'statistics.
 
3. 	DESCRIBE why cluster classes are associated with infor­
mation classes.
 
4. 	DEFINE with the aid of simple drawingsthe concept of
 
statistical distance.
 
5. 	STATE two reasons why the statistical distances between
 
clusters are calculated.
 
The next step in carrying out a supervised classification is
 
the development of training statistics. The overall purpose of
 
the training statistics is to "train" the computer to accurately
 
classify the entire area of interest using pattern recognition
techn~gpes. Pattern rzecomii;tion is a useful tool.for identify­
ing 	and classfying the ground scene. First, multispectral 
sanner data representing known ground cover types are located
 
with the help of reference data. These patterns of known
 
classification constitute the training patterns against which
 
the patterns of unknown ground cover types are compared in the
 
ECHO classification algorithm.
 
Developing the training statistics for the area under inves­
tigation is the most critical and time consuming step for the
 
analyst. This step requires more interaction of man and machine
 
than any other part of the analysis. The classification perfor­
mance is highly dependent upon how well the training data
 
represents the entire area and how well the ground cover types
 
can be distinguished.
 
It is convenient to break the development of training stat­
istics into four substeps as follows:
 
-Selection of training areas
 
-Cluster analysis of training areas
 
-Association of cluster classes with information classes
 
-Calculation of statistical distance between clusters
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In the process of carrying out these substeps the analyst
 
uses a variety of processing functions. As you better under­
stand the capabilities and limitations of these processes and gain
 
experience using them, you will -undoubtedly formulate your own
 
procedures for developing training statistics, specializing
 
your procedures to the remote sensing applications of particular
 
interest to you.
 
*Selection of Training Areas
 
The analyst begins by determining the location, number and
 
size of the training areas he is going to use. Several questions
 
arise at this time. The first question is, "Wherein the area
 
to be analyzed should the training areas be selected?" One ob­
vious yet important consideration is the location of areas for
 
which some reference data is available. In addition, the train­
ing areas should represent all of the variability present in the
 
total area. This generally means that the training areas should
 
be distributed throughout the entire area being analvzed, In an
 
effort to obtain representative training statistics, the analyst
 
should select areas which include different ground surface
 
features and sample the variations in the different environments.
 
To select these training areas, an analyst begins by review­
ing the analysis objectives. In stating the objectives, the
 
cover types of interest are listed. These cover types are called
 
"information classes." Training areas are selected in such a
 
way that every information class is represented in at least one
 
of the areas. When possible, each information class is included
 
in more than one training area. This increases the likelihood
 
that the training data will be representative of all of the var­
iations in cover types in the scene being analyzed. When rep­
resentative training data is available to the classifier, assign­
ment of a data point to the correct class is more likely.
 
A common procedure for selecting the training areas is to
 
identify in the available reference data some well distributed
 
areas that contain the information classes. These areas are
 
then located on grayscale printouts of the multispectral scanner
 
data. From these areas, training areas are selected. Experience
 
has indicated that a reasonable starting point for Landsat
 
data is to select training areas which are 25 to 100 lines and
 
25 to 100 columns in size, and each containing at least two
 
cover types.
 
To help assure obtaining representative training data, the
 
training areas should be distributed utiformly throughout the
 
area to be classified, but this m&y not be possible if adequate
 
reference data is not available. Usually, representative train­
ing data for all information classes can be obtained by select­
ing from four to eight training areas. In summary, each area
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Figure 13. Examples of data which tend to cluster. (from Swain
 
and Davis, eds.,, Remote Sensing: The Quantitative Approach)
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should be 25 to 100 lines by 25 to I00 columns, each area includes
 
more than one cover type, and every cover type is included in
 
at least one (preferably two or more) candidate training area.
 
*Cluster Analysis of Training Areas
 
The next stepin the development-of training statistics 
is to determine the spectral subclasses within each of the train­
ing areas. The analyst accomplishes this by using a technique
known as "cluster analysis." Cluster analysis groups data 
vectors into clusters such that the vectors within any given
cluster all have similar spectral reflectance characteristics. 
This technique takes advantage of the fact that there is often 
an inherent natural structure to multispectral scanner measurement 
vectors. Figure 13a illustrates this concept with a hypothetical
sample of human height and weight occurrences. Note that the 
natural structure to this set of measurement vectors reveals 
that women are typically lighter and shorter than men. A set of 
reflectance measurement vectors for a wheat field, Figure 13b, 
illustrates the natural structure of reflectance values of a 
wheat canopy in channels x, and x2 . The clusteting algorithm 
attempts to define classes by minimizing the distances between 
points within each class while maximizing the distances between 
the classes. Since the classes thts defined are inherently
spectrally different, they are often referred to as "spectral 
classes." 
Clustering is basically a computer operation to which the
 
analyst must supply only information which tells the computer

which data set to use, the lines and columns defining the area
 
in the data to be clustered, and the number of plusters desired.
 
The number of clusters requested by the analyst is influenced
 
by the cover types of interest and their estimated spectral var­
iability. The experience of the analyst plays an iniportant
 
role in his assessment of anticipated spectral variability.
 
The clustering algorithm requires that the analyst specify

the number 6f clusters to be found. Experience has indicated
 
that most cover types contain at least two clusters, and a
 
rule-of-thumb is to request the number of clusters to be 1.5
 
to 2.4 times the number of expected information classes. If an 
analyst requests an insufficijt -nUmber rl , thi bluster 
variances will tend to be quite high and the resulting classes 
will be difficult to separate. If too many clusters are requested,
cluster variances will be small but the resulting cluster classes
 
may be difficult to correlate with the information classes.
 
When choosing the number of clusters, the analyst should keep in
 
mind the fact that the ECHO classifier tends to misclassify

data points into those classes with high variances. Therefdre,
 
cluster classes with'extremely high variances should generally

be avoided. In choosing the number of clusters, the analyst must
 
try to obtain a balance between having few enough clusters to
 
be able to relate them to information classes and having enough

clusters so that the variances of any one cluster are not dispro­
portionately high in comparison to the other clusters. A "good"
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Davis, Remote Sensing: The Quantitative Approach).
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number of clusters such as is suggested by the "1 x" rule will
 
tend to optimize these trade-offs. However, in some cases after
 
examining the output it will be evident that a different number
 
of clusters are needed, in which case the cluster processing should
 
be repeated.
 
A flowchart of the LARSYS cluster algorithm is given in
 
Figure 14 and its logical operation is described ih the following
 
text. The compdter assigns locations in the featuke space as the
 
initial centers of each cluster (see Figure 15). It then
 
calculates the distance between each of the data points and each
 
cluster center and assigns each point to the nearest cluster.
 
Next, new cluster centers ate detettined by calculating the mean
 
vector for the data points assigned to each cluster. The computer
 
then proceeds to re-calculate the distance between each data
 
point and the new cluster centers and reassigns each sample to
 
the closest newly defined cluster center. The computer continues
 
the cycle of calculating the cluster centers and reassigning data
 
points until all the data points have been assigned to a cluster
 
and do not change allegiance with a further iteration of the
 
cluster cycle. Once the cluster 'cycleis complete, the means
 
and covarianbes for each cluster class can be punched directly
 
onto cards. Cluster maps which pictorially represent each area
 
that was clustered can be printed. and a summary table 6f the
 
number of points assigned to each cluster produced; Information
 
about mean reflectances and variances in each channel for each
 
cluster class are also listed in tabular format. Also available
 
are tabular listings of separability information for all possible
 
class pairs and suggested cluster groupings for similar classes.
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ORIGINAL PAGE IS 
OF poOR QUALITY 
-29­
-Association of Cluster Classes With Information Classes
 
After obtaining the cluster analysis output the analyst
 
examines the tables of cluster class means and variances. It is
 
especially important to note any classes having unusually
 
high variances, as it may be necessary to delete these classes
 
to avoid biasing the ECHO classification results toward these
 
classes.
 
The analyst then begins the process of associating each cluster
 
class identified in the previous step with one of the information
 
classes of interest (i.e., agriculture, urban, water, forest).
 
The purpose of this step is to determine which spectral classes
 
will be used to represent the information classes in the ECHO
 
classification process. It should be pointed out that there will
 
not necessarily be a one-toone correspondence between the
 
in-formation classes and the cluster classes. Remember, an
 
information class is a distinct cover type of intereSt,
 
while a cluster class is a group of data points which are
 
spectrally similar. As shown in Figure 16a, there may be a
 
one-to-one correspondence between the two, but this is often not
 
the case. It is possible that several cluster classes will
 
represent the same cover type (information class) as shown in
 
Figure 16b. Sometimes several information classes will be
 
associated with the same cluster class, Figure 16c. In this
 
case, the cover types are spectrally similar and cannot be
 
differentiated using these data.
 
To carry out this step of the analysis,.maxtmum use is made
 
of all available reference data, Bo that the cluster classes can.
 
be reliably identified. If errors occur in this step of the ana­
lysis the training data supplied to the classifier will not be
 
representative of the information classes. The association of
 
cluster classes and information classes is sometimes difficult
 
and time consuming- but this step is most important for insuring
 
that the classifier is correctly trained.
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-Calculation of Statistical Distances Between Clusters
 
The analyst is now familiar with the variety 6f spectral
 
responses occurring in his training areas. He should be so
 
familiar with the data and study site at this point that he
 
might decide to combine those cluster classes within each
 
individual training area that seem to be spectrally similar and
 
represent similar information classes. It is unnecessary
 
to keep cluster classes apart as unique spectral classes when
 
in fact cluster separability analysis suggests they should be
 
combined. It is also desireable to assemble all the statistics
 
from the separate training areas into a single statistics
 
deck. This single deck will facilitate calculation of class
 
separabilities between classes from different training areas in
 
the next step of the analysis sequenqe._
 
At this point in the analysis sequence, the statistical
 
characteristics of each of the cluster classes have been calculated.
 
It would be possible to use all of these cluster classes to
 
train the classifier, but this is usually not done. The
 
number of clusters available at this point is normally greater
 
than the number of classes needed to adequately train the
 
classifier. This has occurred because some of the same
 
classes Were present in more than a single training area,
 
which has led to the same cover type being represented separately
 
in two or more sets of cluster statistics. An analyst would like
 
to combine the training patterns in such cases because a smaller
 
number of classes saves computer time and simplifies interpretation
 
of results.
 
Also the analyst would like to have some indication of
 
the probability of correct classification in advance of using
 
all these classes in doing the actual classification. If there
 
appears to be confusion between classes, an analyst may do more
 
clustering on the areas already considered, asking for a
 
different number of clusters, or the analyst may decide to
 
select alternative training..areas in an effort to get good
 
distinction between classes.
 
.A processing function that calculates the separability of
 
cluster classes can help the analyst determine which cluster
 
classes are similar, and it can serve as an indicator of
 
probability of correct classification. To explain how this can
 
be accomplished, the concept of statistcaL distance must first 
be discussed. Figures 17 and 18 show two cases of one-dimensional
 
density functions. In each instance, you feel intuitively that
 
the "distance" between the density functions is greater in
 
case b-than in case a.
 
-Figure 17a. Figure 17b.
 
Figure 17. Two pairs of one-dimensional density functions.
 
The statistical distance between the density functions in part b
 
is greater than in part a.
 
P,(k) P (k) P,5(X) P4(XM 
Figure 18a. Figure 18b.
 
Figure 18. Each pair of distribution functions shown above has 
equidistant means, but the smaller variance in P3(L) and P4(X) 
cause them to have a larger statisti&Ll distance. 
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There are a number of ways of defining statistical distance. 1 
One approach is to implement a distance measure called transformed 
divergence, and assume that the density functions are Gaussian. The 
distance between two Gaussian probability density functions de­
pends not only on the ordinary (Euclidean) distance between the
 
mean values but also on the "spread" of the data. Figure 18
 
illustrates this point. The Euclidean distances between the mean
 
values are equal in both of the cases showh, but the smaller var­
iances (smaller "spread") in (b) results in a larger statistical
 
distance between the two density functions.
 
The class separability information discussed above can be
 
utilized to combine those cluster classes from the different
 
training areas which the reference data identifies as belonging
 
to the same information class and whose statistical distance
 
infers spectral similarity. It is important that both separ­
ability values and information class identity be considered in
 
deciding whether to combine cluster classes as a single spectral/
 
informational class so that each resultant class will have a unique
 
spectral as well as informational identity. It might be necessary
 
during this important analysis phase to delete some of the
 
original cluster classes from the statistics deck if these classes
 
appear to act as confusion classes between otherwise separable
 
spectral/informational classes. This step is recommended only
 
when the confusion class appears to offer no more significant
 
spectral or scene information than is already represented by other
 
classes defined in the analysis.
 
When trying to relate transformed divergence to probability
 
of correct classification, we can assume that a greater statistical
 
distance between density functions will result in greater
 
classification accuracy. But the relationship between transformed
 
divergence and classification accuracy is not a linear one. A
 
graphic presentation of their relationship is shown in Figure 19;
 
accuracy is given in terms of probability of correct classification.
 
Note that very separable classes (probability of correct classifi­
-cation near 100%) have transformed divergence values of 2000. If
 
all final spectral/informational classes have separability values
 
greater than 1000 the analyst might expect his classification to
 
have an accuracy of approximately 84%. This type of accuracy
 
prediction could be very important if a level of required accuracy
 
was specified in the analysis objectives. When examining the
 
class separability information and beginning the process of cluster
 
class merging the analyst should be aware of the fact that the
 
ECHO algorithm performs best when the minimal number of spectral
 
classes required to adequately represent the cover types in the
 
study site is used. Therefore to reduce the number of spectral/
 
iWacker, A.,and D. Landgrebe. The Minimum Distance Approach
 
to Classification.
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informational classes it might be necessary for the analyst to
 
calculate statistical distances between the classes he created
 
in the previous step to identify which of those new classes could
 
be combined. The resultant statistics deck can then be used in
 
performing the ECHO classification described in the next analysis
 
step. 
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Self-Check
 
III-A. 	How should you select training areas? Where should they
 
be located? How many should there be and how large
 
should they be?
 
III-B. 	How does the analyst use clustering to aid in developing
 
training statistics?
 
III-C. 	Why are cluster-classes associated with information
 
classes?
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III-D. What is "statistical distance"? (Drawings may help to
 
illustrate it.)
 
IiI-E. Why are the statistical distances between clusters cal­
culated?
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Figure 20. Grayscale map of band 4 Landsat data showing 
the six training areas selected for the Grand Rapids 
analysis. 
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.... 
...EXAMPLE
 
The analyst examined the data and available reference 
materials for the Grand Rapids area and selected portions of 
the data to be used as training areas. He selected six areas in 
the scene which typified covertypes found in the commercial, 
residential, and rural sectors of the Grand Rapids study site. 
The 1bcati6hs of these training areas are shown in Figure 20. 
The analyst then looked more closely at the first of his 
six training areas and a corresponding set of color infrared 
photography. He determined that this training area had four 
distinct covertypes (water, old residential, commercial, and grassy 
areas). Using the rule-of-thumb for determining the number of 
clusters, the analyst calculated that he should specify eight 
cluster classes ( 2' times the number of expected cokertypes). The 
control cards he submitted in performing the cluster analysis 
on this first training site are given in Figure 21. 
The analyst examined the cluster analysis computer output
 
for his first training area which was located at the intersection
 
of an interstate highway and the Grand River. He paid particular
 
attention to the table of cluster class variances as shown in
 
Figure 22. The analyst knew that it is important to avoid
 
including a class with unusually high variances since the ECHO
 
algorithm tends to favor such classes during classification.
 
The analyst then began to study the cluster map (see Figure
 
23) and associate each cluster class identified in the previous
 
step with an information class (i.e., commercial, residential,
 
water, grass). It should be remembered that there is not
 
necessarily a one-to-one correspondence between the information
 
classes and the cluster classes. Analyst notations are included
 
in Figure 23 to show the associations that were made between the
 
information classes and the spectral classes. As noted above,
 
an information class is a distinct covertype of interest, while
 
a cluster class is a grouyof data points which are spectrallY
 
similar. As shown in Figure-244,it is possBl-e that several 
cluster classes will represent the same covertype (information
 
class as also shown in Figure 24). Sometimes it is even possible
 
for several information classes to be associated with the same
 
cluster class. In that case the covertypes are spectrally
 
similar and cannot be differentiated using these data.
 
The analyst had now numerically identified the natural
 
spectral structure of the Grand Rapids area as represented in
 
his training areas. He then examined the cluster class grouping
 
table (Figure 25). He noted that the table indicated that some
 
of the cluster classes within a single training area were
 
spectrally similar enough to.combine-into a single class. If
 
any one class had contained less than 40 points (ten times the
 
number of channels used) that class would have been deleted
 
by the analyst because there were too few points from which class
 
statistics could be estimated. Preferably a class should have
 
more than the minimum number of points for accurate statistical
 
representation of a cavertype.
 
-COMMENf CLUSTEg -OP 1 46 & RAUN RIVEA INTEACHANGE TRAINING AREA 
--RUNTABLE 
DATA
 
RUN (72054806) ,TAPE(49-% ,rL~t )
END

*CLUSTER
 
OPTIONS MAXCLAS,(8)Id&NV(9§.S)

PUNCH.STATISTICS
 
CHANNELS-5i6,7t8

'DATA 
RUN(72054806) LINE4(IO,4T?.i)P(OLild*4kis66#

END
 
FigkUhe 2 Ct-fbi bard iditihg Used tb titer the first training 
area in the drahd hapifdt-'study ata, " 
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CLUSTER POINTS MEANS
 
CH4 5) CH 6) CH(7) CH(8

1 261 4781 4.38 58.62 281
2 381 30.05 20.63 65.70 40.34
3 840 36.13 30.55 54.60 29,68

4 741 28.61 19.82 55.54 33.06
 
5 880 31.98 25.3 46.11 24.93
6 659 38.53 34.31 48.18 24.20
 
7 420 40:62 38,16 39.77 17.54
 
a 238 24.23 17 0 16.49 6o13
 
CLUSTER VARIANCES
 
.rt %% rH R (7 |
 
3 6.24 31067 1.62 4.25
 
54 6, 1133 9.78
7:8 l2,1 6.29
1 ,86 7 2
 
a qV7 IV1, f41 ob 86 30 .. 
Figure 22. Sample cluster analysis tables of class means and
 
variances for the first training area in the Grand Rapids example.
 
-------------------- ------------
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410 ZZCCZZZZZZCCCCC ===G G GCCCTCCCCZaZZ=EZ=ZZZZZZCCZZZZCCCCGGTZTWWWC
 
411 GTCCZZCZZt-ZCC RGARG- CCCCTCZZ4ZSCCZlZZTZZZZZZCTR GGTCTWWWT
 
41j ITT7 jZ=; i 66 RRG -C- Z=:jj~fl jjE GSGIWWWfZ
 
4 CTTT-T-== 6TG GTZTZZZZCCGGC=CCCZZZZZ=CCCGTTGGG RWWWT
 
ZZTTZTC C ==CaTGG R CZZZ===Z=====CZZZZZZZZ==CCGCCGG RWWWTT
 
4C C =p 2= 6 GWWWW
Z19ZT CZ=:CCR = = : ZZZ CZ= CZZTGG CTWW
 
418 ZZZZZZTCZZZZ=nZZCCRRR R===*=-======ZZZCZZZZZZ=CCZZTGZCCTWWWTCZ
 
= =
419 ZZZZZ G==ZZZZC -CGG G C======= ZZ==ZZ=ZCZZZZ=ZTTZTGGGTC CTWWRRT
 
420 ===t=CC=ZZZ=ZC CCCCR RCi====ZZ=ZZZZ==ZZZCZTTGGGGGTTCZTWWWTR
 
421 =Z-=CC=-=Z==ZZ CCCRRRC= =====ZZZZZZZZ==ZCZZZC TGTTTCGRWWTCGG
422 ZZZ==ZZt C===="=CCCCRRRRG========Z==ZZZZ=ZZCZZT GGCTWWRGGGT
 
423 6CZCCr CCCCCCCC GRRRR-- :=-@ Z:ZCCZG GGGGTTZZWWWWZZZZ24 ICCCCCCCCC=CCTCCC==ZTGGGC=====r========CCCCCGGGTGCZZZTbWZ=ZZZZ 
425 =ZZTCCCCCCCGGGG==Z=GGTOG =====e=no Z==ZGGCGTTGGGZZZZZWWTZZZZZZ
 
426 ==Zz===CCGTTTGGCCGGGGTTTG==c====c======CGGCCZTTG ZZZZTWWWWZZTTWT
 
42T =*========ZCCGTTZZZZGGGGGGZZZZZZZZZZCC=CGGZCTTTG ZZZTWWWWTZZZZTTT
 
Z8 Z=== CCCCGCZZZTTGGGGGGGZZCCGGGGCZZZTTGGTTWZWWWWTTZZTZZC 6429 ZZ Z GGGGTTTTTGCGGGGTZZCZTGTW WWTZTZZTTZC 
430 ZZZ=ZZ =C C cz=C ZTGGTTGOGGGGTGGTTTGGGGCTCZTGwwWWTTTTCTTGGZZTTZZ
 
431 CZZZZZ=C CC, CCCCZZTGTGGCCCTGGGTTTTTTTCGCCGGWWWWTTGGTCG.CCTZZZZ==
 
432 =====ZZC CCGGGCGCCZZ GGGCCCC ZZZTTTZZCCGTGWWZTTTTT TZ==ZZZ
 
433 =ZZTZ=Z CCCCGCCCTZ TTTGRGCCC ZZZZCGCCCCW ZZZZZ
434 ZTTTZCCC CCCCCCCZZZZTTGGZZCCCCCZCC TGTGCRWWTTWWTTCC ZCCCCCCCC435 ZTTTTTZZC ' CC CCCCCCTTGTCCCCCrCCCCCGGCTTGRWWTZTWZ=TZZCTCCCCTTCC 
436 ZZZTZZCG' C 2CG -CqeCZCCQGCCZCC CCCCZTCT6TRWZTT==ZTTZCCCC4 CCCCT437 cCZZccCCTCCCCcCCC ' ZtZR CTTZZZCCGGGCZCGTGWTWTZTCCCC ZZCCTT 
438 ZCZ CZZTCCZCGC 'CC CZTRRTZZTZZC=TRRGZCZCTTTWWTTWTWTZGGCCZTTTTTZ
 
439 CCZZCCCZZZZZZZCGGG GRRTTTZ=ZCGRRRCZZCTTTWWTTWWZTZTCCCCCCCCTTZ
 
440 C==CG ZZ==ZZZCCG RRRRGCTZZZ=ZGGZZZZZGTTWWWTTWTZZCCCCCCCCTTCC
 
4461 CZZZC =Z====ZCCCGGRRRRRGGTCTGCZ=4=CTZTZZGTTWWWTTWCCCCCCCCCCCTGTT 
442 CCCCCCCZZZZZZCCCCC RRRRRRRC CZnf=TTTTZZTTWWWWTWWTCCCCCCCCZZCTCZ 
443 CCCG GZZCZZZZZTCCC GGGCRGGCZZ=tCGGTC GTTGTTWWWWWWWCGGCCCCCCCCCTCtt C ~qZ CE JJC==.lqGTWTTCGCCCCC
GCCCGC~ T ~~ =~ T 

° 

~ Z TRTTGNTTCGCCCCCT T TW ZZTCCGGGGCCCCCCCT 
446 CCC CCCZC ZZZZZZCCTCTTTTZZTIZ TTRRGCTTGGTWWWWTTZGGGCGTCCCCCCTT
 
t47 CTCC CCRTC CZ CCZCCTCTCCGRRRTZCGGTTZZTRRTGCZZWWTTTTGCTTCTCCCCCGGT
 
48 TCTCCTGTTT ZCCCCCTCCTTGRRRARR TZZZZRRTCCZWWWWTTCCCTCTGCCCTRGGT
 
449 TGGZTTTZZTCCZZZCCCCTCCCGRRRRRR T ZZTTTRRTGTZWWWTZCCCCTCCCCCCCTT
 
450 CCZTTTTZZTTZCC-CCTTTZCZGRRRRRR GTTTTTTGCCCGZWWWWTCGCCCTTCCCCCCTCT 
45 C==TTT==ZTZZ=C GCZTTZZTTGRRGRRRTTTTTTGCZZ GZWWWWTCGTCTTCCCCTTCTTC
452 ==ZTTZ=TTZ==GRCTTCRRRRRRGRRRGTRRRTGRTTTGGZHWfWZCCCCZZZCTTCCTTTT 
453 Z===TZZ:=TZZ===CCGTTTRGRRGRRRRTRRRRRRRRG TWWWWTCGCCCZCZZTTTTTTCG
 
454 ZZZZZZZZZZ==ZZZZCZZC=CGTCRGRWWGG RGGRRG GWWWW GCCTTGCCTTCCITGT 
455 6ZZC -ZTTZ=ZZZZZCCGCTRRGRRRTRGTRGGRRRRRGTWWWT GTCTTGGTTCTTTCCG
456 uZZCCC GZZZZZZZZCCC=ZTRRRRRARRRG RORRG GTWWWTGTTTTTTTTGTCTZZZG 
457 ZZTT- "ZZZZZZZZZCCCCCCRRRRRRRRTTRRRRRTZ RWWWT GTTTTTTTTTCCCCCC
 
458 TZCCTCZZZZZZTZZZC=CCGGGGRRGTTRRRRRRGGRRRR RWWWTG TTGTTTTGTTC GG
459 CCZCTCZZTTZZZZZZCCCGGGGGRRRTTTTTZTRT ARG GWWWTGRTTGGTTTTGGTTTTTG
 
460 CCCCCZZZZZZZZzZZ CGGGGGGRRRZZZZRRTTTTGG RRWWWRRRTTTGTTGGTGGGGRRG
 
461 TCCCTZCZZC=ZZZZTGGG2GCFTRRCZZZRRGGRRGGGRRWWWGRTTTTTTTTGTTTTTTC=
462 ZCCCCZTZZC=ZZZZZWWCC GC TTG'RGRRGRTTRRRTGGTWWWTRRGTTTTTZCTTTTTTCZ 
463 TZCCCTZCZZZCCCZZWWTCCCCTRGGRWRRRRTTTTRRGGG RWWWRGGRTTTTITGTTTTTRR 
464 Z:ZZZZCCGGGCCCCGTTGGTTGRGGGRRRRRG GGTRRG WWWTRRRTGGTTGTTTGTTC 
465 a=ZTTTCCCCTTCCCTGGGTTGGGGCGRRRRRGTTTGGRR RWWWT ZCTGGGTTTTGGGRTG 
466 c-ZZCCZCC"GGarrrrft Tn TTTGTnaQ0WWWW7 TGRG TTTGGGTTTTTTfaI !!TtPI 

467 CZCCZZCCCCC 3 TTGRTTTT
468 ZjZ==CCG ( Figure 23. Cluster map of the TRRRTTT 
469 2 ZZCGGC( first tra .. .. IRR_±nn TTTTGT
470 ZZZZZZCCCCE -,-g age r RRG!!!T!T 
71 CCG( in the Grand Rapids M 7177761472 exazzl anlysis 3RRGTTTTTTI 
473 ZTTZZGGTCT1 analysis. 5RGTTTGGTTT
3example
474 RTTCCCGGGC( " 6TTTTC6TT475 GCTTTZZZG .. TGGGRGCGTT 
476 GCT CZTTTCGGTTCGGTG- -TT6GRTG MRTGGGGGCGGGTT TRRRRWWWMRH477 66 CCTTTTTTTGTTTTTT GTTTGGCTTTTTTGTTTTGRRRRRwWRRRRRRRRGCZZCCCCGC" 
JMBER OP POI S PER CLUSTER 
SYMBOL q z T 6 R -wCLUSTER 3-On0'1'; SV 6 0 7-a 4erNT-
POINTS 26,1 3,q1 SAO 741 880 659 420 238 
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Cluster No. Cluster Association Information Class 
1 commercial & sub - commercial 1 
2 golf & orchards
 
green veg.
 
3 sub
 
4 
 trees 7residential
 
older residentia
 
6 grass 
7 commercial ) commercial 2 
8 water ) water 
5 

Figure 24. Relationships between different information classes and
 
their cluster classes in the first training area of the Grand
 
Rapids Analysis.
 
RESULTS OF CLUSTER GROUPING
 
THRESHOLD a-09750
 
GROUP CLUSTERS NO. PTS.
 
1 	 261 QCfrcwrerciGI 1 
2 	 2 381 cl-C AOrcha1rd lrrNxp 
4 741Tttej'T 3l 
33 3 	 840 -T-ee5 PeeniaI 
5 	 880 Re31der*i&l
 
6 659 G"asS 
7 420 Cornr-erc'l\ 2. 
8 238 R:Jer
 
Figure 25. Cluster Grouping Table with the analysts annotations for
 
the training area located at the intersection of 1-96 and Grand
 
River in the Grand Rapids analysis study.
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Using the MERGESTATISTICS function, the analyst combined
 
the statistics of the similar cluster classes that he had detected
 
earlier in this analysis step and at the same time he merged
 
the six statistics decks from the clu'ster analyses of the
 
six training areas. The MERGESTATISTICS processor allows the
 
user to combine the statistics from two or more separate statistics
 
decks into a single deck without referring back to the original
 
multispectral data. At the same time, it is also possible to
 
pool the statistics of any two or more classes from those
 
decks into the statistics for a single class. This involves
 
computing an appropriately weighted average of the original means;
 
the new covariance matrix depends on the original covariances
 
and means and the number of points in each of the original
 
classes. It is also possible to delete unwanted classes and
 
to label all resultant classes with an informational class name.
 
The control cards that the analyst used for this merging and
 
labeling of his six statistics decks are given in Figure 26. Note
 
that the analyst asked for a copy of the merged statistics deck
 
to be punched onto cards so he could use it in the next analysis
 
substep.
 
The analyst then ran the SEPARABILITY processor to determine
 
which clusters from the various separate training areas could be
 
combined. He used the control cardq shown in Figure 27.
 
The analyst intended to use all four of the available Landsat
 
channels (rather than selecting a subset of -features) and
 
therefore the parameter 4 appears on the required COMBINATIONS
 
card. The DIV (1000) on the PRINT card would result in a summary
 
listing of all class pairs whose pairwise distance was less
 
than or equal to 1000 and therefore were candidates for further
 
merging. See Figure 28.
 
This pairwise distance would also be used by the algorithm
 
to compile a class grouping table at the end of the SEPARABILITY
 
output (see Figure 29). This grouping table was examined to see
 
if, based on the information class to which the analyst had
 
assigned each spectral class, any "unusual" groupings had been
 
recommended. This step is a good check to see if the analyst had
 
mislabeled any spectral classes at the cluster stage of the anal­
ysis sequence.
 
The analyst next utilized the separability grouping table
 
(Figure 29) to determine which spectral classes were similar
 
enough to warrant combining them. He used the MERGESTATISTICS
 
function to accomplish the desired class combinations and gene­
rated an output statistics deck containing 13 spectral classes
 
from all six training areas with all classes spectrally distinct
 
from one another. This statistics deck was punched onto cards
 
and savedfor use as input to the ECHO classifier in the next
 
analysis step.
 
Referring again to Figure 6 (page 5Y, the analyst had at
 
this point completed the development of his training statistics.
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-COJMENT MERGING' OF THE 48 CLASSES FROM THE 6 TRAINING AREAS

- MENRGE-

OPTIONS POFIELDSGOSPEC
 
-PUNCH
 
CLASSES ENTIRE(1,293,495,6)

POOL COMERCI(1/1/),GRNVEG(1/2,4/)gRESI(1/3.5.6/)BS1(1/7/)

POOL WATERI(1/8/)tCOMERC2 (2/12/)t,RASS(2/3/)ftES2(2/4*596/)

POOL COMERC3I2/7/),WATER2(2/B/),GRAVI(3/1/),GRNVEG2(3/2,5/)

POOL RES3(3/3,4/)gBRUSH1(3/6,7/),WATER4( /8/),GRAV2 (4/1/)

POOL COMERC4,(4/2/) RES4(4/3;4/),GRNVEG3(4/5,6/)wBRUSHZ(4/7/)

POOL WATER7(4/8/),BS(5/1q2/),RES5(5/3/) ,AGI(5/7/) GRNVEG3(5/4,56/)

POOL MUCK(5/8/),COMERCS(6/1,3/) COMERC6(6/2/)tRESS(6/4/)

POOL AO?(6/5t6.7/)9WATER7(6/8/)

DATA 
**@*STATISTICS FROM TRAINING AREA' ***** 
DAADATA 
DATA1 
*****STATISTICS FROM TRAINING AREA 2***** 
*-**STATISTICS FROM TRAINING AREA 3*****
*****STATISTICS FROM TRAINING AREA 4**** 
D&TA; ***STATlSTICS FROM TRAINING AREA 5***** 
DWTA 
****STATISTICS FROM TRAINING AREA 6 *e** 
Figure 26. Control card listing for merging statistics from the
 
,six Grand Rapids training areas.
 
-COMMENJ SEPARABILITY OFGRAND RAPIDS MERGED TRAINING CLA S ES
 
*SEPARA ILITY
 
COMBINATIONS 4
 
'CARDSREADSTATS
 
PRINT DIV(1000)

DATA l**#*MERGED STATISTICS DECK FROM TnE 6 TRAINING AREAS**** 
Figure 27. Control card listing used to calculate the separability
 
of the combined training (cluster) classes in the Grand Rapids
 
example analysis. 
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CLASSES THAT MAY BE 'OMBINED-MAX DIV. s 1000 
AK 

AP 

AV 

AS 

BC 

BM 
CG 

CH 

CM 
CR 

CS 

CY 

C/ 

ON 

DT 

DX 

EU 

EU 

FO 

F-

GL 

GS 

BY 

G/ 

HR 

HT 

HX 

Hm 

KP 

KS 

LS 

LY 

L/ 

MR 

MV 

M. 

NS 

NT 

NX 

N/ 

PS 

0. 
RV' 

R= 

SY 

S/ 

TX 

UZ 
V .
 
Y/ 

604.
 
341.
 
621. 
392.,
 
964.
 
788.
 
674.
 
834.
 
723.
 
892.
 
795.
 
987.
 
529.
 
763'.
 
714.
 
885.
 
513.
 
61?. 
265.
 
305.
 
562. 
185.
 
222. 
73.
 
990.
 
877. 
982.
 
897. 
373i
 
3T1.
 
277.
 
166.
 
538.
 
279.
 
300.
 
520.
 
934.
 
168.
 
112.
 
939.
 
501.
 
132.
 
560.
 
135.
 
52. 
107.
 
80.
 
283. 
810.
 
189.
 
END OF LIST
 
Figure 28. Separability paitwise listing showing class pairs
 
whose separability distance is 1600 or less on a scale of 0 to 2000.
 
-------------- ----------------
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RESULTS OF SEPARABILITY 	GROUPING
 
THRESHOLD 1000.
 
GROUP CLASSES SYMBOL NO. PTS.
 
1 
2 (Dmerc I B 787 Conet. 
3 C 1300' 
a Re Z H 1533 P 
3
 4B1 D 13
 
14 USh N 820 A
20 MmSh 2 T 	 207 A 
272,5 I X 

5Wa4er7 E 	 123
21 W~er-7 	 UWalerU92 
26 Muck Z 45 
5 
66crt 2 F 539 
l7Cornerc4 G 196 Corner-c, 228C +p 264 
6 
9 Cowierc 3 	1 408 Coer.r c 3 
7
 
1oWaler J 	 124 Wa4 .- z 
ICoht-P I 	A 157
 
11 . &V I K 	 113 ;16g-, v Z P 	 12427CO-Nea- 5 S 297
 
9
 7 GraSs 
 G 
 122
 
29Gn Ve 2 L 11169 GA84esnI25Grmi 5 SY 131230A5 2 2143 
310 	 13 Re M 824
 
18 Res4 R 99 R
 
2295 V1
 
2 9ReaW = 	 604 
11
 15 Uabf-4 o 148 uWJar 5
 
123 Res 5 W 496 eS
 
13	 
3l.Uter 7 A 42 W *.r- 4 
Figure 29. Separability grouping table for the 31 class merged
 
training area statistics with the analyst's annotations.
 
4 
------------------------------------------------------------
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SECTION IV CLASSIFY AND DISPLAY RESULTS
 
Upon completion of this section, you should be able to:
 
1. 	DESCRIBE the ECHO classification process using the flow­
chart in Figure 30.
 
2. 	LIST three formats in which the classification results
 
may be displayed.
 
Having developed the training statistics for the classes
 
(and subclasses) of interest, we are ready to classify the area
 
and display the classification results. Most of the "work" in
 
this step of the analysis is done by the computer. The supervised
 
ECHO classification algorithm aggregates data points into

"objects" (groups of points which are spectrally similar) and
 
classifies the objects into classes defined by the training

statistics. Classification begins the last major analysis phase
 
in deriving useful information from remote sensing data.
 
Once the classification has been completed and the results
 
stored in a computer file, the analyst can display the results
 
in a variety of map-like and tabular forms. Also, if a set of
 
test fields are available (areas in the scene having known
 
covertypes) the accuracy of the classification can be assessed.
 
PRECEING PAGE BLANK NOT FILMD 
1 c...AG. y BLANKI 

4*~-T1N4.PAdt BLANK W*49S-A 
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tics, user­
specified para­
meters 
any u- ITO emainig 
remainunclassified 
for homogeneit 1 
?idvidually 
Yes 
cell against an 
adeto ioeneosd 
similarfto 
adjacent fiel Yesl 
Annex cell 
NO N 
esther 
fields 
morse 
adjens s nllylf-~ih - -ot 
Figure~ ~ ~FlwDariao ~ 30.h kil fOysiir 
-49-	 ORIGINAL PAGE 18 
OF POOR QUALITYClassification 	of the Study Area 

A discussion of the basic ideas behind the ECHO classifier will
 
aid in the understanding of how the classifier works and provide
 
guidance to the analyst for specifying the parameters required
 
by the ECHO classifier. The phrase from which the acronym ECHO is
 
derived, Extraction and Classification of Homogeneous Objects,
 
describes-the operation Ef the algorithm. The ECHO algorithm .
 
is a two-phase process. 1 ,2 The first phase involves "object finding,"
 
the detection of spectrally homogeneous regions in the data. The
 
second phase accomplishes the classification of the objects based
 
on a maximum likelihood decision rule. (See Figure 30)
 
The object finding is itself a two-step operation. Each
 
square block or "cell" of data points to be classified is tested
 
for similarity of its data points based on a homogeneity threshold
 
specified by the user. When a cell fails to pass this test, its
 
individual data points are each classified independently.

Adjacent homogeneous cells are then tested against each other
 
based on another homogeneity threshold and combined, when
 
sufficiently similar, into "fields" or objects.
 
There are three parameters the analyst must specify:
 
1.) 	 The cell size or cell width (number of pixels on
 
each side of a square area) to be considered when
 
partitioning the data (the parameter name is CELW),
 
2.) 	 a threshold value for accepting or rejecting the cell
 
as a unit based on the similarity of the data points
 
within the cell (the parameter name is THRESHOLD),
 
3.) 	 a threshold value for the algorithm to use when making
 
a decision on whether to annex adjacent cells into a
 
larger unit ("field") based on the similarity of the
 
adjacent cells (the parameter name is ANNEX).
 
During the first phase a statistical test for homogeneity is
 
performed on a group of pixels (a square array called a cell) to
 
determine whether or not the pixels comprise part of an object.
 
That is, the test determines whether the measurement vectors are
 
similar in a statistical 4ense. The analyst must specify two
 
parameters used in this test: the cell width and a threshold
 
value for accepting or rejecting the hypothesis that the cell is
 
homogeneous.
 
iLandgrebe, D.A., Final Report NASA Landsat NAS9-14970. Volume I,
 
May 1977.
 
2The ECHO Users Guide is strongly recommended as a reference for
 
this portion of the case study.
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(CELW)2 x NCHAN 
almost always seldom 
break up cell break up cell 
8 7 16 26 39 52 78
 
12 11 22 32 149 65 98
 
16 15 27 39 58 78 117
 
18 17 29 4,2 63 84 126
 
20 19 32 45 67 90 135
 
24 23 37 51 76 102 153
 
27 26 40 55 83 110 166
 
28 27 42 56 85 113 170
 
32 31 46 62 93 124 187
 
36 35 51 67 101 135 203
 
45 44 62 80 120 160 240
 
48 47 65 84 126 168 252
 
50 49 68 86 130 173 259
 
54 53 72 91 137 183 275
 
63 .62 82 103 155 206 310
 
64 63 84 104 i57 209 314
 
72 71 93 114 172 229 344
 
75 74 96 118 i77 237 355
 
80 79 102 124 187 249 374
 
Figre 31. Table of threshold parameters (THRESHOLD Values) to
 
input into ECHO phase 1 processihg.
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The cell width parameter is chosen on the basis of the
 
analysis objectives, spatial resolution of the scanner system and
 
expected size of objects within the scene. One tries to balance
 
the constraints of choosing the cell width so that the cell size
 
is approximately equal to the smallest "mapping unit" of interest
 
but small compared to the average object size (see Figure 2,
 
page 1). It should be possible to determine the minimum size
 
area of interest from the objective(s). If agricultural fields
 
of tens of hectares are being classified, larger cell widths
 
(CELW) would be used than if urban areas were being classified.
 
In Landsat 2 data each data point (pixel) represents .45
 
hectares or 1.1 acres. Therefore, a cell size of three (CELW = 3,
 
a three by three square or a total of 9 data points) would
 
represent about 40.5 hectares (10 acres).
 
The threshold parameter establishes a criterion for deciding

if a cell is homogeneous or not. The larger the threshold value
 
the more likely the decision that the cell is homogeneous.

Assuming the cell width has been chosen so that the cells are
 
small compared to object sizes, it is usually desirable to choose
 
the threshold so as to achieve a relatively low rejection rate.
 
To determine the appropriate homogeneity threshold value (THRESHOLD)
 
the analyst can use the information in Figure 31. To use this
 
table he must know the number of channels to be used in classifying

the data, the cell size (CELW) to be used, and the relative degree

of homogeneity he wants a cell to have in order to be classified
 
as a whole cell. It is necessary for the analyst to calculate an
 
entry point to the table by using a formula involving cell width
 
(CELW) and the number of channels to be used in classifying (NCHAN).

The formula is (CELW)2 x NCHAN. The analyst then selects a homo­
geneity value along the appropriate row depending upon the degree
 
to which he wants the ECHO processor to classify cells as a whole
 
or to break them apart for per point classification. If he
 
selects a value near the left side of the table, the cells will
 
often be broken apart and a per point classification used. On
 
the other hand, awvalue selected near the right side of the table
 
will result in the cells usually being classified as a whole.
 
In the second object-finding phase, cells which-pass the
 
homogeneity test are compared to an adjacent "field", which is simply
 
a group of one or more connected cells that have previously been
 
annexed. If the two samples appear statistically similar then they
 
too are annexed. Otherwise the cell is compared to another adja­
cent field or becomes a new field itself. By successively annexing

adjacent cells, each field expands until it reaches its natural
 
boundaries. The field is then classified using a maximum likeli­
hood sample classifier3 and the resulting classification is assigned
 
to all pixels in the cell. Cells that fail the homogeneity test
 
3Swain, P.H. Pattern Recognitio: A Basis for Remota Sensing
 
Data Analysis. LARS Information Note 111572, 1972.
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in phase one are termed "singular" cells and often overlap a
 
boundary between fields. Theitcells are split and the individual
 
data points are classified independently using a per point maximum
 
likelihood classification rule,.
 
In the annexation phase it is necessary for the analyst­
to specify the third processing parameter, the annexation
 
threshold value (ANNEX). This parameter commonly 'has values
 
ranging from 0 to 4.6. A value of zero will result intno cells
 
being combined into fields. A value of 4.6 could lead to the
 
entire area being classified as only a few very large fields.
 
In summary, supervised -ECHO classification is carried out in
 
several phases. Tha analyst specifies a cell width parameter to
 
determine cell size and a threshold parameter which essentially
 
determines how similar the cell pixels have to be in order to
 
judge the cell as being homogeneous. Next, homogeneous cells
 
are annexed to adjacent fields if they pass an annexation
 
(similarity) test. An annexation parameter specified by the
 
analyst determines how spectrally "similar" the cell and the
 
field have to be before annexation takes place. Finally, each
 
field or object resulting from annexation is classified -as a unit
 
into one of the classes defined by the training statistics.
 
----- ---------------------------------------------------------
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-Displaying Results
 
After classification, the analyst displays the results for
 
purposes of evaluation or to produce an end product for the user.
 
Depending upon the proposed method of testing or evaluating the
 
ECHO classification's "correctness", it might be desirable to
 
present the classification results in any one or more of
 
several possible formats. This also holds true for the final
 
classification product which the user desires for his application

needs.
 
Depending on the output devices available on the system,

several types of map-like products can be produced. Examples are
 
alphanumeric computer line printer maps, gray scale printer­
plotter maps and black and white or color photographs generated
 
from a film writer or CRT display screen. Specific outputs
 
are shown in the example portion of this section (see pages 58, 59,
 
and 60).
 
In addition to map-like products, tabular quantitative

results may also be obtained and may constitute a desired end
 
product. An example of the type of table which might be produced
 
is given in Figure 32. This particular type of end product might

be of interest to users concerned with area estimates of the 
covertypes in the study area. 
GROUP POINTS ACRES HECTARES PERCENT
 
COMERCL 9528 10957.2 4436.1 11.0
 
OLD RES 14727 16936.0 6856.7 17.0
 
NEW RES 21537 24767.5 10027.3 24.9
 
NONURBAN 38077 43788.5 17728.2 44.1
 
WATER 2531 2910.6 1178.4 2.9
 
TOTAL 86400 99359.9 4022697 100.0
 
EACH DATA POINT REPRESENTS 1.15 ACRES
 
0.47 HECTARES
 
TOTAL POINTS IN CLASSIFICATION = 86400 
Figure 32. Tabular results product generated from the ECHO
 
classification of Grand Rapids, Michigan. Classes have been grouped
 
into the five covertypes of interest with areas tabulated in acres,
 
hectares and total number of data points for each.
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a.)
 
-COMMENT ECHO PHASE ONE OF GRAND'RAPIDS ANALYSIS
 
-RUNTABLE
 
DATA
 
RUN(72054806),TAPE(454).FI-EL(2)

END

*SECHO
 
RESULTS TAPE(6.),INITIALI-ZE

OPTIONS CELW(2)
 
THRESHOLD(58.8)

CHANNELS 5t6,798

DATA	 9 09359 ,1)
RUN(72054806)tLINE(340,659,1)9COL(

END
 
b.) 
.-COMMENT ECHO PHASE TWO OF GRAND RAPIDS ANALYSIS
 
oSECHO
 
ANNEX(1,0)gCELW(2)

INPUT TAPE(6)9FILE(1).

-TA 	 59
'l)
RUN(72054806)oLINE(340,659,1)9COL(903

END
 
c.) 	-COMMENT COPYING ECHO FINAL RESULTS FROM COMPUTER STORAGE TO A TAPE
 
*COPYRESULTS
 
FROM DISK
 
TO TAPE(444),FILE(6)

END
 
Figure 33. Control card listing for ECHO processor as set up for
 
Grand Rapids example classification.
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EXAMPLE
 
Deriving training statistics enabled the analyst to spect­
rally characterize all the covertypes of interest in the Grand
 
Rapids study area. He was thus ready to utilize the two-phase
 
ECHO algorithm by selecting the appropriate ECHO processing options
 
to perform the classification. The analyst had to determine:
 
1.) cell size (CELW)
 
2.) threshold value for cell homogeneity test :(THRESHOLD)
 
3.) threshold value for annexation test (ANNEX)
 
The analyst reviewed the analysis objective from the zoning
 
board to determine the appropriate cell size. The size area on the
 
ground that the zoning board was interested in was about 2
 
hectares. Details smaller than 2 hectares were not necessary for
 
the zoning board's purposes. The analyst knew that a-single
 
Landsat data point represented about .45 hectares (1.1 acres) and
 
therefore a cell size of 2 data points by 2 data points (CELW = 2)
 
would give a gound area of 1.8 hectares (4.4 acres).
 
To determine the homogeneity threshold value (THRESHOLD) he used
 
the table in Figure 31 (page 50). Since he selected a-cell width
 
of 2 and wished to use 4 channels of Landsat data, the table
 
entry point is 2 x 4 or 16. He wanted to select a homogeneity
 
threshold which would tend to cause the ECHO processor to classify
 
whole cells at a time, breaking them apart for per point classi­
fication only when the cells were distinctly heterogeneous. There­
fore he chose a value on the row for (CELW) x NCHAN = 16 which
 
was closer to the right side of the table, deciding to use 58.88.
 
Using these parameters (CELW = 2 and THRESHOLD = 58.88), the
 
analyst submitted the ECHO phase one control cards given in Figure
 
33a. Note that the analyst specified that the results from phase
 
one should be placed on Results Tape Six; any tape available
 
to the analyst could have been used for this purpose.
 
For phase two of the ECHO classification process, the analyst
 
specified an annexation threshold value of 1.0 since he only
 
wanted cells to be annexed if there was a reasonable degree of
 
similarity between them. (An ANNEX value of zero will result
 
in no cells being annexed and a value of 4.6 will lead to most
 
cells being combined.) The control cards assembled to run
 
phase two of the ECHO processor are shown in Figure 33b. Note
 
that the analyst specified where the intermediate results from
 
phase one were located so that phase two could use them to complete
 
the final classification.
 
The classification which was produced by the ECHO classifier
 
in this analysis step was stored as a permanent record on a computer
 
storage tape (Figure 33c). To display the classification the
 
analyst first requested an alphanumeric printout of the results
 
from a line printer using the PRINTRESULTS control cards shown
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in Figure 34. This type of output product is particularly good
 
for large scale grayscale type maps and for use as base maps in
 
many applicatigns. He assigned a letter or symbol to each class
 
so that when a class occurred on the results map it would be
 
designated by a character haVing both informatlonal and grayscale
 
values. In this case, for example, the analyst assigned roads a
 
bright symbol (blank), and water'a very dark symbol (see Figure
 
35).
 
An -evenmore graphic presentation 'of classifications might be
 
obtained by displaying results in a biack-and-white graytoned
 
map. One example of this type of map product is shown in Figure
 
36. A third method of displaying classification results involves
 
a photographic image. This could 'e a black-and-white (Figure
 
37) or color image. This type of display is most commonly generated
 
as 'afinal product for use by the individual or organization request­
ing the classification results.
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-COMMENT GRAND RAPIDS, MI ECHO RESULTS CELW=2 THRESHOLD=588 ANNEX=1.0
*PRINTRESULTS
 
RESULTS TAPE(444),FILE(6)

SYMBOLS &9*,#,=,=.,VMMM,M
 
END
 
Control card listing used to print an alphanumeric
Figure 34. 

computer map of the ECHO classification results in the Grand
 
Rapids analysis.
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2222223333333333444444444455555555556666666666777
 
4567890123456789012345678901234567890123456789012
 
472 IIIIIIIIIIIIMMIIII******MMMM..IIIIIIIIIIIIIIIIIII
473 IIIIIIIIIIIIMMIIII******MMMM4+IIIIIIIIIIIIIIIIIII
474 **IIIII****IIII4+******MMMM..IIIIIIIIIIIIIIIIIII
 
475 **IIIIII****IIII +******MMMM+IIIIIIIIIIIIIIIIIII
 
476 IIIIIIIIIIIIIIIII******MMMM**+.**III1III--IIIII*
 
477 IIIIIIIIIIIIIIII******MMM**+**II III--IlIIIII
 
== 

---- &
478 IIIIIIIIIIIIIIIIII****MMMM4.****IIIIIIII-­
479 IIIIIIIIIIIIIIIII****MMMM*****IIIIIIII--==---- &
 
480 IIIIIIrIII1+,,II****MNMM+****II--**IIII------I
 
481 IIIIIIIIIII1....II****MMMM+.****II--**IIII------ I
 
482 IIIIIIIIIIMM*.+,II*****MMMM*****------ IIII1IIIIII
 
483 IIIIIIIIIIMM+++II*****MMMM+****------IIIIIIIIIII
 
..
484 111111111II+*IIIl****MMMM+**** .--==IIIIIIIIIII
 
485 IIIIIIIII...IIII****MMMM*+**** ----==IIIIIIIII
 
486 1111111111 .. 4***I****MMMM****IIIIIIIIIIIIIIIII
 
487 IIIIIIIlII .4.**I****MMMM****IIIIIIIIIIIIIIIlIII
 
488 IIIIIIIIII.+IIlI*I****MMtM****IIIIIIIIII11111I
 
489 IIIIIIIIII.+IIIIlI****MMMM****IIIIIIIIIIIIIIIIIII
 
.... IwIIIII.ILIIII&V
490 IIIIIIIIIMMIIII******MMMM4* 

491 IIIIIIIIIIMMIIII******MMMM4..II.IIIIIIIIIIII&&V
 
492 IIIIII****II**********MM.4.**IIIIIIIIIIIIIIIIVVV
 
493 IIIIII****II**********MM4...**IIIIIIIIIIIIIIIIVVV
 
494 IIIIIIIIII****++.+****MM**********IIIIIIIIII--I1*
 
495 IIIIIIIIII****,.,.****MM**********IIIIIIIII I-II*
 
496 IIIIIII,.**...******M-....*************....III

497 IIIIIII,,**...******MM44*************....III

498 111111111II,********MMM*********..****4+IIIIIII
 
499 IIIIIIIIIIII,.********MM&*********+4****.II11111

500 II----IIIIII+.II******MM********,.II**IIIIIIIIII
ItI*IIIIIIIIII
501 II----IIIIII++II******MM******** 

502 ----IIIIIMM,,II******MM..**4+******III1111111
 
503 ----IIIIIIMM,,II******MM,..+**++******IIIII 1111
 
504 ----IIIIIIII+++,****MMM*+++*+++++****IIIIIIIII1I

505 ----IIIIIIII..+****MMMMN....4+++***IIIIIIIIIII
 
.II..****MMMM+4**,..4...+**IIlII
506 11111111111 1I111I
 
+**IIIIIIIIIII
.......
507 IIIIIIIIIlII...,****NM.*.** 

...+ **+JI*IIIIM
508 111111111++....**MM******+ 

I,++,.**MM******+.++...**+*III IIIIM
 
510 1111111111 ....4,4MMMM****,,**+,,,.****IIIIIIII*I
 
509 1111111111 ..

511 11111111!! ........ MMMM****++**...****IlIIIIII1
 
512 IIIII*IIIIMM .. MMMM******++**++..**,+**4+IIIIIIM
 
513 IIIII*IIIMM ... MMMM******+**.4.**4+**++I IIIIM
 
514 II*IIIII*+4 .. MMMM****I****.4..********IIII...
 
515 11111111 ....*MMMM****II****..+++********Il** ...
 
516 *IIIIIMM.+,MMMM****--*I******....*********IIII
 
517 IIIIIIMM+...MMMM****--II******.*******I111111*
 
+.. ******IIIIIIIII
518 MMMM..4.+.MMMMMM****-II***** 

519 MMMM...*.. MMMMMM****--II****++,+4****** 11111111
 
520 IIMM+4..MMMM..+.**III**+4**,,**+IIIIIIIIIII...

521 IIMM..MMMM+.**IIII******++IIIIIIIIIII...
 
522 *...MMMMMMMMMM++II l******** III IIIII*I..III°.
 
523 ... MMMM*MMMM,IIlIIl******IIII+ IIIXIIII..1I*1.
 
524 MMMMMMMM+ ...MMIIII..II****Iii*..IIIII*II.........
 
525 MMMMMMMM...MMIIIl.II***II I*IIIII.
 
526 MMIIIIIIII****IIIIIII III**IIIIIIMMIIIIIIII.: i:::
 
527 MMIIIIIIII****IIIIIIIIII**IIIIIIMMIIIIIIIIoII.,o
 
Figure 35. Alphanumeric line printer results map (scale 1:24,000)
 
of a portion of an ECHO classification of downtown Grand Rapids, MI.
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Figure 36. EHCO classification results map of the Grand Rapids
 
study area using ECHO parameters CELW = 2, THRESHOLD = 58.8#
 
ANNEXATION = 1.0. Map was produced on a Varian plotter.
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Figure 37. Black and white photographic product generated from
 
an ECHO classification results of Grand Rapids, Michigan. The
 
area shown is the left central portion of the study area.
 
Self-Check
 
IV-A. 	Referring to the flowchart on page 48 (Figure 30), briefly
 
describe the classification process which is used by ECHO.
 
IV-B. What are three different formats in which the ECHO classi­
fication results may be displayed?
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SECTION V 	 EVALUATION OF RESULTS
 
Upon completion of this section, you should be able to:
 
1. 	IDENTIFY three criteria which should be met in selecting
 
test fields.
 
2. 	 DESCRIBE a procedure for evaluating the classification 
performance of the ECHO processor. 
Quantitative evaluation of classification performance is an
 
important step in the analysis sequence. The decision to be made
 
is whether or not the classification of the covertypes for the
 
entire area is adequate. The first step in obtaining an accurate
 
assessment of the results is to select a set of representative test
 
fields for all covertypes and their variations in the study area.
 
Optimally these test fields should be selected using random or
 
unbiased selection techniques. The test fields should also be
 
representative of the covertypes in the analysis area and of
 
sufficient size for performing a statistical evaluation.
 
To meet these criteria the following guidelines may be used:
 
1. 	Test fields should be selected randomly such that the
 
number of data samples for each class are proportional
 
to that covertype's occurrence in the analysis site.
 
2. 	The full range of variation within each covertype should
 
be included in the test fields for that class.
 
3. 	A sample size of 100 to 500 data samples.for each
 
covertype being tested should be selected.
 
These guidelines are actually general rules of thumb providing
 
a reasonable starting point for test field selection. The details
 
of an optimal test field selection procedure depend considerably on
 
the use to which the analysis results will be put.- Som consider­
ations along these lines may be found in the reference.?
 
These test fields are then classified and the results evaluated.
 
In order to assess and evaluate classification results, the computer
 
can provide an alphanumeric printout and tables containing
 
IHoffer, Roger, "Computer-Aided Analysis of SKYLAB Multispect­
ral Scanner Data in Mountainous Terrain for Land Use, Forestry,
 
Water Resources and Geologic Applications
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quantitative information about a classification. The analyst
 
must specify the coordinates of the test fields. The computer

then examines and tabulates the classification decision for each
 
data point within these test fields and prints out a summary by
 
fields, classes, or both, as specified by the analyst. An example
-
of the tabular results for classes 4s shown in Figure ,38. Such a
 
table is called a test class performance matrix.
 
NO OF PCT. 
SAMPS CORCT OATS CORN WHEAT SOYB GRASS 
OATS 66 98.5 65 0 0 1 0 
CORN 93 93.5 0 87 0 6 0 
WHEAT 69 100.0 0 0 69 0 0 
SOYB 57 93.0 2 0 0 53 2 
GRASS 31 90.3 0 3 0 0 28 
TOTAL 316 67 90 69 60 30 
Figure 38. Test class performance matrix.
 
What do the numbers in the performance matrix reveal about
 
the classification? Look first at the 66 samples of OATS. The
 
table indicates that'65 of those points, or 98.5%; were correctly

identified. Looking across that row, the table also indicates
 
that one data point which the analyst knows to be oats was incor­
rectly classified as soybeans. That is, there was one error of
 
omission for the 66 oats samples. Looking down for the column
 
labelled OATS, there are two errors of commission for the class
 
oats. That is, two samples were called oats that should not have
 
been.
 
The diagonal elements of the matrix can be summed, and that
 
total divided by the total number of samples. The result is called
 
overall performance. For Figure 38, the overall performance is
 
(65 + 87 + 69 + 53 +,28)/316 x 100% = 95.1%.
 
If evaluation indicates the results to be below the standard
 
stated in the analysis objectives, it may be necessary to determine
 
those classes with low accuracy in the performance tables and
 
to select new training areas for those classes and develop new
 
training statistics. It should be pointed out that there may

be situations in which the analysis objectives simply cannot be
 
met. This could happen if the requirements aretoo stringent
 
(ie., a very high accuracy required), if there is insufficient
 
reference data to do adequate training or if -the data quality is
 
poor '(a high proportion of cloud cover or a lot of bad data
 
lines, for example).
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Self-Check
 
V-A. What three criteria should be met in selecting test fields?
 
V-B. How can you evaluate the classification performance of
 
the ECHO processor?
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EXAMPLE
 
A set of representative test fields was selected from the
 
data for use in evaluating the ECHO classification results. A
 
set of candidate fields was selected at random and their covertypes
 
identified utilizing available aerial photography and topographic
 
maps. A candidate field was accepted as a test field if it was
 
found to display a homogeneou cover of one of the classes of
 
interest. The locations of these test fields are shown in Figure
 
39.
 
The analyst submitted these fields to the PRINTRESULTS
 
processor with control cards given in Figure 40. Note that the
 
analyst included a control card which requested tables to be
 
generated for the test fields he had included in the deck
 
(Test (F)). He also requested that those fields be outlined on
 
the alphanumeric map (Outline Test (F)).
 
The analysis objective had stated that an overall accuracy
 
of 80% was adequate for classification performance. When the
 
analyst examined the performance table output of the PRINTRESULTS
 
processor he noted his overall accuracy was 85% and therefore
 
more than 'adequate for the Grand Rapids Zoning Board require­
ments (See Figure 41).
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Figure 39. Classification results map of the Grand Rapids study
 
area showing locations of test fields used in evaluating classi­
fication performance.
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-COMMENT EVALUATION OF GRAND RAPIDS ECHO CLASSIFICATION

*PRINTRESULTS
 
RESULTS TAPE(444)9FILE(6)

PRINT OUTLINE(TEST)

SYMBOLS ,*,.,I,-,=,,VMMMM

GROUP COMERCL(1/123/)hOLD RES(2/4/)9NEW RES(3/5.6/)
 
GROUP NONURBAN(4/7.8/)tWATER(5/9*1O.11,12/)

DATA
 
TEST 1
 
TEST FIELDS FOR COMMERCIAL *** 
TEST 2
 
******** TEST FIELDS FOR OLDER RESIDENTIAL 
TEST 3
 
******** TEST FIELDS FOR NEWER RESIDENTIAL ** f
 
TEST 4
 TEST 4 TEST FIELDS FOR NON URBAN *4 * 
TEST 5
 
**@***** TEST FIELDS FOR WATER ***** 
END
 
Figure 40. Control card listing used to generate a performance
 
table for test fields and to outline those field locations in the
 
Grand Rapids analysis area.
 
TEST CLASS PERFORMANCE
 
Number of Samples Classified into
 
Group No. of Pct. Non
 
Samps Corct Comercl Old Res New Res Urban Water
 
1 Comercl 126 86.5 109 3 11 0 3
 
2 Old Res 225 80.4 3 181 39 1 1
 
3 New Res 117 85.5 0 12 100 5 0
 
4 Nonurban 225 89.3 12 1 11 201 0
 
5 Water 115 93.9 2 0 0 5 108
 
Total 808 126 197 161 212 112
 
AVERAGE
 
PERFORMANCE BY CLASS (435.7/5) = 87.1 
OVERALL 
PERFORMANCE (699/808) = 86.5
 
Figure 41. Classification performance table for the five covertypes
 
of interest as stated in the analysis objectives for Grand Rapids, MI.
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CONCLUSIONS
 
The description of the analysis techniques used in this ECHO
 
case study should have increased your knowledge of the principles
 
of digital analysis and given you an appreciation for the potentials
 
of a processor which utilizes spatial as well as spectral information
 
about objects on the ground. The ECHO processor shows interesting
 
possibilities for scene noise reduction (See Figure 5 , page 4),
 
object definition and greater operational power for digital
 
production of maps and tables qualitatively comparable to those
 
produced by other mapping techniques.
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EXERCISE 1 STATE ANALYSIS OBJECTIVE
 
The Indianapolis (Indiana) Department of Transportation (DOT)
 
has contracted your company to use satellite data for location of
 
general urban uses on the western side of Indianapolis. The area
 
of interest is. defined by the four USGS quadrangle maps which may
 
be obtained from your tutor. The DOT is interested in determin­
ing the major industrial, commercial, and residential areas so
 
they can make transportation network and planning maps for newly
 
developing areas.
 
Design and write an analysis objective suitable for the needs
 
of the Indianapolis Department of Transportation as described
 
above.
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CHECK WITH YOUR TUTOR I 
AFTER YOU HAVE WRITTEN YOUR OBJECTIVE 
OR IF YOU HAVE QUESTIONS. 
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EXERCISE 2 EXAMINE DATA QUALITY
 
Examine the imagery of Landsat frame 1411-1581 (September 7,
 
1973) in Figure 42. Note the location of the analysis area within
 
the data., Make notes about any data quality features apparent from
 
this imagery. Next generate grayscale maps for a representative
 
set of channels of the data over the west side of Indianapolis
 
(LARS Run 73001011*; channels 5,6,7,8; lines 241 to 610; columns
 
342 to 691). Examine this data set for quality as discussed in
 
the example. The data set with which you will be working has
 
been geometrically corrected so it has a scale of 1:24,000, which
 
matches the scale of U.S.G.S. 7.5 minute topographic'maps. Note
 
any data problems that might affect yqdr analysis efforts later on
 
in the analysis sequence. Discuss your findings with your tutor.
 
* The DUPLICATERUN processing function has been used to make 
a copy of this run for your terminal site. Consult your tutor
 
for the correct tape and file number.
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Figure 42. Band 5 imagery of Landsat frame 1411-1581 showing
 
location of the Indianapolis analysis area.
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EXERCISE 3 CORRELATE REMOTELY-SENSED DATA
 
WITH REFERENCE DATA
 
Obtain the following reference data from your tutor:
 
-U.S. Geological Survey 7h minute topographic quad­
rangle maps of the area.
 
6 color infrared aerial photographs of portions of
 
the area.
 
The reference-data available for the Indianapolis area
 
includes color infrared photography taken two weeks before the
 
Landsat scanner data. The locations of the areas shown in these
 
reference photographs are shown in Figure 43. One of the simplest
 
ways of correlating these photographs to the cluster maps is
 
for the student to refer back and forth between the two
 
"images" to relate spatial similarities. These photographs can also
 
be visually overlayed onto the printed cluster maps using an
 
optical device like a Bausch and Lomb Zoom Transfer Scope.
 
The U.S. Geological Survey quadrangle maps of the area might

be useful for determining general location in the data. Identify

the covertypes as accurately as you can; making use of the color
 
infrared photographs, and your knowledge of the area.
 
Associate the reference data with the grayscale maps and mark
 
on the computer grayscales with a felt tip pen the general

location of the covertypes of interest (agriculture, urban,
 
forest, and water). Be sure to mark key features such as major

roads, rivers, lakes, railroads, and parks. NOTE: Some features
 
are more apparent on one printout than the other.
 
ouflU4AL 'S1
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EXERCISE 4 SELECT TRAINING AREAS
 
Using the available reference data, the grayscale printouts
 
and the guidelines described on page 23, select four to six
 
candidate training areas which are representative of the scene.
 
Make sure that every covertype of interest (commdrcial, residential,
 
water, etc.) is included in at least one of the candidate training
 
areas.
 
Let your tutor know how you're doing.
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EXERCISE 5 CLUSTER TRAINING AREAS 
Generate cluster maps and accompanying statistical output
 
for each individual training area you selected in the previous
 
step. Be sure to examine your color infrared photography and
 
topographic maps to make a .good estimate of expected covertypes in
 
each training area.
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Discuss your reasoning with your tutor.
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EXERCISE 6 ASSOCIATE CLUSTER CLASSES WITH
 
INFORMATION CLASSES
 
To carry out this step of the analysis, maximum use must be
 
made of all available reference data so that the cluster classes
 
will be reliably identified. If errors occur in this step of
 
the analysis, the training data supplied to the classifier will
 
not be representative of the information classes. The associa­
tion of cluster classes and inform&tion classes is laborious and
 
time consuming, but this step is most important for ensuring that
 
the classifier is correctly trained.
 
There are several points to remember. One point is that if
 
you feel a single cluster corresponds to more than one covertype,
 
then it should be identified that way. Another point is that cluster
 
class numbers from different training areas do not necessarily
 
correspond to the same information classes. Eac--candidate
 
training area was clustered separately, and the results of the
 
clustering depend only on the data being clustered. Use your
 
reference data from Exercise 3 to assist you in this Exercise.
 
Check with your instructor after you have completed the table on
 
the next page.
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ORIGINAL' PAGE L9 
OF POOR QUALITY 
Indianapolis Area Cluster Identification
 
Cluster Candidate Training Area
 
Number 
 1 2 3 4 5 6
 
1
 
2
 
3
 
4
 
5
 
6
 
7
 
L 
Show Completed Table to Your Tutor
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EXERCISE 7 CALCULATE STATISTICAL DISTANCE
 
BEWEEN CLUSTERS
 
Examine the cluster class grouping tables at the end of each
 
cluster output. Note that the processor has made some suggested
 
groupings of cluster classes based on the class pair statistical
 
distances. These suggested groupings are merely possible combin­
ations and should be examined by you as the analyst using the
 
information class identification you assigned in the previous
 
exercise. Similar covertypes having small statistical distances
 
are logical class combinations. Classes which are not paired
 
with other cluster classes in the grouping table and which con­
tain less than 40 data points should be considered for deletion in
 
the next portion of this analysis sequence.
 
Using the cluster class grouping information you determined
 
above it is now necessary to combine similar clusters from with­
ineach training area and to reassemble the statistics from all the
 
training areas into a single statistics deck. Be sure to instruct
 
the MERGESTATISTICS processor to punch the new statistics deck
 
so that it may be used in the next analysis step. Check with your

instructor if you have questions.
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EXERCISE 8 CALCULATE DISTANCES
 
BETWEEN CLASSES
 
Using your merged statistics deck from the previous analysis
 
exercise, you may now use the SEPARABILITY processor to calculate
 
which of the classes from your different training areas are
 
spectrally similar and therefore should be combined into a new
 
condensed statistics deck. Be sure to have these new statistics
 
punched on cards so you can use them during the ECHO classification
 
in the next step of the analysis sequence.
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EXERCISE 9 CLASSIFY STUDY AREA
 
Determine-the lines and columns of the area on the west side
 
of Indianapolis that you'wish to classify using ECHO. Select
 
the appropriate cell Width and homogeneity and annexation
 
thresholds; and prepare your cQntrQl cards for an ECHO classification
 
of the study area. Discuss your parameter selection with your
 
tutor. You will be assigned a tape.number to use for the two
 
phases of your ECHO classification as well as, a tape to store
 
your final classification results. When your tutor gives you
 
these tape numbers note them in the space provided below.
 
ECHO phase 1 intermediate results Tape (
 
Final ECHO results Tape(
 
A set of phase one results of an Indianapolis analysis have
 
been generated using different homogeneity thresholds and are
 
available from your instructor. You are encouraged to utilize
 
these intermediate results-with different annexation parameters
 
to explore the effects of varying this particular ECHO parameter.
 
-81-

EXERCISE 10 DISPLAY RESULTS
 
Produce a grayscale map of your Indianapolis ECHO Classification.
 
The type of map (alphanumeric, gray tone, photographic image, etc.)
 
you select should be usable for a preliminary visual evaluation
 
of'your analysis results. It is also important that the cost
 
of generating this intermediate product be justifiable in terms
 
of its value as an analysis tool in this particular analysis
 
step. More elaborate and costly output products, such as hard
 
copy color maps, are most often not required (if at all) until
 
the final results product is generated for the user's needs.
 
Show your grayscale map
 
to your tutor.
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EXERCISE 11 
 EVALUATE CLASSIFICATION
 
RESULTS
 
A card deck of test fields is-aalable from your instructor 
to help you evaluate your ECHG classifitatioh accurAcy. Use these 
cards to measure your classification performance and repeat
portions tf the analysit -at needed to produce a product which
satisfies the analysis objectives of the Indianapolis Department of 
Transportation. 
-
I Let your tutor 
know how you did. 
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Appendix I
 
Self-Check Answers
 
Page 12
 
1-A 	Name the four components of an analysis objective.
 
1.) Location of the study area
 
2.) Covartypes.to be mapped
 
3)A plLcations for which the classification results
 
wile used
 
4.) Classification accuracy desired
 
1-B Write an analysis objective that you might use in solving
 
a problem in your area of interest.
 
Students' analysis objective should include the four
 
components listed above and deal with a remote sensing
 
problem of interest to him.
 
Page 18
 
I-A 	What are two characteristics which may decrease the
 
usefulness of your Landsat data?
 
1.) cloud cover
 
2.) striping
 
3.) haze
 
4.) snow cover
 
II-B 	Name two types of geometric preprocessings which aid in the
 
analysis of Landsat data.
 
a.) rotating
 
b.) deskewing
 
c.) rescaling
 
II-C 	What are the three types of reference data which can be
 
correlated with remotely-sensed multispectral data?
 
1.) aerial photographs
 
2.) maps
 
3.) previous analysis results
 
4.) on-site observations
 
Page 	24
 
III-A 	How should you select training areas? Where should they
 
be located? How many should there be and how large
 
should they be?
 
LOCATION of training areas should be where there is some
 
reference data available.
 
- Areas should contain representative samples of
 
all the covertypes of interest in the study area.
 
- Training areas should be distributed throughout
 
the entire study area.
 
SIZE of the training areas is dependant on the size of the
 
study area, but as a guide should be from 25 to 100 lines
 
by 25 to 100 columns each.
 
NUMBER of training areas varies with size and complexity
 
o-th study area, but usually 4 to 8 areas are sufficient
 
for training.
 
I2I-B 	 How does "the.nhtis.t tie £'bctbi±n 'eb "aid in developingtraining s tatisiti-s,'? 
Clustering is ' e o e 'fidl"spectral
strudturee in the gta. ThI tspedtrhl s bclasses within 
each "tr-1nin & a hfvt sifl&& petc'rAl 'efl 
-6dtbri 

l t ance 
characteristics. 
II-C 'Why are -cluster f&1lasbas 'ksbc~i tea with -ihiori&ht'ion 
class'et?
 
Cluster fc'assscaere 's§6cidtek- with ffirmation classes 
to determine which 'spectral*c ass rdpre&nts each infotfma'tion 
clas's of interest " ication"Pi&dddfng 'wi;th t ""assif 
'step,
 
IIID 	What is "statims%'It dd-dstance"?
 
Statistical distan&e-s 'thedistande ee&eA two density
 
functiors rfipetng t 6n14y the ordmnary (itclldean)
 
.
distance ltE ,alI-o lth% "'srit'bd" '6f the -data
III-E 	Why are 'statistical 'distane&s btewi... s.... calculated? 
Statistial-aistan'6'e& b6eOtW 16histets ae'&lculated 
because 'statistic-i st&~dWn-W'used the analystWkby 
to determine which cluster l'a-ss aA shAmilat and to 
serve as an ihdicat6 'of probyabllWt of c6rrect 
classifitcatioh.
 
Page 61
 
IVA Ref errti 6the fIk d 1ndage 41o hrt (Fgure 29),
briefly d'esribe 1iatsifif aton 'pr6esswhich is 
used b3t ECHO. 
Thd data it sbdMI&iA Thtb ret.b ttboks af- data 
.
points calid te-1s, ihese 6eiis Fe tested tor homogeneity 
and kept as a unt If Ut, meetia user spe6xfied threshold 
or if the cell is not.hcAm'dngnedus ea6ch of its individual 
pixels is idlsifilad iideiidently. 
The homogeeduls ce' is thien tested against adjacent 
fields (ohn 6k m6r ells f6r airieationbded oh a user 
specified threshelh: if "tei lis simiar to dii 
adjacent fi rd it is ainexed to ti it fieid. If it is 
not Simiar it becoms a fa'eid:i ter &il Sells have been b' 
tested for hoffigeity a inxiaoibn all remainlhg fields
 
are classified ushnIhe4 ti affim ilkeiihood classifier.
 
tV-B What &re tht66 dltf&6fit idf~ iii Which the ECHO classi­ficat ion results may hedlsp--yd,? 
1.) alphanumerid lI I prit4r maps
 
2.) tables
 
3.) black and Whlt 4iy'iohe maps
 
4.) black and white '' color photogiaphs
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Page 	64
 
V-A 	What three criteria should be met in selecting test
 
fields?
 
1.) random or unbiased selection­
2.) sample full range of covertype variation
 
3.) sufficient size for statistical evaluation
 
V-B How can you evaluate the classification performance of
 
the ECHO processor?
 
To evaluate classification performance the analyst might
 
simply examine the map product for qualitative assess­
ment. However to accomplish a quantitative6evaluation the
 
analyst should supply test fields from within the data for
 
each covertype of interest, and calculate the performance
 
of these fields.
 
