We consider the distribution of arg ζ (σ + it) on fixed lines σ > 1 2 , and in particular the density
Dirichlet series ζ (s) = 1 + 2 −s + 3 −s + · · · starts with a positive term, and the other terms n −s may have positive or negative real part. In this paper our aim is to make precise the statement that ℜζ (s) is "usually positive" for σ := ℜ(s) > 1 2 . Kalpokas and Steuding [17] , assuming the Riemann hypothesis, have given a sense in which the statement is also true on the critical line σ = 1 2 . They showed that the mean value of the set of real values of ζ ( 1 2 + it) exists and is equal to 1. We do not assume the Riemann hypothesis, and our results do not appear to imply anything about the existence or non-existence of zeros of ζ (s) for σ > 1 2 . Our results depend on the classical results of Bohr and Jessen [4, 5] concerning the value-distribution of ζ (s) in the half-plane σ > 1 2 . Since Bohr and Jessen there have been many further results on the value distribution of various classes of Lfunctions. See, for example, Joyner [16] , Lamzouri [19, 20, 21] , Laurinčikas [22] , Steuding [27] , and Voronin [31] . However, for our purposes the results of Bohr and Jessen are sufficient.
After defining our notation, we summarise the relevant results of Bohr and Jessen in §2. The densities d(σ ) and d − (σ ), defined in §3, can be expressed in terms of the characteristic function ψ σ (x) of a certain random variable ℑS associated with arg ζ (σ + it). We consider ψ σ and a related function I(b, x) in §4- §7. In Theorem 1 we use the results of Bohr and Jessen to obtain an explicit expression for ψ σ (x). Theorem 2 relates log I(b, x) to certain polynomials Q n (x) which have non-negative integer coefficients with interesting congruence properties, and Theorem 3 gives an asymptotic expansion of I(b, x) which shows a connection between I(b, x) and the Bessel function J 0 . Theorem 4 shows that ψ σ (x) decays rapidly as x → ∞.
The explicit expression for ψ σ is an infinite product over the primes, and converges rather slowly. In §8 we show how the convergence can be accelerated to give a practical algorithm for computing ψ σ (x) to high accuracy.
In §9 we show how d(σ ) and d − (σ ) can be computed using ψ σ (x), and give the results of numerical computations in §10. Finally, in §11 we comment on how our results might be generalised.
Elliott [10] determined the characteristic function Ψ σ (x) of a limiting distribution associated with a certain sequence of L-functions. We note that Elliott's Ψ σ (x) is the same function as our ψ σ (x). For a possible explanation of this coincidence, using the concept of analytic conductor, we refer to [15, Ch. 5] . Here we merely note that Elliott's method of proof is quite different from our proof of Theorem 1, and applies only to sequences of L-functions L(s, χ) for which χ is a non-principal Dirichlet character.
Notation
Z, Q, R, and C denote respectively the integers, rationals, reals and complex numbers. The real part of z ∈ C is denoted by ℜz, and the imaginary part by ℑz.
When considering ζ (s) we always have σ := ℜ s. Unless otherwise specified, σ > Consider the open set G equal to C with cuts along (−∞ + iγ, β + iγ] for each zero or pole β + iγ of ζ (s) with β ≥ 1 2 . Since ζ (s) is holomorphic and does not vanish on G, we may define log ζ (s) on G. We take the branch such that log ζ (s) is real and positive on (1, +∞). On G we define argζ (s) by log ζ (s) = log |ζ (s)| + i · argζ (s).
P is the set of primes, and p ∈ P is a prime. When considering a fixed prime p we often use the abbreviations b := p σ and β := arcsin(1/b).
|B| or λ (B) denotes the Lebesgue measure of a set B ⊂ C (or B ⊂ R). A set B ⊂ C is said to be Jordan-measurable if λ (∂ B) = 0, where ∂ B is the boundary of B. 1 2 F 1 (a, b; c; z) denotes the hypergeometric function of Gauss, see [1, 8] .
Classical results of Bohr and Jessen
In [4, 5] Bohr and Jessen study several problems regarding the value distribution of the zeta function. In particular, for σ > 1 2 and a given subset B ⊂ C, they consider the limit lim
They prove that the limit exists when B is a rectangle with sides parallel to the real and imaginary axes. Bohr and Jessen also characterize the limit. In modern terminology, they prove [5, Erster Hauptsatz, pg. 3] the existence of a probability measure P σ , absolutely continuous with respect to Lebesgue measure, such that for any rectangle B as above the limit is equal to P σ (B).
Finally, they give a description of the measure P σ . To express it in modern language, consider the unit circle T = {z ∈ C : |z| = 1} with the usual probability measure µ (that is 1 2π dθ if we identify T with the interval [0, 2π) in the usual way). Let P be the set of prime numbers. We may consider Ω := T P as a probability space with the product measure P = µ P . Each point of Ω is a sequence ω = (z p ) p∈P , with each z p ∈ T. Thus z p may be considered as a random variable. The random variables z p are independent and uniformly distributed on the unit circle. 
converges almost everywhere, so S is a well defined random variable.
1 A bounded set B is Jordan-measurable if and only if for each ε > 0 we can find two finite unions of rectangles with sides parallel to the real and imaginary axes, say S and T , such that S ⊆ B ⊂ T and λ (T S) < ε (see for example Halmos [12] ).
Proof. The random variables
It can be shown in a similar way that
A classical result of probability theory [12, Thm. B, Ch. IX] proves the convergence almost everywhere of the series for S.
⊓ ⊔
The measure P σ of Bohr and Jessen is the distribution of the random variable S. For each Borel set B ⊂ C, we have
The main result of Bohr and Jessen is that, for each rectangle R with sides parallel to the axes,
and the limit exists. It is easy to deduce that (1) is also true for each Jordanmeasurable subset R ⊂ C, and for sets R of the form R × B, where B is a Jordanmeasurable subset of R.
Some quantities related to the argument of the zeta function
Define a measure µ σ on the Borel sets of R by µ σ (B) := P σ (R × B). If we take a Jordan subset B ⊂ R, the main result of Bohr and Jessen implies that
The measure µ σ is the distribution function of the random variable ℑS. In fact
We are interested in the functions 
where, writing b :
Proof. By definition
By independence the integral of the product is the product of the integrals, so
Each random variable z p is distributed as e iθ on the unit circle, so
The function I(b, x)
In this section we study the function I(b, x) defined by (3). It is easy to see from (3) that I(b, x) is an even function of x. Hence, from (2), the same is true for ψ σ (x).
Proof. By elementary trigonometry we find
Substituting in (3) gives
To obtain the second representation, note that arctan(sint/(b − cost)) is increasing on the interval 
where the sign is "+" on the first interval and "−" on the second interval. After some simplification, the second representation follows. The third representation follows by the change of variables t → arcsin(t/b). ⊓ ⊔ Lemma 1. For |t| < 1 and all x ∈ C,
Proof. In [1, eqn. 15.1.17] (also [8, eqn. 15.4 .12]) we find the identity
Replacing a by x and z by arcsint, we get the first half of (5). The second half follows from the definition of the hypergeometric function. ⊓ ⊔ Remark 1. An independent proof uses the fact that f (t) := cos(2x arcsint) satisfies the differential equation
where primes denote differentiation with respect to t.
Remark 2. When x ∈ Z, the series (5) reduces to a polynomial.
Proposition 4. For b > 1 we have
Proof. From Proposition 3, we have
The expression of I(b, 2x) as a sum follows from Lemma 1, using a well-known integral for the Beta function B(n + 
Proof. Since I(b, 2x) is even, we can assume that x ≥ 0. Applying Euler's transformation [1, (15.3.4) ] to the hypergeometric representation of Proposition 4,
We can now prove our first main result, which gives an explicit expression for the characteristic function ψ σ defined in §2- §4. 
Proof. The identity (6) follows from Proposition 2 and Proposition 4. Since ∑ p −2σ converges, the infinite product (6) converges for all x ∈ C. ⊓ ⊔
The function log I(b, x)
The explicit formula for ψ σ given by Theorem 1 is not suitable for numerical computation because the infinite product over primes converges too slowly. In §8 we show how this difficulty can be overcome. First we need to consider the function log I(b, x).
Theorem 2. Suppose that b > max(1, |x|).
There exist even polynomials Q n (x) of degree 2n with Q n (0) = 0 and nonnegative integer coefficients q n,k such that
The polynomials Q n (x) are determined by the recurrence
Also, the polynomials Q n (x) satisfy
Proof. By Proposition 4 there exist even polynomials P n with P n (0) = 0, such that
It follows that
It is clear that expanding the powers gives a series of the desired form (7). To prove the recurrence for the Q n , we temporarily consider x as fixed and define f (y) := I(y −1/2 , 2x). Then, by (7),
By Proposition 4 we have f (y) = 2 F 1 (x, −x; 1; y), so f (y) satisfies the hypergeometric differential equation
where primes denote differentiation with respect to y.
Then it may be verified 2 that g(y) satisfies the Riccati equation
Let g(y) = ∑ ∞ n=0 g n y n , where the g n are polynomials in x, e.g. g 0 = −x 2 . Equating coefficients in (11), we get the recurrence
Now, from (10) and the definitions of f and g, we have
so we see that
Substituting (13) in (12) and simplifying, we obtain the recurrence (8) .
From the recurrence (8) it is clear that Q n (x) is an even polynomial of degree 2n, such that Q n (0) = 0. Writing Q n (x) = ∑ n k=1 q n,k x 2k , we see from the recurrence (8) that the coefficients q n,k are nonnegative integers.
In view of (13), the inequality (9) is equivalent to |g n (x)| ≤ max(1, |x|) 2n+2 , which may be proved by induction on n, using the recurrence (12) .
Finally, in view of (9), the series in
Proof. This follows from the convergence of the series for log I(b, 2x). ⊓ ⊔ Proposition 5. The numbers q n,k are determined by q n,1 = (n − 1)! 2 for n ≥ 1, and
Proof. The recurrence is obtained by equating coefficients of x 2k in (8) . Positivity of the q n,k for 1 ≤ k ≤ n follows. ⊓ ⊔ Remark 3. We may consider the sum over r in (14) to be over all r ∈ Z if we define q n,k = 0 for k < 1 and k > n. The given values µ and ν correspond to the nonzero terms of the resulting sum.
Proof. This is easily obtained if we substitute x = 1 in the recurrence (8) . ⊓ ⊔ Corollary 4. We have
where ( j 0,k ) is the sequence of positive zeros of the Bessel function J 0 (z). Proof. Define q n := q n,n . With k = n + 1, the recurrence (14) gives, for n ≥ 1,
This recurrence appears in Carlitz [7, eqn. (4) ], where it is shown that the solution satisfies (15) . ⊓ ⊔ Remark 4. The sequence (q n ) is A002190 in Sloane's on-line encyclopedia of integer sequences (OEIS), where the generating function − log(J 0 (2 √ x)) is given. The numbers q n enjoy remarkable congruence properties. In fact, (15) is analogous to Euler's identity |B 2n | = 2(2n)! ∑ ∞ k=1 (2πk) −2n , and the numbers q n are analogous to Bernoulli numbers. We refer to Carlitz [7] for further discussion.
Remark 5.
There are other recurrences giving the polynomials Q n and the numbers q n,k . We omit discussion of them here due to space limitations.
Bounds and asymptotic expansions
Since I(b, x) is an even function of x, there is no loss of generality in assuming that x ≥ 0 when giving bounds or asymptotic results for I (b, x) . This simplifies the statement of the results. Similarly remarks apply to ψ σ (x), which is also an even function.
Consider the first representation of I(b, x) in Proposition 3. If b is large, then
However, it is well-known [32, §2.2] that the Bessel function J 0 (x) has an integral representation 
Proof. Let f (t) = (arcsin(t) − t)/t 3 . We see from the Taylor series that f (t) is nonnegative and increasing in
, and c 1 as in Lemma 2. Then 
Proof. From the last integral of Proposition 3, we have
Also, from the integral representation (16) for J 0 , we see that
Thus, by subtraction,
where
Thus, from Lemma 3,
Taking norms in (17) gives
The integral in (18) 
where c 2 , c 3 are as above, and c 5 = c 2 /c 3 < 0.3037.
Proof. From Corollary 5 we have
For the remainder of this section we write β := arcsin(1/b).
Proposition 8. For b > 1 and real positive x, we have
Proof. From the second integral in Proposition 3 we get I(b, x) = ℜJ(b, x), where
The function 1 − b 2 sin 2 t has zeros at t = ±β + kπ with k ∈ Z and only at these points. Also, β = arcsin(1/b) ∈ (0, π/2). Hence, if Ω denotes the complex plane C with two cuts along the half-lines (−∞, −β ] and [β , +∞), then the function (cost)/ 1 − b 2 sin 2 t is analytic on Ω . We consider the branch that is real and positive in the interval (0, β ). We apply Cauchy's Theorem to the half strip ℑt > 0, 0 < ℜt < β , obtaining
The first integral does not contribute to the real part. Taking the real part of the second integral and simplifying gives (20) .
⊓ ⊔
In the following theorem we give an asymptotic expansion of I(b, x).
Theorem 3. For b > 1 fixed and real x → +∞, there is an asymptotic expansion of I(b, x)
. If β = arcsin(1/b), the first three terms are given by
Proof. We apply the Laplace method and Watson's Lemma [25, Ch. 3, pg. 71] to the representation (20) .
⊓ ⊔
Corollary 7. For fixed b > 1, the function I(b, x) has infinitely many real zeros.
Proof. This is immediate from the first term of the asymptotic expansion above. The zeros are near the points ± 
Proof. The Bessel function J 0 (x) has an asymptotic expansion which gives
Therefore, from Theorem 3, the difference 
Proof. We consider the representation (20) . Take A := √ b 2 − 1 so the condition b ≥ √ 2 implies that A ≥ 1. It can be shown that, for A ≥ 1 and real u > 0, the inequality
holds. Here, the optimal constant is c 4 = coth(2) < 1.0185, attained at A = u = 1. (We omit details of the proof, which is elementary but tedious.) Hence, from (20) ,
The constant 1.1512 in (21) can be reduced if we do not ask for uniformity in b. From Theorem 3, we have
so the constant can be reduced to
The following conjecture is consistent with our analytic results, for example Corollary 5 and Theorem 3, and with extensive numerical evidence. To conclude this section, we give a bound on ψ σ (x). 
Proof. The first inequality is immediate from the definition of ψ σ (x) as the characteristic function of a random variable. To prove the last inequality, it is convenient to write y := x 1/σ . Let P(y) be the set of primes p in the interval (y 1/2 , y]. We can assume that ψ σ (x) = 0, because otherwise the inequality is trivial. From Proposition 6 and Corollary 6, we have
Using log(c 3 ) < −0.22 and σ > 1/2 gives
where, as usual, π(y) denotes the number of primes in the interval [1, y] . 
Substituting in (22), we see that the leading terms of order y cancel, leaving
Since σ 2 + 0.22 > 0.47, the Theorem follows, provided y is sufficiently large. ⊓ ⊔ Remark 8. We find numerically that, for σ ∈ (0.5, 1.1), we can take c = 1 and x 0 = 5 in Theorem 4.
An algorithm for computing ψ σ (x)
There is a well-known technique, going back at least to Wrench [33] , for accurately computing certain sums/products over primes. The idea is to express what we want to compute in terms of the prime zeta function
The prime zeta function can be computed from log ζ (s) using Möbius inversion:
In fact, (23) gives the analytic continuation of P(s) in the half-plane ℜs > 0 (see Titchmarsh [29, §9.5] ), but we only need to compute P(s) for real s > 1.
To illustrate the technique, temporarily ignore questions of convergence. From Theorem 2, we have
Thus, taking logarithms in (2),
Unfortunately, this approach fails, because ψ σ (x) has (infinitely many) real zerossee Corollary 8. In fact, the series (24) converges for |x| < |x 1 (σ )|, where x 1 (σ ) is the zero of ψ σ (x) closest to the origin, and diverges for |x| > |x 1 (σ )|. Fortunately, a simple modification of the approach avoids this difficulty. Instead of considering a product over all primes, we consider the product over sufficiently large primes, say p > p 0 (x, σ ). Corollary 2 guarantees that I(p σ , x) has no zeros in the disk |x| < 2p σ . Thus, to evaluate ψ σ (x) for given σ and x, we should choose 2p σ 0 > |x|, that is p 0 > |x/2| 1/σ . In practice, to ensure rapid convergence, we might choose p 0 somewhat larger, say p 0 ≈ |4x| 1/σ . For the primes p ≤ p 0 , we avoid logarithms and compute I(p σ , x) directly from the hypergeometric series of Proposition 4.
To summarize, the algorithm for computing ψ σ (x) with absolute error O(ε), for x ∈ R, is as follows.
Algorithm for the characteristic function ψ σ (x)
, where N is sufficiently large that the error in truncating the sum is O(ε). [Here A is the product over primes ≤ p 0 .]
, where N ′ is sufficiently large that the error in truncating the sum is O(ε), and Q n (x/2) is evaluated using the recurrence (8) . [Here B is the product over primes
Remarks on the algorithm for ψ σ (x) 1. At step 3, P(2nσ ) can be evaluated using equation (23); time can be saved by precomputing the required values ζ (rs). 2. It is assumed that the computation is performed in floating-point arithmetic with sufficiently high precision and exponent range [6, Ch. 3] . For efficiency the precision should be varied dynamically as required, for example, to compensate for cancellation when summing the hypergeometric series at step 2, or when computing the term {P(2nσ ) − ∑ p≤p 0 p −2nσ } at step 3. 3. At step 3 an alternative is to evaluate Q n (x/2) using a table of coefficients q n,k ; these can be computed in advance using the recurrence of Proposition 5. This saves time (especially if many evaluations of ψ σ (x) at different points x are required, as is the case when evaluating d(σ )), at the expense of space and the requirement to estimate N ′ in advance. 4. The algorithm runs in polynomial time, in the sense that the number of bitoperations required to compute ψ σ (x) with absolute error O(ε) is bounded by a polynomial (depending on σ and x) in log(1/ε).
Evaluation of d(σ ) and d − (σ )
In this section we show how the densities d(σ ) and d − (σ ) of §3 can be expressed in terms of the characteristic function ψ σ .
Proof. Recall that µ σ is the distribution of the random variable ℑS considered in §2. 
Since ψ σ is the characteristic function associated to the distribution µ σ , a standard result 3 in probability theory gives
Since ψ σ (x) is an even function, we obtain (25) .
⊓ ⊔
To evaluate d(σ ) numerically from (25), we have to perform a numerical integration. The following theorem shows that the integral may be replaced by a rapidlyconverging sum if σ > 1.
Proof. Consider the function ρ(x) equal to ρ σ (x) in the interval [−ℓ, ℓ]. Now extend ρ(x) to the real line R, making it periodic with period 2ℓ. Thus
Now ρ(x) = ρ σ (x) for |x| ≤ ℓ and ρ σ (x) = 0 for |x| > ℓ. Therefore
Since ψ σ (x) is an even function,
Now (26) only gives an approximation; however, this approximation converges rapidly to the exact result as ℓ → ∞, because µ σ is well-approximated by measures with finite support.
Remark 12. If we take m := 4ℓ/π in the Theorem 5, we get the slightly simpler form
; then only the odd terms in the sum (28) contribute.
Computation of d − (σ )
Recall that d − (σ ) is the probability that ℜζ (σ + it) < 0. Let a k = a k (σ ) be the probability that | arg ζ (σ + it)| > (2k + 1)π/2, that is
We have seen that, for σ > 1 and m > max(2, 4L(σ )/π), eqn. (28) gives a 0 = d(σ ).
Similarly, under the same conditions we have
Using (29) and (30) in conjuction with an algorithm for the computation of ψ σ , we can compute d − (σ ) and also, of course,
, 1] then we can take the limit of (30) as m → ∞, or use an analogue of Proposition 11, to evaluate the constants a k . 
Numerical results
In [3] we described a computation of the first fifty intervals (t > 0) on which ℜζ (1 + it) takes negative values. The first such interval occurs for t ≈ 682112.9, and has length ≈ 0.05. From the lengths of the first fifty intervals we estimated that d − (1) ≈ 3.85 × 10 −7 . We also mentioned a Monte Carlo computation which gave
The correct value is 3.7886 . . . × 10 −7 . The difficulty of improving the accuracy of these computations or of extending them to other values of σ was one motivation for the analytic approach of the present paper.
The algorithm of §8 was implemented independently by two of us, using in one case Mathematica and in the other Magma. The Mathematica implementation precomputes a table of coefficients q n,k ; the Magma implementation uses the recurrence for the polynomials Q n directly. The results obtained by both implementations are in agreement, and also agree (up to the expected statistical error) with results obtained by the Monte Carlo method in the region 0.6 ≤ σ ≤ 1.1 where the latter method is feasible. Table 2 gives some computed values of d(σ ) for σ ∈ (0.5, 1.165]. From van de Lune [23] we know that d(σ ) = d − (σ ) = 0 for σ ≥ σ 0 ≈ 1.19234. Table 2 shows that d(σ ) is very small for σ close to σ 0 . For example, d(σ ) < 10 −100 for σ ≥ 1.15. The small size of d(σ ) makes the computation difficult for σ ≥ 1.15. We need to compute ψ σ (4n/m) to more than 100 decimal places to compensate for cancellation in the sum (28) , in order to get any significant figures in d(σ ).
Selberg [26] (see also [16, 18, 30] ) showed that, for t ∼ unif(T, 2T ), log ζ (1/2 + it) Table 2 shows that convergence is very slow -for σ − It appears from numerical computations that ℜζ (1/2 + it) is "usually positive" for those values of t for which computation is feasible. This is illustrated by several of the Figures in [2] . Because the function √ log log T grows so slowly, the region that is feasible for computation may not show the typical behaviour of ζ (σ + it) for large t on or close to the critical line σ = It is plausible that d − (
2 , but Selberg's result (31) does not seem to be strong enough to imply this.
Conclusion
We have shown a precise sense in which ℜζ (s) is "usually positive" in the halfplane σ = ℜ(s) > can be absorbed into the random variable z p whenever |χ(p)| = 1. Thus, it would only be necessary to omit, from sums/products over primes, all primes p for which χ(p) is zero, i.e. the finite number of primes that divide the modulus of the Lfunction. This would, of course, change the numerical results. Nevertheless, we expect ℜL(s, χ) to be "usually positive" for ℜ(s) > 
