A numerical set is a co-finite Subset of the natural numbers that contains zero. Its Frobenius number is the largest number in its compliment. A numerical semigroup is a numerical set that is closed under addition. Each numerical set has an associated semigroup A(T ) = {t|t + T ⊆ T }, which is a numerical semigroup with the same Frobenius number as that of T . For a fixed Frobenius number f there are 2 f −1 numerical sets. We give a complete asymptotic description of what percentage of these numerical sets are mapped to which semigroups. We also obtain parallel results for symmetric numerical sets.
Introduction
N is the set of non-negative integers with the usual ordering. A numerical set is a subset of N that contains zero and whose complement is finite. For example {0, 2, 3, 6 →} is a numerical set, the → indicates that every integer larger than 6 is in the numerical set. The largest number in the complement of a numerical set is called its Frobenius number. For a fixed Frobenius number f we have 2 f −1 numerical sets.
A numerical semigroup is a numerical set that is closed under addition. The exact number of numerical semigroups with a fixed Frobenius number is hard to evaluate, but [6] showed that it is approximately 3 × 2 f , where f = ⌊ f −1 2 ⌋. Each numerical set has an associated semigroup defined as A(T ) = {t|t + T ⊆ T }, where t + T = {t + x|x ∈ T }. It is easy to see that A(T ) is actually a numerical semigroup and it has the same Frobenius number as that of T . Given a numerical semigroup S the number of numerical sets that have S as their associated semigroup is denoted by P (S).
In Marzuola and Miller's paper [1] it is proved that for a fixed Frobenius number f , about 48% of the 2 f −1 numerical sets are mapped to the semigroup {0, f + 1 →}. To be more precise if we denote N f = {0, f + 1 →} the following limit exists lim f →∞ P (N f ) 2 f −1 . This limit (denoted by γ) is approximately 0.484451 with an error of at most ±0.005011. In fact, they show that in terms of constants A n = P ({0, n + 1, 2n + 2, →}), we have l 1 , l 2 , . . . l n γ l 1 ,l 2 ,...ln l 1 , l 2 , . . . l n γ l 1 ,l 2 ,...ln empty sequence 48. 660% 1,3,5 0.332% 1 9.476% 1,2,5 0.280% 2 6 For a numerical semigroup S, its smallest nonzero element is called its multiplicity and is denoted by m(S). Its Frobenius number is denoted by F (S). We define R(S) = F (S) − m(S). Theorem 1.4. Given a sequence of numerical semigroups S n , R(S n ) is bounded iff lim inf n→∞ P (S n ) 2 F (Sn)−1 > 0. Theorem 1.5. Given a sequence of numerical semigroups S n , R(S n ) goes to ∞ iff lim n→∞ P (S n ) 2 F (Sn)−1 = 0. These two theorems are proved in Theorem 7.7, Corollary 7.7.1, Theorem 7.8 and Corollary 7.8.1.
We call a numerical set T with Frobenius number f maximal if f 2 ∈ T and for x = f 2 we have x ∈ T iff f − x / ∈ T . When f is odd maximal numerical sets are called symmetric and when f is even they are called pseudo-symmetric. We then obtain parallel results for maximal numerical sets. For a given Frobenius number f there are 2 f maximal numerical sets where f = ⌊ f −1 2 ⌋. For a given numerical semigroup S we denote by P σ (S) the number of maximal numerical sets that have it as their associated semigroup.
In [1] they prove that the following limit exists and is positive.
We generalise this result to the case of n small atoms as follows and prove it in Theorem 10.7
Theorem 1.6. For l 1 < l 2 < · · · < l n the following limit exists lim f →∞ P σ (N(l 1 , l 2 , . . . , l n , f )) 2 f .
However, it is not necessarily positive this time. We denote the limit by γ l 1 ,l 2 ,...,ln , there are constants A σ l 1 ,l 2 ,...,ln for which γ l 1 ,l 2 ,...,ln = A σ l 1 ,l 2 ,...,ln 2 −ln − ∞ k=ln+1 A σ l 1 ,l 2 ,...,ln,k 2 −k .
Another parallel result is as follows, it is proved in Theorem 11.8 Theorem 1.7. If R(S n ) → ∞ for a sequence of numerical semigroups then lim n→∞ P σ (S n ) 2 F (Sn) = 0.
Recurrence Relations for one small atom
We start with some recurrence relations which are easier to observe, before moving on to our main results about densities. Throughout this section assume f ≥ 2l + 1.
Lemma 2.1. If f − l is odd and T is a numerical set with Frobenius number f then A(T ) = N(l, f ) iff 1) l ∈ T , f − l ∈ T ; and 2) for each
Proof. The first two conditions are equivalent to f −l ∈ A(T ). Next we show that the third condition is equivalent to A(T ) ⊆ N(l, f ). Assume for the sake of contradiction that condition 3) holds and there exists x ∈ A(T )\N(l, f ). Then consider the largest such x, by condition 3) we know that x ≤ f 2 . A(T ) is closed under addition, therefore 2x ∈ A(T ). Since 2x > x, we know that 2x ∈ N(l, f ). Also 2x ≤ f so 2x = f − l which contradicts the fact that f − l is odd. Therefore there is no such x and the third condition is equivalent to A(T ) ⊆ N(l, f ).
. Proof. We argue as in the proof of Lemma 2.1 to obtain x ∈ A(T ) s.t. 2x = f − l, but this is prohibited by condition 4.
We again argue as in the proof of Lemma 2.1, to obtain
Remark 2.4. Though the notions of Void posets and Pseudo-frobenius numbers are not strictly needed to understand this paper, we shall point out how the previous lemmas are motivated by them.
In [3] the Void of a semigroup is defined as
and it is given a poset structure by x y iff y − x ∈ S. It was shown that given a numerical set T whose Frobenius number is F (S): S ⊆ A(T ) iff S ⊆ T ⊆ S ∪ B(S) and T \ S is an order ideal of the Void poset.
If S = N(l, f ) the Void is
and the only relations in the poset are t f − l + t for 1 ≤ t ≤ l − 1. Let T be a numerical set with Frobenius number f . Notice that
, the set of pseudoFrobenius numbers of S is denoted by P F (S). Note that the Frobenius number is always a pseudoFrobenius number.
It is proved in [3] that P F (S) \ {F } ⊆ B(S), moreover P F (S) \ {F } is precisely the set of maximal elements of the Void poset. Therefore
It was also shown that given a numerical set T and a numerical semigroup S of the same Frobenius number, if S ⊆ A(T ) then the inclusion is proper iff
Given that l is odd and l ≤ n − 1 (i.e. 2n − 1 ≥ 2l + 1), if 2n − 1 > 3l then P (N(l, 2n)) = 2P (N(l, 2n − 1)) + 2P (Nh(l, 2n − 1)).
If 2n − 1 ≤ 3l then P (N(l, 2n)) = 2P (N(l, 2n − 1)).
Proof. Consider the following map from the numerical sets with Frobenius number 2n to numerical sets with Frobenius number 2n − 1,
Note that the preimage of a numerical set under g consists on two numerical sets. Next notice that l ∈ T iff l ∈ g(T ); and 2n − l ∈ T iff
. And finally
If 2n − 1 ≤ 3l then it follows from lemmas 2.1 and 2.3 that A(T ) = N(l, 2n) iff A(g(T )) = N(l, 2n − 1). The result follows.
On the other hand if 2n − 1 > 3l, we just proved that T with Frobenius number 2n satisfies the three conditions in Lemma 2.1 iff g(T ) with Frobenius number 2n − 1 satisfies the first three conditions in Lemma 2.2. If g(T ) additionally satisfies the fourth condition i.e. 2n−1−l 2 / ∈ A(g(T )) then A(g(T )) = N(l, 2n − 1). In the other case if g(T ) satisfies the first three conditions of Lemma 2.2 but not the fourth, i.e. 2n−1−l 2 ∈ A(g(T )) then Nh(l, 2n − 1)) ⊆ A(g(T )). If there is x ∈ A(g(T )) \ Nh(l, 2n − 1)) then firstly x ≤ n − 1. If x > 2n−1−l 2 then 2n − 1 − l < 2x < 2n − 1 and 2x ∈ A(g(T )) which is impossible. On the other hand if 0 < x < 2n−1−l 2 then 2n−1−l 2 < ASSOCIATED SEMIGROUPS OF NUMERICAL SETS WITH FIXED FROBENIUS NUMBER 7
x + 2n−1−l 2 < 2n − 1 − l and x + 2n−1−l 2 ∈ A(g(T )) but we just showed that this is impossible. Therefore A(g(T )) = Nh(l, 2n − 1))
We have shown that A(T ) = N(l, 2n) iff either A(g(T )) = N(l, 2n − 1) or A(g(T )) = Nh(l, 2n − 1)) and the result follows.
Theorem 2.7. Given that l is even and l ≤ n − 1 (i.e. 2n − 1 ≥ 2l + 1) then if 2n > 3l, then P (N(l, 2n)) = 2P (l, 2n − 1) − P (Nh(l, 2n)).
And if 2n ≤ 3l then P (N(l, 2n)) = 2P (l, 2n − 1).
Proof. We consider the map whose first argument is a numerical set with Frobenius number 2n−1, second argument is in {0, 1} and outputs numerical sets with Frobenius number 2n,
If 2n ≤ 3l then it follows by Lemma 2.3 and Lemma 2.1 that A(g(T, ǫ)) = N(l, 2n) iff A(T ) = N(l, 2n − 1). The result follows.
On the other hand if 2n > 3l, we just proved that T with Frobenius number 2n − 1 satisfies the three conditions in Lemma 2.1 iff g(T, ǫ) with Frobenius number 2n satisfies the first three conditions in Lemma 2.2. If in addition g(T, ǫ) also satisfies the fourth condition of Lemma 2.2 i.e. 2n−1−l 2 / ∈ A(g(T, ǫ)) then A(g(T, ǫ)) = N(l, 2n). And in the other case if g(T, ǫ) satisfies the first three conditions of Lemma 2.2 but not the fourth i.e. 2n−1−l 2 ∈ A(g(T, ǫ)) then Nh(l, 2n)) ⊆ A(g(T, ǫ)). If there is x ∈ A(g(T, ǫ)) \ Nh(l, 2n)) then firstly x ≤ n − 1. If x > 2n−l 2 then 2n − l < 2x < 2n and 2x ∈ A(g(T, ǫ)) which is impossible. On the other hand if 0 < x < 2n−l 2 then 2n−l 2 < x + 2n−l 2 < 2n − l and x + 2n−l 2 ∈ A(g(T, ǫ)). But we just showed that this is impossible. Therefore A(g(T )) = Nh(l, 2n))
We have proved that A(T ) = N(l, 2n − 1) iff A(g(T, ǫ)) = N(l, 2n) or A(g(T, ǫ)) = Nh(l, 2n). The result follows.
Remark 2.8. We later show that P (Nh(l, f )) is quite small and hence the doubling pattern continues beyond 2n ≤ 3l + 1 with a slight overshooting in case of odd l and a slight undershooting in case of even l.
Densities for numerical sets with One Small atom
we must have f − k ∈ T and k ∈ T , it follows that T can be written in the form of the Lemma3.5. There are 2 f −2k−1 possible P , so the result follows.
If f ≡ l(mod 2), then
Proof. We start with the set B(l, f ). All numerical sets that map to N(l, f ) belong to it. Now their complement consists of all numerical sets T , with Frobenius number f for which
Therefore, the complement can be written as a disjoint union of B(l, k, f ) as k ranges from l + 1 to f − 1. The result follows from Lemma 3.2 and Corollary 3.5.1
Proof. Assume for the sake of contradiction that
Theorem 3.9. For each l the following limit exists, we denote it by γ l :
Proof. The sequence on the right hand side is monotonically decreasing and bounded below by zero so it converges. Moreover, this implies A l,k 4 −k goes to zero as k goes to infinity and we have shown that |B(l,
numerical sets with very small atoms
As we seek to generalise the previous argument to the case of n small atoms, we will get an error term similar to B l, f +l 2 , f which can be quite complicated in general. However all numerical sets in it will have m(A(T ) < f 2 . In this section we show that there are very few such numerical sets.
Consider the numbers 1, 2, . . . , f − 1 and divide them in equivalence classes mod m. Note that r − 1 of these equivalence classes have q + 1 elements and m − r equivalence classes have q elements (we are not including the class 0(mod m)). Now in each class we need to choose the first number to be included in T , or whether to include no number from that class. The upper bound follows. Proof. By the AM-GM inequality
x f is an increasing function of x. Therefore by adding the contribution of each m the ratio is at most 
Proof. If ǫ = 1 2 then c = √ 3.
numerical sets with n small atoms
We start this section with a lemma that illustrates that the last elements of A(T ) are determined by the last and the starting elements of T ; the elements in the middle play no role.
In the first case f 2 − x ∈ T 2 and hence f 2 − x ∈ A(T 2 ). In the second case, we must have
Definition 5.2. Given l 1 < l 2 < · · · < l n < f we define B(l 1 , l 2 , . . . , l n , f ) to be the set of numerical sets T with Frobenius number f for which
Definition 5.3. We define A l 1 ,l 2 ,...,ln = |B(l 1 , l 2 , . . . , l n , 2l n + 1)| Lemma 5.4. If l 1 < l 2 < · · · < l n < f 2 then |B(l 1 , l 2 , . . . , l n , f )| = A l 1 ,l 2 ,...,ln 2 f −2ln−1 .
Proof. Consider map g from numerical sets with Frobenius number f to those with Frobenius number 2l n + 1, given by:
. . , l n , 2l n + 1). Moreover, for any numerical set with Frobenius number 2l n + 1 there are 2 f −2ln−1 numerical sets in its preimage under g, because we can arbitrary choose whether or not to include numbers in [l n + 1, f − l n − 1]. The result follows.
Remark 5.5. We could alternately define the constants A l 1 ,l 2 ,...,ln by first defining a pair of subsets (L, M) of [1, l n − 1] to be (l 1 , l 2 , . . . , l n )admissible if for i = 1, 2, . . . , n − 1 1)
for all x ∈ M \ {l n − l 1 , l n − l 2 , . . . l n − l n−1 }, there exists y ∈ L s.t.
x + y ≤ l n , x + y ∈ M. This is a generalisation of the concept of admissible pairs introduced in [1] .
Then A l 1 ,l 2 ,...,ln could be defined to be the number of (l 1 , l 2 , . . . , l n )admissible pairs. This definition is equivalent as given a pair (L, M) of subsets of [1, l n − 1] consider the numerical set
. Note that any numerical set with Frobenius number 2l n + 1 that contains l n + 1 and does not contain l n can be written this way. Now conditions 1) and 2) hold iff
Definition 5.6. S(l 1 , l 2 , . . . l n , f ) is the subset of B(l 1 , l 2 , . . . l n , f ) that consists of all T for which m(A(T )) ≤ f Remember that |S(l 1 , l 2 , . . . l n , f )| < f × 3 f /2 as proved in Corollary 4.2.1, so it is relatively small compared to 2 f Theorem 5.7. Given 0 < l 1 < l 2 < · · · < l n and f ≥ 2l n + 1
. . l n , f ), and note that all good sets are contained in B(l 1 , l 2 , . . . , l n , f ). Next, the complement of good numerical sets (w.r.t. B(l 1 , l 2 , . . . , l n , f )) can be written a disjoint union ∪ f −1 k=ln+1 B(l 1 , l 2 , . . . , l n , k, f ). Moreover
A l 1 ,l 2 ,...,ln,k 2 f −2k−1 − |S(l 1 , l 2 , . . . , l n , f )| Corollary 5.7.1.
Proof. Note that the right hand side of the equation is monotonically decreasing and bounded below by 0 and hence convergent.
Denote the limit by γ l 1 ,l 2 ,...,ln .
Limits are positive
In this section we will show that the limits γ l 1 ,l 2 ,...,ln are actually positive.
We first prove that for fixed l the limit lim f →∞ |G l (f )| 2 f −1 . is positive and then use this result to prove that γ l 1 ,l 2 ,...,ln is positive. 
Proof. If k ≤ l + 1 then L = ∅ and hence M = ∅ and C l,k = 1.
Next , if x ∈ L then x ∈ M hence we have 3 choices for x. There are k − 2l − 1 such x. It follows that C l,k ≤ 2 l × 3 k−2l−1 Theorem 6.9. Fix l, then lim f →∞ |G l (f )| 2 f −1 exists and is positive Proof. Firstly the limit is 
Finally note that 2 3 1 4 l > 3 × 2 l 4 2l+1 and hence the limit is positive.
Denote the constant a l = 2
Theorem 6.10. Given 1 ≤ l 1 < l 2 < · · · < l n , γ l 1 ,l 2 ,...,ln ≥ a ln 2 ln+1 , and in particular it is positive.
Proof. We create an injective map from G ln (f − l n − 1) to the good numerical sets of N(l 1 , l 2 , . . . , l n ). Given
Note that F (T ) = f and T ∩ [1, l n ] = ∅, therefore
Given x < f − l n if x ∈ T then x ∈ T 1 but x ∈ A(T 1 ) so there exists y ∈ T 1 s.t. x + y ∈ T 1 . In this case we must have x + y ≤ f − l n − 1 and hence y ∈ T , x + y ∈ T . Therefore A(T ) = N(l 1 , l 2 , . . . , l n ).
Finally the size of G ln (f − l n − 1) is at least a ln 2 f −ln−2 (1 + o(1)) and the result follows. Let α n = lim f →∞ α n (f ) Theorem 5.8 implies that these limits actually exist, α −1 = γ, α 1 = γ 1 , α 2 = γ 2 + γ 1,2 , α 3 = γ 3 + γ 1,3 + γ 2,3 + γ 1,2,3 . In general α n is the sum of 2 n−1 terms, one for each subset of {1, 2, . . . , n − 1}
General sequences of numerical semigroups
goes to 0 as f goes to infinity. 
Letting f tend to infinity we are done.
Corollary 7.6.1. |A|<∞ γ A = 1, where A ranges over all finite subsets of positive integers.
Theorem 7.7. If S n is a sequence of numerical semigroups s.t.
Also there is a N ′′ s.t. n > N ′′ implies R(S n ) > N Then for n > Max(N ′ , N ′′ )
Therefore lim sup n→∞ P (S n ) 2 F (Sn)−1 ≤ 2ǫ Since ǫ was arbitrary we are done. Proof. If R(S n ) is not bounded, then there is a subsequence for which R(S) goes to ∞. Now Theorem 7.7 leads to a contradiction.
Theorem 7.8. If S n is a sequence of numerical semigroups for which R(S n ) is bounded above then lim inf n→∞ P (S n ) 2 F (Sn)−1 > 0 Proof: Say R(S n ) < M for each n. Each semigroup can be written as N(l 1 , l 2 , . . . , l t ) for some l 1 < l 2 < · · · < l t < M. Note that there are only finitely many (at most 2 M −1 ) possibilities for (l 1 , l 2 , . . . , l t ). Create a separate sub-sequence for each choice of (l 1 , l 2 , . . . , l t ). Now within a sub-sequence remember that
which we have proven to be positive. Therefore each sub-sequence has a positive liminf (semigroups can repeat) and hence the original sequence has a positive liminf.
Corollary 7.8.1. If S n is a sequence of semigroups s.t.
Proof. If R(S n ) does not go to infinity then there will be a subsequence for which R(S n ) is bounded. The Theorem 7.8 leads to a contradiction.
Conjecture 7.9. If (l 1 , l 2 , . . . l n ) = (k 1 , k 2 , . . . k m ) then γ l 1 ,l 2 ,...ln = γ k 1 ,k 2 ,...km A consequence of this conjecture would be: Corollary 7.9.1. If S n is a sequence of distinct numerical semigroups then the sequence P (S n ) 2 F (Sn)−1 . converges iff either R(S n ) → ∞ or there exist l 1 < l 2 < · · · < l t s.t. S n is a sub-sequence of N(l 1 , l 2 , . . . l t ) 8. numerical Approximation of the Limits Lemma 8.1. For l 1 < l 2 < · · · < l n < k we have A l 1 ,l 2 ,...,ln,k ≤ 3 k−1 Proof. Note that if (L, M) is (l 1 , l 2 , . . . , l n , k)−admissible then L ⊆ M ⊆ [1, k − 1]. Note that there are 3 k−1 pairs of subsets satisfying this condition.
Lemma 8.2. Given l 1 < l 2 < · · · < l n we have
So the result follows from Lemma 8.2
We numerically computed approximate values for the densities based on constants A l 1 ,...,ln in the appendix, the values of the limits were given in table 1.
In [1] it was proved that the power series ∞ n=1 A n z n has radius of convergence ≤ 1 2 and > 1 4 , which is related to the limit of A k A k−1 . Based on data for of these constants for different l 1 , l 2 , . . . , l n presented in the appenix we make the following conjecture.
Conjecture 8.3. If we fix l 1 < l 2 < · · · < l n then lim k→∞ A l 1 ,l 2 ,...,ln,k+1 A l 1 ,l 2 ,...,ln,k = 3
Theorem 8.4. A l 1 ,l 2 ,...ln,ln+1 ≤ A l 1 ,l 2 ,...ln
Proof. If (L, M) are (l 1 , l 2 , . . . l n , l n + 1)-admissible then l n ∈ L and l n + 1 − l n = 1 ∈ M. Let M ′ = (M \ {1}) − 1, then L, M ′ are subsets of [1, l n − 1]. For 1 ≤ i ≤ n and x ∈ [1, l i − 1] if x ∈ L then l n + 1 − l i + x ∈ M hence l n − l i + x ∈ M ′ . Next for 1 ≤ i ≤ n − 1 we have l i ∈ L and l n + 1 − l i ∈ M which implies l n − l i ∈ M ′ . Finally for each x ∈ [1, l n − 1] \ {l n − l 1 , l n − l 2 , . . . l n − l n−1 } if x ∈ M then x + 1 ∈ M ′ and x + 1 ∈ [1, l n ] \ {l n + 1 − l 1 , l n + 1 − l 2 , . . . l n + 1 − l n−1 }, therefore there is a y ∈ L s.t. x + 1 + y ≤ l n + 1 and x + 1 + y ∈ M i.e. x + y ≤ l n and x + y ∈ M ′ . Therefore (L, M ′ ) is l 1 , l 2 , . . . l n -admissible, and notice that this map from l 1 , l 2 , . . . l n , l n + 1-admissible pairs to l 1 , l 2 , . . . l n -admissible pairs is injective. Therefore A l 1 ,l 2 ,...ln,ln+1 ≤ A l 1 ,l 2 ,...ln .
Maximal numerical sets with very small atoms
Then for a Frobenius number f there are 2f maximal numerical sets. This is because if we determine which of 1, 2, ...f are in T , then other half of T is determined.
The Theorem 4.1 has the following generalization for maximal numerical sets. Proof. Note that if x ∈ T , then x + m ∈ T . Consider numbers 1, 2, . . . f − 1 and divide them into congruence classes mod m. There are r classes with q + 1 elements and m − r classes has q elements. For the congruence class 0, we know that 0, m, 2m, ..., qm must all be in T . Now for 1 ≤ t ≤ r − 1 we have q + 2 choices for which elements congruent to t (mod m) to have in T (we only need to chose the smallest element congruent to t in T and it determines the rest)
Similarly for r ≤ t ≤ m − 1 there are q + 1 choices for which elements congruent to t(mod m) to have in T .
But by maximality condition, given 1 ≤ t ≤ r − 1, when the class t is determined, the class r − t is automatically determined. Thus if r is odd, we can only freely choose r−1 2 congruence classes. The number of possible choices is (q + 2) r−1 2 . If r is even, then we can freely choose for r−2 2 congruence classes and the other r−2 2 are determined. And the maximality condition in fact completely determines the congruence class r 2 , we must have all elements larger than q 2 m + r 2 and none of the elements ≤ q 2 m + r 2 . So the number of possible choices is (q + 2) r−2 2 . For t = r we cannot have any elements congruent to r in T as f ∈ T . For r + 1 ≤ t ≤ m − 1, by similar reasoning as above, we get that the number of possible choices is (q + 1) if m − r is even. Thus the total number of choices is at most (q+2)
Corollary 9.1.1. For fixed ǫ > 0 (and ǫ < 1)
Proof. In the proof of 4.1.1, we saw that (q + 2) r−1 (q + 1) m−r is less than (1 + f m−1 ) m−1 , so (q + 2)
x f is an increasing function of x. Thus the cardinality of the set
, which goes to 0 as f goes to infinity.
Corollary 9.1.2.
#{T |T is maximal,
10. Maximal numerical sets with n small atoms Definition 10.1. B σ (l 1 , l 2 , ...l n , f ) is the set of numerical sets T such that T is maximal and T ∈ B(l 1 , l 2 , ...l n , f )
Definition 10.2. We define A σ l 1 ,l 2 ,...ln = |B σ (l 1 , l 2 , . . . l n , 2l n + 1)| Lemma 10.3. Given 1 ≤ l 1 < l 2 · · · < l n < f 2 , we have |B σ (l 1 , l 2 , . . . l n , f )| = A σ l 1 ,l 2 ,...ln 2f −ln . Proof. Consider the map g from maximal numerical sets with Frobenius number f to those with Frobenius number 2l n + 1 given by
Theorem 5.1 implies that T is in B(l 1 , l 2 , . . . l n , f ) iff g(T ) is in B(l 1 , l 2 , . . . l n , 2l n + 1). Also T being maximal implies g(T ) is maximal. Finally given a numerical set in B σ (l 1 , l 2 , ...l n , 2l n + 1) there are exactly 2f −ln maximal numerical sets mapped to in by g. Therefore the result follows.
Definition 10.4. We define P σ (S) to be the number of maximal numerical sets mapped to a numerical semigroup S by the associated semigroup operator.
Definition 10.5. We define S σ (l 1 , l 2 , . . . l n , f ) to be the union of all B σ (l 1 , l 2 , . . . , l n , k, f ) where k ranges from ⌈ f 2 ⌉ to f − 1 Theorem 10.6. Given l 1 < l 2 < · · · < l n and f ≥ 2l n + 1 we have
Proof. P σ (N(l 1 , l 2 , . . . l n , f )) is the number of maximal numerical sets T for which
Note that this can be obtained by starting with B σ (l 1 , l 2 , ...l n , f ) and then subtracting the number of maximal numerical sets for which
. We separate the cases where k < f 2 and k > f 2 . Thus, we have
Dividing both side by 2f we get the claimed equation.
Notice that if T ∈ S σ (l 1 , l 2 , . . . l n , f ) then m(T ) < f 2 therefore by Corollary 9.1.2 lim f →∞ S σ (l 1 , l 2 , . . . l n , f ) 2f = 0
Theorem 10.7.
Proof. The sum converges because it is bounded below and decreasing monotonically. We will denote the limit by γ σ l 1 ,l 2 ,...,ln .
Remark 10.8. These limits are not always positive, for example consider the case of N(2, f ). Suppose T is a maximal numerical set with A(T ) = N(2, f ). Now if f − 1 ∈ T then 1 ∈ T and consequently f − 1 ∈ A(T ) which is a contradiction. On the other hand if 1 ∈ T then f − 1 ∈ T which implies f − 2 ∈ A(T ) which is again a contradiction. Therefore no such T exists and the limit is zero.
Maximal numerical sets for general sequences of numerical semigroups
Definition 11.1. We define
. Letting f tend to infinity we are done.
Corollary 11.7.1.
where A ranges over all finite subsets of Z >0 (including the empty set).
Theorem 11.8. If S n is a sequence of numerical semigroups s.t. R(S n ) → ∞ as n → ∞ then
Next, there is an N 1 s.t. if n > N 1 then
There is N 2 such that if n > N 2 then R(S n ) > N. Now n > N 1 implies
Finally n > max(N 1 , N 2 ) implies
Since ǫ is arbitrary it follows that lim n→∞ P σ (S n ) 2 F (Sn) = 0
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Appendix
We give a list of constants A l 1 ,l 2 ,...,ln that have been numerically computed. These were used to compute approximate values of γ l 1 ,l 2 ,...,ln given earlier.
n A n An A 
