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Abstract—In this paper, we study the robust beamforming
design for a simultaneous wireless information and power
transfer (SWIPT) enabled system, with cooperative non-
orthogonal multiple access (NOMA) protocol applied. A novel
cooperative NOMA scheme is proposed, where the strong user
with better channel conditions adopts power splitting (PS)
scheme and acts as an energy-harvesting relay to transmit
information to the weak user. The presence of channel
uncertainties is considered and incorporated in our formulations
to improve the design robustness and communication reliability.
Specifically, only imperfect channel state information (CSI)
is assumed to be available at the base station (BS), due to
the reason that the BS is far away from both users and
suffers serious feedback delay. To comprehensively address
the channel uncertainties, two major design criteria are
adopted, which are the outage-based constraint design and the
worst-case based optimization. Then, our aim is to maximize
the strong user’s data rate, by optimally designing the robust
transmit beamforming and PS ratio, while guaranteeing the
correct decoding of the weak user. With two different channel
uncertainty models respectively incorporated, the proposed
formulations yield to challenging nonconvex optimization
problems. For the outage-based constrained optimization, we
first conservatively approximate the probabilistic constraints
with the Bernstein-type inequalities, which are then globally
solved by two-dimensional exhaustive search. To further reduce
the complexity, an efficient low-complexity algorithm is then
proposed with the aid of successive convex approximation (SCA).
For the worst-case based scenario, we firstly apply semidefinite
relaxation (SDR) method to relax the quadratic terms and
prove the rank-one optimality. Then the nonconvex max-min
optimization problem is readily transformed into convex
approximations based on S-procedure and SCA. Simulation
results show that for both channel uncertainty models, the
proposed algorithms can converge within a few iterations, and
the proposed SWIPT-enabled robust cooperative NOMA system
achieves better system performance than existing protocols.
Index Terms-Non-orthogonal multiple access, simultaneous
wireless information and power transfer (SWIPT), outage-based
constrained optimization, worst-case based optimization.
I. INTRODUCTION
Non-orthogonal multiple access (NOMA) has been pro-
posed as a promising multiple access candidate for 5G and
beyond wireless communication systems due to its potential
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to significantly improve spectral efficiency [1], [2], [3]. Specif-
ically, NOMA has been shown to be more beneficial than
conventional orthogonal multiple access (OMA) schemes in
many aspects [4], [5]. For example, in a downlink NOMA
network, the base station (BS) sends the superimposed infor-
mation containing all users’ messages, then the users with
strong channel conditions can obtain the prior information
of the weak users1, after applying successive interference
cancellation (SIC) to remove the co-channel interference. The
obtained prior information can then be fully exploited with a
cooperative transmission scheme, to improve the weak user’s
reception reliability [6].
In addition, since energy efficiency is another key objective
of 5G and beyond communications [7], simultaneous wireless
information and power transfer (SWIPT) has drawn signifi-
cant attention [8]. Specifically, the application of SWIPT to
NOMA has been studied by considering that NOMA users
can harvest energy from the received signals [9]. For instance,
the optimal time switching and power splitting (PS) schemes
were studied to maximize the achievable rate regions of
the wireless powered NOMA systems in [10]. The spectral
efficiency performance comparison between NOMA and OMA
for a two-user SWIPT system has been addressed in [11].
The cooperative SWIPT NOMA protocol was investigated in
[12], in which near NOMA users act as energy harvesting
(EH) relays to help far NOMA users without draining their
batteries. In [13], considering a cooperative multiple-input
single-output (MISO) SWIPT NOMA scheme, the PS ratio and
the beamforming vectors were optimized to maximize the data
rate of the strong user2 while satisfying the quality of service
(QoS) requirement of the weak user. However, all the above
studies assume that perfect channel state information (CSI)
is known at the BS, which is quite difficult in practice due
to channel estimation errors, feedback delay and quantization
errors [14], [15].
By considering a more practical scenario that the BS only
knows imperfect CSI, a robust beamforming design prob-
lem for MISO NOMA systems was investigated in [16] to
maximize the achievable sum rate subject to the transmit
power constraint. In [17], the beamformers were designed for
a robust power minimization problem by incorporating the
norm-bounded channel uncertainties to satisfy the required
QoS at each user. In addition, to tackle the energy efficiency
maximization problem, the robust beamforming design was
solved in [18] for a massive multiple-input multiple-output
1Here, the weak user means the user that is far from the BS.
2Here, the strong user means the user that is near the BS.
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(MIMO) NOMA downlink system with imperfect CSI con-
sidered. Furthermore, focusing on a full-duplex MISO MC-
NOMA network, a resource allocation algorithm was designed
in [19] to maximize the weighted system throughput taking
into account the imperfect CSI of the eavesdropping channels
and the QoS requirements of legitimate users.
Although channel uncertainties are taken into consideration
in the aforementioned papers, we note that SWIPT, as a key
enabler of 5G communications [20], is not studied in [16]-[19].
On the other hand, the SWIPT-enabled NOMA in [9]-[13]
only considers perfect CSI. Hence, it is natural and of great
significance to investigate the transmit beamforming design in
a downlink SWIPT-enabled cooperative NOMA system with
imperfect CSI. To address the CSI errors, various channel
uncertainty models can be found in existing literature. A
common one is the outage-based constrained formulation [21]
where the outage probability of the signal to interference
plus noise ratio (SINR) must be less than a given value. The
other is the worst-case SINR constrained problem [22], [23],
in which the CSI errors are assumed to lie in a bounded
uncertainty set. In this paper, we study both of the channel
uncertainty models, in order to provide a comprehensive robust
transmit beamforming design. Since in wireless communica-
tion systems, the downlink channel can be observed at the
receiver side and fed back to the BS via an uplink control
channel. Therefore, the main sources which cause imperfect
CSI include channel estimation errors and/or feedback delay.
Specifically, the common pilot with high transmit power is
adopted in the downlink channel and shared by all receivers
[24]. As a result, there is no channel estimation errors and
the CSI obtained at the receiver side can be accurate. Hence
we assume that all users perfectly know the CSI of downlink
channels in this paper. Despite channel estimations at the user
side are accurate, imperfect CSI may still result from feedback
delay in the feedback link. As the users are far from the
BS, the BS suffers serious feedback delay, which results in
imperfect CSI at the BS side. On the other hand, since the
two users are quite close to each other, we can assume that
the feedback delay at the strong user, i.e., user 1, is negligible.
Therefore, user 1 can obtain perfect CSI of user 2, while
imperfect CSI is available at the BS. We aim to design robust
transmit beamforming to maximize the rate of the strong user,
based on the condition that the signal of the weak user can
be correctly decoded. The main contributions of this paper are
listed in the following:
 To comprehensively study the channel uncertainties for
the SWIPT-enabled cooperative NOMA system with only
imperfect CSI available at the BS, we formulate new opti-
mization problems to design robust transmit beamforming
and PS ratio to maximize the data rate of the strong
user by modeling the channel uncertainties as a outage-
based SINR constraint and a worst-case SINR constraint,
respectively.
 For the robust design of the outage-based constrained
formulation P1, we investigate the probabilistic QoS
constraints where the probability of failure decoding
for the weaker user’s signal must fall below a given
outage value. Semidefinite relaxation (SDR) technique is
firstly employed to linearize the quadratic terms in the
SINR expression. Then we derive an efficiently com-
putable convex approximation of the original problem
with the Bernstein-type inequality method, which can
be globally solved. To avoid the high complexity, the
successive convex approximation (SCA)-based method is
then proposed to iteratively solve the problem. We verify
that the proposed Bernstain-inequality and SCA-based
transformation method can usually produce the rank-one
solutions.
 For the worst-case based formulation P4, the SDR method
is first applied and the rank-one optimality of the SDR
approach is demonstrated to show the equivalence with
the original problem. Then the reformulated robust design
using S-procedure is presented to solve the hidden inner
minimization constraint over the norm-bounded error.
Finally, an efficient iterative algorithm based on SCA is
developed to provide a low-complexity robust beamform-
ing deign.
 Simulation results demonstrate the robustness and effec-
tiveness of the proposed beamforming design compared
to other existing schemes for both rate-maximization for-
mulations and channel uncertainty models. In addition, it
shows that both the proposed low-complexity algorithms
can achieve near-optimal system performance.
The rest of this paper is organized as follows. In Section
II, we give a brief introduction to the system model of the
proposed SWIPT-enabled robust cooperative NOMA system.
The probabilistic SINR constrained optimization problem is
formulated and analyzed in Section III. In Section IV, the
data rate maximization problem for the strong user is formu-
lated and solved by adopting the worst-case based channel
uncertainty model. Simulation results are given in Section V
and finally the paper is concluded in Section VI.
The following notation is used: Efg represents expectation,
()T denotes the Hermitian transpose, Tr() and rank() means
the trace and the rank of a matrix, and I is an identity matrix
of appropriate dimension. jj denotes the absolute value of
a complex scalar, jjjj denotes the l2 norm of a vector. The
circularly symmetric complex Gaussian distribution with mean
 and variance 2 is denoted by CN (; 2).
II. SYSTEM MODEL
Consider a downlink time division multiple access (TDMA)
MISO transmission system, as shown in Fig. 1, wherein the
BS is equipped with Nt antennas and all users are equipped
with the single antenna. There are two users in each beam and
the BS performs MISO transmission with K users through
M beams, where K = 2M 3. Assume that the total time
duration T is equally divided into M slots where the time
duration of each slot is tm = TM . Then during the time slot tm,
only the m-th user-pair is allowed to transmit, while the other
user-pairs remain silent. Therefore, the inner-cell interference
between pairs of users does not exist. As a result, when
3It is assumed that users have already been grouped into pairs, and we can
refer to [25] for how to do user pairing.
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Fig. 1. System model for the SWIPT-enabled cooperative NOMA.
formulating the rate-maximization problems and designing
robust beamforming, we can just focus on one beam.
Let us take the first beam as an example. It is assumed that
NOMA protocol is adopted for the two users. Without loss of
generality, we assume that user 1 is a strong user with better
channel conditions and user 2 is a weak user. According to
NOMA protocol, user 1 removes the interference of user 2
by applying SIC and then detect its own information, while
the user 2 treats the user 1’s message as noise. Since user 1
can obtain prior information of the messages for user 2 and
thus can act as a relay to improve the connection between the
BS and user 2. In order to help user 2 without draining user
1’s battery, we assume that the power utilized to transmit the
information of user 2 can be obtained from SWIPT.
Since the imperfect CSI case at the BS is considered,
we first introduce the CSI error model. The actual channels
between the BS and two users can be characterized as
hi = ~hi + ei; i = 1; 2; (1)
where hi denotes the actual channel gain, ~hi is the estimated
channel gain at the BS, and ei represents the channel errors of
two users. The detailed expression of ei for the two channel
uncertainty models will be introduced in the next two sections.
Two phases are involved in the SWIPT-enabled robust
cooperative NOMA transmission. At the first robust direct
transmission phase, user 1 coordinates the process of
information decoding (ID) and EH from the received signal
by adopting PS scheme. Specifically, as can be seen in Fig.
1, the received signal at user 1 is split into the information
decoder and the energy harvester. As for user 2, it receives
the direct transmission signal from the BS at this phase. Then
in the second cooperative transmission phase, user 1 forwards
the decoded user 2’s message to user 2 with the harvested
energy. The detailed process is summarized as follows.
A. Robust Direct Transmission Phase
During this phase, the signals for two users are superposition
coded at the BS, i.e., x = w1x1 + w2x2, where x1 and
x2 are the messages for user 1 and user 2 respectively.
The power of the transmitted symbol is normalized, i.e.,
Ekx1k2 = Ekx2k2 = 1, and w1 and w2 are the corresponding
precoding vector. Then, for the weak user, i.e., user 2, the





2 (w1x1 +w2x2) + n2; (2)
where hH2 denotes the Hermitian transpose of h2 2 CNt,
n2  CN (0; 1) is the additive white Gaussian noise (AWGN).
In this paper, we assume that all channels have the same noise
value as 2=1. Then the SINR obtained by user 2 from the






1 + jhH2 w1j
2 : (3)
Due to the assumption that there is not enough power to
forward the signal of x2 to user 2, user 1 needs to replenish
the energy from the BS based on the ’harvest-then-transmit’
protocol proposed in [26]. The PS scheme is employed at user
1 to perform SWIPT. Then, the information received at user
1 is given by
y1 =
p
1  hH1 (w1x1 +w2x2) + n1; (4)
where  2 [0; 1] is the PS ratio, h1 2 CNt is the channel
coefficient between the BS and user 1, and n1  CN (0; 1)
is the AWGN. With SIC carried out at user 1, i.e., user
1 firstly decodes the message for user 2 and then removes
the information of user 2 to decode its own information, the





1 + (1  )jhH1 w1j
2 : (5)
After removing the message of user 2 from y1, the correspond-
ing signal to noise ratio (SNR) of user 1 can be expressed as
SNR1 = (1  )jhH1 w1j
2
; (6)
which will be our optimization objective in the next section.
Besides, to ensure the correct decoding capability in a given
order, we have the following inequality requirements [27]:
jhH1 w2j




2  jhH2 w1j
2
: (7b)
Furthermore, with PS protocol applied at user 1 to harvest
energy from the BS, the harvested energy can be given as [28]
E = (jhH1 w1j2 + jhH1 w2j2)T; (8)
where  and T denote the EH efficiency and the transmission
time fraction, respectively. Without loss of generality, we set
T = 12 which means that equal time duration is assigned
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for direct and cooperative transmission stages. Hence, the
available average power of user 1 can be expressed as
Pr =
(jhH1 w1j2 + jhH1 w2j2)T
1  T
= (jhH1 w1j2 + jhH1 w2j2):
(9)
It is worthwhile to point out that only when user 1 can
successfully decode the signals of two users, it can then use
the harvested energy to forward the signals to user 2. This
means that it is more important for user 1 to decode the
signals than performing EH.
B. Cooperative Transmission Phase
In the cooperative transmission phase, if the received SINR
for user 1 to detect the message of user 2 is larger than or
equal to the target SINR of user 2, we can assume that user 1
can correctly decode the received symbols of user 2 [29]. Then
user 1 forwards signal x2 to user 2 using the harvested energy.






Prgx2 + n3; (10)
where Pr is the available power of user 1, g is the perfectly
known channel coefficient between user 1 and user 2, and
n3  CN (0; 1) is the normalized AWGN. The achievable SNR
of user 2 at this phase can be written as
SNR
(2)
2 = jgj2(jhH1 w1j2 + jhH1 w2j2): (11)
Combining the observation from both phases and using
maximal ratio combination (MRC), the equivalent SINR of









1 + jhH2 w1j
2 + jgj2(jhH1 w1j2 + jhH1 w2j2):
(12)
In the next two sections, we aim to maximize the data rate
of user 1, which is equivalent to maximize the SNR of user 1,
subject to the outage-based and worst-case based constraints
respectively.
III. OUTAGE-BASED CONSTRAINED OPTIMIZATION
In this section, the outage-based probabilistic constraints
caused by imperfect CSI will be investigated, where the
unsuccessful decoding of weak user falls into the scope of
outage. The goal is to design beamforming vectors w1 and
w2 to maximize the data rate of user 1, which is equivalent
to maximize the SNR of user 1 while guaranteeing the outage
requirements. Specifically, the outage for strong user happens
when it is not able to decode the weaker user’s information,
while for the weak user, the outage means that it can not
successfully decode its own information.
The study of outage-based constrained robust optimization
is a meaningful design criterion as CSI errors are universal
present in practical systems, and they may cause severe
outage if not handled properly [30]. However, as the prob-
ability functions can not yield straightforward closed-form
expressions, how to deal with probabilistic constraints is of
vital importance. To tackle the problem, we will resort to
Bernstein-type inequality approach to deal with the probability
constraints.




(1  )jhH1 w1j2 (13a)
s:t: Pr (SINR1;2  )  1  1; (13b)
Pr (SINR2  )  1  2; (13c)
jjw1jj22 + jjw2jj22  Pmax; (13d)
jhH1 w2j




2  jhH2 w1j
2
; (13f)
0    1; (13g)
where  is the target SINR of user 2, i 2 [0; 1), i = 1; 2, is
the maximum tolerable outage probability for two users, and
Pmax is the maximum available power at the BS. Constraints
(13e) and (13f) represent the given order decoding capability
requirements [27].
To solve the problem P1, we first relax it by applying SDR
approach and drop the rank-one constraint. Specifically, we
replace the beamforming vector wi by semidefinite positive
matrices W i, i.e,
W i = wiw
H
i ; i = 1; 2: (14)
Then, since imperfect CSI is considered at the BS, the




i e; i = 1; 2; (15)
where Ci  0 denotes some known error covariance and e 
CN (0; INt).
By replacing hi with ~hi + C
1
2





H(W 2   W 1)(~h1 + C
1
2
1 e), the probabilistic






 1  1: (16)
On the other hand, for the outage-based SINR constraint
(13c), we transform it by introducing an auxiliary variable .









jhH2 w1j2 + 1
 ; (17b)
where the optimality of the decomposition can be assured
when (17b) holds with equality. It is worth noting that (17a)
has the same form as (13b). Furthermore, with the application
of SDR, (17b) can be further described as
Tr(H2W 1)  Tr(H2W 2)  ; (18)
where Hi , hihHi ; i = 1; 2.
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Further, by introducing several auxiliary variables, i.e., Qi,
ri and si; i = 1; 2; the following correspondence to (13b) and
(17a) can be shown
Q1 = C1
1
2 (W 2   W 1)C1 12 ; (19a)
r1 = C1
1
2 (W 2   W 1)~h1; (19b)
s1 = ~h
H
1 (W 2   W 1)~h1  

1   ; (19c)
Q2 = C1
1





2 (W 1 +W 2)~h1; (19e)
s2 = ~h
H
1 (W 1 +W 2)
~h1      
jgj2 : (19f)
Finally, the original probabilistic outage constraint (13b)




eHQie+ 2RefeHrig+ si  0
	  1  i; i = 1; 2:
(20)
A. Bernstein-type inequality method
To deal with a probabilistic constraint that has a form
as (20), we adopt the Bernstein-type inequality to construct
a convex approximation. Firstly, the following lemma is
introduced which serves as a basis [31]:
Lemma 1: Let e 2 CN (0; In), Q 2 Hn and r 2 Cn. Then,
for any " > 0, we have that
PrfeHQie+ 2RefeHrig  T (")g  1  e "; (21)





jjQijj2F + 2jjrijj2   "+(Qi); (22)
with +(Qi) = maxfmax( Qi); 0g, and max denotes the
corresponding maximum eigenvalue of  Qi.
The above inequality is the well-known Bernstein-type
inequality, which can also be expressed by the inverse mapping






+si  0g  1 e T 1( s): (23)
It is easy to find that when e T
 1( si)  i holds, the
inequality (23) can still be satisfied if we replace e T
 1( si)
with i. By adopting the Bernstain-type inequality and using








jjQijj2F + 2jjrijj2  0:
(24)
Furthermore, by introducing two slack variables t1 2 R




 2ln(i)t1 + ln(i)t2 + si  0; (25a)
q
jjQjj2F + 2jjrijj2  t1; (25b)
t2In +Qi  0; (25c)
t2  0: (25d)
Therefore, one can note that the probabilistic inequality (20)
is transformed into efficiently computable convex restrictions
as (25a)-(25d).
Finally, by applying the SDR approach and Bernstein-type
method, P1 is reformulated as
P2 : max
;W 1;W 2
(1  )Tr(H1W 1) (26a)
s:t: Tr(Q1) 
p
 2ln(1)t1 + ln(1)t2 + s1  0;
(26b)q
jjQ1jj2F + 2jjr1jj2  t1; (26c)
t2In +Q1  0; (26d)
Tr(Q2) 
p
 2ln(2)t3 + ln(2)t4 + s2  0; (26e)q
jjQ2jj2F + 2jjr2jj2  t3; (26f)
t4In +Q2  0; (26g)
t2  0; t4  0; (26h)
Tr(H2W 1)  Tr(H2W 2)  ; (26i)
Tr(H1W 2)  Tr(H1W 1); (26j)
Tr(H2W 2)  Tr(H2W 1); (26k)
Tr(W 1) + Tr(W 2)  Pmax; (26l)
0    1; (26m)
where Qi, ri and si; i = 1; 2; are defined as (19a)-(19f).
Remark 1: The optimal solution to problem P2 can be
found through two-dimensional exhaustive search of variables
 and .
However, the complexity of two-dimensional exhaustive
search is too high, which motivates us to find a low-complexity
suboptimal solution based on SCA and arithmetic geometric
mean (AGM) [32].
B. SCA-based transformation
In this subsection, before we solve the formulated problem
P2, we first transform it into a convex program. By applying
epigraph reformulation and introducing two auxiliary variables
 an , the objective function (26a) can be recast as:
max u (27a)





Hence, (26a) is converted into a linear objective function
(27a), a convex linear matrix inequality (LMI) (27c) and
a nonconvex quadratic inequality (27b) which can be then
approximated by the SCA method. To approximate (27b), a
convex lower bound for 2 needs to be obtained by applying
first-order Taylor approximation as below:
2  2(n)   ((n))2; (28)
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Algorithm 1 SCA-based method to solve P3
1: Input: 0 = 0:001, 0 = 0:01 n = 0,  = 1 and the
tolerance  = 10 3.
2: while   
3: Update n by solving problem (33);
4: Set n = n 1;
5: Update  = n   n 1 ;
6: Update n = n+ 1;
7: end while
8: Output: W n1 and W
n
2 .
where (n) denotes the value of variable  at the n-th
iteration. By replacing 2 with the inequality (28), (27b) can
be approximated by a stringent constraint given as
2(n)   ((n))2  : (29)
In addition, by applying AGM method, the constraint (26i)








2  2Tr(H2W 2)  2; (30)







Now the remaining problem lies in (26e), as the formation




1 (W 1 +W 2)
~h1   












(n 1)=(n 1). Here, (32b) is obtained with
the AGM-inequality method and the transformation process is
omitted for simplicity.
As a result, after applying the proposed approximation
methods, the original problem P2 can be transformed to
a convex program. During the n-th iteration, the following









(26b); (26c); (26d); (26e); (26f); (26g); (26h); (33d)
(26j); (26k); (26l); (27c); (29); (30); (32a); (32b): (33e)
Finally, to solve the problem P3, we provide the SCA-based
iterative algorithm, outlined in Algorithm 1.
To prove the effectiveness of the proposed Algorithm 1, we
provide the following proposition.
Proposition 1: The proposed Algorithm 1 based on the
SCA method can converge to a Karush-Kuhn-Tucker (KKT)
point of problem P2 whenever problem P3 is feasible.
Proof : The convergence of SCA method will be proved in
Proposition 3 in the next section.
TABLE I
RATIO OF RANK-ONE SOLUTIONS







It is noted that both problem P2 and P3 are formulated
by dropping the rank-one constraint. We verify the rank-one
characteristic of problem P3 via simulations by setting  = 1
Mbps, and  = 0:1. The solution is declared as rank-one if
the following condition holds:
max(W i)
Tr(W i)
= 1; i = 1; 2: (34)
We iteratively solve the optimization problems for 1,000
times. As can be seen from Table I, in the ratio column, the
denominator represents the number of feasible points while
the numerator denotes the amount of rank-one solutions. The
probability of rank-one solutions is higher than 98%, which
means the rank-one solutions are usually obtained. Hence,
we can conclude that the solutions of problem P3 guarantee
that the rank-one constraints can be satisfied with a high
probability, which provides a tight upper bound on the optimal
values of the original problem formulation.
IV. WORST-CASE BASED OPTIMIZATION
Apart from the outage-based channel uncertainty model, in
this section the channel uncertainties are modeled based on
the worst-case scenario. Firstly, let us discuss the channel
mismatches. For worst-case based optimization, the channel
mismatches are assumed to lie in the bounded sets f~eh1 :
jj~eh1 jj2  2h1g and f~eh2 : jj~eh2 jj2  2h2g, where 2h1 and 2h2
are known constants that model the channel errors.
Then, our objective is to maximize the SNR of strong user
while guaranteeing the correct signal decoding of the weak
user for the channel mismatches, i.e., ~eh1 , ~eh2 , bounded in the
known sets. Hence, the following robust beamforming design

















1 + jhH2 w1j











2  jhH2 w1j
2
; (35e)
jjw1jj22 + jjw2jj22  Pmax; (35f)
0    1; (35g)
where  is the target SINR of user 2 and Pmax is the maximum
available power at the BS. It can be easily verified that problem
P4 is nonconvex. This is not only due to the quadratic terms
of the objective and constraints, but also for the hidden inner
minimization constraint over ~eh.
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Similarly, the first step is also to replace the beamforming
vector wi with semidefinite positive matrices W i, i.e,
W i = wiw
H
i ; i = 1; 2: (36)
Then, we decompose (35a) and (35b) by introducing several
auxiliary variables to explore its hidden convexity. By denoting







s:t: (~h1 + ~eh1)
HW 1(~h1 + ~eh1) 

1   ; (37b)
(~h1 + ~eh1)
HW 2(~h1 + ~eh1) 
(+ 1)
1   ; (37c)
(~h1 + ~eh1)




HW 2(~h2 + ~eh2)
1 + (~h2 + ~eh2)
HW 1(~h2 + ~eh2)
 t; (37e)
(~h1 + ~eh1)
H(W 2  W 1)(~h1 + ~eh1)  0; (37f)
(~h2 + ~eh2)
H(W 2  W 1)(~h2 + ~eh2)  0; (37g)
Tr(W 1) + Tr(W 2)  Pmax; (37h)
W 1;W 2  0 and (35g); (37i)
where  and t are two auxiliary variables that can be re-
spectively interpreted as the SNR of user 1 and SINR(1)2 .
Note that problem P5 is a relaxed version by dropping the
nonconvex rank-one constraints, i.e., rank(W i) = 1; i = 1; 2.
The advantage of this relaxation lies in that the transformed
inequalities are linear toW 1 andW 2. Although the rank-one
constraints are dropped, we provide the following proposition
to show that the relaxed problem P5 can still achieve an
optimal solution which satisfies the rank-one constraints.
Proposition 2: There is always an optimal solution
(W 1
;W 2) to problem P5 with rank(W i ) = 1; i = 1; 2,
whenever it is feasible.
Proof : The proof is provided in Appendix A.
Further, we note that in problem P5, only constraints (37b)-
(37g) are nonconvex. To deal with the nonconvexity issues, we
















23     t; (38f)
which consist of three LMIs (38a), (38c), and (38e), and three
nonconvex quadratic inequalities (38b), (38d) and (38f) that
need to be further transformed.
Then, the SCA method can be applied to iteratively ap-
proximate (38b), (38d) and (38f) by performing the first-order
Taylor approximation as below
2
(n)
1 1   ((n)1 )2  ; (39a)
2
(n)
2 2   ((n)2 )2  (+ 1); (39b)
2
(n)
3 3   ((n)3 )2     t; (39c)
where (n)i ; i = 1; 2; 3, denotes the variable value of i at the
n-th iteration. As a result, the original nonconvex constraints
can be approximated by SCA-based expressions and LMIs.
The equivalence is guaranteed since (39a), (39b) and (39c)
must hold with equality at optimum.
To deal with the inner minimization problem for the bound-
ed error, (37b) can be first expressed as follows by introducing







1 W 1~e1   1  0; (40a)
 ~eHh1~eh1 + 2h1  0: (40b)
Then, in order to make the problem more tractable to solve,
we introduce the S-procedure with Lemma 2 [33].
Lemma 2: Let F 1, F 2 be symmetric matrices, g1 and g2
be vectors, h1 and h2 be real numbers, then the following
implication
xTF 1x+ 2x
T g1x+ h1  0; (41a)
=) xTF 2x+ 2xT g2x+ h2  0; (41b)











provided that there exists a point x^ with x^TF 1x^+2x^
T g1x+
h1  0.
According to Lemma 2, we note that both inequalities, i.e.,
(40a) and (40b), can be satisfied with a proper ~eh1 if and only
if there exists a 1  0 such that"












Notice that the inequality (43) is a convex LMI and can be
easily implemented with standard convex solvers such as CVX
[34]. Therefore, one can note that constraint (37b) has been
transformed into convex forms.
After applying similar steps, (37c), (37d), (37f) and (37g)
can be transformed into the following formulations:"























4INt +W 2  W 1 (W 2  W 1)~h1
~h
H
1 (W 2  W 1) ~h
H
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Algorithm 2 SCA-based method to solve P6
1: Given randomly generated feasible solution (0).
2: n=0;
3: Repeat
4: Update (n) by solving problem(49);
5: Set n = n+ 1;
6: Until convergence or required number of iterations.
"
5INt +W 2  W 1 (W 2  W 1)~h2
~h
H
2 (W 2  W 1) ~h
H




where 2, 3, 4 and 5 are nonnegative variables and the
above inequalities are all convex LMIs.
Now the only nonconvexity lies in the constraint (37e). To
deal with it, we introduce some auxiliary variables and (37e)
can be then written as
jhH2 w2j





2  5: (45c)
For (45a) and (45c), S-procedure can be used to convert it into
LMI formulation as follows"












7INt  W 1  W 1~h2
 ~hH2 W 1  ~h
H
2 W 1
~h2   5h22 + 5
#
 0: (46b)
With respect to (45b), we apply the AGM inequality-based
method to get its convex approximation that can be represented
as:
(a(n)5)
2 + (t=(a(n))2  24   2t; (47)
where a(n) represents the value of a at the n-th iteration and






As a result, after applying the proposed approximation
methods, the original problem P4 can be transformed into con-
vex program. At the n-th iteration, the following optimization




s:t: 1; 2; 3; 4; 5; 6; 7  0; (49b)
(38a); (38c); (38e); (39a); (39b); (49c)
(39c); (43); (44a); (44b); (44c); (44d); (49d)
(46a); (46b); (47); (37h) and (37i): (49e)
Accordingly, to solve the problem P6, the SCA-based iter-
ative algorithm is outlined as Algorithm 2.
To prove that the above proposed algorithm converges, we
provide the following propositions.
Proposition 3: A non-decreasing sequence of the objective
values can be obtained from the proposed beamforming design
in Algorithm 2, i.e., n+1  n. Thus, Algorithm 2 can
continuously converge to a stationary point.
Proof : The proof is provided in Appendix B.
Though proposition 3 demonstrates that the proposed Algo-
rithm 2 converges to a stationary point, the global optimality
of the problem still cannot be guaranteed due to the nonconvex
characteristic of problem P5. However, we can verify that the
calculated solutions converge to a KKT point under some spe-
cific conditions, as summarized in the following proposition.
Proposition 4: The calculated solutions by using Algorithm
2 continuously converge to a KKT point of problem P5 when
the iteration number tends to infinity.
Proof : The proof is provided in Appendix C.
V. NUMERICAL RESULTS
In this section, numerical results are provided to evaluate the
performance of the proposed algorithms for a SWIPT-enabled
robust cooperative NOMA system through Monte Carlo sim-
ulations. Firstly the outage-based constrained optimization
problem will be examined, followed by the worst-case based
optimization problem. For both cases, we iteratively solve the
robust optimization problems for 2,000 times. In the following
simulations, it is assumed that the BS has two antennas,
i.e. Nt = 2, while user 1 and user 2 each has one. The
estimated channel coefficient can be modeled as ~hk = ~gkd
 2
k ,
k = f1; 2g, where dk is the distance from the BS to the k-th
user,  is the path loss exponent. Here, we assume  = 2:5
and ~gk follows Rayleigh fading distribution with zero mean
and unit variance. We set the EH efficiency =0.7, unless
otherwise stated. Without loss of generality, the bandwidth is
set to be 1MHz. All the background noise power is assumed
to be 1 Watt, and the transmit power is defined in dB relative
to the noise power. In addition, for the purpose of system
performance comparison, robust noncooperative NOMA, non-
robust cooperative NOMA, and robust TDMA schemes are
introduced as follows, which will be then compared with the
proposed model:
 For robust noncooperative NOMA scheme, the BS serves
two users simultaneously by performing NOMA and
there is no cooperative transmission between user 1 and
user 2. In addition, the BS only has imperfect CSI of two
users and robust beamforming design is applied.
 For the non-robust cooperative NOMA scheme, the beam-
forming vectors and PS ratio for the cooperative NOMA
system with perfect CSI is first obtained by using the
beamforming design algorithm proposed in [13]. Since
we want to check the performance of the non-robust
design in a system with channel uncertainties, hence after
obtainingW i and , if the constraints of problem P4 are
not satisfied, the achievable rate of user 1 is 0. Otherwise,
the rate of user 1 is computed by introducing the channel
mismatches.
 For robust TDMA scheme, the system operates with
TDMA mode and the time resource is equally allocated
to two users. Furthermore, channel uncertainties exist in
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(a) For Algorithm 1

























(b) For Algorithm 2
Fig. 2. The convergence procedure of two algorithms.
the connections between the BS and two users and robust
design scheme is applied.
Before we examine the performance of the proposed
SWIPT-enabled robust cooperative NOMA system, we first
provide insight on the convergence property of the proposed
algorithms. It can be observed from Fig. 2 that both algorithms
converge to the maximum values within about 6 iterations,
which proves the effectiveness of the proposed algorithms.
A. Outage-based constrained optimization simulation
In Fig. 3, the impact of the error variance is shown for the
outage-based constrained optimization problem. Specifically,
we set error covariances C1 and C2 be the same value as
2h, the desired data rate of user 2 as 1 Mbps, the available
maximum power at the BS be 20dB, and the outage is set to
be 0.1 which means that the system has a chance of 90% or
higher probability to satisfy the SINR requirements. The figure
illustrates that the proposed SCA-based Algorithm 1 achieves
similar system performance as exhaustive search method, but
has significantly reduced computational complexity. Further-
more, we can observe that although the maximum achievable
data rate of user 1 decreases for all of the schemes when
the error variance becomes larger, the benefit of using the
proposed SWIPT-enabled robust cooperative NOMA scheme
becomes more significant since the gap between the proposed
model and the other two schemes becomes larger. Moreover,
it can be seen that the two NOMA schemes illustrated in this
figure yield better performance than TDMA which shows the
advantage of applying NOMA in the outage-based constrained
optimization problem.
To investigate the performance of the proposed system
model, Fig. 4 illustrates the maximum achievable data rate of
user 1 versus the available transmission power at the BS for the
following schemes: the proposed robust cooperative NOMA,
cooperative NOMA with perfect CSI, robust noncooperative
NOMA, noncooperative NOMA with perfect CSI, classical
robust TDMA and TDMA with perfect CSI. This figure is
plotted for the outage-based constrained optimization problem.
To provide fair comparison results, we set =1 here. First, it
demonstrates that when perfect CSI is available at the BS,
cooperative NOMA outperforms noncooperative NOMA in
the low power region and achieves the same data rate in
the high power regime. Moreover, Fig. 4 indicates that the
proposed robust cooperative NOMA system always achieves
better performance than the robust noncooperative NOMA
































Fig. 3. Achievable rate of user 1 versus error variance with =1, for
the outage-based constrained optimization.





















s) Cooperative NOMA with perfect CSI
Nonooperative NOMA with perfect CSI




Fig. 4. Achievable rate of user 1 versus transmit power with =1,
for the outage-based constrained optimization.
and TDMA, which means that it is beneficial to adopt the
cooperative transmission design for the situations with only
imperfect CSI available.
Furthermore, in order to study the relationship between the
achievable rate of user 1 and the target rate of user 2, we
plot Fig. 5 to investigate the rate tradeoff between the two
users for robust cooperative NOMA, robust noncooperative
NOMA and robust TDMA schemes. This figure is plotted for
the outage-based constrained optimization problem. Firstly, we
can find that the robust cooperative NOMA yields the largest
achievable data rate for user 1 among all three schemes. For
example, when the target data rate of user 2 is 1.5 Mbps,
the maximum achievable rate of user 1 for robust cooperative
NOMA is 3.4 Mbps, while for the robust noncooperative
NOMA and TDMA schemes, the maximum achievable rate of
user 1 are 1.6 Mbps and 0.4 Mbps respectively. Furthermore,
from Fig. 5, we can also notice that when the target data rate
of user 2 increases, the achievable data rate of user 1 decreases
for all three schemes as more power is allocated to user 2 in
order to satisfy its rate requirements.
B. Worst-case based optimization simulation
In Fig. 6, the impact of the channel mismatch for the
worst-case based optimization problem is presented. Here the
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Robust TDMA
Fig. 5. Rates tradeoff for the outage-based constrained optimization
with 2h=0.01 and Pmax=20dB .
desired QoS rate of user 2 is set to be 1 Mbps, and the
maximum available power is 35dB. Further, we set 2h1 and
2h2 to be the same value, denoted as 
2
h. Similar to Fig. 3,
Fig. 6 also shows that for the worst-case based optimiza-
tion problem, the performance of the proposed SCA-based
robust cooperative design is close to that of the exhaustive
search method. Furthermore, when perfect CSI is available,
i.e., 2h = 0, user 1 achieves almost the same rate for the
proposed robust cooperative NOMA, non-robust cooperative
NOMA and robust noncooperative NOMA. However, when
there exists channel mismatch, the proposed robust cooperative
scheme is more beneficial than the non-robust design. In
addition, Fig. 6 shows that the robust cooperative NOMA
always outperforms the robust noncooperative NOMA scheme.
The reason is that, for the robust cooperative scheme, the
cooperative phase with perfect CSI can be utilized to improve
the weak user’s reception reliability under the condition of
limited available power at the BS. Furthermore, though the
gap between the robust noncooperative NOMA and robust
TDMA scheme decreases with the error variance, it can still
be observed that NOMA scheme always performs better than
TDMA scheme which demonstrates the superiority of NOMA.
Specifically, the advantage of NOMA is more significant when
the error variance 2h is relatively small.
To study the performance of the proposed robust coopera-
tive NOMA scheme, Fig. 7 is plotted to compare different
schemes: robust cooperative NOMA, robust noncooperative
NOMA, non-robust cooperative NOMA and traditional robust
TDMA, for the worst-case optimization. The channel mis-
match is set as 2h1=
2
h2
=0.05. Firstly, we can notice that the
proposed SWIPT-enabled robust cooperative NOMA produces
the best performance among all schemes. Especially, the robust
design improves the data rate of user 1 greatly, compared to
its non-robust counterparts. Furthermore, both the proposed
scheme and the robust noncooperative NOMA outperforms
the traditional robust TDMA scheme which indicates the
advantage of NOMA in improving system spectral efficiency
when channel uncertainty exists.
Fig. 8 shows the influence of user 2’s target data rate






























Fig. 6. Achievable rate of user 1 versus error variance with =1 for
the worst-case optimization.






























Fig. 7. Achievable rate of user 1 versus power with =1 for the
worst-case optimization.
on the achievable data rate performance of user 1 for the
robust cooperative NOMA, robust noncooperative NOMA and
robust TDMA schemes. This figure is illustrated based on the
worst-case optimization. Firstly, Fig. 8 demonstrates that the
proposed SWIPT-enabled robust cooperative NOMA achieves
higher maximum achievable rate for user 1, compared to
the robust noncooperative NOMA and TDMA schemes. In
addition, Fig. 8 shows that the achievable data rate of user 1
decreases with the increase of target data rate of user 2 for all
schemes. This is because when user 2 has a higher target data
rate, more power is allocated to satisfy its requirement and as
a result, the power available to user 1 becomes less.
VI. CONCLUSION
In this paper, we have investigated the robust beamforming
and PS design to maximize the strong user’s data rate for a
SWIPT-enabled robust cooperative NOMA system. Two kinds
of channel uncertainties are considered, which respectively
lead to an outage-based SINR constrained optimization and
a worst-case based optimization problem. For both cases, the
original problem was first transformed into a more tractable
form by using SDR technique. Specifically, as to the outage-
based SINR constrained optimization problem, the Bernstein-
type inequality was applied to convert the probabilistic con-
straints into manageable and computable approximations that
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Fig. 8. Rates tradeoff for the worst-case optimization with 2h=0.05
and Pmax=35dB .
can be globally solved by two-dimensional exhaustive search.
An iterative method was further developed to reduce the high
complexity. On the other hand, to solve the worst-case based
optimization problem, the rank-one optimality of the SDR
approach was first proved. Then, by applying the S-procedure,
the nonconvex problem was reformulated as convex ones
which can be finally solved using the proposed SCA-based
algorithm. Simulation results demonstrated the superiority of
the proposed SWIPT-enabled cooperation in robust NOMA
design over other schemes.
APPENDIX A
PROOF OF PROPOSITION 2







s:t: (~h1 + ~eh1)
HW 1(~h1 + ~eh1) 

1   ; (50b)
(~h1 + ~eh1)
HW 2(~h1 + ~eh1) 
(+ 1)













(+ 1)  ; (50f)
Tr(W 1) + Tr(W 2)  Pmax; (50g)
W 1;W 2  0: (50h)
Particularly, (50d) is acquired by substituting the constraints
of (37b) and (37c) into (37d) and the inequality can be satisfied
based on the fact that the summation of two individual lower
bound values is always smaller or equal to the global lower
bound. Constraint (50f) is obtained by replacing constraint
(37f) with (37b) and (37c), and (50e) is listed to assure that
both constraints, i.e., (37e) and (37g), are satisfied. Assume
that P7 is feasible and it is also dual feasible. As can be seen
from problem P7, there are four linear constraints (50b, 50c,
50e and 50g) related to the optimal solution (W 1;W 2) and
according to [35, Theorem 3.2], we have that
rank2(W 1
) + rank2(W 2)  4: (51)
If P7 is feasible, from (50b), we can find thatW 1  0 and
W 1
 6= 0; from (50c), we have that W 2  0 and W 2 6=
0. Further, with constraint (51) considered, we can conclude
that only when rank(W i ) = 1; i = 1; 2, the inequality (51)
can be satisfied. Hence, we can conclude that problem P4
always has an optimal solution W 1 and W 2. Then, the
optimal beamforming vector w1 and w2 can be respectively
obtained from W 1 and W 2 by using eigen-decomposition.
Otherwise, a suboptimal solution can be attained by Gaussian
randomization. The proof is completed.
APPENDIX B
PROOF OF PROPOSITION 3
In order to prove that the acquired objective value is non-
decreasing for each iteration, we need to first demonstrate that
the solution to problem P6 at the n-th iteration is also a feasible
point for the iteration (n+ 1).
Let us assume that the optimal solutions to problem P6










constraints which use the SCA-based method to get convex
approximation are constraints (39a), (39b) and (39c). Here,





1   ((n)1 )2  : (52)
We then replace the variables at the iteration (n+1) with the
optimal solutions obtained in iteration n, e.g., (n+1)1 = 

1. It
is obvious that the constraints (39a) and (43) can be satisfied.
In addition, during the iteration of (n+ 1) for (38a) with the
updated parameter, the following result can be obtained:
21

1   (1)2 = 12 (53a)
 2(n)1 1   ((n)1 )2 (53b)
 ; (53c)
where (53a) is derived by substituting the solutions of iteration
n. The inequality (53b) is gained by performing the first-order
Taylor approximation for 1
2 around 1 which is a lower bound
of the original function. Finally, we can get (53c) with the
application of (52). Similarly, the optimal solutions obtained
at the n-th iteration also satisfy the constraints (39b) and (39c)
for the iteration n+1. The detailed analysis for the constraints
(39b) and (39c) at iteration (n + 1) is omitted here, but can
be provided following similar steps.
In conclusion, it can be proved that the optimal solution
of the n-th iteration obtained from Algorithm 2 is a feasible
point for problem P6 at the (n + 1)-th iteration. As problem
P6 is a concave problem, the objective value at the (n + 1)-
th iteration is larger or equal to that achieved from the n-th
iteration. Hence, the proof is completed and the proposition is
proved.
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PROOF OF PROPOSITION 4
Let n = fW n1 ;W n2 ; n1 ; n2 ; n3 ; ang be the solution derived
from Algorithm 2 during the n-th iteration. According to
proposition 3, we have that n !  as n ! 1 where
 represents the optimal solution to P6. Besides, with the
application of the SCA method, the introduced lower bound
of (39a) has the same value and gradient value around the point
n for any iterations (which still holds as n!1). Therefore,
we can conclude that Algorithm 2 can continuously coverage
to a KKT point of problem P5 when the iteration number tends
to infinity based on the above property.
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