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0. Einleitung
Es seien G eine endliche Gruppe und k ein algebraisch abgeschlossener Körper. Dann kann der
Gruppenring kG = B1⊕· · ·⊕ Br als direkte Summe unzerlegbarer zweiseitiger Ideale geschrieben
werden. Die Bi heißen die Blöcke von kG. Ist char(k) = ` eine Primzahl, spricht man auch von
den `-Blöcken von G. Wenn die Charakteristik von k kein Teiler der Ordnung von G ist, sind kG
und damit auch die Blöcke von kG halbeinfach, und der Satz von Artin-Wedderburn gibt Auskunft
über die Struktur der Blöcke. Jeder Block ist isomorph zu einer vollen Matrixalgebra über k, insbe-
sondere ist die Modulkategorie von Bi äquivalent zu der Modulkategorie von k. Man sagt auch, daß
Bi und kMorita-äquivalent sind.
Wenn die Charakteristik von k die Ordnung von G teilt, ist die Situation komplizierter. Es sei
B ein Block von kG. Dann kann B = P1 ⊕ · · · ⊕ Pm in eine direkte Summe von unzerleg-
baren Linksidealen Pi zerlegt werden. Es seien weiter HomB(Pi , Pj ) die Menge der k-linearen
Abbildungen ϕ : Pi → Pj , die ϕ(bx) = bϕ(x) für alle b ∈ B und alle x ∈ Pi erfüllen, und
ci, j := dimkHomB(Pi , Pj ). Ich will die Numerierung so wählen, daß P1, . . . , Pr ein Vertretersy-
stem der Isomorphieklassen der Pi ist. Dann nennt man die Matrix (ci, j )1≤i, j≤r Cartan-Matrix von
B, ihre Einträge heißen Cartan-Invarianten von B. Man kann zeigen, daß die Cartan-Matrix nicht
von der Wahl der Pi in der obigen Zerlegung abhängt. Die Determinante der Cartan-Matrix von B
ist eine Potenz von `. Es sei `δ(B) der größte Invariantenteiler der Cartan-Matrix von B. Die Zahl
δ(B) nennt man den Defekt von B. Der Defekt ist ein Maß dafür, wie weit B davon entfernt ist, eine
halbeinfache Algebra zu sein: genau dann ist δ(B) = 0, wenn B halbeinfach ist. Über die Struktur
der Blöcke, deren Defekt größer als Null ist, weiß man im allgemeinen wenig. Nur für Blöcke vom
Defekt Eins gibt es eine detaillierte Strukturtheorie.
Gibt man einen Defekt δ > 0 vor und betrachtet alle `-Blöcke von endlichen Gruppen mit diesem
Defekt, sind diese im allgemeinen nicht mehr alle Morita-äquivalent. Nach einer Vermutung von
Donovan, siehe [Alp80, Conjecture M], ist die Anzahl der Morita-Äquivalenzklassen von `-Blöcken
endlicher Gruppen mit Defekt δ endlich. Statt einer Algebra, nämlich k, die die Darstellungstheorie
sämtlicher `-Blöcke vomDefekt Null beschreibt, sollte es für `-Blöcke mit vorgegebenem positivem
Defekt also endlich viele k-Algebren geben, die die Darstellungstheorie dieser Blöcke beschreiben.
Im folgenden werde ich sagen, daß Donovans Vermutung für eine Familie von Blöcken gilt, wenn
es zu vorgegebenem Defekt δ nur endlich viele Morita-Äquivalenzklassen von Blöcken aus dieser
Familie vom Defekt δ gibt. Man sagt, daß Donovans Vermutung für eine Familie von Gruppen gilt,
wenn sie für die Blöcke dieser Gruppen erfüllt ist.
Aus Donovans Vermutung folgt, daß die größte Cartan-Invariante eines Blockes durch eine Funk-
tion in der Charakteristik und dem Defekt beschränkt werden kann. Daß das geht, hat schon Richard
Brauer vermutet. Er hat sogar eine Schranke angegeben, nämlich `δ(B), die aber zu klein ist. In sei-
ner Dissertation [Düv97] hat Olaf Düvel gezeigt, daß es genügt, diese schwächere Vermutung für
quasi-einfache Gruppen zu beweisen. Das sind Gruppen, die keine echten Normalteiler mit abel-
scher Faktorgruppe haben, und für die die Faktorgruppe nach dem Zentrum einfach ist. Sollte diese
Reduktion auch für Donovans Vermutung gelingen, könnte man sich zum Beweis davon auf quasi-
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einfache Gruppen beschränken. Aus der Klassifikation der endlichen, einfachen Gruppen folgt, daß
es nur endlich viele Familien von quasi-einfachen, endlichen Gruppen gibt, nämlich die alternie-
renden Gruppen, ihre Überlagerungsgruppen 2An und die quasi-einfachen Gruppen vom Lie-Typ.
Außerdem sind da noch die sporadischen Gruppen und ihre Überlagerungsgruppen, aber da dies nur
endlich viele sind, sind sie im Hinblick auf Donovans Vermutung nicht relevant.
Der erste Durchbruch gelang Joanna Scopes, die Donovans Vermutung für die symmetrischen
Gruppen bewies [Sco91]. Daraus wurde in [Hiß00, 3.2] gefolgert, daß Donovans Vermutung auch
für die alternierenden Gruppen gilt, an denen man ja eigentlich interessiert ist. Radha Kessar hat
mit ähnlichen Methoden wie Scopes gezeigt, daß Donovans Vermutung für die `-Blöcke von 2An ,
die einen treuen Charakter enthalten, in ungerader Charakteristik gilt [Kes96, 1.5]. Da die anderen
`-Blöcke von 2An gerade die `-Blöcke von An sind, gilt Donovans Vermutung für die Überlage-
rungsgruppen von An in ungerader Charakteristik.
Für die `-Blöcke der endlichen Gruppen vom Lie-Typ ist Donovans Vermutung noch nicht veri-
fiziert worden. Bevor ich den Stand der Dinge erläutere, möchte ich die vorkommenden Begriffe an
Hand eines Beispiels erklären.
Es sei F := Fq der algebraische Abschluß des endlichen Körpers Fq mit q Elementen. Es seien
weiter (e1, . . . , en, e0, e′n, . . . , e′1) eine geordnete Basis von F2n+1 und Q die auf F2n+1 durch
Q(a0e0 +
n∑
i=1
(aiei + a′ie′i )) := a20 +
n∑
i=1
aia′i
definierte quadratische Form. Die Untergruppe der Invarianzgruppe von Q der Matrizen mit Deter-
minante Eins ist die spezielle orthogonale Gruppe G := SO2n+1(F). Es sei F der Endomorphismus
von G, der jeden Matrixeintrag zur q-ten Potenz erhebt. Die Gruppe GF der Fixpunkte von F ist
die spezielle orthogonale Gruppe SO2n+1(q) über Fq . Die zu G duale Gruppe ist die symplektische
Gruppe Sp2n(F). Es seien
Jn :=

1
·
·
·
1
 ∈ {0, 1}n×n
und J := ( 0 Jn−Jn 0 ). Dann ist G∗ := Sp2n(F) = {g ∈ GL2n(F) | gt Jg = J }. Es sei F∗ der zu
F analoge Endomorphismus von G∗. Dann gibt es eine Partition von Irr(GF) in die sogenannten
rationalen Familien E(GF , s), wobei s ein Vertretersystem der halbeinfachen Konjugiertenklassen
von (G∗)F∗ durchläuft. Dabei heißt ein Element von G∗ halbeinfach, wenn es diagonalisierbar ist.
Außerdem gibt es für jedes halbeinfache Element s ∈ (G∗)F∗ eine Bijektion von E(CG∗(s)F∗, 1)
nach E(GF , s), die in Anlehnung an die Jordan-Zerlegung der Elemente von G Jordan-Zerlegung
von Charakteren genannt wird. Die Elemente von E(GF , 1) heißen unipotente Charaktere und haben
die bemerkenswerte Eigenschaft, daß sie unabhängig von q parametrisiert werden können. Nach
einem Satz von Broué und Michel sind die rationalen Familien mit der Einteilung der Charaktere
in `-Blöcke verträglich. Um das genauer zu erläutern, muß ich noch eine Bezeichnung einführen.
Es sei ` eine Primzahl, die kein Teiler von q ist. Außerdem seien s ∈ (G∗)F∗ ein halbeinfaches
`′-Element und E`(GF , s) die Vereinigung der rationalen Familien E(GF , st) für alle `-Elemente t
aus CG∗(s)F
∗
. Dann ist E`(GF , s) eine Vereinigung von `-Blöcken vonGF . Die Blöcke in E(GF , 1)
heißen unipotente Blöcke.
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Es sei nun n0 := 0 < n1 < · · · < nr ≤ n =: nr+1. Dann nennt man die Untergruppe Ln1,...,nr
von G, die die Unterräume 〈ei , e′i | n j < i ≤ n j+1〉F für 0 ≤ j < r und 〈ei , e′i , e0 | nr < i ≤ n〉F von
F2n+1 invariant läßt, eine Standard-Levi-Untergruppe vonG. Analog dazu istL∗n1,...,nr , der gemeinsa-
me Stabilisator inG∗ der Unterräume 〈ei , e′i |n j < i ≤ n j+1〉F von F2n für 0 ≤ j ≤ r , die dazu duale
Standard-Levi-Untergruppe von G∗. Dann sind Ln1,...,nr und L∗n1,...,nr Gruppen von Blockdiagonal-
matrizen. Die Levi-UntergruppeLn1,...,nr ist isomorph zu
∏r
j=1 GLn j−n j−1(F)× SO2(n−nr )+1(F), und
die duale Levi-Untergruppe L∗n1,...,nr ist isomorph zu
∏r
j=1 GLn j−n j−1(F)× Sp2(n−nr )(F). Allgemei-
ner nennt man jede zu einer Standard-Levi-Untergruppe konjugierte Untergruppe eine Levi-Un-
tergruppe. Man kann zeigen, daß die Korrespondenz zwischen den Standard-Levi-Untergruppen
zu einer Bijektion zwischen den GF -Klassen der F-stabilen Levi-Untergruppen von G und den
(G∗)F∗-Klassen der F∗-stabilen Levi-Untergruppen von G∗ ausgebaut werden kann.
Es seien s ∈ (G∗)F∗ ein halbeinfaches `′-Element und kGFeG,s die Summe der in E`(GF , s)
enthaltenen Blöcke von kGF . Dabei ist eG,s ∈ kGF das Idempotent zu E(GF , s). Außerdem sei L
eine F-stabile Levi-Untergruppe von G so, daß die dazu duale Levi-Untergruppe L∗ von G∗ den
Zentralisator von s enthält. Dann sind nach einem tiefliegenden Satz von Bonnafé und Rouquier
kGFeG,s und kLFeL,s Morita-äquivalent. Daher braucht man, wenn man sich für die Darstellungs-
theorie der Blöcke in E`(GF , s) interessiert, nur die Blöcke von E`(LF , s) zu betrachten. Wenn es
keine F-stabile Levi-Untergruppe L gibt, die eine echte Untergruppe von G ist und deren duale
Levi-Untergruppe von G∗ den Zentralisator von s enthält, nennt man die Blöcke in E`(GF , s) iso-
liert.
Die oben angeführten Resultate gelten für alle zusammenhängenden, reduktiven, linearen alge-
braischen Gruppen G – mit einer Ausnahme: eine Jordan-Zerlegung von Charakteren gibt es nur,
wenn das Zentrum von G zusammenhängend ist. Wenn Z(G) unzusammenhängend ist, erhält man
keine Bijektion von Charakteren, sondern eine Bijektion zwischen den (Z(G)/Z0(G))F -Bahnen auf
E(GF , s) und den Bahnen von (CG∗(s)/C0G∗(s))
F∗ auf E(C0G∗(s), 1).
Ich habe in (4.2.1) aus dem Satz von Bonnafé und Rouquier gefolgert, daß die Kenntnis der uni-
potenten Blöcke der vollen linearen und der vollen unitären Gruppen sowie der unipotenten und der
isolierten Blöcke der speziellen orthogonalen und der symplektischen Gruppen reicht, um die Struk-
tur der Darstellungen aller Blöcke der speziellen orthogonalen und der symplektischen Gruppen zu
kennen. Im Hinblick auf Donovans Vermutung heißt das, daß man sich auf unipotente und isolier-
te Blöcke beschränken kann. Hiß und Kessar haben sich in zwei Arbeiten, nämlich [HK00] und
[HK05], mit unipotenten Blöcken beschäftigt. Dort haben sie gezeigt, daß Donovans Vermutung für
die vollen linearen Gruppen gilt. Für die unitären Gruppen gilt sie in linearer Charakteristik. Dabei
heißt die Charakteristik ` 6= 2 linear für GUn(q), wenn die multiplikative Ordnung von q (mod `)
entweder ungerade ist oder von vier geteilt wird. Für die unipotenten Blöcke der speziellen ortho-
gonalen und der symplektischen Gruppen in linearer Charakteristik gilt sie ebenfalls. Dabei heißt
die Charakteristik ` 6= 2 linear für eine symplektische oder spezielle orthogonale Gruppe über Fq ,
wenn die multiplikative Ordnung von q (mod `) ungerade ist, andernfalls spricht man von unitärer
Charakteristik. Hiß und Kessar haben gezeigt, daß jeder unipotente `-Block von kSO2n+1(q) vom
Defekt δ in unitärer Charakteristik Morita-äquivalent zu einem ebensolchen Block von kSO2n¯+1(q)
mit n¯ ≤ 12`2δ ist. Für die unipotenten `-Blöcke der symplektischen und der speziellen orthogonalen
Gruppen in gerader Dimension gilt das ebenfalls, wobei man im Fall der speziellen orthogonalen
Gruppen in gerader Dimension zusätzlich annehmen muß, daß ` kein Teiler von q + 1 ist. Das beim
Beweis des Reduktionssatzes in unitärer Charakteristik verwendete Verfahren haben Hiß und Kessar
in Anlehnung an die von Joanna Scopes entwickelte Methode Scopes-Reduktion genannt.
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Ich habe mich in dieser Arbeit mit den isolierten Blöcken der speziellen orthogonalen und der
symplektischen Gruppen beschäftigt. Das Ziel war es, mit Hilfe der Jordan-Zerlegung von Charak-
teren die Ergebnisse von Hiß und Kessar auch für diese Blöcke zu beweisen. Weil die Zentren der
symplektischen Gruppen und der speziellen orthogonalen Gruppen in gerader Dimension nicht zu-
sammenhängend sind, habe ich zuerst die zugehörigen konformen Gruppen betrachtet. Für sie gilt
die Jordan-Zerlegung von Charakteren, allerdings ist die Struktur der Zentralisatoren in den jewei-
ligen dualen Gruppen komplizierter als bei den symplektischen und den speziellen orthogonalen
Gruppen. Deshalb ist es recht aufwendig, die Ergebnisse von Hiß und Kessar anzuwenden – aber es
geht. Anschließend habe ich mit Hilfe der Clifford-Theorie die entsprechenden Aussagen auch für
die Blöcke von SO±2n(q) und Sp2n(q) bewiesen. Meine Ergebnisse, die in §4.2.1 und §4.2.2 stehen,
lassen sich zu dem folgenden Satz zusammenfassen:
Satz
Es sei ` eine ungerade Primzahl.
(i) Es sei q eine Potenz einer ungeraden Primzahl p 6= ` so, daß die multiplikative Ordnung d
von q (mod `) gerade ist. Es sei weiterBn die Menge der isolierten Blöcke von kSO2n+1(q).
Dann gibt es zu jedem Block aus
⋃
n∈NBn vom Defekt δ einen dazu Morita-äquivalenten
Block in
⋃ 1
2 `
2δ
n=1 Bn .
(ii) Es sei q eine Potenz einer ungeraden Primzahl p 6= ` so, daß die multiplikative Ordnung d
von q (mod `) gerade und d2 > 2 ist. Es sei weiter Bn die Menge der isolierten Blöcke von
kSp2n(q) und kSO±2n(q), für die jeder Jordan-Korrespondent des zugehörigen d-kuspidalen
Charakters nicht ausgeartet ist. Dann gibt es zu jedem Block aus
⋃
n∈NBn vom Defekt δ einen
dazu Morita-äquivalenten Block in
⋃ 1
2 `
2δ
n=1 Bn .
(iii) Es gelte Vermutung (4.2.12). Es seien
G := {SO2n+1(q), Sp2n(q), SO±2n(q) | n ∈ N, q Primzahlpotenz, ` - q(qm + 1) ∀m ∈ N}
die Familie der endlichen symplektischen und speziellen orthogonalen Gruppen, für die `
linear ist, undB die Familie der `-Blöcke der Gruppen aus G. Dann gilt Donovans Vermutung
für B. 
Hier sind noch zwei Dinge zu erklären:
Cabanes und Enguehard haben die `-Blöcke von G durch die sogenannten d-kuspidalen Paare
parametrisiert. Dazu betrachten sie Paare (K, ζ ), bestehend aus einer F-stabilen Levi-Untergruppe
K und einem irreduziblen Charakter ζ von KF . Dabei werden nur spezielle Levi-Untergruppen mit
einer an d angepaßten Struktur betrachtet. Ein solches Paar heißt d-kuspidal, wenn es eine gewis-
se Minimalitätseigenschaft besitzt. Für ein d-kuspidales Paar (K, ζ ) zu einem isolierten Block ist
jeder Jordan-Korrespondent von ζ ein unipotenter Charakter eines Produktes von symplektischen
und speziellen orthogonalen Gruppen. Lusztig hat die unipotenten Charaktere dieser Gruppen durch
kombinatorische Objekte parametrisiert, die er Symbole genannt hat. Jedes nicht ausgeartete Sym-
bol steht für genau einen Charakter, jedes ausgeartete Symbol für zwei. Für den ausgearteten Fall
ist es mir nicht gelungen, aus der Scopes-Reduktion für unipotente Blöcke ein entsprechendes Re-
sultat für isolierte Blöcke zu folgern. Das liegt daran, daß die von Hiß und Kessar für diesen Fall
entwickelte Methode sich nicht auf die konformen Gruppen anwenden läßt, was nötig wäre, um die
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Jordan-Zerlegung benutzen zu können. Möglicherweise muß man für solche Blöcke andere Metho-
den entwickeln, allerdings ist mir das im Rahmen meiner Dissertation nicht gelungen.
Lusztig hat in [Lus77] eine der Jordan-Zerlegung ähnliche Bijektion für klassische Gruppen ex-
plizit konstruiert. Ich vermute, daß diese Bijektion mit der allgemeinen Jordan-Zerlegung über-
einstimmt, wie sie in Lusztigs Buch [Lus84] bewiesen wird. Für eine exakte Formulierung dieser
Vermutung siehe (4.2.12).
Um aus dem oben angeführten Satz die Gültigkeit von Donovans Vermutung für die betrachte-
ten Blöcke in unitärer Charakteristik schließen zu können, ist noch ein weiterer Schritt nötig. Er
kann zum Beispiel darin bestehen, die Cartan-Invarianten der isolierten `-Blöcke vom Defekt δ von
SO2n+1(q), Sp2n(q) und SO±2n(q) durch eine Funktion in `, δ und n zu beschränken. In linearer
Charakteristik haben Gruber und Hiß in [GH97] eine Algebra konstruiert, mit deren Hilfe sie die
Zerlegungsmatrizen beschreiben. Insbesondere ermöglicht diese Algebra es, die Cartan-Invarianten
wie gewünscht zu beschränken. Eine solche Algebra auch in unitärer Charakteristik zu finden, wäre
nicht nur im Hinblick auf Donovans Vermutung von großem Interesse.
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1. Darstellungstheorie und Donovans
Vermutung
In diesem Kapitel werden Morita-Äquivalenzen eingeführt und Donovans Vermutung formuliert.
Außerdem werden einige darstellungstheoretische Hilfsmittel, die später benötigt werden, bereitge-
stellt. Schließlich wird gezeigt, daß sich Donovans Vermutung auf zentrale Produkte überträgt.
1.1. Morita-Theorie und Donovans Vermutung
Es sei R ein kommutativer Ring, A und B seien R-Algebren.
(1.1.1) Definition
Die Algebren A und B heißen Morita-äquivalent, wenn die Modulkategorien A-Mod und B-Mod
als R-Kategorien äquivalent sind. 
Im folgenden ist mit einem `-Block ein Block von F` G für eine endliche Gruppe G gemeint.
(1.1.2) Vermutung (Donovan, siehe [Alp80, Conjecture M])
Für jede natürliche Zahl δ gibt es nur endliche viele Morita-Äquivalenzklassen von `-Blöcken vom
Defekt δ. 
Ich werde sagen, daß Donovans Vermutung für eine Familie von `-Blöcken gilt, wenn es zu vorgege-
benem Defekt δ nur endlich viele Morita-Äquivalenzklassen von `-Blöcken aus dieser Familie vom
Defekt δ gibt. Analog dazu will ich sagen, daß Donovans Vermutung für eine Familie von Gruppen
gilt, wenn sie für die Familie der `-Blöcke dieser Gruppen erfüllt ist.
Die oben gegebene Definition (1.1.1) bietet noch keinen Anhaltspunkt, wie man Morita-Äquiva-
lenzen konstruieren kann. Ich werde nun einige Eigenschaften von Morita-Äquivalenzen anführen,
die unter anderem eine Möglichkeit zur Konstruktion aufzeigen. Dazu werden noch zwei Bezeich-
nungen benötigt.
(1.1.3) Definition
Ein Prä-Äquivalenzdatum für A und B ist ein Viertupel (P, Q, ϕ, ψ) so, daß P ein A-Modul-B und
Q ein B-Modul-A ist und die Bimodulhomomorphismen
ϕ : P ⊗B Q → A und ψ : Q ⊗A P → B
die Gleichungen
ϕ(x ⊗ y)x ′ = xψ(y ⊗ x ′) und ψ(y ⊗ x)y′ = yϕ(x ⊗ y′)
für alle x, x ′ ∈ P und alle y, y′ ∈ Q erfüllen. Ein Prä-Äquivalenzdatum heißt Äquivalenzdatum,
wenn ϕ und ψ Isomorphismen sind. 
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Der folgende Satz gibt Auskunft über die von mir benötigten Eigenschaften von Morita-Äquivalen-
zen, weitere sind zum Beispiel in [Bas68, Chapter II] zu finden.
(1.1.4) Satz ([Bas68, II.1.2, II.3.4, II.3.5, II.4.4])
(i) Ein Prä-Äquivalenzdatum für A und B mit Epimorphismen ϕ und ψ ist ein Äquivalenzdatum.
(ii) Die R-Algebren A und B sind genau dann Morita-äquivalent, wenn es ein Äquivalenzdatum
für A und B gibt.
(iii) Die R-Algebren A und B sind genau dannMorita-äquivalent, wenn es einen endlich erzeugten
Progenerator P von A-Mod gibt so, daß B isomorph zu EndA(P)op ist.
(iv) Es sei (P, Q, ϕ, ψ) ein Äquivalenzdatum für A und B. Dann ist P ein endlich erzeugter
Progenerator von A-Mod und von Mod-B, analog für Q. Für b ∈ B sei mb : P → P die
Multiplikation mit b. Die Abbildung B → EndA(P)op, b 7→ mb ist ein Isomorphismus. Es
gibt einen Isomorphismus ι : Z(A) → Z(B), definiert durch cx = xι(c) für alle x ∈ P und
alle c ∈ Z(A). 
(1.1.5) Definition
Es seien R ein Körper und A eine endlich-dimensionale R-Algebra. Es sei weiter P1, . . . , Pk ein
Vertretersystem der Isomorphieklassen der PIMs von A. Dann heißt EndA(P1⊕· · ·⊕ Pk) die Basis-
algebra von A. 
Aus Satz (1.1.4) folgt:
(1.1.6) Korollar ([Erd90, I.2.6])
Es seien R ein Körper und A und B endlich-dimensionale R-Algebren. Genau dann sind A und B
Morita-äquivalent, wenn ihre Basisalgebren isomorph sind. 
(1.1.7) Bemerkung
Es sei 3 ein zentraler Teilring von A und B. Für jede zu B Morita-äquivalente R-Algebra B˜ sind
A ⊗3 B und A ⊗3 B˜ Morita-äquivalent.
Beweis: Da die Zentren von B und B˜ isomorph sind (1.1.4), kann 3 als Teilring von B˜ aufgefaßt
werden. Das Tensorprodukt A⊗3 B˜ ist also definiert. Es sei (P, Q, ϕ, ψ) ein Äquivalenzdatum für
B und B˜. Dann ist Pˆ := A ⊗3 P ein (A ⊗3 B)-Modul-(A ⊗3 B˜), und Qˆ := A ⊗3 Q ist ein
(A ⊗3 B˜)-Modul-(A ⊗3 B). Die Abbildungen
ϕˆ : Pˆ ⊗A⊗3 B˜ Qˆ → A ⊗3 B, (a1 ⊗ x)⊗ (a2 ⊗ y) 7→ (a1a2)⊗ ϕ(x ⊗ y)
und
ψˆ : Qˆ ⊗A⊗3B Pˆ → A ⊗3 B˜, (a1 ⊗ y)⊗ (a2 ⊗ x) 7→ (a1a2)⊗ ψ(y ⊗ x)
sind Epimorphismen von Bimoduln, da ϕ und ψ Epimorphismen sind. Außerdem läßt sich leicht
nachrechnen, daß (Pˆ, Qˆ, ϕˆ, ψˆ) die Gleichungen aus (1.1.3) erfüllt, woraus mit (1.1.4) die Behaup-
tung folgt. 
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(1.1.8) Bemerkung
Es seien A und B Morita-äquivalent, und A habe eine Zerlegung in Blöcke A1, . . . , Ar . Dann hat B
eine Zerlegung in Blöcke B1, . . . , Br , wobei die Numerierung so gewählt werden kann, daß Ai und
Bi Morita-äquivalent sind.
Beweis: Es seien e1, . . . , er ∈ Z(A) die zentral-primitiven Idempotente von A, die ich so nu-
merieren will, daß Ai = ei A gilt. Es seien (P, Q, ϕ, ψ) ein Äquivalenzdatum für A und B und
ι : Z(A)→ Z(B) der Isomorphismus aus (1.1.4). Dann sind ι(e1), . . . , ι(er ) die zentral-primitiven
Idempotente von B, und ei P = Pι(ei ) ist ein endlich erzeugter Progenerator von (ei A)-Mod. Der
Endomorphismenring EndA(P) ist in natürlicher Weise ein B-Rechtsmodul, und unter dieser Ope-
ration gilt EndA(Pι(ei )) ∼= EndA(P)ι(ei ). Damit folgt
Endei A(ei P) = EndA(Pι(ei )) ∼= EndA(P)ι(ei ) ∼= Bopι(ei ),
also sind ei A und ι(ei )B Morita-äquivalent. 
1.2. Darstellungstheorie
Es seien (K,O,k) ein `-modulares System, 3 ∈ {O,k} und G eine endliche Gruppe.
(1.2.1) Bemerkung
Es seien N E G eine `′-Gruppe, D ≤ G eine `-Gruppe und V ein 3G-Gitter, auf dem N trivial
operiert. Setze G := G/N und D := DN/N . Genau dann ist V , aufgefaßt als 3G-Gitter, relativ
(G, D)-projektiv, wenn V relativ (G, DN )-projektiv ist.
Beweis: Es sei {g1, . . . , gr } ein Vertretersystem der Linksnebenklassen von DN in G. Für einen
Endomorphismus γ ∈ End3D(ResGDV ) = End3D(ResGDV ) gilt
r∑
i=1
∑
n∈N
(gin)γ (gin)−1 = |N |
r∑
i=1
giγ g−1i ∈ End3(V ).
Da V genau dann relativ D-projektiv ist, wenn es ein γ ∈ End3D(ResGDV )mit
∑
g:G/D gγ g
−1 = idV
gibt [CR81, 19.2], und |N | nach Voraussetzung in 3∗ liegt, folgt die Behauptung. 
(1.2.2) Korollar
Es seien N E G eine `′-Gruppe, G := G/N und V ein unzerlegbares 3G-Gitter, auf dem N trivial
operiert. Dann ist jeder Vertex von V , aufgefaßt als 3G-Gitter, von der Form DN/N für einen
Vertex D von V . Umgekehrt ist DN/N für jeden Vertex D von V ein Vertex von V , aufgefaßt als
3G-Gitter.
Beweis: Nach dem Satz von Schur-Zassenhaus ist jeder Vertex des 3G-Gitters V von der Form
DN/N für eine `-Gruppe D ≤ G, also folgt die Behauptung aus (1.2.1). 
(1.2.3) Bemerkung
Es seien N E G ein Normalteiler, G := G/N und pi : 3G → 3G der kanonische Epimorphismus.
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(i) Es gelte ` - |N |. Ist B ein Block von 3G mit pi(B) 6= 0, so ist pi(B) ein Block von 3G, und
pi |B : B → pi(B) ist ein Isomorphismus. Für jede Defektgruppe D von B ist DN/N eine
Defektgruppe von pi(B).
(ii) Ist N eine `-Gruppe mit G = CG(N )N , so induziert pi eine Bijektion der Blöcke von 3G
auf die Blöcke von 3G. Ist B ein Block von 3G mit Defektgruppe D, so ist D/N eine
Defektgruppe von pi(B). Für die Cartan-MatrizenCB undCpi(B) von B beziehungsweise pi(B)
gilt CB = |N | · Cpi(B).
Beweis: (i) Es seien b ∈ B das Blockidempotent von B und e := 1|N |
∑
n∈N n. Dann ist e ein zen-
trales Idempotent in 3G, also gilt entweder be = b oder b(1 − e) = b. Wegen 0 6= pi(b) und
pi(e) = 1 gilt b = be = ∑g:G/N λg∑n∈N gn mit λg ∈ 3, wobei in der ersten Summe g ein Ver-
tretersystem der Nebenklassen von N in G durchläuft. Insbesondere gilt bn = n für alle n ∈ N .
Es sei g1, . . . , gr ein Vertretersystem der Nebenklassen von N in G. Dann wird B als3-Modul von
{g1b, . . . , grb} erzeugt. Aus der Darstellung von b folgt, daß jede Teilmenge S von {g1b, . . . , grb}
genau dann linear unabhängig ist, wenn pi(S) linear unabhängig ist. Damit ist klar, daß die Ein-
schränkung pi |B : B → pi(B) ein Isomorphismus ist. Offensichtlich ist pi ein Homomorphismus
von3(G×G)-Moduln, und N × N operiert trivial auf pi(B). Daher ist pi(B) als3(G×G)-Modul
unzerlegbar, also ein Block von 3G. Die Aussage über die Defektgruppen folgt aus (1.2.2).
(ii) Die Bijektion zwischen den Blöcken folgt aus [Ben98, 6.4.2]; entweder, indem der Beweis
dort an diese Situation angepaßt wird, oder aus der Beziehung zwischen den Blöcken von OG und
denen von kG. Die Aussage über die Cartan-Matrizen wird in [Nav98, 7.6] bewiesen. 
Es sei A eine endlich-dimensionale k-Algebra. Ein A-Modul V heißt absolut unzerlegbar, wenn
EndA(V )/Rad(EndA(V )) isomorph zu k ist.
(1.2.4) Bemerkung
Es seien A und B endlich-dimensionale k-Algebren so, daß A/Rad(A) und B/Rad(B) separabel
sind. Weiter seien V ein endlich-dimensionaler, absolut unzerlegbarer A-Modul und W ein endlich-
dimensionaler, absolut unzerlegbarer B-Modul. Dann ist der A ⊗k B-Modul V ⊗k W absolut un-
zerlegbar.
Beweis: Setze EV := EndA(V ), EW := EndB(W ) und EV⊗W := EndA⊗kB(V ⊗k W ). Nach
[CR81, 10.37] gilt EV⊗W ∼= EV ⊗k EW , und wegen [CR81, 10.39] gilt außerdem
EV ⊗k EW/Rad(EV ⊗k EW ) ∼= EV /Rad(EV )⊗k EW/Rad(EW ).
Damit folgt EV⊗W/Rad(EV⊗W ) ∼= k, also ist V ⊗k W absolut unzerlegbar. 
(1.2.5) Bemerkung
Es seien G1 eine endliche Gruppe, B ein Block von 3G mit Defektgruppe D und B1 ein Block von
3G1 mit Defektgruppe D1. Wenn (K,O,k) ein Zerfällungssystem für G und G1 ist, ist B ⊗k B1
ein Block von 3(G × G1) mit Defektgruppe D × D1.
Beweis: Es gibt zu jedem Block B von kG genau einen Block B von OG mit B = k ⊗k B, also
kann ich 3 = k annehmen. Da ein Block über einem Zerfällungskörper absolut unzerlegbar ist,
folgt aus (1.2.4), daß B ⊗k B1 ein Block von k(G × G1) ist.
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Ist C ∈ kG eine Klassensumme mit Defektgruppe L , und ist C1 ∈ kG1 eine Klassensumme mit
Defektgruppe L1, so ist CC1 ∈ k(G × G1) eine Klassensumme mit Defektgruppe L × L1. Damit
folgt die Aussage über Defektgruppen aus [CR87, 57.17]. 
(1.2.6) Bemerkung
Es seien A und B zwei zerfallende, endlich-dimensionale k-Algebren. Es seien weiter P, P ′ PIMs
von A und Q, Q′ PIMs von B. Dann ist P ⊗k Q ein PIM von A ⊗k B. Genau dann sind P ⊗k Q
und P ′⊗k Q′ isomorph, wenn P isomorph zu P ′ und Q isomorph zu Q′ ist. Jeder PIM von A⊗k B
ist von der Form P ⊗k Q.
Beweis: Es seien A = P1 ⊕ · · · ⊕ Pn und B = Q1 ⊕ · · · ⊕ Qm Zerlegungen in PIMs. Dann gilt
A ⊗k B =⊕i, j Pi ⊗k Q j , also ist P ⊗k Q projektiv. Nach [CR81, 10.38] ist
Rad(A ⊗k B) = Rad(A)⊗k B + A ⊗k Rad(B),
woraus
Rad(P ⊗k Q) = Rad(P)⊗k Q + P ⊗k Rad(Q)
folgt. Daher gilt
P ⊗k Q/Rad(P ⊗k Q) ∼= (P/Rad(P))⊗k (Q/Rad(Q)).
Dieser Modul ist einfach [CR81, 10.38], also ist P ⊗k Q ein PIM. Da P ⊗k Q und P ′ ⊗k Q′
PIMs sind, sind sie genau dann isomorph, wenn ihre Köpfe isomorph sind, was nach [CR81, 10.38]
äquivalent zu P/Rad(P) ∼= P ′/Rad(P ′) und Q/Rad(Q) ∼= Q′/Rad(Q′) ist. Damit folgen die
letzten beiden Behauptungen. 
(1.2.7) Bemerkung
Es seien V und W endlich erzeugte OG-Gitter und ϕ ∈ HomOG(V,W ). Wenn die Reduktion
ϕ : k⊗O V → k⊗O W ein Isomorphismus ist, ist auch ϕ ein Isomorphismus.
Beweis: Da Rad(O)G im Jacobson-Radikal von OG enthalten ist, gilt W = ϕ(V ) + Rad(OG)W .
Nach Nakayamas Lemma ist daher ϕ surjektiv, also ein Isomorphismus, da V und W gleichen Rang
haben. 
(1.2.8) Bemerkung (siehe [CE04, Exercise 17.3])
Es seien H ≤ G und 0 6= b ∈ Z(OG) und 0 6= c ∈ Z(OH) Idempotente so, daß für jeden
Charakter χ ∈ Irr(G, b) die Einschränkung ResGHχ irreduzibel ist und in Irr(H, c) liegt. Ich will
weiter annehmen, daß die Restriktionsabbildung ResGH : Irr(G, b) → Irr(H, c) eine Bijektion ist.
Dann gilt ` - [G : H ], und die Multiplikationsabbildung mb : OHc → OGb, x 7→ xb ist ein
Isomorphismus. Für χ ∈ Irr(G, b) gilt mb(bH (ResGHχ)) = bG(χ). Außerdem ist jede Defektgruppe
von BH (ResGHχ) eine Defektgruppe von BG(χ). Dabei ist BG(χ) der `-Block von G, der χ enthält,
und bG(χ) ∈ OG das zugehörige Blockidempotent.
Beweis: Es gelten b =∑g∈G∑χ∈Irr(G,b) χ(1)|G| χ(g−1)g und c =∑h∈H∑χ∈Irr(G,b) χ(1)|H | χ(h−1)h, also
b = |H ||G| c + b′ mit b′ ∈ O(G \ H). Daher ist |H ||G| c ∈ OH , und es gilt ` - [G : H ], weil sonst
15
1. Darstellungstheorie und Donovans Vermutung
0 = c = k⊗ c ∈ k⊗O (OH) = kH gelten würde. Der Charakter von ResGH (KGb) hat nur Konsti-
tuenten in Irr(H, c), weshalb KGb von 1− c annulliert wird. Daraus folgt 0 = (1− c)b = b − cb,
also gilt cb = b. Für x ∈ kH hat man nun
mb(xc) = xcb = xb =
|H |
|G| xc︸︷︷︸∈kH + xb′︸︷︷︸∈k(G\H),
also ist mb injektiv. Wegen dimk kGb =
∑
χ∈Irr(G,b) χ(1)
2 = dimk kHc ist mb ein Isomorphismus.
Aus (1.2.7) folgt damit, daß auch mb ein Isomorphismus ist.
Es sei nun V ein irreduzibler KG-Modul mit χ := χV ∈ Irr(G, b). Für h ∈ H und v ∈ V gilt
hv = h(bv) = (hb)v = (hcb)v, also folgt χ(h) = χ(hc) = χ(mb(hc)). Damit ist klar, daß
mb(bH (ResGH (χ))) = bG(χ) gilt.
Jetzt ist alles bis auf die Aussage über die Defektgruppen gezeigt. Um diese Behauptung zu be-
weisen, kann ich annehmen, daß b und c Blockidempotente sind. Es seien nun D eine Defektgruppe
von c und a ∈ (OH)D mit TrH/D(a) = c. Da ` den Index von H in G nicht teilt, ist |H ||G|ab ∈ (OG)D,
und es gilt
TrG/D(
|H |
|G| ab) =
|H |
|G| bTrG/H (c) =
|H |
|G|TrG/H (bc) =
|H |
|G|TrG/H (b) = b,
also enthält D eine Defektgruppe von b. WeilOHc undOGb isomorph sind, haben sie den gleichen
Defekt, und D selbst ist eine Defektgruppe von b. 
(1.2.9) Bemerkung
Es seien H ≤ G eine Untergruppe vom Index zwei, B ein `-Block von G und B ′ ein von B
überlagerter `-Block von H . Dann ist die größte Cartan-Invariante von B ′ höchstens doppelt so
groß wie die größte Cartan-Invariante von B und umgekehrt.
Beweis: Es seien χ und ϕ Charaktere von PIMs von B. Außerdem seien ϕ′ der Charakter eines
PIMs von B ′ und χ ′ der Charakter eines PIMs von B ′, der vom PIM zu χ überlagert wird. Dann gilt
(χ ′, ϕ′)H ≤ (ResGHχ, ϕ′)H = (χ, IndGHϕ′)G,
woraus die erste Behauptung folgt, da IndGHϕ
′ entweder der Charakter eines PIMs von B oder die
Summe der Charaktere von zwei PIMs von G ist. Die zweite Behauptung wird analog bewiesen. 
1.3. Donovans Vermutung und zentrale Produkte
Es sei k ein Zerfällungskörper für alle vorkommenden Gruppen.
(1.3.1) Definition
Es seien G1, . . . ,Gk Gruppen. Eine Faktorgruppe von G1 × · · · × Gk mit zentralem Kern heißt
zentrales Produkt von G1, . . . ,Gk . 
(1.3.2) Lemma
Es seien G1 und G2 endliche Gruppen, Z ≤ Z(G2) eine `-Gruppe und α : Z → Z(G1) ein Mo-
nomorphismus. Dann ist kG1 eine kZ -Algebra vermöge z.x := α(z)−1x für z ∈ Z und x ∈ kG1.
Setze nun N := {(α(z), z) | z ∈ Z} E G1×G2. Dann sind k((G1×G2)/N ) und (kG1)⊗kZ (kG2)
isomorphe k(G1 × G2)-Bimoduln.
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Beweis: Es sei gi ∈ G i . Da α(Z)× Z zentral in G1 × G2 ist, ist
(kG1)× (kG2)→ (kG1)⊗kZ (kG2), (x, y) 7→ (g1x)⊗ (g2y)
eine kZ -ausgeglichene Abbildung, also ist (kG1)⊗kZ (kG2) ein k(G1×G2)-Linksmodul. Genauso
sieht man, daß (kG1) ⊗kZ (kG2) ein k(G1 × G2)-Rechtsmodul ist. Es ist klar, daß diese beiden
Modulstrukturen miteinander verträglich sind, weshalb (kG1)⊗kZ (kG2) ein k(G1×G2)-Bimodul
ist. Der Kern des kanonischen Epimorphismus
pi : k(G1 × G2)→ k((G1 × G2)/N )
wird als k(G1 × G2)-Modul von {1− (α(z), z) | z ∈ Z} erzeugt. Der kanonische Epimorphismus
ϕ : (kG1)⊗k (kG2)→ (kG1)⊗kZ (kG2)
ist ein Bimodulhomomorphismus, der ϕ(α(z) ⊗ z) = 1 erfüllt. Identifiziert man k(G1 × G2) mit
(kG1)⊗k (kG2), folgt, daß der Kern von pi im Kern von ϕ enthalten ist. Da k((G1 × G2)/N ) und
(kG1)⊗kZ (kG2) die gleiche Dimension haben, nämlich |G1|·|G2||Z | , haben ϕ und pi denselben Kern,
woraus die Behauptung folgt. 
(1.3.3) Korollar
Es seien die Bezeichnungen und Voraussetzungen wie in (1.3.2). Es seien B1 und B2 Blöcke von
kG1 beziehungsweise kG2 und pi : k(G1 × G2)→ k((G1 × G2)/N ) der kanonische Epimorphis-
mus. Dann sind pi(B1⊗k B2) und B1⊗kZ B2 isomorphe k(G1×G2)-Bimoduln. Insbesondere sind
pi(B1 ⊗k B2) und B1 ⊗kZ B2 als k-Algebren isomorph.
Beweis: Da B1 und B2 direkte Summanden von kG1 beziehungsweise kG2 sind, ist B1 ⊗kZ B2 ein
direkter Summand von (kG1) ⊗kZ (kG2). Der Teilmodul B1 ⊗kZ B2 wird als k-Vektorraum von
{b1 ⊗ b2 | bi ∈ Bi } erzeugt – und dieses Erzeugnis ist das Bild von B1 ⊗k B2 unter ϕ, also gilt
ϕ(B1 ⊗k B2) = B1 ⊗kZ B2. Aus dem Beweis von (1.3.2) folgt, daß ϕ(B1 ⊗k B2) und pi(B1 ⊗k B2)
isomorphe Bimoduln sind. Daher gilt
pi((b1b′1)⊗ (b2b′2)) = pi(b1 ⊗ b2)b′1 ⊗ b′2 = ϕ(b1 ⊗ b2)b′1 ⊗ b′2 = ϕ((b1b′1)⊗ (b2b′2))
für alle bi , b′i ∈ Bi ⊆ kG i , was die letzte Behauptung beweist. 
(1.3.4) Lemma
Es seien G1 und G2 endliche Gruppen, B1 sei ein Block von kG1 mit Defektgruppe D und B2 sei ein
Block von kG2 mit Defektgruppe Z := Z(G2)`. Weiter sei N ≤ Z(G1) × Z(G2) so, daß Z in der
Projektion von N auf G2 enthalten ist. Es sei pi : k(G1 × G2)→ k((G1 × G2)/N ) der kanonische
Epimorphismus. Wenn pi(B1 ⊗k B2) 6= 0 gilt, sind pi(B1) und pi(B1 ⊗k B2)Morita-äquivalent, und
pi(D × Z) = pi(D) ist eine Defektgruppe von pi(B1 ⊗k B2).
Beweis: Wegen (1.2.3) kann angenommen werden, daß N eine `-Gruppe ist. Sind Z1 und Z2 Un-
tergruppen von Z(G1) beziehungsweise Z(G2) mit Z1 × Z2 ≤ N , so kann G i durch G i/Z i ersetzt
werden, N durch N/(Z1 × Z2) und Bi durch den entsprechenden Block von k(G i/Z i ). Also kann
ich annehmen, daß N ∩ G i = 1 für i = 1, 2 gilt. Dann induziert die Projektion von N auf G2
einen Isomorphismus von N auf Z , also gibt es einen Monomorphismus α : Z → Z(G1) mit
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N = {(α(z), z) | z ∈ Z}. Insbesondere ist pi(D × Z) = ((Dα(Z)) × 1)N/N = pi(D), da α(Z)
als zentrale `-Untergruppe von G1 in D enthalten ist. Die Aussage über die Defektgruppe folgt jetzt
aus (1.2.3). Da Z eine zentrale Untergruppe von G2 ist, gibt es, wie im Beweis von [Kül91, 12.3]
gezeigt wird, eine unitäre Teilalgebra S ∼= km×m von B2 mit B2 = S · kZ so, daß die Abbildung
S ⊗k kZ → S · kZ , s ⊗ z 7→ s · z ein Isomorphismus ist. Also gilt
pi(B1 ⊗k B2)
(1.3.2)∼= B1 ⊗kZ B2 ∼= B1 ⊗kZ kZ ⊗k S ∼= B1 ⊗k S.
Da S eine einfache Algebra ist, sind B1 und pi(B1 ⊗k B2) wegen (1.1.7) Morita-äquivalent. 
Es sei nun G eine Familie von endlichen Gruppen, und es sei B eine Familie von `-Blöcken von
Gruppen aus G. Weiter sei G∗ eine Familie von endlichen zentralen Produkten von Gruppen aus G.
Für G1, . . . ,Gk ∈ G und G1∗· · ·∗Gk ∈ G∗ sei pi : G1 × · · · × Gk → G1 ∗ · · · ∗ Gk der kanonische
Epimorphismus. Der entsprechende Epimorphismus von Gruppenringen wird auch mit pi bezeich-
net. Für 1 ≤ i < k seien Z i die Projektion des Kerns von pi auf G i+1 und Z i := Z i/Kern(pi |Gi+1).
Ich will annehmen, daß für G1 ∗ · · · ∗ Gk ∈ G∗ auch pi(Gσ(1) × · · · × Gσ(k−1)) für alle σ ∈ Sk in G∗
liegt, falls k > 2 ist. Es seien nun
B∗ := {pi(B1 ⊗k · · · ⊗k Bk) |G1 ∗ · · · ∗ Gk ∈ G∗, Bi ∈ B Block von kG i }
und
B := {pi(Bi ) | G1 ∗ · · · ∗ Gk ∈ G∗, Bi ∈ B Block von kG i }.
Dann gilt:
(1.3.5) Satz
Wenn Donovans Vermutung für B gilt und
{|Z i |` | G1 ∗ · · · ∗ Gk ∈ G∗, 1 ≤ i < k}
beschränkt ist, gilt sie auch für B∗.
Beweis: Wegen (1.2.3) kann ich annehmen, daß die Kerne der zentralen Produkte `-Gruppen sind.
Es seien δ ∈ N und pi(B1 ⊗k · · · ⊗k Bk) ∈ B∗ ein Block vom Defekt δ. Außerdem sei N ∈ N eine
obere Schranke für die Ordnungen der Z i . Es sei Di eine Defektgruppe von Bi . Wenn k größer als
δ ist, kann durch umnumerieren erreicht werden, daß
pi(D1 × · · · × Dk) = pi(D1 × · · · × Dk−1 × 1)
gilt. Aus (1.3.4) folgt nun, daß pi(B1⊗k · · ·⊗kBk−1) und pi(B1⊗k · · ·⊗kBk)Morita-äquivalent sind.
Also hat jede Morita-Äquivalenzklasse von Blöcken ausB∗ vom Defekt δ einen Vertreter der Form
pi(B1 ⊗k · · · ⊗k Bk) mit k ≤ δ. Aus (1.3.3), angewandt auf die Gruppen pi(G1 × · · · × Gk−1) und
pi(Gk) mit Blöcken pi(B1 ⊗k · · · ⊗k Bk−1) beziehungsweise pi(Bk), folgt, daß pi(B1 ⊗k · · · ⊗k Bk)
isomorph zu pi(B1 ⊗k · · · ⊗k Bk−1)⊗kZk−1 pi(Bk) ist. Wegen (1.2.3) gilt
δ(pi(B1 ⊗k · · · ⊗k Bk)) = δ(pi(B1 ⊗k · · · ⊗k Bk−1))+ δ(pi(Bk))− |Z k−1|,
wobei für einen Block B mit δ(B) der Defekt des Blockes bezeichnet wird. Induktiv folgt, daß
pi(B1 ⊗k · · · ⊗k Bk) und pi(B1)⊗kZ1 · · · ⊗kZk−1 pi(Bk) isomorph sind und
δ = δ(pi(B1 ⊗k · · · ⊗k Bk)) = δ(pi(B1))+ · · · + δ(pi(Bk))− |Z1| − · · · − |Z k−1|
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gilt. Insbesondere ist δ(pi(Bi )) ≤ δ + (k − 1)N ≤ δ(N + 1) für alle 1 ≤ i ≤ k. Jetzt folgt die
Behauptung aus (1.1.7), da es nach Voraussetzung nur endlich viele Morita-Äquivalenzklassen inB
gibt, deren Defekt höchstens δ(N + 1) ist. 
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In diesem Kapitel werden die klassischen und einige verwandte Gruppen eingeführt, einige davon
als Untergruppen der vollen linearen Gruppen. Dazu werden als erstes die nötigen Begriffe aus
der Theorie der reduktiven Gruppen bereitgestellt. Anschließend werden die Konjugiertenklassen
halbeinfacher Elemente und ihre Zentralisatoren für einige Gruppen beschrieben.
Es seien q eine Potenz der Primzahl p und F ein algebraischer Abschluß von Fq .
2.1. Reduktive Gruppen
Es seien G eine zusammenhängende, lineare, reduktive algebraische Gruppe über F und T ein ma-
ximaler Torus von G. Die Weyl-Gruppe NG(T)/T von G bezüglich T will ich mit W bezeichnen.
Weiter seien (X,8, Y,8∨) das Wurzeldatum von G bezüglich T und 1 eine Basis von 8. Es sei
Ga die additive Gruppe F, aufgefaßt als algebraische Gruppe. Für α ∈ 8 seien Uα die Wurzelun-
tergruppe von G zu α und uα : Ga → Uα ein Isomorphismus. Es sei nun φ ein Automorphismus
endlicher Ordnung von X so, daß 8 invariant unter φ und 8∨ invariant unter dem adjungierten
Automorphismus φ∨ von Y ist. Aus dem Beweis von [Spr98, 9.6.5] folgt, daß es einen Endomor-
phismus Fqφ von G gibt, der Fqφ(t) = φ∨(t)q für t ∈ T und Fqφ(uα(x)) = uφ(α)(εαxq) für α ∈ 8
und x ∈ F erfüllt. Dabei ist εα ∈ {±1}, und φ∨ wird vermöge des Isomorphismus T ∼= F∗ ⊗Z Y
als Automorphismus von T aufgefaßt. Die Abbildung Fqφ heißt zu qφ ∈ End(X) beziehungsweise
qφ∨ ∈ End(Y ) gehöriger Frobenius-Endomorphismus. Man kann Fqφ = Fqid ◦ Fφ wählen, woraus
folgt, daß Fqφ ein Frobenius-Endomorphismus im Sinne von [Gec03, 4.1.1] ist.
(2.1.1) Definition
(i) Es sei F := Fqφ ein Frobenius-Endomorphismus von G wie oben. Dann sagt man, daß G
über Fq definiert ist, mit zugehörigem Frobenius-Endomorphismus F . Die Fixpunktgruppe
GF ist endlich und heißt endliche Gruppe vom Lie-Typ oder endliche reduktive Gruppe. Eine
Untergruppe, Konjugiertenklasse etc. von G heißt rational, wenn sie invariant unter F ist.
Es seien H eine über Fq definierte reduktive Gruppe mit zugehörigem Frobenius-Endomor-
phismus F ′ und f : G → H ein Homomorphismus. Dann heißt f rational oder über Fq
definiert, wenn f ◦ F = F ′ ◦ f gilt.
(ii) Die durch das duale Wurzeldatum (Y,8∨, X,8) definierte Gruppe G∗ heißt die zu G dua-
le Gruppe. Sie ist bis auf Isomorphie eindeutig bestimmt. Ist Fqφ ein Frobenius-Endomor-
phismus von G, so heißt Fqφ∨ ein dazu dualer Frobenius-Endomorphismus von G∗. 
Für die von mir behandelten Gruppen ist diese Definition des Frobenius-Endomorphismus ausrei-
chend, allerdings erhält man so nicht alle endlichen Gruppen vom Lie-Typ. Allgemeiner kann man
ihn so definieren: es sei G eine zusammenhängende, lineare algebraische Gruppe über F. Ein En-
domorphismus F von G heißt Standard-Frobenius-Endomorphismus, wenn es eine abgeschlossene
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Einbettung ι : G→ GLn(F) gibt so, daß ι◦F = Fq ◦ ι gilt, wobei Fq : GLn(F)→ GLn(F) die Ab-
bildung ist, die jeden Matrixeintrag zur q-ten Potenz erhebt. Ein Endomorphismus F von G heißt
verallgemeinerter Frobenius-Endomorphismus, wenn eine Potenz Fm von F ein Standard-Frobe-
nius-Endomorphismus von G ist. Ein verallgemeinerter Frobenius-Endomorphismus definiert im
allgemeinen keine Fq-rationale Struktur auf G. Für verallgemeinerte Frobenius-Endomorphismen
gilt der fundamentale Satz von Lang-Steinberg:
(2.1.2) Satz (Lang-Steinberg, siehe z.B. [Gec03, 4.1.12])
Es seien G eine zusammenhängende, lineare algebraische Gruppe und F ein verallgemeinerter Fro-
benius-Endomorphismus von G. Dann ist die Abbildung G→ G, g 7→ g−1F(g) surjektiv. 
Zum Schluß noch zwei Folgerungen aus dem Satz von Lang-Steinberg, die später benötigt werden.
Dabei seien G eine zusammenhängende, lineare algebraische Gruppe und F ein verallgemeinerter
Frobenius-Endomorphismus von G.
(2.1.3) Korollar
Es seien G reduktiv, I ⊆ 1 und LI die entsprechende Standard-Levi-Untergruppe von G. Dann
gilt NG(LI ) = StabW (I )LI . Wenn T und I invariant unter F sind, ist NG(LI )F/LFI isomorph zu
StabW (I )F .
Beweis: Es sei g ∈ NG(LI ). Da gT und T in LI konjugiert sind, kann ich g ∈ NG(T) annehmen.
Dann ist gI eine Basis der Wurzeln von LI bezüglich T, und da alle Basen dieser Wurzeln eine
Bahn unter WI bilden [Bou02, S. 166], kann ich gT ∈ StabW (I ) annehmen.
Es seien nun T und I invariant unter F sowie w ∈ StabW (I ) und x ∈ LI . Genau dann ist w˙x
in NG(LI )F , wenn w˙−1F(w˙) = x F(x−1) gilt. Wegen WI ∩ StabW (I ) = 1 muß w in W F liegen.
Da sich zwei Lösungen x und x ′ dieser Gleichung nur um einen Faktor aus LFI unterscheiden, ist
NG(LI )F/LFI isomorph zu einer Untergruppe von StabW (I )F . Nach dem Satz von Lang-Steinberg
ist die obige Gleichung für jedes w ∈ StabW (I ) erfüllbar, also gilt auch die zweite Behauptung. 
(2.1.4) Korollar
Es seien Z ≤ Z(G) abgeschlossen und F-stabil und pi : G → G/Z =: G der kanonische Epimor-
phismus. Dann ist pi(GF) normal in G
F
, und es gilt G
F
/pi(GF) ∼= (Z/Z0)F , wobei (Z/Z0)F die
F-Koinvarianten von Z/Z0 bezeichnet.
Beweis: Es sei K := 〈z−1F(z) | z ∈ Z〉 = {z−1F(z) | z ∈ Z}. Da Z0 in K enthalten ist (Lang-
Steinberg), gilt (Z/Z0)F ∼= Z/K. Ein Element xZ ∈ G ist genau dann F-invariant, wenn x−1F(x)
in Z liegt. Für z ∈ Z und xZ ∈ GF ist (xz)−1F(xz) ∈ x−1F(x)K, also erhält man eine Abbildung
τ : GF → Z/K, xZ 7→ x−1F(x)K,
die wegen des Satzes von Lang-Steinberg ein Epimorphismus ist. Es gilt
xZ ∈ Kern(τ )⇐⇒ x−1F(x) ∈ K⇐⇒ xz ∈ GF für ein z ∈ Z⇐⇒ xZ ∈ pi(GF).
Daher ist Kern(τ ) = pi(GF), woraus beide Behauptungen folgen. 
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2.2. Die klassischen und verwandte Gruppen
Die Wurzeldaten der vollen linearen, der symplektischen und der speziellen orthogonalen Gruppen
stehen in [Spr98, 7.4.7]. Daraus erhält man leicht die Wurzeldaten der projektiven Gruppen und
der Spingruppen. Die Wurzeldaten der konformen Gruppen und der speziellen Clifford-Gruppen
werden in §2.3.3 bestimmt. Die Frobenius-Endomorphismen und die Einbettungen in die vollen
linearen Gruppen habe ich aus [HK00, §4] übernommen.
Für n ∈ N seien (ε1, . . . , εn) die Standardbasis von Zn und
Jn := (δi+ j,n+1)1≤i, j≤n =

1
·
·
·
1
 ∈ {0, 1}n×n,
wobei δi, j die Kronecker-Deltafunktion ist.
Tabelle 2.2.1.: Paare dualer Gruppen
G GF (G∗)F∗ G∗
GLn(F) GLn(q) GLn(q) GLn(F)
GUn(q) GUn(q)
SO2n+1(F) SO2n+1(q) Sp2n(q) Sp2n(F)
Spin2n+1(F) Spin2n+1(q) PCSp2n(q) PCSp2n(F)
CSp2n(F) CSp2n(q) SCl2n+1(q) SCl2n+1(F)
SO2n(F) SO±2n(q) SO
±
2n(q) SO2n(F)
CSO2n(F) CSO±2n(q) SCl
±
2n(q) SCl2n(F)
Spin2n(F) Spin±2n(q) PCSO
±
2n(q) PCSO2n(F)
2.2.1. Gruppen vom Typ An−1 und vom Typ 2An−1
Es seien8 := 8∨ := {εi − εj | 1 ≤ i 6= j ≤ n} und1 := {εi − εi+1 | 1 ≤ i < n}. Die Weyl-Gruppe
W vom Typ An−1 ist die symmetrische Gruppe auf n Punkten,
•
ε1 − ε2 •ε2 − ε3
. . . •
εn−2 − εn−1 •εn−1 − εn
ist das Dynkin-Diagramm mit Automorphismus vom Typ An−1, und
•
ε1 − ε2
rr ,,•
ε2 − ε3
. . . •
εn−2 − εn−1 •εn−1 − εn
ist das Dynkin-Diagramm mit Automorphismus vom Typ 2An−1.
Die vollen linearen und unitären Gruppen
Die zusammenhängende reduktive Gruppe über F mit Wurzeldatum (Zn,8,Zn,8∨) ist GLn(F).
Es seien F0 der Standard-Frobenius-Endomorphismus von GLn(F) und
F : GLn(F)→ GLn(F), g 7→ JnF0(g)−t Jn.
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Bezeichnet man mit w0 := (1, n)(2, n − 1) · · · (b n2c, d n2e + 1) das längste Element von W und ist
φ := −w0, so ist F ein Frobenius-Endomorphismus zu qφ. Die Untergruppe der Diagonalmatrizen
T ist ein maximal zerfallender Torus von G bezüglich F0 und F , und 8 und 8∨ sind die Wurzeln
beziehungsweise die Kowurzeln von GLn(F) bezüglich T. Außerdem gilt GLn(F)F0 = GLn(q),
und GLn(F)F = GUn(q) ist die volle unitäre Gruppe über Fq2 .
2.2.2. Gruppen vom Typ Bn
Es seien 8 := {±εi ,±εi ± εj | 1 ≤ i 6= j ≤ n} und 1 := {εi − εi+1, εn | 1 ≤ i ≤ n − 1} sowie
8∨ := {±2εi ,±εi ± εj | 1 ≤ i 6= j ≤ n}. Die Weyl-Gruppe vom Typ Bn ist W = C2 o Sn , und
•
ε1 − ε2 •ε2 − ε3
. . . •
εn−1 − εn > •εn
ist das Dynkin-Diagramm vom Typ Bn .
Die speziellen orthogonalen Gruppen in ungerader Dimension
Die zusammenhängende reduktive Gruppe über Fmit Wurzeldatum (Zn,8,Zn,8∨) ist SO2n+1(F).
Sie kann wie folgt realisiert werden: es seien (e1, . . . , en, e0, e˜n, . . . , e˜1) die Standardbasis von F2n+1q
und Q(a0e0 +∑ni=1(aiei + a˜i e˜i )) := a20 +∑ni=1 ai a˜i . Dann gilt
SO2n+1(F) = {g ∈ SL2n+1(F) | Q(gv) = Q(v) ∀v ∈ F2n+1}.
Es sei F der Standard-Frobenius-Endomorphismus von SO2n+1(F). Dann gilt
SO2n+1(F)F = SO2n+1(q) = {g ∈ SL2n+1(q) | Q(gv) = Q(v) ∀v ∈ F2n+1q }.
Ein maximal zerfallender Torus von SO2n+1(F) ist
T := {Diag(λ1, . . . , λn, 1, λ−1n , . . . , λ−11 ) | λi ∈ F∗},
dessen Elemente ich kurz mit (λ1, . . . , λn) bezeichnen will. Die Menge der Wurzeln von SO2n+1(F)
bezüglich T ist 8, die Menge der Kowurzeln von SO2n+1(F) bezüglich T ist 8∨. Für ein Element
w = (σ1, . . . , σn)pi ∈ W (G,T) mit σi ∈ {±1} und pi ∈ Sn gilt
w(λ1, . . . , λn) = (λσ1pi−1(1), . . . , λσnpi−1(n)).
Die speziellen Clifford-Gruppen in ungerader Dimension
Es sei (ε0, ε1, . . . , εn) die Standardbasis von Zn+1. Die zusammenhängende reduktive Gruppe über
F mit Wurzeldatum
(〈εi , 12(ε0 + · · · + εn) | 1 ≤ i ≤ n〉Z,8, 〈εi − ε0, 2ε0 | 1 ≤ i ≤ n〉Z,8
∨)
ist die spezielle Clifford-Gruppe SCl2n+1(F). Außerdem ist Z(SCl2n+1(F)) = F∗ ⊗Z 〈2ε0〉Z. Es sei
F ein zu
qid : 〈εi , 12(ε0 + · · · + εn) | 1 ≤ i ≤ n〉Z → 〈εi ,
1
2
(ε0 + · · · + εn) | 1 ≤ i ≤ n〉Z
gehöriger Frobenius-Endomorphismus von SCl2n+1(F). Die Fixpunktgruppe SCl2n+1(F)F ist die
spezielle Clifford-Gruppe SCl2n+1(q) in Dimension 2n + 1 über Fq .
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Die Spingruppen in ungerader Dimension
Die einfach zusammenhängende Gruppe vom Typ Bn über F ist die Spingruppe Spin2n+1(F). Sie
hat das Wurzeldatum
(〈εi , 12(ε1 + · · · + εn) | 1 ≤ i ≤ n〉Z,8, 〈εi ± εj | 1 ≤ i 6= j ≤ n〉Z,8
∨).
Das Zentrum von Spin2n+1(F) ist {±1}. Es sei F ein zu
qid : 〈εi , 12(ε1 + · · · + εn) | 1 ≤ i ≤ n〉Z → 〈εi ,
1
2
(ε1 + · · · + εn) | 1 ≤ i ≤ n〉Z
gehöriger Frobenius-Endomorphismus von Spin2n+1(F). Die Fixpunktgruppe Spin2n+1(F)F ist die
Spingruppe Spin2n+1(q) in Dimension 2n + 1 über Fq .
2.2.3. Gruppen vom Typ Cn
Es seien 8 := {±2εi ,±εi ± εj | 1 ≤ i 6= j ≤ n} und 1 := {εi − εi+1, 2εn | 1 ≤ i ≤ n − 1} sowie
8∨ := {±εi ,±εi ± εj | 1 ≤ i 6= j ≤ n}. Die Weyl-Gruppe vom Typ Cn ist W = C2 o Sn , und
•
ε1 − ε2 •ε2 − ε3
. . . •
εn−1 − εn < •2εn
ist das Dynkin-Diagramm vom Typ Cn .
Die symplektischen Gruppen
Die zusammenhängende reduktive Gruppe über F mit Wurzeldatum (Zn,8,Zn,8∨) ist Sp2n(F).
Sie kann wie folgt realisiert werden: es sei J := ( 0 Jn−Jn 0 ). Dann gilt
Sp2n(F) = {g ∈ GL2n(F) | gt Jg = J }.
Es sei F der Standard-Frobenius-Endomorphismus von Sp2n(F). Dann gilt
Sp2n(F)F = Sp2n(q) = {g ∈ GL2n(q) | gt Jg = J }.
Ein maximal zerfallender Torus von Sp2n(F) ist
T := {Diag(λ1, . . . , λn, λ−1n , . . . , λ−11 ) | λi ∈ F∗},
dessen Elemente wieder mit (λ1, . . . , λn) bezeichnet werden. Die Wurzeln von Sp2n(F) bezüglich
T sind die Elemente von 8, die Kowurzeln von Sp2n(F) bezüglich T sind die Elemente von 8∨.
Die konformen symplektischen Gruppen
Es sei (ε0, ε1, . . . , εn) die Standardbasis von Zn+1. Die zusammenhängende reduktive Gruppe über
F mit Wurzeldatum
(〈εi − ε0, 2ε0 | 1 ≤ i ≤ n〉Z,8, 〈εi , 12(ε0 + · · · + εn) | 1 ≤ i ≤ n〉Z,8
∨)
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ist CSp2n(F). Diese Gruppe kann wie folgt realisiert werden: es sei J wie oben. Dann gilt
CSp2n(F) = {g ∈ GL2n(F) | ∃λg ∈ F∗ : gt Jg = λg J }.
Es sei F der Standard-Frobenius-Endomorphismus von CSp2n(F). Dann gilt
CSp2n(F)F = CSp2n(q) = {g ∈ GL2n(q) | ∃λg ∈ F∗q : gt Jg = λg J }.
Ein maximal zerfallender Torus von CSp2n(F) ist
T := {λ0 · Diag(λ1, . . . , λn, λ−1n , . . . , λ−11 ) | λi ∈ F∗}.
Die projektiven symplektischen Gruppen
Die adjungierte Gruppe vom Typ Cn über F ist die projektive symplektische Gruppe PCSp2n(F).
Es seien pi : Sp2n(F) → PCSp2n(F) eine adjungierte Darstellung und T der maximale Torus von
Sp2n(F) aus §2.2.3. Dann ist
(〈εi ± εj | 1 ≤ i 6= j ≤ n〉Z,8, 〈εi , 12(ε1 + · · · + εn) | 1 ≤ i ≤ n〉Z,8
∨)
das Wurzeldatum von PCSp2n(F) bezüglich pi(T). Der Frobenius-Endomorphismus F von Sp2n(F)
definiert einen Frobenius-Endomorphismus von PCSp2n(F), den ich auch mit F bezeichnen will,
der pi(g) auf pi(F(g)) abbildet.
2.2.4. Gruppen vom Typ Dn und vom Typ 2Dn
Es seien 8 := 8∨ := {±εi ± εj | 1 ≤ i 6= j ≤ n} und 1 := {εi − εi+1, εn−1 + εn | 1 ≤ i ≤ n − 1}.
Die Weyl-Gruppe vom Typ Dn ist {(σ1, . . . , σn)pi ∈ C2 o Sn | ∏ni=1 σi = 1}, das ist eine Untergruppe
von C2 o Sn vom Index zwei. Dies
•
ε1 − ε2 •ε2 − ε3
. . . • εn−2 − εn−1
•
εn−1 − εn
•?
??
??
??
??
εn−1 + εn
ist das Dynkin-Diagramm mit Automorphismus vom Typ Dn , und dies
•
ε1 − ε2 •ε2 − ε3
. . . • εn−2 − εn−1
•
εn−1 − εn
•?
??
??
??
??
εn−1 + εn
aa
}}
ist das Dynkin-Diagramm mit Automorphismus vom Typ 2Dn .
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Die speziellen orthogonalen Gruppen in gerader Dimension
Die zusammenhängende reduktive Gruppe über F mit Wurzeldatum (Zn,8,Zn,8∨) ist SO2n(F).
Sie kann wie folgt realisiert werden: es seien (e1, . . . , en, e˜n, . . . , e˜1) die Standardbasis von F2nq und
Q(
∑n
i=1(aiei + a˜i e˜i )) :=
∑n
i=1 ai a˜i . Dann gilt
SO2n(F) = {g ∈ SL2n(F) | Q(gv) = Q(v) ∀v ∈ F2n}.
Es sei ϕ der Vektorraumisomorphismus von F2n , der en und e˜n vertauscht und alle anderen Basisvek-
toren festläßt. Dann gilt Q ◦ ϕ = Q, also induziert Konjugation mit ϕ einen Automorphismus von
SO2n(F), den ich mit ad ϕ bezeichnen will. Es seien F der Standard-Frobenius-Endomorphismus
von SO2n(F) und F− := F ◦ ad ϕ; dies ist ein Frobenius-Endomorphismus zu qφ, wobei φ der
Automorphismus von Zn ist, der εn auf −εn abbildet und εi für 1 ≤ i < n festläßt. Dann ist
(SO2n(F), F) vom Typ Dn , und (SO2n(F), F−) ist vom Typ 2Dn . Weiter gelten
SO2n(F)F = SO+2n(q) = {g ∈ SL2n(q) | Q(gv) = v ∀v ∈ F2nq }
und SO2n(F)F
− = SO−2n(q). In beiden Fällen ist
T := {Diag(λ1, . . . , λn, λ−1n , . . . , λ−11 ) | λi ∈ F∗}
ein maximal zerfallender Torus von SO2n(F). Außerdem ist8 die Menge der Wurzeln von SO2n(F)
bezüglich T, und 8∨ ist die Menge der Kowurzeln von SO2n(F) bezüglich T. Die Weyl-Gruppe W
von G bezüglich T kann als Untergruppe von G realisiert werden: für w ∈ Sn ist w˙ :=
( Pw 0
0 Jn Pw Jn
)
ein Repräsentant, wobei Pw die Permutationsmatrix zu w ist. Die Permutationsmatrix zur Doppel-
transposition (1, 2n)(2, 2n− 1) ist ein Repräsentant von (−12, 1n−2). Es ist leicht zu sehen, daß die
von dieser Matrix und den oben definierten Repräsentanten erzeugte Gruppe W˙ in NG(T) liegt und
der kanonische Epimorphismus NG(T)→ W einen Isomorphismus W˙ → W induziert. Außerdem
ist W˙ invariant unter F−, und F operiert trivial auf W˙ .
Die konformen speziellen orthogonalen Gruppen in gerader Dimension
Die zusammenhängende reduktive Gruppe über F mit Wurzeldatum
(〈εi − ε0, 2ε0 | 1 ≤ i ≤ n〉Z,8, 〈εi , 12(ε0 + · · · + εn) | 1 ≤ i ≤ n〉Z,8
∨).
ist CSO2n(F). Sie kann wie folgt realisiert werden: es sei Q wie oben. Dann gilt
CSO2n(F) = {g ∈ GL2n(F) | ∃λg ∈ F∗ ∀v ∈ F2n : Q(gv) = λgQ(v) und det g = λng}.
Es seien ϕ wie oben, F der Standard-Frobenius-Endomorphismus von CSO2n(F) und, wie gerade,
F− := F ◦ ad ϕ. Dann gelten CSO2n(F)F = CSO+2n(q) und CSO2n(F)F− = CSO−2n(q), wobei
man
CSO+2n(q) = {g ∈ GL2n(q) | ∃λg ∈ F∗q ∀v ∈ F2nq : Q(gv) = λgQ(v) und det g = λng}
hat. In beiden Fällen ist
T := {λ0 · Diag(λ1, . . . , λn, λ−1n , . . . , λ−11 ) | λi ∈ F∗}
ein maximal zerfallender Torus von CSO2n(F).
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Die speziellen Clifford-Gruppen in gerader Dimension
Es seien (ε0, ε1, . . . , εn) die Standardbasis von Zn+1 und φ der Automorphismus von Zn+1, der εi
für 0 ≤ i ≤ n− 1 invariant läßt und εn auf −εn abbildet. Die zusammenhängende reduktive Gruppe
über F mit Wurzeldatum
(〈εi , 12(ε0 + · · · + εn) | 1 ≤ i ≤ n〉Z,8, 〈εi − ε0, 2ε0 | 1 ≤ i ≤ n〉Z,8
∨)
ist die spezielle Clifford-Gruppe SCl2n(F). Es gilt
Z(SCl2n(F)) = 〈
n∏
i=1
(εi − ε0)(−1)〉 × F∗ ⊗Z 〈2ε0〉Z ∼= C2 ×Gm .
Es seien F ein zu
qid : 〈εi , 12(ε0 + · · · + εn) | 1 ≤ i ≤ n〉Z → 〈εi ,
1
2
(ε0 + · · · + εn) | 1 ≤ i ≤ n〉Z
gehöriger Frobenius-Endomorphismus von SCl2n(F) und F− ein zu
qφ : 〈εi , 12(ε0 + · · · + εn) | 1 ≤ i ≤ n〉Z → 〈εi ,
1
2
(ε0 + · · · + εn) | 1 ≤ i ≤ n〉Z
gehöriger Frobenius-Endomorphismus von SCl2n(F). Dann ist SCl2n(F)F = SCl+2n(q) vom Typ
Dn , und SCl2n(F)F
− = SCl−2n(q) ist vom Typ 2Dn .
Die Spingruppen in gerader Dimension
Die einfach zusammenhängende Gruppe vom Typ Dn ist die Spingruppe Spin2n(F). Sie hat das
Wurzeldatum
(〈εi , 12(ε1 + · · · + εn) | 1 ≤ i ≤ n〉Z,8, 〈εi ± εj | 1 ≤ i 6= j ≤ n〉Z,8
∨).
Das Zentrum von Spin2n(F) ist eine zyklische Gruppe der Ordnung vier, wenn p ungerade ist;
im Fall p = 2 hat Spin2n(F) triviales Zentrum. Die lineare Fortsetzung des Endomorphismus φ
von Zn aus §2.2.4 will ich auch mit φ bezeichnen. Es seien F ein Frobenius-Endomorphismus zu
qid und F− ein Frobenius-Endomorphismus zu qφ. Dann gelten Spin2n(F)F = Spin+2n(q) und
Spin2n(F)F
− = Spin−2n(q).
Die projektiven speziellen orthogonalen Gruppen in gerader Dimension
Die adjungierte Gruppe vom Typ Dn ist die projektive spezielle orthogonale Gruppe PCSO2n(F).
Es seien pi : SO2n(F) → PCSO2n(F) die adjungierte Darstellung und T der oben beschriebene
maximale Torus von SO2n(F). Dann ist
(〈εi ± εj | 1 ≤ i 6= j ≤ n〉Z,8, 〈εi , 12(ε1 + · · · + εn) | 1 ≤ i ≤ n〉Z,8
∨)
dasWurzeldatum von PCSO2n(F) bezüglich pi(T). Die Frobenius-Endomorphismen F und F− von
SO2n(F) definieren wie in §2.2.3 via pi Frobenius-Endomorphismen von PCSO2n(F), die ich wie-
der mit F und F− bezeichnen will. Für die Fixpunktgruppen gelten PCSO2n(F)F = PCSO+2n(q)
und PCSO2n(F)F
− = PCSO−2n(q).
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2.3. Konjugiertenklassen halbeinfacher Elemente und ihre
Zentralisatoren
Fong und Srinivasan haben in [FS89] die halbeinfachen Konjugiertenklassen der symplektischen
und der speziellen orthogonalen Gruppen durch Mengen von Polynomen parametrisiert. Sie haben
darüberhinaus die halbeinfachen Klassen der speziellen Clifford-Gruppen beschrieben. Ich habe die-
sen Zugang aufgegriffen und benutzt, um auch die halbeinfachen Klassen der projektiven Gruppen
beschreiben.
Es seien G eine zusammenhängende reduktive, lineare algebraische Gruppe über F und T ein
maximaler Torus von G. Weiter seien W die Weyl-Gruppe von G bezüglich T und (X,8, Y,8∨)
das Wurzeldatum von G bezüglich T. Ich werde die Zentralisatoren halbeinfacher Elemente mit
Hilfe der folgenden Sätze bestimmen.
(2.3.1) Satz ([Car85, 3.5.3])
Es sei t ∈ T. Dann ist C0G(t) = 〈T,Uα | α ∈ 8,α(t) = 1〉 eine reduktive Gruppe. Weiter gelten
CG(t) = 〈C0G(t), NG(T) ∩ CG(t)〉 und CG(t)/C0G(t) ∼= CW (t)/C0W (t), wobei C0W (t) die Weyl-
Gruppe von C0G(t) bezüglich T ist. 
(2.3.2) Satz ([Car85, 4.5.8] und [Car85, 3.5.6], [Ste68, 8.5])
Wenn Z(G∗) zusammenhängend ist, sind die Zentralisatoren der halbeinfachen Elemente in G zu-
sammenhängend. 
Ich bin insbesondere daran interessiert, ob der Zentralisator von t in einer echten Levi-Untergruppe
von G enthalten ist. Elemente, für die dies nicht gilt, bekommen einen Namen:
(2.3.3) Definition
Ein halbeinfaches Element s ∈ G heißt isoliert, falls C0G(s) nicht in einer echten Levi-Untergruppe
von G enthalten ist. Ein halbeinfaches Element s ∈ G heißt quasi-isoliert, falls CG(s) nicht in einer
echten Levi-Untergruppe von G enthalten ist. 
Da ich an den Zentralisatoren aller halbeinfachen Elemente interessiert bin, benötige ich Informatio-
nen über die Konjugiertenklassen halbeinfacher Elemente. Außerdem bin ich nur an halbeinfachen
Elementen in endlichen reduktiven Gruppen interessiert. Es seien also F ein verallgemeinerter Fro-
benius-Endomorphismus von G und T rational. Jedes halbeinfache Element von GF bestimmt eine
rationale, halbeinfache Konjugiertenklasse inG, und nach [Car85, 3.7.2] sind diese Klassen parame-
trisiert durch die F-stabilen Bahnen vonW inT: jede solche Klasse hat einen Vertreter t ∈ T, für den
W t invariant unter F ist. Die Elemente von (Gt)F sind von der Form gt , wobei g−1F(g)T =: w ∈ W
mit wF(t) = t gilt. Es bleibt noch zu klären, in welche GF -Klassen diese Menge zerfällt. Dazu sei
g ∈ G mit g−1F(g) =: w˙ wie oben fest gewählt. Weiter sei C0W (t) ≤ CW (t) die Weyl-Gruppe von
C0G(t). Nach [DM91, 3.25] werden die G
F -Klassen von (Gt)F durch die F-Konjugiertenklassen
von CG(gt)/C0G(
gt) parametrisiert. Da die Operation von F auf CG(gt) der Operation von w˙F auf
CG(t) entspricht und CG(t)/C0G(t) ∼= CW (t)/C0W (t) gilt, werden die Konjugiertenklassen durch die
wF-Konjugiertenklassen von CW (t)/C0W (t) parametrisiert. Um ein Repräsentantensystem der halb-
einfachen Klassen von GF und ihre Zentralisatoren zu finden, kann man also wie folgt vorgehen:
(i) Bestimme ein Vertretersystem t1, . . . , tk der F-stabilen Bahnen von W auf T.
(ii) Bestimme für jedes ti ein wi ∈ W mit wi F(ti ) = ti .
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(iii) Bestimme für jedes i ein Vertretersystem wi,1, . . . , wi,ki der
wi F-Konjugiertenklassen von
CW (ti )/C0W (ti ).
(iv) Für gi, j ∈ G mit g−1i, j F(gi, j )T = wi, j ist dann {gi, j ti | 1 ≤ i ≤ k, 1 ≤ j ≤ ki } ein Ver-
tretersystem der halbeinfachen Klassen von GF . Der Zentralisator von gi, j ti entspricht dem
Zentralisator von ti mit Frobenius-Endomorphismus wi, j F – und dieser kann mit (2.3.1) leicht
bestimmt werden.
Da ich nur an den Zentralisatoren der halbeinfachen Elemente von GF interessiert bin, brauche ich
die Elemente gi, j nicht zu bestimmen. Es genügt, die ti und die wi, j zu finden.
2.3.1. Vorbemerkungen über Polynome
Es seien λ ∈ F und m ∈ Nminimal mit λ ∈ Fqm . Dann ist∏m−1i=0 (T −λq i ) das Minimalpolynom von
λ über Fq . Für f ∈ F[T ] \ TF[T ] sei f ∗ := T deg( f ) f (0)−1 f (T−1); das ist das normierte Polynom
in F[T ], dessen Nullstellen die Inversen der Nullstellen von f sind. Für einen Körper K seien
(i) F0(K) := {T ± 1},
(ii) F1(K) := { f ∈ K[T ] \ TK[T ] | T ± 1 6= f normiert, irreduzibel mit f = f ∗} und
(iii) F2(K) := { f ∈ K[T ] \ TK[T ] | f normiert, irreduzibel mit f 6= f ∗}.
Zur Abkürzung setze ich Fi := Fi (Fq). Ist f = ∏m−1i=0 (T − λq i ) ∈ F1, so ist deg( f ) gerade. Für
1 ≤ j < m mit λ−1 = λq j gilt 1 = λq j+1, also liegt λ in Fq2 j ∩ Fqm = FqggT(2 j,m) . Nach Wahl von m
ist ggT(2 j,m) = m und daher j = m2 . Also sind λ, . . . , λq
j−1
, λ−1 = λq j , . . . , λ−q j−1 = λqm−1 die
Nullstellen von f . Für f ∈ Fi (K) ist der reduzierte Grad von f definiert durch δ( f ) := deg( f ) für
i ∈ {0, 2} und δ( f ) := deg( f )2 für i = 1.
Ab jetzt sei q ungerade. Für f ∈ F[T ] mit geradem Grad setze f − := f (−T ). Es sei nun
f = ∏m−1i=0 (T − λq i ) ∈ F1 mit f = f −. Dann gibt es 1 ≤ j < m mit −λ = λq j . Das impliziert
1 = λq2 j−1, also folgt wie oben, daß j = m2 ist. Oben wurde λq
m/2 = λ−1 gezeigt, weshalb λ
Ordnung vier haben und f = T 2+1 gelten muß. Das ist nur möglich, wenn q eine ungerade Potenz
von p ist und p ≡ −1( mod 4) gilt, weil sonst λ in Fq liegt.
Es sei nun f = ∏m−1i=0 (T − λq i ) ∈ F2 mit f f ∗ = f − f ∗−. Wenn f = f − gilt, kann wie
oben gezeigt werden, daß m gerade ist und −λ = λqm/2 gilt. Die Nullstellen von f sind daher
λ, . . . , λq
m/2−1
,−λ = λqm/2, . . . ,−λqm/2−1 = λqm−1. Gilt f − = f ∗, so ist entweder λ−1 = −λ oder
es gibt 1 ≤ j < m mit −λ = λ−q j . Im ersten Fall ist λ eine primitive vierte Einheitswurzel
und f = T − λ, im zweiten Fall ist −1 = λq j+1, also liegt λ in Fq2 j . Wie oben schon gese-
hen, muß m dann gerade sein und j = m2 gelten. Die Nullstellen von f sind im zweiten Fall
λ, . . . , λq
m/2−1
,−λ−1 = λqm/2, . . . ,−λ−qm/2−1 = λqm−1.
Es sei F der Endomorphismus von F, der jedes Element zur q-ten Potenz erhebt. Es seien wei-
ter f ∈ F[T ] ein normiertes Polynom und fq der normierte größte gemeinsame Teiler von f und
F( f ). Dann gilt f = fq fq ′ , und fq ′ und F( fq ′) sind teilerfremd. Da die Operationen ∗ und −
mit F kommutieren, gelten genau dann f = f − oder f = f ∗, wenn das für fq und fq ′ gilt.
Es seien nun deg( f ) gerade, f = f ∗ und F( f ) = f −. Insbesondere liegt f in Fq2[T ]. Ich
will annehmen, daß 1 und −1 keine Nullstellen von f sind. Dann besitzt f eine Faktorisierung
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f =∏k1j=1 f m1, j1, j ·∏k2j=1( f2, j f ∗2, j )m2, j mit fi, j ∈ Fi (Fq2). Die in Fq[T ] liegenden Faktoren wurden
oben schon behandelt, weshalb ich annehmen will, daß f und F( f ) teilerfremd sind. Insbesondere
ist f 6= f −. Da F( f −) = f gilt, gibt es %i ∈ Ski mit %2i = 1 so, daß F( f −1, j ) = f1,%1( j) und
F( f −2, j f
−∗
2, j ) = f2,%2( j) f ∗2,%2( j) gelten. Ich will die Fälle näher betrachten, in denen %i ( j) = j ist. Im
Fall i = 1 heißt das F( f1, j ) = f −1, j , im Fall i = 2 ist entweder F( f2, j ) = f −2, j oder F( f2, j ) = f −∗2, j .
Es sei f = ∏m−1j=0 (T − λq2 j ) ∈ Fq2[T ] irreduzibel mit F( f ) = f −. Dann gibt es 0 ≤ j < m
mit λq = −λq2 j . Im Fall j = 0 ist λq = −λ und daher m = 1. Es gelte j > 0. Dann ist
1 = λq4 j−q2 , also liegt λq2 in Fq4 j−2 . Daher muß ggT(2 j − 1,m) = m gelten, weshalb m unge-
rade und j = m+12 ist. Insbesondere kann der Fall %1( j) = j nicht auftreten. Die Nullstellen von
F( f ) sind λq = −λqm+1, . . . , λqm−2 = −λq2(m−1), λqm = −λ, . . . , λq2m−1 = −λqm−1 .
Es sei f = ∏m−1j=0 (T − λq2 j ) ∈ Fq2[T ] irreduzibel mit f /∈ {F( f ), f ∗} und F( f ) = f ∗−.
Dann gibt es 0 ≤ j < m mit λq = −λ−q2 j . Im Fall j = 0 sind m = 1 und λq = −λ−1.
Wenn j > 0 ist, ist wie oben m ungerade und es gilt j = m+12 . Die Nullstellen von F( f ) sind
λq = −λ−qm+1, . . . , λqm−2 = −λ−q2(m−1), λqm = −λ−1, . . . , λq2m−1 = −λ−qm−1 .
Insgesamt folgt, daß jedes f ∈ Fq2[T ] mit geradem Grad, das f = f ∗ und F( f ) = f − erfüllt,
wobei f und F( f ) teilerfremd sind, eine Faktorisierung
f =
k5∏
j=1
( f5, j F( f −5, j ))
m5, j ·
k6∏
j=1
( f6, j f ∗6, j F( f
−
6, j f
∗−
6, j ))
m6, j ·
k7∏
j=1
( f7, j f ∗7, j )
m7, j ·
k8∏
j=1
( f8, j f ∗8, j )
m8, j
mit
(i) f5, j ∈ F1(Fq2) mit F( f5, j ) /∈ { f5, j , f −5, j } und f5, j 6= f −5, j ,
(ii) f6, j ∈ F2(Fq2) mit F( f6, j ) /∈ { f6, j , f ∗6, j , f −6, j , f −∗6, j } und f −6, j /∈ { f6, j , f ∗6, j },
(iii) f7, j ∈ F2(Fq2) mit F( f7, j ) /∈ { f7, j , f ∗7, j } und F( f7, j ) = f −7, j und
(iv) f8, j ∈ F2(Fq2) mit F( f8, j ) /∈ { f8, j , f ∗8, j } und F( f8, j ) = f ∗−8, j
besitzt. Dabei kann keine Nullstelle von f7, j oder f8, j eine vierte Einheitswurzel sein, weil sonst für
dieses Polynom F( fi, j ) ∈ { fi, j , f ∗i, j } gälte.
2.3.2. Die symplektischen Gruppen und die speziellen orthogonalen
Gruppen
In diesem Abschnitt wird das Programm aus §2.3 für die symplektischen Gruppen und die speziel-
len orthogonalen Gruppen durchgeführt. Dabei werden zunächst die Punkte (i) und (ii) behandelt,
indem die Konjugiertenklassen durch Polynome parametrisiert werden. Punkt (iii) wird bei der Be-
schreibung der Zentralisatoren erledigt.
Es seienT := (F∗)n undW := C2oSn . Für t = (λ1, . . . , λn) ∈ T undw = (σ1, . . . , σn)pi ∈ W mit
σi ∈ {±1} und pi ∈ Sn setze wt := (λσ1pi−1(1), . . . , λσnpi−1(n)). Es sei F der Endomorphismus von T, der
t auf tq abbildet. Für t ∈ T sei ft :=∏ni=1(T − λi )(T − λ−1i ). Genau dann gilt ft = fs für s, t ∈ T,
wenn s und t in einer Bahn von W auf T liegen. Umgekehrt gibt es zu jedem normierten Polynom
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f ∈ F[T ]\TF[T ] vomGrad 2n mit f ∗ = f , bei dem die Nullstellen±1 gerade Vielfachheit haben,1
ein t ∈ T mit f = ft . Daher werden die Bahnen von W auf T durch diese Polynome parametrisiert.
Die Bahn von t ist genau dann F-stabil, wenn ft ∈ Fq[T ] gilt. Es sei also f ∈ Fq[T ] \ TFq[T ] ein
normiertes Polynom vom Grad 2n so, daß die Vielfachheit der Nullstellen ±1 von f gerade ist und
f = f ∗ gilt. Dann ist
f = f 2m0,10,1 f 2m0,−10,−1 f m1,11,1 · · · f
m1,k1
1,k1 ( f2,1 f
∗
2,1)
m2,1 · · · ( f2,k2 f ∗2,k2)m2,k2
mit paarweise verschiedenen fi, j ∈ Fi , wobei f0,1 = T − 1 und f0,−1 = T + 1 ist. Falls q gerade
ist, wird m0,−1 := 0 gesetzt. Es gilt n = ∑i, j mi, jδ( fi, j ). Es seien δi, j := δ( fi, j ) der reduzierte
Grad von fi, j und λi, j ∈ F eine Nullstelle von fi, j . Setze außerdem a1, j := ∑ j−1k=1 m1,kδ1,k für
1 ≤ j ≤ k1+1 und a2, j := a1,k1+1+
∑ j−1
k=1 m2,kδ2,k für 1 ≤ j ≤ k2+1 sowie Ii, j := [ai, j+1, ai, j+1]
für 1 ≤ j ≤ ki und i ∈ {1, 2}. Weiter seien I0,−1 := [n + 1 − m0,1 − m0,−1, n − m0,1] und
I0,1 := [n + 1− m0,1, n]. Definiere nun Ti, j := {(λ1, . . . , λn) ∈ T | λk = 1 für k /∈ Ii, j } ∼= (F∗)|Ii, j |
und
ti, j := (λq0i, j , . . . , λq
0
i, j︸ ︷︷ ︸
mi, j
, . . . , λ
qδi, j−1
i, j , . . . , λ
qδi, j−1
i, j︸ ︷︷ ︸
mi, j
) ∈ Ti, j .
Dann gilt T = ∏i, j Ti, j , und t := ∏i, j ti, j ist ein Element der durch f gegebenen Bahn von W
auf T. Weiter gilt CW (t) = ∏i, j Wi, j , wobei man W0, j = C2 o SI0, j hat und Wi, j für i 6= 0 die
parabolische Untergruppe von SIi, j zur Partition [mδi, ji, j ] ist.
Für 1 ≤ j ≤ k1 sei
w1, j := (−1, . . . ,−1︸ ︷︷ ︸
m1, j
, 1, . . . , 1︸ ︷︷ ︸
(δ1, j−1)m1, j
)
m1, j∏
k=1
(a1, j + k, a1, j + k+m1, j , . . . , a1, j + k+ (δ1, j − 1)m1, j ) ∈ W,
und für 1 ≤ j ≤ k2 sei
w2, j :=
m2, j∏
k=1
(a2, j + k, a2, j + k + m2, j , . . . , a2, j + k + (δ2, j − 1)m2, j ) ∈ W.
Setze schließlich w0,1 := w0,−1 := 1 und wt :=∏i, j wi, j . Dann ist Ti, j ein wi, j F-stabiler Torus mit
ti, j ∈ Twi, j Fi, j , also gilt t ∈ Twt F .
Es seien nun
W 0 := {(σ1, . . . , σn)pi ∈ W |
n∏
i=1
σi = 1}
und v := (1, . . . , 1,−1) ∈ W . Setze F+ := F und F− := vF . Ich will noch die F±-stabilen
Bahnen von W 0 auf T beschreiben. Für jede solche Bahn W 0 t ist die Bahn W t invariant unter F , also
kann ich annehmen, daß t = ∏i, j ti, j wie oben gilt. Daher hat man wt F+(t) = t = wtvF−(t) und
vwtvF+(vt) = vt = vwt F−(vt). Der Index von W 0 in W ist zwei, weshalb entweder W t = W 0 t oder
W t = W 0 t∐ W 0vt gilt. Der zweite Fall tritt genau dann ein, wenn CW (t) ≤ W 0 gilt. Für w ∈ CW (t)
ist {λ1, . . . , λn} = {λσ11 , . . . , λσnn }, also ist 1 =
∏n
i=1 σi , falls λi 6= ±1 für alle 1 ≤ i ≤ n erfüllt ist.
1Vielfachheit 0 ist auch zugelassen.
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Für λi = ±1 ist (i,n)v ∈ CW (t) \W 0, also hat man genau dann W t = W 0 t∐ W 0vt , wenn λi 6= ±1 für
alle 1 ≤ i ≤ n gilt. Ist dies der Fall und gilt wt ∈ W 0, so sind W 0 t und W 0vt invariant unter F+ und
werden von F− vertauscht. Im Fall wt /∈ W 0 ist es umgekehrt. Gilt CW (t)  W 0, was nach Wahl
von t äquivalent zu v ∈ CW (t) ist, ist W 0 t invariant unter F+ und F−.
Zentralisatoren in speziellen orthogonalen Gruppen in ungerader Dimension
Es seien 8, 8∨, G = SO2n+1(F), T und F wie in §2.2.2. Setze
8i, j := {εa − εb | a 6= b ∈ ai, j + [1+ lmi, j , (l + 1)mi, j ], 0 ≤ l < δi, j }
für i 6= 0 sowie
80,1 := {±εa,±εa ± εb | a 6= b ∈ I0,1}
und
80,−1 := {±εa ± εb | a 6= b ∈ I0,−1}.
Das Wurzeldatum von C0G(t) ist die Summe der Wurzeldaten (ZIi, j ,8i, j ,ZIi, j , (8i, j )∨), also ist
C0G(t) isomorph zu ∏
i, j;i 6=0
GLmi, j (F)
δi, j × SO2m0,−1(F)× SO2m0,1+1(F).
Insbesondere gilt C0W (t) =
∏
i, j W
0
i, j mit W
0
i, j = Wi, j für j 6= −1. Im Fall m0,−1 = 0 gilt auch
W0,−1 = W 00,−1, also ist CG(t) dann zusammenhängend. Außerdem ist CG(t) wegen8i, j = 88i, j∩1
für j 6= −1 in diesem Fall eine Standard-Levi-Untergruppe von G. Der Zentralisator jedes in G zu
t konjugierten Elements von GF = SO2n+1(q) ist isomorph zu
CG(t)
wt F ∼=
∏
i, j;i 6=0
GLmi, j ((−1)iqδi, j )× SO2m0,1+1(q).
Falls m0,−1 > 0 gilt, ist CG(t) in CG(
∏
i, j : j 6=−1 ti, j ) enthalten, und dies ist aus Ranggründen die
kleinste Levi-Untergruppe von G, die CG(t) enthält. Also ist t genau dann quasi-isoliert, wenn
mi, j = 0 für i 6= 0 gilt, was äquivalent zu t2 = 1 ist. Insbesondere sind in SO2n+1(F) alle
quasi-isolierten Elemente isoliert. Es sei v das Element von W , das die (n − m0,1)-te Komponen-
te von T invertiert und die anderen Komponenten invariant läßt. Dann gelten W0,−1 = 〈W 00,−1, v〉
und [W0,−1 : W 00,−1] = 2. Es sei nun P ∈ GL2n+1(q) die Permutationsmatrix zur Transposition
(n − m0,1, n + m0,1 + 2). Dann ist
v˙ := Diag(1, . . . , 1︸ ︷︷ ︸
n
,−1, 1, . . . , 1︸ ︷︷ ︸
n
)P ∈ NG(T) ∩ CG(t)
ein Repräsentant von v. Da v˙ eine Involution ist, hat man in diesem Fall
CG(t) = C0G(t)o 〈v˙〉 ∼=
∏
i, j;i 6=0
GLmi, j (F)
δi, j × (SO2m0,−1(F)o 〈v˙〉)× SO2m0,1+1(F).
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Es gibt zwei Konjugiertenklassen in GF = SO2n+1(q), deren Elemente in G zu t konjugiert sind.
Der Zentralisator eines Elementes der 1C0W (t) ∈ CW (t)/C0W (t) entsprechenden Klasse ist isomorph
zu
CG(t)
wt F ∼=
∏
i, j;i 6=0
GLmi, j ((−1)iqδi, j )× (SO+2m0,−1(q)o 〈v˙〉)× SO2m0,1+1(q),
der Zentralisator eines Elementes der vC0W (t) ∈ CW (t)/C0W (t) entsprechenden Klasse ist isomorph
zu
CG(t)
vwt F ∼=
∏
i, j;i 6=0
GLmi, j ((−1)iqδi, j )× (SO−2m0,−1(q)o 〈v˙〉)× SO2m0,1+1(q).2
Zentralisatoren in symplektischen Gruppen
Es seien 8, 8∨, G = Sp2n(F), T und F wie in §2.2.3. Da die zu G duale Gruppe SO2n+1(F)
zusammenhängendes Zentrum hat, ist der Zentralisator jedes halbeinfachen Elements von G zu-
sammenhängend (2.3.2). Es seien
8i, j := {εa − εb | a 6= b ∈ ai, j + [1+ lmi, j , (l + 1)mi, j ], 0 ≤ l < δi, j }
für i 6= 0 und
80, j := {±2εa,±εa ± εb | a 6= b ∈ I0, j }.
Das Wurzeldatum von CG(t) ist die Summe der Wurzeldaten (ZIi, j ,8i, j ,ZIi, j , (8i, j )∨), also ist
CG(t) isomorph zu ∏
i, j;i 6=0
GLmi, j (F)
δi, j × Sp2m0,−1(F)× Sp2m0,1(F).
Es gilt 8i, j = 88i, j∩1 für j 6= −1. Ist m0,1 = 0, so gilt auch 80,−1 = 880,−1∩1. Insgesamt
folgt, daß CG(t) im Fall m0,1 = 0 oder m0,−1 = 0 eine Standard-Levi-Untergruppe von G ist. In
jedem Fall ist CG(
∏
i, j : j 6=−1 ti, j ) eine Standard-Levi-Untergruppe von G, die CG(t) enthält. Da die
Wurzelsysteme dieser beiden Gruppen gleichen Rang haben, ist CG(
∏
i, j : j 6=−1 ti, j ) die kleinste Levi-
Untergruppe von G, die CG(t) enthält. Insbesondere ist t genau dann (quasi-)isoliert, wenn t2 = 1
gilt. Der Zentralisator jedes Elements von GF = Sp2n(q), das in G zu t konjugiert ist, ist isomorph
zu
CG(t)
wt F ∼=
∏
i, j;i 6=0
GLmi, j ((−1)iqδi, j )× Sp2m0,−1(q)× Sp2m0,1(q).
Zentralisatoren in speziellen orthogonalen Gruppen in gerader Dimension
Es seien 8, 8∨, G = SO2n(F), T, F+ := F und F− wie in §2.2.4. Setze
8i, j := {εa − εb | a 6= b ∈ ai, j + [1+ lmi, j , (l + 1)mi, j ], 0 ≤ l < δi, j }
2Es gilt v = s−εn−m0,1 ∈ W . Damit sieht man leicht, daß v den Diagramm-Automorphismus von Dm0,−1 induziert.
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für i 6= 0 und
80, j := {±εa ± εb | a 6= b ∈ I0, j }.
Das Wurzeldatum von C0G(t) ist die direkte Summe der Wurzeldaten (ZIi, j ,8i, j ,ZIi, j ,8i, j ), also ist
C0G(t) isomorph zu ∏
i, j;i 6=0
GLmi, j (F)
δi, j × SO2m0,−1(F)× SO2m0,1(F).
Wenn m0,1m0,−1 = 0 ist, gilt CW 0(t) ≤ C0W 0(t), also ist CG(t) dann zusammenhängend. Außerdem
gilt 8i, j = 88i, j∩1 für j 6= −1. Falls m0,1 = 0 ist, gilt auch 80,−1 = 880,−1∩1, also ist CG(t)
eine Standard-Levi-Untergruppe von G, wenn m0,1 = 0 oder m0,−1 = 0 ist. In jedem Fall ist
CG(
∏
i, j : j 6=−1 ti, j ) eine Standard-Levi-Untergruppe vonG, die CG(t) enthält. Da die Wurzelsysteme
dieser beiden Gruppen den gleichen Rang haben, ist CG(
∏
i, j : j 6=−1 ti, j ) die kleinste Levi-Untergrup-
pe von G, die CG(t) enthält.
Falls m0,1m0,−1 6= 0 ist, sei u ∈ CG(t) die Permutationsmatrix zu
(n − m0,1, n + m0,1 + 1)(n, n + 1) ∈ S2n.
Wegen u2 = 1 gilt
CG(t) = C0G(t)o 〈u〉 ∼=
∏
i, j;i 6=0
GLmi, j (F)
δi, j × (SO2m0,−1(F)× SO2m0,1(F))o 〈u〉.
In diesem Fall zerfällt (Gt)F
±
in zwei GF±-Klassen, eine vom Typ 1C0W 0(t) und eine vom Typ
uC0W 0(t).
Bei der Bestimmung der Zentralisatoren in GF± = SO±2n(q) will ich drei Fälle unterscheiden:
1. Fall (m0,1+m0,−1 = 0):Wenn∑k1j=1m1, j gerade ist, liegt wt inW 0 und der Zentralisator jedes
in G zu t oder vt konjugierten Elements von GF+ ist isomorph zu
CG(t)
wt F+ ∼= CG(vt)vwt vF+ ∼=
∏
i, j;i 6=0
GLmi, j ((−1)iqδi, j ).
Falls die Summe ungerade ist, liegt wt nicht in W 0 und der Zentralisator jedes in G zu t oder vt
konjugierten Elements von GF− ist isomorph zu
CG(t)
wt vF− ∼= CG(vt)vwt F− ∼=
∏
i, j;i 6=0
GLmi, j ((−1)iqδi, j ).
2. Fall (m0,1 + m0,−1 > 0, m0,1m0,−1 = 0): Ich kann m0,−1 = 0 und m0,1 > 0 annehmen (sonst
ersetze t durch −t). Falls wt in W 0 liegt, ist der Zentralisator jedes in G zu t konjugierten Elements
von GF± isomorph zu
CG(t)
wt F± ∼=
∏
i, j;i 6=0
GLmi, j ((−1)iqδi, j )× SO±2m0,1(q),
andernfalls ist der Zentralisator jedes in G zu t konjugierten Elements von GF± isomorph zu
CG(t)
vwt F± ∼=
∏
i, j;i 6=0
GLmi, j ((−1)iqδi, j )× SO∓2m0,1(q).
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3. Fall (m0,1m0,−1 > 0): Wenn wt in W 0 liegt, ist der Zentralisator jedes in G zu t konjugierten
Elements von GF± vom Typ C0W 0(t) isomorph zu
CG(t)
wt F± ∼=
∏
i, j;i 6=0
GLmi, j ((−1)iqδi, j )× (SO+2m0,−1(q)× SO±2m0,1(q))o 〈u〉,
und der Zentralisator jedes inG zu t konjugierten Elements vonGF± vom Typ uC0W 0(t) ist isomorph
zu
CG(t)
uwt F± ∼=
∏
i, j;i 6=0
GLmi, j ((−1)iqδi, j )× (SO−2m0,−1(q)× SO∓2m0,1(q))o 〈u〉.
Liegt wt nicht in W 0, ist der Zentralisator jedes in G zu t konjugierten Elements von GF
±
vom Typ
C0W 0(t) isomorph zu
CG(t)
wt vF± ∼=
∏
i, j;i 6=0
GLmi, j ((−1)iqδi, j )× (SO+2m0,−1(q)× SO∓2m0,1(q))o 〈u〉,
und der Zentralisator jedes inG zu t konjugierten Elements vonGF± vom Typ uC0W 0(t) ist isomorph
zu
CG(t)
uwt vF± ∼=
∏
i, j;i 6=0
GLmi, j ((−1)iqδi, j )× (SO−2m0,−1(q)× SO±2m0,1(q))o 〈u〉.
2.3.3. Die speziellen Clifford-Gruppen
Die speziellen Clifford-Gruppen sind die dualen Gruppen der konformen speziellen orthogonalen
Gruppen. In diesem Abschnitt wird diese Konstruktion für eine Gruppe G∗, deren Zentrum Ord-
nung zwei hat, durchgeführt und diskutiert, wie sich die halbeinfachen Klassen von G∗ beschreiben
lassen, wenn die von G bekannt sind. Anschließend werden die halbeinfachen Klassen und ihre
Zentralisatoren in den speziellen Clifford-Gruppen bestimmt.
Es seien G∗ eine zusammenhängende reduktive Gruppe über F und F∗ ein verallgemeinerter
Frobenius-Endomorphismus von G∗. Außerdem seien T∗ ≤ G∗ ein rationaler maximaler Torus,
W die Weyl-Gruppe und (Y,8∨, X,8) das Wurzeldatum von G∗ bezüglich T∗. Es sei schließlich
(ε1, . . . , εn) eine Z-Basis von X , deren duale Basis von Y ich auch mit (ε1, . . . , εn) bezeichnen
will. Ich will annehmen, daß p ungerade und Z(G∗) = {±1} ist. Es sei Gm der 1-dimensionale
Torus über F mit Wurzeldatum (〈ε0〉Z,∅, 〈ε0〉Z,∅), definiert über Fq mit Standard-Frobenius-Endo-
morphismus. Es seien weiter Z := 〈(−1,−1)〉 ≤ Gm× Z(G∗) und G˜∗ := (Gm×G∗)/Z , dann kann
G∗ vermöge g 7→ (1, g)Z mit einer Untergruppe von G˜∗ identifiziert werden. Das Zentrum von G˜∗
ist {(z, 1)Z | z ∈ Gm} ∼= Gm , und es gilt G˜∗ = Z(G˜∗)G∗. Durch F˜∗((z, g)Z) := (zq, F∗(g))Z wird
ein verallgemeinerter Frobenius-Endomorphismus auf G˜∗ mit F˜∗|G∗ = F∗ definiert. Es sei T˜∗ der
maximale Torus von G˜∗, der T∗ enthält. Das Wurzeldatum von G˜∗ bezüglich T˜∗ ist
(〈εi − ε0, 2ε0 | 1 ≤ i ≤ n〉Z,8∨, 〈εi , 12(ε0 + · · · + εn) | 1 ≤ i ≤ n〉Z,8).
Es seien pi : Ĝ := (G˜∗)∗ → G eine zu G∗ → G˜∗, g 7→ (1, g)Z duale Abbildung und
T̂ ∼= F∗ ⊗Z 〈εi − ε0, 2ε0 | 1 ≤ i ≤ n〉Z,
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dies ist ein zu T˜∗ dualer maximaler Torus von Ĝ. Wegen (2.3.2) ist für tˆ ∈ T̂ der Zentralisator
CĜ(tˆ) zusammenhängend. Außerdem ist CĜ(tˆ) genau dann eine Levi-Untergruppe von Ĝ, wenn
CG(pi(tˆ)) = pi(CĜ(tˆ)) eine Levi-Untergruppe von G ist, und tˆ ist genau dann (quasi-)isoliert, wenn
pi(tˆ) isoliert ist. Wenn Ĝ eine spezielle Clifford-Gruppe ist, folgt aus §2.3.2, daß tˆ genau dann
isoliert ist, wenn pi(tˆ)2 = 1 gilt. Es ist T̂ = Z × T0 mit T0 := F∗ ⊗Z 〈εi − ε0 | 1 ≤ i ≤ n〉Z und
Z := F∗ ⊗Z 〈2ε0〉Z. Die Tori Z ≤ Z(Ĝ) und T0 sind rational, pi(T0) =: T ist ein zu T∗ dualer Torus
von G, und die Einschränkung von pi auf T0 ist injektiv.
Nun sollen die F-stabilen Bahnen von W auf T̂ bestimmt werden, wenn die F-stabilen Bahnen
von W auf T bekannt sind, wobei F ein zu F˜∗ dualer Frobenius-Endomorphismus von Ĝ ist. Für
z ∈ Z und t ∈ T0 ist W (zt) genau dann F-stabil, wenn es einw ∈ W mit zt = wF(zt) = zq ·wF t gibt,
und das ist äquivalent zu z1−q = wF t t−1. Insbesondere ist dann Wpi(t) eine F-stabile Bahn. Wenn
man nun ein w ∈ W mit wFpi(t) = pi(t) kennt, braucht man nur noch uwF t t−1 für u ∈ CW (pi(t)) zu
berechnen. Es bleibt noch zu klären, wie viele F-stabile W -Bahnen man so erhält. Da W -Bahnen
von pi auf W -Bahnen abgebildet werden, muß nur untersucht werden, wann W (z1t) = W (z2t) gilt.
Das ist genau dann der Fall, wenn es ein u ∈ CW (pi(t)) mit ut t−1 = z−11 z2 gibt.
Um die F-stabilen Bahnen der Weyl-Gruppe auf T̂ zu beschreiben, benötige ich Informationen
über die Operation von W auf T̂ . Da ich nur an den speziellen Clifford-Gruppen interessiert bin,
kann ich8 = {±εi ,±εi ± εj | 1 ≤ i 6= j ≤ n} annehmen. Es genügt, für α ∈ 8∨ die Operation von
sα auf 〈εi − ε0, 2ε0 | 1 ≤ i ≤ n〉Z zu kennen. Es gilt
sα(εi − ε0) =

−(εi − ε0)− 2ε0, für α = ±εi ,
εj − ε0, für α = ±(εi − εj ),
−(εj − ε0)− 2ε0, für α = ±(εi + εj ),
εi − ε0, sonst
(2.3.1)
für 1 ≤ i ≤ n.
Zentralisatoren in speziellen Clifford-Gruppen in ungerader Dimension
Es seien 8, 8∨, Ĝ = SCl2n+1(F), T̂ und F wie in §2.2.2. Es seien weiter pi : Ĝ→ SO2n+1(F) und
T̂ = Z×T0 wie oben. Dabei ist Z das Zentrum von Ĝ (siehe §2.2.2). Es seien schließlich t ∈ T0 so,
daß Wpi(t) invariant unter F ist, und wt ∈ W das in §2.3.2 konstruierte Element zu pi(t). Die λi, j ,
Wi, j etc. in diesem Abschnitt sind die in §2.3.2 eingeführten und beziehen sich auf pi(t). Aus den
Beschreibungen der Zentralisatoren in speziellen orthogonalen Gruppen in ungerader Dimension in
§2.3.2 folgt, daß der Zentralisator von t in Ĝ genau dann eine Levi-Untergruppe von Ĝ ist, wenn
m0,−1 = 0 gilt. Das Wurzeldatum von CĜ(t) ist die Summe der Wurzeldaten
(〈εa, 12(ε0 + · · · + εn) | a ∈ Ii, j 〉Z,8i, j , 〈εa − ε0, 2ε0 | a ∈ Ii, j 〉Z, (8i, j )
∨)
für i = 0, 1 und
(ZI2, j ,82, j , 〈εa − ε0 | a ∈ I2, j 〉Z, (82, j )∨).
Aus Gleichung (2.3.1) folgt, daß wt F(t) = t z(t) mit z(t) = 2ε0(∏k1j=1 λm1, j1, j ) ∈ Z gilt. Für w ∈ Wi, j
mit j 6= −1 ist wt = t . Falls w in W0,−1 liegt, ist wt = (±1)t mit ±1 ∈ Z, und wenn W0,−1 nicht
trivial ist, gibt es ein w ∈ W0,−1 mit wt = (−1)t .
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Im Fall m0,−1 = 0 ist die Bahn W t z genau dann F-stabil, wenn z1−q = z(t) gilt, und für z 6= z′
ist W t z 6= W t z′. Der Zentralisator jedes in Ĝ zu t z konjugierten Elements von ĜF = SCl2n+1(q) ist
isomorph zu CĜ(t)
wt F . Der Typ von (CĜ(t),
wt F) ist
k1⊕
j=1
(2Am1, j−1)
(δ1, j ) ⊕
k2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕ Bm0,1 .
Im Fall m0,−1 6= 0 ist W t z genau dann F-stabil, wenn z1−q = ±z(t) gilt, und W t z = W t z′ ist
äquivalent zu z = ±z′. Wenn z1−q = z(t) gilt, wird die SCl2n+1(q)-Konjugiertenklasse unter pi
auf eine SO2n+1(q)-Konjugiertenklasse vom Typ 1C0W (t) ∈ CW (t)/C0W (t) abgebildet, andernfalls
wird die SCl2n+1(q)-Konjugiertenklasse unter pi auf eine SO2n+1(q)-Konjugiertenklasse vom Typ
vC0W (t) ∈ CW (t)/C0W (t) abgebildet (siehe §2.3.2). Im Fall z1−q = z(t) ist der Zentralisator jedes
in Ĝ zu t z konjugierten Elements von ĜF isomorph zu CĜ(t)
wt F , im Fall z1−q = −z(t) ist der
Zentralisator jedes in Ĝ zu t z konjugierten Elements von ĜF isomorph zu CĜ(t)
vwt F . Der Typ von
(CĜ(t),
wt F) ist
k1⊕
j=1
(2Am1, j−1)
(δ1, j ) ⊕
k2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕ Dm0,−1 ⊕ Bm0,1,
und der Typ von (CĜ(t),
vwt F) ist
k1⊕
j=1
(2Am1, j−1)
(δ1, j ) ⊕
k2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕ 2Dm0,−1 ⊕ Bm0,1 .
Jetzt soll noch das Zentrum von CĜ(tˆ) beschrieben werden. Im Fall m0,−1 6= 1 gelten
Z0(CĜ(tˆ)) = F∗ ⊗Z 〈2ε0,
∑
a∈Ii, j
(εa − ε0) | i 6= 0, 1 ≤ j ≤ kj 〉Z
und
Z0(CĜ(tˆ))
wt F ∼= Cq−1 ×
k1∏
j=1
Cqδ1, j+1 ×
k2∏
j=1
Cqδ2, j−1,
wobei Z0(CĜ(tˆ))
wt F = Z0(CĜ(tˆ))vwt F für 1 < m0,−1 gilt. Im Fall m0,−1 = 1 ist
Z0(CĜ(tˆ)) = F∗ ⊗Z 〈2ε0, εn−m0,1 − ε0,
∑
a∈Ii, j
(εa − ε0) | i 6= 0, 1 ≤ j ≤ kj 〉Z,
und es gelten
Z0(CĜ(tˆ))
wt F ∼= Cq−1 ×
k1∏
j=1
Cqδ1, j+1 ×
k2∏
j=1
Cqδ2, j−1 × Cq−1
sowie
Z0(CĜ(tˆ))
vwt F ∼= Cq−1 ×
k1∏
j=1
Cqδ1, j+1 ×
k2∏
j=1
Cqδ2, j−1 × Cq+1.
Eine einfache Rechnung zeigt, daß Z(CĜ(tˆ)) für m0,−1 ≤ 1 zusammenhängend ist und andernfalls
Z(CĜ(tˆ))/Z
0(CĜ(tˆ)) = 2 gilt.
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Zentralisatoren in speziellen Clifford-Gruppen in gerader Dimension
Es seien 8, 8∨, Ĝ, T̂, F+ := F und F− wie in §2.2.4. Es seien weiter
W 0 := {(σ1, . . . , σn)% ∈ W |
n∏
i=1
σi = 1}
die Weyl-Gruppe von Ĝ bezüglich T̂ und v := (1, . . . , 1,−1) ∈ W . Wie in auf Seite 36f seien
pi : Ĝ → SO2n(F) und T̂ = Z × T0. Es seien schließlich t ∈ T0 und wt ∈ W das in §2.3.2
zu pi(t) konstruierte Element. Die 8i, j , Wi, j beziehen sich wieder auf pi(t) und sind wie für die
speziellen orthogonalen Gruppen in gerader Dimension in §2.3.2 definiert. Aus den Beschreibungen
der Zentralisatoren in §2.3.2 folgt, daß CĜ(t) genau dann eine Levi-Untergruppe von Ĝ ist, wenn
m0,1m0,−1 = 0 gilt. Das Wurzeldatum von CĜ(t) ist die Summe der Wurzeldaten
(〈εa, 12(ε0 + · · · + εn) | a ∈ Ii, j 〉Z,8i, j , 〈εa − ε0, 2ε0 | a ∈ Ii, j 〉Z,8i, j )
für i = 0, 1 und
(ZI2, j ,82, j , 〈εa − ε0 | a ∈ I2, j 〉Z,82, j ).
Wie oben sei z(t) = 2ε0(∏k1j=1 λm1, j1, j ) ∈ Z. Wegen Gleichung (2.3.1) gilt w tˆ = tˆ für alle
w ∈ CW 0(t), falls m0,1m0,−1 = 0 ist. In diesem Fall ist für z 6= z′ sowohl W 0 t z 6= W 0 t z′ als
auch W
0vt z 6= W 0vt z′ erfüllt. Weiter gilt wt F+(t) = tˆ z(t) und, da v mit F+ kommutiert, auch
vwtvF+(vt) = vt z(t). Im Fall m0,1m0,−1 6= 0 gelten wt = (±1)t und ut = (−1)t , wobei u wie bei
den speziellen orthogonalen Gruppen die Permutationsmatrix zu (n−m0,1, n+m0,1+ 1)(n, n+ 1)
ist.
Ich werde wieder drei Fälle unterscheiden:
1. Fall (m0,1 +m0,−1 = 0):Wenn∑k1j=1m1, j gerade ist, liegt wt in W 0 und die Bahnen W 0 t z und
W 0vt z sind genau dann F+-stabil, wenn z1−q = z(t) gilt. Andernfalls liegt wt nicht in W 0 und die
Bahnen W
0
t z und W
0vt z sind genau dann F−-stabil, wenn z1−q = z(t) gilt. Wenn s ∈ ĜF± in Ĝ zu
t z oder vt z konjugiert ist, ist CĜ(s)
F± isomorph zu
CĜ(t)
wt F+ ∼= CĜ(vt)vwt vF+ ∼= CĜ(t)wt vF− ∼= CĜ(vt)vwt F− .
Der Typ von (CĜ(s), F
±) ist
⊕k1
j=1(
2Am1, j−1)(δ1, j ) ⊕
⊕k2
j=1(Am2, j−1)
(δ2, j ).Weiter gelten
Z(CĜ(s)) ∼= Z(CĜ(t)) = F∗ ⊗Z 〈2ε0,
∑
a∈Ii, j
(εa − ε0) | i 6= 0, 1 ≤ j ≤ kj 〉Z
und
Z(CĜ(s))
F± ∼= Cq−1 ×
k1∏
j=1
Cqδ1, j+1 ×
k2∏
j=1
Cqδ2, j−1.
2. Fall (m0,1 + m0,−1 > 0, m0,1m0,−1 = 0): Ich kann wieder m0,−1 = 0 annehmen. Dann liegt v
in CW (t), und W
0
t z ist genau dann F±-stabil, wenn z1−q = z(t) gilt. Wenn wt in W 0 liegt, ist der
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Zentralisator jedes in Ĝ zu t z konjugierten Elements von ĜF± isomorph zu CĜ(t)
wt F± , andernfalls
ist er isomorph zu CĜ(t)
vwt F± . Der Typ von (CĜ(t),
wt F+) ist
k1⊕
j=1
(2Am1, j−1)
(δ1, j ) ⊕
k2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕ Dm0,1 ,
der Typ von (CĜ(t),
vwt F+) ist
k1⊕
j=1
(2Am1, j−1)
(δ1, j ) ⊕
k2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕ 2Dm0,1 .
Die Typen für F− erhält man, indem man Dm0,1 und 2Dm0,1 vertauscht.
Im Fall m0,1 = 1 gelten
Z(CĜ(t)) = F∗ ⊗Z 〈2ε0, εn − ε0,
∑
a∈Ii, j
(εa − ε0) | i 6= 0, 1 ≤ j ≤ kj 〉Z
sowie
Z(CĜ(t))
wt F+ ∼= Cq−1 ×
k1∏
j=1
Cqδ1, j+1 ×
k2∏
j=1
Cqδ2, j−1 × Cq−1
und
Z(CĜ(t))
vwt F+ ∼= Cq−1 ×
k1∏
j=1
Cqδ1, j+1 ×
k2∏
j=1
Cqδ2, j−1 × Cq+1.
Durch Vertauschen von Cq−1 und Cq+1 im letzten Faktor erhält man das Ergebnis für F−.
Wenn m0,1 größer als eins ist, gelten
Z0(CĜ(t)) = F∗ ⊗Z 〈2ε0,
∑
a∈Ii, j
(εa − ε0) | i 6= 0, 1 ≤ j ≤ kj 〉Z
und [Z(CĜ(t)) : Z0(CĜ(t))] = 2. Für die Fixpunktgruppen gilt in diesem Fall
Z0(CĜ(t))
vwt F± ∼= Z0(CĜ(t))wt F± ∼= Cq−1 ×
k1∏
j=1
Cqδ1, j+1 ×
k2∏
j=1
Cqδ2, j−1.
3. Fall (m0,1 + m0,−1 > 0): Ich kann m0,1 ≥ m0,−1 annehmen (sonst ersetze t durch −t). Da v in
CW (t) liegt, gilt W t z = W 0 t z, und diese Bahn ist genau dann F±-stabil, wenn z1−q = ±z(t) gilt. Im
Fall z1−q = z(t) wird die Konjugiertenklasse von SCl±2n(q) unter pi auf eine Konjugiertenklasse von
SO±2n(q) vom Typ CW 0(t) abgebildet, im Fall z
1−q = −z(t) wird sie auf eine Konjugiertenklasse
vom Typ uCW 0(t) abgebildet.
Wenn wt in W 0 liegt und z1−q = z(t) gilt, ist der Zentralisator jedes in Ĝ zu t z konjugierten
Elementes von ĜF± isomorph zu CĜ(t)
wt F± , und der Typ von (CĜ(t),
wt F+) ist
k1⊕
j=1
(2Am1, j−1)
(δ1, j ) ⊕
k2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕ Dm0,−1 ⊕ Dm0,1;
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falls z1−q = −z(t) gilt, ist der Zentralisator jedes in Ĝ zu t z konjugierten Elementes von ĜF±
isomorph zu CĜ(t)
uwt F± , und der Typ von (CĜ(t),
uwt F+) ist
k1⊕
j=1
(2Am1, j−1)
(δ1, j ) ⊕
k2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕ 2Dm0,−1 ⊕ 2Dm0,1 .
Die Typen für F− erhält man, indem man Dm0,1 und 2Dm0,1 vertauscht.
Wenn wt nicht in W 0 liegt, muß oben F± durch vF± ersetzt werden: im Fall z1−q = z(t) ist der
Zentralisator isomorph zu CĜ(t)
wt vF± , und
k1⊕
j=1
(2Am1, j−1)
(δ1, j ) ⊕
k2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕ Dm0,−1 ⊕ 2Dm0,1
ist der Typ von (CĜ(t),
wtvF+); im Fall z1−q = −z(t) ist der Zentralisator isomorph zu CĜ(t)uwt vF± ,
und der Typ von (CĜ(t),
uwtvF+) ist
k1⊕
j=1
(2Am1, j−1)
(δ1, j ) ⊕
k2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕ 2Dm0,−1 ⊕ Dm0,1 .
Die Typen für F− erhält man wieder durch Vertauschen von Dm0,1 und 2Dm0,1 .
Um das Zentrum von CĜ(t) zu beschreiben, müssen noch mehr Fälle unterschieden werden, wo-
bei ich, den oben auftretenden Fällen entsprechend, die Operation von wwt F± auf Z(CĜ(t)) für
w ∈ {1, u, v, uv} betrachten muß:
3.1. Fall (m0,−1 = 1, m0,1 = 1): Es gelten
Z(CĜ(t)) = F∗ ⊗Z 〈2ε0, εn−1 − ε0, εn − ε0,
∑
a∈Ii, j
(εa − ε0) | i 6= 0, 1 ≤ j ≤ kj 〉Z
sowie
Z(CĜ(t))
wt F+ ∼= Cq−1 ×
k1∏
j=1
Cqδ1, j+1 ×
k2∏
j=1
Cqδ2, j−1 × Cq−1 × Cq−1,
Z(CĜ(t))
wt vF+ ∼= Cq−1 ×
k1∏
j=1
Cqδ1, j+1 ×
k2∏
j=1
Cqδ2, j−1 × Cq−1 × Cq+1,
Z(CĜ(t))
uwt F+ ∼= Cq−1 ×
k1∏
j=1
Cqδ1, j+1 ×
k2∏
j=1
Cqδ2, j−1 × Cq+1 × Cq+1
und
Z(CĜ(t))
uwt vF+ ∼= Cq−1 ×
k1∏
j=1
Cqδ1, j+1 ×
k2∏
j=1
Cqδ2, j−1 × Cq+1 × Cq−1.
Durch Vertauschen von Cq−1 und Cq+1 im letzten Faktor erhält man wieder das Ergebnis für F−.
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3.2. Fall (m0,−1 = 1, m0,1 > 1): Es gelten
Z0(CĜ(t)) = F∗ ⊗Z 〈2ε0, εn−m0,1 − ε0,
∑
a∈Ii, j
(εa − ε0) | i 6= 0, 1 ≤ j ≤ kj 〉Z
und [Z(CĜ(t)) : Z0(CĜ(tˆ))] = 2. Für die Fixpunktgruppen gelten
Z0(CĜ(t))
wt vF± ∼= Z0(CĜ(t))wt F± ∼= Cq−1 ×
k1∏
j=1
Cqδ1, j+1 ×
k2∏
j=1
Cqδ2, j−1 × Cq−1
und
Z0(CĜ(t))
uwt vF± ∼= Z0(CĜ(t))uwt F± ∼= Cq−1 ×
k1∏
j=1
Cqδ1, j+1 ×
k2∏
j=1
Cqδ2, j−1 × Cq+1.
3.3. Fall (m0,−1,m0,1 > 1): Es gelten
Z0(CĜ(t)) = F∗ ⊗Z 〈2ε0,
∑
a∈Ii, j
(εa − ε0) | i 6= 0, 1 ≤ j ≤ kj 〉Z
und Z(CĜ(t))/Z
0(CĜ(t)) ∼= C2 × C2. Für w ∈ {1, u, v, uv} gilt
Z0(CĜ(t))
wwt F± ∼= Cq−1 ×
k1∏
j=1
Cqδ1, j+1 ×
k2∏
j=1
Cqδ2, j−1.
Außerdem operieren u, v und wt F± trivial auf Z(CĜ(t))/Z0(CĜ(t)).
2.3.4. Die projektiven Gruppen
Es seien G eine zusammenhängende reduktive Gruppe über F und F ein verallgemeinerter Frobe-
nius-Endomorphismus von G. Es seien weiter Z ≤ Z(G) abgeschlossen und pi : G→ G/Z =: G
der kanonische Epimorphismus. Es seien schließlich T ≤ G ein maximaler Torus, W die Weyl-
Gruppe von G bezüglich T und t ∈ T. Aus (2.3.1) folgt, daß
pi(C0G(t)) = C0G(pi(t)) und CG(pi(t)) = 〈C0G(pi(t)), pi(x) | x ∈ NG(T), x t t−1 ∈ Z}
gelten. Da jede Levi-Untergruppe von G von der Form pi(L) für eine Levi-Untergruppe L von G ist
und pi−1(pi(L)) = L gilt, folgt insbesondere, daß t genau dann isoliert ist, wenn pi(t) isoliert ist. Ist
t quasi-isoliert, so auch pi(t). Die Umkehrung gilt im allgemeinen nicht: Es seien G = SO2n(F),
Z := Z(G) und t = (µ4, . . . , µ4) ∈ T, wobei µ4 ∈ F∗ eine primitive vierte Einheitswurzel ist.
Dann ist CG(t) eine echte Levi-Untergruppe von G, aber pi(t) ist quasi-isoliert; siehe §2.3.2 und
Seite 49ff.
Weiter gelten pi(W t) = Wpi(t) und pi−1(Wpi(t)) = ⋃z∈Z W t z. Um die Beziehung zwischen den
Konjugiertenklassen halbeinfacher Elemente in G und denen von G zu beschreiben, muß daher
nur W t ∩ tZ bestimmt werden. Wenn Z und T rational sind und W t invariant unter F ist, ist auch
Wpi(t) invariant unter F . Umgekehrt ist Wpi(t) genau dann F-invariant, wenn es ein z ∈ Z mit
W F(t) = W t z gibt.
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In Hinblick auf die projektiven symplektischen und speziellen orthogonalen Gruppen bin ich an
dem Spezialfall interessiert, daß p ungerade und Z = {±1} ist. Wenn −t nicht in W t liegt, ist die
Bahn Wpi(t) genau dann F-invariant, wenn F(t) ∈ ±W t gilt. In diesem Fall ist W t invariant unter
F2. Außerdem gilt pi(CG(t)) = CG(pi(t)), weshalb t genau dann quasi-isoliert ist, wenn pi(t) quasi-
isoliert ist. Gibt es dahingegen ein u0 ∈ W mit u0 t = −t , ist Wpi(t) genau dann F-invariant, wenn
W t invariant unter F ist. Der Zentralisator von pi(t) in G wird von pi(CG(t)) und einem Repräsen-
tanten u˙0 von u0 erzeugt. Also ist pi(t) genau dann quasi-isoliert, wenn 〈CW (t), u0〉 in keiner echten
parabolischen Untergruppe von W enthalten ist.
Wie in §2.3.2 seien T := (F∗)n und W := C2 o Sn . Es seien weiter p ungerade, Z := {±1} ≤ T
und pi : T→ T/Z =: T der kanonische Epimorphismus. Es sei schließlich F der Endomorphismus
von T, der jedes Element zur q-ten Potenz erhebt. Der dadurch induzierte Endomorphismus von T
wird auch mit F bezeichnet. Aus der Parametrisierung der Bahnen von W auf T in §2.3.2 folgt, daß
die Bahnen von W auf T durch die Mengen { f, f −} parametrisiert werden, wobei f ∈ F[T ] die
normierten Polynome vom Grad 2n durchläuft, die f = f ∗ erfüllen und bei denen die Nullstellen
1 und −1 gerade Vielfachheit haben. Es seien t ∈ T und { ft , f −t } die entsprechende Menge. Genau
dann gilt pi−1(Wpi(t)) = W t , wenn ft = f −t erfüllt ist; andernfalls ist pi−1(Wpi(t)) = W t
∐ W (−t).
Die Bahn Wpi(t) ist genau dann F-stabil, wenn { ft , f −t } = {F( ft), F( f −t )} gilt. Es seien wieder
W 0 := {(σ1, . . . , σn)% ∈ W | ∏ni=1 σi = 1} und v := (1, . . . , 1,−1) ∈ W . Außerdem werden
wieder F+ := F und F− := vF gesetzt.
Ich will zuerst die F-stabilen Bahnen von W auf T untersuchen, deren Urbild unter pi eine
F-stabile Bahn von W auf T ist. Es sei also f ∈ Fq[T ] normiert, vom Grad 2n so, daß f = f ∗
und f = f − gelten und die Nullstellen 1 und −1 gerade Vielfachheit haben. Dann gibt es eine
Faktorisierung
f = (T 2 − 1)2m0(T 2 + 1)m1
k2∏
j=1
( f2, j f ∗2, j )
m2, j
k3∏
j=1
( f3, j f −3, j )
m3, j
k4∏
j=1
( f4, j f −4, j f
∗
4, j f
−∗
4, j )
m4, j
von f mit paarweise verschiedenen fi, j so, daß
(i) f2, j ∈ F2 mit f −2, j ∈ { f2, j , f ∗2, j },
(ii) f3, j ∈ F1 mit f −3, j 6= f3, j und
(iii) f4, j ∈ F2 mit f −4, j /∈ { f4, j , f ∗4, j }
gelten. Es sei wieder δi, j der reduzierte Grad von fi, j . Für i ≤ 2 seien ai, j , Ti, j und Ii, j wie in §2.3.2,
wobei ich I1 statt I1,1 und T1 statt T1, j schreiben will. Die entsprechenden Größen für i ∈ {3, 4}
werden ähnlich definiert: ai, j := a′i, j−1 +mi, j−1δi, j−1 und a′i, j := ai, j +mi, jδi, j für 1 ≤ j ≤ ki + 1
und i ∈ {3, 4}, wobei a′3,0 := a2,k2+1, a′4,0 := a′3,k3+1 und mi,0 := 0 gesetzt werden. Außerdem seien
Ii, j := [ai, j + 1, a′i, j ] und I ′i, j := [a′i, j + 1, ai, j+1] sowie
Ti, j := {(λ1, . . . , λn) ∈ T | λk = 1 für k /∈ Ii, j } ∼= (F∗)|Ii, j |
und
T′i, j := {(λ1, . . . , λn) ∈ T | λk = 1 für k /∈ I ′i, j } ∼= (F∗)|Ii, j |
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für 1 ≤ j ≤ ki und i ∈ {3, 4}. Es seien weiter λ1 ∈ F∗ eine primitive vierte Einheitswurzel,
t1 := (λ1, . . . , λ1) ∈ T1 und w1 := (−1, . . . ,−1) ∈ C2 o SI1 . Außerdem will ich
t0 := (−1, . . . ,−1︸ ︷︷ ︸
m0
, 1, . . . , 1︸ ︷︷ ︸
m0
) ∈ T0,−1 × T0,1 =: T0
setzen. Für 1 ≤ j ≤ k2 sei t2, j das Element
(λ2, j , . . . , λ2, j︸ ︷︷ ︸
m2, j
, . . . , λ
q
δ2, j
2 −1
2, j , . . . , λ
q
δ2, j
2 −1
2, j︸ ︷︷ ︸
m2, j
,−λ2, j , . . . ,−λ2, j︸ ︷︷ ︸
m2, j
, . . . ,−λq
δ2, j
2 −1
2, j , . . . ,−λq
δ2, j
2 −1
2, j︸ ︷︷ ︸
m2, j
)
aus T2, j . Wenn f2, j = f −2, j ist, wird wie in §2.3.2
w2, j :=
m2, j∏
k=1
(a2, j + k, a2, j + k + m2, j , . . . , a2, j + k + (δ2, j − 1)m2, j )
definiert, im Fall f ∗2, j = f −2, j sei
w2, j := (−1, . . . ,−1︸ ︷︷ ︸
m2, j
, 1 . . . , 1︸ ︷︷ ︸
m2, j (
δ2, j
2 −1)
,−1, . . . ,−1︸ ︷︷ ︸
m2, j
, 1 . . . , 1︸ ︷︷ ︸
m2, j (
δ2, j
2 −1)
)·
m2, j∏
k=1
(a2, j + k, a2, j + k + m2, j , . . . , a2, j + k + (δ2, j − 1)m2, j ).
Für i ∈ {3, 4} und 1 ≤ j ≤ ki seien λi, j , ti, j und wi, j wie in §2.3.2. Es seien außerdem t ′i, j das
−ti, j entsprechende Element von T′i, j und w′i, j das dort zu t ′i, j konstruierte Element von W . Dann
ist t := t0t1∏k2j=1 t2, j∏i, j :i>2 ti, j t ′i, j ein Element der durch f gegebenen Bahn von W auf T, und
wt := w1∏k2j=1w2, j∏i, j :i>2wi, jw′i, j erfüllt wt F(t) = t .
Ich will nun u0 ∈ W mit u0 t = −t konstruieren. Das Element u0,1 := (−1m1, 1n−m1) erfüllt
u0,1 t1 = −t1, und u0,0 := (n− 2m0+ 1, n−m0+ 1) · · · (n−m0, n) ∈ SI0 erfüllt u0,0 t0 = −t0. Es sei
weiter
u0,2, j :=
m2, j∏
k=1
(a2, j + k, a2, j + k + m2, j δ2, j2 ) ∈ SI2, j .
Dann gilt u0,2, j t2, j = −t2, j . Für i ∈ {3, 4} sei u0,i, j ein Element, das ti, j und t ′i, j vertauscht, nämlich
u0,i, j :=
mi, j δi, j∏
k=1
(ai, j + k, ai, j + mi, jδi, j + k).
Dann gilt u0,i, j (ti, j t ′i, j ) = −ti, j t ′i, j also leistet u0 := u0,0u0,1
∏
i, j :i>1 u0,i, j das Gewünschte. Da u0
eine Involution ist, gilt CW (pi(t)) = CW (t)o 〈u0〉.
Ich will noch untersuchen, ob und wie Wpi(t) in F±-stabile W 0-Bahnen zerfällt. Da u0,0 und die
u0,i, j in W 0 liegen, ist genau dann u0 ∈ W 0, wenn u0,1 = w1 in W 0 liegt, und das ist äquivalent
dazu, daßm1 gerade ist. Außerdem gilt, wie in §2.3.2 gezeigt wurde, daß W t = W 0 t gilt, fallsm0 > 0
ist; andernfalls ist W t = W 0 t∐ W 0vt .
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Es gelte nun m0 > 0. Dann ist v im Zentralisator von t in W , also liegt −t = u0 t = u0vt in W 0 t .
Die Bahn W
0
pi(t) ist F±-stabil. Es gilt CW 0(pi(t)) = CW 0(t)o 〈u0〉, falls m1 gerade ist, andernfalls
ist CW 0(pi(t)) = CW 0(t)o 〈u0v〉.
Jetzt muß noch der Fall m0 = 0 betrachtet werden. Wenn m1 gerade ist, liegt −t in W 0 t und
−vt = vu0v(vt) in W 0vt . Außerdem ist in diesem Fall wt ∈ W 0, weshalb, wie in §2.3.2 gesehen, W 0 t
und W
0vt invariant unter F+ sind und von F− vertauscht werden. Daher sind W 0pi(t) und W 0pi(vt)
invariant unter F+, und es geltenCW 0(pi(t)) = CW 0(t)o〈u0〉 undCW 0(pi(vt)) = (vCW 0(t))o〈vu0v〉.
Ist umgekehrt m1 ungerade, liegt −t = u0v(vt) in W 0vt . Außerdem sind W 0 t und W 0vt invariant unter
F− und werden von F+ vertauscht, also ist W 0pi(t) = W 0pi(vt) invariant unter F±. Weil u0 nicht in
W 0 liegt und CW (t) in W 0 enthalten ist, gibt es kein Element in W 0, das t auf−t abbildet. Daher ist
CW 0(pi(t)) = CW 0(t).
Schließlich werden die F-stabilen Bahnen von W auf T behandelt, deren Urbild unter pi in zwei
W -Bahnen zerfällt. Es sei also f = f ∗ ∈ Fq2[T ] ein normiertes Polynom mit geradem Grad so,
daß die Nullstellen 1 und −1 gerade Vielfachheit haben und f 6= f − und F( f ) ∈ { f, f −} gelten.
Dabei gelte m0,1 ≥ m0,−1, sonst wird f durch f − ersetzt. Es sei t ∈ T mit f = ft . Dann ist
CW (t) = CW (pi(t)), ebenso gilt CW 0(t) = CW 0(pi(t)). Der Fall F( f ) = f kann genau wie in
§2.3.2 behandelt werden, also will ich F( f ) = f − annehmen. In §2.3.1 wurde gezeigt, daß f eine
Faktorisierung
f =(T 2 − 1)2m0(T 2 + 1)m1
k2∏
j=1
( f2, j f ∗2, j )
m2, j
k3∏
j=1
( f3, j f −3, j )
m3, j
k4∏
j=1
( f4, j f −4, j f
∗
4, j f
−∗
4, j )
m4, j
k5∏
j=1
( f5, j F( f −5, j ))
m5, j
k6∏
j=1
( f6, j f ∗6, j F( f
−
6, j f
∗−
6, j ))
m6, j
k7∏
j=1
( f7, j f ∗7, j )
m7, j
k8∏
j=1
( f8, j f ∗8, j )
m8, j
besitzt, die
(i) f2, j ∈ F2 mit f −2, j ∈ { f2, j , f ∗2, j },
(ii) f3, j ∈ F1 mit f −3, j 6= f3, j ,
(iii) f4, j ∈ F2 mit f −4, j /∈ { f4, j , f ∗4, j },
(iv) f5, j ∈ F1(Fq2) mit F( f5, j ) /∈ { f5, j , f −5, j } und f5, j 6= f −5, j ,
(v) f6, j ∈ F2(Fq2) mit F( f6, j ) /∈ { f6, j , f ∗6, j , f −6, j , f −∗6, j } und f −6, j /∈ { f6, j , f ∗6, j },
(vi) f7, j ∈ F2(Fq2) mit F( f7, j ) /∈ { f7, j , f ∗7, j } und F( f7, j ) = f −7, j und
(vii) f8, j ∈ F2(Fq2) mit F( f8, j ) /∈ { f8, j , f ∗8, j } und F( f8, j ) = f ∗−8, j
erfüllt. Es seien nun die ai, j etc. für 0 ≤ i ≤ 4 wie oben beziehungsweise wie in §2.3.2 definiert.
Außerdem sei für i > 4 wieder δi, j der Grad von fi, j . Jetzt wird eine an f angepaßte Zerlegung
von T definiert: setze ai, j := ai−1,ki−1+1 +
∑ j−1
k=1 2mi, jδi, j für 1 ≤ j ≤ ki + 1 und i ∈ {5, 6}
sowie ai, j := ai−1,ki−1+1 +
∑ j−1
k=1 mi, jδi, j für 1 ≤ j ≤ ki + 1 und i ∈ {7, 8}. Es seien, wie im Ab-
schnitt über die symplektischen und die speziellen orthogonalen Gruppen, Ii, j := [ai, j + 1, ai, j+1]
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und Ti, j := {(λ1, . . . , λn) ∈ T | λk = 1 für k /∈ Ii, j } für i > 4. Wenn i entweder sieben oder acht
ist, seien λi, j eine Nullstelle von fi, j und
ti, j := (λi, j , . . . , λi, j︸ ︷︷ ︸
mi, j
, λ
q2
i, j , . . . , λ
q2
i, j︸ ︷︷ ︸
mi, j
, . . . , λ
q2(δi, j−1)
i, j , . . . , λ
q2(δi, j−1)
i, j︸ ︷︷ ︸
mi, j
) ∈ Ti, j .
Es seien weiter
w7, j :=
m7, j∏
k=1
(a7, j + k, a7, j + k + m7, j , . . . , a7, j + k + (δ7, j − 1)m7, j )
δ7, j−1
2 ∈ SI7, j
und w8, j dieses
(−1, . . . ,−1)
m8, j∏
k=1
(a8, j + k, a8, j + k + m8, j , . . . , a8, j + k + (δ8, j − 1)m8, j )
δ8, j−1
2
Element von C2 o SI8, j Für i ∈ {5, 6} seien λi, j ∈ F eine Nullstelle von fi, j und ti, j ∈ Ti, j gleich
(λi, j , . . . , λi, j︸ ︷︷ ︸
mi, j
,−λqi, j , . . . ,−λqi, j︸ ︷︷ ︸
mi, j
, . . . , λ
q2(δi, j−1)
i, j , . . . , λ
q2(δi, j−1)
i, j︸ ︷︷ ︸
mi, j
,−λq2(δi, j−1)+1i, j , . . . ,−λq
2(δi, j−1)+1
i, j︸ ︷︷ ︸
mi, j
).
Es seien schließlich w5, j dieses
(−1, . . . ,−1︸ ︷︷ ︸
m5, j
, 1, . . . , 1︸ ︷︷ ︸
(2δ5, j−1)m5, j
)
m5, j∏
k=1
(a5, j + k, a5, j + k + m5, j , . . . , a5, j + k + (2δ5, j − 1)m5, j )
Element von C2 o SI5, j und
w6, j :=
m6, j∏
k=1
(a6, j + k, a6, j + k + m6, j , . . . , a6, j + k + (2δ6, j − 1)m6, j ) ∈ SI6, j .
Dann gilt wi, j F(ti, j ) = −ti, j für 5 ≤ i ≤ 8. Insgesamt folgt, daß t = t0t1∏i, j :i>2 ti, j∏i=3,4; j t ′i, j
gewählt werden kann und für wt := u0w1∏i, j :i>2wi, j∏i=3,4; j w′i, j die Gleichung wt F(t) = −t
gilt.
Die Zerlegung von W t in W 0-Bahnen überträgt sich auf Wpi(t): Wenn m0 > 0 gilt, ist die Bahn
Wpi(t) = W 0pi(t) invariant unter F±, andernfalls ist Wpi(t) = W 0pi(t)∐ W 0vpi(t). Wenn im zweiten
Fall
∑k5
j=1m5, j +
∑k8
j=1m8, j gerade ist, liegt wt in W
0, weil δ8, j ungerade ist. Daher sind W
0
pi(t)
und W
0vpi(t) invariant unter F+ und werden von F− vertauscht. Ist die Summe ungerade, so liegt
wt nicht in W 0, weshalb die beiden Bahnen F−-invariant sind und von F+ vertauscht werden.
Zentralisatoren in projektiven symplektischen Gruppen
Es seien 8, 8∨, G = Sp2n(F), T und F wie in §2.2.3. Es seien weiter pi : G→ G/Z(G) =: G der
kanonische Epimorphismus und T := pi(T). Für i /∈ {5, 6} seien 8i, j und 8′i, j wie in §2.3.2 für die
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symplektischen Gruppen definiert; für i ∈ {3, 4} und8′i, j werden dabei ai, j und Ii, j durch a′i, j bezie-
hungsweise I ′i, j ersetzt. Im Fall F( f ) = f − will ich81 statt81,1 schreiben und80 := 80,1
∐
80,−1
setzen. Es sei schließlich
8i, j := {εa − εb | a 6= b ∈ ai, j + [1+ lmi, j , (l + 1)mi, j ], 0 ≤ l < 2δi, j }
für i ∈ {5, 6}. Das Wurzeldatum von C0
G
(pi(t)) ist die Summe der Wurzeldaten
(〈εa ± εb | 1 ≤ a 6= b ≤ n〉Z,
∐
i, j
8i, j , 〈εa, 12(ε1 + · · · + εn) | 1 ≤ a ≤ n〉Z,
∐
i, j
(8i, j )
∨)
und
(〈εa ± εb | 1 ≤ a 6= b ≤ n〉Z,
∐
i, j :i∈{3,4}
8′i, j , 〈εa,
1
2
(ε1 + · · · + εn) | 1 ≤ a ≤ n〉Z,
∐
i, j :i∈{3,4}
(8′i, j )
∨).
Ich werde, wie oben, drei Fälle unterscheiden:
1. Fall (F( f ) = f 6= f −): Hier verhält sich alles wie bei den symplektischen Gruppen. Der Zen-
tralisator CG(pi(t)) = pi(CG(t)) ist zusammenhängend, und CG(pi(
∏
i, j :i 6=0 ti, j )) ist eine minimale
Levi-Untergruppe von G, die CG(pi(t)) enthält. Insbesondere ist pi(t) genau dann (quasi-)isoliert,
wenn t = t0,−1t0,1 gilt. Der Typ von (CG(pi(t)), wt F) ist
k1⊕
j=1
(2Am1, j−1)
(δ1, j ) ⊕
k2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕ Cm0,−1 ⊕ Cm0,1 .
2. Fall (F( f ) = f = f −): Es gilt CG(pi(t))/C0G(pi(t)) ∼= 〈u0〉, also zerfällt (Gpi(t))F in zwei
G
F
-Konjugiertenklassen, eine vom Typ C0W (pi(t)) und eine vom Typ u0C
0
W (pi(t)). Der Typ von
(C0
G
(pi(t)), wt F) ist
2Am1−1 ⊕
k2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕
k3⊕
j=1
(( 2Am3, j−1)
(δ3, j ) ⊕ ( 2Am3, j−1)(δ3, j ))
⊕
k4⊕
j=1
((Am4, j−1)
(δ4, j ) ⊕ (Am4, j−1)(δ4, j ))⊕ Cm0 ⊕ Cm0 .
Um den Typ von (C0
G
(pi(t)), u0wt F) zu bestimmen, müssen noch zwei Fälle unterschieden werden.
Falls δ2, j > 1 gilt, ist
(
m2, j∏
k=1
(a2, j + k, a2, j + k + m2, j , . . . , a2, j + k + (δ2, j − 1)m2, j ))1+
δ2, j
2
die Projektion von u0,2, jw2, j auf SI2, j . Daher ist der größte gemeinsame Teiler von δ2, j und 1+ δ2, j2
die Anzahl der Bahnen von u0,2, jw2, j auf den Komponenten von 82, j . Dieser größte gemeinsame
Teiler ist eins, falls δ2, j2 gerade ist, und er ist zwei, falls
δ2, j
2 ungerade ist. Es sei nun 0 ≤ k˜2 ≤ k2 so,
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daß für 1 ≤ j ≤ k˜2 entweder δ2, j = 1 oder δ2, j2 gerade ist und für k˜2 < j ≤ k2 der Grad δ2, j von
f2, j gerade und
δ2, j
2 ungerade ist. Der Typ von (C
0
G
(pi(t)), u0wt F) ist
Am1−1 ⊕
k˜2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕
k2⊕
j=k˜2+1
((Am2, j−1)
(
δ2, j
2 ) ⊕ (Am2, j−1)(
δ2, j
2 ))
⊕
k3⊕
j=1
(Am3, j−1)
(2δ3, j ) ⊕
k4⊕
j=1
(Am4, j−1)
(2δ4, j ) ⊕ (Cm0)(2).
Es sei k2−1 ≤ kˆ2 ≤ k2 so, daß λ2, j für 1 ≤ j ≤ kˆ2 keine vierte Einheitswurzel ist. Aus der Beschrei-
bung der Zentralisatoren in symplektischen Gruppen folgt, daß CG(pi(
∏kˆ2
j=1 t
2
2, j
∏
i=3,4; j (ti, j t
′
i, j )
2))
eine Levi-Untergruppe von G ist, die offensichtlich den Zentralisator von pi(t) enthält. Wenn t2i, j
und t2i, j in einer Bahn von W liegen, kann λi, j ′ so gewählt werden, daß λ
2
i, j = λ2i, j ′ gilt. Aber dann
ist λi, j ′ = ±λi, j , und da λi, j ′ durch −λi, j ′ ersetzt werden darf, kann ich von λi, j = λi, j ′ ausgehen.
Also ist j = j ′, und die verschiedenen t2i, j liegen in verschiedenen Bahnen von W auf T. Daher ist
die Vereinigung von
{±εa,±εa ± εb | a 6= b ∈ I1∐I0}
mit den
{εa−εb |a 6= b ∈ a2, j+[1+lm2, j , (l+1)m2, j ]∐[1+(δ2, j2 +l)m2, j , (
δ2, j
2
+l+1)m2, j ], 0 ≤ l < δ2, j2 }
für 1 ≤ j ≤ kˆ2 und
{εa− εb |a 6= b ∈ ai, j +[1+ lmi, j , (l+1)mi, j ]∐[1+ (δi, j + l)mi, j , (δi, j + l+1)mi, j ], 0 ≤ l < δi, j }
für 1 ≤ i ≤ ki und i ∈ {3, 4} die Menge der Wurzeln von CG(pi(
∏kˆ2
j=1 t
2
2, j
∏
i=3,4; j (ti, j t
′
i, j )
2))
bezüglich T. Jetzt sieht man leicht, daß dies eine minimale Levi-Untergruppe von G ist, die den
Zentralisator von pi(t) enthält. Es sei 0 ≤ k ′2 ≤ k2 so, daß f2, j = f −2, j für 1 ≤ j ≤ k ′2 und
f ∗2, j = f −2, j für k ′2 < j ≤ k2 gilt. Im ersten Fall liegt das Minimalpolynom von λ22, j in F2 und
hat den Grad δ2, j2 , im zweiten Fall liegt es in F1 und hat den reduzierten Grad
δ2, j
2 . Für λi, j mit
i ∈ {3, 4} gibt es ebenfalls zwei Möglichkeiten: der Grad der Körpererweiterung Fq[λi, j ]/Fq[λ2i, j ]
ist entweder eins oder zwei. Der zweite Fall kann für i = 3 nicht auftreten, da sonst λ3, j eine vierte
Einheitswurzel sein müßte, was nicht sein kann. Im ersten Fall liegt das Minimalpolynom von λ2i, j
in Fi und hat den reduzierten Grad δi, j , im zweiten Fall ist i = 4, das Minimalpolynom liegt in F2
und hat den Grad δ4, j2 . Es sei also 0 ≤ k ′4 ≤ k4 so, daß Fq[λ4, j ]/Fq[λ24, j ] für 1 ≤ j ≤ k ′4 Grad eins
und für k ′4 < j ≤ k4 Grad zwei hat. Der Typ von (CG(pi(
∏kˆ2
j=1 t
2
2, j
∏
i=3,4; j (ti, j t
′
i, j )
2)), wt F) ist
k′2⊕
j=1
(A2m2, j−1)
(
δ2, j
2 ) ⊕
kˆ2⊕
j=k′2+1
( 2A2m2, j−1)
(
δ2, j
2 ) ⊕
k3⊕
j=1
( 2A2m3, j−1)
(δ3, j )
⊕
k′4⊕
j=1
(A2m4, j−1)
(δ4, j ) ⊕
k4⊕
j=k′4+1
(A4m4, j−1)
(
δ4, j
2 ) ⊕ C2m0+m1+k2−kˆ2 .
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3.Fall ( f 6= F( f ) = f −): Wie im ersten Fall ist CG(pi(t)) zusammenhängend, und wie oben
ist CG(pi(t1
∏
i 6=0; j ti, j t
′
i, j )), wobei t
′
i, j := 1 für i 6= 3, 4 gesetzt wird, eine minimale Levi-Unter-
gruppe von G, die CG(pi(t)) enthält. Deshalb ist auch hier pi(t) genau dann (quasi-)isoliert, wenn
t = t0,−1t0,1 gilt. Die Bahn Wpi(t1∏i 6=0; j ti, j t ′i, j ) ist zwar nicht F-stabil, gleichwohl ist der Zentrali-
sator von pi(t1
∏
i 6=0; j ti, j t
′
i, j ) invariant unter
wt F . Der Typ von (CG(pi(t1
∏
i 6=0; j ti, j t
′
i, j )),
wt F) ist
Am1−1 ⊕
k˜2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕
k2⊕
j=k˜2+1
((Am2, j−1)
(
δ2, j
2 ) ⊕ (Am2, j−1)(
δ2, j
2 ))⊕
k3⊕
j=1
(( 2Am3, j−1)
(δ3, j ) ⊕ ( 2Am3, j−1)(δ3, j ))⊕
k4⊕
j=1
((Am4, j−1)
(δ4, j ) ⊕ (Am4, j−1)(δ4, j ))⊕
k5⊕
j=1
( 2Am5, j−1)
(2δ5, j ) ⊕
k6⊕
j=1
(Am6, j−1)
(2δ6, j ) ⊕
k7⊕
j=1
(Am7, j−1)
(δ7, j ) ⊕
k8⊕
j=1
( 2Am8, j−1)
(δ8, j ) ⊕ C2m0,
wobei k˜2 wie im zweiten Fall definiert ist. Den Typ von (CG(pi(t)),
wt F) erhält man, indem man
C2m0 durch (Cm0)
(2) ersetzt.
Zentralisatoren in projektiven speziellen orthogonalen Gruppen
Es seien8,8∨, G = SO2n(F), T, F+ := F und F− wie in §2.2.4. Es seien, wie für die projektiven
symplektischen Gruppen, pi : G→ G/Z(G) =: G der kanonische Epimorphismus und T := pi(T).
Für i /∈ {5, 6} seien 8i, j und 8′i, j wie in §2.3.2 für die speziellen orthogonalen Gruppen definiert;
für i ∈ {3, 4} und 8′i, j werden dabei ai, j und Ii, j durch a′i, j beziehungsweise I ′i, j ersetzt. Wenn
m0,1m0,−1 > 0 ist, wird u ∈ CW 0(t) wie bei den speziellen orthogonalen Gruppen definiert. Im Fall
F( f ) = f − will ich wieder 81 statt 81,1 schreiben und 80 := 80,1∐80,−1 setzen. Für i ∈ {5, 6}
werden die 8i, j wie für die projektiven symplektischen Gruppen definiert. Das Wurzeldatum von
C0
G
(pi(t)) ist die Summe von
(〈εa ± εb | 1 ≤ a 6= b ≤ n〉Z,
∐
i, j
8i, j , 〈εa, 12(ε1 + · · · + εn) | 1 ≤ a ≤ n〉Z,
∐
i, j
(8i, j )
∨)
und
(〈εa ± εb | 1 ≤ a 6= b ≤ n〉Z,
∐
i, j :i∈{3,4}
8′i, j , 〈εa,
1
2
(ε1 + · · · + εn) | 1 ≤ a ≤ n〉Z,
∐
i, j :i∈{3,4}
(8′i, j )
∨).
Wie bei den projektiven symplektischen Gruppen werden drei Fälle unterschieden:
1. Fall (F( f ) = f 6= f −): Hier verhält sich alles wie bei den speziellen orthogonalen Gruppen.
Der Zentralisator von pi(t) in G ist genau dann zusammenhängend, wenn m0,1m0,−1 = 0 ist, und
in diesem Fall ist CG(pi(t)) eine Levi-Untergruppe von G. Außerdem ist CG(pi(
∏
i, j :i 6=0 ti, j )) eine
minimale Levi-Untergruppe von G, die den Zentralisator von pi(t) enthält. Insbesondere ist pi(t)
genau dann (quasi-)isoliert, wenn mi, j = 0 für i ≥ 1 gilt. Genau dann ist Wpi(t) = W 0pi(t), wenn
m0,1 oder m0,−1 größer als Null ist. Die Typen der Zentralisatoren sind genau wie bei den speziellen
Clifford-Gruppen in gerader Dimension in §2.3.3 und werden deshalb nicht mehr angegeben.
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2. Fall ( f = F( f ) = f −): Hier will ich die beiden Fälle unterscheiden, ob CG(t) zusammenhän-
gend ist oder nicht.
2.1. Fall (m0 = 0): Zunächst sei m1 ungerade. Wie schon erwähnt, liegen dann wt und u0 nicht
in W 0. Da CW 0(t) = CW 0(pi(t)) gilt, ist CG(pi(t)) zusammenhängend, also eine Levi-Untergruppe
von G. Der Typ von (CG(pi(t)), u0wt F+) ist
Am1−1 ⊕
k˜2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕
k2⊕
j=k˜2+1
((Am2, j−1)
(
δ2, j
2 ) ⊕ (Am2, j−1)(
δ2, j
2 ))⊕
⊕
i=3,4; j
(Ami, j−1)
(2δi, j ),
wobei k˜2 wie im zweiten Fall bei den projektiven symplektischen Gruppen definiert ist. Der Typ von
(CG(pi(t)),
wtvF−) ist
2Am1−1 ⊕
k2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕
k3⊕
j=1
(( 2Am3, j−1)
(δ3, j ) ⊕ ( 2Am3, j−1)(δ3, j ))
⊕
k4⊕
j=1
((Am4, j−1)
(δ4, j ) ⊕ (Am4, j−1)(δ4, j )).
Es sei nunm1 gerade. Dann liegenwt und u0 inW 0, und es gilt CG(pi(t)) = C0G(pi(t))o〈u0〉. Wie
bei den projektiven symplektischen Gruppen ist CG(pi(
∏kˆ2
j=1 t
2
2, j
∏
i=3,4; j (ti, j t
′
i, j )
2)) eine minimale
Levi-Untergruppe von G, die den Zentralisator von pi(t) enthält. Die Typen von (C0
G
(pi(t)), wt F+)
und (C0
G
(pi(vt)), vwtvF+) stimmen überein, beide haben den gleichen Typ wie (CG(pi(t)), wtvF−).
Auch (C0
G
(pi(t)), u0wt F+) und (C0
G
(pi(vt)), u0vwtvF+) haben den gleichen Typ, nämlich den für un-
gerades m1 angegebenen. Der Typ von (CG(pi(
∏kˆ2
j=1 t
2
2, j
∏
i=3,4; j (ti, j t
′
i, j )
2)), wt F+) ist
k′2⊕
j=1
(A2m2, j−1)
(
δ2, j
2 ) ⊕
kˆ2⊕
j=k′2+1
( 2A2m2, j−1)
(
δ2, j
2 ) ⊕
k3⊕
j=1
( 2A2m3, j−1)
(δ3, j )
⊕
k′4⊕
j=1
(A2m4, j−1)
(δ4, j ) ⊕
k4⊕
j=k′4+1
(A4m4, j−1)
(
δ4, j
2 ) ⊕ Dm1+k2−kˆ2,
wobei die Parameter kˆ2 und k ′4 wie im zweiten Fall bei den projektiven symplektischen Gruppen
definiert sind. Dies ist auch der Typ von (CG(pi(
∏kˆ2
j=1
vt22, j
∏
i=3,4; j
v(ti, j t ′i, j )
2)), vwtvF+).
2.2. Fall (m0 > 0): Der Zentralisator von pi(t) wird von C0G(pi(t)), u0 und u erzeugt. Wie oben ist
CG(pi(
∏kˆ2
j=1 t
2
2, j
∏
i=3,4; j (ti, j t
′
i, j )
2)) eine minimale Levi-Untergruppe von G, die CG(pi(t)) enthält.
Insbesondere ist pi(t) genau dann quasi-isoliert, wenn t Ordnung zwei oder vier hat. Die Faktorgrup-
pe CG(pi(t))/C
0
G
(pi(t)) ist isomorph zur Kleinschen Vierergruppe. Damit zerfällt (Gpi(t))F
±
in vier
GF±-Konjugiertenklassen, je eine vom Typ 1, u, u0 und u0u. Ich werde hier nur die Zentralisator-
typen für F+ angeben; die Typen für F− erhält man, indem man in der letzten Komponente Typ D
durch Typ 2D ersetzt und umgekehrt. Außerdem will ich annehmen, daß wt in W 0 liegt; andernfalls
werden die Zentralisatortypen für F+ mit denen von F− vertauscht.
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Der Typ von (C0
G
(pi(t)), wt F+) ist
Am1−1 ⊕
k2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕
k3⊕
j=1
(( 2Am3, j−1)
(δ3, j ) ⊕ ( 2Am3, j−1)(δ3, j ))
⊕
k4⊕
j=1
((Am4, j−1)
(δ4, j ) ⊕ (Am4, j−1)(δ4, j ))⊕ Dm0 ⊕ Dm0 .
Ersetzt man Dm0 ⊕ Dm0 durch 2Dm0 ⊕ 2Dm0 , erhält man den Typ von (C0G(pi(t)), uwt F+). Der Typ
von (C0
G
(pi(t)), u0wt F+) ist
2Am1−1⊕
k˜2⊕
j=1
(Am2, j−1)
(δ2, j )⊕
k2⊕
j=k˜2+1
((Am2, j−1)
(
δ2, j
2 )⊕(Am2, j−1)(
δ2, j
2 ))⊕
⊕
i=3,4; j
(Ami, j−1)
(2δi, j )⊕(Dm0)(2),
und das ist auch der Typ von (C0
G
(pi(t)), u0uwt F+). Dabei ist k˜2 wieder wie im zweiten Fall bei den
projektiven symplektischen Gruppen definiert.
Der Typ von (CG(pi(
∏kˆ2
j=1 t
2
2, j
∏
i=3,4; j (ti, j t
′
i, j )
2)), wt F+) ist
k′2⊕
j=1
(A2m2, j−1)
(
δ2, j
2 ) ⊕
kˆ2⊕
j=k′2+1
( 2A2m2, j−1)
(
δ2, j
2 ) ⊕
k3⊕
j=1
( 2A2m3, j−1)
(δ3, j )
⊕
k′4⊕
j=1
(A2m4, j−1)
(δ4, j ) ⊕
k4⊕
j=k′4+1
(A4m4, j−1)
(
δ4, j
2 ) ⊕ D2m0+m1+k2−kˆ2,
wobei die Parameter kˆ2 und k ′4 wieder wie im zweiten Fall bei den projektiven symplektischen
Gruppen definiert sind.
3. Fall ( f 6= F( f ) = f −): Wie bei den speziellen orthogonalen Gruppen ist der Zentralisator
von pi(t) genau dann zusammenhängend, wenn m0 = 0 ist. In diesem Fall ist CG(pi(t)) eine Levi-
Untergruppe von G. Andernfalls ist CG(pi(t)) = C0G(pi(t)) o 〈u〉, wobei u wie für die speziellen
orthogonalen Gruppen die Permutationsmatrix zu (n−m0, n+m0+1)(n, n+1) ist. In jedem Fall ist,
wie bei den projektiven symplektischen Gruppen, CG(pi(t1
∏
i 6=0; j ti, j t
′
i, j )), wobei wieder t
′
i, j := 1
für i 6= 3, 4 gesetzt wird, eine minimale Levi-Untergruppe von G, die den Zentralisator von pi(t)
enthält. Insbesondere ist auch hier pi(t) genau dann (quasi-)isoliert, wenn t = t0,−1t0,1 gilt.
3.1. Fall (m0 = 0):Wenn s ∈ GF
±
in G zu pi(t) oder pi(vt) konjugiert ist, ist CG(s)F
±
isomorph
zu
CG(pi(t))
wt F+ ∼= CG(pi(vt))
vwt vF+ ∼= CG(pi(t))
wt vF− ∼= CG(pi(vt))
vwt F− .
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Der Typ von (CG(s), F
±) ist
Am1−1 ⊕
k˜2⊕
j=1
(Am2, j−1)
(δ2, j ) ⊕
k2⊕
j=k˜2+1
((Am2, j−1)
(
δ2, j
2 ) ⊕ (Am2, j−1)(
δ2, j
2 ))⊕
k3⊕
j=1
(( 2Am3, j−1)
(δ3, j ) ⊕ ( 2Am3, j−1)(δ3, j ))⊕
k4⊕
j=1
((Am4, j−1)
(δ4, j ) ⊕ (Am4, j−1)(δ4, j ))⊕
k5⊕
j=1
( 2Am5, j−1)
(2δ5, j ) ⊕
k6⊕
j=1
(Am6, j−1)
(2δ6, j ) ⊕
k7⊕
j=1
(Am7, j−1)
(δ7, j ) ⊕
k8⊕
j=1
( 2Am8, j−1)
(δ8, j )
Dabei ist k˜2 wie im zweiten Fall für die projektiven symplektischen Gruppen definiert.
3.2. Fall (m0 > 0): Da der Zentralisator von pi(t) nicht zusammenhängend ist, müssen hier
verschiedene Typen von Konjugiertenklassen betrachtet werden. Ich will nur die Typen für F+ be-
schreiben, da man die Typen für F− erhält, indem man Komponenten vom Typ D durch solche vom
Typ 2D ersetzt und umgekehrt. Wenn wt in W 0 liegt, muß der Typ von C0G(pi(t)) bezüglich
wt F+
und uwt F+ bestimmt werden. Beide Typen sind gleich; man erhält sie, indem man zu dem Typ aus
dem 3.2. Fall noch (Dm0)
(2) addiert. Den Typ von (CG(pi(t1
∏
i 6=0; j ti, j t
′
i, j )),
wt F+) erhält man durch
Addition von D2m0 statt (Dm0)
(2).
Wenn wt nicht in W 0 liegt, müssen die Typen bezüglich wtvF+ und uwtvF+ bestimmt werden.
Auch hier stimmen sie in beiden Fällen überein. Man erhält sie, indem man Komponenten vom Typ
D durch die entsprechenden Komponenten vom Typ 2D ersetzt.
52
3. Darstellungstheorie von endlichen
reduktiven Gruppen
In diesem Kapitel habe ich die Resultate aus der Darstellungstheorie von endlichen Gruppen vom
Lie-Typ zusammengestellt, die später auf die klassischen Gruppen angewandt werden. Das sind
insbesondere die Jordan-Zerlegung, die Parametrisierung der Blöcke durch d-kuspidale Paare nach
Cabanes und Enguehard und der Satz von Bonnafé und Rouquier, der eine Bedingung angibt, unter
der Deligne-Lusztig-Induktion eine Morita-Äquivalenz induziert.
Es seien G eine zusammenhängende reduktive Gruppe über F, die über Fq definiert ist, und F ein
zugehöriger Frobenius-Endomorphismus von G.
3.1. Charaktere von endlichen reduktiven Gruppen
Eine rationale Levi-Untergruppe L von G heißt zerfallend, wenn sie Levi-Komplement einer ra-
tionalen parabolischen Untergruppe von G ist. Die zerfallenden Levi-Untergruppen sind genau die
GF -Konjugierten der rationalen Standard-Levi-Untergruppen bezüglich eines maximal zerfallenden
Torus.
(3.1.1) Definition
Es seien R ein kommutativer Ring mit p ∈ R∗ und P eine rationale parabolische Untergruppe
von G mit unipotentem Radikal U und rationalem Levi-Komplement L. Dann ist R(GF/UF) ein
GF -Modul-LF , und der Funktor
RGL : RLF -Mod → RGF -Mod,M 7→ R(GF/UF)⊗RLF M
heißt Harish-Chandra-Induktion. Der adjungierte Funktor heißt Harish-Chandra-Restriktion und
wird mit ∗RGL bezeichnet. 
(3.1.2) Bemerkung
(i) Es gilt RGL M = IndG
F
PF M , wobei M via Inflation als RP
F -Modul aufgefaßt wird.
(ii) Laut [CE04, 3.10] hängt Harish-Chandra-Induktion nicht von der gewählten parabolischen
Untergruppe P ab, deshalb taucht sie in der Notation nicht auf.
(iii) Da man bei Harish-Chandra-Induktion offensichtlich L durch beliebige GF -Konjugierte von
L ersetzen kann, kann man immer davon ausgehen, daß L eine Standard-Levi-Untergruppe
bezüglich eines maximal zerfallenden Torus ist. 
(3.1.3) Satz (vergleiche [DM91, 13.22])
Es seien T ≤ G ein maximal zerfallender Torus und L eine zerfallende Standard-Levi-Untergrup-
pe bezüglich T. Weiter sei H eine zusammenhängende reduktive Gruppe, die über Fq definiert ist.
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Den zugehörigen Frobenius-Endomorphismus will ich auch mit F bezeichen. Es sei ι : G → H
ein rationaler Homomorphismus mit zentralem Kern so, daß H = ι(G)Z(H) gilt. Außerdem sei
3 ∈ {K,O,k}, wobei wieder (K,O,k) ein `-modulares System mit ` 6= p ist. Dann gilt
RGLResι(V ) ∼= ResιRHZ(H)ι(L)(V )
für jeden 3(Z(H)ι(L))F -Modul V .
Beweis: Es sei U das unipotente Radikal der standardparabolischen Untergruppe von G mit Levi-
Komplement L. Dann ist ι(U) ∼= U das unipotente Radikal der standardparabolischen Untergruppe
von H mit Levi-Komplement Z(H)ι(L). Der Funktor
ResιRHι(L)Z(H) : 3(ι(L)Z(H))F -Mod → 3GF -Mod
ist durch Tensorieren mit dem Bimodul 3(HF/ι(U)F) gegeben, auf dem GF vermöge ι operiert.
Der Funktor
RGLResι : 3(LZ(H))F -Mod → 3GF -Mod
ist durch Tensorieren mit dem Bimodul 3(GF/UF) ⊗3LF 3(Z(H)ι(L))F gegeben, wobei wieder
LF vermöge ι auf (Z(H)ι(L))F operiert. Also genügt es, zu zeigen, daß die Abbildung
f : 3(GF/UF)⊗3LF 3(Z(H)ι(L))F → 3(HF/ι(U)F), xUF ⊗ y 7→ ι(x)yι(U)F
ein Isomorphismus ist. Der Kern der Abbildung Z(H)×G → H, (z, g) 7→ zι(g) ist in Z(H)× L
enthalten, also folgt [HF : Z(H)F ι(GF)] = [(Z(H)ι(L))F : Z(H)F ι(LF)] aus (2.1.4). Wegen
(Z(H)ι(L)) ∩ ι(G) = ι(L) gilt HF = (Z(H)L)F ι(GF), daher ist f surjektiv. Außerdem ist
[HF : ι(GF)] = [HF : Z(H)F ι(GF)] · [Z(H)F ι(GF) : ι(GF)]
= [(Z(H)ι(L))F : Z(H)F ι(LF)] · [Z(H)F ι(LF) : ι(LF)]
= [(Z(H)ι(L))F : ι(LF)],
da [Z(H)F ι(GF) : ι(GF)] und [Z(H)F ι(LF) : ι(LF)] wegen
Z(H)F ∩ ι(LF) = Z(H)F ∩ ι(GF) = ι(Z(G)F)
gleich sind. Der 3-Modul 3(HF/ι(U)F) ist frei vom Rang [HF : ι(U)F ], analog für 3(GF/UF),
und 3(GF/UF) ist ein freier 3LF -Modul vom Rang [GF : UFLF ]. Daraus folgt, daß der 3-Modul
3(GF/UF)⊗3LF 3(Z(H)ι(L))F frei ist und den Rang
|GF | · |(Z(H)ι(L))F |
|UF | · |LF | =
|GF | · |ι(LF)|
|UF | · |LF | ·
|(Z(H)ι(L))F |
|ι(LF)| =
|ι(GF)|
|UF | ·
|HF |
|ι(GF)| =
|HF |
|UF |
hat. Dabei wurde außer der oben hergeleiteten Gleichung noch |G
F |
|ι(GF )| = |L
F |
|ι(LF )| benutzt, was we-
gen Kern(ι) ≤ L klar ist. Weil die Einschränkung von ι auf U ein Monomorphismus ist, gilt
|HF |
|UF | = [HF : ι(UF)]. Die Moduln 3(HF/ι(U)F) und 3(GF/UF) ⊗3LF 3(Z(H)ι(L))F haben den
gleichen 3-Rang, weshalb f ein Isomorphismus ist. 
Es wäre wünschenswert, eine Verallgemeinerung von Harish-Chandra-Induktion für nicht-zerfal-
lende Levi-Untergruppen zu haben. Für beliebige Ringe R ist das bisher nicht möglich, aber für
R = Q` geht es.
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(3.1.4) Definition
Es sei P = Uo L eine parabolische Untergruppe von G mit rationalem Levi-Komplement L.
(i) Die Deligne-Lusztig-Varietät
YG,FL⊆P := {gU | g−1F(g) ∈ UF(U)} ⊆ G/U
ist eine GF -Varietät-LF .
(ii) Der Homomorphismus von Grothendieck-Gruppen
RGL⊆P : K0(Q`LF)→ K0(Q`GF), [M] 7→
∞∑
i=0
(−1)i [H ic (YG,FL⊆P,Q`)⊗Q`LF M]
heißt Deligne-Lusztig-Induktion. Der adjungierte Homomorphismus wird mit ∗RGL⊆P bezeich-
net und heißt Deligne-Lusztig-Restriktion. Dabei ist H ic (Y
G,F
L⊆P,Q`) die i-te étale Kohomolo-
giegruppe mit kompaktem Träger von YG,FL⊆P mit Koeffizienten in Q`. 
Wenn L = T ein Torus ist, hängt Deligne-Lusztig-Induktion nicht von der gewählten Borel-Un-
tergruppe ab [DM91, S. 88], weshalb ich sie, wie bei Harish-Chandra-Induktion, in der Notation
weglasse.
Ein Element s ∈ Z(G∗)F∗ definiert einen linearen Charakter sˆG von GF , dessen Ordnung die
Ordnung von s ist [CE04, S.126f]. Außerdem gilt ResG
F
LF sˆG = sˆL für jede rationale Levi-Untergrup-
pe L von G. Ich werde daher den Index G weglassen, wenn keine Mißverständnisse zu befürchten
sind.
(3.1.5) Definition
Es sei s ∈ (G∗)F∗ halbeinfach. Dann heißt
E(GF , s) := {χ ∈ Irr(GF) | (χ, RGT sˆ)GF 6= 0 für einen maximalen Torus T ≤ G mit s ∈ (G
∗)F∗T∗}
rationale Familie von Charakteren zu (G
∗)F∗ s. Die Elemente von E(GF , 1) heißen unipotente Cha-
raktere von GF . 
Aus der Transitivität von Deligne-Lusztig-Induktion [DM91, 11.5] folgt, daß RGL⊆P rationale Fami-
lien auf rationale Familien abbildet. Die beiden wichtigsten Eigenschaften von rationalen Familien
sind die folgenden.
(3.1.6) Satz ([DL76, 6.3, 7.7], [Lus77, 7.6])
Die rationalen Familien bilden eine Partition von Irr(GF). 
(3.1.7) Satz ([Lus84, 4.23])
Es sei Z(G) zusammenhängend. Dann gibt es für jedes halbeinfache s ∈ (G∗)F∗ eine Bijektion
ψGs : E(CG∗(s)F
∗
, 1)→ E(GF , s),
die für jeden maximalen rationalen Torus T∗ ≤ G∗, der s enthält,
ψGs (εCG∗ (s)R
CG∗ (s)
T∗ 1) = εGRGT sˆ
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erfüllt. Dabei ist εG = (−1)σ(G), und σ(G) ist der Fq-Rang von G, siehe [DM91, 8.3 – 8.6]. Au-
ßerdem gilt ψGs (λ)(1) = |G
F |p′
|CG∗ (s)F∗ |p′ λ(1) für jedes λ ∈ E(CG∗(s)
F∗, 1). Die Bijektion ψGs heißt
Jordan-Zerlegung von Charakteren. Für λ ∈ E(CG∗(s)F , 1) heißt ψGs (λ) Jordan-Korrespondent von
λ und umgekehrt. 
Im allgemeinen ist Jordan-Zerlegung von Charakteren nicht eindeutig. Digne und Michel haben
Zusatzeigenschaften angegeben, die die Eindeutigkeit erzwingen [DM90, 7.1], daher werde ich im
folgenden meist von der Jordan-Zerlegung sprechen.
Lusztig hat die Jordan-Zerlegung auf Gruppen mit unzusammenhängendem Zentrum verallge-
meinert, siehe [CE04, 15.14]. In diesem Fall erhält man keine Bijektion von Charakteren, son-
dern eine Bijektion zwischen den (Z(G)/Z0(G))F -Bahnen auf E(GF , s) und den Bahnen von
(CG∗(s)/C0G∗(s))
F∗ auf E(C0G∗(s), 1).
Es ist naheliegend zu fragen, ob Jordan-Zerlegung nicht nur Deligne-Lusztig-Charaktere erhält,
sondern auch mit Deligne-Lusztig-Induktion kompatibel ist. Dazu muß zunächst präzisiert werden,
wie diese Verträglichkeit zu verstehen ist. Es seien T ≤ G und T∗ ≤ G∗ duale, rationale, ma-
ximale Tori. Für eine parabolische Untergruppe P = 〈T,Uα |α ∈ 8P〉 von G, die T enthält, sei
P∗ := 〈T∗,U∗α∨ |α ∈ 8P〉. Es seien T ≤ M ≤ L ≤ G und s ∈ T∗ ≤ M∗ ≤ L∗ ≤ G∗ duale
Ketten von rationalen Levi-Untergruppen. Weiter sei Q eine parabolische Untergruppe von L mit
Levi-KomplementM. Wenn für alle µ ∈ E(CM∗(s)F∗, 1) und λ ∈ E(CL∗(s)F∗, 1) die Gleichung
εLεM(RLM⊆Qψ
M
s (µ), ψ
L
s (λ))LF = εCL∗ (s)εCM∗ (s)(RCL∗ (s)CM∗ (s)⊆CQ∗ (s)µ, λ)CL∗ (s)F∗ (3.1.1)
erfüllt ist, will ich sagen, daß Jordan-Zerlegung und Deligne-Lusztig-Induktion kompatibel sind. Ob
diese Gleichung immer gilt, ist unbekannt. Für die klassischen Gruppen haben Fong und Srinivasan
gezeigt, daß Jordan-Zerlegung und Deligne-Lusztig-Induktion kompatibel sind [FS89].
Zum Schluß noch zwei Eigenschaften von Deligne-Lusztig-Induktion, die ich im folgenden ver-
wenden werde, ohne sie explizit zu erwähnen.
Zunächst einmal ist Deligne-Lusztig-Induktion mit direkten Produkten verträglich. Das ist relativ
leicht zu zeigen; den Beweis führe ich nur vor, weil ich ihn nirgends gefunden habe. Es seienH eine
zusammenhängende reduktive Gruppe und F ′ ein verallgemeinerter Frobenius-Endomorphismus
von H. Da alle maximalen Tori in einer algebraischen Gruppe konjugiert sind, ist jeder maximale
Torus in G × H von der Form T × S, wobei T ein maximaler Torus in G und S ein maximaler
Torus inH ist. Das gleiche gilt für parabolische, Borel- und Levi-Untergruppen vonG×H. Es seien
also P = Uo L und Q = V oM parabolische Untergruppen von G und H so, daß F(L) = L und
F ′(M) =M gelten. Dann induziert der Isomorphismus
G×H/U× V→ G/U×H/V, (g, h)U× V 7→ (gU, hV)
einen Isomorphismus YG×H,F×F
′
L×M⊆P×Q → YG,FL⊆P × YH,F
′
M⊆Q von (G
F × HF ′)-Varietäten-(LF ×MF ′). Mit
der Künneth-Formel [DM91, 10.9] folgt RG×HL×M⊆P×Qχψ = RGL⊆Pχ · RHM⊆Qψ für alle χ ∈ Irr(LF)
und alle ψ ∈ Irr(MF ′).
Im allgemeinen gibt es mehrere reduktive Gruppen, deren Fixpunktgruppe isomorph zuGF ist. Es
scheint nicht bekannt zu sein, ob und wie sich die Wahl von G auf die Deligne-Lusztig-Theorie von
GF auswirkt. Ein Fall taucht bei den Zentralisatoren von halbeinfachen Elementen auf: direkte Pro-
dukte, auf denen der Frobenius-Endomorphismus durch zyklische Permutation der Komponenten
operiert.
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Es seien F1, . . . , Fn verallgemeinerte Frobenius-Endomorphismen vonG und Fˆ := Fn ◦ · · · ◦ F1.
Betrachte die Gruppe Gn mit verallgemeinertem Frobenius-Endomorphismus
F ′ : Gn → Gn, (g1, . . . gn) 7→ (Fn(gn), F1(g1), . . . , Fn−1(gn−1)).
Es sei ι : G→ Gn, g 7→ (g, F1(g), . . . , (Fn−1 ◦ · · · ◦ F1)(g)). Dann gilt (Gn)F ′ = ι(GFˆ), insbeson-
dere ist (Gn)F ′ isomorph zu GFˆ . Jede F ′-stabile Levi-Untergruppe von Gn ist von der Form
L′ := L× F1(L)× · · · × (Fn−1 ◦ · · · ◦ F1)(L)
für eine Fˆ-stabile Levi-Untergruppe L von G. Es seien nun L eine Fˆ-stabile Levi-Untergruppe von
G und L′ die entsprechende Levi-Untergruppe von Gn . Es sei weiter P = U o L eine parabolische
Untergruppe von G mit Levi-Komplement P. Dann ist
P′ := P× F1(P)× · · · × (Fn−1 ◦ · · · ◦ F1)(P)
eine parabolische Untergruppe von Gn mit Levi-Komplement L′ und unipotentem Radikal
U′ := U× F1(U)× · · · × (Fn−1 ◦ · · · ◦ F1)(U).
Durch ι wird ein Monomorphismus G/U → Gn/U′, gU 7→ ι(g)U′ definiert, den ich auch mit ι
bezeichnen will. Es gilt
YG
n ,F ′
L′⊆P′ = {(g1, . . . , gn)U′ | g−1i+1Fi (gi ) ∈ (Fi ◦ · · · ◦ F1)(U), 1 ≤ i < n, g−11 F(gn) ∈ UFˆ(U)},
also ist ι(YG,FˆL⊆P) in Y
Gn ,F ′
L′⊆P′ enthalten. Umgekehrt sei (g1, . . . , gn)U
′ ∈ YGn ,F ′L′⊆P′ . Da dann g−1n Fn−1(gn−1)
in (Fn−1 ◦ · · · ◦ F1)(U) liegt und gn durch gn(Fn−1 ◦ · · · ◦ F1)(u) für ein beliebiges u ∈ U ersetzt
werden darf, kann ich gn = Fn−1(gn−1) annehmen. Induktiv sieht man, daß gi+1 = Fi (gi ) für
1 ≤ i < n angenommen werden kann. Also gilt (g1, . . . , gn) = ι(g1). Aus der letzten Bedin-
gung folgt damit g−11 Fn(gn) = g−11 Fˆ(g1) ∈ UFˆ(U), was bedeutet, daß g1U in YG,FˆL⊆P liegt. Die
Einschränkung ι : YG,FˆL⊆P → YG
n ,F ′
L′⊆P′ ist daher bijektiv. Da die Projektion auf die erste Komponente
die Inverse zu ι ist, handelt es sich sogar um einen Isomorphismus. Identifiziert man GFˆ und LFˆ
mit (Gn)F ′ beziehungsweise (L′)F ′ vermöge ι, sieht man, daß die Einschränkung ι : YG,FˆL⊆P → YG
n ,F ′
L′⊆P′
ein Isomorphismus von GFˆ -Varietäten-LFˆ ist. Also gilt RGnL′⊆P′χ = RGL⊆Pχ für alle χ ∈ Irr(LFˆ).
Da Deligne-Lusztig-Charaktere unabhängig von der Wahl der Borel-Untergruppe sind, haben, sa-
lopp gesprochen,GFˆ und (Gn)F ′ die gleichen Deligne-Lusztig-Charaktere, insbesondere stimmt die
Einteilung der gewöhnlichen Charaktere in rationale Familien überein.
Wenn oben F1 = · · · = Fn =: F gilt, werde ich auch G(n) statt Gn und F (n) statt F ′ schreiben.
3.2. Blöcke von endlichen reduktiven Gruppen
Es seien ` 6= p eine Primzahl und (K,O,k) ein `-modulares System. Ich will annehmen, daß
(K,O,k) ein Zerfällungssytem für alle vorkommenden Gruppen ist.
Broué und Michel haben gezeigt, daß die Einteilung der Charaktere von GF in Blöcke mit der
Einteilung der Charaktere in rationale Familien verträglich ist. Um ihr Ergebnis zu formulieren,
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werden noch zwei Bezeichnungen benötigt. Es sei s ∈ (G∗)F∗ ein halbeinfaches `′-Element. Es
seien weiter
E`(GF , s) :=
⋃
t∈CG∗ (s)F∗
E(GF , st)
und
eG,s := 1|GF |
∑
χ∈E`(GF ,s)
∑
g∈GF
χ(g−1)g ∈ KGF
das Idempotent zu E`(GF , s).
(3.2.1) Satz (Broué-Michel, siehe zum Beispiel [CE04, 9.12])
Es sei s ∈ (G∗)F∗ ein halbeinfaches `′-Element. Dann gilt eG,s ∈ OGF , also ist E`(GF , s) eine
Vereinigung von `-Blöcken von GF . 
Analog zu den Charakteren definiert man
(3.2.2) Definition
Ein `-Block B ⊆ E`(GF , 1) von GF heißt unipotent. Ein `-Block B von GF heißt isoliert, wenn er
in E`(GF , s) für ein quasi-isoliertes Element 1 6= s ∈ G∗ enthalten ist. 
Die unipotenten Charaktere hängen nur vom Typ von (G, F) ab [DM91, 13.20]. Für unipotente
Blöcke gilt das folgende: wenn ` kein Teiler von |Z(Gsc)F | ist, gibt es nach [CE04, Chapter 17]
eine Bijektion B 7→ Bad von den unipotenten Blöcken von OGF auf die unipotenten Blöcke von
OGFad so, daß B und Z(G)F` ⊗O Bad isomorph sind. Für jede Defektgruppe D von B ist D/Z(G)F`
eine Defektgruppe von Bad . Daraus folgt nun
(3.2.3) Satz
Es sei G eine Familie von zusammenhängenden, reduktiven Gruppen so, daß jedes G ∈ G über
einem endlichen Körper der Charakteristik p(G) definiert ist mit zugehörigem Frobenius-Endo-
morphismus FG. Für jedesG ∈ G seien ZG ≤ Z(G) rational und abgeschlossen und piG vonG nach
G/ZG =: G der kanonische Epimorphismus. Es seien schließlich B eine Familie von unipotenten
Blöcken über k von Gruppen aus G und B := {piG(B) | B ∈ B Block von kGFG}. Wenn
(i) es ein C ∈ N gibt, das |ZFGG |` ≤ C für alle G ∈ G erfüllt,
(ii) ` - p(G)|Z(Gsc)FG | für alle G ∈ G gilt und
(iii) es einen endlichen Körper k0 ⊆ k gibt so, daß es für jedes B ∈ B eine zerfallende k0-Algebra
B0 mit Bad ∼= k⊗k0 B0 gibt,
dann ist Donovans Vermutung für B äquivalent zu Donovans Vermutung für B.
Beweis: Für einen Block B sei A(B) die Basisalgebra von B. Es seien nun B ∈ B ein Block von
kGF(G) und P1, . . . , Pr ein Vertretersystem der Isomorphieklassen der PIMs von Bad . Nach (1.2.6)
ist kZ(G)FG` ⊗k Pi , 1 ≤ i ≤ r, ein Vertretersystem der PIMs von B. Also gilt
A(B) = EndB(kZ(G)FG` ⊗k (P1 ⊕ · · · ⊕ Pr ))
∼= End
kZ(G)FG`
(kZ(G)FG` )⊗k EndBad (P1 ⊕ · · · ⊕ Pr ) [CR81, 10.37]
= kZ(G)FG` ⊗k A(Bad).
58
3.2. Blöcke von endlichen reduktiven Gruppen
Ebenso gilt A(B) ∼= kZ(G)FG ⊗k A(Bad), weil Gad = Gad ist. Da Bad nach Voraussetzung (iii)
über k0 definiert ist, ist auch A(Bad) über k0 definiert. Daher sind auch auch A(B) und A(B) über
k0 definiert. Da es nur endlich viele k0-Algebren einer gegebenen Dimension gibt, gilt Donovans
Vermutung für B, falls die Dimensionen der A(B) beschränkt sind, wenn B die Blöcke von B mit
vorgegebenem Defekt durchläuft. Umgekehrt ist klar, daß die Dimensionen der A(B) beschränkt
sind, falls Donovans Vermutung gilt, weshalb Donovans Vermutung für B äquivalent dazu ist, daß
{dimk A(B) | B ∈ B hat Defekt δ}
für alle δ ∈ N beschränkt ist. Die analoge Aussage fürB gilt ebenfalls, weshalb bloß die Äquivalenz
dieser Bedingung für B und B gezeigt werden muß.
Es seien Z eine endliche, abelsche Gruppe und F ein Endomorphismus von F . Es gilt ZF = Z/Z0
mit Z0 = {z−1F(z)|z ∈ Z}. Die Abbildung Z → Z0, z 7→ z−1F(z) ist ein Epimorphismus mit Kern
Z F , also sind die Ordnungen von ZF und Z F gleich. Daher ist |(Z(G)/Z0G)F | = |(Z(G)/Z0G)F |.
Wegen (2.1.4), angewandt auf G/Z0G, gilt (Z(G)/Z
0
G)
F ∼= Z(G)F/(Z0G)F . Aus (2.1.4) folgt außer-
dem, daß der Index von piG(Z(G)FG` ) in Z(G)
FG
` höchstens |(ZG/Z0G)FG |` ist. Daher gilt
|Z(G)FG |` ≤ |Z(G)FG |` − |ZFGG |` + |(ZG/Z0G)FG |` ≤ |Z(G)FG |` ≤ |Z(G)FG |` + C.
Daraus folgen
dimk A(B) ≤ dimk A(B) ≤ dimk A(B)+ C
und
δ(B) = δ(B)− log`
|Z(G)FG |`
|Z(G)FG |`
≤ δ(B) ≤ δ(B)+ log` C,
wobei δ(?) den Defekt eines Blockes bezeichnet. Daraus folgt nun die Behauptung: Donovans Ver-
mutung gelte für B. Wenn A(B) für alle B ∈ B vom Defekt δ betrachtet werden soll, sind alle
B ∈ B, deren Defekt in [δ, δ + log` C] liegt, relevant. Für diese B ist dimk A(B) ≥ dimk A(B)
beschränkt, also ist die Anzahl der Morita-Äquivalenzklassen in B vom Defekt δ endlich und Do-
novans Vermutung gilt für B. Die umgekehrte Richtung wird analog bewiesen. 
3.2.1. Die Sätze von Cabanes-Enguehard und Bonnafé-Rouquier
Es gibt ein Polynom PG,F ∈ Z[T ] so, daß es ein a ∈ N gibt, für das |GFm | = PG,F(q) für allem ∈ N
mit m ≡ 1 (mod a) gilt, siehe zum Beispiel [CE04, 13.1]. Dieses Polynom heißt Polynomordnung
von (G, F). Es seien d ∈ N und φd ∈ Z[T ] das d-te Kreisteilungspolynom. Ein rationaler Torus
S ≤ G heißt φd-Untergruppe von G, wenn PS,F eine Potenz von φd ist. Jeder rationale Torus T hat
genau einen maximalen φd-Teiltorus [CE04, 13.5], der mit Tφd bezeichnet wird. Der Zentralisator
einer φd-Untergruppe heißt d-zerfallende Levi-Untergruppe von G. Die zerfallenden Levi-Unter-
gruppen sind genau die 1-zerfallenden Levi-Untergruppen [BT65, 4.15].
(3.2.4) Definition
Es sei d eine natürliche Zahl. Es seien K1 ≤ K2 zwei d-zerfallende Levi-Untergruppen von G und
ζi ∈ Irr(KFi ). Man schreibt (K1, ζ1) ≤d (K2, ζ2), falls es eine parabolische Untergruppe P von
K2 mit Levi-Komplement K1 gibt so, daß (RK2K1⊆Pζ1, ζ2)KF2 6= 0 gilt. Ein minimales Paar (K, ζ )
bezüglich ≤d heißt d-kuspidales Paar für G; in diesem Fall ist ζ ein d-kuspidaler Charakter von
KF . Das Paar (K, ζ ) heißt unipotent, wenn ζ ein unipotenter Charakter ist. Der transitive Abschluß
von ≤d wird mitd bezeichnet. 
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(3.2.5) Bemerkung
Es seien H eine reduktive Gruppe über F, die über Fq definiert ist, und ι : G → H ein über Fq
definierter Homomorphismus so, daß ι(G) die derivierte Untergruppe von H enthält und der Kern
von ι zentral ist.
(i) Die Abbildung K 7→ Z(H)ι(K) ist eine Bijektion von der Menge der d-zerfallenden Levi-
Untergruppen von G in die Menge der d-zerfallenden Levi-Untergruppen von H.
(ii) Die Abbildung (K,Resιγ ) 7→ (ι(K)Z(H), γ ) ist eine Bijektion von der Menge der unipoten-
ten d-kuspidalen Paare von G in die Menge der unipotenten d-kuspidalen Paare von H.
Beweis: (i) folgt unmittelbar aus [CE04, 13.7].
(ii) Nach [CE04, 15.9] ist die Einschränkung von Resι auf die unipotenten Charaktere eine Bijek-
tion, die mit Deligne-Lusztig-Induktion kommutiert, also ist γ ∈ E((ι(K)Z(H))F , 1) genau dann
d-kuspidal, wenn Resιγ ∈ E(KF , 1) ein d-kuspidaler Charakter ist. 
Es sei E(GF , `′) die Vereinigung der E(GF , s), wobei s ∈ (G∗)F∗ die halbeinfachen `′-Elemente
durchläuft.
(3.2.6) Satz (Cabanes-Enguehard [CE99])
Keine Komponente von (G, F) sei vom Typ 3D4 oder E8. Außerdem sei ` ungerade, gut für G
und kein Teiler von |(Z(G)/Z0(G))F | · |(Z(G∗)/Z0(G∗))F∗ |. Es sei schließlich d die multiplikative
Ordnung von q (mod `).
(i) Die Abbildung (K, ζ ) 7→ RGKBKF (ζ ) ist eine Bijektion zwischen den GF -Konjugiertenklas-
sen der d-kuspidalen Paare von G und den `-Blöcken von G. Dabei ist RGKBKF (ζ ) der Block
von GF , der die Konstituenten von RGK⊆Pζ für eine beliebige parabolische Untergruppe P von
G mit Levi-Komplement K enthält.
(ii) Für jedes d-kuspidales Paar (K, ζ ) von G gilt
Irr(GF , RGKBKF (ζ )) ∩ E(GF , `′) = {χ ∈ Irr(GF) | (K, ζ )d (G, χ)}.
(iii) Es sei s ∈ (G∗)F∗ ein halbeinfaches `′-Element. Ein Charakter ζ ∈ E(GF , s) ist genau dann
d-kuspidal, wenn Z0(CG∗(s))φd = Z0(G∗)φd gilt und ein – und damit jeder – Jordan-Korres-
pondent von ζ ein d-kuspidaler Charakter ist. Diese Bedingung heißt Jordan-Kriterium.
(iv) Es seien (K, ζ ) ein d-kuspidales Paar von G und B der zugehörige Block. Dann gilt
Irr(GF , B) =
⋃
t∈Z(K∗)F`
⋃
(G(t),χt )d (K,ζ )
{χ ∈ Irr(GF) | (G, χ) ≥d (G(t), tˆχt)}.
Beweis: (i) – (iii) sind die Sätze 4.1 und 4.2 aus [CE99], die laut §5.2 dieses Artikels auch unter den
hier angegebenen Voraussetzungen gelten.
(iv) Da ` gut fürG ist, istG(t) für jedes halbeinfache `-Element t ∈ (G∗)F∗ eine Levi-Untergrup-
pe vonG, die wegen [CE04, 13.19] d-zerfallend ist. Es seien nun t ∈ CG∗(s)F∗` und χt ∈ E(G(t)F , s)
so, daß ein – und damit jeder [CE99, 2.5] – Konstituent von RGG(t)χt in B liegt. Dann ist K wegen
(ii) GF -konjugiert zu einer Untergruppe von G(t), weshalb ich t ∈ Z(K∗) annehmen kann. Jetzt
folgt die Behauptung aus [CE99, 2.8]. 
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Es seien s ∈ (G∗)F∗ ein halbeinfaches `′-Element und L∗ eine rationale Levi-Untergruppe von
G∗, die CG∗(s) enthält. Wenn P ≤ G eine parabolische Untergruppe von G mit Levi-Komplement
L ist, gibt es nach [BR03, Théorème B’] einen OGF -OLF -Bimodul X so, daß
eL,sOLF -Mod → eG,sOGF -Mod, V 7→ X ⊗OLF V
eine Morita-Äquivalenz ist und εGεLRGL⊆P(V ) = X⊗KLF V für alle V ∈ KLF -Mod gilt. Da Morita-
Äquivalenzen Blöcke auf Blöcke abbilden (1.1.8), genügt es, die Blöcke von eL,sOLF zu kennen,
um die Morita-Äquivalenzklassen der Blöcke von eG,sOGF zu finden.
Ist ` so, daß die Parametrisierung der `-Blöcke von Cabanes und Enguehard für G und L gilt,
läßt sich mehr über die Morita-Äquivalenz zwischen den einzelnen Blöcken sagen. Nach (3.2.6)
ist jeder Block von eL,sOLF von der Form RLKBKF (ζ ) für eine d-zerfallende Levi-Untergruppe K
von L mit s ∈ K∗ und einen d-kuspidalen Charakter ζ ∈ E(KF , s). Es sei Q eine parabolische
Untergruppe von L mit Levi-Komplement K. Dann enthält X ⊗OLF RLKBKF (ζ ) die Konstituenten
von εGεLRGK⊆Q(ζ ), also gilt X ⊗OLF RLKBKF (ζ ) = RGKBKF (ζ ). Wegen CG∗(s) ⊆ L∗ folgt aus
[CE99, 5.1], daß RGKBKF (ζ ) und R
L
KBKF (ζ ) isomorphe Defektgruppen haben. Es gilt also
(3.2.7) Satz (Bonnafé-Rouquier)
Es seien s ∈ (G∗)F∗`′ halbeinfach und L eine rationale Levi-Untergruppe von G, die CG∗(s) enthält.
Wenn (3.2.6) für G und L gilt, ist jeder Block von eG,sOGF von der Form RGKBKF (ζ ), wobei K
eine d-zerfallende Levi-Untergruppe von L mit s ∈ K∗ und ζ ∈ E(KF , s) ein d-kuspidaler Charak-
ter ist. Die beiden Blöcke RGKBKF (ζ ) und R
L
KBKF (ζ ) sind Morita-äquivalent und haben isomorphe
Defektgruppen. 
3.2.2. Jordan-Zerlegung und Blöcke
In diesem Abschnitt will ich annehmen, daß Z(G) zusammenhängend ist. Wenn Jordan-Zerlegung
und Deligne-Lusztig-Induktion kompatibel sind, ist die Relation ≤d transitiv, und Deligne-Lusztig-
Induktion ist für d-zerfallende Levi-Untergruppen unabhängig von der gewählten parabolischen
Untergruppe: Es sei d ∈ N. Wenn Gleichung (3.1.1) für alle d-zerfallenden Levi-Untergruppen,
alle λ,µ und für alle Q gilt, ist RLM : E(MF , s) → E(LF , s) unabhängig von der gewählten pa-
rabolischen Untergruppe, da das für Deligne-Lusztig-Induktion von unipotenten Charakteren von
d-zerfallenden Levi-Untergruppen gilt [BMM93, 3.2]. Außerdem ist die Relation ≤d auf den d-zer-
fallenden Paaren von G transitiv, da dies nach [BMM93, 3.11] für die unipotenten d-zerfallenden
Paare gilt.
Es seien s ∈ (G∗)F∗ ein halbeinfaches `′-Element und G(s) die zu CG∗(s) duale Gruppe. Die
Abbildungen ψGst ◦ (ψG(s)st )−1 für t ∈ CG∗(s)F∗` liefern dann eine Bijektion
ψ˜Gs : E`(G(s)F , s)→ E`(GF , s).
Es seien T ≤M ≤ L ≤ G und s ∈ T∗ ≤M∗ ≤ L∗ ≤ G∗ Ketten von dualen, rationalen Levi-Unter-
gruppen, wobei T und T∗ maximale Tori sind. Weiter sei Q∗ eine parabolische Untergruppe von L∗
mit Levi-KomplementM∗. Es seien außerdemM(s) und L(s) die zu CG∗(s)∩M∗ und CG∗(s)∩L∗
dualen Levi-Untergruppen von G(s) und Q(s) := (CL∗(s) ∩ Q∗)∗ ≤ L(s). Für χ ∈ E`(L(s)F , s)
und ϕ ∈ E`(M(s)F , s) will ich die Gleichung
εLεM(RLM⊆Qψ˜
M
s (ϕ), ψ˜
L
s (χ))LF = εL(s)εM(s)(RL(s)M(s)⊆Q(s)ϕ, χ)L(s)F (3.2.1)
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betrachten. Es seien t ∈ CM∗(s)F∗` sowie ϕ ∈ E(M(s), st) und χ ∈ E(L(s), st).1 Falls Gleichung
(3.1.1) für M(s), L(s), Q(s), (ψM(s)st )−1(ϕ) und (ψ
L(s)
st )
−1(χ) und für M, L, Q, (ψM(s)st )−1(ϕ) und
(ψ
L(s)
st )
−1(χ) gilt, und das für alle t , ϕ und χ , gilt auch Gleichung (3.2.1).
Ich will vorübergehend annehmen, daß s zentral in G∗ ist. Da alle unipotenten Elemente von GF
im Kern von sˆ liegen, gilt
RGL⊆Psˆχ = sˆ RGL⊆Pχ (3.2.2)
für jede rationale Levi-Untergruppe L von G und jeden Charakter χ ∈ Irr(LF) [DM91, 12.6].
Insbesondere ist χ genau dann d-kuspidal, wenn sˆχ ein d-kuspidaler Charakter ist. Die Abbildung
OGF → OGF , g 7→ sˆ(g)g ist ein Isomorphismus von O-Algebren, der wegen [DM91, 13.30]
E`(GF , 1) auf E`(GF , s) abbildet.
Es sei nun wieder s ∈ (G∗)F∗`′ ein beliebiges halbeinfaches Element. Dann erhält man eine Bijek-
tion
ψ˜Gs,1 : E`(G(s)F , 1)→ E`(GF , s), χ 7→ ψ˜Gs (sˆχ).
Es seien wieder T ≤ M ≤ L ≤ G und s ∈ T∗ ≤ M∗ ≤ L∗ ≤ G∗ duale Ketten von ra-
tionalen Levi-Untergruppen, wobei T und T∗ duale rationale maximale Tori sind. Weiter sei Q∗
eine parabolische Untergruppe von L∗ mit Levi-Komplement M∗. Es seien außerdem M(s) und
L(s) die zu CG∗(s) ∩M∗ beziehungsweise CG∗(s) ∩ L∗ dualen Levi-Untergruppen von G(s) sowie
Q(s) := (CL∗(s) ∩Q∗)∗ ⊆ L(s). Es seien schließlich χ ∈ E`(L(s)F , 1) und ϕ ∈ E`(M(s)F , 1).
Wenn Gleichung (3.2.1) für alle sˆχ und alle sˆϕ gilt, folgt
εLεM(RLM⊆Qψ˜
M
s,1(ϕ), ψ˜
L
s,1(χ))LF = εL(s)εM(s)(RL(s)M(s)⊆Q(s)ϕ, χ)L(s)F (3.2.3)
wegen Gleichung (3.2.2).
Im folgenden will ich sagen, daß es eine Jordan-Zerlegung von Blöcken gibt oder daß Jordan-
Zerlegung die Blöcke von eG(s),1OG(s)F respektiert, wenn es für jeden Block B von eG(s),1OG(s)F
einen Block B ′ von eG,sOGF mit ψ˜Gs,1(Irr(G(s)
F , B)) = Irr(GF , B ′) gibt. In diesem Fall setze ich
ψ˜Gs,1(B) := B ′.
Ich will nun annehmen, daß der Satz von Cabanes-Enguehard (3.2.6) fürG undG(s) gilt. Es seien
T∗ ein rationaler maximaler Torus von G∗, der s enthält, K eine d-zerfallende Levi-Untergrup-
pe von G, die T enthält, und S∗ der φd-Anteil von Z0(K∗). Dabei ist d wieder die multiplikative
Ordnung von q (mod `). Nach [CE94, 1.4] gilt dann K∗ = CG∗(S∗). Wegen s ∈ K∗ ist S∗ in
CG∗(s) enthalten, also ist CK∗(s) = CG∗(s) ∩ CG∗(S∗) = CCG∗ (s)(S∗) eine d-zerfallende Levi-
Untergruppe von CG∗(s). Daher ist, wieder wegen [CE94, 1.4], K(s) eine d-zerfallende Levi-Un-
tergruppe von G(s). Außerdem ist der Jordan-Korrespondent λ := (ψ˜Ks,1)−1(ζ ) von ζ wegen des
Jordan-Kriteriums d-kuspidal. Die Blöcke RGKBKF (ζ ) und R
G(s)
K(s)BK(s)F (λ) haben nach [CE99, 5.1]
isomorphe Defektgruppen. Wenn Gleichung (3.2.3) für L = G, ζ und λ gilt und Jordan-Zerlegung
die Blöcke von eG(s),1OG(s)F respektiert, gilt ψ˜Gs,1(R
G(s)
K(s)BK(s)F (λ)) = RGKBKF (ζ ).
Umgekehrt gilt:
(3.2.8) Bemerkung
Es seien d die multiplikative Ordnung von q (mod `) und s ∈ (G∗)F∗ ein halbeinfaches `′-Element.
Keine Komponente von (G, F) oder (G(s), F) sei vom Typ 3D4 oder E8. Es sei ` gut für G und
1Gibt es solch ein t nicht, sind beide Seiten von Gleichung (3.2.1) gleich 0.
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G(s), und es gelte ` - |(Z(G∗)/Z0(G∗))F∗ |. Wenn Gleichung (3.2.3) für alle d-zerfallenden Levi-
Untergruppen von G erfüllt ist, bildet Jordan-Zerlegung von Charakteren die Blöcke von eG,sOGF
auf die Blöcke von eG(s),1OG(s)F ab.
Beweis: Nach [CE04, 13.12] gilt ` - |(Z(G(s))/Z0(G(s)))F | · |(Z(G(s)∗)/Z0(G(s)∗))F∗ |, also gilt
der Satz von Cabanes-Enguehard auch für G(s).
Oben wurde bereits gezeigt, daß für jedes d-kuspidale Paar (K, ζ ) auch (K(s), λ) ein d-kuspidales
Paar ist. Dabei ist λ ∈ E(K(s)F , 1) der Jordan-Korrespondent von ζ . Es seien B := RGKBK(ζ ) und
B(s) := RG(s)K(s)BK(s)F (λ)) die zugehörigen Blöcke. Die Behauptung folgt jetzt, falls Irr(GF , B) das
Bild von Irr(G(s)F , B(s)) unter ψ˜Gs,1 ist.
Wegen der Kompatibilität von Jordan-Zerlegung und Deligne-Lusztig-Induktion ist für d-zerfal-
lende Paare (Li , χi ) von G mit χi ∈ E(LFi , s) die Bedingung (L1, χ1) ≤d (L2, χ2) genau dann
erfüllt, wenn (L1(s), (ψ˜L1s,1)
−1(χ1)) ≤d (L2(s), (ψ˜L2s,1)−1(χ2)) gilt. Jede d-zerfallende Levi-Unter-
gruppe von G(s) ist von der Form L(s) für eine d-zerfallende Levi-Untergruppe L von G: Es seien
M eine d-zerfallende Levi-Untergruppe von G(s) und S∗ := Z0(M∗)φd . Wie oben schon gesehen,
ist dann L := CG∗(S∗)∗ eine d-zerfallende Levi-Untergruppe von G mit L(s) = M. Daher ist
(L1, χ1)d (L2, χ2) äquivalent zu (L1(s), (ψ˜L1s,1)−1(χ1))d (L2(s), (ψ˜L2s,1)−1(χ2)).
Nach [CE04, 13.12] sind die Ordnungen von (Z(K∗)/Z0(K∗))F∗ und (Z(K(s)∗)/Z0(K(s)∗)F∗
nicht durch ` teilbar. Mit dem Jordan-Kriterium (3.2.6)(iii) folgt
Z(K∗)F
∗
` = (Z0(K∗)φd )F
∗ = (Z0(K(s)∗)φd )F∗ = Z(K(s)∗)F∗` ,
also ist (K, ζ ) d (G(t), χt) mit t ∈ Z(K∗)F∗` äquivalent dazu, daß (K(s), λ) d (G(st), µt) mit
t ∈ Z(K(s)∗)F∗` gilt. Dabei ist µt ∈ E(G(st)F , 1) der Jordan-Korrespondent von χt . Außerdem gilt
tˆψ˜G(t)s,1 (µt) = ψ˜G(t)s,1 (tˆµt) wegen [DM90, 7.1(iii)], also ist
(χ, RGG(t) tˆψ˜
G(t)
s,1 (µt))GF = (ψ˜Gs,1(µ), RGG(t)ψ˜G(t)s,1 (tˆµt))GF = (µ, RG(s)G(st) tˆµt)G(s)F
für alle χ = ψ˜Gs,1(µ) ∈ E(GF , st). Jetzt folgt ψ˜Gs,1(Irr(G(s)F , B(s)) = Irr(GF , B) aus (3.2.6)(iv)
und damit die Behauptung. 
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In diesem Kapitel habe ich die Ergebnisse zu Donovans Vermutung zusammengestellt. Zuerst wer-
den die d-kuspidalen Paare und die Defektgruppen der isolierten Blöcke beschrieben. Anschließend
wird der Satz von Bonnafé und Rouquier angewandt, um Donovans Vermutung für die symplekti-
schen und die speziellen orthogonalen Gruppen auf die unipotenten Blöcke der vollen linearen und
der vollen unitären Gruppen sowie die unipotenten und die isolierten Blöcke der symplektischen
und der speziellen orthogonalen Gruppen zu reduzieren. Danach werden die isolierten Blöcke ge-
nauer untersucht. Es wird gezeigt, daß die Scopes-Reduktion, die Hiß und Kessar in [HK00] für
unipotente Blöcke durchgeführt haben, auch für isolierte Blöcke funktioniert. Zu guter Letzt wird
gezeigt, daß Donovans Vermutung für die symplektischen und die speziellen orthogonalen Grup-
pen in linearer Charakteristik gilt, wenn eine – vermutete – Eigenschaft der Jordan-Zerlegung von
Charakteren erfüllt ist.
Es seien G eine symplektische oder spezielle orthogonale Gruppe über Fq und F ein zugehöriger
Frobenius-Endomorphismus von G wie in §2.2. Außerdem seien T der dort beschriebene maxi-
mal zerfallende Torus von G und W die Weyl-Gruppe von G bezüglich T. Falls q gerade oder
G = SO2n+1(F) ist, sei G˜ := G, andernfalls sei G˜ die konforme Gruppe zu G wie in §2.2. Es
seien weiter ` 6= p eine ungerade Primzahl, (K,O,k) ein `-modulares Zerfällungssystem für al-
le vorkommenden Gruppen, d die multiplikative Ordnung von q (mod `) und e die multiplikative
Ordnung von q2 (mod `). Fong und Srinivasan haben gezeigt, daß Jordan-Zerlegung für G˜ mit De-
ligne-Lusztig-Induktion kompatibel ist, und daß es für G˜ eine Jordan-Zerlegung von `-Blöcken gibt
[FS89]. Die Primzahl ` heißt linear für GF , falls e = d ungerade ist, andernfalls ist e = d2 , und `
heißt unitär für GF . Man spricht auch von linearer beziehungsweise unitärer Charakteristik.
In diesem Kapital wird die Parametrisierung der unipotenten Charaktere der klassischen Grup-
pen durch Symbole benutzt. Informationen darüber sind zum Beispiel in [Car85, §13.8] zu finden.
Diese Parametrisierung ist unabhängig von q; sie hängt nur vom Dynkin-Diagramm mit Automor-
phismus ab. Wegen [DM91, 13.20] hängen die unipotenten Charaktere von GF nur von F und der
Isogenieklasse von G ab, weshalb ich im folgenden die unipotenten Charaktere von GF mit denen
von G˜F identifizieren werde. Ebenso werden die unipotenten Charaktere der speziellen orthogona-
len Gruppen mit denen der Spingruppen identifiziert. Die unipotenten Charaktere von G˜F haben
eine weitere bemerkenswerte Eigenschaft: wegen [Lus84, 4.23] sind sie durch ihre Vielfachheiten
in den Deligne-Lusztig-Charakteren RG˜T˜ 1 eindeutig bestimmt. Aus der Eindeutigkeit der Jordan-
Zerlegung, siehe [DM90, 7.1], und der Kompatibilität der Jordan-Zerlegung mit Deligne-Lusztig-
Induktion folgt daher, daß für jedes halbeinfache s ∈ (G˜∗)F∗ die Charaktere in E(G˜F , s) durch ihre
Vielfachheiten in den Deligne-Lusztig-Charakteren RG˜T˜ sˆ eindeutig bestimmt sind.
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4.1. Blöcke und d-kuspidale Paare
(4.1.1) Bemerkung
Es sei K eine d-zerfallende Levi-Untergruppe von G. Dann gilt
K ∼= GLn1(F)(e) × · · · × GLnr (F)(e) ×K0
mit F-stabilen Faktoren. Dabei werden die e Faktoren von GLni (F)(e) von F wie auf Seite 56f
zyklisch permutiert so, daß (GLni (F)(e))F isomorph zu GLni ((−1)d−1qe) ist. Der FaktorK0 ist eine
klassische Gruppe vom selben Typ wie G. Wenn d ungerade oder G keine spezielle orthogonale
Gruppe in gerader Dimension ist, hat (K0, F) den gleichen Typ wie (G, F). Ist d gerade und G
eine spezielle orthogonale Gruppe in gerader Dimension, so ist der Typ von (K0, F) genau dann der
gleiche wie der von (G, F), wenn r gerade ist.
Beweis: Aus der Gestalt des Dynkin-Diagramms von G folgt, daß jede F-stabile Levi-Untergruppe
von G von der Form
∏r
i=1 GLni (F)(ei )×K0 mit F-stabilen Faktoren für eine klassische Gruppe K0
vom gleichen Typ wie G ist. Dabei gilt entweder (GLni (F)(ei ))F = GLni (qei ) oder die Fixpunkt-
gruppe (GLni (F)(ei ))F ist gleich GUni (qei ). Es sei alsoK von dieser Gestalt. Jede Levi-Untergruppe
ist der Zentralisator der Zusammenhangskomponente der 1 ihres Zentrums [DM91, 1.21]. Weil K
eine d-zerfallende Levi-Untergruppe ist, gilt sogar K = CG(Z0(K)φd ). Es ist
Z(GLni (F)
(ei )) = {(λ1, . . . , λei ) | λj ∈ Z(GLni (F))}.
Im „linearen“ Fall, wenn (GLni (F)(ei ))F = GLni (qei ) gilt, ist
F(λ1, . . . , λei ) = (λqei , λq1, . . . , λqei−1),
im „unitären“ Fall ist
F(λ1, . . . , λei ) = (λ−qei , λq1, . . . , λqei−1).
1. Fall (d ungerade): Der φd-Anteil von Z(GLni (F)(ei )) ist im unitären Fall trivial und im linea-
ren Fall genau dann nicht trivial, wenn d ein Teiler von ei ist. In diesem Fall ist Z(GLni (F)(ei ))φd
in
Si := {(λ1, . . . , λqd−11 , λ2, . . . , λq
d−1
2 , . . . , λ eid
, . . . , λ
qd−1
ei
d
) | λj ∈ Z(GLni (F))}
enthalten. Aus der Beschreibung der Zentralisatoren in §2.3.2 folgt CG(Si ) ∼= GLni eid (F)d × H für
eine klassische Gruppe H vom selbem Typ wie G. Aber es muß K = CG(S1× · · · × Sr × Z(K0)φd )
gelten, was nur möglich ist, wenn alle (GLni (F)(ei ))F linear und alle ei = d sind.
2. Fall (d gerade):Der φd-Anteil von Z(GLni (F)(ei )) ist im linearen Fall genau dann nicht trivial,
wenn d ein Teiler von ei ist. In diesem Fall ist Z(GLni (F)(ei ))φd in
Si := {(λ1, . . . , λqe−11 , λ−11 , . . . , λ−q
e−1
1 , . . . , λ eid
, . . . , λ
qe−1
ei
d
, λ−1ei
d
, . . . , λ
−qe−1
ei
d
) | λj ∈ Z(GLni (F))}
enthalten. Aber wie in §2.3.2 gezeigt wird, gilt CG(Si ) ∼= GL2ni eid (F)e ×H für eine Gruppe H vom
selben Typ wie G, also kann dieser Fall nicht auftreten. Im unitären Fall ist Z(GLni (F)(ei ))φd genau
dann nicht trivial, wenn e ein Teiler von ei ist, aber d nicht. Dann ist Z(GLni (F)(ei ))φd in
Si := {(λ1, . . . , λqe−11 , λ2, . . . , λq
e−1
2 , . . . , λ eie
, . . . , λ
qe−1
ei
e
) | λj ∈ Z(GLni (F))}
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enthalten. Es gilt CG(Si ) ∼= GLni eie (F)e × H für eine Gruppe H vom selben Typ wie G, also muß
wieder ei = e für alle i gelten.
Die Aussage über den Typ von (K0, F) ist klar; sie folgt aus der Struktur der Levi-Untergruppen
von G. 
BEMERKUNG: Ist S1 × · · · × Sr wie oben, mit ei = e, so ist CG(S1 × · · · × Sr ) eine d-zerfallende
Levi-Untergruppe von G: Wenn der φd-Anteil von S1 zentral in G ist, ist G ein Torus und d = 1
oder d = 2. Andernfalls ist CG((S1)φd ) eine d-zerfallende Levi-Untergruppe, die, wie oben gesehen,
gleich CG(S1) ist. Damit folgt induktiv, daß CG(S1×· · ·×Sr ) eine d-zerfallende Levi-Untergruppe
ist.
Weil (GLni (F)(e))F laut [BMM93, S.49ff] nur für ni = 1 einen d-kuspidalen, unipotenten Cha-
rakter besitzt, folgt mit dem Jordan-Kriterium:
(4.1.2) Korollar
Es seien K eine d-zerfallende Levi-Untergruppe von G wie in (4.1.1), s ∈ (K∗)F∗ ein halbeinfa-
ches `′-Element und ζ ∈ E(KF , s). Man kann ζ = ζGLζ0 mit ζGL ∈ Irr(∏ri=1(GLni (F)(e))F) und
ζ0 ∈ Irr(KF0 ) schreiben. Das Paar (K, ζ ) ist genau dann d-kuspidal, wenn Z0(K∗0)φd = Z0(CK∗0(s))φd
gilt, jeder Jordan-Korrespondent von ζ0 ein d-kuspidaler Charakter und CGLni (F)(e)(s) für jedes i ein
Torus mit eindimensionalem φd-Anteil ist. 
BEMERKUNG: Es seien d ungerade und x ∈ Fqdn ein primitives Element der Körpererweiterung
Fqd ⊆ Fqdn . Dann ist der Zentralisator des entsprechenden Elements s von GLn(qd) in GLn(F)(d)
ein Torus mit eindimensionalem φd-Anteil. Jedes halbeinfache Element von GLn(qd) mit dieser
Eigenschaft ist von dem gerade angegebenen Typ. Es gilt CGLn(F)(d)(s)
F ∼= (Fqdn )∗.
Bevor ich genauer auf den Zusammenhang zwischen den Blöcken von GF und G˜F eingehe, will
ich noch ein Hilfsresultat beweisen. Dazu seien vorübergehend G und G˜ zusammenhängende re-
duktive Gruppen über F, die über Fq definiert sind. Die zugehörigen Frobenius-Endomorphismen
will ich beide mit F bezeichnen. Es sei weiter ι : G → G˜ ein rationaler Monomorphismus
mit ι(G)Z(G˜) = G˜. Ich werde ab jetzt G mit ι(G) identifizieren. Es seien schließlich K eine
d-zerfallende Levi-Untergruppe von G und K˜ := Z(G˜)K die entsprechende d-zerfallende Levi-
Untergruppe von G˜. Ich will annehmen, daß Z(G˜) zusammenhängend ist. Dann folgt aus dem Satz
von Cabanes-Enguehard:
(4.1.3) Korollar
Alle Komponenten von (G, F) seien von klassischem Typ, und ` teile weder |(Z(G˜∗)/Z0(G˜∗))F∗ |
noch |(Z(G)/Z0(G))F | · |(Z(G∗)/Z0(G∗))F∗ |. Es seien weiter ζ˜ ∈ Irr(K˜F) und ζ ∈ Irr(KF) ein
irreduzibler Konstituent von ResK˜
F
KF ζ˜ . Der Charakter ζ ist genau dann d-kuspidal, wenn ζ˜ ein d-kus-
pidaler Charakter ist. In diesem Fall sind die K˜F -Konjugierten von RGKBKF (ζ ) die von R
G˜
K˜BK˜F (ζ˜ )
überlagerten Blöcke von GF .
Beweis: Alle Komponenten von (K, F), die man wegen (3.2.5) einzeln betrachten kann, sind von
klassischem Typ: für die Komponenten von G vom Typ A ist das klar, für die anderen folgt es aus
der Beschreibung der d-zerfallenden Levi-Untergruppen in (4.1.1). Nach [CE04, 13.12] erfüllt ` die
Voraussetzungen von (3.2.6) für K und K˜, also folgt aus dem Jordan-Kriterium, daß ζ genau dann
d-kuspidal ist, wenn ζ˜ ein d-kuspidaler Charakter ist.
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Nach [CE99, 5.3] sind die von RG˜K˜BK˜F (ζ˜ ) überlagerten Blöcke von G
F die G˜F -Konjugierten von
RGKBKF (ζ ). Der Durchschnitt von G und Z(G˜) liegt im Zentrum von G, weshalb Z(G˜) ∩ G und
Z(G˜) ∩ K gleich sind. Daher ist wegen (2.1.4) der Index von KF in K˜F gleich dem Index von GF
in G˜F , also gilt G˜F = K˜FGF . 
Es seien nun wieder die Bezeichnungen wie zu Beginn dieses Kapitels. Um die Beziehung zwi-
schen den `-Blöcken von symplektischen und speziellen orthogonalen Gruppen mit den `-Blöcken
der entsprechenden konformen Gruppen zu beschreiben, benötige ich Informationen über die Cha-
raktere in den `-Blöcken der konformen Gruppen. Dabei spielen die Kerne von Partitionen und
Symbolen eine Rolle. Diese werden zum Beispiel in [HK00, §2] definiert.
(4.1.4) Definition
Es sei H eine zusammenhängende reduktive Gruppe über F, die über Fq definiert ist mit zugehöri-
gem Frobenius-Endomorphismus F so, daß jede Komponente des Dynkin-Diagramms von H von
klassischem Typ ist. Der (`, q)-Kern eines unipotenten Charakters µ von HF ist wie folgt definiert:
• für jede Komponente von (H, F) vom Typ Awird der d-Kern der Partition der entsprechenden
Komponente von µ gewählt,
• für jede Komponente von (H, F) vom Typ 2A wird der e′-Kern der Partition der entspre-
chenden Komponente von µ gewählt, wobei e′ die multiplikative Ordnung von −q mod `
ist,
• für jede andere Komponente von (H, F) wird der e-Kern eines Symbols zu der entsprechen-
den Komponente von µ gewählt, wenn d ungerade ist, und der e-Kokern, wenn d gerade
ist.
Das Tupel der oben gewählten Partitionen und Symbole heißt der (`, q)-Kern von µ. Er ist bis auf
Äquivalenz von Symbolen eindeutig. 
Aus d-Harish-Chandra-Theorie, die für klassische Gruppen in [FS86] beschrieben wird, folgt, daß
der (`, q)-Kern eines unipotenten Charakters einem d-kuspidalen unipotenten Charakter einer d-zer-
fallenden Levi-Untergruppe entspricht, weshalb ich den (`, q)-Kern mit diesem Charakter identifi-
zieren werde.
(4.1.5) Bemerkung (vergleiche [FS89, 12A, 13C])
Es seien (K˜, ζ˜ ) ein d-kuspidales Paar für G˜ mit ζ˜ ∈ E(K˜F , s˜) und λ ∈ E(K˜(s˜)F , 1) der Jordan-
Korrespondent von ζ˜ . Dann gilt
Irr(G˜F , RG˜K˜BK˜F (ζ˜ )) =
⋃
t˜∈Z(K˜∗)F∗`
{χ ∈ E(G˜F , s˜ t˜) | (ψ˜ G˜s˜ t˜,1)−1(χ) hat (`, q)-Kern λ}.
Dabei ist wieder (ψ˜ G˜s˜ t˜,1)
−1(χ) ∈ E(G˜(s˜ t˜)F , 1) der Jordan-Korrespondent von χ .
Beweis: Nach (3.2.6) liegt jeder irreduzible Charakter von RG˜K˜BK˜F (ζ˜ ) in einer der Serien E(G˜
F , s˜ t˜)
für t˜ ∈ Z(K˜∗)F` . Da Jordan-Korrespondenz für klassische Gruppen Blöcke respektiert, genügt es, die
Aussage für den Block RG˜(s˜)K˜(s˜)BK˜(s˜)F (λ) zu zeigen. Das Zentrum von G˜ ist zusammenhängend, also ist
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auch CG˜∗(s˜ t˜) zusammenhängend, weshalb εG˜(s˜)εG˜(t˜ s˜)R
G˜(s˜)
G˜(s˜ t˜)(tˆχt) für χt ∈ E(G˜(t˜ s˜)F , 1) ein irredu-
zibler Charakter mit Jordan-Korrespondent χt ist [DM91, 13.25, 13.30]. Damit folgt die Behauptung
für RG˜(s˜)K˜(s˜)BK˜(s˜)F (λ) aus (3.2.6), der Transitivität von ≤d für unipotente Charaktere [BMM93, 3.11]
und der Beschreibung der Konstituenten von RG˜(s˜)K˜(s˜)(λ) in [FS86]. 
(4.1.6) Satz
Es seien G eine symplektische oder spezielle orthogonale Gruppe in gerader Dimension, (K, ζ ) ein
d-kuspidales Paar fürG und (K˜, ζ˜ ) ein entsprechendes d-kuspidales Paar für G˜ im Sinne von (4.1.3).
Es seien weiter B := RGKBKF (ζ ) ⊆ OGF und B˜ := RG˜K˜BK˜F (ζ˜ ) ⊆ OG˜F die Blöcke zu (K, ζ ) be-
ziehungsweise (K˜, ζ˜ ) mit Blockidempotenten b beziehungsweise b˜. Es seien außerdem s˜ ∈ (K˜∗)F∗
mit ζ˜ ∈ E(K˜F , s˜) und s ∈ K∗ das Bild von s˜ unter einem zur Einbettung K → K˜ dualen Epimor-
phismus. Schließlich seien s0 die Projektion von s auf K∗0 und ζ0 ∈ E(KF0 , s0) die Komponente von
ζ zu KF0 . Ich will annehmen, daß s nicht zentral in G
∗ ist. Zu guter Letzt seien bZ ∈ OZ(G˜)F das
Blockidempotent des ˆ˜s enthaltenden `-Blockes von Z(G˜)F und λ ∈ E(K0(s0)F , 1) der Jordan-Kor-
respondent von ζ˜ .
(i) Die von B˜ überlagerten Blöcke von GF sind die K˜F -Konjugierten von B. Für jede Defekt-
gruppe D von B ist Z(G˜)F` D eine Defektgruppe von B˜.
(ii) Der Block BZ := OZ(G˜)FGFbbZ ist isomorph zu OZ(G˜)F` ⊗O B.
(iii) Wenn 1 oder −1 kein Eigenwert von s0 oder λ entartet ist, überlagert B˜ nur den Block B
von GF . Ist λ nicht entartet, B der einzige von B˜ überlagerte Block von GF und sind 1 und
−1 Eigenwerte von s, so ist ResG˜FGF : Irr(G˜F , B˜) → ZIrr(GF , B) injektiv, und für jedes
χ ∈ Irr(G˜F , B˜) ist ResG˜FGF (χ) die Summe von zwei verschiedenen irreduziblen Charakteren
von GF .
(iv) Wenn 1 oder −1 kein Eigenwert von s ist und d > 1 gilt, ist ResG˜FGF eine Bijektion von
Irr(G˜F , B˜) nach Irr(GF , B), undMultiplikation mit b˜ induziert einen Isomorphismus B → B˜.
Ist 1 oder−1 kein Eigenwert von s und d = 1, so istResG˜FZ(G˜)FGF eine Bijektion von Irr(G˜F , B˜)
nach Irr(Z(G˜)FGF , BZ ), und Multiplikation mit b˜ induziert einen Isomorphismus BZ → B˜.
(v) Es sei G eine symplektische Gruppe, −1 sei ein Eigenwert von s0 und λ sei nicht entartet.
Dann induziert IndG˜
F
Z(G˜)FGF eine Morita-Äquivalenz zwischen BZ und B˜. Im Fall d > 1 indu-
ziert IndG˜
F
Z(G˜)FGFbZb eine Morita-Äquivalenz zwischen B˜ und B.
(vi) Es seiG eine spezielle orthogonale Gruppe, 1 und−1 seien Eigenwerte von s0 und λ sei nicht
entartet. Außerdem sei v ∈ GL2n(Fq) die Permutationsmatrix zur Transposition (n, n + 1).
Ich kann annehmen, daß vs0 = s0 gilt. Falls ζ0 = vζ0 gilt, ist B der einzige von B˜ überlagerte
Block von GF , andernfalls gilt (v): IndG˜
F
Z(G˜)FGF induziert eine Morita-Äquivalenz zwischen
BZ und B˜. Im Fall d > 1 induziert IndG˜
F
Z(G˜)FGFbZb wieder eine Morita-Äquivalenz zwischen
B˜ und B.
Beweis: Jedes halbeinfache Element von SO2n+1(F) hat 1 als Eigenwert. Ist G eine symplektische
Gruppe, braucht also nur beachtet zu werden, ob −1 ein Eigenwert ist.
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(i) Die erste Aussage wird in (4.1.3) gezeigt. Nach der Clifford-Theorie für Blöcke hat jede De-
fektgruppe von B die Form D = D˜ ∩GF für eine Defektgruppe D˜ von B˜. Aber D˜ ist in Z(G˜)FGF
enthalten, da [G˜F : Z(G˜)FGF ] = 2 gilt und ` ungerade ist. Also gilt D˜ = DZ(G˜)F` .
(ii) Da ` ungerade ist und der Kern der Multiplikationsabbildung Z(G˜)F × GF → Z(G˜)FGF
Ordnung zwei hat, folgt aus (1.2.5) und (1.2.3), daß BZ und OZ(G˜)FbZ ⊗O B isomorph sind. Weil
alle Blöcke von OZ(G˜)F isomorph zu OZ(G˜)F` sind, folgt die Behauptung.
(iii) Aus der Jordan-Zerlegung von Charakteren für Gruppen mit unzusammenhängendem Zen-
trum folgt, daß die Anzahl der K˜F -konjugierten von ζ die Anzahl der irreduziblen Konstituen-
ten von ResK˜
F
KF ζ˜ ist und der Ordnung des Stabilisators von λ in (CK∗(s))/C
0
K∗(s)))
F∗ entspricht
[CE04, 15.14]. Ist 1 oder −1 kein Eigenwert von s0, so ist CK∗(s) zusammenhängend, siehe §2.3.2.
Sind 1 und −1 Eigenwerte von s0, so hat C0K∗(s) Index zwei in CK∗(s). Wie in §2.3.2 gezeigt wird,
gilt
C0K∗0(s0)
F∗ =
∏
i
GLmi ((−1)eiqδi )× SO+2m−(q)× SO±2m+(q),
und es gibt x ∈ CK∗0(s0)F
∗
mit xT = (1n−m+−1,−1, 1m+−1,−1) ∈ W . Nach [FS89, 4B] ist λ genau
dann invariant unter x , wenn λ nicht entartet ist; andernfalls ist ResK˜
F
KF ζ˜ irreduzibel und daher B der
einzige von B˜ überlagerte Block. Wenn 1 und−1 Eigenwerte von s sind, ist [CG∗(st) : C0G∗(st)] = 2
für alle t ∈ Z(K)F` . Außerdem ist ein unipotenter Charakter, dessen (`, q)-Kern nicht entartet
ist, selbst nicht entartet. Aus (4.1.5) folgt daher, daß ResG˜
F
GF (χ) für jedes χ ∈ Irr(G˜F , B˜) die
Summe von zwei irreduziblen Charakteren von GF ist. Damit folgt aus der Clifford-Theorie, daß
ResG˜
F
GF : Irr(G˜F , B˜)→ ZIrr(GF , B) injektiv ist.
(iv) Ich kann annehmen, daß −1 kein Eigenwert von s ist; sonst ist G eine orthogonale Grup-
pe, und ich kann s durch −s ersetzen. Für jedes t ∈ Z(K∗)F∗` ist −1 kein Eigenwert von st , al-
so ist CG∗(st) zusammenhängend. Wegen (3.2.6) folgt wie oben, daß ResG˜
F
GFχ für jeden Charak-
ter χ ∈ Irr(G˜F , B˜) irreduzibel ist. Genau dann ist ResG˜FGFχ = ResG˜
F
GFχ
′, wenn χ ′ = χψ für ein
ψ ∈ Irr(G˜F/GF) gilt. Aber es ist Irr(G˜F/GF) = {zˆ2 | z ∈ Z(G˜∗)F∗}, siehe [CE04, 8.19]. Da für
χ ∈ E(G˜F , s˜ t˜) der Charakter zˆχ in E(G˜F , s˜ t˜ z) liegt, sind χ und zˆχ genau dann im selben Block,
wenn zˆ – und damit auch z – ein `-Element ist. Die Restriktionsabbildung
ResG˜
F
GF Z(G˜)F : Irr(G˜F/GF)` → Irr((Z(G˜)FGF)/GF)` = Irr(Z(G˜)F/Z(G)F)`
ist injektiv, weil ` ungerade und der Index von Z(G˜)FGF in G˜F zwei ist, also folgt die Aussage
über ResG˜
F
Z(G˜)FGF . Wegen Z(G˜)
F ∼= Cq−1 folgt auch die Aussage über ResG˜FGF . Die Aussage über die
Isomorphismen folgt nun aus (1.2.8).
(v) Aus den Voraussetzungen folgt wie im Beweis von (iii), daß ResK˜
F
KF ζ˜ zwei irreduzible Konsti-
tuenten hat, nämlich ζ und xζ für x ∈ K˜F\(Z(G˜)FKF). Wegen (2.1.3) ist NG(K)/K isomorph zu ei-
ner Untergruppe der Weyl-Gruppe von G und permutiert die Komponenten des Dynkin-Diagramms
vonK. Die Komponente zuK0 bleibt dabei fest, weil sie die einzige ihres Typs ist. Mit der Beschrei-
bung von NG(K) in (2.1.3) sieht man leicht, daß NG(K)/K alle Wurzeln von K0 fest läßt. Daher
operiert NG(K)F auf KF0 nur durch innere Automorphismen, also sind ζ0 und
xζ0 in NG(K)F nicht
konjugiert. Aber dann sind (K, ζ ) und (K, xζ ) in GF nicht konjugiert, weshalb B˜ zwei Blöcke von
GF überlagert. Der Stabilisator von B in G˜ ist daher Z(G˜)FGF , und BZ ist offensichtlich der von
B˜ überlagerte Block des Stabilisators. Damit folgt die erste Behauptung aus der Clifford-Theorie
für Blöcke: Induktion wird durch einen biprojektiven Modul realisiert und liefert eine Bijektion der
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irreduziblen Charaktere. Nach einem Satz von Broué, der zum Beispiel in [CE04, 9.18] zu finden
ist, erhält man eine Morita-Äquivalenz. Die Behauptung für den Fall d > 1 folgt aus (ii) und (1.2.8).
(vi) Der Beweis ist ähnlich zu dem von (v); es muß lediglich beachtet werden, daß NG(K)F auf
KF0 außer durch innere Automorphismen noch durch v operiert. 
BEMERKUNG: Ich kenne kein Kriterium dafür, wann vζ0 = ζ0 in (vi) gilt.
4.1.1. Isolierte Blöcke
Es seien (K, ζ ) ein d-kuspidales Paar für G und s ∈ (K∗)F∗ ein quasi-isoliertes Element von G∗
mit ζ ∈ E(KF , s). In §2.3.2 wurde gezeigt, daß ein halbeinfaches Element von G∗ genau dann
quasi-isoliert ist, wenn seine Ordnung höchstens zwei ist. Damit folgt aus (4.1.2), daß alle ni gleich
eins sein müssen, also gilt K = S × K0 mit einem Torus S. Außerdem folgt aus der Beschreibung
der Zentralisatoren in §2.3.2, daß die Bedingung Z0(C0K∗0(s))φd = Z
0(K∗0)φd des Jordan-Kriteriums
(3.2.6) immer erfüllt ist, wenn d > 2 oder K0 ein Torus ist. Andernfalls ist diese Bedingung genau
in den folgenden Fällen erfüllt, wobei ich offensichtlich annehmen kann, daß die Projektion s0 von
s auf K∗0 nicht zentral in K
∗
0 ist:
d s0 SO2n+1(q) Sp2n(q) SO+2n(q) SO
−
2n(q)
1 zerfallend immer m0,−1 6=1 m0,±1 6=1 m0,−1 6=1
nicht zerfallend — immer immer m0,1 6=1
2 zerfallend immer immer immer m0,1 6=1
nicht zerfallend — m0,−1 6=1 m0,±1 6=1 m0,−1 6=1
Dabei ist m0,±1 der Parameter aus §2.3.2 zu s0, und s0 heißt zerfallend, wenn s0 in einem maximal
zerfallenden Torus von K∗0 liegt.
Für eine zusammenhängende reduktive Gruppe H über F und ein halbeinfaches Element t ∈ H∗
sei H(t) die zu C0H∗(t) duale Gruppe. Im allgemeinen ist H(t) keine Untergruppe von H; sie kann
aber als Levi-Untergruppe von H gewählt werden, wenn C0H∗(t) eine Levi-Untergruppe von H∗ ist.
Aus der Beschreibung der Zentralisatoren in §2.3.2 folgt, daßK0(s0) = K+0 (s0)×K−0 (s0) ein direk-
tes Produkt mit s0 = (1,−1) ∈ (K+0 (s0))∗×(K−0 (s0))∗ ist; ebenso giltG(s) = G+(s)×G−(s). Daher
ist auch K(s) = K+(s)×K−(s) ein direktes Produkt mit s = (1,−1) ∈ (K+(s))∗ × (K−(s))∗, wo-
bei K±(s) = (GL1(F)(e))w± ×K±0 (s0) gilt. Es sei nun λ ∈ E(K0(s0)F , 1) ein Jordan-Korrespondent
von ζ . Dann gilt λ = λ+λ− mit d-kuspidalen, unipotenten Charakteren λ± von K±0 (s0)F , und
(K±(s), λ±) ist ein d-kuspidales Paar von G±(s). Die Gewichte w± der Blöcke RG
±(s)
K±(s)BK±(s)F (λ±)
heißen positives beziehungsweise negatives Gewicht von RGKBKF (ζ ), die Scopes-Nummern die-
ser beiden Blöcke heißen positive beziehungsweise negative Scopes-Nummer von RGKBKF (ζ ). Die-
selben Bezeichnungen will ich für Gewichte und Scopes-Nummern des RGKBKF (ζ ) überlagernden
Blockes RG˜
K˜
BK˜F (ζ˜ ) für einen ζ überlagernden Charakter ζ˜ ∈ Irr(K˜F) verwenden. Die Scopes-
Nummern von unipotenten Blöcken von klassischen Gruppen werden in [HK00, § 7.2] definiert. Da
die Definition sehr technisch ist, werde ich sie hier nicht anführen.
Ich will nun die Defektgruppen von unipotenten und isolierten Blöcke beschreiben. Es gibt a ∈ G
und I ⊆ 1 mit K = aLI so, daß a−1F(a)T =: u ∈ W ist. Wenn G eine spezielle ortho-
gonale Gruppe in gerader Dimension ist, kann ich a−1F(a) ∈ W annehmen. Man kann u sogar
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konkret angeben: Wenn d ungerade ist, kann u = (1, . . . , e) · · · ((w − 1)e + 1, . . . , we) gewählt
werden. Wenn d gerade und G vom Typ B oder C ist, wird das oben angegebene Element mit
(1e−1,−1, . . . , 1e−1,−1, 1n−ew) multipliziert. Wenn d gerade und G vom Typ D ist, kann u wie
eben gewählt werden, falls ew gerade ist, andernfalls wird u zusätzlich mit (1n−1,−1)multipliziert.
Dabei ist w = w+ + w− die Summe des positiven und des negativen Gewichtes von RGKBKF (ζ ).
Wie schon gesehen, gilt K = S+ × S− × K0 mit rationalen Tori S±, für die (S±)F isomorph zu
GL1((−1)d−1qe)w± ist.
(4.1.7) Bemerkung (vergleiche [FS89, §5])
Es seien S′ ≤ K ein Torus, der dual zu einem maximal zerfallenden Torus von C0K∗(s) ist sowie
C := (Cqe−1)`, falls d ungerade ist, C := (Cqe+1)`, falls d gerade ist, und Z± := (S±)F` ∼= Cw± . Es
sei weiter D± ≤ 〈S±,Uα |α ∈ X (S±)∩8(G,S′)〉F eine Sylow-`-Untergruppe mit Z± ≤ D±. Dann
ist D+ × D− ≤ GF eine Defektgruppe von RGKBKF (ζ ), und es gilt D± ∼= Cw± o DP± ≤ C o Sw± ,
wobei DP± eine Sylow-`-Untergruppe von Sw± ist.
Beweis: Um Schreibarbeit zu sparen, will ich H± := 〈S±,Uα | α ∈ X (S±) ∩8(G,S′)〉 setzen. Da
` ungerade ist, folgt K = C0G(Z(K)F` ) aus [CE04, 13.19]. Das gleiche gilt für K∗, woraus mit dem
Jordan-Kriterium (3.2.6) folgt, daß die drei Levi-Untergruppen L,K und M aus dem Beweis von
[CE99, 4.1, 4.2] zusammenfallen und mit der hier betrachteten Levi-Untergruppe K übereinstim-
men. Dann gibt es laut [CE99, 4.16] eine Defektgruppe D ≤ NG(S′)F so, daß D ∩ S′ = Z+ × Z−
gilt und DS′/S′ eine Sylow-`-Untergruppe von W (C0G∗(s)|C0K∗(s),S′)F ist. Wie in [CE99, 1.8] ist
W (C0G∗(s)|C0K∗(s),S′) die von den Fundamentalspiegelungen aus W zu den Wurzeln von C0G∗(s),
die auf allen Wurzeln von C0K∗(s) senkrecht stehen, erzeugte Untergruppe von W . Dabei werden
Weyl-Gruppe und Wurzeln bezüglich S′ beziehungsweise (S′)∗ betrachtet. Ich will nun S′ so als
direktes Produkt S+ × S− × S0,+ × S0,− schreiben, daß S0,± dual zu einem maximal zerfallenden
Torus vonK±0 (s)
∗ ist, und die Projektion von s auf diesen Torus±1 ist. Setze S˜± := S±×S0,±, falls
K±0 (s) ein Torus ist, andernfalls setze S˜± := S±. Aus der Beschreibung der Wurzeldaten in §2.3.2
folgt
W (C0G∗(s)|C0K∗(s),S′) = 〈sα | α ∈ X (S˜+) ∩8(G,S′)〉 × 〈sα | α ∈ X (S˜−) ∩8(G,S′)〉.
Der Frobenius-Endomorphismus F operiert auf W (C0G∗(s)|C0K∗(s),S′) entweder durch Konjugation
mit u oder durch Konjugation mit (1, . . . , 1,−1)u, also ist W (C0G∗(s)|C0K∗(s),S′)F in CW (G,S′)(u)
oder CW (G,S′)((1, . . . , 1,−1)u) enthalten. Aber die Zentralisatoren von u und (1, . . . , 1,−1)u in
〈sα | α ∈ X (S˜±) ∩8(G,S′)〉 sind gleich. Sie sind isomorph zu (C2 × Ce) o Sw± , falls S˜± = S± gilt,
andernfalls sind die Zentralisatoren isomorph zu ((C2 × Ce) o Sw±) × C2. Da ` ungerade ist, folgt,
daß ich
D =: D+ × D− ≤ NH+(S+)F × NH−(S−)F
annehmen kann. Außerdem ist S± ein Sylow-φd-Torus von H±, also ist D± nach [CE04, 22.7]
eine Sylow-`-Untergruppe von HF±. Weil zwei und e kleiner als ` sind, kann ich annehmen, daß
D±/Z± ∼= D±S±/S± =: DP± eine Sylow-`-Untergruppe von Sw± ist. Die Permutationsuntergrup-
pe der Weyl-Gruppe von H± kann als Untergruppe von H± realisiert werden; deshalb kann ich
DP± ≤ H± annehmen, und die letzte Behauptung folgt. 
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Wenn man den Satz von Bonnafé-Rouquier (3.2.7) auf die klassischen Gruppen anwendet, folgt:
(4.2.1) Korollar
Abweichend von der globalen Voraussetzung zu Beginn des Kapitels sei hier ` eine beliebige Prim-
zahl. Es sei weiter B ein Block von OGF , der in E`(GF , s) liegt. Dann gibt es unipotente Blöcke
Bi, j von OGLmi, j ((−1)iqδi, j ) für 1 ≤ j ≤ ki und i = 1, 2 und einen unipotenten oder isolierten
Block B0 von OG(m0,1 + m0,−1)F so, daß B und B0 ⊗O B1,1 ⊗O · · · ⊗O B2,k2 Morita-äquivalent
sind. Die Parameter mi, j , δi, j und ki sind dabei wie in §2.3.2 definiert. Die GruppeG(m0,1 + m0,−1)
hat den gleichen Typ wie G, und ihr Wurzeldatum hat den Rang m0,1+m0,−1. Wenn ` ungerade ist,
sind die Defektgruppen von B0 ⊗O B1,1 ⊗O · · · ⊗O B2,k2 und B isomorph.
Beweis: Es seien s = ∏i, j si, j wie in §2.3.2 und s ′ := ∏i, j;i 6=0 si, j . Dann ist L∗ := CG∗(s ′) die
kleinste Levi-Untergruppe vonG∗, die CG∗(s) enthält, siehe §2.3.2. Also ist B Morita-äquivalent zu
einem Block von OLF , der in E`(LF , s) liegt. Wenn ` ungerade ist, gilt der Satz von Cabanes und
Enguehard (3.2.6), also haben die beiden Blöcke isomorphe Defektgruppen. Aus der Beschreibung
von L∗ in §2.3.2 folgt nun die Behauptung. 
Natürlich kann man den Satz von Bonnafé-Rouquier auch auf die konformen Gruppen anwen-
den, allerdings sind die Levi-Untergruppen in diesem Fall keine direkten Produkte mehr. Weil die
konformen Gruppen nicht quasi-einfach sind, habe ich darauf verzichtet, die Blöcke der Levi-Un-
tergruppen der konformen Gruppen genauer zu untersuchen.
Die Spingruppen sind quasi-einfach und daher von größerem Interesse, aber aufgrund der kom-
plizierten Gestalt ihrer Levi-Untergruppen hat die Anwendung von (3.2.7) nicht zum gewünschten
Erfolg geführt. Was ich erreicht habe, möchte ich hier kurz skizzieren. Dabei tauchen die metali-
nearen Gruppen MLm(F) auf, die zentrale Erweiterungen von vollen linearen Gruppen mit C2 sind.
Das Wurzeldatum von MLm(F) ist
(〈εa, 12(ε1 + · · · + εm) | 1 ≤ a ≤ m〉Z,8, 〈εa ± εb | 1 ≤ a 6= b ≤ m〉Z,8
∨)
mit 8 = 8∨ = {εa − εb | 1 ≤ a 6= b ≤ m}. Es seien nun Ĝ eine Spingruppe, pi : G∗ → Ĝ∗
der kanonische Epimorphismus und % : Ĝ → G ein dazu dualer Epimorphismus. Wie in §2.3.4
seien T der Diagonaltorus von G∗ und t ∈ T so, daß Wpi(t) invariant unter F ist. Es sei weiter
L∗ die dort konstruierte minimale Levi-Untergruppe von G∗, die pi−1(Cpi(G∗)(pi(t))) enthält. Bei
der Beschreibung der Zentralisatoren wurde gezeigt, daß L = ∏ki=1 GLmi (F)(δi ) × Gm0 gilt, wobei
Gm0 eine Gruppe vom gleichen Typ wie G ist, deren Wurzeldatum den Rang m0 hat. Es gibt eine
entsprechende Zerlegung t = ∏ki=0 ti . Wenn es kein u ∈ W mit ut = −t gibt, ist ti für i 6= 0
zentral in GLmi (F)(δi ) und t0 ist isoliert in G∗m0 . Gibt es solch ein u, so sind für i 6= 0 die mi
gerade und CGLmi (F)(δi )(ti ) ist entweder GL
mi
2
(F)(2δi ), GL mi
4
(F)(4δi ), GL mi
2
(F)(δi )×GL mi
2
(F)(δi ) oder
GL mi
4
(F)(2δi )×GL mi
4
(F)(2δi ). Außerdem ist in diesem Fall t0 nicht notwendig isoliert inGm0 . Es sei
nun L˜ := ∏ki=1 MLmi (F)(δi ) × Ĝm0 , wobei Ĝm0 die Spingruppe zu Gm0 ist. Die Kocharaktergruppe
von L˜ ist in der von %−1(L) =: L̂ enthalten, und diese Einbettung induziert wegen des Isogeniesatzes
[Spr98, 9.6.5] einen Homomorphismus %˜ : L˜ → L̂. Man sieht leicht, daß %˜ ein Epimorphismus ist.
Es seien ` eine Primzahl, die die Ordnung von t nicht teilt, g ∈ L∗ mit pi(gt) ∈ (Ĝ∗)F∗ und B
ein Block von OĜF , der in E`(ĜF , pi(gt)) enthalten ist. Nach dem Satz von Bonnafé-Rouquier
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gibt es einen zu B Morita-äquivalenten Block BL̂ von kL̂F , der in E`(L̂F , pi(gt)) enthalten ist.
Wünschenswert wäre natürlich, etwas über die Struktur von BL̂ aussagen zu können. Das ist mir
allerdings nicht gelungen. Bei den von BL̂ überlagerten Blöcken von k%˜(L˜F) sieht es besser aus.
Jeder solche Block ist von der Form %˜(B0 ⊗k · · · ⊗k Bk) für Blöcke Bi von kMLmi ((±1)qδi ) für
i 6= 0 und einen Block B0 von kĜFm0 . Außerdem ist B0 in E`(ĜFm0, p˜i(pi(gt0))) enthalten, und für
i 6= 0 ist Bi in E`(MLmi ((±1)qδi ), p˜i(pi(gti ))) enthalten. Dabei ist p˜i : L̂∗ → L˜∗ ein zu %˜ dualer
Epimorphismus. Wenn ti zentral in GLmi (F)(δi ) ist, liegt p˜i(pi(gti )) im Zentrum von (MLmi (F)(δi ))∗.
In diesem Fall ist Bi Morita-äquivalent zu einem unipotenten Block von kMLmi ((±1)qδi ), sonst
ist Bi ein isolierter Block. Analog dazu gilt für i = 0, daß B0 ein unipotenter Block ist, wenn
t0 zentral in G∗m0 ist; andernfalls ist B0 ein isolierter Block von kĜ
F
m0 . Betrachtet man nun alle
solchen Levi-Untergruppen L˜ und die zugehörigen Blöcke %˜(B0 ⊗k · · · ⊗k Bk) von k%˜(L˜F), folgt
aus (1.3.5), daß Donovans Vermutung für diese Familie äquivalent zu Donovans Vermutung für die
unipotenten und die isolierten Blöcke der metalinearen Gruppen und der Spingruppen ist. Wenn
es noch gelänge, aus den Blöcken von %˜(L˜F) auf die von L̂F zu schließen, hätte man Donovans
Vermutung für Spingruppen auf unipotente und isolierte Blöcke von metalinearen Gruppen und
Spingruppen reduziert. Das dürfte allerdings schwierig sein: die Faktorgruppe L̂F /˜%(L˜F) ist wegen
(2.1.4) isomorph zu Ck−12 , der Index kann also auch bei vorgegebenem Defekt beliebig groß werden.
(4.2.2) Bemerkung
Es sei s ∈ (G˜∗)F∗ halbeinfach. Dann liegen die Werte der Charaktere aus E(G˜F , s) inQ(ζ|s|), wobei
ζ|s| ∈ C eine primitive |s|-te Einheitswurzel ist.
Beweis: Die Charaktere in E(G˜F , s) sind durch ihre Vielfachheiten in den Deligne-Lusztig-Cha-
rakteren RG˜T˜ sˆ eindeutig bestimmt, siehe S.65, und nach der Charakterformel [DM91, 12.2] lie-
gen die Werte von RG˜T˜ sˆ in Q(ζ|s|). Also ist R
G˜
T˜ sˆ invariant unter allen Galois-Automorphismen aus
Gal(Q/Q(ζ|s|)), woraus die Behauptung folgt. 
(4.2.3) Satz
Donovans Vermutung für die unipotenten Blöcke der Spingruppen ist äquivalent dazu, daß Dono-
vans Vermutung für die unipotenten Blöcke der speziellen orthogonalen Gruppen gilt.
Beweis: Ich will zuerst den Fall ` = 2 betrachten. Wegen [CE93, 13] haben sowohl die Spingruppen
als auch die speziellen orthogonalen Gruppen nur einen unipotenten 2-Block, nämlich den Haupt-
block. Wegen der Bemerkung nach Satz 1.4 in [Kes04] ist daher Donovans Vermutung für die uni-
potenten 2-Blöcke äquivalent dazu, daß die Cartan-Invarianten dieser Blöcke durch eine Funktion in
der Ordnung der Defektgruppe beschränkt sind. Es seien nun G eine Spingruppe und G0 die entspre-
chende spezielle orthogonale Gruppe. Dann gibt es einen Homomorphismus G → G0, dessen Kern
Ordnung zwei hat und dessen Bild Index zwei in G0 hat. Also ist wegen (1.2.3) und (1.2.9) die größ-
te Cartan-Invariante des Hauptblocks von G0 höchstens so groß wie die größte Cartan-Invariante des
Hauptblocks von G, und die größte Cartan-Invariante des Hauptblocks von G ist höchstens vier Mal
so groß wie die größte Cartan-Invariante des Hauptblocks von G0. Damit folgt die Behauptung im
Fall ` = 2.
Es seien nun ` ungerade und G eine spezielle orthogonale Gruppe oder eine Spingruppe. Wegen
(4.2.2) haben die unipotenten Charaktere von G Werte in Z. Weil ` ungerade ist, bilden die Ein-
schränkungen der unipotenten Charaktere auf die `-regulären Klassen nach einem Satz von Geck
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und Hiß, siehe [CE04, 14.4], ein Basissystem für die `-modularen Brauer-Charaktere der unipoten-
ten Blöcke von G. Das heißt insbesondere, daß jeder Brauer-Charakter eine ganzzahlige Linearkom-
bination der Einschränkungen der unipotenten Charaktere auf die `-regulären Klassen ist. Wegen
[HK00, 9.2] sind also die unipotenten Blöcke von G über F` definiert. Damit folgt die Behauptung
in diesem Fall unmittelbar aus (3.2.3). 
Da Hiß und Kessar in [HK05, 4.9] gezeigt haben, daß Donovans Vermutung für die unipotenten
Blöcke der speziellen orthogonalen Gruppen in linearer Charakteristik gilt, folgt, daß sie auch für
die unipotenten Blöcke der Spingruppen in linearer Charakteristik gilt:
(4.2.4) Korollar
Es sei B die Familie der unipotenten Blöcke von F` G, wobei G eine Spingruppe über Fq für eine
Primzahlpotenz q ist, die ` - q(qm + 1) für alle m ∈ N erfüllt. Dann gilt Donovans Vermutung für
die Familie B. 
4.2.1. Scopes-Reduktion für isolierte Blöcke
Es seien q ungerade mit ` - q − 1 und 1 die Basis der Wurzeln von G bezüglich T aus §2.2. Für
1 ≤ k ≤ n seien Mk und Lk die Standard-Levi-Untergruppen zu 1 \ {εk − εk+1} beziehungsweise
1 \ {ε1 − ε2, . . . , εk − εk+1} von G. Dann gelten Mk = GLk(F) × Gn−k und Lk = Tk × Gn−k ,
wobei Tk der Diagonaltorus in GLk(F) und Gn−k vom selben Typ wie G ist. Die entsprechen-
den Levi-Untergruppen der konformen Gruppen werden mit M˜k und L˜k bezeichnet. Sie erfüllen
M˜k = GLk(F)× G˜n−k und L˜k = Tk × G˜n−k ; dabei ist G˜n−k die konforme Gruppe zu Gn−k .
Es sei nun (K, ζ ) ein d-kuspidales Paar zu dem isolierten Block B := RGKBKF (ζ ) ⊆ OGF
von GF . Außerdem sei (K˜, ζ˜ ) ein d-kuspidales Paar von G˜ zu (K, ζ ) wie in(4.1.3), und es sei
B˜ := RG˜K˜BK˜F (ζ˜ ) ⊆ OG˜F der zugehörige Block. Es seien s ∈ (K∗)F
∗
ein quasi-isoliertes Ele-
ment von G∗ mit ζ ∈ E(KF , s) und s˜ ∈ (K˜∗)F∗ mit ζ˜ ∈ E(K˜F , s˜). In §4.1 wurde gezeigt, daß
K = S × K0 mit einem rationalen Torus S und einer Gruppe K0 vom selben Typ wie G gilt. Wie
in §4.1.1, dem Abschnitt über isolierte Blöcke, gezeigt wurde, können G(s) = G+(s)×G−(s) und
K(s) = S+ ×K+0 (s)× S− ×K−0 (s) so als direkte Produkte geschrieben werden, daß s = (1,−1)
in (G+(s))∗ × (G−(s))∗ liegt und K±(s) := S± ×K±0 (s) eine d-zerfallende Levi-Untergruppe von
G±(s) ist. Der Jordan-Korrespondent λ von ζ˜ hat die Form λ = λ+λ− mit λ± ∈ E(K±0 (s)F , 1). Es
seien weiter w± das positive beziehungsweise negative Gewicht von B und k± die positive bezie-
hungsweise negative Scopes-Nummer von B.
Spezielle orthogonale Gruppen in ungerader Dimension
Es sei G = SO2n+1(F). Dann ist G±(s) isomorph zu SO2m±+1(F). Laut [HK00, 7.6] ist k+ + k−
nicht größer als n− e(w++w−), also kann ich annehmen, daß S für k ≤ k++ k− inGn−k enthalten
ist. Es seien nun ε ∈ {+,−} sowie k := kε und w := wε. Ich kann – und werde – annehmen, daß
s = (ε1, s) in L∗k liegt; dabei ist ε1 ∈ T∗k , und s liegt in G∗n−k . Es seien weiter G := Gn−k und
K := K ∩G. Dann gilt G(s) = G−ε(s)×Gε(s), wobei Gε(s) isomorph zu SO2(mε−k)+1(F) ist. Au-
ßerdem ist K = CG(S) eine d-zerfallende Levi-Untergruppe von G mit K(s) = K−ε(s)×Kε(s)
für Kε(s) := Kε(s) ∩Gε(s). Es seien λε ∈ E(Kε(s)F , 1) der d-kuspidale Charakter zu λε aus
[HK00, 7.5] und ζ := ψ˜Ks,1(λ−ελε) ∈ E(KF , s) der Jordan-Korrespondent von λ−ελε. Da λ−ελε
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ein d-kuspidaler Charakter ist, gilt das nach dem Jordan-Kriterium auch für ζ . Es sei schließlich
B ⊆ OGF der Block zu (K, ζ ). Dann gilt:
(4.2.5) Satz
Wenn k ≥ w ist, sind die Blöcke B und B Morita-äquivalent, und jede Defektgruppe von B ist eine
Defektgruppe von B.
Beweis: Es seien B± := RG±(s)K±(s)BK±(s)F (λ±) ⊆ OG±(s)F und B
ε := RGε(s)
Kε(s)
BKε(s)F (λε) ⊆ OG
ε
(s)F .
Es gelten Mk(s) = G−ε(s) ×Mεk(s) und Lk(s) = G−ε(s) × Lεk(s) mit Mεk(s) = GLk(F) × G
ε
(s)
und Lεk(s) = Tk × G
ε
(s). Da es für G und G(s) eine Jordan-Zerlegung von Blöcken gibt, ist das
Diagramm
ZIrr(G(s)F , B− ⊗O B+)
ψ˜Gs,1 // ZIrr(GF , B)
ZIrr(G(s)F , Bε ⊗O B−ε)
RG(s)Nk (s)(?)B−⊗O B+
OO
ψ˜Gs,1
// ZIrr(GF , B)
RGNk (?)B
OO
für N ∈ {L,M} wegen Gleichung (3.2.3) kommutativ. Dabei werden die Charaktere von GF bezie-
hungsweise G(s)F per Inflation als Charaktere von NFk beziehungsweise Nk(s)F aufgefaßt. Aus
[HK00, 7.10] folgt damit, daß es eine Bijektion Irr(GF , B) → Irr(GF , B), χ 7→ χ gibt, die
RGLk (χ)B = k!χ und RGMk (χ)B = χ erfüllt. Nun kann wörtlich der Beweis für die Morita-Äquivalenz
von [HK00, 8.1] verwendet werden, um zu zeigen, daß B und B Morita-äquivalent sind.
Die Aussage über die Defektgruppen folgt direkt aus (4.1.7). 
(4.2.6) Korollar
Es seien D eine endliche `-Gruppe, Bn die Menge der isolierten Blöcke von OSO2n+1(q) mit De-
fektgruppe D und B := ⋃n∈NBn . Wenn d gerade ist, ist jeder Block aus B Morita-äquivalent zu
einem Block in
⋃ 1
2 |D|2
n=1 Bn .
Beweis: Das folgt direkt aus (4.2.5), [HK00, 8.3(ii)] und (4.1.7). 
(Konforme) symplektische und spezielle orthogonale Gruppen
Es sei G ∈ {Sp2n(F), SO2n(F)}. Aus der Beschreibung der Zentralisatoren in §2.3.2 folgt, daß
G−(s) eine spezielle orthogonale Gruppe in gerader Dimension undG+(s) eine Gruppe vom selben
Typ wie G ist. Es seien wieder ε ∈ {+,−} sowie k := kε und w := wε. Wenn Gε(s) eine spezielle
orthogonale Gruppe in gerader Dimension ist, will ich annehmen, daß der Defekt jedes Symbols zu
λε mindestens vier ist. Es sei λε der von Hiß und Kessar in [HK00, 7.5] zu λε konstruierte Charakter.
WennGε(s) eine spezielle orthogonale Gruppe ist, will ich außerdem annehmen, daß der Rang jedes
Symbols zu λε größer als eins ist und daß der Defekt jedes Symbols zu λε mindestens vier ist. Aus
den Abschätzungen für kε in [HK00, 7.6] folgt wieder, daß S ≤ Gn−k gewählt werden kann. Es
seien nun G := G˜n−k und K := K˜ ∩G. Wie bei den speziellen orthogonalen Gruppen in ungerader
Dimension kann ich s˜ = (ε1, s) ∈ L˜∗k annehmen, und wieder ist K eine d-zerfallende Levi-Unter-
gruppe vonG. Es giltK = Z(G)(S×K0), und nach Wahl von s˜ istK0(s) = Kε0(s)×K−ε0 (s) wie in
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§4.1.1. Aus dem Jordan-Kriterium folgt wieder, daß ζ := ψ˜Ks,1(λ−ελε) ein d-kuspidaler Charakter
ist. Schließlich sei B := RGKBKF (ζ ) ⊆ OG
F
der Block zu (K, ζ ).
(4.2.7) Satz
Es gelte k ≥ w, wenn Gε(s) eine symplektische Gruppe ist, andernfalls gelte k ≥ w+ 2. Dann sind
die Blöcke B˜ und B Morita-äquivalent, und jede Defektgruppe von B ist eine Defektgruppe von B˜.
Beweis: Ich will wieder die Ergebnisse von Hiß und Kessar über unipotente Blöcke anwenden.
Allerdings ist G˜(s˜) kein direktes Produkt mehr. Ich werde daher ein Gruppe Ĝ einführen, die ein
direktes Produkt ist, und die unipotenten Blöcke ĜF mit den unipotenten Blöcken von G˜(s˜)F ver-
gleichen.
Es seien % : G˜(s˜) → G˜(s˜)ad eine über Fq definierte adjungierte Darstellung von G˜(s˜) und
%∗ : (G˜(s˜)ad)∗ → G˜(s˜)∗ eine dazu duale einfach zusammenhängende Überlagerung von G˜(s˜)∗. Ist
G˜ eine konforme symplektische Gruppe, so folgt aus der Beschreibung der Zentralisatoren in §2.3.3,
daß G˜(s˜)ad = PCSO2m−(F) × PCSp2m+(F) gilt, also ist die zu G˜(s)ad duale Gruppe gleich
Spin2m−(F)× Spin2m++1(F). Andernfalls gilt G˜(s˜)ad = PCSO2m−(F) × PCSO2m+(F), und die
zur adjungierten Gruppe duale Gruppe (G˜(s)ad)∗ ist gleich Spin2m−(F) × Spin2m+(F). Die ent-
sprechenden Beschreibungen von G(s)ad und (G(s)ad)∗ erhält man, indem man mε durch mε − k
ersetzt. Wenn G˜ eine konforme symplektische Gruppe ist, wird Ĝ := CSp2m+(F)× CSO2m−(F)
gesetzt, sonst definiert man Ĝ := CSO2m+(F)×CSO2m−(F). In beiden Fällen wird der Faktor zum
Parameter m± mit Ĝ± bezeichnet. Außerdem sei Ĝ so über Fq definiert, mit zugehörigem Frobe-
nius-Endomorphismus F , daß (G(s), F) und (Ĝ, F) den selben Typ haben. Es seien M̂k und L̂k die
durch1\{εk−εk+1} beziehungsweise1\{ε1−ε2, . . . , εk−εk+1} gegebenen Standard-Levi-Unter-
gruppen von Ĝ. Dann gelten M̂k = GLk(F)× Ĝ und L̂k = Tk× Ĝ, wobei man Ĝ erhält, indem man
in der Definition von Ĝ den Parameter mε durch mε − k ersetzt. Wie oben seien γ : Ĝ → G˜(s˜)ad
eine über Fq definierte adjungierte Darstellung von Ĝ und γ ∗ : (G˜(s˜)ad)∗ → Ĝ∗ eine dazu duale
einfach zusammenhängende Überlagerung von Ĝ∗. Schließlich sei t = (tε, t−ε) ∈ ((G(s)ad)∗)F∗`
mit tε ∈ (Ĝ
ε
)F
∗
` und t−ε ∈ (Ĝ−ε)F∗` . Für N ∈ {L,M} ist das Diagramm
ZE(ĜF , γ ∗(t)) ZE(G˜(s˜)Fad, t)
Res% //Resγoo ZE(G˜(s˜)F , %∗(t))
ZE(Ĝ
F
, γ ∗(t))
RĜN̂k
OO
ZE(G(s)Fad, t) Res%
//
R
G˜(s˜)ad
%(N˜k (s˜))
OO
Resγ
oo ZE(G(s)F , %∗(t))
RG˜(s˜)N˜k (s˜)
OO
nach (3.1.3) kommutativ, wobei die Charaktere von ?
F
per Inflation als Charaktere der entspre-
chenden Levi-Untergruppen aufgefaßt werden. Da [Z(G˜(s˜)) : Z0(G˜(s˜))] und [Z(G(s)) : Z0(G(s))]
Teiler von vier sind, folgt aus [CE04, 17.4], daß die Abbildungen in den Zeilen des Diagramms Iso-
morphismen sind.
Es seien B˜(s˜) := RG˜(s˜)K˜(s˜)BK˜(s˜)F (λ) ⊆ OG˜(s˜)F und B(s) := RG(s)K(s)BK(s)F (λ) ⊆ OG(s)F die Blöcke
zu (K˜(s˜), λ) beziehungsweise (K(s), λ), wobei wieder λ := λελ−ε sei. Wegen (1.2.5) ist der Block
B˜(s˜)ad von O(G˜(s˜)ad)F zu (%(K˜(s˜)), λ) isomorph zu
(R%(G(s)
−ε)
%(K(s)−ε)B%(K(s)−ε)F (λ−ε))⊗O (R%(G(s)
ε)
%(K(s)ε)B%(K(s)ε)F (λε)),
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und der Block B(s)ad von OG(s)F zu (%(K(s)), λ) ist isomorph zu
(R%(G(s)
−ε)
%(K(s)−ε)B%(K(s)−ε)F (λ−ε))⊗O (R%(G(s)
ε)
%(K(s)ε)B%(K(s)ε)F (λε));
eine analoge Aussage gilt für die Blöcke B̂ ⊆ OĜF und B̂ ⊆ OĜF zu (γ−1(%(K(s))), λ) bezie-
hungsweise (γ−1(%(K(s))), λ).
Da Res% und Resγ laut [CE04, 17.1] mit der Einteilung der Charaktere in unipotente Blöcke ver-
träglich sind, gilt Res%(E(G(s)Fad, t)) ∩ Irr(G(s)Fad, B˜(s˜)ad) = E(G˜(s˜)F , %∗(t)) ∩ Irr(G˜(s˜)F , B˜(s˜)),
ebenso für γ statt % und B̂ statt B˜(s˜). Die analoge Aussage für B(s) und B̂ gilt ebenfalls. Daher
erhält man das kommutative Diagramm
ZE(ĜF , γ ∗(t)) // ZE(G˜(s˜)F , %∗(t))
ZE(Ĝ
F
, γ ∗(t)) //
RĜN̂k
(?)B̂
OO
ZE(G(s)F , %∗(t))
RG˜(s˜)N˜k (s˜)
(?)B˜(s˜)
OO
mit Isomorphismen in den Zeilen. Aus [HK00, 7.10] folgt nun, daß es eine Bijektion
E(G(s)F , %∗(t)) ∩ Irr(G(s)F , B(s))→ E(G˜(s˜)F , %∗(t)) ∩ Irr(G˜(s˜)F , B˜(s˜)), χ 7→ χ (4.2.1)
gibt, für die RG˜(s˜)L˜k (s˜)(χ)B˜(s˜) = k!χ und R
G˜(s˜)
M˜k (s˜)
(χ)B˜(s˜) = χ gelten. Nach [HK05, 6.1] gilt der Redukti-
onssatz [HK00, 7.10] zwar nicht unter den ebenda angegebenen Voraussetzungen, falls G˜(s˜)ε eine
spezielle orthogonale Gruppe ist, aber unter den oben angeführten.
Die Zentren der Spingruppen sind 2-Gruppen, also ist %∗ : ((G(s)ad)∗)F∗` → [G˜(s˜)∗, G˜(s˜)∗]F∗`
wegen (2.1.4) surjektiv. Die analoge Aussage gilt fürG(s), ebenso für γ ∗ statt %∗. Aus [HK00, 7.10]
folgt daher, daß es zu jedem t ∈ ((G(s)ad)∗)F∗` ein t ∈ ((G(s)ad)∗)F∗` mit
E(G˜(s˜)F , %∗(t)) ∩ Irr(G˜(s˜)F , B˜(s˜)) = E(G˜(s˜)F , %∗(t)) ∩ Irr(G˜(s˜)F , B˜(s˜))
gibt. Jedes Element von G˜(s˜)∗ kann als zg mit z ∈ Z0(G˜(s˜)∗) und g ∈ [G˜(s˜)∗, G˜(s˜)∗] geschrie-
ben werden, siehe [DM91, 0.40], und zg ist genau dann in (G˜(s˜)∗)F∗ , wenn z−1F(z) = gF(g)−1
im Zentrum von [G˜(s˜)∗, G˜(s˜)∗] liegt. Dieses Zentrum ist eine 2-Gruppe, also ist (G˜(s˜)∗)F∗` gleich
Z0(G˜(s˜)∗)F∗` [G˜(s˜)∗, G˜(s˜)∗]F∗` . Die analoge Aussage für (G(s)∗)F∗ gilt ebenfalls. Mit [CE04, 8.26]
folgt nun
Irr(G˜(s˜)F , B˜(s˜)) =
⋃
z∈Z0(G˜(s˜)∗)F∗`
⋃
t∈(G(s)ad )∗)F∗`
Irr(G˜(s˜)F , B˜(s˜)) ∩ E(G˜(s˜)F , z%∗(t))
=
⋃
z∈Z0(G˜(s˜)∗)F∗`
zˆ(
⋃
t∈(G(s)ad )∗)F∗`
Irr(G˜(s˜)F , B˜(s˜)) ∩ E(G˜(s˜)F , %∗(t)))
aus dem Satz von Broué-Michel, da ein Charakter χ genau dann in B˜(s˜) liegt, wenn zˆχ in B˜(s˜) liegt.
Diese Zerlegung, zusammen mit dem oben Gezeigten, liefert eine Bijektion zwischen den Charak-
teren in B˜(s˜) und denen in B(s), sofern die `-Anteile von Z0(G˜(s˜)∗)F∗ und Z0(G(s)∗)F∗ isomorph
sind. Beide `-Anteile sind nur dann nicht-trivial, wenn G(s)−ε eine spezielle orthogonale Gruppe,
d = 2 und m−ε = 1 ist. In diesem Fall kann man wie folgt schließen: Es sei z ∈ Z(G˜(s˜)∗)F∗ . Weil
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G(s) ein direkter Faktor von L˜k(s˜) ist, gilt z = (∗, z) mit z ∈ Z(G(s)∗)F∗ . Die rationalen Klassen
von s˜ und s haben den gleichen Typ, also ist die Abbildung Z0(G˜(s˜)∗)φd → Z0(G(s)∗)φd , z 7→ z
ein Isomorphismus.
Jetzt folgt mit ResG(s)
F
G(s)F
zˆ = zˆ, Gleichung (4.2.1) und [DM91, 12.6], daß es eine Bijektion
Irr(G(s)F , B(s))→ Irr(G˜(s˜)F , B˜(s˜)), χ 7→ χ
mit RG˜(s˜)L˜k (s˜)(χ)B˜(s˜) = k!χ und R
G˜(s˜)
M˜k (s˜)
(χ)B˜(s˜) = χ gibt. Wie im Beweis von (4.2.5) folgt aus der
Kompatibilität der Jordan-Zerlegung mit den `-Blöcken und Deligne-Lusztig-Induktion, daß es eine
Bijektion Irr(G
F
, B) → Irr(G˜F , B˜), χ 7→ χ gibt, die RG˜L˜k (χ)B˜ = k!χ und RG˜M˜k (χ)B˜ = χ erfüllt.
Um zu zeigen, daß B˜ und B Morita-äquivalent sind, kann jetzt der Beweis von [HK00, 8.1] wörtlich
übernommen werden.
Die Aussage über die Defektgruppen folgt unmittelbar aus (4.1.7) und (4.1.6)(i). 
(4.2.8) Korollar
Es seien D eine endliche `-Gruppe und Bn die Menge der isolierten Blöcke von OCSp2n(q) und
OCSO±2n(q) mit Defektgruppe D, für die der Jordan-Korrespondent des zugehörigen d-kuspidalen
Charakters nicht entartet ist. Wenn d gerade und e > 2 ist, ist jeder Block aus B := ⋃n∈NBn
Morita-äquivalent zu einem Block in
⋃ 1
2 |D|2
n=1 Bn .
Beweis: Das folgt aus (4.2.7), [HK00, 8.3(ii),(iii)] und (4.1.7). 
Es seien nun G
′ := Gn−k und B ′ ein von B überlagerter Block von O(G′)F .
(4.2.9) Satz
Wenn die Voraussetzungen von (4.2.7) erfüllt sind, sind B und B
′
Morita-äquivalent, und jede De-
fektgruppe von B
′
ist eine Defektgruppe von B.
Beweis: Die Aussage über die Defektgruppen folgt wieder aus (4.1.7).
Wenn K∗0 im Zentralisator von s enthalten ist, müssen w+ und w− größer als Null sein, weil
s sonst im Zentrum von G∗ liegt. Also liegt s nicht im Zentrum von (G
′
)∗. Wenn K∗0 nicht im
Zentralisator von s liegt, ist nach Konstruktion von λε, siehe [HK00, 7.5], der Rang jedes Symbols
zu λε mindestens eins. Daher ist K
∗
0 nicht im Zentralisator von s enthalten. Insbesondere wird s
in beiden Fällen von K∗0 nicht zentralisiert. Weil λε und λε nach Voraussetzung nicht entartet sind,
folgt aus (4.1.6), daß B˜ genau dann zwei Blöcke vonGF überlagert, wenn B zwei Blöcke von (G
′
)F
überlagert. Wenn B˜ zwei Blöcke von GF überlagert, sind daher wegen (4.1.6)(v) sowohl B˜ und B
als auch B und B
′
Morita-äquivalent. Die Behauptung folgt in diesem Fall aus (4.2.7).
Es sei also B der einzige von B˜ überlagerte Block. Im Beweis von (4.2.7) wurde gezeigt, daß es
eine Bijektion Irr(G
F
, B) → Irr(G˜F , B˜), χ 7→ χ gibt, die RG˜M˜k (χ)B˜ = χ und RG˜L˜k (χ)B˜ = k! · χ
erfüllt.
Als erstes soll gezeigt werden, daß der Jordan-Korrespondent von χ ∈ Irr(GF , B) genau dann
entartet ist, wenn der Jordan-Korrespondent von RG˜M˜k (χ)B˜ ∈ Irr(G˜F , B˜) entartet ist. Nach (3.2.6)(iv)
ist jeder Charakter von Irr(G˜F , B˜) in einer der Serien E(G˜F , s˜t) mit t ∈ Z(K˜∗)F∗` enthalten, analog
für B. Weil S in G liegt, gilt Z(K˜∗)F∗` = Z(K∗)F∗` . Die Charaktere von G
F
werden per Inflati-
on mit Charakteren von M˜Fk identifiziert, ebenso werden die Charaktere von G(st)F per Inflation
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mit Charakteren von M˜k(s˜t)F identifiziert. Es seien nun χ ∈ Irr(GF , B) und µ ∈ E(G(st)F , 1)
der Jordan-Korrespondent von χ . Da die Jordan-Zerlegung für G˜ und G kompatibel mit Deligne-
Lusztig-Induktion ist, siehe Gleichung (3.1.1), ist der Jordan-Korrespondent von χ ein Konstituent
von RG˜(s˜t)M˜k (s˜t)µ. Weil unipotente Charaktere nur von der Isogenieklasse abhängen [DM91, 13.20],
kann µ als Charakter von G
′
(st) aufgefaßt werden. Aus der Beschreibung der Zentralisatoren in
§2.3.2 folgt, daß G
′
(s) = G+ × G− ein direktes Produkt ist, also gilt µ = µ+µ− mit unipotenten
Charakteren µ± von G
±
(t)F , und es ist
RG(st)Mk (st)(µ) = RG
+(st)
M+k (st)
(µ+) · RG
−(st)
M−k (st)
(µ−).
Dabei gilt G−ε(st) = M−εk (st), denn G−ε(s)∗ ist in M∗k enthalten. Daraus folgt, daß RG(st)Mk (st)(µ)
gleich RG
ε(st)
Mεk (st)
(µε)µ−ε ist. Damit ist der Jordan-Korrespondent µ von χ von der Form µεµ−ε, wobei
µε ein Konstituent von R
Gε(st)
Mεk (st)
(µε) ist. Laut (4.1.5) ist λε der (`, q)-Kern von µε, und λε ist der
(`, q)-Kern von µε. Weil λε und λε nach Voraussetzung nicht entartet sind, sind auch µε und µε
nicht entartet. Daher ist sowohl µ als auch µ genau dann entartet, wenn µ−ε entartet ist.
Ich will nun für N ∈ {L,K} das Diagramm
ZIrr(G˜F , B˜)
ResG˜
F
GF // ZIrr(GF , B)
ZIrr(GF , B)
ResG
F
(G′)F //
RG˜N˜k
(?)B˜
OO
ZIrr((G′)F , B ′)
RGNk (?)B
OO
betrachten, das wegen (3.1.3) kommutativ ist. Aus dem eben über die Jordan-Korrespondenten Ge-
sagten und der Jordan-Zerlegung für Gruppen mit unzusammenhängendem Zentrum folgt wie im
Beweis von (4.1.6), daß für χ ∈ Irr(GF , B) die Einschränkungen ResGF
(G′)F
χ und ResG˜
F
GF R
G˜
M˜k
(χ)B
entweder beide irreduzibel sind oder beide in die Summe von zwei irreduziblen Charakteren zerfal-
len. Wenn χ ′ = ResGF
(G′)F
χ irreduzibel ist, kann wie im Beweis von (4.1.6)(iv) gezeigt werden, daß
χ der einzige Charakter von B ist, der χ ′ überlagert. Die analoge Aussage für ResG˜
F
GF R
G˜
M˜k
(χ)B gilt
ebenfalls. Außerdem gilt in diesem Fall
RGLk (χ
′)B = ResG˜FGF RG˜L˜k (χ)B˜ = ResG˜
F
GF (k!χ) = k! · ResG˜
F
GF (χ) = k! · RGMk (χ ′)B .
Andernfalls ist ResG
F
(G′)F
χ = χ ′ + xχ ′ reduzibel; dabei ist x ∈ GF \ (G′)F . Dann gilt
ResG˜
F
GF R
G˜
N˜k
(χ)B˜ = RGNk (χ ′)B + x RGNk (χ ′)B,
also ist RGMk (χ
′)B irreduzibel. Insgesamt folgt, daß
RGMk (?)B : Irr((G
′
)F , B
′
)→ Irr(GF , B), χ ′ 7→ χ ′
eine Bijektion ist. Jetzt will ich ∗RG˜M˜kχ =
∑
ψ∈E(GLk (q),1) aψψχ+χ⊥ mit aψ ∈ N0 schreiben, wobei
χ⊥ ein Charakter ist, der auf allen ψχ senkrecht steht. Wegen RGLk (F)Tk 1 =
∑
ϕ∈E(GLk (q),1) ϕ folgt
k! = (RG˜L˜kχ, χ)G˜F = (R
M˜k
L˜k
χ, ∗RG˜M˜kχ)M˜Fk =
∑
ψ∈E(GLk (q),1)
aψ .
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Außerdem ist xχ ′ kein Konstituent von RGMkχ
′, weil RGMk (?)B sonst keine Bijektion wäre, also gilt
∗RGMkχ
′ =∑ψ∈E(GLk (q),1) aψψχ ′ + (χ ′)⊥ für einen Summanden (χ ′)⊥ von ResM˜FkMFk χ⊥. Jetzt folgt,
daß
(RGLkχ
′, χ ′)GF = (RMkLk χ ′, ∗RGMkχ ′)MFk ≥
∑
ϕ,ψ∈E(GLk (q),1)
(ϕχ ′, aψψχ ′)MFk =
∑
ψ∈E(GLk (q),1)
aψ = k!
gilt. Mit RGLk (χ
′)B + x RGLk (χ ′)B = k!(χ ′ + xχ ′) folgt schließlich RGLk (χ ′)B = k! · RGMk (χ ′)B .
Insgesamt habe ich damit gezeigt, daß RGMk (?)B : Irr((G
′
)F , B
′
)→ Irr(GF , B) eine Bijektion ist,
die RGLk (χ
′)B = k! · RGMk (χ ′)B für alle χ ′ ∈ Irr((G
′
)F , B
′
) erfüllt. Jetzt man kann wieder wie in
[HK00, 8.1] beweisen, daß B
′
und B Morita-äquivalent sind. 
Damit folgt aus (4.2.8):
(4.2.10) Korollar
Es seien D eine endliche `-Gruppe und Bn die Menge der isolierten Blöcke von OSp2n(q) und
OSO±2n(q) mit Defektgruppe D, für die jeder Jordan-Korrespondent des zugehörigen d-kuspidalen
Charakters nicht entartet ist. Wenn d gerade und e > 2 ist, ist jeder Block aus B := ⋃n∈NBn
Morita-äquivalent zu einem Block in
⋃ 1
2 |D|2
n=1 Bn . 
4.2.2. Isolierte Blöcke in linearer Charakteristik
Aus der Beschreibung der halbeinfachen Konjugiertenklassen in §2.3 folgt, daß jedes quasi-isolierte,
halbeinfache Element von G˜∗, das in (G˜∗)F∗ liegt, konjugiert zu einem Element aus (T˜∗)F∗ ist. Es sei
also s˜ ∈ (T˜∗)F∗ ein quasi-isoliertes `′-Element von G˜∗, das nicht in Z(G˜∗) liegt. Es sei weiter L˜ eine
rationale Standard-Levi-Untergruppe von G˜ so, daß E(L˜F , s˜) einen kuspidalen Charakter ζ˜ enthält.
Aus der Beschreibung der d-kuspidalen Paare in (4.1.2) folgt, daß L˜ = S× L˜0 das direkte Produkt
eines Torus mit einer Gruppe L˜0 vom selben Typ wie G˜ ist. Es sei schließlich λ ∈ E(CL˜∗0(s˜)F
∗
, 1)
der Jordan-Korrespondent von ζ˜ .
Die Gruppe WG˜F (L˜F , ζ˜ ) := {w ∈ NW (L˜)F/W (L˜, T˜)F | w ζ˜ = ζ˜ } heißt Verzweigungsgruppe
von RG˜L˜ ζ˜ beziehungsweise (L˜, ζ˜ ). Dabei ist W (L˜, T˜) die Weyl-Gruppe von L˜ bezüglich T˜. Lusztig
hat in [Lus84, 8.5.8] gezeigt, daß die Verzweigungsgruppe eine Coxeter-Gruppe ist. Die Bedeu-
tung der Verzweigungsgruppe liegt darin, daß mit ihrer Hilfe die irreduziblen Konstituenten von
RG˜L˜ ζ˜ parametrisiert werden können. Ich möchte das hier kurz skizzieren, eine genaue Beschrei-
bung und Beweise sind in [Car85, Chapter 10] zu finden. Es seien S ⊆ WG˜F (L˜F , ζ˜ ) ein Coxeter-
Erzeugendensystem der Verzweigungsgruppe und V ein KL˜F -Modul mit Charakter ζ˜ . Dann hat
der Endomorphismenring von RG˜L˜ V eine Basis {Tw | w ∈ WG˜F (L˜F , ζ˜ )} mit T1 = 1, die die fol-
genden Relationen erfüllt. Es gibt Parameter pv für v ∈ S, die Potenzen von p sind so, daß für
w ∈ WG˜F (L˜F , ζ˜ ) und v ∈ S gilt:
(i) wenn die Länge von wv größer als die Länge von w ist, gilt TwTv = Twv, andernfalls gilt
TwTv = pvTwv + (pv − 1)Tw, und
(ii) wenn die Länge von vw größer als die Länge von w ist, gilt TvTw = Tvw, andernfalls gilt
TvTw = pvTvw + (pv − 1)Tw.
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Der Endomorphismenring von RG˜L˜ V ist durch diese Relationen bis auf Isomorphie bestimmt.
(4.2.11) Satz
(i) Die Verzweigungsgruppen von RG˜L˜ ζ˜ und R
CG˜∗ (s˜)
CL˜∗ (s˜)
λ stimmen überein. Wenn die Weyl-Gruppen
von G˜ und G˜∗ identifiziert werden, sind beide gleich (CW (s˜) ∩ NW (L˜))F/CW (L˜,T˜)(s˜)F .
(ii) Die Parameter zu (L˜, ζ˜ ) und (CL˜∗(s˜), λ) sind gleich.
Beweis: (i) Laut der Beschreibung der kuspidalen, unipotenten Charaktere in [Car85, §13.7] ha-
ben die klassischen Gruppen maximal einen kuspidalen, unipotenten Charakter. Mit dem Jordan-
Kriterium folgt, daß es in jeder rationalen Familie von Charakteren maximal einen kuspidalen
Charakter gibt. Weil die Elemente von NW F (L˜) die rationalen Standard-Levi-Untergruppen von
L˜ permutieren, bilden sie kuspidale Charaktere von L˜F auf ebensolche ab. Da CW (s˜) laut der Be-
schreibung der Zentralisatoren in §2.3 die Weyl-Gruppe von CG˜∗(s˜) ist und (NW (L˜∗)∩CW (s˜))F die
unipotenten Charaktere von (L˜∗)F∗ auf ebensolche abbildet, ist (CW (s˜) ∩ NW (L˜∗))F/CW (L˜,T˜)(s˜)F
die Verzweigungsgruppe von (CL˜∗(s˜)F , λ). Außerdem folgt aus (2.1.3), daß NW (L˜) = NW (L˜∗) gilt.
Es bleibt zu zeigen, daß (CW (s˜) ∩ NW (L˜))F/CW (L˜,T˜)(s˜)F auch die Verzweigungsgruppe von
(L˜, ζ˜ ) ist. Es sei w ∈ NW F (L˜). Wenn w ζ˜ = ζ˜ gilt, müssen insbesondere s˜ und w s˜ in (L˜∗)F∗ konju-
giert sein. Es sei also x ∈ (L˜∗)F∗ mit x s˜ = w s˜. Da x(T˜∗) ein maximal zerfallender Torus von CL˜∗(x s˜)
ist, gibt es y ∈ CL˜∗(x s˜)F∗ mit yx(T˜∗) = T˜∗. Daher kann ich annehmen, daß x ∈ NL˜∗(T˜∗)F liegt.
Aber dann ist xT˜∗ =: v ∈ W (L˜∗, T˜∗)F∗ , also liegt wW (L˜, T˜)F in CW (s˜)FW (L˜, T˜)F . Daraus folgt,
daß die Verzweigungsgruppe von (L˜, ζ˜ ) in (CW (s˜) ∩ NW (L˜))F/CW (L˜,T˜)(s˜)F enthalten ist. Umge-
kehrt läßt jedes w ∈ (CW (s˜)∩NW (L˜))F die rationale Familie E(L˜F , s˜) invariant. Weil ζ˜ der einzige
kuspidale Charakter in dieser Familie ist, muß w ζ˜ = ζ˜ gelten und die Behauptung folgt.
(ii) Es sei  die Teilmenge der Wurzeln von CL˜∗(s˜) bezüglich L˜∗, die in [Car85] auf Seite 319 zu
CL˜∗(s˜)
F∗ und λ definiert wird. Dabei werden, wenn α nicht F∗-stabil ist, alle Wurzeln der F∗-Bahn
von α ausgewählt. Dann wird die Verzweigungsgruppe von (CL˜∗(s˜), λ) von den ebenda definierten
Elementenwα¯ für α ∈  erzeugt. Insbesondere gibt es eine Teilmenge 1¯ von so, daß {wα¯ |α ∈ 1¯}
ein Coxeter-Erzeugendensystem der Verzweigungsgruppe von (CL˜∗(s˜), λ) ist. Es seien α ∈ 1¯ und
L˜α := 〈L˜,Uβ | ± β ∈ {α∨, F∗(α∨)}〉. Nach [Car85, 10.5.5] hat RCL˜∗α (s˜)CL˜∗ (s˜)λ genau zwei irreduzible
Konstituenten λα,1 und λα,2. Der Quotient der Grade dieser beiden Konstituenten ist der Parameter
pα, siehe [Car85, S.330]. Wegen der Kompatibilität von Jordan-Zerlegung und Deligne-Lusztig-In-
duktion sind die Jordan-Korrespondenten ζ˜α,1 und ζ˜α,2 von λα,1 beziehungsweise λα,2 die beiden
irreduziblen Konstituenten von RL˜αL˜ ζ˜ . Laut (3.1.7) ist
λα,1
λα,2
= ζ˜α,1
ζ˜α,2
, weshalb die Parameter zu α für
(CL˜∗(s˜), λ) und (L˜, ζ˜ ) gleich sind. Mit (i) folgt die Behauptung. 
BEMERKUNG: Aus (i) und (2.1.3) folgt, daß die Verzweigungsgruppe eine Coxeter-Gruppe ist. Das
ist nicht schwer zu sehen, aber etwas technisch. Weil das nach Lusztigs Satz ohnehin bekannt ist,
führe ich den Beweis nicht vor.
Es seien V ein KL˜F -Modul mit Charakter ζ˜ und V1 ein KCL˜∗(s˜)F
∗
-Modul mit Charakter λ. Da
die Endomorphismenringe von RG˜L˜ V und R
CG˜∗ (s˜)
CL˜∗ (s˜)V1 wegen (ii) isomorph sind, induziert Fitting-
Korrespondenz eine Bijektion zwischen den irreduziblen Konstituenten von RG˜L˜ ζ˜ und denen von
R
CG˜∗ (s˜)
CL˜∗ (s˜)
λ.
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(4.2.12) Vermutung
Der Isomorphismus zwischen den Endomorphismenringen kann so gewählt werden, daß die dadurch
gegebene Bijektion zwischen den irreduziblen Konstituenten von RG˜L˜ ζ˜ und denen von R
CG˜∗ (s˜)
CL˜∗ (s˜)
λ mit
der Jordan-Zerlegung von Charakteren übereinstimmt. 
Diese Vermutung wird durch Lusztigs Arbeit [Lus77] nahegelegt. Dort wird ein Vorläufer der
Jordan-Zerlegung für die klassischen Gruppen konstruiert, indem via Fitting-Korrespondenz die
Charaktere einer gegebenen Harish-Chandra-Serie mit denen der entsprechenden Harish-Chandra-
Serie des Zentralisators in Bijektion gebracht werden. Dabei zeigt er implizit (i) und (ii). Außerdem
beweist Lusztig dort, daß die Gradformel aus (3.1.7) und das Jordan-Kriterium für kuspidale Cha-
raktere für diese Bijektion gelten.
(4.2.13) Satz
Es sei ` linear für G˜. Dann haben E(G˜F , s˜) und E(G˜(s˜)F , 1) die gleichen `-modularen Zerlegungs-
matrizen. Wenn (4.2.12) gilt, haben auch E`(G˜F , s˜) und E`(G˜(s˜)F , 1) die gleichen `-modularen
Zerlegungsmatrizen.
Beweis: Aus der Parametrisierung der unipotenten Charaktere in [Car85, §13.8] folgt, daß die Cha-
raktere in E(CG˜∗(s˜)
F∗, 1) durch dieselben Symbole parametrisiert werden wie die Charaktere der
dualen Gruppe in E(G˜(s˜)F , 1). Es sei
E(CG˜∗(s˜)
F∗, 1)→ E(G˜(s˜)F , 1), µ 7→ µ˜
die Bijektion, die jedem Charakter µ den Charakter µ˜ zuordnet, der durch dasselbe Symbol gegeben
ist. Da am zugehörigen Symbol abgelesen werden kann, ob ein unipotenter Charakter kuspidal ist,
ist µ genau dann kuspidal, wenn µ˜ kuspidal ist. Es seien nun wieder L˜ eine rationale Standard-
Levi-Untergruppe von G˜ und λ ∈ E(CL˜∗(s˜)F∗, 1) ein kuspidaler Charakter. Laut (4.2.11)(i) ist
(CW (s˜) ∩ NW (L˜))F/CW (L˜,T˜)(s˜)F die Verzweigungsgruppe von (CL˜∗(s˜), λ). Genauso wie dort kann
man zeigen, daß dies auch die Verzweigungsgruppe von (L˜(s˜), λ˜) ist. Aus der Beschreibung der
Harish-Chandra-Induktion von kuspidalen unipotenten Charakteren in [FS86] folgt, daß die Ab-
bildung ˜mit Harish-Chandra-Induktion verträglich ist. Daher haben (L˜(s˜), λ˜) und (CL˜∗(s˜), λ) die
gleichen Parameter. Damit folgt aus [GH97, 8.2], daß E(G˜F , s˜) und E(G˜(s˜)F , 1) die gleichen
`-modularen Zerlegungsmatrizen haben. Daraus folgt mit [GH91, 6.3] die zweite Behauptung. Dort
wird vorausgesetzt, daß das Zentrum von G˜(s˜) zusammenhängend ist, aber das wird gar nicht benö-
tigt. Es reicht aus, daß CG˜(s˜)∗(t) = CG˜∗(s˜t) für alle t ∈ CG˜∗(s˜)F∗` zusammenhängend ist, und das ist
nach (2.3.2) der Fall, weil Z(G˜) zusammenhängend ist. 
Aus diesem Satz folgt nun, daß Donovans Vermutung für die isolierten Blöcke der symplektischen
und der speziellen orthogonalen Gruppen in linearer Charakteristik gilt. Um das zu beweisen, wird
noch ein Hilfsresultat über Charakterwerte benötigt.
(4.2.14) Bemerkung
Es sei s ∈ (G∗)F∗ ein quasi-isoliertes Element. Dann liegen die Werte der Charaktere aus E(GF , s)
in einer quadratischen Erweiterung von Q.
Beweis: Die quasi-isolierten Elemente in den klassischen Gruppen sind genau die Involutionen. Im
Fall G = SO2n+1(F) folgt daher aus (4.2.2), daß die Charakterwerte in Q liegen. Ab jetzt sei G
eine symplektische oder spezielle orthogonale Gruppe in gerader Dimension. Es sei t ∈ (G˜∗)F∗
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ein 2-Element, das unter einem zur Einbettung G → G˜ dualen Morphismus G˜∗ → G∗ auf s
abgebildet wird. Aus der Charakterformel [DM91, 12.2] folgt, daß die Galois-Konjugierten von
RG˜T˜ tˆ genau die R
G˜
T˜ tˆ
m mit ungeradem m sind. Da gerade Potenzen von t im Zentrum von G˜∗ lie-
gen, gilt RG˜T˜ tˆ
m = tˆm−1RG˜T˜ tˆ . Auf S.65 wurde gezeigt, daß die irreduziblen Charaktere von G˜F
durch ihre Vielfachheiten in den Deligne-Lusztig-Charakteren eindeutig bestimmt sind, woraus
folgt, daß die Galois-Konjugierten von χ˜ ∈ E(G˜F , t) die Charaktere tˆ2mχ˜ für m ∈ N0 sind. Es
sei nun χ ∈ E(GF , s). Nach [CE04, 15.6] gibt es einen Charakter χ˜ ∈ E(G˜F , t), der χ überla-
gert. Die Einschränkung von tˆ2 auf GF ist trivial, also liegen die Werte von ResG˜
F
GF χ˜ in Z. Wegen
[G˜F : GF Z(G˜)F ] = 2 ist die Einschränkung von χ˜ auf GF entweder gleich χ oder die Summe von
zwei irreduziblen Charakteren, und die Behauptung folgt. 
(4.2.15) Satz
Es sei ` eine ungerade Primzahl. Wenn (4.2.12) gilt, gibt es zu vorgegebenem Defekt δ nur endlich
viele Morita-Äquivalenzklassen von isolierten Blöcken von Gruppen aus
{SO2n+1(q), Sp2n(q), SO±2n(q) | n ∈ N, q Primzahlpotenz, ` - q(qm + 1) ∀m ∈ N},
deren Defekt δ ist.
Beweis: Es seien GF eine der oben angegebenen Gruppen und s ∈ (G∗)F∗ ein halbeinfaches,
quasi-isoliertes `′-Element. Nach [Gec93, Theorem A] bilden die Einschränkungen der Elemente
aus E(GF , s) auf die `-regulären Klassen ein Basissystem für die Brauer-Charaktere von E`(GF , s).
Wegen (4.2.14) liegen daher die Werte jedes Brauer-Charakters aus E`(GF , s) in einer quadrati-
schen Erweiterung von Q. Aus [HK00, 9.2] folgt damit, daß jeder isolierte Block von kGF über
F` 2 definiert ist. Jetzt folgt die Behauptung aus [HK00, 9.1], falls es eine Funktion f : N → N
gibt so, daß für jeden isolierten `-Block einer der oben angegebenen Gruppen vom Defekt δ alle
Cartan-Invarianten kleiner als f (`δ) sind. Wegen [HK05, 4.9] gibt es eine solche Funktion f0 für
die unipotenten `-Blöcke der betrachteten Gruppen.
Es sei B˜ ein isolierter Block von kG˜F vom Defekt δ, dessen Charaktere in E`(G˜F , s˜) liegen. Es
sei weiter B˜(s˜) der Jordan-Korrespondent von B˜. Weil ` ungerade ist, gibt es einen unipotenten
Block B˜(s˜)ad von kG˜(s˜)Fad so, daß B˜(s˜) isomorph zu kZ(G˜(s˜))F` ⊗k B˜(s˜)ad ist, siehe [CE04, 17.7].
Der Defekt von B˜(s˜)ad ist δ′ = δ − log` |Z(G˜(s˜)F` |. Aus der Beschreibung der Zentralisatoren in
§2.3 folgt, daß G˜(s˜)ad = G˜(s˜)+ × G˜(s˜)− ein direktes Produkt von zwei adjungierten Gruppen
von klassischem Typ ist. Also ist B˜(s˜)ad = B˜(s˜)+ ⊗k B˜(s˜)− ein Tensorprodukt von unipotenten
Blöcken von kG˜(s˜)F±. Da das Zentrum der symplektischen oder speziellen orthogonalen Gruppe
zu G˜(s˜)± höchstens Ordnung zwei hat, folgt wieder aus [CE04, 17.7], daß B˜(s˜)± isomorph zu
dem entsprechenden Block einer symplektischen oder speziellen orthogonalen Gruppe ist. Daher ist
die größte Cartan-Invariante von B˜(s˜)ad kleiner als f0(`δ
′
)2. Weil die Ordnung von Z(G˜(s˜))F` nach
Voraussetzung höchstens `δ ist, ist die größte Cartan-Invariante von B˜(s˜) kleiner als `δ f0(`δ
′
)2. Dies
gilt auch für B˜, denn B˜(s˜) und B˜ haben wegen (4.2.13) die gleichen Cartan-Matrizen.
Es seien nun B ein Block von kGF vom Defekt δˆ und BZ der Block von kZ(G˜)FGF , der
B überlagert. Weil der Schnitt von Z(G˜) und G eine 2-Gruppe ist, folgt aus (1.2.3), angewandt
auf Z(G˜)F × GF → Z(G˜)FGF , daß die größte Cartan-Invariante von BZ das |Z(G˜)F` |-fache
der größten Cartan-Invariante von B ist. Jeder B überlagernde Block von G˜F ist isoliert und hat
den gleichen Defekt wie BZ , also folgt aus (1.2.9), daß alle Cartan-Invarianten von BZ kleiner als
2`δˆ|Z(G˜)F` | f0(`δ′)2 sind. Dabei ist δ′ = δˆ+ log` |Z(G˜)F` |− log` |Z(G˜)(s˜)F` |. Aus der Beschreibung
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der Wurzeldaten der Zentralisatoren in §2.3.3 folgt, daß Z(G˜)F eine Untergruppe von Z(G˜(s˜))F ist,
also gilt δ′ ≤ δˆ. Daher leistet die Funktion f (m) := 2mmax1≤k≤m f0(k)2 das Gewünschte. 
(4.2.16) Korollar
Wenn (4.2.12) erfüllt ist, gilt Donovans Vermutung für die symplektischen und die speziellen ortho-
gonalen Gruppen in linearer Charakteristik.
Beweis: Wegen (4.2.1) brauchen außer den unipotenten und den isolierten Blöcken der speziellen
linearen und der symplektischen Gruppen nur noch die unipotenten Blöcke der vollen linearen und
der vollen unitären Gruppen betrachtet zu werden. Da die Charakteristik wegen [HK00, 6.1] für alle
auftretenden vollen unitären Gruppen ebenfalls linear ist, folgt die Behauptung aus den Sätzen 8.4,
8.8 und dem Hauptsatz aus [HK05] sowie (4.2.15). 
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A. Bezeichnungsindex
Allgemeines
|| Mächtigkeit der Menge 
bxc größte ganze Zahl ≤ x
dxe kleinste ganze Zahl ≥ x
` Primzahl
(K,O,k) `-modulares System
p Primzahl, p 6= `
q Potenz von p
d multiplikative Ordnung von q (mod `)
e multiplikative Ordnung von q2 (mod `)
Fq Körper der Ordnung q
F algebraischer Abschluß von Fq
(ε1, . . . , εn) Standardbasis von Zn
Jn (δi+ j,n+1)1≤i, j≤n , dabei: δi, j Kronecker-Deltafunktion
Diag(λ1, . . . , λn) (n × n)-Diagonalmatrix mit Einträgen λ1, . . . , λn∐
Koprodukt (bei Mengen: disjunkte Vereinigung)⊕
direkte Summe
ft
∏n
i=1(T − λi )(T − λ−1i ), t = (λ1, . . . , λn) ∈ (F∗)n
f ∗ T deg( f ) f (0)−1 f (T−1) §2.3.1
f − f (−T ) §2.3.1
F0(F) {T ± 1} ⊆ F[T ] §2.3.1
F1(F) { f ∈ F[T ] \ TF[T ] | f norm., irred. mit f = f ∗} \ F0(F) §2.3.1
F2(F) { f ∈ F[T ] \ TF[T ] | f normiert, irred. mit f 6= f ∗} §2.3.1
Fi Fi (Fq)
δ( f ) reduzierter Grad von f ∈ Fi (F) §2.3.1
φd d-tes Kreisteilungspolynom
Gruppen- und Darstellungstheorie
A-Mod Kategorie der A-Linksmoduln, A Ring
PIM projektiver, unzerlegbarer Modul
RadM Radikal des A-Moduls M
G endliche Gruppe
|g| Ordnung von g ∈ G
Gpi Menge der pi -Elemente von G für eine Primzahl pi
Gpi ′ Menge der pi ′-Elemente von G
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Cm zyklische Gruppe der Ordnung m
Sm symmetrische Gruppe auf m Punkten∑
g:G/H Summe über ein Vertretersystem von G/H
(χ, ψ)G Skalarprodukt der Charaktere χ und ψ von G
χV Charakter des Moduls V
Irr(G) irreduzible gewöhnliche Charaktere von G
Irr(G, b) {χ ∈ Irr(G) | eχb 6= 0}, dabei ist b ∈ Z(KG) idempotent
Irr(G, B) Charaktere von G, die im Block B liegen
BG(χ) Block von G, der χ ∈ Irr(G) enthält
bG(χ) Blockidempotent in OG von BG(χ)
δ(B) Defekt des Blockes B
IndGH Induktion von Darstellungen/Charakteren; H ≤ G
ResGH Restriktion von Darstellungen/Charakteren; H ≤ G
Resι Restriktion via Homomorphismus ι : G → H
(OG)D {x ∈ OG | dxd−1 ∀d ∈ D}
TrG/D Spurabbildung: TrG/D(x) =∑g:G/D gxg−1 für x ∈ (OG)D
Reduktive Gruppen
Gm (F∗, ·), aufgefaßt als algebraische Gruppe
Ga (F,+), aufgefaßt als algebraische Gruppe
G zusammenhängende reduktive Gruppe über F
Gad adjungierte Gruppe zu G
Gsc einfach zusammenhängende Gruppe zu G
G(m) Gm mit zyklischer Operation des Frobenius S. 56f
H0 Zusammenhangskomponente der 1 in H
G(s) duale Gruppe zu C0G∗(s) für s ∈ G∗ halbeinfach
F (verallgemeinerter) Frobenius-Endomorphismus von G (2.1.1)
HF Fixpunkte von F
HF F-Koinvarianten
εG (−1)σ(G), dabei ist σ(G) der Fq-Rang von G (3.1.7)
T maximaler Torus von G
Tφd maximaler φd-Teiltorus von T S. 59
(X,8, Y,8∨) Wurzeldatum von G bezüglich T
1 Basis von 8
8(G,S) Wurzeln von G bezüglich S
X (S) Charaktergruppe von S
W Weyl-Gruppe von G bezüglich T
W (G,S) Weyl-Gruppe von G bezüglich S
WI parabolische Untergruppe von W zu I ⊆ 1
sα Spiegelung in W zu zu α ∈ 8
w˙ Repräsentant in NG(T) von w ∈ W
LI Standard-Levi-Untergruppe von G zu I ⊆ 1 bezüglich T
Uα Wurzeluntergruppe zu α ∈ 8
G∗ zu G duale Gruppe (2.1.1)
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F∗ zu F dualer (verallgemeinerter) Frobenius von G∗ (2.1.1)
GLn volle lineare Gruppe in Dimension n §2.2.1
GUn(q) volle unitäre Gruppe in Dimension n über Fq2 §2.2.1
SOn spezielle orthogonale Gruppe in Dimension n §2.2.2, §2.2.4
SCln spezielle Clifford-Gruppe in Dimension n §2.2.2, §2.2.4
Spinn Spingruppe in Dimension n §2.2.2, §2.2.4
Sp2n symplektische Gruppe in Dimension 2n §2.2.3
CSp2n konforme symplektische Gruppe in Dimension 2n §2.2.3
PCSp2n projektive symplektische Gruppe in Dimension 2n §2.2.3
CSO2n konforme spezielle orthogonale Gruppe in Dimension 2n §2.2.4
PCSO2n projektive spezielle orthogonale Gruppe in Dimension 2n §2.2.4
C0W (t) Weyl-Gruppe von C
0
G(t) (2.3.1)
Darstellungstheorie endlicher reduktiver Gruppen
RGL Harish-Chandra- oder Deligne-Lusztig-Induktion (3.1.1)
RGL⊆P Deligne-Lusztig-Induktion (3.1.4)
sˆ Charakter von GF zu s ∈ (G∗)F∗ S. 55
E(GF , s) rationale Familie von Charakteren zu s ∈ (G∗)F∗ (3.1.5)
ψGs ψ
G
s : E(CG∗(s)F∗, 1)→ E(GF , s) Jordan-Zerlegung (3.1.7)
E(GF , `′)
⋃
s∈(G∗)F∗{p,`}′ E(G
F , s) S. 60
E`(GF , s)
⋃
t∈CG∗ (s)F∗ E(G
F , st) S. 58
ψ˜Gs „doppelte“ Jordan-Zerlegung: E`(G(s)F , s)→ E`(GF , s) S. 61
ψ˜Gs,1 E`(G(s)
F , 1)→ E`(GF , s), χ 7→ ψ˜Gs (sˆχ)
eG,s Idempotent zu E`(GF , s) S. 58
(G, χ) ≥d (K, ζ ) K d-zerfallende Levi-Untergruppe, (χ, RGK⊆Pζ )GF 6= 0 (3.2.4)
d transitiver Abschluß von ≥d (3.2.4)
RGKBKF (ζ ) Block zu (K, ζ ) (3.2.6)
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