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CANONICAL EXTENSION OF ENDOMORPHISMS OF TYPE III
FACTORS
MASAKI IZUMI
Abstract. We extend the notion of the canonical extension of automorphisms of
type III factors to the case of endomorphisms with finite statistical dimensions.
Following the automorphism case, we introduce two notions for endomorphisms of
type III factors: modular endomorphisms and Connes-Takesaki modules. Several
applications to compact groups of automorphisms and subfactors of type III factors
are given from the viewpoint of ergodic theory.
1. Introduction
The canonical extension of an automorphism of a type III factor gives rise to
a natural isomorphism from the automorphism group of the type III factor into
that of the crossed product by the modular automorphism group. Although the
notion itself had been known to specialists before, (e.g. [12]), the first systematic
analysis of the canonical extension was proposed and accomplished by U. Haagerup
and E. Størmer. In [21], [22], they introduced several classes of automorphisms of von
Neumann algebras and investigated their structure using the canonical extension.
One of the purposes of the present notes is to generalize the notion of the canonical
extension to an endomorphism whose image has a finite index [38], [60], [41]. Our
analysis is based on techniques of the common continuous decomposition of inclu-
sions and endomorphisms of type III factors, mainly developed by Ph. Loi [47], T.
Hamachi-H. Kosaki [25], [26], [27], R. Longo [49], [50], and H. Kosaki-R. Longo [44].
In [63], J. E. Roberts introduced an action of the dual object of a compact group on a
von Neumann algebra, now called a Roberts action, which is a functor from the cat-
egory of the finite dimensional unitary representations to that of the endomorphisms
of the von Neumann algebra. As several invariants of discrete group actions on type
III factors can be captured by the canonical extension [72], [65], it is natural to expect
that the canonical extension of endomorphisms plays an important role in the anal-
ysis of compact group actions through the dual Roberts actions. Indeed, we obtain
several new results on minimal actions of compact groups on type III factors. Study
of minimal actions of compact groups was initiated by S. Popa and A. Wassermann
using subfactor techniques developed in [61]. Interested readers are recommended to
consult [62] for related topics.
We introduce two new notions for endomorphisms corresponding to extended mod-
ular automorphisms and the Connes-Takesaki module in the automorphism case [11]:
modular endomorphisms and the Connes-Takesaki module of endomorphisms. As in
Work supported by Mathematical Sciences Research Institute.
1
2 MASAKI IZUMI
the case of extended modular automorphisms, a modular endomorphism carries a
unitary group valued cocycle of the flow of weights, and it gives rise to a Roberts
action of the dual object of the essential range of the cocycle, the notion developed
by G. Mackey and R. Zimmer [56], [80]. The dual actions of Roberts actions consist-
ing of modular endomorphisms provide a large variety of new examples of minimal
actions of compact groups on type III0 factors. Also, we give a strong constraint for
the possible types of an algebra-fixed point algebra pair for a minimal action of a
compact semisimple Lie group using these two notions.
In [80], Zimmer introduced the notion of extensions of ergodic transformation
groups with relatively discrete spectrum, which is a relative version of the notion of er-
godic transformations with pure point spectrum. It turns out that a non-commutative
generalization of this notion is closely related to modular endomorphisms (Theorem
5. 11), which may be expected because both objects are described in terms of cocy-
cles of ergodic transformation groups with values in compact groups. In particular,
we characterize a subfactor, not necessarily of a finite index, coming from an ergodic
extension of the flow of weights in terms of a group-subgroup subfactor (c.f. [23],
[24], [25], [26], [71]).
Our original purpose for introducing the canonical extension of endomorphisms is
to settle a problem left unsolved in [31]. When a type III factor and its subfactor
with a finite index have the common flow of weights, their “type II principal graph”
makes sense via the common crossed product decomposition [47], [44]. In [31], we
characterized the situation where the type II principal graph does not coincide with
the principal graph of the original subfactor for the case of IIIλ, λ 6= 0 factors.
Namely, the two graphs do not coincide if and only if some power of the canonical
endomorphism for the inclusion contains a non-trivial modular automorphism. It
would be tempting to conjecture that the same statement should be true in the
type III0 case if the modular automorphism is replaced with an extended modular
automorphism. However, it turns out that the right counterpart for our purpose is
a modular endomorphism (Theorem 3.7). One can observe a similar phenomenon in
the recent work of T. Masuda [57] (c.f. [43]).
Final part of this work was finished while the author stayed at MSRI, and he would
like to thank them for their hospitality. He also would like to thank T. Hamachi and
H. Kosaki for stimulating discussions. Some of the main results in this paper were
announced in [32].
2. Canonical Extension
First, we briefly summarize notation used in this paper. Our basic references are
[67] and [68] for Tomita-Takesaki theory, [41] for index theory of type III factors,
[35] for sector theory and infinite index inclusions, and [80] for cocycles of ergodic
transformation groups. Undefined terms and notations used in this paper should be
found in these references. We always assume that von Neumann algebras have sepa-
rable preduals, Hilbert spaces are separable, and locally compact groups are second
countable. Automorphisms and endomorphisms of von Neumann algebras are always
assumed to be ∗-preserving and unital. For a von Neumann algebraM , we denote by
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Aut(M), Int(M), and End(M) the sets of automorphisms, inner automorphisms, and
endomorphisms respectively. We denote by Out(M) and Sect(M) the sets of unitary
equivalence classes of automorphisms and endomorphisms respectively. A member in
Sect(M) is called a sector. For ρ, σ ∈ End(M), the intertwiner space from ρ to σ is
defined by
(ρ, σ) = {V ∈M ; V ρ(x) = σ(x)V }.
When M is a factor and ρ is irreducible, that is, ρ(M)′ ∩M = C1, (ρ, σ) is a Hilbert
space with the inner product
〈V1, V2〉1 = V ∗2 V1.
Every action of a topological group on a von Neumann algebra M is assumed to be
continuous with respect to the u-topology in Aut(M). For a group action α on M ,
Mα denotes the fixed point subalgebra of M under the action α. When M acts on a
Hilbert space H , we denote by πα the representation of M on L
2(G,H) defined by
πα(x)ξ(g) = αg−1(x)ξ(g), ξ ∈ L2(G,H).
We denote by l(g) and r(g) the left and right regular representations of G respectively.
For a weight ϕ onM or an operator valued weight fromM to a subalgebra, we denote
by mϕ and nϕ the domain of ϕ and the left ideal corresponding to mϕ as usual.
Let ϕ be a faithful normal semifinite weight on M . We denote by M˜ = M ⋊σϕ R
the crossed product of M by the modular automorphism group {σϕt }t∈R, which is the
von Neumann algebra generated by πσϕ(M) and the implementing one-parameter
unitary group {λϕ(t)}t∈R, where λϕ(t) = 1⊗ l(t). We often omit πσϕ when there is no
possibility of confusion. We denote by θ and τ the dual action of σϕ and the natural
trace constructed from the dual weight of ϕ on M˜ and the generator of {λϕ(t)}t∈R.
Then, the triple (M˜, θ, τ) does not depend on the choice of ϕ under the following
identification
λψ(t) = [Dψ : Dϕ]tλ
ϕ(t),
where ψ is another faithful normal weight on M and {[Dψ : Dϕ]t}t∈R is the Connes
cocycle derivative. As for the relationship between Aut(M) and Aut(M˜), we have
the following [22, Proposition 12.1]:
Proposition 2.1. Let M be a von Neumann algebra and ϕ be a faithful normal
semifinite weight on M . Then, for every automorphism α ∈ Aut(M), there exists a
unique automorphism α˜ ∈ Aut(M) satisfying
α˜(x) = α(x), x ∈M,
α˜(λϕ(t)) = [Dϕ · α−1 : Dϕ]tλϕ(t).
Moreover, the map α 7→ α˜ is a homomorphism from Aut(M) into Aut(M˜).
α˜ is called the canonical extension of α. The goal of this section is to introduce the
canonical extension of endomorphisms with finite statistical dimensions generalizing
the automorphism case.
LetM be an infinite factor. We denote by End(M)0 the set of endomorphisms ofM
with finite statistical dimensions. For ρ ∈ End(M)0, we denote by Eρ, φρ, and d(ρ),
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the minimal conditional expectation fromM onto the image of ρ [29], the standard left
inverse of ρ, and the statistical dimension of ρ, respectively: that is, φρ = ρ
−1 ·Eρ and
d(ρ) = [M : ρ(M)]
1/2
0 , where [M : ρ(M)]0 = Index Eρ is the minimum index of M ⊃
ρ(M). We denote by Sect(M)0 the unitary equivalence classes of the endomorphisms
in End(M)0. Sect(M) has three natural operations, forming a direct sum, composing
two endomorphisms (regarded as a product), and taking conjugation. The statistical
dimensions are additive, multiplicative, and invariant under these three operations
on Sect(M)0 respectively [29], [50], [39], [53]. Let M ⊃ N be an inclusion of type
III factors with a finite index. Then, we regard N˜ as a subalgebra of M˜ through the
identification λω·E(t) = λω(t), where E is the minimal expectation from M onto N
and ω is a faithful normal semifinite weight on N . We denote by E˜ the extension of E
to M˜ leaving λϕ0·E(t) fixed, which is a normal conditional expectation from M˜ onto
N˜ [44]. Even when M ⊃ N has an infinite index, if E is a unique normal conditional
expectation from M onto N , we use the same convention.
Before introducing the canonical extension, we need some preparation.
Definition 2.2. Let M be an infinite factor. A pair (ϕ, ρ) consisting of a faithful
normal semifinite weight ϕ on M and ρ ∈ End(M)0 is said to be an invariant pair if
the following hold:
ϕ · ρ = d(ρ)ϕ,
ϕ · Eρ = ϕ.
Note that the above conditions are equivalent to d(ρ)ϕ·φρ = ϕ, thanks to ρ·φρ = Eρ
and φρ · ρ = id.
Lemma 2.3. Let M be a type III factor. Then, the following hold:
(1) If ϕ is a faithful normal semifinite weight on M and ρ ∈ End(M)0, then ϕ · φρ
is a faithful normal semifinite weight on M .
(2) If (ϕ, ρ) is an invariant pair, then ρ commutes with σϕt for t ∈ R.
(3) Let ψ be a dominant weight (see [11] for the definition). Then, for every sector
in Sect(M)0, there exists a representative ρ ∈ End(M)0 such that (ψ, ρ) is an
invariant pair.
(4) Let ψ be a dominant weight on M and ρ ∈ End(M)0. If (ψ, ρ) is an invariant
pair, then there exist irreducible ρi ∈ End(M)0 and isometries Vi ∈ (ρi, ρ) i =
1, 2, · · · , n such that each Vi belongs to the centralizer Mψ and
ρ(x) =
n∑
i=1
Viρi(x)V
∗
i , x ∈M.
Moreover, each (ψ, ρi) is an invariant pair.
(5) Let ψ be a dominant weight and ρ1, ρ2 ∈ End(M)0. If (ψ, ρ1) and (ψ, ρ2) are
invariant pairs, then (ρ1, ρ2) is in the centralizer Mψ.
Proof. (1). Since ϕ · ρ−1 is a faithful normal semifinite weight on ρ(M), so is ϕ · φρ =
ϕ · ρ−1 · Eρ on M .
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(2). Let N = ρ(M) and ϕ0 be the restriction of ϕ to N , which is a faithful normal
semifinite weight on N by assumption. Then, we have
ϕ0 · ρ = d(ρ)ϕ,
ϕ0 · Eρ = ϕ.
Regarding ρ as an isomorphism from M to N , we get
ρ · σϕt = σϕ0t · ρ = σϕt · ρ.
(3). This is [35, Lemma 2.12].
(4). Let N = ρ(M) and ψ0 be the restriction of ψ to N . Then, we have common
continuous decomposition [47], [44]
M =Mψ ⋊θ0 R ⊃ N = Nψ0 ⋊θ0 R,
such that
M ∩N ′ = (Mψ ∩N ′ψ0)θ0 .
Therefore, each non-zero projection p ∈ M ∩ N ′ is equivalent to 1 in Mψ (more
strongly in Mθ0ψ ), and there exist isometries Vi ∈ Mψ, i = 1, 2, · · · , n such that each
pi = ViV
∗
i is a minimal projection in M ∩N ′ and {pi}ni=1 forms a partition of unity.
Setting ρi(x) = V
∗
i ρ(x)Vi, we get the first assertion. Since the minimal expectation
for piMpi ⊃ Npi is given by Eρ(x)pi/Eρ(pi), we have
Eρi(x) =
d(ρ)
d(ρi)
V ∗i ρ · φρ(VixV ∗i )Vi. =
d(ρ)
d(ρi)
ρi · φρ(VixV ∗i ), x ∈M,
thanks to the local index formula for the minimal conditional expectation [29] and
the fact that Ad(V ∗i ) is an isomorphism from piMpi ⊃ Npi to M ⊃ ρi(M). This
implies
φρi(x) =
d(ρ)
d(ρi)
φρ(VixV
∗
i ), x ∈M.
Thus,
d(ρi)ψ · φρi = d(ρ)ψ · φρ(Vi · V ∗i ) = ϕ(Vi · V ∗i ).
Since Vi is in the centralizer of ψ, this implies that (ψ, ρi) is an invariant pair.
(5). Thanks to (4), the general case is reduced to the case where ρ1 and ρ2 are
irreducible, and we make this assumption. If (ρ1, ρ2) = 0, we have nothing to prove,
and so we assume ρ1 = Ad(u) · ρ2 for some unitary u ∈ M . Since σψt commutes
with ρ1 and ρ2, σ
ψ
t (u) is proportional to u, and there exists a scalar c > 0 such that
σψt (u) = c
itu. However, the KMS condition and ψ · ρ1 = ψ · ρ2 imply c = 1, which
shows u ∈Mψ.
Now we introduce the canonical extension of an endomorphism.
Theorem 2.4. Let M be a type III factor and ϕ be a faithful normal semifinite
weight on M . Then, for every ρ ∈ End(M)0, there exists a unique endomorphism
ρ˜ ∈ End(M˜) satisfying
ρ˜(x) = ρ(x), x ∈M
ρ˜(λϕ(t)) = d(ρ)it[Dϕ · φρ : Dϕ]tλϕ(t).
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Under the identification λψ(t) = [Dψ : Dϕ]tλ
ϕ(t), ρ˜ does not depend on the choice of
the weight ϕ.
Proof. Let ψ be a dominant weight. First we assume that (ψ, ρ) is an invariant pair,
and N and ψ0 are as in the proof of Lemma 2.3, (4). Thanks to Lemma 2.3, (2), we
may consider ρ an isomorphism from M onto N intertwining σψ and σψ0 . Therefore,
ρ extends to an isomorphism ρ˜ from M˜ onto N˜ sending λψ(t) to λψ0(t). Since ψ
satisfies ψ = ψ0 · Eρ, we may regard N˜ as a subalgebra of M˜ identifying λψ0(t) with
λψ(t). We show that ρ˜ satisfies the required property. Indeed,
ρ˜(λϕ(t)) = ρ˜([Dϕ : Dψ]tλ
ψ(t)) = ρ([Dϕ : Dψ]t)λ
ψ(t).
Regarding ρ as an isomorphism from M onto N again, we have
ρ([Dϕ : Dψ]t) = [Dϕ · ρ−1 : Dψ · ρ−1]t = [Dϕ · ρ−1 · Eρ : Dψ · ρ−1 · Eρ]t,
and so
ρ˜(λϕ(t)) = [Dϕ · φρ : Dψ · φρ]tλψ(t) = d(ρ)it[Dϕ · φρ : Dϕ]tλϕ(t).
Now, we treat the general case. Thanks to Lemma 2.3, (3), it suffices to show the
statement for ρ1 = Ad(u) · ρ, where u is a unitary in M , and ρ and ψ are as before.
Indeed,
Ad(u) · ρ˜(λϕ(t)) = d(ρ)ituσϕ·φρt (u∗)λϕ·φρ(t)
= d(ρ)it[Dϕ · φρ ·Ad(u∗) : Dϕ · φρ]tλϕ·φρ(t)
= d(ρ)it[Dϕ · φρ1 : Dϕ]tλϕ(t).
Therefore, ρ˜1 := Ad(u) · ρ˜ has the desired property.
The same formula of the Connes cocycle as above also appears in [52].
We call the above ρ˜ the canonical extension of ρ. When, α is an automorphism,
the left inverse φα is nothing but the inverse of α. Therefore, our definition of the
canonical extension generalizes that in the automorphism case.
Let M ⊃ N be properly infinite von Neumann algebras. Then, the standard
representation ofM is automatically standard for N and the product of two modular
conjugation JNJM makes sense. The canonical endomorphism γ ∈ End(M) for the
inclusion M ⊃ N is defined by γ(x) = JNJMxJMJN ∈ N [48]. In general, modular
conjugations depend on the choice of natural cones. However, a different choice of
modular conjugations amounts to only a perturbation of γ by an inner automorphism
of N . Therefore, we call any endomorphism in End(M) of the form Ad(u) · γ with a
unitary u ∈ N the canonical endomorphism as well.
Proposition 2.5. Let M be a type III factor and ρ, µ ∈ End(M)0. Then, the fol-
lowing hold:
(1) (ρ, µ) ⊂ (ρ˜, µ˜).
(2) ρ˜ · µ = ρ˜ · µ˜.
(3) Let N be a subfactor of M with a finite index and γ be the canonical endomor-
phism for M ⊃ N . Then, γ˜ is the canonical endomorphism for M˜ ⊃ N˜ .
(4) τ · ρ˜ = d(ρ)τ .
CANONICAL EXTENSION OF ENDOMORPHISMS OF TYPE III FACTORS 7
(5) ρ˜ · θt = θt · ρ˜.
Proof. In the proof of Theorem 2.4, we have already shown that for ρ ∈ End(M)0
and a unitary u ∈M , we have
˜(Ad(u) · ρ) = Ad(u) · ρ˜.
Thus, in order to prove the statements we may replace ρ and µ with unitary equivalent
endomorphisms. Thanks to Lemma 2.3, (3), we may and do assume that (ψ, ρ) and
(ψ, µ) are invariant pairs, where ψ is a dominant weight. Therefore, we have
ρ˜(λψ(t)) = µ˜(λψ(t)) = λψ(t).
In this situation, (2), (4), and (5) are obvious and (1) follows from Lemma 2.3, (5).
To prove (3), we consider the common continuous decomposition of M ⊃ N . We
may and do assume that ψ is of the form ψ0 · E, where ψ0 is a dominant weight
on N and E is the minimal expectation from M to N . Then, we have the common
continuous decomposition
M =Mψ ⋊θ0 R ⊃ N = Nψ0 ⋊θ0 R.
Let τ0 be the trace whose dual weight is ψ. Then, thanks to [49, Section 4], the
canonical endomorphism of Mψ ⊃ Nψ0 scales τ0 by [M : N ]0. Let JMψ and JNψ0
be the modular conjugations of Mψ and Nψ0 , and γ0 be the corresponding canonical
endomorphism of Mψ ⊃ Nψ0 . To define the canonical endomorphism of M ⊃ N and
M˜ ⊃ N˜ , we utilize the modular objects of these algebras naturally coming from the
modular objects of Mψ and Nψ0 through the crossed products as computed in [18,
Lemma 2.8]. Let γ and γ1 be such canonical endomorphisms of M ⊃ N and M˜ ⊃ N˜
respectively. Then, (ψ, γ) is an invariant pair [31, Section 3]. On the other hand,
applying [31, Lemma 3.1] twice and using [18, Lemma 2.8] for the computation of
∆ψ and ∆ψ0 , we know that γ1 is an extension of γ leaving λ
ψ(t) invariant. Therefore,
γ1 coincides with the canonical extension of γ.
3. Modular endomorphisms
Let M be a type III factor and α be an automorphism of M . In [22, Proposition
5.4], it was shown that α˜ is inner if and only if α is the composition of an inner auto-
morphism with an extended modular automorphism. We adopt this property as the
definition of an endomorphism counterpart of an extended modular automorphism.
Definition 3.1. Let M be a type III factor and ρ ∈ End(M)0. We say that ρ is a
modular endomorphism if ρ˜ is an inner endomorphism, that is, there exist isometries
{Vi}ni=1 ⊂ M˜ with mutually orthogonal ranges and
∑n
i=1 ViV
∗
i = 1 such that
ρ˜(x) =
n∑
i=1
VixV
∗
i , x ∈ M˜.
The system of isometry {Vi}ni=1 satisfying the above condition is called an implement-
ing system for ρ˜.
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We denote by End(M)m the set of modular endomorphisms of M . Thanks to
Proposition 2.5, (1), an endomorphism unitary equivalent to a modular endomor-
phism is again a modular endomorphism, and so it makes sense to call a sector mod-
ular if its representatives are modular endomorphisms. We denote by Sect(M)m the
set of sectors of modular endomorphisms. It is also easy to see from Proposition 2.5,
(1), (2) that End(M)m is closed under forming a direct sum and a product of finitely
many elements. What is not clear for the moment is whether End(M)m is closed
under conjugation and irreducible decomposition, which will be shown later. The
number n of the isometries of the implementing system in Definition 3.1 is nothing
but d(ρ), which also will be shown later.
Let M be as above and Z(M˜) be the center of M˜ . Then, the restriction of θ
to Z(M˜) is an ergodic action of the real number group R. Thus, by Mackey’s point
realization theorem [54], there exist a standard Borel spaceXM , a probability measure
µM on XM , and an ergodic flow F
M on (XM , µM) such that Z(M˜) = L
∞(XM , µM)
and θt(f)(ω) = f(F
M
−tω) for f ∈ L∞(XM , µM), ω ∈ XM , t ∈ R. (For simplicity, we
often omit FM and denotes FM−tω just by ω · t). FM is called the smooth flow of
weights [11].
Let K be a compact group. A Borel map c : XM ×R −→ K is said to be a cocycle
of FM if for fixed s, t ∈ R, the cocycle relation
c(ω, s)c(ω · s, t) = c(ω, s+ t)
holds for almost all ω ∈ XM . Two cocycles agree on the outside of a null set are
identified as usual. We denote by Z1(FM , K) the set of all K-valued cocycles of FM .
Two cocycles c and c′ are said to be equivalent (or cohomologous) if there exists a
Borel map a : XM −→ K such that for fixed t ∈ R
c(ω, t) = a(ω)c′(ω, t)a(ω · t)−1
holds for almost all ω ∈ XM . A cocycle equivalent to a constant function e ∈ K is
said to be a coboundary. We denote by H1(FM , K) the set of equivalence classes
of K-valued cocycles of FM . For the significance of cocycles from the viewpoint of
Mackey’s notion of virtual groups, readers are refered to [56] and [80].
As Connes and Takesaki showed that the group of extended modular automor-
phisms divided by the inner automorphism group is isomorphic to H1(FM , U(1))
[11], we show that Sect(M)m is “isomorphic” to the union
⋃∞
n=1H
1(FM , U(n)) of the
unitary group U(n)-valued cohomology classes.
Let ρ ∈ End(M)m and {Vi}ni=1 be an implementing system for ρ˜. Since (id, ρ˜)
is globally preserved by θ, c(t)ij := V
∗
i θt(Vj) belongs to Z(M˜). c(t) = (c(t)ij) is
regarded as a U(n)-valued Borel function on XM × R.
Lemma 3.2. Let ρ and c(t) be as above. Then,
(1) c is a U(n)-valued cocycle of FM , whose cohomology class depends only on the
sector of ρ.
(2) Let c′ be a cocycle equivalent to c. Then, there exists an implementing system
{V ′i }ni=1 for ρ˜ such that c′(t)ij = V ′i ∗θt(V ′j ).
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Proof. (1). The cocycle relation of c follows from
n∑
j=1
c(s)ijθs(c(t)jk) =
n∑
j=1
V ∗i θs(VjV
∗
j θt(Vk)) = c(s+ t)ik.
Let {Wi}mi=1 ⊂ M˜ be another implementing system for ρ˜, and set aij = V ∗i Wj. Since
a(t) = (a(t)ij) is a matrix valued function that is unitary, we have n = m. Setting
b(t)ij = W
∗
i θt(Wj), we get
c(t)ij = V
∗
i θt(Vj) =
n∑
k=1,l
V ∗i WkW
∗
k θt(WlW
∗
l Vj) =
n∑
k=1,l
aikb(t)klθt(a
∗
jl),
which shows that b and c are equivalent. Let u be a unitary of M and ρ1 = Ad(u) ·ρ.
Then, {uVi}ni=1 is an implementing system for ρ˜1. Since u is fixed by θt, ρ1 gives the
same cohomology class as ρ.
(2). We take a U(n)-valued function f satisfying
c(t)ij =
n∑
k,l=1
fikc
′(t)klθt(f
∗
jl).
Then, V ′i :=
∑n
j=1 fjiVj has a desired property.
We introduce a map
δm : Sect(M)m −→
∞⋃
n=1
H1(FM , U(n))
sending [ρ] to [c] in the above lemma.
As described in [80, Section 2], Z1(FM , U(n)) has natural three operations in
analogous to the unitary representation theory of compact groups: direct sum c ⊕
c′, tensor product c ⊗ c′ and complex conjugate c. H1(FM , U(n)) inherits these
operations and we use the same notation for the cohomology classes as well.
Theorem 3.3. Let δm be as above and ρ1, ρ2 ∈ End(M)m. Then,
(1) δm is a bijection.
(2) We have δm([ρ1]⊕ [ρ2]) = δm([ρ1])⊕ δm([ρ2]).
(3) We have δm([ρ1][ρ2]) = δm([ρ1])⊗ δm([ρ2]).
(4) [ρ1] is the conjugate sector of [ρ2] if and only if δm([ρ1]) = δm([ρ2]). In particular,
Sect(M)m is closed under conjugation.
(5) δm is grade preserving in the sense that δm([ρ]) ∈ H1(FM , U(n)) if and only if
d(ρ) = n.
Proof. (1). First we show that δm is injective. Let ρ1, ρ2 ∈ End(M)m satisfying
δm([ρ1]) = δm([ρ2]). Then, thanks to Lemma 3.2, (2), there exist implementing
systems {V (1)i }ni=1 and {V (2)i }ni=1 for ρ˜1 and ρ˜2 respectively such that they give the
same cocycle. We set u =
∑n
i=1 V
(1)
i V
(2)
i
∗
, which is a unitary in M˜θ = M satisfying
ρ1 = Ad(u) · ρ2. This shows that δm is injective.
10 MASAKI IZUMI
Next we show that δm is surjective. Let ψ be a dominant weight on M and
M = Mψ ⋊θ0 R be the continuous decomposition. We take the trace τ0 on Mψ
whose dual weight is ψ, and take the implementing one-parameter unitary group
{u(s)}s∈R for θ0. We assume that Mψ acts on a Hilbert space H . Then, the Takesaki
duality theorem [58, Chapter I] implies that there exists an isomorphism Φ from M˜
to Mψ ⊗B(L2(R)) such that
Φ(x) = πθ0(x), x ∈ Mψ,
Φ(u(s)) = 1⊗ l(s),
Φ(λψ(t)) = 1⊗m(t),
where l(s) is the left regular representation of R and m(t) is the multiplication opera-
tor of e−its. Moreover, θt is identified with (θ0,t⊗Ad(r(t))) under Φ, or more precisely
we have Φ · θt = (θ0,t ⊗Ad(r(t))) · Φ. Using Φ, we identify the flow (Z(M˜), θ) with
(Z(Mψ ⊗ B(L2(R))), θ0 ⊗ Ad(r)) ∼= (Z(Mψ), θ0).
Let c ∈ Z1(FM , U(n)) be a given cocycle, where L∞(XM , µM) is understood as the
point realization of Z(Mψ). We take a system of isometries {Wi}ni=1 in Mψ satisfying∑n
i=1WiW
∗
i = 1 and set
W (t) =
n∑
i,j=1
c(t)ijWiθ0,t(W
∗
j ) ∈Mψ.
Then, W (t) is a unitary satisfying
W (s+ t) =
n∑
i,j,k=1
c(s)ikθ0,s(c(t)kj)Wiθ0,s+t(W
∗
j )
=
n∑
i,j,k=1
c(s)ikWiθ0,s(W
∗
k c(t)ljWlθ0,t(W
∗
j ))
= W (s)θ0,s(W (t)),
which means that W (t) is a θ0-cocycle. Since θ0 is stable [11, Theorem III.5.1], every
θ0-cocycle is a coboundary and there exists a unitary w such that W (t) = w
∗θ0,t(w).
Let Vi = wWi. Then, Vi is an isometry in Mψ satisfying
∑n
i=1 ViV
∗
i = 1 and
θ0,t(Vi) =
n∑
j=1
c(t)jiVj.
For x ∈Mψ we set,
ρ0(x) =
n∑
i=1
VixV
∗
i ,
φ0(x) =
1
n
n∑
i=1
V ∗i xVi,
and E0 = ρ0 ·φ0. Then, ρ0 is an endomorphism ofMψ commuting with θ0,t, φ0 is a left
inverse of ρ0 satisfying nτ0 ·φ0 = τ0, and E0 is a τ0-preserving conditional expectation
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from Mψ onto the image of ρ0. We introduce ρ ∈ End(M) that is an extension of ρ0
to M leaving u(t) invariant. Indeed, such ρ exists because the following hold:
Φ(ρ0(x)) =
n∑
i=1
(Vi ⊗ 1)Φ(x)(V ∗i ⊗ 1), x ∈Mψ,
Φ(u(t)) =
n∑
i=1
(Vi ⊗ 1)Φ(u(t))(V ∗i ⊗ 1).
In a similar way, we define a left inverse φ of ρ and a conditional expectation E from
M onto the image of ρ by the relations
Φ(φ(x)) =
1
n
n∑
i=1
(V ∗i ⊗ 1)Φ(x)(Vi ⊗ 1), x ∈M,
and E = ρ · φ. Note that ρ, φ, and E are extensions of ρ0, φ0, and E0 respectively.
We claim that [M : ρ(M)]0 = n
2, φ = φρ, E = Eρ, and (ψ, ρ) is an invariant pair.
Indeed, it suffices to show Index E = [M : ρ(M)]0 = n
2, and the other claims can be
shown easily. We define T ∈Mψ by
T =
√
n
n∑
i=1
ViVi.
Then, for x ∈Mψ and u(t), we have
T ∗E(Txu(t)) = T ∗E0(Tx)u(t) =
1
n
n∑
i,j=1
T ∗ViV
∗
j TxVjV
∗
i u(t)
=
n∑
i,j=1
V ∗i VjxVjV
∗
i u(t) = xu(t),
which shows {T} is a one-element Pimsner-Popa basis and Index E = T ∗T = n2
[60], [78]. To show that E is minimal, it suffices to show T ∗xT = n2E(x) for all x ∈
M ∩ρ(M)′ [78, Theorem 2.12.3]. Thanks to the Connes-Takesaki relative commutant
theorem [11, Theorem II.5.1], for x ∈M ∩ ρ(Mψ)′ we have
xij := V
∗
i xVj ∈M ∩M ′ψ = Z(Mψ),
and
x =
n∑
i,j=1
VixijV
∗
j .
Thus,
T ∗xT = n
n∑
i=1
xii = n
2E(x),
which shows the claims.
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Since (ψ, ρ) is an invariant pair, ρ˜ is an extension of ρ leaving λψ(t) invariant.
Therefore, we have
Φ(ρ˜(x)) =
n∑
i=1
(Vi ⊗ 1)Φ(x)(V ∗i ⊗ 1), x ∈ M˜,
which shows that ρ is a modular endomorphism carrying c.
(2) and (3) are easy, and (5) follows from the above proof.
(4). Assume that δm([ρ1]) = [c] and δm([ρ2]) = [c]. Let {Vi}ni=1 and {Wi}ni=1 be
implementing systems for ρ˜1 and ρ˜2 satisfying
θt(Vi) =
n∑
j=1
c(t)jiVj ,
θt(Wi) =
n∑
j=1
c(t)jiWj .
We define two isometries R and S by
R =
1√
n
n∑
i=1
ViWi,
S =
1√
n
n∑
i=1
WiVi.
R and S belong to M˜θ = M satisfying
R ∈ (id, ρ1 · ρ2)
S ∈ (id, ρ2 · ρ1)
S∗ρ2(R) = R
∗ρ1(S) =
1
n
.
Thus, [ρ1] = [ρ2] [50]. Since δm is a bijection, this also shows that [ρ] ∈ Sect(M)m
implies [ρ] ∈ Sect(M)m and δm([ρ]) = δm([ρ]).
The following is a useful criterion for an irreducible endomorphism to be modular.
Proposition 3.4. Let M be a type III factor.
(1) Let ρ ∈ End(M)0 be an irreducible endomorphism. If there exists a non-zero
element in (id, ρ˜), ρ is a modular endomorphism.
(2) Every irreducible component of a modular endomorphism is again a modular en-
domorphism. In particular Sect(M)m is closed under irreducible decomposition.
Proof. (1). First, we show that (id, ρ˜) contains at least one isometry if (id, ρ˜) 6= {0}.
Let PI(id, ρ˜) be the set of partial isometries in (id, ρ˜). Using the polar decomposition,
we know that PI(id, ρ˜) is not empty. We introduce an order into PI(id, ρ˜) as follows:
For two element v1, v2 ∈ PI(id, ρ˜), we say that v2 dominates v1 if the following holds
v1 = v2v
∗
1v1.
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Note that when this is the case, v∗1v1 ∈ Z(M˜), and v∗2v1 = v∗1v1, v2v∗1 = v1v∗1 hold.
We show that PI(id, ρ˜) is an inductively ordered set with this order. Let T be a
totally ordered subset of PI(id, ρ˜). Since {vv∗}v∈T and {v∗v}v∈T are increasing nets
of projections in Z(M˜) and M˜ , they converge to projections in Z(M˜) and in M˜
respectively in strong topology. We claim that the net {v}v∈T converges in strong
∗ topology. Let v1, v2 ∈ T with v2 dominating v1, and ξ be a vector in the Hilbert
space that M˜ acts on. Then,
||(v2 − v1)ξ||2 = 〈(v∗2v2 − v∗1v1)ξ, ξ〉,
||(v∗2 − v∗1)ξ||2 = 〈(v2v∗2 − v1v∗1)ξ, ξ〉.
Therefore, the strong ∗ limit exists, and it gives a majorant of T , which shows that
PI(id, ρ˜) is inductively ordered. Now, we apply Zorn’s lemma to PI(id, ρ˜) and take a
maximal element V ∈ PI(id, ρ˜). We show that V is an isometry. Suppose V ∗V 6= 1.
Since V ∗V ∈ Z(M˜) and θ acts on Z(M˜) ergodically, there exists some t ∈ R such
that θt(V
∗V )(1 − V ∗V ) 6= 0. Therefore, V1 := V + θt(V )(1 − V ∗V ) ∈ PI(id, ρ˜)
dominates V , which is contradiction. Thus, V is an isometry.
Let {Vλ}λ∈Λ be a maximal set of isometries in (id, ρ˜) with mutually orthogonal
ranges (such a set exists thanks to Zorn’s lemma again.), and let P =
∑
λ∈Λ VλV
∗
λ .
If P = 1, we are done, and so we assume P 6= 1. Let PIP⊥(id, ρ˜) be the subset of
elements in PI(id, ρ˜) with range projections orthogonal to P . We claim that there
exists a non-zero element in PIP⊥(id, ρ˜). Indeed, since (ρ˜, ρ˜)θ = (ρ, ρ) = C1, there
exists some t ∈ R such that (1−P )θt(P ) 6= 0, which shows that there exists non-zero
x ∈ (id, ρ˜) with (1− P )x 6= 0. Using the polar decomposition, we get the claim. We
introduce an order into PIP⊥(id, ρ˜) as before and take a maximal element W . Since
{Vλ}λ∈Λ is a maximal set, W is not an isometry, and we set W ∗W = z 6= 1. We claim
(1−P )(1−z) = 0. Indeed, by maximality ofW , (1−P )(1−z)x = (1−P )x(1−z) = 0
holds for x ∈ (id, ρ˜), and θt((1− P )(1− z))x = 0 for x ∈ (id, ρ˜) as well for all t ∈ R
because (id, ρ˜) is globally invariant under θ. Thus, we get
(
∨
t∈R
θt((1− P )(1− z)))x = 0, x ∈ (id, ρ˜).
Since (ρ˜, ρ˜)θ = C1, this implies (1− P )(1− z) = 0.
Let V ′λ = Vλ(1− z). Then, {V ′λ}λ∈Λ have mutually orthogonal ranges such that∑
λ∈Λ
V ′λV
′
λ
∗
= P (1− z) = (1− z).
Thus, we get
(M˜(1− z) ⊃ ρ˜(M˜)(1− z)) ∼= ((B(ℓ2(Λ))⊗ M˜(1− z)) ⊃ (C1⊗ M˜(1− z))).
Since there exists a conditional expectation from M˜ to ρ˜(M˜) satisfying the Pimsner-
Popa inequality [27], [60], Λ is a finite set, and we identify Λ with {1, 2, · · · , n}. We
take t ∈ R satisfying z1 := θt(z)(1 − z) 6= 0, and set Ω ⊂ XM to be the Borel subset
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corresponding z1. Let Ri = V
′
i z1, Si = θt(Vi)z1, i = 1, 2, · · ·n, and Sn+1 = θt(W )z1.
Then, {Ri}ni=1 ⊂ (id, ρ˜) and {Si}n+1i=1 ⊂ (id, ρ˜) satisfy
R∗iRj = δi,jz1, i, j = 1, 2, · · ·n,
n∑
i=1
RiR
∗
i = z1,
S∗i Sj = δi,jz1, i, j = 1, 2, · · · , n+ 1,
n+1∑
i=1
SiS
∗
i ≤ z1.
We set f = (fij) = (R
∗
iSj), which is regarded as an n by n+1 matrix-valued function
on Ω. However f satisfies
n∑
i=1
f ∗ijfik = δj,kz1, j, k = 1, 2, · · · , n+ 1,
which is contradiction. Thus, we conclude P = 1, and
ρ˜(x) =
∑
λ∈Λ
VλxV
∗
λ .
(2). Let ρ be a modular endomorphism with an implementing system {Vi}ni=1 for
ρ˜, and σ be an irreducible component of ρ. We take a non-zero element T ∈ (σ, ρ).
Thanks to Proposition 2.5, (1), T ∗Vi belongs to (id, σ˜), i = 1, 2, · · · , n. Since T ∗ =∑n
i=1 T
∗ViV
∗
i , there exists some i such that T
∗Vi is non-zero. Thus, σ is a modular
endomorphism thanks to (1).
Though it is shown in the above that Sect(M)m is closed under irreducible decom-
position, we have not given a criterion for a modular endomorphism to be irreducible,
or that of how to decompose it when reducible, in terms of ergodic theory yet. We
discuss this issue now.
Let X be a standard Borel space, µ be a probability measure on X , and G be a
locally compact group ergodically acting on (X, µ) as a non-singular transformation
group. For a compact group K, we define a K-valued cocycle c as in the case of
the flow. We denote by Kc the closed subgroup generated by the image of c. We
collect necessary results on cocycles from R. Zimmer’s fundamental paper [80, Part
I. Section 3] in the next theorem in order to introduce a few notions for cocycles.
Though Zimmer treated only the measure preserving case in [80], his argument works
for the non-singular case with a formal modification (see also [15]):
Theorem 3.5 (R. Zimmer). Let the notations be as above, and c ∈ Z1(G,K). Then,
the following hold:
(1) There exists a closed subgroup H ⊂ K such that c is equivalent to an H-valued
cocycle c′, and c′ is never equivalent to c′′ with Kc′′ a proper subgroup of H. H
is uniquely determined up to conjugacy. We call such c′ a minimal cocycle and
call H the minimal subgroup of c.
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(2) Let K1 be a compact group containing K. Then, if c is a minimal cocycle as a
K-valued cocycle, it is the case as a K1-valued cocycle.
(3) Let c be a minimal K-valued cocycle such that K = Kc, and π be a continuous
homomorphism from K to a compact group K1. Then, π ·c is a minimal cocycle.
(4) Let c be a minimal K-valued cocycle with K = Kc, and (π1, Hπ1), (π2, Hπ2) be
finite dimensional unitary representations of K. If a is a Borel map from X to
Hom(H1, H2) such that for every fixed k,
a(ω)π2(c(ω, k)) = π1(c(ω, k))a(ω · k),
holds for almost all ω ∈ X, then a is constant almost everywhere with the value
in (π1, π2).
We say that a closed subgroup K ⊂ U(n) is irreducible if the defining representa-
tion of K on Cn is irreducible.
Corollary 3.6. Let M be a type III factor and ρ be a modular endomorphism with
δm([ρ]) = [c]. Then, ρ is irreducible if and only if the minimal subgroup of c is
irreducible.
Proof. Thanks to theorem 3.3, it suffices to show that the minimal subgroup of c
is irreducible if and only if c is never equivalent to a direct sum of two cocycles.
Assume that the minimal subgroup of c is irreducible. If c were equivalent to c1⊕ c2,
ci ∈ Z1(G,U(ni)), i = 1, 2, with n1+n2 = n, c could be considered as a U(n1)×U(n2)-
valued cocycle, and the minimal subgroup of c would be conjugate to a subgroup of
U(n1) × U(n2) in U(n) thanks to Theorem 3.5, (2). This is contradiction and c is
never equivalent to a direct sum of two cocycles. The converse also follows from
Theorem 3.5, (2).
We end this section with giving an answer to the problem about the type II and
type III principal graphs described in Introduction.
Let M ⊃ N be an inclusion of type III factors of a finite index with the minimal
expectation E. We say that M and N has the common flow of weights if Z(N˜) =
Z(M˜). When this is the case, we have common central decomposition
(M˜ ⊃ N˜) =
∫ ⊕
XM
(M˜(ω) ⊃ N˜(ω))dµM(ω),
and we could define the type II principal graph for that of M˜(ω) ⊃ N˜(ω) for ω in a
conull set. However, it would be cumbersome to treat “measurable field of subfactors”
(though it should not be too hard to do so, c.f. [79].) Instead, we formulate the
problem using a global term. Let
N ⊂M ⊂M1 ⊂ · · ·Mn ⊂ · · ·
be the tower for N ⊂ M . Then, using the minimal conditional expectation in each
step, we have the “tower for the core inclusion” [44]:
N˜ ⊂ M˜ ⊂ M˜1 ⊂ · · · M˜n ⊂ · · · .
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We still denote by θ the natural extension of θ to M˜n leaving the Jones projections
fixed. Then, we have
Mn ∩M ′ = (M˜n ∩ M˜ ′)θ.
We say that graph change occurs if Z(M˜)∨(Mn∩M ′) does not coincides with M˜n∩M˜ ′
for some n. Let En be the minimal expectation from Mn onto Mn−1 and E˜n be the
natural extension of En to M˜n, which is a conditional expectation from M˜n onto
M˜n−1. Then, using En+1 and E˜n+1, we can show that Z(M˜)∨ (Mn ∩M ′) 6= M˜n ∩ M˜ ′
implies Z(M˜) ∨ (Mn+1 ∩M ′) 6= M˜n+1 ∩ M˜ ′. In a similar way using downward basic
construction and mirroring JM · JM , JM˜ · JM˜ , we can also show that graph change
occurs for M ⊃ N if and only if it occurs for M1 ⊃ M .
A modular endomorphism is said to be non-trivial if it is irreducible and not
equivalent to identity.
Theorem 3.7. Let M ⊃ N be an inclusion of type III0 factors with a finite index
and with the common flow of weights. Then, graph change occurs for M ⊃ N if and
only if a non-trivial modular endomorphism appears in some power of the canonical
endomorphism γ for M ⊃ N .
Proof. Assume that graph change occurs for N ⊂M . Taking sufficiently large n, we
may assume Z(M˜)∨ (M2n ∩M ′) 6= M˜2n ∩ M˜ ′. Let γ be the canonical endomorphism
for M ⊃ N . Then, thanks to Proposition 2.5, this is equivalent to
(γ˜n, γ˜n) 6= (γn, γn) ∨ Z(M˜).
Therefore, either of the following two holds: (i) γn contains two irreducibles ρ1, ρ2 ∈
End(M)0 such that [ρ1] 6= [ρ2] and (ρ˜1, ρ˜2) 6= {0}. (ii) γn contains an irreducible
ρ ∈ End(M)0 such that (ρ˜, ρ˜) 6= Z(M˜). Indeed, let {pi}ni=1 be a partition of unity
consisting of minimal projections in M ∩ γn(M)′. If
X ∈ (γ˜n, γ˜n) \ (γn, γn) ∨ Z(M˜),
there exist some i and j such that
piXpj ∈ (γ˜n, γ˜n) \ (γn, γn) ∨ Z(M˜).
If the irreducible components corresponding to pi and pj are different, (i) occurs. If
they are the same, (ii) occurs.
In the case (i), the Frobenius reciprocity implies (id, ρ˜2 · ρ1) 6= {0} (though M˜ is
not a factor, the argument in [33, Section 2] works). Thanks to Lemma 3.3, this
shows that ρ2 · ρ1, which is contained in γ2n, contains a modular endomorphism.
Since ρ2 · ρ1 does not contain identity, it is indeed a non-trivial one.
In the case (ii), we take X ∈ (ρ˜, ρ˜) \ Z(M˜). Let R ∈ (id, ρ · ρ), R ∈ (id, ρ · ρ) be
isometries satisfying the usual relation [50]
R∗ρ(R) = R
∗
ρ(R) =
1
d(ρ)
.
Then, XR ∈ (id, ρ˜ · ρ). Let σ be an irreducible sector contained in ρ · ρ that is not
equivalent to identity, and {Y (σ)i}ki=1 be a basis of (σ, ρ · ρ). If Y (σ)∗iXR ∈ (id, σ˜) is
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not zero for some i, we are done thanks to Lemma 3.3. Thus, we assume Y (σ)∗iXR =
0 for every σ not equivalent to identity. This would imply that RR
∗
XR = XR.
However, since ρ(R) commutes with X , we would get
X = d(ρ)ρ(R∗)XR = d(ρ)ρ(R∗)RR
∗
XR = R
∗
XR ∈ Z(M˜),
which is contradiction. Thus, ρ ·ρ contains a non-trivial modular endomorphism, and
so does γ2n.
The converse can be shown easily.
Remark 3.8. For a type IIIλ, 0 < λ ≤ 1 factor, the flow is a transitive and every
U(n)-valued cocycle is equivalent to a direct sum of U(1)-valued cocycles that come
from homomorphisms from the stabilizer subgroup of a point [56], Z for λ 6= 1 and R
for λ = 1. This means that every modular endomorphism is decomposed into usual
modular automorphisms. Therefore, the above theorem generalizes the previous one
obtained in [31, Theorem 3.5].
There exist plenty of examples in the type III0 case, where higher dimensional non-
trivial modular endomorphisms appear in the canonical endomorphisms (see Section
5 and Proposition A.5 ).
4. Connes-Takesaki modules
For a type III factorM , we denote by Aut(FM) the set of automorphisms of Z(M˜)
that commute with the restriction of θ to Z(M˜). For an automorphism α of M , the
restriction of α˜ to Z(M˜) belongs to Aut(FM), which is called the Connes-Takesaki
module of α. This correspondence gives a homomorphism
mod : Aut(M) −→ Aut(FM),
which is called the fundamental homomorphism. (Though the original definition of
Connes and Takesaki looks different from ours [11], this is an equivalent description
of it.) The purpose of this section is to introduce the Connes-Takesaki module for
endomorphisms.
Definition 4.1. Let M be a type III factor and ρ ∈ End(M)0. We say that ρ has
a Connes-Takesaki module if M ⊃ ρ(M) has the common flow of weights. When ρ
has a Connes-Takesaki module, we denote by mod(ρ) the restriction of ρ˜ to Z(M˜).
mod(ρ) ∈ Aut(FM) is called the Connes-Takesaki module of ρ.
We denote by End(M)CT (respectively End(M)tr) the set of endomorphisms in
End(M)0 with Connes-Takesaki modules (respectively trivial Connes-Takesaki mod-
ules). Note that mod(ρ) depends only on the sector of ρ. We denote by Sect(M)CT
and Sect(M)tr the corresponding subsets of Sect(M)0.
Proposition 4.2. Let M be a type III factor. Then,
(1) If ρ1, ρ2 ∈ End(M)0 have Connes-Takesaki modules, then so does ρ1 · ρ2 and
mod(ρ1 · ρ2) = mod(ρ1) ·mod(ρ2).
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(2) Let ρ, ρi ∈ End(M)0, i = 1, 2, · · · , n, satisfying [ρ] = ⊕ni=1[ρi]. Then, ρ has a
Connes-Takesaki module if and only if each ρi does and mod(ρi) does not depend
on i. When it is the case, mod(ρ) = mod(ρi).
(3) ρ ∈ End(M)0 has a Connes-Takesaki module if and only if the conjugate ρ does.
When it is the case, mod(ρ) = mod(ρ)−1.
(4) Every modular endomorphism has a trivial Connes-Takesaki module.
(5) Let N ⊂ M be a subfactor with a finite index. If M and N have the common
flow of weights, then the canonical endomorphism γ for M ⊃ N has a trivial
Connes-Takesaki module.
Proof. (1). This is trivial.
(2). We take isometries Vi ∈ (ρi, ρ) satisfying
ρ(x) =
n∑
i=1
Viρi(x)V
∗
i , x ∈M.
Assume ρ ∈ End(M)CT . Thanks to Lemma 2.4, (1), we have
ρ˜i(z) = V
∗
i ρ˜(z)Vi = ρ˜(z), z ∈ Z(M˜),
which shows that ρi ∈ End(M)CT for every i and mod(ρi) does not depend on i.
Next we assume that ρi ∈ End(M)CT for every i and mod(ρi) does not depend on i,
which is denoted by ν. Then,
ρ˜(z) =
n∑
i=1
Viρ˜i(z)V
∗
i =
n∑
i=1
ν(z)ViV
∗
i = ν(z), z ∈ Z(M˜),
which shows ρ ∈ End(M)CT .
(3). Since M ⊃ ρ(M) is the dual inclusion of M ⊃ ρ(M), the first part is obvious.
The second part follows from (1) and (2) because ρ · ρ contains identity.
(4). This follows from the definition of modular endomorphisms.
(5). This follows from Proposition 2.5, (3).
Let M ⊃ N be an inclusion of type IIIλ, 0 < λ < 1 factors with a finite index, and
E be the minimal expectation from M onto N . We say that M ⊃ N has common
discrete decomposition if there exist an inclusion of type II∞ factors P ⊃ Q with a
finite index, a minimal expectation E0 from P to Q preserving the trace, and a trace
scaling automorphism θ0 of P globally preserving Q such that
(M ⊃ N) ∼= (P ⋊θ0 Z ⊃ Q⋊θ0 Z).
Note that in [47], common discrete decomposition with respect to any faithful normal
expectation is discussed, while here we consider the minimal expectation only.
The following lemma is standard and we omit the proof.
Lemma 4.3. Let M ⊃ N be an inclusion of type IIIλ, 0 < λ < 1 factors with a
finite index, and E be the minimal expectation from M to N . Then, the following
are equivalent:
(1) M ⊃ N has common discrete decomposition.
(2) M ⊃ N has the common flow of weights.
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(3) For some (and any) generalized trace ψ0 on N (see [5] for the definition, it is
also called λ-trace in [67]), ψ0 · E is a generalized trace on M .
Corollary 4.4. Let M be a type IIIλ, 0 < λ < 1, factor, and ρ ∈ End(M)0. Then,
(1) If ρ is irreducible, ρ has a Connes-Takesaki module.
(2) M ⊃ ρ(M) has common discrete decomposition if and only if ρ has a Connes-
Takesaki module, which is further equivalent to that every irreducible component
of ρ has the same Connes-Takesaki module.
Proof. (1). This follows from the condition (3) of Lemma 4.3. (2). This follows from
Proposition 4.2, (2) and Lemma 4.3.
Let M be a type IIIλ factor, 0 < λ < 1, and ψ be a generalized trace on M . We
set T = −2π/ log λ. Then, the modular automorphism group {σψt }t∈R has period
T and we consider σψ an action of T := R/TR. We denote by M̂ the crossed
product M ⋊σψ T, which is a type II∞ factor generated by a copy of M and the
implementing unitary representation {λψd (t)} of T. If ϕ is another weight on M
satisfying [Dϕ : Dψ]T = 1, {[Dϕ : Dψ]t} is a σψ-cocycle as a T action, and we
identify [Dϕ : Dψ]tλ
ψ
d (t) with λ
ϕ
d (t). We denote by τd and θd the natural trace on M̂
and the dual action of σψ respectively. In analogous to the canonical extension, we
can construct a functor from End(M)tr to End(M̂)0. Note that thanks to Proposition
4.2, End(M)tr is a full subcategory of End(M)0.
Proposition 4.5. Let M be a type IIIλ factor and ψ be a generalized trace. Then,
for every ρ ∈ End(M)tr, there exists a unique endomorphism ρ̂ ∈ End(M̂) satisfying
ρ̂(x) = ρ(x), x ∈M
ρ̂(λψd (t)) = d(ρ)
it[Dψ · φρ : Dψ]tλψd (t).
Moreover, for ρ, µ ∈ End(M)tr, the following hold:
(1) (ρ, µ) ⊂ (ρ̂, µ̂).
(2) ρ̂ · µ = ρ̂ · µ̂.
(3) Let N be a subfactor of M with a finite index and γ be the canonical endomor-
phism for M ⊃ N . If M ⊃ N has common discrete decomposition, then, γ̂ is
the canonical endomorphism for M̂ ⊃ N̂ .
(4) τd · ρ̂ = d(ρ)τd.
(5) ρ̂ · θd = θd · ρ̂.
Proof. Since the center of M˜ is generated by λψ(T ), we have ρ˜(λψ(T )) = λψ(T ) by
assumption, which implies
[Dd(ρ)ψ · φρ : Dψ]T = 1.
Therefore, there exists a unitary u ∈ M such that d(ρ)ψ · φρ = ψ · Ad(u) thanks to
[5, The´ore`me 4.3.2]. This means that (ψ,Ad(u) · ρ) is an invariant pair. The rest of
the proof is the same as those of Theorem 2.4 and Proposition 2.5 if the dominant
weight is replaced with the generalized trace.
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We end this section with a remark on the type II∞ case.
Remark 4.6. Let M be a type II∞ factor and τ be a faithful normal semifinite trace
on M . Then, the canonical extension and the Connes-Takesaki modules make sense
for M as well. We introduce a scalar valued module Mod(ρ) of ρ ∈ End(M)0 by
τ · ρ = d(ρ)Mod(ρ)τ.
Note that every inclusion of type II∞ factors with a finite index comes from the tensor
product of a common type I factor and an inclusion of II1 factors. Therefore, the
restriction of τ to the image of ρ is a semifinite trace and the above definition makes
sense. The center of M˜ is generated by λτ (t), and we have
ρ˜(λτ (t)) = d(ρ)it(
dτ · φρ
dτ
)itλτ (t) = Mod(ρ)−it(
dτ · Eρ
dτ
)itλτ (t).
This means that ρ has a Connes-Takesaki module if and only if Eρ is trace preserving.
When this is the case, we have
mod(ρ)(λτ (t)) = Mod(ρ)−itλτ (t).
Therefore, Proposition 4.2, (2) implies that M ⊃ ρ(M) is an extremal inclusion (see
[60] for the definition) if and only if each irreducible component of ρ has the same
Mod.
5. Minimal Actions of Compact Groups
In this section, we investigate the structure of minimal actions of compact groups
on type III factors applying our machinery to the corresponding Roberts actions.
Modular endomorphisms and the Connes-Takesaki modules for endomorphisms pro-
vide new invariants for minimal actions of compact groups through Roberts actions.
5.1. Minimal actions as dual actions. Let K be a compact group and Rep(K)
be the tensor category of finite dimensional unitary representations of K. Roughly
speaking, a Roberts action of the dual of K on a von Neumann algebra N is a functor
from a (sufficiently big) subcategory R of Rep(K), (called a ring in [58]), to End(N)0,
where the set of arrows from ρ1 ∈ End(N)0 to ρ2 ∈ End(N)0 is (ρ1, ρ2). For the precise
definition of the Roberts action and the crossed product by it, we refer to [63] and
[58] (see also [13]). For each equivalence class of irreducible representations of K, we
choose a representative (π,Hπ), and denote by K̂ the collection of them. We always
assume thatR contains every member of K̂ and its complex conjugate representation.
We often omit to specify R in a Roberts action, and say “a Roberts action of K̂”
if there is no possibility of confusion (although it is a bit sloppy terminology). For
(π1, Hπ1), (π2, Hπ2) ∈ R, we denote by (π1, π2) the set of K-homomorphisms from
Hπ1 to Hπ2, that is, the set of arrows from π1 to π2.
Let M be a factor and α be an action of K on M . α is said to be minimal if α
is faithful and the relative commutant M ∩Mα′ of the fixed point subalgebra Mα is
trivial [62]. Note that when α is minimal in our sense, the crossed product M⋊αK is
automatically a factor isomorphic to Mα ⊗B(L2(K)). Indeed, to show this, we may
assume that Mα is infinite by taking tensor product with a type I factor if necessary.
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Then, a similar argument as in [2, Lemma III.3.4] implies that for each irreducible
representation π of K, there exists a Hilbert space Hπ in M that is globally invariant
under α such that the restriction of α to Hπ is equivalent to π. Therefore, [63,
Proposition 6.9] implies the claim.
More strongly, [63, Theorem 6.5] shows that M is the crossed product N ⋊β K̂
by some Roberts action β, and that α is its dual action β̂, where N = Mα. The
relationship between βπ and Hπ is as follows: Let {W (π)}d(π)i=1 be an orthonormal
basis for Hπ, where d(π) is the dimension of π. Then, βπ ∈ End(N)0 is given by
βπ(x) =
d(π)∑
i=1
W (π)ixW (π)
∗
i , x ∈ N.
On the other hand, Hπ is recovered from βπ via
Hπ = {W ∈M ; Wx = βπ(x)W, x ∈ N}.
Note that β is uniquely determined up to equivalence defined in [63, Definition 5.6].
We will use these notations throughout this section whenever a minimal action α
of a compact group K on a factor M is given.
Lemma 5.1. Let N be an infinite factor, and β be a Roberts action of K̂ on N .
Then, the dual action of β is minimal if and only if βπ is irreducible for every irre-
ducible representation (π,Hπ) ∈ K̂.
Proof. We set M = N ⋊β K̂, α = β̂, and
E(x) =
∫
K
αk(x)dmK(k), x ∈M,
where mK is the Haar measure of K. Let {W (π)i}d(π)i=1 be as above. For x ∈ M , we
define x(π)i ∈ N by
x(π)i = d(π)E(W (π)ix).
Then, x has the following formal expansion (see [35, Section 3]):
x“ = ”
∑
(π,Hpi)∈K̂
d(π)∑
i=1
W (π)∗ix(π)i.
More precisely, the above summation converges in the GNS Hilbert space topology
with respect to an α-invariant normal state, and {x(π)i} completely determines x.
Using this expansion, we can see that x ∈ M ∩ N ′ if and only if x(π)i ∈ (id, βπ).
Therefore, α is minimal if and only if βπ does not contain identity for every non-trivial
irreducible representation π. However, the latter is equivalent to the statement that
βπ is irreducible for very irreducible π thanks to the Frobenius reciprocity for the
usual compact group representations and that of sectors [34].
Let {u(k)}k∈K be an α-cocycle. We denote by αu the perturbation Ad(u(k)) · αk
of α by the cocycle u. α is called stable if every α-cocycle is a coboundary.
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The following statements are probably well-known among specialists, and actually
some of them already exist in the literature. However, since we cannot find complete
proofs in the literature, we provide them here for convenience of readers.
Proposition 5.2. Let α be a minimal action of a compact group K on a factor M .
We denote by E the unique normal conditional expectation from M ontoMα obtained
by taking average over K. Then, the following hold:
(1) Every cocycle perturbation of α is again minimal.
(2) If M is of type II1, so is M
α. α is stable in this case [76, Theorem 12].
(3) If M is of type II∞, so is M
α. α is stable in this case.
(4) If M is of type III0, M
α is of type III. α is stable in this case (more generally,
α is stable whenever Mα is of type III).
(5) M is of type IIIλ, λ 6= 0 and Mα is of type II, if and only if the center of αK
contains the modular automorphism group {σϕ·Et }t∈R, for some faithful normal
semifinite weight ϕ on Mα (which is actually a trace if this is the case). α is
not stable in this case.
Proof. (1). First we claim that the second dual action α⊗Ad(r) on M ⊗B(L2(K))
is minimal whenever α is so. To show the claim, we may assume that Mα is infinite
as usual. Thus, we have a Hilbert space Hπ in M for each (π,Hπ) ∈ K̂ as before.
This implies that there exists a Hilbert space H in M such that the restriction of α
to H is equivalent to the regular representation. Therefore, (M,α) is conjugate to
(M⊗B(L2(K)), α⊗Ad(r)), which shows the claim. Let αu be a cocycle perturbation
of α. Since M ⋊α K ⊂ M ⊗ B(L2(K)) is an irreducible inclusion and there exists a
projection p ∈ M ⋊α K such that
(Mα
u ⊂M) ∼= (p(M ⋊α K)p ⊂ p(M ⊗B(L2(K)))p),
which shows that αu is minimal.
(2),(3). The first part is easy. Stability in these two cases (and the case (4) as
well) follows from (1) and Connes’ 2 by 2 matrix trick [9].
(4). We show that if Mα is of type II, M is either of type II or of type IIIλ,
λ 6= 0. Let τ be a faithful normal semifinite trace on Mα. Then, the centralizer
Mτ ·E is an intermediate subfactor between M
α and M , and in particular Mτ ·E is a
factor. Therefore, the Connes spectrum Γ(στ ·E) coincides with the Arveson spectrum
Sp(στ ·E) [5], [67]. Thus, M is either of type II or type IIIλ, λ 6= 0 depending on the
period of the modular automorphism group {στ ·Et }t∈R.
(5). Note that part of the proof has been already done in the above. Assume
that αK contains {σϕ·Et }t∈R, for some faithful normal semifinite weight ϕ on Mα.
Then, the centralizer Mϕ·E is an intermediate subfactor of M
α ⊂ M . Let F be the
restriction of E to Mϕ·E, which is a normal conditional expectation from Mϕ·E to
Mα. Since the restriction of ϕ · E to Mϕ·E is nothing but ϕ · F and it is semifinite,
Mϕ·E is of type II, and so is M
α as well because σϕ·F is trivial. This finishes the
proof of the first statement.
Now, we show that α is not stable in the above situation with type III M . First
we assume that Mα is of type II∞. Let p ∈ Mα be a non-zero finite projection, and
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V ∈ M be an isometry satisfying V V ∗ = p. We set u(k) = V ∗αk(V ), which is an
α-cocycle. It is easy to show that Mα
u
is finite and u is not a coboundary. When
Mα is of type II1, a similar construction identifying M with a corner of M ⊗ B(H)
works.
Remark 5.3. In the above situation, assume that Mα is of type II∞ with a faithful
normal trace τ . Then, the type of M (or the period of {στ ·E}t∈R) is completely
determined by Mod(βπ) for the Roberts action β satisfying M = M
α ⋊β K̂, where
Mod is the scalar Connes-Takesaki module introduced in Remark 4.6. Indeed, as in
[35, Section 3], we can obtain the action of the modular automorphism group on Hπ
as follows:
στ ·Et (W ) = Mod(βπ)
itW, W ∈ Hπ.
It is possible to show that the canonical extension gives continuous homomorphism
from Aut(M) to Aut(M˜) in the u-topologies in the same spirit of the Cones-Takesaki’s
proof of continuity of the fundamental homomorphism [11]. However, we just mention
here that when α is an action of a locally compact group G on M with a faithful
normal invariant state, then it is particularly easy to show that G ∋ g 7→ α˜g is
continuous. On the other hand, when β is a Roberts action of K̂ on a factor N ,
Proposition 2.5 shows that β extends to β˜ on N˜ via the canonical extension.
Lemma 5.4. Let α be an action of a compact group K on a factor M , and E be the
normal conditional expectation from M onto N := Mα given by the average of αk
over K. We regard N˜ as a subalgebra of M˜ identifying λϕ0(t) with λϕ0·E(t), where
ϕ0 is a faithful normal semifinite weight on N˜ . Then,
(1) The fixed point subalgebra of M˜ under α˜ coincides with N˜ .
(2) When α is a minimal action that is the dual action of a Roberts action β of K̂
on N . Then, M˜ is naturally isomorphic to N˜ ⋊β˜ K̂.
Proof. (1). We set ϕ = ϕ0 · E. Let E˜ be the normal conditional expectation from
M˜ onto the fixed point subalgebra of M˜ under α˜ obtained by average of α˜k over K.
Since α˜k leaves λ
ϕ(t) fixed for all k ∈ K and t ∈ R, the image of E˜ coincides with N˜ .
(2). Let ψ0 be a dominant weight on N , and ψ = ψ0 ·E. For each βπ, (π,Hπ) ∈ K̂,
we may and do assume that (ψ0, βπ) is an invariant pair thanks to Lemma 2.3, (3).
Then, the modular automorphism group {σψt }t∈R acts on Hπ trivially [35, Section 3]
and β˜π leaves λ
ψ0(t) invariant. Therefore, β˜π is given by
β˜π(x) =
d(π)∑
i=1
W (π)ixW (π)
∗
i , x ∈ N˜.
Thus, (1) and [63, Theorem 6.5] imply that M˜ = N˜ ⋊β˜ K̂ and α˜ is the dual action
of β˜.
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5.2. A Roberts action of modular endomorphisms. The purpose of this sub-
section is to show how a system of modular endomorphisms gives rise to a Roberts
action, and to see the structure of its dual action. There are two options to do so, (of
course they are essentially the same), and we start with the one using the minimal
subgroup of a cocycle.
Let N be a type III factor and D ⊂ End(N)m be a countable family of modular
endomorphisms of N . By adding new endomorphisms to D if necessary, we may and
do assume the following conditions:
(i) D is closed under taking a product of any two members in D.
(ii) For every pair ρ1, ρ2 ∈ D there exists ρ ∈ D such that [ρ1]⊕ [ρ2] = [ρ].
(iii) If σ ∈ End(N)0 is contained in ρ ∈ D, there exists an endomorphism in D that
is equivalent to σ.
(iv) Every ρ ∈ D has conjugate (up to equivalence) in D.
For each ρ ∈ D we choose cρ ∈ Z1(FN , U(d(ρ))) satisfying δm([ρ]) = [cρ], and set
K1 =
∏
ρ∈D
U(d(ρ)),
c = (cρ)ρ∈D ∈ Z1(FN , K1),
where U(n) is the unitary group. Thanks to Theorem 3.5, we may and do assume
that c is already a minimal cocycle. We denote by K the minimal subgroup of c.
Let (πρ, Hπρ) be the representation of K on Hπρ = C
d(ρ) that is the projection
onto the ρ-component. Then, we have cρ = πρ · c. We denote by R the collection of
(πρ, Hπρ), ρ ∈ D.
Now, we construct a Roberts action β of R on N sending πρ to ρ. Thanks to
Lemma 3.2, (2), we can choose an implementing system {V (ρ)i}d(ρ)i=1 for ρ˜ giving cρ.
Let Kρ be the linear span of {V (ρ)i}d(ρ)i=1 , which is a Hilbert space in N˜ . For ρ1, ρ2 ∈ D,
we denote by Kρ2K∗ρ1 the linear span of elements of the form V2V ∗1 , V1 ∈ K1, V2 ∈ K2,
which is naturally identified with Hom(Kρ1 ,Kρ2) and Hom(Hπρ1 , Hπρ2 ). Since (ρ1, ρ2)
is the fixed point subset of Kρ2K∗ρ1 under θ, Theorem 3.5, (4) implies that the above
identification carries (ρ1, ρ2) ⊂ (ρ˜1, ρ˜2) onto (πρ1 , πρ2) ⊂ Hom(Hπρ1 , Hπρ2 ). Therefore,
we define a functor β setting βT , T ∈ (πρ1 , πρ2) to be the corresponding element in
(ρ1, ρ2). Note that since β maps every irreducible object to an irreducible object,
Lemma 5.1 implies that the resulting crossed product gives irreducible inclusion of
factors N ⊂ N ⋊β K̂ =:M , and the dual action α := β̂ is minimal.
Another way to construct (M,α,K) from D is to apply the Doplicher-Roberts
duality theorem [13, Theorem 7.1] to D (see also [14]). For this purpose, we have to
specify the permutation symmetry E(ρ1, ρ2) for every pair ρ1, ρ2 ∈ D. Indeed, we set
E(ρ1, ρ2) :=
d(ρ1)∑
i=1
d(ρ2)∑
j=1
V (ρ2)jV (ρ1)iV (ρ2)
∗
jV (ρ1)
∗
i .
Note that E(ρ1, ρ2) belongs to N˜ θ = N and it does not depend on the choice of
implementing systems. It is a routine work to show that E(ρ1, ρ2) is a permutation
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symmetry for D, and that the resulting crossed product by D and the dual action
constructed in [13] are the same as M and α above.
In general, D does not uniquely determine either the compact group K or the
Roberts action β [36]. (When K is abelian, the obstruction is nothing but the usual
H2(K̂,T) obstruction for uniqueness of liftings of the K̂-kernel with a trivial 3 cocycle
[37], [70].) Whenever we deal with Roberts actions consisting of modular endomor-
phisms in the rest of this paper, we always assume that we make the above choice of
β on the arrows (or equivalently, the above choice of the permutation symmetries).
Theorem 5.5. Let the notations be as above. Then,
(1) M˜ is generated by N˜ and the relative commutant M˜ ∩ N˜ ′, and M˜ ∩ N˜ ′ coincides
with the center Z(M˜) of M . The smooth flow of weights FM of M is given by
the skew product (XN ×cK,µN×mK), that is: XM = XN ×K, µM = µN×mK ,
and the flow is given by
(ω, k) · t = (ω · t, kc(ω, t)), t ∈ R, k ∈ K, ω ∈ XN .
The factor map from XM onto XN corresponding to the inclusion Z(N˜) ⊂ Z(M˜)
is the projection onto the first component.
(2) The Connes-Takesaki module mod(αk) of αk, k ∈ K is given by
mod(αk)(f)(ω, l) = f(ω, k
−1l), f ∈ L∞(XM , µM), (ω, l) ∈ XM .
Proof. Before starting the proof, we simplify the notation a little. We may and do
assume K̂ ⊂ R thanks to the assumption (iii). For ρ = βπ, (π,Hπ) ∈ K̂, we simply
denote Kπ = Kρ and V (π)i = V (ρ)i.
(1) We take Hπ ∈ M and an orthonormal basis {W (π)i}d(π)i=1 as before, where
{W (π)i}d(π)i=1 is transformed by α in the same way as the canonical basis ofHπ = Cd(π).
Let E be the unique normal conditional expectation from M onto N , and E˜ be the
natural extension of E to M˜ that is a normal conditional expectation from M˜ onto
N˜ . As in the proof of Lemma 5.1, for x ∈ M˜ we set
x(π)i = d(π)E˜(W (π)
∗
ix).
Then, x is in M˜ ∩ N˜ ′ if and only if x(π)i ∈ (id, β˜π) for every (π,Hπ) ∈ K̂ and every
i = 1, 2, · · · , d(π). This is further equivalent to that there exists z(π)ij ∈ Z(N˜) such
that
x(π)i =
d(π)∑
j=1
z(π)ijV (π)j ,
for every (π,Hπ) ∈ K̂ and every i = 1, 2, · · · , d(π). Note that thanks to Proposition
4.2, (4) and Lemma 5.4, W (π)i commutes with every element in Z(N˜). Therefore,
in the same way as in [35, Lemma 3.8], we can conclude that M˜ ∩ N˜ ′ is generated
by Z(N˜) and {f(πij)}π,i,j, where f(πij) = W (π)∗iV (π)j. Since M˜ is generated by N˜
and {W (π)i}π,i, it is also generated by N˜ and {f(πij)}π,i,j as well. Thus, to prove
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Z(M˜) = M˜ ∩ N˜ ′, it suffices to show that {f(πij)}π,i,j generate a commutative von
Neumann algebra.
Let B be the von Neumann algebra generated by {f(πij)}π,i,j. We show that there
exists a ∗ isomorphism from L∞(K) onto B sending πij to f(πij). For this, it suffices
to check that both πij and f(πij) have the same algebraic relations because we have
E˜(f(πij)) = mK(πij) = δπ,1, where
mK(ξ) =
∫
K
ξ(k)dmK(k), ξ ∈ L∞(K).
First, we show f(πij)
∗ = f(πij). Let Rπ ∈ (id, βπ · βπ) and Rπ ∈ (id, βπ · βπ) be
isometries defined by
Rπ =
1√
d(π)
d(π)∑
i=1
V (π)iV (π)i,
Rπ =
1√
d(π)
d(π)∑
i=1
V (π)iV (π)i.
Then, the definition of the crossed product by a Roberts action implies that we also
have
Rπ =
1√
d(π)
d(π)∑
i=1
W (π)iW (π)i,
Rπ =
1√
d(π)
d(π)∑
i=1
W (π)iW (π)i.
Thus, we get
f(πij)
∗ = V (π)∗jW (π)i =
√
d(π)V (π)∗jW (π)
∗
iRπ =
√
d(π)W (π)∗i β˜π(V (π)
∗
j)Rπ
= W (π)∗iV (π)j = f(π)ij .
For the same reason, we have
E(π, σ) =
d(π)∑
i=1
d(σ)∑
a=1
V (σ)aV (π)iV (σ)
∗
aV (π)
∗
i =
d(π)∑
i=1
d(σ)∑
a=1
W (σ)aW (π)iW (σ)
∗
aW (π)
∗
i ,
which implies
f(πij)f(σab) = W (π)
∗
iV (π)jW (σ)
∗
aV (σ)b = W (π)
∗
iW (σ)
∗
aβ˜σ(V (π)j)V (σ)b
= W (π)∗iW (σ)
∗
aV (σ)bV (π)j = W (π)
∗
iW (σ)
∗
aE(π, σ)V (π)jV (σ)b
= W (σ)∗aW (π)
∗
iV (π)jV (σ)b = f(σab)f(πij).
Thus, B is abelian. For the same reason again, there exist T
(ν,s)
(π,i),(σ,a) ∈ (βν , βπ · βσ)
such that
V (π)iV (σ)a =
∑
(ν,Hν)∈K̂
d(ν)∑
s=1
T
(ν,s)
(π,i),(σ,a)V (ν)s,
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W (π)iW (σ)a =
∑
(ν,Hν)∈K̂
d(ν)∑
s=1
T
(ν,s)
(π,i),(σ,a)W (ν)s,
which implies
f(πij)f(σab) =
∑
(ν,Hν)∈K̂
d(ν)∑
s,t=1
〈T (ν,t)(π,j),(σ,b), T (ν,s)(π,i),(σ,a)〉f(νst).
Note that thanks to the Peter-Weyl theorem, T
(ν,s)
(π,i),(σ,a) is obtained by
T
(ν,s)
(π,i),(σ,a) = d(ν)E(W (π)iW (σ)aW (ν)
∗
s).
Thus, we have
〈T (ν,t)(π,j),(σ,b), T (ν,s)(π,i),(σ,a)〉
= d(ν)2
∫
K
E(W (ν)sW (σ)
∗
aW (π)
∗
iαg(W (π)jW (σ)bW (ν)
∗
t ))dmK(g)
= d(ν)2
d(ν)∑
r=1
∫
K
πij(g)σab(g)νrt(g)E(W (ν)sW (ν)
∗
r)dmK(g)
= d(ν)
∫
K
πij(g)σab(g)νst(g)dmK(g).
This shows that
πijσab =
∑
(ν,Hν)∈K̂
d(ν)∑
s,t=1
〈T (ν,t)(π,j),(σ,b), T (ν,s)(π,i),(σ,a)〉νst
holds as well thanks to the Peter-Weyl theorem again. Therefore, there exists a
desired isomorphism from L∞(K) onto B.
Let ϕ0 be a faithful normal state of N˜ whose restriction is given by the measure
µN , and we set ϕ = ϕ0 · E˜. Then, for z ∈ Z(N˜), f ∈ B, we have
ϕ(zf) = ϕ0(zE˜(f)) = ϕ(z)ϕ(f).
This shows that Z(M˜) = Z(N˜)⊗ B. θ acts on f(πij) as
θt(f(πij)) = W (π)
∗
i θi(V (π)j) =
d(π)∑
l=1
W (π)∗iV (π)lπlj(c(t)) =
d(π)∑
l=1
f(πil)πlj(c(t)),
which shows that the flow is given by the skew product.
(2) Since α˜ acts on V (π)i trivially, we have
α˜k(f(πij)) = αk(W (π)
∗
i )V (π)j =
d(π)∑
l=1
πli(k)f(πlj) =
d(π)∑
l=1
πil(k
−1)f(πlj).
This means that the Connes-Takesaki module of αk is given as in the statement.
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Definition 5.6. Let N be a type III factor, K be a compact group, and c ∈
Z1(FN , K) be a minimal cocycle with Kc = K. For each (π,Hπ) ∈ K̂, we choose
ρπ ∈ End(N)m such that δm([ρπ]) = [π · c]. Let D be the subset of End(N)m gen-
erated by {ρπ}(π,Hpi)∈K̂ and satisfying the above conditions (i)-(iv). We denote by
N ⊗c L∞(K) the above crossed product N ⋊β K̂ and call it the skew product of N
and L∞(K) by the cocycle c. We call β̂ the dual action of the skew product.
Note that (N ⊗c L∞(K), β̂) depends only on the class [c] ∈ H1(FN , K).
Our next task is to show the “converse” of the above theorem, and we need some
preparation.
Lemma 5.7. Let α be an action of a locally compact group G on a von Neumann
algebra M , and H be the standard Hilbert space of M . Let J˜ be the modular conjuga-
tion of M ⋊α G := πα(M) ∨ (C⊗ l(G)′′) acting on L2(G,H) as given by [18, Lemma
2.8]. Then, we have
J˜((M ⋊α G) ∩ πα(M)′)J˜ = (M ⊗ B(L2(G))) ∩ (M ⋊α G)′.
Proof. Let J be the modular conjugation of M on H . Then, J˜ is given by
(J˜ξ)(g) = ∆G(g)
−1/2u(g)∗Jξ(g), ξ ∈ L2(G,H),
where ∆G is the modular function of G and u(g) is the canonical implementation of
G on H . Direct computation yields
J˜πα(x)J˜ = JxJ ⊗ C, x ∈M,
J˜(u(g)⊗ r(g))J˜ = 1⊗ l(g), g ∈ G.
Thus, we get
J˜((M ⋊α G) ∩ πα(M)′)J˜ = J˜((M ⊗B(L2(G))) ∩ (u⊗ r)(G)′ ∩ πα(M)′)J˜
= (J˜((M ′ ⊗ C) ∨ (u⊗ r)(G)′′ ∨ πα(M))J˜)′
= (πα(M) ∨ (C⊗ l(G)′′) ∨ (M ′ ⊗ C))′
= (M ⋊α G)
′ ∩ (M ⊗ B(L2(G))).
Let M ⊃ N be an irreducible inclusion of factors with a normal conditional expec-
tation E. We assume that M˜ is generated by N˜ and M˜ ∩N˜ ′. Then, the restriction of
E˜ to M˜ ∩ N˜ ′ is a conditional expectation onto Z(N˜). For a, b ∈ M˜ ∩ N˜ ′, E˜ satisfies
the trace property E˜(ab) = E˜(ba). Indeed, for x ∈ N˜ in the domain of τ , we have
τ(E˜(ab)x) = τ(abx) = τ(axb) = τ(bax) = τ(E˜(ba)x),
which shows E˜(ab) = E˜(ba).
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Lemma 5.8. Let N be a type III factor and A be a von Neumann algebra whose cen-
ter includes Z(N˜). We assume that there exist an ergodic R-action ϑ on A extending
the flow of Z(N˜), and a faithful normal conditional expectation ǫ from A onto Z(N˜)
such that θt · ǫ = ǫ · ϑt, t ∈ R and ǫ(xy) = ǫ(yx) for x, y ∈ A. Then, there exists
a unique irreducible inclusion M ⊃ N of type III factors with a normal conditional
expectation E such that M˜ = (M˜ ∩ N˜ ′) ∨ N˜ and
(A ⊃ Z(N˜), ϑ, ǫ) ∼= (M˜ ∩ N˜ ′ ⊃ Z(N˜), θ|M˜∩N˜ ′ , E˜|M˜∩N˜ ′).
Proof. First, we show uniqueness of M . Let M be a von Neumann algebra including
N with a unique conditional expectation E from M onto N . We assume that M˜ is
generated by M˜ ∩ N˜ ′ and N˜ . Then, the linear span of (M˜ ∩ N˜ ′)N˜ is dense in M˜ by
assumption. For a faithful normal state ϕ on N˜ and a ∈ M˜ ∩ N˜ ′, x ∈ N˜ , we have
ϕ · E˜(ax) = ϕ(E˜(a)x).
This means that the structure of (M˜ ⊃ N˜ , E˜, θ) is uniquely determined by (N˜, θ|N˜)
and
(M˜ ∩ N˜ ′ ⊃ Z(N˜), θ|M˜∩N˜ ′, E˜|M˜∩N˜ ′).
On the other hand, (M˜ ⊃ N˜ , E˜, θ) completely determine the original inclusion via
the Takesaki duality theorem. Therefore, such M as in the statement is unique if it
exists.
We set L = N˜ ⊗Z(N˜) A as in [64], [69]. More precisely, let H be the standard
Hilbert space of N˜ . We introduce an inner product into the algebraic tensor product
H ⊙Z(N˜) A by
〈ξ ⊙ a, η ⊙ b〉 = 〈ǫ(b∗a)ξ, η〉, a, b ∈ A, ξ, η ∈ H.
Let H1 be the completion of H ⊙Z(N˜) A, and Λ be the natural map from H ⊙Z(N˜) A
to H1. N˜ and A naturally act on the first and the second tensor components of H1,
and we denote by L the von Neumann algebra generated by N˜ and A in B(H1). In
terms of direct integral, L can be expressed as follows (though we do not use it in
the proof): Let
N˜ =
∫ ⊕
XN
N˜(ω)dµN(ω),
A =
∫ ⊕
XN
A(ω)dµN(ω),
be disintegration of N˜ and A over Z(N˜). Then L is given by
L =
∫ ⊕
XN
N˜(ω)⊗ A(ω)dµN(ω).
Thanks to the Connes-Takesaki relative commutant theorem and Lemma 5.7, we
have N˜∩N ′ = Z(N˜). We show L∩N ′ = A using this and applying [69, Theorem 2.3]
(or alternatively, using the above direct integral expression). To do so, we need to
separate A and N by a type I von Neumann algebra. Indeed, let F be the commutant
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of Z(N˜) in B(H). Then, F naturally acts on H1 and we have N ⊂ F and A ⊂ F ′,
where the commutant F ′ is considered in B(H1). Applying [69, Theorem 2.3] twice,
we get
L ∩N ′ = (N ∨ Z(N˜))′ ∩ (N˜ ∨ A) = (N ∨ Z(N˜) ∨ (N˜ ∨A)′)′
= (N ∨ Z(N˜) ∨ (F ∩ N˜ ′) ∨ (F ′ ∩ A′))′
= ((F ∩ (N˜ ∨N ′)′) ∨ (F ′ ∩ A′))′
= ((F ∩ Z(N˜)′) ∨ (F ′ ∩A′))′
= (F ∨ (F ′ ∩A′))′
= Z(N˜) ∨A = A.
We introduce a 1-parameter automorphism group Θ on L extending both θ and ϑ.
Let u(t) be the canonical implementation of θt on H . We set
U(t)Λ(ξ ⊙ a) = Λ(u(t)ξ ⊙ ϑt(a)), ξ ∈ H, a ∈ A.
Then, U(t) extends to a 1-parameter unitary group on H1 satisfying
U(t)xaU(t)∗ = θt(x)ϑ(a), x ∈ N˜ , a ∈ A.
We define Θt to be the restriction of Ad(U(t)) to L.
Next, we show that there exists a faithful normal conditional expectation ǫ˜ from
L onto N˜ satisfying
ǫ˜(a) = ǫ(a), a ∈ A.
Let ϕ be a faithful normal state on N˜ , and ξϕ ∈ H be the cyclic and separating vector
of N˜ giving ϕ. We set Ω = Λ(ξϕ⊙1), and claim that Ω is cyclic and separating vector
for L. Indeed, Ω is clearly a cyclic vector. To show that it is separating, we introduce
a conjugation J on H1 by
JΛ(ξ ⊙ a) = Λ(JN˜ξ ⊙ a∗), ξ ∈ H, a ∈ A
where JN˜ is the modular conjugation of N˜ . It is easy to show that J extends to a
conjugation such that JLJ ⊂ L′. Since JLJ is cyclic for Ω, Ω is a separating for
L. We denote by ω the state of L defined by ω(x) = 〈xΩ,Ω〉, x ∈ L. Then, it is
a routine work to show that J is the modular conjugation for ω, and the modular
automorphism group {σωt }t∈R is given by
σωt (xa) = σ
ϕ
t (x)a, x ∈ N˜, a ∈ A.
Thanks to Takesaki’s theorem [74], there exists a ω-preserving normal conditional
expectation ǫ˜ from L onto N˜ . Since ω(xa) = ω(xǫ(a)) for x ∈ N˜ , a ∈ A, ǫ˜ satisfies
ǫ˜(a) = ǫ(a).
We set M = LΘ and E to be the restriction of ǫ˜ to M . Since ǫ˜ satisfies ǫ˜ ·Θ = θ · ǫ˜,
E is a faithful normal conditional expectation from M onto N . Therefore, M is
of type III [67]. Let ν be the restriction of Ad(λψ(t)) to M , where ψ is a faithful
normal semifinite weight on N . Then, thanks to the Landstad theorem [58, Chapter
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II, Section 2], L = M ⋊νR and Θ is the dual action of ν. We claim that M ∩N ′ = C,
and in particular M is a factor. Indeed, we have
M ∩N ′ ⊂ L ∩N ′ = A.
Since Θ acts on A ergodically, we get M ∩N ′ = C.
Instead of showing that ν comes from the modular automorphism group directly,
we show it for the dual action of Θ. We define τ1 = τ · ǫ˜, which is a faithful normal
semifinite trace on L satisfying τ1 ·Θt = e−tτ1. Indeed, since τ is a trace, στ1t acts on N˜
trivially. On the other hand, since ǫ˜ is a faithful normal conditional expectation from
L onto N˜ and L ∩ N˜ ′ = A, the restriction of στ1t to A is the same as the restriction
of σωt to A [10], which is trivial as we saw before. Thus, τ1 is a trace with the scaling
property
τ1 ·Θt = τ · θt · ǫ˜ = e−tτ1.
This means that the dual action of Θ is the modular automorphism group for the
dual weight τ̂1. Thus, identifying L ⋊Θ R with M ⊗ B(L2(R)) using the Takesaki
duality theorem, we get
τ̂1 = τ̂ · (E ⊗ id),
στ̂1t = (νt ⊗ Ad(r(t))).
Let h be the generator of r(t). Then, we have τ̂ = ψ ⊗ Tr(h·), which implies τ̂1 =
ψ ·E ⊗ Tr(h·). Thus, we get νt = σψ·Et , which implies L = M˜ and ǫ˜ = E˜.
Theorem 5.9 (Automatic Minimality). Let α be an action of a compact group K
on a type III factor M . If the kernel of mod · α is trivial, then α is minimal. The
smooth flow of weight of the fixed point algebra Mα is the factor flow of FM by
mod · αK . There exists a minimal cocycle c ∈ Z1(FMα, K) with Kc = K, unique up
to equivalence, such that M is the skew product Mα ⊗c L∞(K), and α is the dual
action of the skew product.
Proof. We use the same notation as in Lemma 5.4. Lemma A.1 implies that the
smooth flow of weights of M is of the form (XM , µM) = (Y ×K, ν ×mK) with the
flow and mod(αk) given by
(ω, l) · t = (ω · t, lc(ω, t)), (ω, l) ∈ XM , t ∈ R,
(mod(αk)f)(ω, l) = (ω, k
−1l), k ∈ K, f ∈ L∞(XM , µM),
where c is a minimal cocycle with Kc = K. According to the above splitting of
(XM , µX), we set C = L
∞(K) ⊂ Z(M˜) and Z = L∞(Y, ν) ⊂ Z(M˜) that is the fixed
point subalgebra of Z(M˜) under α˜. Note that the factor flow (Z, θ|Z) and the class
of c are uniquely determined by FM and mod · α. Since C is an equivariant copy of
L∞(K), the Landstad’s type theorem for coactions [58, Chapter II, Section 2] implies
that M˜ is the crossed product N˜ ⋊ K̂ by a coaction of K, where we use the fact that
N˜ is the fixed point subalgebra of M˜ under α˜. Moreover, since N˜ commutes with
C, the coaction is trivial and we actually have M˜ ∼= N˜ ⊗ C, where N˜ and C are
identified with N˜ ⊗ C and C ⊗ C in the right-hand side respectively. This implies
Z = Z(N˜), M˜ ∩ N˜ ′ = Z(M˜) and M˜ = (M˜ ∩ N˜ ′) ∨ N˜ . Since θ acts on Z ergodically,
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N is a factor. If N were semifinite, c would be a coboundary, which would imply that
K is trivial and M = N . This is contradiction because M is of type III. Therefore,
N is a type III factor. Now, Theorem 5.5 and Lemma 5.8 show that M is the skew
product N ⊗c L∞(K). Since the Galois group for M ⊃ N coincides with αK [63],[2]
and every member αk in the Galois group is specified by mod(αk), we conclude that
α is the dual action of the skew product.
Corollary 5.10. If M is an AFD factor, then for every compact subgroup K of
Aut(FM), there exists a minimal action α of K on M such that mod ·αk = k for all
k ∈ K. α is unique up to conjugacy: namely if α1 also satisfies the condition, then
there exists an automorphism ν ∈ Aut(M) with a trivial Connes-Takesaki module
such that
αk = ν · α1k · ν−1, k ∈ K.
Proof. This is an easy consequence of Theorem 5.5, Theorem 5.9, and the fact that
AFD type III factors are determined by their flows [6], [7], [8], [40], [20].
As for the existence of a homomorphic lifting in the above corollary, a more general
statement is known: there always exists a homomorphic lifting α from Aut(FM) to
Aut(M) for every AFD type III factor M [73].
Now we characterize (not necessarily finite index) subfactors whose canonical endo-
morphism is decomposed into modular endomorphisms. LetM ⊃ N be an irreducible
inclusion of factors with a unique normal conditional expectation from M onto N .
We denote by M1 and Ê the basic extension and the dual operator valued weight
from M1 to M respectively [19], [41], [35, Section 2]. We say that the inclusion
M ⊃ N is discrete if the restriction of E · Ê on the relative commutant M1 ∩ N ′ is
semifinite. We say that a discrete inclusion is unimodular if E · Ê|M1∩N ′ is invariant
under j(x) := JMx
∗JM , where JM is the modular conjugation of M (see [35, Section
3] for conditions equivalent to these.)
Theorem 5.11. Let M ⊃ N be an inclusion of type III factors with a unique nor-
mal conditional expectation E from M onto N . Then, the following conditions are
equivalent:
(1) M ⊃ N is a unimodular inclusion and the restriction of the canonical endomor-
phism γ :M −→ N to N is decomposed into modular endomorphisms.
(2) M ⊃ N is a discrete inclusion and M˜ is generated by N˜ and M˜ ∩ N˜ ′.
(3) (M˜∩N˜ ′, θ) is an extension of the flow (Z(N˜), θ) with relatively discrete spectrum
in the sense of Definition A.2, and M˜ is generated by N˜ and M˜ ∩ N˜ ′.
(4) There exists a compact group K, a faithful ergodic action Ψ of K on a von
Neumann algebra B, a minimal action α of K on a factor P such that the
kernel of mod · α is trivial and
(M ⊃ N) ∼= ((P ⊗B)α⊗Ψ ⊃ P α ⊗ C).
In the case (4), K is determined by the cocycle c corresponding to the system of
modular endomorphisms appearing in the decomposition of γ|N , P is the skew product
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N ⊗c L∞(K), and α is the dual action of the skew product. B and Ψ are uniquely
determined from (M˜ ∩ N˜ ′ ⊃ Z(N˜), θ) by Theorem A.4.
When one (and all) of the above conditions holds, N is AFD if and only if M is
AFD.
Proof. (1) ⇒ (2). We assume that (1) holds and the irreducible decomposition of
γ|N is given by
[γ|N ] =
⊕
ξ∈Ξ
nξ[ρξ].
Thanks to [35, pp. 39], the multiplicity nξ of ρξ is always finite. We set
Lξ = {X ∈M ; Xx = ρξ(x)X, ∀x ∈ N}.
Then, the dimension of Lξ is nξ and N is generated by N and
⋃
ξ∈ΞLξ [35, Theorem
3.3]. Let {X(ξ)i}nξi=1 be an orthonormal basis of Lξ. We choose a dominant weight
ψ0 on N and assume that (ψ0, ρξ) is an invariant pair for every ξ ∈ Ξ as before.
Then, since M ⊃ N is unimodular, [35, Theorem 3.3, Remark 3.4] imply that Lξ is
in the centralizer of ψ = ψ0 ·E. By assumption, there exists an implementing system
{V (ξ)i}d(ξ)i=1 ⊂ N˜ for ρ˜ξ. As X(ξ)i is in the centralizer of ψ, it commutes with λψ(t),
and so
V (ξ)∗iX(ξ)j ∈ M˜ ∩ N˜ ′, ξ ∈ Ξ, 1 ≤ i ≤ d(ρξ), 1 ≤ j ≤ nξ.
Since M˜ is generated N˜ and ∪ξ∈ΞLξ, it is also generated by N˜ and M˜ ∩ N˜ ′.
(2)⇒ (3). We assume (2), and set A = M˜∩N˜ ′, Z = Z(N˜), ǫ = E˜|A, and ϑt = θt|A.
Then, ǫ is a normal conditional expectation with the trace property ǫ(ab) = ǫ(ba),
a, b ∈ A. Let M1 be the basic extension of M ⊃ N . As before, we regard M˜ as a
subalgebra of M˜1 identifying λ
ψ(t) with λψ·Ê(t). Then, M˜1 is the basic extension of
M˜ ⊃ N˜ with respect to E˜ [35, Lemma 2.4], [17, Theorem 2.1].
On the other hand, we consider the inclusion Z ⊂ A acting on the standard Hilbert
space L2(A) of A. Then, the basic extension of this inclusion is Z1 = Z
′ ⊂ B(L2(A)).
Let u be the canonical implementation of ϑ, and JA be the modular conjugation of A.
We use the same notation as in the proof of Lemma 5.8, and identify M˜ with L. Note
that Z1 naturally acts on H1 through the action on the second tensor component. In
the same way as before, we get the following:
M˜1 = JN˜
′J = JN˜FJN˜ ∨ JAZ1JA = N˜ ∨ Z1,
where everything takes place in B(H1). Thus, M˜1 ∩ N˜ ′ = Z1, and
(M˜1 ∩ N˜ ′, θ, E · Ê) = (Z1,Ad(u(t)), ǫ · ǫ̂),
((M1 ∩N ′)E·Ê, E · Ê) = (Z1 ∩ u(R)′, ǫ · ǫ̂),
where (M1∩N ′)E·Ê is the fixed point subalgebra ofM1∩N ′ under the relative modular
automorphism group {σE·Êt }t∈R [19]. Since M ⊃ N is discrete, [35, Theorem 3.3]
implies that (M1 ∩ N ′)E·Ê is a direct sum of matrix algebras and the restriction of
E ·Ê to (M1∩N ′)E·Ê is still semifinite. Therefore, if ǫ · ǫ̂ is the center valued trace ♮ of
Z1, (A, ϑ) is an extension of the flow F
N with relatively discrete spectrum. Indeed,
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let µ be a faithful normal state on Z(N˜). Then using the spatial derivative, we can
show that the modular automorphism group of µ · ǫ · ǫ̂ is implemented by the modular
operator ∆itµ·ǫ of µ · ǫ on L2(A) [41]. However, since µ · ǫ is a trace and ∆µ·ǫ is trivial,
µ · ǫ · ǫ̂ is a trace as well. This means that ǫ · ǫ̂ = ♮(z·) holds with some density z
affiliated with Z(N˜). Let eZ(N˜) be the Jones projection for ǫ, and a ∈ A. Then,
aeAa
∗ is considered as a field of scalar multiples of rank one projections in the central
decomposition of Z1. Since
ǫ · ǫ̂(aeAa∗) = ǫ(aa∗) = ǫ(a∗a),
we actually have z = 1.
(3) ⇒ (4). We assume (3). Thanks to Theorem A.4, there exists a compact group
K, a minimal cocycle c ∈ Z1(FN , K) with Kc = K, and a faithful ergodic action Ψ
of K on a von Neumann algebra B such that
(M˜ ∩ N˜ ′ ⊃ Z(N˜), θ) ∼= ((Z(N˜)⊗ B) ⊃ (Z(N˜)⊗ C),Ψc),
(see Theorem A.4 for the notations). Let P be the skew product N ⊗c L∞(K) and
α be the dual action. We set Q = (P ⊗ B)α⊗Ψ. Then, thanks to ergodicity of Ψ,
Q ⊃ N is an irreducible inclusion of factors. Let τB be the unique Ψ-invariant trace
[30]. Then, the restriction of (id ⊗ τB) to Q gives a normal conditional expectation
from Q onto N . Thanks to Lemma 5.8, to prove the statement it suffices to show
that Q˜ is generated by N˜ and Q˜ ∩ N˜ ′, and
(Q˜ ∩ N˜ ′ ⊃ Z(N˜), θ) ∼= (Z(N˜)⊗ B ⊃ Z(N˜)⊗ C,Ψc).
Lemma 5.4 and Theorem 5.9 show that Q˜ is actually given by
Q˜ = (P˜ ⊗ B)α˜⊗Ψ = N˜ ⊗ (L∞(K)⊗B)Ad(l)⊗Ψ,
where l is the left regular representation. Thus, we have
Q˜ ∩ N˜ ′ = L∞(XN , µN)⊗ (L∞(K)⊗B)Ad(l)⊗Ψ,
which shows Q˜ = N˜ ∨ (Q˜ ∩ N˜ ′). Note that θ acts on B trivially and it acts on
Z(P˜ ) = L∞(XN , µN)⊗ L∞(K) as in Theorem 5.9.
Now we assume that Z(P˜ ) ⊗ B acts on L2((XP , µP ), L2(B)), where L2(B) is the
standard Hilbert space of B and (XP , µP ) = (XN × K,µN ×mK). Let u and v be
the canonical implementations of F P on L2(XP , µP ) and Ψ on L
2(B) respectively.
Then, u is given by
(u(t)ξ)(ω, k) =
dt · µP
dµP
(ω)1/2ξ(ω · t, kc(ω, t)), ξ ∈ L2(XP , µP ).
We introduce a unitary operator W on L2(K,L2(B)) by
(Wη)(k) = v(k)η(k), η ∈ L2(K,L2(B)),
which satisfies W (l(k)⊗ 1)W ∗ = l(k) ⊗ v(k). Let Π be the restriction of Ad(W ) on
L∞(K) ⊗ B, which is an automorphism of L∞(K) ⊗ B. Then, the above relation
implies
(L∞(K)⊗B)Ad(l)⊗Ψ = Π(C⊗ B),
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(r(k)⊗ 1)Π(1⊗ b)(r(k)∗ ⊗ 1) = Π(1⊗Ψk(b)), b ∈ B.
For f ∈ L∞(XN , µN), b ∈ B, and ξ ∈ L2((XN , µN), L2(K)⊗ L2(B)) we have
(u(t)(f ⊗ Π(1⊗ b))u(t)∗)ξ(ω)
= f(ω · t)(r(c(ω, t))⊗ 1)Π(1⊗ b)(r(c(ω, t))∗ ⊗ 1)ξ(ω)
= f(ω · t)Π(1 ⊗Ψc(ω,t)(b))ξ(ω).
Thus, we get
(Q˜ ∩ N˜ ′ ⊃ Z(N˜), θ) ∼= (Z(N˜)⊗ B ⊃ Z(N˜)⊗ C,Ψc).
(4) ⇒ (1). We assume (4) and set N = P α, M = (P ⊗ B)α⊗Φ. Let τB be the
unique Ψ-invariant trace on B, L2(B) be the GNS Hilbert space of τB, and ΛτB be
the natural map from B into L2(B). We denote by v the canonical implementation
of Ψ on L2(B). For each (π,Hπ) ∈ K̂, we denote by Bπ the spectral subspace
corresponding to π, which is the image of the map
Eπ(x) = d(π)
∫
K
Tr(π(k))Ψk(x)dmK(k), x ∈ B.
It is known that the multiplicity of Bπ is finite [30] and there exists an orthonormal
basis {b(π, s)i} ⊂ Bπ, 1 ≤ s ≤ nπ, 1 ≤ i ≤ d(π) with respect to the inner product of
L2(B) such that
Ψk(b(π, s)i) =
d(π)∑
j=1
πji(k)b(π, s)j, k ∈ K.
Since τB is given by the average of Ψk over K, the Peter-Weyl theorem implies
d(π)∑
i=1
b(π, s)∗i b(π, t)i =
d(π)∑
i=1
b(π, t)ib(π, s)
∗
i = d(π)δs,t.
Note that {b(π, s)i}π,s,i form an orthonormal basis of L2(B). Though expansion of
x ∈ B with this basis does not converge in weak topology in general, we can still show
that {b(π, s)i}π,s,i generate B using the same argument as in [35, Lemma 3.8]. The
point of the argument is that when a von Neumann subalgebra is globally invariant
under the modular automorphism group of a state, the corresponding subspace in
the GNS subspace determines the subalgebra. We use this principle in the rest of the
proof without mentioning it.
Let E0 be the unique normal conditional expectation from P onto N , ϕ0 be a
faithful normal state on N , and ϕ = ϕ0 · E0. We denote by L2(P ), Λϕ, and w
the GNS Hilbert space of ϕ, the natural map from P into L2(P ), and the canonical
implementation of α on L2(P ) respectively. We regard the subspace of w⊗v-invariant
vectors in L2(P ) ⊗ L2(B) as the GNS Hilbert space L2(M) of the restriction of
ϕ ⊗ τB to M . Let β be the Roberts action of K̂ on N whose dual action is α, and
{W (π)i}d(π)i=1 ⊂ P , (π,Hπ) ∈ K̂ be an orthonormal basis of Hπ ⊂ P as before. Thanks
to Theorem 5.9, βπ is a modular endomorphism for all (π,Hπ) ∈ K̂. Note that NHπ
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is globally invariant under the modular automorphism group {σϕt }t∈R [35, Lemma
3.8]. Let
Lπ = {X ∈ M ; Xx = βπ(x)X, ∀x ∈ N}.
Thanks to [35, Theorem 3.3], if M is generated by N and
⋃
(π,Hpi)∈K̂
Lπ, M ⊃ N is a
discrete inclusion.
Now we set
X(π)s =
1√
d(π)
d(π)∑
i=1
W (π)i ⊗ b(π, s)∗i ∈ Lπ.
Then, {X(π)s}npis=1 are isometries with mutually orthogonal ranges. The definition
of the crossed product by a Roberts action implies
L2(P ) =
⊕
(π,Hpi)∈K̂
Λϕ(H∗πN)
||·||
.
Therefore, direct computation using the orthonormal basis {b(π, s)i}π,s,i yields
L2(M) =
⊕
(π,Hpi)∈K̂
Λϕ⊗τB(L∗πN)
||·||
.
Thus, M is generated by N and
⋃
(π,Hpi)∈K̂
Lπ, and so M ⊃ N is a discrete inclusion.
Let E be the restriction of id⊗ τB to M , which is a conditional expectation from
M onto N . Then, we have
d(π)E(X(π)sX(π)
∗
t ) =
d(π)∑
i,j=1
τB(b(π, s)
∗
i b(π, t)j)W (π)iW (π)
∗
j
= δs,t
d(π)∑
i=1
W (π)iW (π)
∗
i
= 〈X(π)s, X(π)t〉.
This shows that the inclusion is unimodular [35, Theorem 3.3].
When N is AFD, N˜ is AFD and M˜ is AFD thanks to the proof of Lemma 5.8
and Theorem A.4. Therefore, M is AFD. Since there exists a conditional expectation
from M onto N , the converse also holds [7].
Remark 5.12. In the above, if M˜ ∩ N˜ ′ is commutative, B in (4) is commutative, and
there exists a unique closed subgroup L ⊂ K such that B = L∞(K/L) where K
action is given by the right translation. Thus,
(M ⊃ N) ∼= (P α|L ⊃ P α).
This characterizes an inclusion coming from a (commutative) ergodic extension of
the flow of weights. For related topics, see [25], [26], [33], [27], [42], [45], [71], [66],
[77]. Under the condition that the kernel of mod ·α is trivial, (and L does not contain
non-trivial normal subgroups, which is regarded as a trivial constraint), L ⊂ K are
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unique up to conjugacy. However, if we drop this condition, there are essentially
different description of M ⊃ N in terms of a group-subgroup subfactor [46], [36].
Another easy but interesting case is when B is a matrix algebra, that is, M ⊃ N
is a Wassermann’s type subfactor. In this case, M and N have the common flow and
graph change occurs (c.f. [57]).
5.3. Connes-Takesaki modules for Roberts actions. In this subsection, we
show how the Connes-Takesaki modules of endomorphisms give constraints to mini-
mal actions of compact groups, in particular semisimple compact Lie groups.
Let K be a compact group and β be a Roberts action of K̂ on a factor N such that
βπ is irreducible and has a Connes-Takesaki module for every (π,Hπ) ∈ K̂. We denote
mβ(π) = mod(βπ) for simplicity. Then, thanks to Proposition 4.2, {mβ(π)}(π,Hpi)∈K̂
form a group, which is denoted by mβ(K̂). We treat mβ(K̂) as a discrete group, and
we denote by m̂β its dual group.
Theorem 5.13. Let K be a compact group and β be a Roberts action of K̂ on a
factor N such that βπ is irreducible for every (π,Hπ) ∈ K̂. Then,
(1) If K is connected, βπ has a Connes-Takesaki module for every (π,Hπ) ∈ K̂.
(2) If βπ has a Connes-Takesaki module for every (π,Hπ) ∈ K̂, then there exists a
continuous isomorphism ν from m̂β into the center Z(K) of K satisfying
χ(mβ(π))1π = π(ν(χ)), χ ∈ m̂β, (π,Hπ) ∈ K̂.
Proof. (1). Suppose that there exists (π,Hπ) ∈ K̂ such that βπ does not have a
Connes-Takesaki module. Let N = βπ(M), and we consider the Loi-Hamachi-Kosaki
decomposition of M ⊃ N [47], [25], [26] as follows:
M ⊃ P ⊃ Q ⊃ N,
where P and Q are determined by the conditions
Q˜ = Z(M˜ ∩ N˜ ′) ∨ N˜ ,
P˜ = M˜ ∩ Z(M˜ ∩ N˜ ′)′.
Since βπ does not have a Connes-Takesaki module, either M 6= P or Q 6= N occurs.
We may assume M 6= P by considering βπ if necessary. Then, βπ · βπ contains the
the canonical endomorphism γ for M ⊃ P . Note that the dual inclusion P1 ⊃ M
satisfies the condition of Theorem 5.11 and (Z(P˜1∩ M˜ ′) = Z(P˜1), θ) is a finite to one
extension of the flow FM [25], [26]. Thus, Theorem 5.11 implies that γ generates a
Roberts action of the dual Ĝ of a finite group G, which is a subset of {βπ}(π,Hpi)∈K̂ .
We regard Ĝ as a subset of K̂. We define a closed normal subgroup L ⊂ K by
L =
⋂
(π,Hpi)∈Ĝ
Ker(π).
Since Ĝ is a finite set of irreducible representations closed under complex conjugate
and irreducible decomposition of products of any members in Ĝ, the quotient group
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K/L is finite [28, Section 30]. However, this is contradiction because K is connected.
Therefore, βπ has a Connes-Takesaki module for every (π,Hπ) ∈ K̂.
(2). For χ ∈ m̂β, we consider a family of unitary operators
{χ(mβ(π))1π}(π,Hpi)∈K̂ .
Then, thanks to Theorem 4.2 and the Tannaka duality theorem [28, Section 30], there
exists a unique element ν(χ) ∈ K such that χ(mβ(π))1π = π(ν(χ)) holds. Since
π(ν(χ)) is a scalar for every irreducible π, ν(χ) is in the center Z(K). ν is clearly
a homomorphism from m̂β into Z(K), which is injective as the set of irreducible
representations separates points of K. ν is continuous because the topology of K is
the same as that induced by the weak topology of the image of K by the direct sum
representation of all members in K̂.
Corollary 5.14. Let α be a minimal action of a compact connected semisimple Lie
group K on a type III factor M . Then,
(1) If M is of type III1, so is M
α.
(2) If M is of type IIIλ, 0 < λ < 1, there exists a positive integer n such that M
α
is of type IIIλn. Let β be the Roberts action of K̂ on M
α whose dual action is
α, then mβ(K̂) ∼= m̂β ∼= Z/nZ.
(3) If M is of type III0, so is M
α. (The flow of M and Mα could be very much
different in this case.)
Proof. Since the center of a semisimple Lie group is a finite group, Proposition 5.2,
(2) implies that N := Mα is of type III. As before, we regard N˜ as a subalgebra of
M˜ using a unique conditional expectation E. Let β be the Roberts action of K̂ on
N =Mα whose dual action is α.
We first assume that N is of type IIIλ, 0 < λ ≤ 1. Since every non-trivial modular
endomorphism of N is a composition of an inner automorphism and a modular auto-
morphism in this case, no non-trivial modular endomorphisms appear in {βπ}(π,Hpi)∈K̂
because a connected semisimple Lie group has no non-trivial 1 dimensional represen-
tation. Thus, the same computation as in the proof of Theorem 5.5 implies
M˜ ∩ N˜ ′ = Z(M˜).
Thanks to Theorem 5.13, βπ has a Connes-Takesaki module for every (π,Hπ) ∈ K̂,
which implies
Z(M˜) = Z(N˜)mβ(K̂).
This shows that if N is of type III1, so is M . When N is of type IIIλ, 0 < λ < 1,
we have Aut(FN) ∼= T. Since Z(K) is a finite group, m̂β is finite and its dual group
mβ(K̂) is a finite subgroup of T. Thus, mβ(K̂) is a finite cyclic group and so is m̂β .
Now we assume that N is of type III0. Then, in the same way as above we can
show
Z(M˜) ⊃ Z(N˜)mβ(K̂).
Since mβ(K̂) is a finite group, (Z(N˜)
mβ(K̂), θ) is a non-transitive ergodic flow and so
is FM . Therefore, M is of type III0.
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We give a simple example of a minimal action of a compact group with non-trivial
mβ(K̂). Let λ be a positive number with 0 < λ < 1, and set T = −2π/ log λ. We
define a state of the 3 by 3 matrix algebra M(3,C) by
ϕ0(x) = Tr(Diag(
1
1 + 2λ
,
λ
1 + 2λ
,
λ
1 + 2λ
)x),
where Diag means a diagonal matrix. We set
(M,ϕ) =
∞⊗
n=1
(M(3,C), ϕ0),
which is a Powers factor of type IIIλ. For g ∈ SU(2), we define
αg =
∞⊗
n=1
(Ad(Diag(1, g))).
Then, α is a minimal action of SU(2). It is easy to show σϕT/2 = α−1, which implies
that P = Mα−1 is of type IIIλ2 . Note that the restriction of α to P induces a minimal
action of SO(3), whose center is trivial. Thus, Corollary 5.14 implies that Mα and P
has the common flow and Mα is of type IIIλ2 . Corollary 5.14 again implies that the
endomorphism in the Roberts action corresponding to the spin 1/2 representation
has a non-trivial Connes-Takesaki module.
Appendix A. Miscellaneous results in ergodic theory
In this appendix, we collect some results from ergodic theory, (or its simple non-
commutative generalization), used in the main body of the present notes. We provide
proofs here because we could not find appropriate references, though some (or all) of
them are probably well-known to specialists.
For a locally compact group G, we say that (X, µ) is a G-space if X is a standard
Borel space, µ is a probability measure on X , and G acts on (X, µ) as a non-singular
Borel transformation group. We say that a G-action is faithful if the corresponding
action on L∞(X, µ) is faithful. We say that two G-spaces (X1, µ1) and (X2, µ2)
are isomorphic if the corresponding G-actions on the von Neumann algebras (or
equivalently, measure algebras) L∞(X1, µ1) and L
∞(X2, µ2) are conjugate. For g ∈ G
and a Borel subset E ⊂ X , we use the notation g · µ(E) := µ(E · g).
A.1. Compact automorphism groups of ergodic transformation groups.
Lemma A.1. Let G be a locally compact group and (X, µ) be an ergodic G-space.
We assume that a compact group K faithfully acts on (X, µ) commuting with G. We
use the notation with G acting on X from right and K acting on X from left. Let
(Y, ν) be the factor space of (X, µ) by K. Then, there exists a minimal K-valued
cocycle c : Y × G −→ K with Kc = K such that (X, µ) is isomorphic to the skew
product (Y ×c K, ν ×mK), that is, under this isomorphism, the factor map from X
onto Y corresponds to the projection onto the first component, and the K×G-action
corresponds to the following action:
k · (ω, l) = (ω, kl), ω ∈ Y, k, l ∈ K,
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(ω, l) · g = (ω · g, lc(ω, g)), g ∈ G.
c is unique up to equivalence.
Proof. Considering the Gelfand spectrum of an appropriate weakly dense separable
C∗-subalgebra of L∞(X, µ), we may and do assume that X is a compact metric
space, on which G × K acts continuously, and that µ is invariant under K. Since
K is compact, every K-orbit is closed and there exists a Borel subset Y ⊂ X that
meets each K-orbit exactly once (see, for example, [3, Section 3.4]). Let K be the
set of all closed subgroups of K. Then, K has a Polish space structure such that K
continuously acts on K by k · H = kHk−1, H ∈ K, k ∈ K [16]. We denote by [H ]
the class of H in the quotient space of K/K. For each ω ∈ X , let Kω ⊂ K be the
stabilizer subgroup of ω. Then, thanks to [4, Chapter II, Proposition 2.3], the map
X ∋ ω 7→ [Kω] ∈ K/K
is a Borel map satisfying [Kω·g] = [Kω] for g ∈ G. Thanks to the ergodicity of the
G-action, there exist H ∈ K and K×G-invariant Borel null set E ⊂ X such that for
every ω ∈ X0 := X \ E, we have [Kω] = [H ]. We set Y0 = Y ∩X0.
Let N(H) be the normalizer subgroup of H in K. Choosing a Borel cross section
from N(H)\K to K, we have a Borel map ϕ : Y0 −→ K such that ϕ(ω) · H = Kω.
We set
Y1 = {ϕ(ω)−1 · ω ∈ X0;ω ∈ Y0}.
Then, Y1 is a Borel subset of X0 that meets each K-orbit exactly once and Kω = H
for all ω ∈ Y1. Choosing a Borel cross section ψ : H\K −→ K, we set
Φ(ω, kH) = ψ(kH) · ω, ω ∈ Y1, kH ∈ H\K.
Thanks to [3, pp. 72, Corollary], Φ is a Borel isomorphism from Y1×H\K onto X0.
Since µ is K-invariant, µ ·Φ is of the form ν×mH\K , where mH\K is the (normalized)
Haar measure of H\K. We introduce a K ×G-action on Y1 ×H\K from the action
on X0 through Φ.
When we regard (Y1, ν) as the factor space of X0 by the K-action, we denote the
action of g ∈ G on Y1 by ω ◦ g, ω ∈ Y1. Then, for each ω ∈ Y1 and g ∈ G, there exists
a unique c(ω,g)H ∈ H\K such that ω · g = c(ω,g) · (ω ◦ g). Using a Borel cross section
from H\K to H again, we can take c(ω, g) ∈ K to be a Borel map from Y1 × G
to K. Let π : K −→ H\K be the quotient map. Commutativity of the K-action
and G-action implies that for each fixed g ∈ G, c takes its values in N(H) almost
everywhere. Moreover, π · c is an N(H)/H-valued cocycle and
(ω, π(k)) · g = (ω ◦ g, π(kc(ω, g))), ω ∈ Y1, g ∈ G, k ∈ K.
This implies that for every subset U ⊂ K, Y1 × π(U · N(H)) is G-invariant. Thus,
thanks to the ergodicity of the G-action, we conclude that whenever U is an open
subset of K,
mK(U ·N(H)) = mH\K(π(U ·N(H))) = 1,
which implies N(H) = K, that is, H is a normal subgroup of K. Since the K-action
is faithful, we get H = {e}.
Uniqueness of c up to equivalence is obvious.
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A.2. Non-commutative extensions with relatively discrete spectrum. In
[80], Zimmer introduced the notion of ergodic extensions with relatively discrete spec-
trum. The following is a slight generalization of this notion to the non-commutative
case.
Definition A.2. Let G be locally compact group and (X, µ) be an ergodic G-space.
Let A be a von Neumann algebra with an ergodic G-action Φ such that the center of
A equivariantly includes Z = L∞(X, µ), that is
Φg(f)(ω) = f(ω · g), f ∈ Z, ω ∈ X, g ∈ G.
Let u be the canonical implementation of Φ on the standard Hilbert space for A. We
say that A is an extension of Z with relatively discrete spectrum if the von Neumann
algebra u(G)′∩Z ′ is decomposed into a direct sum of type I factors, and for each mini-
mal projection p ∈ u(G)′∩Z ′, ♮(p) is bounded, where ♮ is the (non-normalized) center
valued trace on Z ′, (in other words, the restriction of ♮ to u(G)′ ∩ Z ′ is semifinite).
Note that the above definition coincides with Zimmer’s one [80, Definition 4.2]
when A is commutative (although the two definitions appear different).
Lemma A.3. Let G be a locally compact group, K be a compact group, (X, µ) be a
G-space, and c : X×G −→ K be a cocycle. If Ψ is an action of K on a von Neumann
algebra B standardly acting on a Hilbert space H, then there exists an action Ψc of G
on L∞(X, µ)⊗B such that for all g ∈ G, f ∈ L∞(X, µ), x ∈ B, ξ ∈ L2((X, µ), H),
(Ψcg(f ⊗ x)ξ)(ω) = f(ω · g)Ψc(ω,g)(x)ξ(ω)
holds for almost every ω ∈ X.
Proof. Let v be the canonical implementation of Ψ on H . We introduce a unitary
u(g), g ∈ G on L2((X, µ), H) by
(u(g)ξ)(ω) =
dg · µ
dµ
(ω)1/2v(c(ω, g))ξ(ω · g), ξ ∈ L2((X, µ), H), ω ∈ X.
Then, u is a representation of G, which is a Borel map from G to the unitary group
of B(L2((X, µ), H)) with respect to the Borel structure coming from the weak (and
strong ) topology. Since any unitary Borel representation of a locally compact group
is continuous, (or more strongly, any Borel homomorphism between Polish groups is
continuous [4, Chapter I, Propositon 3.3]), so is u. Ψcg is defined by the restriction of
Ad(u(g)) to L∞(X, µ)⊗ B.
The proof of (1) of the following theorem is a straightforward generalization of
Zimmer’s argument in [80, Theorem 4.3] except for the proof of uniqueness, which
does not exist there. (Zimmer’s comment about uniqueness in [80, pp.401] does not
seem to be relevant.)
Theorem A.4. Let G be a locally compact group, (X, µ) be an ergodic G-space, and
Φ be an action of G on a von Neumann algebra A. We assume that A is an extension
of Z := L∞(X, µ) with relatively discrete spectrum. Then,
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(1) There exist a compact group K, a faithful ergodic action Ψ of K on a von
Neumann algebra B, and a minimal cocycle c : X×G −→ K with Kc = K such
that
(Z ⊂ A,Φ) ∼= (Z ⊗ C ⊂ Z ⊗ B,Ψc),
that is, there exists an isomorphism from A onto Z ⊗B that intertwines Φ and
Ψc, and is identity on Z.
(2) A is always an injective von Neumann algebra, and there exists a unique faithful
normal conditional expectation ǫ from A onto Z satisfying Φg · ǫ = ǫ ·Φg, g ∈ G
and ǫ(ab) = ǫ(ba), a, b ∈ A.
(3) (K, c,Ψ, B) satisfying the condition of (1) are unique in the following sense: if
(K1, c1,Ψ1, B1) satisfy the same condition, then there exist a group isomorphism
ν from K onto K1 and an isomorphism σ from B onto B
1 such that ν · c and
c1 are equivalent and Ψ1ν(k) · σ = σ ·Ψk, k ∈ K.
Proof. (1). By assumption, we have a direct sum decomposition
Z ′ ∩ u(G)′ =
⊕
λ∈Λ
Mλ,
where Mλ is a type I factor. We take a system of matrix units {eλij}nλi,j=1 of Mλ with
nλ either a natural number or possibly infinite such that {eλii}nλi=1 form a partition of
unity consisting of minimal projections of Mλ. Since Ad(u(g)), g ∈ G normalizes Z,
it does Z ′ as well, and we set Φ′g to be the restriction of Ad(u(g)) to Z
′. Then, we
have Φg · ♮ = ♮ · Φ′g, and in particular,
Φg(♮(e
λ
11)) = ♮(e(λ)11), ∀g ∈ G.
Thus, by ergodicity ♮(eλ11) is a constant, say d(λ) ∈ N.
In what follows, when we claim that “some statement involving g ∈ G and ω ∈ X
holds for almost all ω ∈ X”, we always mean that for each fixed g ∈ G, there exists
a conull set Eg ⊂ X such that the statement holds for all ω ∈ Eg. The annoying fact
that Eg varies according to g ∈ G is usually taken care of by Mackey’s argument in
[54]. We consider the disintegration of H over Z
H =
∫ ⊕
X
H(ω)dµ(ω).
Then, ♮(eλ11) = d(λ) means that the dimension of e
λ
11(ω)H(ω) is d(λ) for almost all
ω ∈ X . We take ξλa = (ξλa (ω)) ∈ H , a = 1, 2, · · · , d(λ) such that for almost all ω ∈ X
{ξλa (ω)}d(λ)a=1 is an orthonormal basis of eλ11(ω)H(ω). Since u(g) is a unitary satisfying
(u(g)fu(g)∗)(ω) = f(ω · g) for f ∈ Z, for ξ, η ∈ H and f ∈ Z we have, on one hand,
〈u(g)fξ, u(g)η〉 =
∫
X
f(ω · g)〈(u(g)ξ)(ω), (u(g)η)(ω)〉dµ(ω),
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and on the other hand,
〈u(g)fξ, u(g)η〉 = 〈fξ, η〉 =
∫
X
f(ω)〈ξ(ω), η(ω)〉dµ(ω)
=
∫
X
f(ω · g)dg · µ
dµ
(ω)〈ξ(ω · g), η(ω · g)〉dµ(ω).
This implies,
〈(u(g)ξ)(ω), (u(g)η)(ω)〉 = dg · µ
dµ
(ω)〈ξ(ω · g), η(ω · g)〉,
for almost all ω. Thus,
{dg · µ
dµ
(ω)−1/2(u(g)ξλa)(ω)}d(λ)i=1
is an orthonormal basis of eλ11(ω)H(ω) for almost all ω. We set
cλ(ω, g)ab =
dg · µ
dµ
(ω)−1/2〈(u(g)ξλa)(ω), ξλb (ω · g)〉.
Then, cλ(ω, g) = (cλ(ω, g)ab) is an element of Z
1(G,U(d(λ))). We define a compact
group K and a cocycle c by
K =
∏
λ∈Λ
U(d(λ)),
c = (cλ)λ∈Λ ∈ Z1(G,K).
Changing the system {ξλa}d(λ)a=1 if necessary, we may and do assume that c is minimal.
We denote by K the minimal subgroup of c. Note that cλ is minimal for all λ ∈ Λ
and that if λ1 6= λ2, cλ1 and cλ2 are not equivalent (otherwise, Z ′ ∩ u(G)′ would be
bigger).
Let H1λ and H
2
λ be Hilbert spaces with basis {fλa }d(λ)a=1 and {eλi }nλi=1 respectively. We
set
H0 =
⊕
λ∈Λ
H1λ ⊗H2λ.
Since {(eλi1ξλa )(ω)}λ,i,a is an orthonormal basis of H(ω) for almost all ω, we identify
(eλi1ξ
λ
a )(ω) with f
λ
a ⊗eλi , and H with L2(X, µ)⊗H0. There exists a natural embedding
of K = ∏λ∈Λ U(H1λ) in the group U(H0) of all unitaries H0 as those unitaries acting
“only on H1λ, λ ∈ Λ”. Through this embedding, we also regard K as a subgroup of
U(H0). Then, we have
(u(g)ξ)(ω) = (
dg · µ
dµ
(ω))1/2c(ω, g)ξ(ω · g), ξ ∈ L2((x, µ), H0),(A.1)
for almost all ω ∈ X . Let
A =
∫ ⊕
X
A(ω)dµ(ω)
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be the disintegration of A over Z = L∞(X, µ)⊗C1H0 . Then, the map X ∋ ω 7→ A(ω)
is measurable with respect to the Effros Borel structure of the set of von Neumann
algebras on H0 [59, Chapter 4], [75, Chapter 4, Section 8]. For x ∈ A, (A.1) implies
αg(x)(ω) = c(ω, g)x(ω · g)c(ω, g)−1,(A.2)
for almost all ω. Since A has countable generators (we assume that Hilbert spaces
are separable throughout this paper), this implies
c(ω, g)A(ω · g)c(ω, g)−1 = A(ω),(A.3)
for almost all ω.
Using the Effros Borel structure in the same way as in the proof of [80, Theorem
4.3] and passing to an equivalent cocycle if necessary (and changing A(ω) and c(ω, g)
on a null set), we may and do assume that there exists a von Neumann algebra
B ⊂ B(H0) such that A(ω) = B and c(ω, g) normalizes B for all ω ∈ X . Since c
is a minimal cocycle with Kc = K, K normalizes B, and so we define Ψ to be the
restriction of Ad(k), k ∈ K to B. Then, (A.2) implies Φ = Ψc. Since Φ is ergodic,
so is Ψ.
(2). Thanks to [30], B is injective and so is A.
Let ǫ be a normal conditional expectation from A onto Z. Then, since H is the
standard Hilbert space of A, there exists ξ = (ξ(ω)) ∈ L2((X, µ), H0) whose vector
state is µ · ǫ, where µ means the state of Z corresponding to the measure µ. Thus,
for all x ∈ A and f ∈ Z we have∫
X
f(ω)ǫ(x)(ω)dµ(ω) = 〈ǫ(fx)ξ, ξ〉.(A.4)
We introduce a measurable field of normal states {ϕω} of B by
ϕω(b) = 〈bξ(ω), ξ(ω)〉, b ∈ B.
Then, (A.4) implies ǫ(x)(ω) = ϕω(x(ω)) for almost all ω. Moreover, if ǫ commutes
with Φg, we get
ϕω·g = ϕω ·Ψc(ω,g),
for almost all ω. Let S(B) be the set of all normal states of B, which is a Polish
space in the norm topology. Since Ψ is continuous in u-topology, K acts on S(B) as
a continuous transformation group. Applying the same argument as above to S(B)
and passing to an equivalent cocycle (and changing ϕω and c(ω, g) on a null set), we
may assume that there exists ϕ ∈ S(B) such that ϕω = ϕ for all ω and ϕ ·Ψc(ω,g) = ϕ
holds. Thus, ϕ is a Ψ-invariant state, which is unique because of ergodicity of Ψ.
Thus, ǫ = id ⊗ ϕ is uniquely determined. ǫ has the trace property as ϕ is a trace
thanks to [30].
(3). We assume that (A,Φ) are also given by A = Z ⊗ B1, Φ = (Ψ1)c1. Let τ be
the unique Ψ1-invariant trace, L2(B1) be the GNS Hilbert space of τ , and v(k) be
the canonical implementation of Ψ1k, k ∈ K1. Then, we have H = L2(X, µ)⊗L2(B1)
and u is given by
u(g)ξ(ω) =
dg · µ
dµ
(ω)1/2v(c1(ω, g))ξ(ω · g), ξ ∈ L2((X, µ), L2(B1)).
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Since K1 is a compact group, we have the irreducible decomposition
(L2(B1), v(k)) = (
⊕
(π,Hpi)∈K̂1
Hπ ⊗ Lπ,
⊕
(π,Hpi)∈K̂1
π(k)⊗ 1Lpi),
where Lπ is the multiplicity space, which may be zero. Since the G-action on (X, µ)
is ergodic and c1 is a minimal cocycle with Kc1 = K we have
Z ′ ∩ u(G)′ =
⊕
(π,Hpi)∈K̂1
C⊗ C⊗ B(Lπ).
Thus, we identify Λ with the subset of K̂1 consisting of the irreducibles appearing
in (v, L2(B1)), and identify H2λ with Lπ when λ ∈ Λ is identified with (π,Hπ) ∈ K̂1.
In what follows, we abuse notation and use only Λ, instead of K̂1, if there is no
possibility of confusion. We set
K1 =
∏
λ∈Λ
U(Hλ),
and regard it as a subgroup of the unitary group U(H) as before. Since Ψ1 is faithful,
we identify K1 with v(K1) ⊂ K1.
Let w(ω) : H0 −→ L2(B1) be the measurable field of unitaries describing the
identity map on H with respect to the two distinct splitting H = L2(X, µ)⊗H0 and
H = L2(X, µ)⊗ L2(B1). w(ω) is decomposed as
w(ω) =
⊕
λ∈Λ
wλ(ω)⊗ 1H2
λ
,
where wλ(ω) : H
1
λ −→ Hλ is a measurable field of unitaries. Then, we have
B1 = w(ω)Bw(ω)∗,
c1(ω, g) = w(ω)c(ω, g)w(ω · g)∗,
for almost all ω ∈ X . Thanks to uniqueness of the minimal subgroup up to conjugacy,
there exists a unitary w0λ from H
1
λ to Hλ such that if we set
ν0 = (
∏
λ∈Λ
Ad(w0λ)) : K −→ K1,
then ν0(K) = K1. We denote by ν1 the restriction of ν0 toK. Let w
1(ω) = wλ(ω)w
0
λ
∗
,
and
w0 =
⊕
λ∈Λ
w0λ ⊗ 1H2λ ,
w1(ω) =
⊕
λ∈Λ
w1λ(ω)⊗ 1H2λ ,
Then, we have
B1 = w1(ω)w0Bw0
∗
w1(ω)∗,
c1(ω, g) = w1(ω)ν1 · c(ω, g)w1(ω · g)∗,
for almost all ω ∈ X . Since c1 and ν1 · c are mutually equivalent minimal K1-valued
cocycles with (K1)c1 = (K1)ν·c = K1, [80, Theorem 6.1] implies that there exist
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κ ∈ K1 normalizing K1 and a Borel map a : X −→ K1 such that w1(ω) = a(ω)κ for
almost all ω ∈ X . Let ν(k) = κν1(k)κ−1, then we get
B1 = κw0Bw0
∗
κ∗,
c1(ω, g) = a(ω)ν · c(ω, g)a(ω · g)∗,
for almost all ω. Let σ be the restriction of Ad(κw0) to B. Then ν and σ have the
desired property.
A.3. Existence of minimal cocycles on ergodic flows. The following is an easy
generalization of [81, Theroem 2] to the non-singular case, which asserts that there
are plenty of non-trivial modular endomorphisms for any type III0 factors.
Proposition A.5. Let (X, µ) be an ergodic non-transitive R-space. Then, for every
compact group K, there exists a minimal cocycle c : X × R −→ K with Kc = K.
Proof. As in [81, Theorem 2], it suffices to show the statement for a Z-action instead
of the R-action thanks to Ambrose-Kakutani’s theorem [1]. Let S be a given non-
singular and non-transitive ergodic transformation on (X, µ). We show that there
exists a minimal cocycle c : X × Z −→ K with Kc = K. We take a non-transitive
ergodic transformation T on (Y, ν) such that ν is T -invariant. Thanks to [81, Theorem
1], there exists a minimal cocycle c′ : Y × Z −→ K such that Kc′ = K. Let R be
the Z2-action on X × Y given by R(n1,n2) = Sn1 × T n2 . We define a cocycle c′′ on
(X × Y )× Z2 by
c′′((ω1, ω2), (n1, n2)) = c
′(ω2, n2),
which is a minimal cocycle with Kc′′ = K. Since (X, µ, S) is orbit equivalent to
(X × Y, µ× ν, R) [40], we get the result.
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