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Abstract
In this paper we introduce the functional centrality as a general-
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characterizing nodes in the graph according to the number of closed
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ately weighted according to the topological features that we need to
measure.
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1 Introduction
A kind of local characterization of networks is made numerically by using one
of several measures known as centrality [10]. One of the most used centrality
measures is the degree centrality, DC [1], which is a fundamental quantity
describing the topology of scale-free networks [14]. DC can be interpreted
as a measure of immediate influence, as opposed to long-term effect in the
network [10]. For instance, if a certain proportion of nodes in the network
are infected, those nodes having a direct connection with them will also be
infected. However, although a node in a network may be linked to only
one node, the risk of infection to the first node remains high if the latter is
connected to many others.
There are several other centrality measures that have been introduced
and studied for real world networks, in particular for social networks. They
account for the different node characteristics that permit them to be ranked
in order of importance in the network. Betweenness centrality (BC) char-
acterizes how influential a node is in communicating between node pairs
[11]. In other words, BC measures the number of times that a shortest path
between nodes i and j travels through a node k whose centrality is being
measured. The farness of a vertex is the sum of the lengths of the geodesics
to every other vertex. The reciprocal of farness is closeness centrality (CC).
The normalized closeness centrality of a vertex is the reciprocal of farness
divided by the minimum possible farness expressed as a percentage [1, 10].
This measure is only applicable to connected networks, since the distance
between unconnected nodes is undefined. Neither BC nor CC can be related
to the network subgraphs in a way that permits them to be considered as
measures of node subgraph centrality.
A centrality measure that is not restricted to shortest paths is the eigen-
vector centrality (EC) [3], which is defined as the principal or dominant
eigenvector of the adjacency matrix A representing the connected subgraph
or component of the network. It simulates a mechanism in which each node
affects all of its neighbors simultaneously [4]. EC cannot be considered as a
measure of centrality whereby nodes are ranked according to their participa-
tion in different network subgraphs. For instance, in a graph with all nodes
having the same degree (a regular graph), all the components of the main
eigenvalue are identical [5], even if they participate in different subgraphs.
EC is better interpreted as a sort of extended degree centrality which is pro-
portional to the sum of the centralities of the node’ neighbors. Consequently,
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a node has high value of EC either if it is connected to many other nodes or
if it is connected to others that themselves have high EC [12].
In Figure 1, we illustrate two regular graphs, with eight and nine nodes,
and degrees equal to 3 and 6, respectively. In the left hand side graph,
nodes {1, 6, 8} are the only ones forming part of a triangle. Vertices {4, 6}
form part of three squares, vertices {3, 5, 7} form part of only two squares
and the rest do not form part of any square. The analysis can be obviously
extended to larger subgraphs. However, it is evident that there are three
groups of distinguishable vertices in the graph, {1, 2, 8} ,{4, 6} and {3, 5, 7}.
These are distinguishable according to their participation in the different
subgraphs, although they cannot be distinguished by EC. In the right hand
side graph, vertices {1, 3, 5, 6, 8} take part in 44 of the 100 squares present
in the graph, while vertices {2, 4, 7, 9} take part in 45 (all vertices take part
in the same number of smaller subgraphs; e.g., edges, triangles, connected
triples). However, these groups of vertices cannot be distinguished by any of
the centrality measures (DC, CC, BC and EC).
A method was proposed in [7] for characterizing nodes in a network ac-
cording to the number of closed walks starting and ending at the node. Closed
walks are appropriately weighted such that their influence on the centrality
decreases as the order of the walk increases: the contribution of closed walks
of length k to the centrality of the vertex is the number of such closed walks
divided by the factorial of k. Each closed walk is associated with a con-
nected subgraph, which means that this measure ”counts” the times that a
node takes part in the different connected subgraphs of the network, with
smaller subgraphs having higher importance. Consequently, this measures
was called the ”subgraph centrality” (SC) for nodes in a network.
In this paper we propose a generalization of the subgraph centrality. We
propose a general method for characterizing nodes in the graph according to
the number of closed walks starting and ending at the node. Closed walks are
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appropriately weighted according to the topological features that we need to
measure.
2 Functional centrality
The following well-known result will be useful in the spectral study of cen-
tralities.
Theorem 1. [2] Let vi and vj be vertices of a graph Γ. LetA be the adjacency
matrix of Γ. Then, the number of walks of length k in Γ, from vi to vj, is
the entry in position (i, j) of the matrix Ak.
Since the adjacency matrix, A, of Γ is a symmetric matrix with real
entries, there exists an orthogonal matrix U = (uij) such that A = UDU
T
where D = diag(λ1, λ2, ..., λn) whose diagonal entries are the eigenvalues of
A, and the columns of U are the corresponding eigenvectors that form an
orthogonal basis of the Euclidean space Rn. Hereafter we will denote by λ
the main eigenvalue of A and the jth column of U will be denoted by Uj . It
must be emphasized that, if the graph Γ is connected, then the symmetric and
non-negative matrix A is irreducible. As a consequence, the main eigenvalue
of A has a positive eigenvector of multiplicity one. This fact facilitates the
use of the main eigenvector as a measure of centrality [3]. It follows that
walks of length k in Γ, from vi to vj , are
µk(ij) =
(
Ak
)
ij
=
n∑
s=1
uisujsλ
k
s . (1)
Moreover, the number of closed walks of length k starting and ending on
vertex vi in Γ is given by the local spectral moments µk(i), which are simply
defined as the ith diagonal entry of the kth power of the adjacency matrix,
A:
µk(i) =
(
Ak
)
ii
=
n∑
s=1
(uis)
2
λks . (2)
Let λ be the spectral radius of Γ. Let f be a function, f : R 7→ R, whose
Taylor series is f(x) =
∞∑
k=0
akx
k, |x| < λ∗, where λ∗ > λ. We define the
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functional centrality, Cf(i), as
Cf(i) :=
∞∑
j=0
ajµj(i). (3)
In this case, the number of closed walks of length l is weighted by al.
Thus, we can select the function f according to the topological features that
we need to measure. Some interesting cases will be explained in the next
sections.
For any vi ∈ V we denote by ℓ
i(N) the space of real sequences y = (yj)
∞
j=0
such that
∞∑
j=0
yjµj(i) <∞.
Theorem 2. Let Γ = (V,E) be a simple graph of order n. Let λ1 ≥ λ2 ≥
· · · ≥ λn be the eigenvalues of Γ and let U = (uij) denotes an orthogonal
matrix whose columns are the corresponding eigenvectors. Let λ∗ > λ1 and
let f be a real function such that f(x) =
∞∑
k=0
akx
k, for |x| < λ∗. Then for
each vi ∈ V , a = (a0, a1, ..., ak, ...) ∈ ℓ
i(N) and the functional centrality is
Cf(i) =
n∑
j=1
(uij)
2f(λj).
Proof. By the definition of Cf(i) and (2), we obtain
Cf(i) =
∞∑
k=0
ak
(
n∑
j=1
λkj (uij)
2
)
. (4)
On the other hand, series (4) is obtained by adding term by term the following
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convergent series:
(ui1)
2
∞∑
k=0
akλ
k
1
= (ui1)
2f(λ1)
(ui2)
2
∞∑
k=0
akλ
k
2
= (ui2)
2f(λ2)
...
(uin)
2
∞∑
k=0
akλ
k
n = (uin)
2f(λn).
Thus, series (4) converges to
n∑
j=1
(uij)
2f(λj).
Theorem 3. Let Γ = (V,E) be a nontrivial simple graph of order n and
spectral radius λ. Let λ∗ > λ and let f be a real function such that f(x) =
∞∑
k=0
akx
k, for |x| < λ∗, where al ≥ 0 for all l. Then for each vi ∈ V ,
Cf(i) ≤
1
n
[f(n− 1) + (n− 1)f(−1)].
The equality holds if and only if Γ is the complete graph.
Proof. Since Γ is nontrivial, let x be an edge of Γ. Let Γ − x be the graph
obtained by removing x from Γ. Then the number of closed walks of length
k in Γ − x is equal to the number of closed walks of length k in Γ minus
the number of closed walks of length k in Γ containing x. Consequently, as
al ≥ 0 for all l, for all vi ∈ V , Cf(i) in Γ−x is lower than or equal to Cf(i) in
Γ. In closing, the maximum Cf(i) is attained if and only if Γ is the complete
graph Γ = Kn. We now compute Cf(i) in Kn. The eigenvalues of Γ are n−1
and −1 (with multiplicity 1 and n − 1). By spectral decomposition of unit
vector ei ∈ R
n,
ei = ui1U1 +
n∑
j=2
uijUj ,
we obtain
1 =‖ ei ‖
2=
1
n
+
n∑
j=2
(uij)
2.
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Therefore, we have
Cf(i) =
n∑
j=1
(uij)
2f(λj)
=
1
n
f(n− 1) + f(−1)
n∑
j=2
(uij)
2
=
1
n
[f(n− 1) + (n− 1)f(−1)] .
2.1 Subgraph Centrality
The subgraph centrality, [7], is defined as
CS(i) :=
∞∑
k=0
µk(i)
k!
. (5)
In this case, closed walks are appropriately weighted such that their
influence on the centrality decreases as the order of the walk increases. Each
closed walk is associated with a connected subgraph, which means that this
measure ”counts” the times that a node takes part in the different connected
subgraphs of the graph, with smaller subgraphs having higher importance.
Let λ be the main eigenvalue of A. For any non-negative integer k and
any vi ∈ V (Γ) we have µk(i) ≤ λ
k and thus series (5) - whose terms are
nonnegative - converges:
∞∑
k=0
µk(i)
k!
≤
∞∑
k=0
λk
k!
= eλ. (6)
Thus, a =
(
1, 1, 1
2!
, 1
3!
, ..., 1
k!
, ...
)
∈ ℓi(N), ∀vi ∈ V (Γ). Obviously, in this
case, f(x) = ex and the subgraph centrality of vi ∈ V is CS(i) =
n∑
j=1
(uij)
2eλj .
The reader is referred to [7] for a detailed study on subgraph centrality
and its applications to complex networks.
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2.2 Monomial centrality
Suppose that the problem is to characterize nodes in the graph according
to the number of closed walks of length k containing the node, i.e., the
local spectral moments. In this case we take the function f(x) = xk and, in
consequence, we call this centrality monomial centrality. Thus, the monomial
centrality Ck(i), is defined as
Ck(i) := µk(i).
For instance, if k = 2, we obtain the degree centrality.
2.3 Functional centrality of radius k
Suppose that the problem is to characterize nodes in the graph according
to the number of closed walks of length lower than or equal to k containing
the node. In this case we take the function f as a polynomial of degree
k, fk(x) = a0 + a1x + a2x
2 + · · · + akx
k, where the coefficients are taking
according to the importance of the participation of the node in the closed
walks of a given length. For instance, if we consider that the contribution of
closed walks of length 1 ≤ l ≤ k to the centrality is inversely proportional to
l, then we take al =
1
l
. Thus, Cfk(i) =
n∑
j=1
(uij)
2
(
1 + λj +
λ2j
2
+ · · ·+
λkj
k
)
.
2.4 Odd and even centralities
It is well-known that there are graphs that do not have odd closed-walks.
i.e., the bipartite graphs. On the other hand, it would be of some interest to
characterize nodes in the graphs according to the number of closed walks of
odd (even) length containing the node. In such a case we can take an odd
(even) function. For instance, the odd subgraph centrality is defined as
CSodd(i) :=
µ1(i)
1!
+
µ3(i)
3!
+
µ5(i)
5!
+ · · ·
Hence, in this case, f(x) = sinh(x) and CSodd(i) =
n∑
j=1
(uij)
2sinh(λj). Anal-
ogously, the even subgraph centrality is defined as
CSeven(i) :=
µ0(i)
0!
+
µ2(i)
2!
+
µ4(i)
4!
+ · · ·
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Thus, f(x) = cosh(x) and CSeven(i) =
n∑
j=1
(uij)
2cosh(λj).
As we will show in Section 3, the above centralities are of singular im-
portance in the study of bipartivity.
2.5 Example
In order to show the differences in the orders imposed by different functional
centralities, we have selected the left hand side graph of Figure 1 and the
following centrality measures.
• Monomial centrality, C3: f(x) = x
3.
• Functional centrality of radius 3, Cf3 : f(x) = 1 + x+
x2
2
+ x
3
3
.
• Functional centrality of radius 4, Cf4 : f(x) = 1 + x+
x2
2
+ x
3
3
+ x
4
4
.
• Odd centrality, CSodd: f(x) = sinh(x).
• Subgraph centrality, Cs: f(x) = e
x.
1 2 3 4 5 6 7 8
C3 2 2 0 0 0 0 0 2
Cf3 3.16 3.16 2.5 2.5 2.5 2.5 2.5 3.16
Cf4 6.92 6.92 7.25 7.75 7.25 7.75 7.25 6.92
CSodd 0.608 0.608 0.117 0.075 0.117 0.075 0.117 0.608
Cs 3.9 3.9 3.63 3.7 3.63 3.7 3.63 3.9
3 Functional centralization
By (1) and (2) we have that the number wk of walks of length k in Γ is given
by
wk =
∑
i,j
µk(ij) =
n∑
s=1
(
n∑
i=1
uis
)2
λks , (7)
and the number θk of closed-walks of length k in Γ is given by the trace of
Ak:
θk =
n∑
i=1
Ck(i) =
n∑
s=1
λks . (8)
9
Let λ be the spectral radius of Γ. Let f be a function, f : R 7→ R, whose
Taylor series is f(x) =
∞∑
k=0
akx
k, |x| < λ∗, where λ∗ > λ. We define the
functional centralization, Cf(Γ), as
Cf(Γ) :=
∞∑
j=0
ajθj . (9)
Hence, an analytical expression for Cf (Γ), which depends only on the
eigenvalues and order of the graph, can be obtained by using a procedure
analogous to that described in the proof of Theorem 2.
Theorem 4. Let Γ = (V,E) be a simple graph of order n and let λ1 ≥ λ2 ≥
· · · ≥ λn be the eigenvalues of Γ. Let λ∗ > λ1 and let f be a real function
such that f(x) =
∞∑
k=0
akx
k, for |x| < λ∗. Then the functional centralization
is
Cf(Γ) =
n∑
j=1
f(λj) =
n∑
i=1
Cf(i).
For instance, taking f(x) = xk we obtain the k-spectral moment of Γ,
Ck(Γ) := θk =
n∑
s=1
λks .
This centralization only measures the number of closed-walks of length k in
Γ. For instance, if k = 2, then C2(G) = 2m, where m denotes the size of G.
Taking f(x) = ex we obtain the subgraph centralization:
CS(Γ) :=
∞∑
k=0
θk
k!
. (10)
That is,
CS(Γ) =
n∑
i=1
eλi . (11)
Taking f(x) = sinh(x) in Theorem 4 we obtain the odd subgraph central-
ization of Γ
CSodd(Γ) =
n∑
i=1
sinh(λi). (12)
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Analogously, the even subgraph centralization is
CSeven(Γ) =
n∑
i=1
cosh(λi). (13)
Both subgraph centralization and even centralization, were used to ob-
tain measures of bipartivity in graphs [8]: the proportion of even closed walks
to the total number of closed walks is a measure of the graph bipartivity.
Thus, we measures the bipartivity of a graph Γ by
β(Γ) =
n∑
i=1
cosh(λi)
n∑
i=1
eλi
.
It is evident that β(Γ) ≤ 1 and β(Γ) = 1 if and only if Γ is bipartite.
Moreover, as eλi = sinh(λi) + cosh(λi) and sinh(λi) < cosh(λi), ∀i, we have
1
2
< β(Γ) ≤ 1. The lower bound is reached for the least possible bipartite
graph with n nodes, which is the complete graph Kn. As the eigenvalues of
Kn are n− 1 and −1 (with multiplicity n− 1), then β(Γ)→
1
2
when n→∞
in Kn.
The contribution of vertex vi to graph bipartivity, β(i), can be obtained
by using the appropriate functional centrality of vi. That is,
β(i) =
n∑
j=1
(uij)
2 cosh(λj)
n∑
j=1
(uij)
2eλj
.
The reader is referred to [8] for a more detailed study on bipartivity and
its applications. Moreover, an application of our bipartivity measures to the
study of fullerene graphs can be found in [6].
4 Functional centrality in hypergraphs
Let H be a simple hypergraph of order n. The adjacency matrix, A(H),
of the hypergraph H = (V,E) is a square symmetric matrix whose entries
11
aij are the number of hyper-edges that contain both nodes vi and vj: the
diagonal entries of A(H) are zero. This can be obtained from the incidence
matrix of H as follows:
A(H) = EET −D
where ET is the transpose of the incidence matrix and D is the diagonal
matrix whose diagonal entries are the degrees of the vertices. More formally,
A(H) is a n × n matrix with diagonal entries aii = 0, for vi ∈ V , and
off-diagonal entries
aij = |{Ek ∈ E(H) : {vi, vj} ⊂ Ek}|, for vi, vj ∈ V (H), i 6= j.
Since A(H) is symmetric, and its entries are non-negative integers, it may
be viewed as the adjacency matrix of a multigraph G′, i.e., a graph having
multiple links between nodes, called the associated graph of H = (V,E).
It must be emphasized that, if the hypergraph H is connected, then the
symmetric and non-negative matrix A(H) is irreducible. As a consequence,
the main eigenvalue of A(H) has a positive eigenvector of multiplicity one.
This fact facilitates the extension, to the case of hypergraphs, of the use of
the main eigenvector as a measure of centrality.
The following result will be useful in extending the definition of func-
tional centrality to hypergraphs.
Theorem 5. [13] Let vi and vj be vertices of a hypergraph H. Let A(H)
be the adjacency matrix of H. Then, the number of walks of length k in H,
from vi to vj, is the entry in position (i, j) of the matrix (A(H))
k
.
So, the spectral study of centralities is completely analogous to the pre-
vious one for graphs.
Theorem 6. Let H be a simple hypergraph of order n. Let λ1 ≥ λ2 ≥ · · · ≥
λn be the eigenvalues of GH and let U = (uij) denote an orthogonal matrix
whose columns are the corresponding eigenvectors. Let λ∗ > λ1 and let f
be a real function such that f(x) =
∞∑
k=0
akx
k, for |x| < λ∗. Then for each
vi ∈ V (H), a = (a0, a1, ..., ak, ...) ∈ ℓ
i(N) and the functional centrality is
Cf(i) =
n∑
j=1
(uij)
2f(λj).
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Proof. The proof is basically as in Theorem 2.
The particular case of subhypergraph centrality, i.e., f(x) = ex, was
analyzed in [9].
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