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ABSTRACT
Ab initio molecular dynamics (AIMD) has become a popular simulation technique
but long simulation times are often hampered due to its high computational effort.
Alternatively, classical molecular dynamics (MD) based on force fields may be used,
which, however, has certain shortcomings compared to AIMD. In order to alleviate
that situation, a trajectory-based machine learning (TrajML) approach is introduced
for the construction of force fields by learning from AIMD trajectories. Only nuclear
trajectories are required, which can be obtained by other methods beyond AIMD
as well. We developed an easy-to-use MD machine learning package (TrajML MD)
for instant modeling of the force field and system-focused prediction of molecular
configurations for MD trajectories. It consumes similar computational resources as
classical MD but can simulate complex systems with a higher accuracy due to the
targeted learning on the system of interest.
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1. Introduction
Molecular dynamics (MD) as an important simulation technique can provide an un-
derstanding of dynamic properties of the system under study at an atomistic level. A
crucial aspect for MD is the simulation length. Prediction of thermodynamic properties,
analysis of chemical processes and computation of spectroscopic signatures, for instance,
require certain time scales of the MD simulations. Due to the long time-scales required,
MD simulations are usually based on classical force fields generated by fitting ab initio
results to some human-designed empirical terms, e.g. bond stretching, angle bending,
dihedral/improper dihedral torsion, Van der Waals interaction, and electrostatic inter-
action. Although they are widely applied, many cases of failures have been published,
such as non-tolerable errors in dihedral rotation [1] and hydrogen bonding [2]. Moreover,
weak interactions and charged or transition-metal based systems are difficult to model.
While density functional theory (DFT)-based [3, 4] MD (usually called ab initio MD
(AIMD)) in general provides more accurate trajectories than classical MD, the compu-
tational cost at a reasonable time scale is often high and may thus not be possible to
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accomplish.
During recent years, machine learning has become more and more popular. It has
been applied to various areas such as computer vision, natural language processing,
self-driving and artificial intelligence. In computational chemistry, machine learning
force fields or potentials (MLFFs/MLPs) [5–40] are emerging as a powerful approach.
These MLFFs/MLPs use artificial neural networks (ANNs), Gaussian process regres-
sions, kernel-based regression, or other approaches to fit their features to energies and/or
forces of DFT or wavefunction-based calculations. Among them, several MLFFs/MLPs
have been especially designed for molecular systems. ANI [19] and TensorMol [23] use
Behler–Parrinello type neural networks [5] which are constructed in a feed-forward way.
DTNN [15], HIP-NN [24], SchNet [25], and PhysNet [26] apply a message-passing scheme
[41] in their neural networks so that the information propagation is guided by the graph
structure. Atom types, positions, charges, and molecular topologies are provided as
input and large databases are used for training in the above mentioned ANN-based ap-
proaches. Besides, FFLUX [16–18] constructs atomic multipole moments as descriptors
in a Gaussian process regression to provide a full description of the electronic informa-
tion in molecules.
The main focus of these mentioned methods is on the transferability of models by
constructing MLFFs/MLPs based on large databases containing molecules and their
conformers. Nevertheless, in the case of MD simulations, they still have limitations on
the systems modelled. Complex systems containing e.g. non-zero charges or unusual
atom types (such as metal atoms and their various spin states) are normally not simu-
lated due to the limitation of the underlying training datasets.
To account for the cases when the systems of interest are not fully parameterized
by any type of force field, we introduce a different type of MLFF – TrajML FF – and
apply it to MD simulations. TrajML FF does not depend on any existing database but
only on the MD trajectory(ies) of the system itself, providing a system-focused instant
parameterization. In this work, we generated the required trajectories with AIMD. This
can be adopted further for longer simulations which would e.g. not be feasible otherwise
due to the high computational effort. Reduction of computational effort has also been
aimed at in previous works [12, 14, 20–22, 30, 34, 38] using machine learning. Some
studies [14, 34, 38] have been focused on condensed phase systems and properties with
on-the-fly modification of the force fields. Other studies [12, 30] have been designed
mainly for intermolecular forces in solvated systems. Similar to GDML/sGDML [20–22],
the TrajML FF we developed aims at intramolecular forces within molecular systems.
While the ANN-based approaches have in general the problem of explainability, TrajML
is encoded explicitly with the power series of distances, making it a concise force field
with more physical meaning. During finishing this manuscript, we became aware of
other works (Refs. [42, 43]) discussing or applying distance-based power series for ML,
however not with the focus on the training and prediction of MD trajectories. TrajML
FF is designed for force-based input, with only the geometry information required for the
training data. This makes the TrajML a convenient approach for the instant modeling
of force fields and the system-focused prediction of molecular configurations for MD
trajectories.
2. Theory
In the following, the underlying theory for the TrajML is shortly introduced.
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2.1. Numerical integration algorithm
Numerical integration algorithms are used for the calculation of trajectories in MD sim-
ulations. In the TrajML code, the Verlet integrator [44] is used, which directly provides
the relation between positions and acceleration (see Eq. 1 where ~ri(t) and ~ai(t) are the
position and the acceleration of atom i at time t, respectively; ∆t is the timestep).
Besides, ~ai(t)∆t2 in Eq. 1 is used to encode the information about the force on atom i
at time t based on the fact that the term mi∆t2 is constant for the entire simulation in
our case (see Eq. 2 where ~Fi(t) is the force on atom i at time t, ~mi is the mass of atom
i, and ~F encodei (t) is the encoded "force" on atom i at time t).
~ri(t + ∆t) = 2~ri(t) − ~ri(t − ∆t) + ~ai(t)∆t2 + O(∆t4) (1)
~Fi(t) = mi~ai(t) =
mi
∆t2
· ~ai(t)∆t2 ∝ ~ai(t)∆t2 = ~F encodei (t) (2)
2.2. Series construction
The force between two atoms i and j ( ~Fij) is described by a set of user-defined force
bases, which are power series of distances between the two atoms (see Eq. 3 where
fij represents the formula to be learned, s is a user-defined hyperparameter and ~rij =
~ri − ~rj). Power series have been selected because potentials (and its derivatives) are
assumed to be analytical functions and can be expanded in the form of power series.
Also, some terms in the power series of the distance have a physical meaning: the
force of charge–charge interactions is proportional to 1||~rij ||2 , the force of charge–fixed
dipole interactions is proportional to 1||~rij ||3 , etc. In the prediction of the trajectories
by TrajML, the power series of distances will form a Vandermonde matrix which can
be iteratively generated, leading to a lower computational effort. Nevertheless, we are
aware that including other many-body interactions can improve the accuracy [45, 46].











With response variable y and predictor variable X (in the form of a covariate matrix),
the linear model is written as in Eq. 4, where β is the weight and ǫ is the noise. To
decrease the model complexity while solving Eq. 4, the Least Absolute Shrinkage and
Selection Operator [47] (LASSO) can be adopted to decrease the number of dependencies
by introducing an extra penalization term in the loss function (see Eq. 5, β̂ is the
estimated model parameter).
The hyperparameter λ is for L1 regularization penalty, which can be either set manu-
ally or tuned through cross validation. The formula of minimization of the loss function
is given in Eq. 6, where i is the label of data points, j is the label of covariates, and xij is
an element in X. Number of data points N is introduced to remove the dependence of
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λ on the size of dataset. LASSO regression cannot be solved analytically and a proximal
gradient descent method is used to obtain the numerical solution.
y = Xβ + ǫ (4)





















2.4. K-fold cross validation
Cross validation [48] (CV) is a statistical method used to evaluate machine learning
models. K-fold CV splits the data set into K folds where K − 1 folds are used for the
training and one fold is used for the validation. The validation fold is iterated among K
folds so that the best model for all folds can be found. In the TrajML, K-fold CV is used
for the LASSO regression to automatically search for the best hyperparameter λ [49].
The hyperparameter λ is first fixed and the estimated model parameter β̂ is optimized
within each fold. λ is then tuned with grid search in order to produce averagely the best
result for all folds.
3. Methods
An algorithm is shown in Fig. 1 for the description of the TrajML MD code. The
code consists of five sections: data generation, pre-processing, machine learning, post-
processing, and prediction.
3.1. Data generation
The trajectory of an AIMD simulation in the NVE ensemble is used as input data for
the code. Alternatively, multiple AIMD simulations can be performed with different
initial structures and combined for the input data. Strategies like metadynamics [50]
and replica exchange molecular dynamics [51] can also be used for the generation of the
training datasets.
3.2. Pre-processing
The pre-processing section constructs the training data and training label from the
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Figure 1. Flowchart of the TrajML MD.
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of the atoms i (note that i and later on j denote atom labels rather than atom types)
at every time step t from the positions at the three time steps ~ri(t − ∆t), ~ri(t), and
~ri(t + ∆t) based on Eq. 1. Then the maximum value Fi,max(t) out of the three entries
corresponding to the x/y/z directions in ~Fi(t) is selected for each atom i at each step
(time t) without an overall preference (see Eq. 7). This step is introduced in the code
to avoid calculations of projections on the direction of the movement. Fi,max(t) (see Eq.
8) works as the training label at time t (TLi(t), see Eq. 8) for each atom i. All pairwise
displacements of atom i with other atoms are calculated at every time t (denoted as
~rij(t)). Note that the pair i-j here is unique and kept the same throughout the learning
and prediction processes. The Euclidean norms of these displacements are used for the
construction of the force basis based on a user-defined hyperparameter s. Also, rij,max(t),
i.e. the displacement component in the direction (see Eq. 9) with the maximum value
Fi,max(t) is selected for each pair i and j (see Eq. 10). ||~rij(t)||−s and rij,max(t) form the
training data at time t (TDijs(t)) based on Eq. 11. The second term in this equation is a
projection of the constructed force basis also on the same direction as the training label
at each simulation step (time t). One may notice that only one direction is considered
in the constructed TDijs(t) and TLi(t) at each time t. Including all three directions in
the learning process may lead to inaccurate results when e.g. both TLi(t) and TDijs(t)
have very small values in any direction, which affects the regression process. This can
happen in e.g. linear molecules so we designed the original code in this manner. In other
systems, however, we use the information for all three directions as the training data
and training label (see Eq. 12 and Eq. 13, we use this form for all examples shown in
this manuscript).
F encodei,max (t) = max
d∈x,y,z
F encodei,d (t) (7)
TLi(t) = F encodei,max (t) (8)
Di(t) = argmax
d∈x,y,z
F encodei,d (t) (9)
rij,max(t) = rij,Di(t)(t) (10)




TDijsd(t) = ||~rij(t)||−s ·
rij,d(t)
||~rij(t)||
, d ∈ x, y, z (12)
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(a) (b)
Figure 2. Cases in which nonphysical interactions are produced by LASSO and refitted by constrained LS.
TLid(t) = F encodei,d (t), d ∈ x, y, z (13)
3.3. Machine learning
LASSO regression is applied on the TDijsd(t) (xij in Eq. 6) and TLid(t) (y in Eq. 6) for
each atom i regarding all N training samples constructed in the pre-processing with the
best model selected by the CV. The force field parameter set wijs contains the weights
obtained from the optimization formula of LASSO shown in Eq. 14. The weight of each















|β̂ijs|}, d ∈ x, y, z (14)
3.4. Post-processing
The post-processing consists of two parts: refitting and averaging.
Refitting is implemented to prevent nonphysical interactions as exemplary shown in
Fig. 2. Nonphysical interactions can be obtained from the TrajML due to the lack of
short range information between two nonbonding atoms (they are defined as atoms more
than three covalent bonds away from each other in this work but can also be defined
differently) and thus LASSO regressions overfit the parameters on the long range data
(see blue crosses and red lines in Fig. 2). Constrained least squares (LS) regression
is adopted for the refitting when the short range repulsion terms are missed in the
description of interactions. The refitting only considers two s values in the power series
in Eq. 3 (s=2,4 in this work) and the constraint is on the weight of the larger s value
(s=4 in this work) so that it is forced to be positive (see green lines in Fig. 2).
Averaging is introduced for the consideration of momentum conservation. In principle,
the force field parameter set of atom j to i and atom i to j should be equal (see Eq.
15). However, LASSO regression is carried out for each atom independently, resulting
in two parameter sets for interactions between any atom pair i and j.
To fix this, another constrained regression with all atoms included is applied (see Eq.
16). This equation only optimizes nonzero parameters from wguessijs which represents the
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initial guess of the estimated model parameter β̂avijs, so that the sparsity of LASSO is
kept. The initial guess wguessijs is obtained by the mass-weighted averaging as given in
Eq. 17 on the original parameter set wijs, where mi and mj are the mass of atom i
and j, respectively. The equation is proposed based on the idea that the trust level of
a parameter set depends on the sampling rate of its training data, which we take to
be proportional to the vibrational frequency, and is inversely proportional to the mass
of the atom. We also note here that the TrajML only generates a formula of pairwise
forces and does not change any time invariant physical laws. Energy conservation is
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Both CPU and GPU codes are designed for the prediction of trajectories. Firstly, it reads
the atom positions at time t and calculates the pairwise displacements. Then the same
series of s as used in the pre-processing is applied on the displacements to generate the
force basis ||~rij(t)||−s. The forces at time t are calculated by the element-wise product
of the force basis and the parameter sets wavijs of the constructed force field, followed by
a division of mi (see Eq. 18). Lastly, the Verlet scheme is applied to the atom positions
at time step t − ∆t, t, and forces at time step t to predict atom positions at time step
t + ∆t (see Eq. 19, note that we construct the force encoded as ~ai(t)∆t2 as shown in
Sec. 2.1).This process is done for each atom i in parallel.
For a system containing N atoms and S power series, as many as N(N−1)S2 param-
eters are used to describe the force field, and most operations of these parameters are
independent from each other. Aiming for the propagation of large systems, GPU as
a massive parallel processor is also adopted in this work, and CUDA based packages
















Figure 3. Investigated systems: (a) ethylene (b) salicylaldehyde (c) capped-glycine and (d) tetracobalt do-
decacarbonyl.
4. Computational settings
Four systems were investigated in this work: ethylene, salicylaldehyde, capped-glycine,
and tetracobalt dodecacarbonyl (see Fig. 3).
DFT-based MD simulations were carried out with the CP2K/QUICKSTEP [54–
56] package utilizing Goedecker–Teter–Hutter (GTH) norm-conserving pseudopoten-
tials [57–59], the BLYP [60, 61] exchange–correlation functional, and the corresponding
DZVP-GTH basis sets. For equilibration of the system, the NVT ensemble using the
Nosé–Hoover thermostat [62, 63] was applied in order to keep the system at the target
temperature for 5 ps. Then AIMD in the NVE ensemble was used for the data gen-
eration and/or the comparison. The same settings were used for self-consistent-charge
density-functional tight-binding [64, 65] (SCC-DFTB)-based MD simulations (denoted
as DFTB-based MD simulations in the following). Besides, MD simulations were also
performed at the molecular mechanics (MM) level with the OpenMM [66] package and
the SMIRNOFF99Frosst force field [67] created by the Open Force Field [68] (OpenFF)
Initiative. More detailed information is given in Table 1. A timestep of 0.5 fs was used
in all simulations.
AIMD trajectories were used as training data for the TrajML with power series terms
s = 2, 3, 4, 5, 7 in Eq. 3 and refitting terms s = 2, 4 introduced in Sec. 3 for the post-
processing. Different sizes of training samples (i.e. No. MD snapshots - 2) of the same
system were utilized for comparison (see Table 2). Predictions were then carried out with
TrajML FFs learned from trajectories. The number of predicted steps was 50000 for all
systems and conditions. For comparison, 50000 steps were also extracted from DFTB-
and MM-based MD simulations. Standard deviations of selected vibrational motions
were computed to quantify their vibrational behavior in the MD simulations. Mean
absolute errors (MAE) of the forces were computed regarding predicted steps using DFT
forces as reference. Frequency spectra of different vibrational motions are calculated
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Table 1. Overview of simulation settings of the investigated systems. The simulations are labeled according
to their purpose training (T) and validation/comparison (C), respectively
System Simulation level Temperature [K] Objective
Ethylene DFT 300 T & C
Ethylene DFTB 300 C
Ethylene MM 300 C
Ethylene DFT 1000 C
Ethylene (13C2D4) DFT 300 C
[Ethylene]+ DFT 300 T & C
[Ethylene]+ DFTB 300 C
Salicylaldehyde DFT 300 T & C
Salicylaldehyde DFTB 300 C
Salicylaldehyde MM 300 C
Capped-glycine DFT 300 T & C
Capped-glycine DFTB 300 C
Capped-glycine MM 300 C
Tetracobalt dodecacarbonyl DFT 300 T & C
Table 2. Training and predicting settings of the investigated systems.
System No. training samples Prediction settings
Ethylene 100, 200, 500, 1000 –
Ethylene 500 velocity rescaled to 1000 K
Ethylene 500 masses changed to 13C and 2H (D)
[Ethylene]+ 200, 500, 1000, 2000 –
Salicylaldehyde 500, 1000, 2000, 5000 –
Capped-glycine 5000, 10000, 15000, 20000, 25000 –
Tetracobalt dodecacarbonyl 5000, 10000, 15000 –
individually by the Fourier transform of their values along the MD trajectories. Note
that the vibrational motions discussed in this study do not neccessarily directly resemble
the vibrational bands that would be obtained from velocity autocorrelation functions
of the entire system (power spectrum).
5. Results and Discussions
5.1. Ethylene
The mean values and standard deviations of the C–C’ and C–H bond distances, the
H–C–H’ bond angle, the H–C–C’–H" dihedral angle, and the C’–H’–H–C improper
dihedral angle (for labels of the atoms, see Fig. 4) were calculated for different levels
of theory in the MD simulations. As Table 3 shows, the DFTB- and MM-MD results
were close to those of DFT-MD. We find a good agreement of the structural parameters
derived by TrajML (ML100 to ML1000) when compared with the ones obtained by
DFT-based MD. Within the given range of testset sizes we observe a steady decrease of
the MAE of the force error from 0.250 to 0.116 eV/Å. Vibrational frequencies were also
calculated for the above-mentioned five types of bonds/angles using trajectories from
the DFT-, DFTB-, MM-, and ML500-based MD simulations (see Fig. 5). The bond
stretching vibrations of the C–C’ and C–H bonds (obtained by Fourier transform of the
respective bond length changes during the AIMD) predicted by TrajML can reproduce
the DFT-based MD results with less than 10 % deviation in vibrational frequencies
10
Figure 4. Atomic labels used for ethylene.
Table 3. Comparison of DFT-, DFTB-, MM-, and TrajML-based MD results for the ethylene molecule.
MLX represents TrajML using X training samples. Unit: bond length [Å], bond angle/dihedral angle/improper
dihedral angle [◦], MAE of force [eV/Å].
Type DFT DFTB MM ML100 ML200 ML500 ML1000
C–C’ 1.36±0.02 1.33±0.01 1.35±0.02 1.36±0.03 1.36±0.03 1.36±0.02 1.35±0.03
C–H 1.10±0.03 1.10±0.02 1.08±0.02 1.11±0.04 1.11±0.03 1.10±0.03 1.10±0.03
H–C–H’ 116±4 117±4 119±6 117±6 115±5 117±4 117±4
H–C–C’–H" 0±9 0±9 0±9 0±10 0±7 0±6 0±6
C’–H’–H–C 0±6 0±4 0±8 0±4 0±3 0±3 0±3
MAE of force – – – 0.250 0.188 0.120 0.116
and was at the same level of accuracy as the DFTB- and MM-based MD results. The
bending motion calculated from the H–C–H’ angle changes during the AIMD predicted
by TrajML had a frequency shift, but still behaved better than the one obtained with
MM. For the H–C–C’–H" dihedral torsional motion and the C’–H’–H–C improper
dihedral torsional motion, similar accuracy as those from the DFTB- and MM-based
MD results can be achieved.
Besides, we used the TrajML FF of ethylene trained at 300 K for the prediction of
its MD trajectory at a temperature of 1000 K. In doing so, slightly larger variations of
bond distances and angles and broader bands in the vibrational spectrum at 1000 K
compared to the one at 300 K were observed, similar to the observations for DFT-based
MD (see Table S1 and Fig. S1).
We also adopted the same TrajML FF trained for ethylene in order to predict the MD
trajectory of its isotope molecule 13C2D4. As shown in Fig. S2, the red shift of peaks
from ethylene to 13C2D4 seen in the DFT-based MD results was successfully predicted
in the ML500 case.
When a positive charge is added to ethylene, it owns a doublet spin state. This kind
of system can hardly be described by traditional, standardly available force fields. A
reasonable estimation was provided by our TrajML approach (see Table 4) using more
than 1000 training samples. There was a transition barrier at 0◦ of the H–C–C’–H"
Table 4. Comparison of the DFT-, DFTB-, and TrajML-based MD results of [ethylene]+. MLX represents
TrajML using X training samples. The absolute value of the H–C–C’–H"* dihedral angle is given. Unit: bond
length [Å], bond angle/dihedral angle/improper dihedral angle [◦], MAE of force [eV/Å].
Type DFT DFTB ML200 ML500 ML1000 ML2000
C–C’ 1.42±0.03 1.35±0.02 1.38±0.02 1.40±0.03 1.41±0.03 1.41±0.03
C–H 1.10±0.03 1.11±0.02 1.11±0.02 1.11±0.03 1.11±0.03 1.11±0.03
H–C–H’ 118±5 115±5 115±5 116±5 117±5 117±4
H–C–C’–H"* 28±10 35±12 0±10 -2±8 0±6 7±13
C’–H’–H–C 0±5 0±4 0±3 -1±2 0±3 0±3





Figure 5. Frequencies obtained from changes of the (a) C–C’ bond length, (b) C–H bond length, (c) H–C–H’
angle, (d) H–C–C’–H" dihedral angle, and (e) C’–H’–H–C improper dihedral angle of ethylene using the





Figure 6. Frequencies obtained from changes of the (a) C–C’ bond length, (b) C–H bond length, (c) H–C–H’
angle, (d) H–C–C’–H" dihedral angle, and (e) C’–H’–H–C improper dihedral angle of [ethylene]+ using the
DFT-, DFTB-, and TrajML-based MD simulations.
dihedral angle, so it was calculated with its absolute value. Both DFTB and TrajML had
a relatively large error for this dihedral angle since the barrier was not well estimated.
We note, however, that TrajML can well predict other types of vibrational motions of
[ethylene]+ (see Table 4 and Fig. 6).
5.2. Salicylaldehyde
In order to examine the performance of TrajML for the description of hydrogen bonds,
salicylaldehyde was examined (for labels of the atoms, see Fig. 7). Based on DFT-MD for
the training, the trajectory of the TrajML-based MD of salicylaldehyde was extracted
and compared to the DFT-, DFTB- and MM-based MD simulations. The mean values
and the standard deviations of the O’ · · · H hydrogen bond and the C’–C"–O–H
and C"–C’–C–O’ dihedral angles were calculated for the different simulations. Table
6 shows that the TrajML-based MD simulation gave similar structural results as the
DFT-based MD with more than 2000 training samples. Compared to the result from
13
Figure 7. Atomic labels used for salicylaldehyde.
Table 5. Comparison of hydrogen bond length and selected dihedral angles from the DFT-, DFTB-, MM-,
and TrajML-based MD simulations of salicylaldehyde. MLX represents TrajML using X training samples. Unit:
bond length [Å], dihedral angle [◦], MAE of force [eV/Å].
Type DFT DFTB MM ML500 ML1000 ML2000 ML5000
O’ · · · H 1.55±0.12 1.78±0.08 1.86±0.10 1.58±0.14 1.55±0.10 1.56±0.10 1.55±0.14
C’–C"–O–H 0±9 0±10 0±11 0±6 2±6 -1±8 1±5
C"–C’–C–O’ 0±10 0±10 0±21 0±8 0±10 0±8 1±9
MAE of force – – – 0.165 0.157 0.153 0.147
(a) (b)
(c)
Figure 8. Frequencies obtained from changes of the (a) O’ · · · H hydrogen bond distance and the (b)
C’–C"–O–H and (c) C"–C’–C–O’ dihedral angles of salicylaldehyde using the DFT-, DFTB-, MM-, and
TrajML-based MD simulations.
the DFT-based MD, the length of the hydrogen bond O’ · · · H was estimated more
accurately than with the DFTB-based MD and the variations of the C"–C’–C–O’
dihedral angles were estimated more accurately than with the MM-based MD. The
comparison in Table 6 and Fig. 8 suggests that the hydrogen bond was reasonably well
described by the TrajML FF.
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Figure 9. The dihedral angles ψ and φ in capped-glycine.
(a) (b) (c)
(d) (e) (f)
Figure 10. Ramachandran plot of capped-glycine from the (a) DFT-based MD simulation and the TrajML-
based MD simulations with (b) 5000, (c) 10000, (d) 15000, (e) 20000, and (f) 25000 training samples.
5.3. Capped-glycine
As another example, capped-glycine was chosen since it features torsional angles which
are important for peptides. The DFT-based MD trajectory, which was taken as train-
ing data, sampled one of the local minima of the configuration space in which the
7-membered ring was formed (see Fig. 3 (c)). Ramachandran plots of predictions by
TrajML are shown in Fig. 10 (b)-(f), from which we can see that at least 20000 training
samples were needed to provide a reasonable force field resembling the DFT-MD results
(see Fig. 10 (a)), since cases using 10000 and 15000 training samples had biases in the
estimation of the local minimum. For further comparison, Ramachandran plots based
on the DFTB- and MM-MD trajectories (500000 steps in each case) are provided (see
Fig. S3). These two plots show multiple local minima, indicating a limitation of Tra-
jML, namely, potential extrapolation, if the underlying training data is not sufficient.
In order to obtain a Ramachandran plot for these local minima by TrajML, trajectories
of more initial structures or use of enhanced sampling techniques would be required for
the learning of the configurational space by TrajML.
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Figure 11. Atomic labels used for tetracobalt dodecacarbonyl.
Table 6. Comparison of DFT- and TrajML-based MD simulations of tetracobalt dodecacarbonyl. MLX rep-
resents TrajML using X training samples. Unit: bond length [Å], dihedral angle [◦], MAE of force [eV/Å].
Type DFT ML5000 ML10000 ML15000
C’–O’ 1.16±0.02 1.16±0.02 1.16±0.02 1.16±0.02
C–O 1.16±0.02 1.16±0.02 1.16±0.03 1.16±0.02
C"–O" 1.18±0.02 1.18±0.01 1.18±0.01 1.18±0.01
Co’–C’ 1.78±0.04 1.77±0.05 1.77±0.05 1.78±0.05
Co–C 1.76±0.04 1.76±0.04 1.76±0.05 1.76±0.04
Co–C" 1.94±0.04 1.94±0.08 1.95±0.08 1.95±0.09
Co’–Co 2.53±0.08 2.56±0.08 2.55±0.07 2.55±0.07
Co–Co 2.50±0.06 2.49±0.07 2.49±0.07 2.50±0.07
C"–Co–C" 158±4 157±5 157±4 158±5
C–Co–C"’ 97±5 98±6 98±5 98±5
Co–C"–Co 80±3 79±3 80±3 80±3
C–Co–Co’–C’ 51±9 53±9 51±9 52±8
MAE of force of Co – 1.190 1.172 1.170
MAE of force of C & O – 0.134 0.120 0.117
5.4. Tetracobalt dodecacarbonyl
The last system we present here is tetracobalt dodecacarbonyl, a multicenter transition
metal complex which can hardly be described by standardly available DFTB or MM.
Different types of interactions were compared based on simulation results using DFT-
and TrajML-based MD (see Fig. 11 for the atomic labels used; the same label represents
the same chemical environment). As shown in Table 6, all types of interactions were
reasonably described by the TrajML FF. Three bonding types between C and O and
between Co and C can be distinguished based on the estimated mean values of the
bond length even though the differences between them were only 0.02 Å in both cases.
The variations of the bond length were mostly the same in the TrajML- and the DFT-
based MD results except for Co–C", a metal carbonyl bridging bond. It should also
be mentioned that the two types of metal–metal bonds (Co’–Co and Co–Co) in the
tetracobalt core were also well distinguished with TrajML. The MAE of forces on Co
atoms were above 1 eV/Å, which shows a limitation of using only two-body interactions
in the, however, description of this system.
5.5. Comparison to other approaches: Ethanol and Uracil
In order to compare the force errors to previously published ones given in Ref. [20], two
systems, ethanol and uracil, were also simulated with TrajML. The computational set-
tings were the same as in the cases described above except that the PBE [69] exchange–
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Table 7. Force error and speed of prediction using TrajML. Speed is measured on a single CPU core running
at 2.2 GHz. Unit: MAE of force [eV/Å], Speed of prediction [frames/s], Training time [min].
System MAE of force Speed of prediction Training time
Ethanol 0.140 7290 0.6
Uracil 0.182 6380 1.0
correlation functional was used. The number of snapshots from the AIMD trajectory
were chosen in analogy to the ones used for GDML in Ref. [20]. 1000 geometries were
sampled uniformly according to the AIMD trajectory energy distribution and 50000 MD
steps were used for the prediction. As shown in Table 7, the MAE of force of ethanol
and uracil is 0.140 eV/Å and 0.182 eV/Å using TrajML. For comparison, 0.010 eV/Å
and 0.034 eV/Å was achieved using GDML [20] under similar conditions. The error of
TrajML can be further reduced by using e.g. a larger training set.
Numbers for the speed of prediction and the training time can be found for sGDML
in Ref. [21]. Comparing the speed of prediction for ethanol and uracil, we found 7290
frames/s and 6380 frames/s (see Table 7, using one CPU core of Intel Xeon E5-2650
v4 running at 2.2 GHz) in case of TrajML compared to 826.2 frames/s and 1103.9
frames/s (using Intel Xeon E5-2640 CPU running at 2.4 GHz) for sGDML, respectively.
The training time of the same systems using TrajML (0.6 min and 1.0 min) is also less
than those using sGDML (2.4 min and 2.0 min). Nevertheless, one should keep in mind
the various differences between these approaches. As a comparison, we also performed
calculations with the OpenMM [66] MD engine using SMIRNOFF99Frosst force field
[67]. Here we obtained a speed of 6930 frames/s and 9860 frames/s (using one CPU core
of Intel Xeon E5-2650 v4 running at 2.2 GHz) for uracil and ethanol, respectively.
6. Conclusions
An approach (TrajML) for instant construction of the force fields by trajectory based
machine learning is proposed in this work. TrajML is based on the idea that only the
nuclear trajectory is required for the training and the prediction of configurations of
molecules in MD runs, in this way allowing access to longer MD runs at lower com-
putational effort compared to e.g. the AIMD used for generation of the training data.
TrajML can provide a specialized force field designed for the system and the accuracy
regarding nuclear structural information in principle can achieve the level of the method
it trains from (in our case DFT-MD, but the choice of the method to generate the re-
quired MD trajectories is flexible). This alleviates cases where nuclear configurations
are of interest for systems that are not parametrized well (e.g. peptides) or can hardly
be parametrized (e.g. metal complex in different spin states) by force fields available
from databases.
The focus of this manuscript has been on the methodology design of TrajML. In
more detail, forces and pairwise displacements have been extracted from the MD tra-
jectory(ies) of the system of interest, and power series of displacements have been used
as features for the estimation of forces by LASSO regression, which can alleviate over-
fitting and ensure the sparsity of the parameter set. Also, constrained LS refitting and
averaging have been introduced for the refinement of fitted values. The resulting TrajML
FF parameters have then been used to generate more MD trajectories. For the tested
examples, TrajML predicted nuclear configurations with an accuracy comparable to
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MM- or DFTB-MD. TrajML is also able to drive force fields of reasonable accuracy
for systems such as [ethylene]+ and tetracobalt dodecacarbonyl that are inaccessible by
MM and DFTB. Moreover, first tests for ethylene regarding the transferability of the
TrajML FF have allowed a prediction at different temperature used in the MD or with
different atom mass. While the testing examples in this study only use a single plain
AIMD trajectory as the training data to demonstrate the general methodology, one
would prefer more energy-diversed datasets (e.g. using enhanced sampling for AIMD)
as the input for TrajML for pursuing more accurate force fields/potentials. This, how-
ever, goes beyond the scope of this work. For more flexible systems, we also suggest
multiple simulations with different initial structures and higher kinetic energy as input
for the training. This allows a better exploration of the potential energy surface and
underlying nuclear structures of the targeted system. Nevertheless, the TrajML method
still has short-comings, e.g. 4-body interactions have not been accurately described in
some cases, and the capability of potential extrapolation to large configurational space
is limited. Also, we note here that the presented approach is targeted on instant system-
focused modeling and we are aware that force fields constructed with existing datasets
are more general in MD simulations.
Technically speaking, TrajML MD is fast and user-friendly. The MD code using our
all-atom force field has achieved more than 2500 frames/s (∼ 106 ns/day) in the pre-
diction for tetracobalt dodecacarbonyl with a single CPU core running at 2.2 GHz. The
speed of the TrajML-based MD is in principle similar to that of classical MD packages,
since its force field contains only independent distance terms and is thus also suited for
parallelization of large systems on GPU. Moreover, force fields are generated automat-
ically and the only input file required is a file with one or more previous trajectories.
TrajML MD can be widely adapted to any type of calculations. Unlike traditional force
fields and other types of MLFFs/MLPs which have standardly one set of parameters,
TrajML method can provide several sets of parameters based on e.g. different QM meth-
ods used in the AIMD simulations. The machine learning procedure we have designed
directly meets both requirements of energy and momentum conservations without fur-
ther corrections. More generally, the usage of TrajML MD is not limited to atomic based
systems, the trajectory of any system following time-invariant physical laws could be
in principle predicted given previous trajectories with user-defined force terms. This is
worth to be explored in the long term.
In summary, the proposed TrajML method opens up a new way for the efficient
calculation of nuclear configurations in MD simulations and can be based on a variety
of data with different accuracy depending on the question of interest. In addition, the use
of TrajML is straightforward and user-friendly. This allows access to simulations with
longer timescales and for more complex systems than the ones accessible via standardly
available, traditional force field-based MD approaches.
7. Supplementary material
See supplementary material for more information regarding the ethylene molecule with
different prediction settings (see Table 2) and Ramachandran plots of capped-glycine
based on the DFTB- and MM-MD trajectories.
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