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ABSTRACT
KAREN PEHRSON EDWARDS: Towards defining larval dispersal and population connectivity on the
South East U.S. Continental Shelf
(Under the advisement of Francisco E. Werner)
The use of Lagrangian methods to model larval dispersal and define dispersal kernels and popu-
lations connectivity on the South East U.S. Continental Shelf is described. First, adjustments to the
particle tracking algorithm are made to improve the separation rate of numerical drifters from observed
drifters. Second, a comparison of observed and numerical drifter trajectories are used to provide a
Lagrangian characterization of the circulation on the shelf. It is shown that, at certain times of year,
retention might be quite high on the central part of the shelf. Third, 2D larval dispersal kernels are
defined and the factors most important in determining these dispersal kernels are quantified. I look at
a combination of 5 factors: release time (month) and season, larval duration, release location, larval
dispersion and larval behavior. Results indicate that adult behavior, in the form of spawning time and
location, may be more important than larval behavior in determining larval dispersal on the inner- and
mid- shelves in this region. Finally, I use a coupled biophysical model to look at the dispersal of black
sea bass (Centropristis striata) larvae throughout the spawning season for 2002-2004.
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CHAPTER 1. Introduction
The overexploitation of marine resources is a growing global problem. In 2004, the Food and Agri-
cultural Organization (FAO) reported that 75% of the world’s marine fish stocks are fully exploited,
overexploited or depleted. They concluded that despite intensive management efforts, world fisheries
continue to decline. In the southeast U.S., the snapper-grouper management unit of the South Atlantic
Fishery Management Council (SAFMC, 2005) has found that only 13.7% of its managed species are
not overfished or experiencing overfishing compared with 17.8% of its managed species which are
overfished. However, the status of the remaining 68.5% of the species is unknown. Traditionally, the
primary tool used in the assessment of a fishery status is the single-species stock assessment (Hilborn
and Walters, 1992) with abundance data commonly coming from the fishery itself (Rose and Cowan,
Jr., 2003). There are many known problems with these assessments including unrecognized uncertainty
and variability in the stock assessment itself and the underlying physical processes affecting the stock
(Hilborn and Walters, 1992; Gue´nette et al., 1998, and references therein), misrepresented or unmod-
eled behavior of fishers (Gue´nette et al., 1998; Salas and Gaertner, 2004), and the inadequacy of using
catch-per-unit-effort (CPUE) as a proxy for abundance (Hilborn and Walters, 1992; Harley et al., 2001).
Along with the problems in the stock assessments themselves, there are many political and social
motivations which affect management decisions and may result in overfishing (Gue´nette et al., 1998;
Walters and Martell, 2004). Policy decisions in fisheries management are based not only on science
but are also influenced by economic, social and political factors (Gue´nette et al., 1998). However, with
continued reports of overfishing and stock collapse, fisheries management agencies have been given a
mandate to apply the “precautionary principle” (Dayton, 1998) to management decisions and to require
fishing stakeholders to demonstrate the sustainability of fishing efforts (Walters and Martell, 2004).
This new management emphasis, combined with the Essential Fish Habitat (EFH) and Habitat Areas
of Particular Concern (HAPC) (NOAA, 1996; Sedberry et al., 2006) provisions in the reauthorization of
the Magnuson-Stevens Act through the Sustainable Fisheries Act (SFA) (NOAA, 1996; Lindeman et al.,
2000; Rose and Cowan, Jr., 2003), has led to an increased interest in the use of marine reserves or Marine
Protected Areas (MPAs) as a potential fishery management tool (Bohnsack, 1993; Gue´nette et al., 1998).
MPAs are seen as insurance against natural catastrophes and management failures (Russ, 2002) and are
thought to enhance fisheries in two main ways: through the density-dependent emigration of adult fish
out of the reserve to adjacent fished areas and through the export of eggs and larvae to surrounding areas
(Stobutzki, 2001; Kritzer and Sale, 2004, and references therein). In connection with ongoing research
into the use of MPAs as a fishery management tool in the southeast U.S., this dissertation concentrates on
the second of these mechanisms: larval dispersal and retention and the resulting population connectivity.
Connectivity provides a measure of the rates of exchange of individuals among populations and, for
most marine organisms, population connectivity is largely driven by the processes that influence larval
dispersal (Mora and Sale, 2002). Open populations with high connectivity receive recruiting larvae
from other locations, while closed populations with low connectivity receive recruiting larvae primarily
from local spawning activity (Mora and Sale, 2002). Historically, marine populations were thought to be
connected over large distances (Caley et al., 1996; Roberts, 1997) but more recent evidence indicates that
larval dispersal may be limited to smaller spatial scales (Cowen et al., 2002). This indicates that marine
populations may be more closed than open and that local processes are important to local fisheries
(Cowen et al., 2000; Mora and Sale, 2002; Cowen et al., 2006)
Three general methods to study larval dispersal include: movement-redistribution methods or direct
tracking of individuals, genetic analysis, and the use of mathematical models (Nathan, 2001). Direct
observation of individual larvae depends on the relative body size and dispersal distance (Nathan, 2001)
and the few studies that use direct tracking have generally been on relatively large tunicate larvae that
only remain in the water column for short time periods (Olson, 1983, 1985; Stoner, 1992). More re-
cently, Arnold et al. (2005) followed a cohort of larvae of the clam Mercenaria in the Indian River
Lagoon in Florida. The larvae were hatched in a lab, released into the lagoon in conjunction with an
array of subsurface drifters, and tracked for their eight day larval duration. Advances in the use of both
natural and artificial markers may make it easier to track larvae throughout the pelagic larval phase
and recruitment to benthic populations (Thorrold et al., 2002). In a mark-recapture study, Jones et al.
(1999) looked at self-retention of fish larvae around Lizard Island in the Great Barrier Reef by tagging
damselfish eggs with a tetracycline dye. At the end of the three-week larval planktonic period they cap-
tured 5,000 juveniles and checked the otoliths for the presence of the dye. With the recapture of fifteen
marked individuals, they estimated substantial self-recruitment with retention rates between 15 and 60%.
Swearer et al. (1999) used naturally occurring chemical tags in captured Caribbean bluehead wrasse lar-
vae to determine whether the larvae had developed in the coastal ocean (indicating self-recruitment at
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St. Croix) or the open ocean (indicating larvae produced near a different island). Based on these chemi-
cal tags, they found that many of the larvae settling during the summer months had retention signatures
with larvae developing entirely in coastal waters, while the majority of the larvae settling in the autumn
had dispersal signatures with larvae spending some time in the open ocean.
Genetic techniques used to study larval dispersal relate mean dispersal distances to the increase in
genetic differentiation with distance or isolation-by-distance (Palumbi, 2003). However, genetic ho-
mogeneity only requires the exchange of a few individuals per generation and the resulting genetic
structure of most marine populations is generally within the range of error across large geographic re-
gions (Shanks et al., 2003). Kinlan and Gaines (2003) provide a literature review comparing dispersal
distances in marine and terrestrial communities and compare estimates of dispersal based on genetic
analysis, direct observations and invasion rates. They found dispersal scales ranging from several me-
ters to several hundred kilometers for a data set containing macroalgae, invertebrates and fish. They
also found several distinct modes apparent in the distribution, indicating that these dispersal scales are
common among the diverse organisms included in the study.
The use of mathematical models to study larval dispersal and population connectivity began with
simple models that estimate the extent of larval dispersal from pelagic larval duration combined with
average currents (see reviews by Grantham et al., 2003; Shanks et al., 2003) . As models have grown
more complex, larval dispersal has been studied with numerical 3-dimensional (3D) circulation models
coupled with Lagrangian particle tracking and larval behavior models (Werner et al., 1996; Hare et al.,
1999; Werner et al., 2001; Pedersen et al., 2003). With models larval dispersal can be described with
a dispersal kernel estimating the probability that a larva will settle at a given distance from its release
location (Nathan, 2001). Defining a dispersal kernel addresses both biological and physical processes
because larval dispersal is influenced by physical advection and diffusion, larval behavior such as ver-
tical migration, along-trajectory larval mortality, and larger-scale environmental factors (Cowen et al.,
2002).
This dissertation describes progress toward modeling marine larval dispersal and population con-
nectivity on the southeast U.S. Continental Shelf (SEUSCS) (Figure 1) and is composed of four main
chapters, each of which is a paper either submitted or in preparation for submission to a peer-reviewed
journal. Chapter 2 details improvements to the tracking algorithm designed to model the behavior of ho-
ley sock drifters and provide a correction in the tracking algorithm for the difference between the model
wind stress used to drive the 3D circulation model and the observed wind stress on the shelf. The next
chapter, describes the Lagrangian circulation on the shelf through a comparison of numerical (modeled)
3
and observed drifters released at Grays Reef National Marine Sanctuary (GRNMS) throughout 2000
and 2001 (Chapter 3). Chapter 4 quantified the relative importance of five factors in determining the
dispersal of organisms on the central SEUSCS in the vicinity of GRNMS. Using the results of field data
examining larval vertical distributions, Chapter 5 models the larvae of specific species of commercially
important fish and includes active vertical migration with particles released throughout the spawning
season.
GRNMS is located 32 km off the Georgia coast and encompasses 58 km2. GRNMS contains exten-
sive hard bottom habitat in the form of limestone outcropping with sandy, flat-bottomed troughs between
that provides abundant substrate for sessile invertebrates (Hardy and Henry, Jr., 1994, known as “live
bottom habitat”) as well as complex habitat to support numerous species of benthic and pelagic reef fish
(Sedberry et al., 1998, and references therein). Gray’s Reef was designated a National Marine Sanctuary
in January 1981 with long-term goals which included: the maintanance and enhancement of the marine
environment within the Sanctuary, the promotion and coordination of research within the Sanctuary to
enhance understanding of the environment and to improve management decisionmaking, and to enhance
public awareness, understanding and use of the Sanctuary and its live bottom ecosystem (Anonymous,
1983). GRNMS was not designed as a fishery management tool and, in fact, recent evidence indicates
that the Sanctuary is heavily overfished (Sedberry et al., 1998).
Using a combination of numerical models and observations, I explore the role that biophysical
interactions play in the recruitment of marine organisms and in the implications for the use of MPAs as
a fisheries management tool. The suite of numerical models that I used include: a 3-dimensional ocean
circulation model used to set the physical stage for the marine organisms, a behavior model used to
predict vertical migration of the larvae, and finally, a combination of the two using Lagrangian methods.
The numerical drifters were tracked using a time-stepping version of the particle tracking algorithm
described by Blanton (1993) with adjustments outlined in Chapter 2. The 3-D flow fields used in the
particle tracking are from a free-surface 3D finite element (FEM) time-stepping model, QUODDY,
described in Lynch and Werner (1991) and Lynch et al. (1996).
Chapter 2, accepted for publication and reprinted with permission from the American Meteorologi-
cal Society, provides details of the modeling effort to reduce the difference between the numerical and
observed drifter trajectories by first including corrections to the water velocity for differences between
observed winds and the wind field used to drive the 3D circulation model. Model winds, obtained from
the National Centers for Environmental Prediction (NCEP) Eta Data Assimilation System (EDAS), are
compared to observed winds at GRNMS. The second adjustment to the particle tracking algorithm pro-
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Figure 1: AVHRR SST image of the Southeast U.S. continental shelf (North Carolina (NC), South
Carolina (SC), Georgia (GA) and Florida (FL) showing the Gulf Stream, the model domain used in
this study, the location of the South Atlantic Bight Synoptic Offshore Observing Network and the NOS
water level stations are shown. Isobaths are indicated in meters.
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vides for the observed drifter slip characteristics in the numerical drifter paths. The relationship between
surface velocity and observed drifter slippage derived by Geyer (1989) was included to approximate the
behavior of WOCE holey sock drifters in the model. Using drifters released in October 2000, I found
improvements in the separation distance (distance between observed and numerical drifters) were re-
duced from 2.6 km d−1 to 1.4 km d−1.
Chapter 3, accepted for publication in Continental Shelf Research, compares numerical and ob-
served drifters released throughout 2000 and 2001 and characterizes the Lagrangian circulation on the
SEUSCS which is important in estimating the retention and transport of marine larvae and other partic-
ulate and dissolved substances. The numerical drifters use both the wind and slip adjustments described
in Chapter 2 and show good agreement with the Lagrangian data (with a drifter separation rate of
1.7 km d−1 for all releases exluding June). It is shown that retention on the SEUSCS is high and organ-
isms can remain on the shelf for up to two months at any point during the year. These results indicate
that the populations of marine organisms in this region might be relatively closed during some periods
of the year.
For study regions such as the SEUSCS, where larvae can settle at any of the appropriate habi-
tats throughout the shelf, a 2D dispersal kernel is necessary (at a minimum). Chapter 4 builds on the
one-dimensional definitions of dispersal kernels to provide a 2D definition of a dispersal kernel and to
quantify those factors most important in determining larval dispersal. Using 3D flow fields, the dispersal
kernels are defined in 2-dimensions with the following parameters: d = mean distance dispersed, θ =
direction (degrees from East) of d relative to starting location, s11 and s22 = estimate of the variance
of the underlying population rotated by θm where s11, s22 and θm are based on a principal component
analysis. Using an orthogonal design, where each of the five parameters being tested were varied indi-
vidually, resulting in a total of 1,620 model runs and a MANOVA analysis to quantify the variance, in
this chapter I consider the effects of release time (month) and season, release location, larval duration,
larval dispersion (including turbulence effects) and simple larval behaviors. The results of this study
indicate that adult behavior, in the form of spawning time and location, is the most important factor in
quantifying dispersal with spawning in the apparently retentive inner- to mid-shelf regions. In this situ-
ation larval behavior is of apparently secondary importance but may become more important for larvae
spawned further off-shore.
Chapter 5 provides a realistic look at the dispersal of Centropristis striata, black sea bass, larvae on
the southeast U.S. continental shelf using a coupled larval behavior - 3D circulation model. Using the
results of field data examining larval vertical distributions, I compare the dispersal potential of virtual
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‘larvae’ with ontogenetic changes in vertical swimming behavior and particles fixed near the surface and
near the bottom. Larvae were released at potential spawning sites at four times throughout the spawning
season (February through May) and tracked for the assumed larval duration (from 27 to 37 d including
the egg stage). Comparisons are also made in the results for several years (2002 - 2004).
The goal of this work is to improve our understanding of the biological and physical processes that
influence larval dispersal and define population connectivity. Although I have chosen to focus on case
studies in the SEUSCS, the results I present herein have provided valuable insight into the dynamics
of larval dispersal in the highly retentive regions of the broad, shallow continental shelf and may be
applicable to similar regions around the world.
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CHAPTER 2. A method to improve model drifter
trajectories
Three-dimensional (3-D) numerical modeling incorporating Lagrangian methods (e.g. particle track-
ing) has become an important tool in coastal oceanography (Mariano et al., 2002). Lagrangian data
bring additional insight to circulation fields by providing direct observations of water parcel (or drifter)
movement and transport pathways. Typically, comparisons between observed and modeled trajectories
are of short duration, with separation distances between observed and modeled trajectories of several
kilometers per day (Werner et al., 1999; Lynch et al., 2001).
However, Lagrangian description of flows over several weeks may be required to assess larval trans-
port (Hare et al., 1999; Epifanio and Garvine, 2001; Werner et al., 2000), pollutant dispersal (Spaulding
et al., 1994), oil spill containment (Reed et al., 1997; Aamo et al., 1997; Daniel et al., 2003a), and other
applications. In these cases, separation distances between predicted and observed values on the order
of 100 km may result. These separations may be unacceptably large if, for example, the larval transport
is being used to define marine protected areas. Some of the differences are due to missing flow com-
ponents, sub-gridscale motions (i.e., frontal instabilities, response to sea breezes, etc.) in the modeled
ocean circulation, incomplete knowledge of the wind field and unrealistic treatment of the drifter prop-
erties (i.e., drag characteristics). Enhancements to particle tracking algorithms for specific applications
include the modeling of oil characteristics and behavior (Reed et al., 1997; Aamo et al., 1997), the ad-
dition of large-scale currents and a wave model in oil spill predictions (Daniel et al., 2003b), and the
inclusion of cargo container drag characteristics (Daniel et al., 2002).
Our objective is to quantify the sources of error in our numerical particle trajectories and to provide
a possible method to improve the numerical trajectories relative to the observed drifters. In this note, we
describe an approach that can reduce the difference between observed and modeled drifter trajectories
in the coastal ocean by including corrections to the wind field and the drifters’ slip characteristics in the
algorithm that estimates the modeled trajectory. Quantitative improvements are obtained whereby the
separation distance is almost halved (in our particular field case from 2.6 km d−1 to 1.4 km d−1).
2.1 Lagrangian Tracking Model
Model drifters were tracked hourly using a time-stepping version of the particle tracking algorithm
described by Blanton (1993) for 3-D drogue tracking on a finite element grid with linear finite elements.
A fourth order Runge-Kutta scheme is used to integrate over a specified time interval and provide the
ending drogue location in each time step. This scheme assumes that the particles being tracked are
massless, passive particles in the 3-D flow field. The adjustments are provided in three separate steps:
the first adjusts for the differences between the wind stress used to drive the 3-D circulation model and
local observations, and the second adjusts the model drifter trajectories for observed slippage. Finally,
the linear combination of both observed slippage and wind stress differences are calculated.
2.1.1 Correction due to differences between modeled and observed wind-stress
When the domain being considered is large, the spatial structure of the wind field (e.g., the wind stress
curl) is important and can have a significant effect on currents. In this case, or when forecasts are
attempted, modeled wind fields are generally used to drive ocean circulation models. While model wind
fields have become quite accurate, there are differences between these model fields and the observations.
The first adjustment in the particle tracking algorithm was made to account for the difference between
the model wind stress used to force the 3-D circulation model and the observed wind stress on the
shelf. Welander (1957) showed that the velocity profile and flow at a given location can be expressed in
terms of both the local wind-stress and the sea surface slope. Model winds, obtained from the National
Centers for Environmental Prediction (NCEP) Eta Data Assimilation System (EDAS), provide both the
local wind-stress and the large-scale spatial structure needed to calculate the surface slope. While there
will be differences between both local measurements and the spatial structure over the large domain,
we are only making corrections to the local wind forcing. To adjust the local wind stress, the EDAS
and observed winds are compared at a single location in the domain, that being the location of the wind
gauge. Thus, we assume that the difference in local measurement is roughly the same between the
drifter location and the buoy where the observed winds are measured. We then use the Ekman transport
relationships (e.g., Csanady 1982) and the wind stress difference at this location to adjust the model
velocities:
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where: d = Ekman depth ∼= 0.4u∗
f
u∗ = friction velocity =
√
τ
ρ
f = Coriolis parameter
τx and τy = x and y components of wind stress difference
τ = the observed wind stress, used to calculate d
In the cases considered here, the velocity difference due to wind stress difference (uEkman and
vEkman) was calculated at both the drifter depth (z=-10) and at the surface (z=0), for use in the slippage
adjustment in Section 2.1.2, and added to the model velocities at those depths.
2.1.2 Correction due to drifter slippage
Another source of error between the model and observed drifters comes from the drifters themselves.
While the drifters are designed to track water parcels at the drogue depth, they do not provide a true
description of the circulation. Drifters slip from true motion due to several factors, including: drag
on both the tether and drogue induced by shear currents, wind drag on the surface float, and wave
rectification (Geyer, 1989). In the same paper, Geyer (1989) estimates slip velocities based on field
experiments from 1.2 cm s−1 to 2.3 cm s−1 (approximately 1.0 to 2.0 km day−1) for holey sock drogues
with 20 cm (8 inch) spherical floats.
To incorporate a slippage-velocity into the particle tracking algorithm, we use Geyer’s (1989) de-
rived relationship between surface velocity and drifter slip velocity due to drag on the surface float
caused by velocity shear in the water column:
Us = Usurface
√
Cf
Cd
√
Af
Ad
(2.3)
where Usurface = the model surface velocity, (Cf ,Cd) = (0.5, 1.0) are dimensionless constants reflecting
the drag coefficient on the float and drogue, respectively, and [Af ,Ad (m2)] are drogue-specific values
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of the float and drogue and are calculated from the drifter dimensions provided in Section 2.2.3. By
relating the magnitude of Us to the other sources of slip provided in Geyer (1989), an estimate of the
total slip velocity for the observed drifters is given by:
Uslip = 2.75Us (2.4)
2.1.3 Combined Correction
The total velocity acting on the numerical drifters is then given by:
Udrifter = U10m + UEkman + Uslip (2.5)
where: U10m = model velocity at 10m
2.2 Case Study
A field-scale evaluation of this formulation was implemented in the Southeast U.S. Continental Shelf
(SEUSCS) with observed winds which were obtained from the National Data Buoy Center (NDBC)
buoy located within the Grays Reef National Marine Sanctuary (GRNMS) (Figure 7) and observed
drifters released in GRNMS in October 2000. The observed wind stress was computed from the wind
speed as described in Large and Pond (1981); Blanton et al. (1987).
2.2.1 Circulation Model
The circulation model, described in Lynch and Werner (1991) and Lynch et al. (1996) is a free-surface 3-
D finite element time-stepping model of the shallow-water equations with conventional Boussinesq and
hydrostatic assumptions. The model domain extends from south of Cape Canaveral, FL to Cape Fear,
NC (Figure 7). The model grid has 21 vertical levels and uses terrain-following vertical coordinates
configured to resolve both surface and bottom boundary layers. Horizontal grid spacing is variable with
the smallest grid spacing of order 1 km near the coast and is run with a minumum bathymetric depth of
2 m.
The circulation model was forced by both wind stress and tides. The wind field was obtained from
the National Centers for Environmental Prediction (NCEP) Eta Data Assimilation System (EDAS). The
EDAS atmospheric forcing fields used herein are provided at 32 km resolution and at 3 h intervals. The
10 m winds are interpolated onto the SEUSCS grid, and are converted to wind stress using Large and
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Figure 2: The Southeast U.S. continental shelf (North Carolina (NC), South Carolina (SC), Georgia
(GA) and Florida (FL) and the model domain used in this study. The finite element mesh contains 9606
nodes and 18,691 elements. The location of the SABSOON R6 and R2 Towers are shown with triangles.
Gray’s Reef National Marine Sanctuary (GRNMS) is shown with a square and the Ft. Pulaski and St.
Augustine NOS water level stations are shown with diamonds. The 15-, 25-, 50-, 75-, 100-, 500- and
1000-m isobaths are shown.
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Pond (1981). Tidal boundary conditions for M2, N2, S2, O1, K1, are included as described in Blanton
et al. (2004), also included are K2, Q1and P1. Full 3-D model output is provided every hour which is
used to compute the Lagrangian trajectories.
2.2.2 Differences between EDAS and observed winds
The differences in the east-west (u) and north-south (v) wind stress at the GRNMS buoy are shown in
Figures 3 (a and b). During non-storm periods, the EDAS winds generally compare favorably with the
observed winds. However, during the storm event around 10 October, the maximum difference between
the EDAS and observed winds is greater than 0.15 Pa in the north-south direction (τy) and is almost
0.10 Pa in the east-west direction (∆τx). While the storm event around 24 October had smaller winds,
the maximum difference in ∆τy is the same as earlier and for a longer time period.
2.2.3 Lagrangian Data
In October 2000, three ARGOS drifters were released in the SEUSC in the vicinity of GRNMS off the
coast of Georgia (see Figure 7). Table 6 provides the drifter number, time and position of first recording
for each of the drifters used in this comparison. The table also provides the total number of days
the observed drifters were tracked on the SEUSCS. The drifters were WOCE SVP holey sock drifters
drogued at a depth of 10 m. The drogues were 6 m long and 1 m in diameter with spherical floats either
34 cm (13.5 inches) or 40.6 cm (16 inches) in diameter. Due to the size and depth of the drogues, any
drifters moving into water shallower than 15 m are assumed to drag the bottom. The data used here are
the error-checked raw data as reported by ARGOS (not interpolated to regular time intervals) with an
estimated error of < 1000 m. The particles are tracked in the 3D flow fields computed in Edwards et al.
(2006a) with starting times and locations corresponding to the first satellite record from the observed
drifters. The trajectories were integrated for approximately one month, and the model drifters were kept
at 10 m depth to match the mid-depth of the drogues released in the field. Model trajectories were then
sampled at the reporting times of the observed drifters for analysis and display purposes.
Although there are other drifter deployments described in Edwards et al. (2006a), we have chosen to
use the October deployment because it had one of the worst comparisons between observed and modeled
drifters in the unadjusted particle tracking implementation and the highest root mean square (rms) error
between the EDAS and observed winds at GRNMS in the along-shelf direction (Edwards et al., 2006a).
The velocity adjustments, UEkman and Uslip are shown in Figure 3 c and d. The Uslip adjustments
are generally larger; the UEkman adjustments track the wind-stress differences shown in Figure 3 a and
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Figure 3: a) The u (east-west) wind stress at GRNMS. b) The same for v (north-south).Note the scale
difference from a). c) Model drifter velocity adjustment for drifter slippage and wind stress difference
in the u (east-west) direction. d) Model drifter velocity adjustment for drifter slippage and wind stress
difference in the v (north-south) direction.
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Drifter Release Time Latitude Longitude Days Tracked
30351 Oct 3, 2000 21:07 -80.859 31.372 59.62
30372 Oct 3, 2000 20:58 -80.871 31.388 59.69
30374 Oct 3, 2000 20:48 -80.884 31.373 23.12
Table 1: First reported drifter time and location for the 3 drifters released near Gray’s Reef National
Marine Sanctuary in October 2000. The last column is the number of days which the observed drifters
were tracked on the SAB.
b. Velocity measurements are calculated from the drifter position data, interpolated to 3 hr intervals, for
all of the observed and numerical drifters. Figure 4 provides the drifter velocities low-pass filtered to
remove the tidal signal. The mean velocities are included in Table 2.
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Figure 4: a) The u (east-west) and v (north-south) low-pass filtered drifter velocities for the 3 observed
drifters. Also included are the mean u and v velocities for the period shown. b) The same for the fully
adjusted model plus the rms error between the observed and numerical drifters.
2.3 Discussion and Summary
Table 2 and Figures 5 and 6 present the model results including a comparison of one of the observed
drifter paths with the numerical drifter paths (Figure 5, Drifter #30351). The separation of the drogues
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over the integration time ranges from 77 km in the unadjusted model to 45 km after 31 days with both
corrections. A linear regression (Table 2 and Figure 6) shows an improvement in the drifter separation
rate with a slope of 2.6 km d−1 in the unadjusted model to only 1.4 km d−1 in the particle tracks adjusted
for both wind and slip. A comparison of the separation rates between the numerical and observed drifters
for all fifteen drifters released in 2000 and 2001 at GRNMS, shows a separation rate of 2.5 km d−1 for
the unadjusted model versus 2.0 km d−1.
In each case, the corrected numerical drifter trajectories provide better agreement with the observed
drifters. Figure 3 provides a comparison of the model velocity adjustments with the difference in wind
stress. Maximum adjustments due to the difference between EDAS and observed wind stress (UEkman)
are approximately 4.5 cm s−1 in the north-south (v) direction while the maximum adjustments for the
drifter slippage (Uslip) are approximately 9 cm s−1 during the large wind events around 10 October and
24 October providing an increase in velocity generally in the same direction as the wind stress. This
adjustment is considerably larger than that estimated by Geyer (1989) and may be due to several factors
including: the use of a larger surface buoy (34 cm and 40.6 cm versus 20 cm), deeper deployment of
the drogues (10 m versus 5 m), and a different tidal regime, wave field and water column shear. Mean
velocity adjustments (UEkman and Uslip) are also southward on the order of 0.2 cm s−1 and 0.9 cm s−1
for the wind stress and drifter slippage adjustments, respectively.
During the first few days of drifter deployment, there is very little separation between the observed
and numerical drifters for all experiments. However, during the storm event on 10 October, the models
diverge from the observed drifters. In order to explore the effect of the 10 October wind event on
post-storm drifter trajectories, we reinitialized the comparison to begin after the storm and compared
the resulting drifter separation over the remaining time (not shown). We did not obtain a significant
improvement in separation rates. A linear regression still shows improvement with the adjustments to
the particle tracking algorithm. The unadjusted model does slightly better with a drifter separation rate
of 2.2 km d−1 while the numerical drifters adjusted for both wind and slip have a separation rate of
1.7 km d−1.
The methods presented herein provide a simple adjustment for differences in model wind forcing
and observed drifter slippage for holey-sock drogues. It also allows an improved comparison between
model and observed drifter trajectories and provides a useful tool for model validation. This method
probably works best in coastal regions where the forcing and response are relatively deterministic such
as where tidal and wind forcings are dominant, with open ocean situations chaotic (eddy) motions
present a difference set of challenges. Further model validation, additional drifter release dates, and
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Mean velocity (m s−1) Ending Avg. Sep. Rate
Model Net displ. (km) u v Sep. (km) (km d−1) r2
Unadjusted 64 -0.012 -0.024 77 2.6 0.94
Slip-adjusted 90 -0.014 -0.033 54 1.8 0.91
Wind-adjusted 74 -0.012 -0.028 69 2.3 0.93
Combined 100 -0.015 -0.037 45 1.4 0.89
Observed 144 -0.013 -0.055
Table 2: Results of particle trajectory corrections including: the average net displacement of the drifters
(km); the mean east-west (u) and north-south (v) velocities (m s−1), the average ending separation
distance between the observed and modeled trajectories (km); a linear regression analysis of the average
separation rate (km d−1) and its r2 value.
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Figure 6: Distance between model and observed drifters from release. The unadjusted model = x, the
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comparison to Eulerian data can be found in Edwards et al. (2006a). In that year-long Lagrangian study
of circulation on the Southeast U.S. continental shelf, we find that the observed versus model drifter
separation distances using the methods described here are less than 2 km d−1.
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CHAPTER 3. Lagrangian circulation on the SEUSCS:
implications for larval dispersal and retention
3.1 Introduction
Quantitative understanding of the fate and transport of particulate and dissolved substances on conti-
nental shelves worldwide is a subject of intense study. Understanding larval dispersal for the design
of marine protected areas (Roberts, 1997; Lockwood et al., 2002; Palumbi, 2003; Shanks et al., 2003),
studying the dispersion of discharged ballast ship water (Larson et al., 2003), effective search and rescue
efforts, tracking the fate of oil spills and other pollutants (Spaulding et al., 1994; Aliani et al., 2003) all
depend on our ability to predict the Lagrangian trajectories of the substances involved. In this paper, we
focus on the Lagrangian characterization of the Southeast U.S. Continental Shelf (SEUSCS).
The SEUSCS has been studied extensively (see Boicourt et al. (1998); Blanton et al. (2003) and
references therein). It extends from Cape Canaveral, Florida to Cape Hatteras, North Carolina. The
shelf is narrowest at the northern and southern ends (10-30 km) and widest in the center, off the Georgia
coast (120 km) (Figure 7). The isobaths are largely parallel to the coast, which is punctuated with rivers
and tidal inlets, particularly between South Carolina and northern Florida. The shelf waters (shoreward
of the 100-m isobath) are significantly influenced by atmospheric fluxes, buoyancy fluxes from rivers,
tides, and the Gulf Stream (Lee et al., 1981; Lee and Atkinson, 1983; Oey et al., 1987). In the cross-shelf
direction, the shelf can be divided into inner- , mid- and outer-shelf regions, each with a primary driving
mechanism (Boicourt et al., 1998). The inner-shelf (from the coast to the 20-m isobath) is dominated
by river discharge, atmospheric fluxes and tides; the mid-shelf (roughly the 20- to 45-m isobaths) is
driven primarily by the winds but is also influenced by the tides with frequent contributions by the Gulf
Stream; the outer-shelf is dominated by the Gulf Stream (Lee et al., 1991).
The effect of the Gulf Stream on the shelf waters varies strongly with latitude. Lee et al. (1991) iden-
tify two regions in the SAB, the regions north of Cape Canaveral and north of the Charleston Bump that
support amplification in the Gulf Stream meanders and eddies with reduction in these features occurring
between the two regions on the Georgia shelf. During the summer, the generally upwelling favorable
winds on the shelf combined with Gulf Stream eddy-induced upwelling can extend the upwelled sub-
surface water to mid- or inner-shelf regions. More recently Aretxabaleta et al. (2006) has documented
interannual variability in mid-shelf bottom water temperature on the shelf that may be associated with
transport variations in the Gulf Stream. The Gulf Stream effects in this region are intermittent in the
mid- and inner-shelf (Lee et al., 1991).
The circulation on the inner- and mid- shelf changes seasonally with the winds. During the winter
months (November-February), mean winds are southward to southeastward. Spring (March-May) is
a transition period with winds rotating towards the north in the central and northern southeast U.S.
continental shelf, while winds in the central and south Florida coast are westward. Summer (June-July)
winds are generally along-shelf to the northeast, while August appears to be a transition month during
which mean winds are weak. Autumn (September-October) winds are primarily southwestward, along-
shelf over the northern part of the shelf and cross-shelf over the southern section (Weber and Blanton,
1980; Blanton et al., 1985, 2003).
Although physical circulation processes on the shelf are well described, the Lagrangian character-
istics of the southeast U.S. continental shelf- important to estimates of the transport of particulate and
dissolved subtances - have not been defined. Some studies exist for the northern part of the shelf (Glenn
and Ebbesmeyer, 1994; Quinlan et al., 1999; Werner et al., 1999; Hare et al., 2002), and in the vicinity
of inlets (Churchill et al., 1999), but these have been usually of short (week long) duration and do not
include central and southern portions of the system. In this study we consider the Lagrangian circula-
tion over periods of up to two months based on observed drifter trajectories and modeled flow fields. To
our knowledge, there are no other studies in the southeast U.S. continental shelf that have attempted to
quantify the shelf’s Lagrangian circulation over such time scales that are directly relevant to ecological
and fisheries sciences.
3.1.1 Lagrangian flow characterization: a review
Three-dimensional (3-D) numerical modeling incorporating Lagrangian particle tracking has become an
important tool in coastal and fisheries oceanography (Werner et al., 2001; Mariano et al., 2002), and has
been used for a wide variety of applications including: describing physical circulation characteristics
(Werner et al., 1999; Yang et al., 1999; Naimie et al., 2001), modeling oil spills and the spread of other
pollutants (Spaulding et al., 1994; Aliani et al., 2003), studying the dispersion of discharged ship ballast
water (Larson et al., 2003) and studying biological-physical interactions (Bartsch et al., 1989; Werner
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et al., 1993b; Hermann et al., 1996; Stegmann et al., 1999).
The use of Lagrangian data has a long history and has primarily been used by oceanographers for
estimation of mean flows in the oceans and marginal seas (Mariano et al., 2002). In 1785, Benjamin
Franklin made early current measurements from anchored ships using visually tracked buoys and, in
the 1940’s, Stommel used aerial photography of floating sheets of paper to observe oceanic turbulence
(Davis, 1991). Drift bottles and cards with requests for notification of discovery allowed larger-scale
observation of circulation patterns but only provided beginning and ending points with no details of
the path taken (Davis, 1991). Technological improvements, such as radar- and satellite-tracked near
surface drifters and the invention of the subsurface Swallow, SOFAR and RAFOS floats, and new data
sets spanning a vast range of geographical locations have allowed tracking of both large- or basin-scale
ocean currents, important for climate studies, and small-scale coastal observations, and have greatly
expanded knowledge of oceanic processes (Davis, 1991; Mariano et al., 2002).
While many of the drifter studies have taken place in the deep ocean basins, Lagrangian drifters
have been used in the coastal oceans around the world (Davis, 1985; Haynes and Barton, 1991; Paduan
and Niiler, 1990; Limeburner and Beardsley, 1996; van Aken, 2002; Tseng and Shen, 2003). In one
early study, radar-tracked drifters were used to map a surface eddy off of northern Baja California (Reid
et al., 1963). In the 1980’s, the Coastal Ocean Dynamics Experiment (CODE) off northern California
used drifters to study coastal eddies, jets and squirts which carried nearshore drifters more than 100 km
offshore in just a few days (Davis, 1985, 1991). Drifters released in the Iberian coastal transition zone
were gradually carried northward between September 1986 and March 1987 in trajectories which re-
vealed the presence of numerous mesoscale eddies and was used to estimate the rate of dispersion and
Lagrangian integral time scales (Haynes and Barton, 1991). In the California coastal transition zone,
drifters used to study motion in cold-water features identified by satellite AVHRR imagery confirmed
the presence of strong (> 50 cm s−1) along-axis flow (Paduan and Niiler, 1990).
Between 1991 and 1993, drifters released in the Greenland, Iceland and Norwegian Seas were used
to compose the first basin-scale, accurate near-surface velocity set of the Nordic Seas (Poulain et al.,
1996). The drifter movements confirmed the general cyclonic gyre circulation in the Nordic seas and
indicated smaller cyclonic circulation patterns in all the major sub-basins. In the Adriatic Sea, the
data from over 200 satellite-tracked drifters that were deployed over a 10 yr period was used to study
the surface circulation (Poulain, 1999, 2001). Seasonal maps of mean velocity show three distinct
recirculation cells in the northern, central and southern subbasins. The drifter data was also used to
compute subtidal velocity variance and mean kinetic energy.
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A recent study on the West Florida Shelf combines the results of drift-bottle studies in the 1960’s,
satellite tracked surface drifters released in 1996 and 1997 and the results of a circulation model to
describe the Lagrangian circulation on the shelf (Yang et al., 1999). Lagrangian drifters were used as
part of the U.S. GLOBEC Georges Bank program to study the geographic and seasonal patterns of
near-surface circulation (Naimie et al., 2001) and the smaller-scale circulation around the tidal front
(Manning et al., 2001; Aretxabaleta et al., 2005). In the Middle Atlantic Bight, surface and seabed
drifters were used to study the subtidal circulation in Delaware Bay and the adjacent continental shelf
(Stefa´nsson et al., 1971; Pape and Garvine, 1982). More recently, Lozier and Gawarkiewicz (2001)
studied cross-frontal exchange characteristics using surface drifters in the Middle Atlantic Bight. In
1974 and 1975, drift bottles containing preaddressed return cards were used to study the circulation on
the continental shelf south of Cape Lookout, North Carolina (Barans and Roumillat, 1978). As part
of the Frontal Eddy Dynamics (FRED) experiment, satellite-tracked drifters were used to characterize
the structure and propagation of Eddy Abbott between Capes Fear and Hatteras, North Carolina (Glenn
and Ebbesmeyer, 1994). On a smaller scale, Lagrangian drifters have been used to study the flood tide
circulation carrying water through Beaufort Inlet, North Carolina (Churchill et al., 1999).
From an ecological perspective, Lagrangian particle tracking may also be used to study one of
the most pressing issues in fisheries oceanography: the extent to which larval dispersal defines open
versus closed populations (Cowen et al., 2002). An open population receives recruiting larvae from
those spawned in other locations, while a closed population receives recruiting larvae primarily from
local spawning activity (Mora and Sale, 2002). Many marine populations are thought to be connected
over large distances by pelagic larval dispersal (Caley et al., 1996; Roberts, 1997). The extent of larval
dispersal has traditionally been estimated from the duration of the pelagic larval stage combined with the
movement of passive particles in low-frequency currents (Grantham et al. (2003); Shanks et al. (2003)
and references therein). Additionally, the analysis of DNA among locations has indicated substantial
gene flow (e.g., larval dispersal in marine populations, see Kinlan and Gaines, 2003; Palumbi, 2003),
supporting the idea of large-scale dispersal of larvae. However, there is growing evidence that larval
dispersal may be limited to spatial scales shorter than those previously thought (Cowen et al., 2002)
indicating that marine populations may be more closed than open, and that the importance of local
processes local fisheries may have been underestimated (Cowen et al., 2000; Mora and Sale, 2002).
Three-dimensional numerical models with Lagrangian particle tracking have also been widely used
to study biological-physical interactions including the transport of planktonic larvae and the connectivity
of populations. For example, the advection of passive particles (with no behavior) at multiple depths
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was used to study concentrations of cod larvae at a frontal zone on Georges Bank (Manning et al.,
2001). Drifters released in the Gulf of Mexico were used to study possible patterns of larval dispersal
(Lugo-Ferna´ndez et al., 2001). Another study varied the particle release location (in 3 dimensions), time
and buoyancy to determine the transport success of anchovy eggs from spawning locations to nursery
grounds in the southern Benguela region (Parada et al., 2003). Lagrangian calculations were used to
examine the processes and pathways that connect spawning areas, nursery grounds and feeding areas
for krill in the Southern Ocean (Capella et al., 1992). Lagrangian drifters from coastal studies between
1987 and 1996 were used to study the possible routes of larval fish transport from south of Cape Hatteras
to north of Cape Hatteras on the U.S. continental shelf (Hare et al., 2002).
Some studies have prescribed behavior to the particles as they are advected within the circulation
field. Diel vertical behavior was assigned to menhaden and spot larvae when investigating the transport
pathways from offshore spawning grounds to estuarine nursery habitats (Hare et al., 1999), while effects
of horizontal swimming behavior were considered by Werner et al. (1993b) in a study of larval cod
and haddock on Georges Bank and by Yeung and Lee (2002) in a study of spiny lobster. In addition,
some studies coupled individual-based trophodynamic models with the circulation and particle tracking
models (Werner et al., 1996; ?; Pedersen et al., 2003) to follow the feeding and growth of individual
larvae through their planktonic stage.
As these biological-physical models grow in application and complexity, it is necessary to evaluate
how well they compare to actual data and to define the conditions during which the comparisons do
not work well (Lynch et al., 2001). Model validation, or skill assessment, is difficult and typically done
through comparisons with Eulerian observations (for example Blanton, 2003). However, the comparison
of observed and modeled Lagrangian data is also a useful method to verify model flow fields, provid-
ing at the same time direct observations of water parcel (or drifter) movement and potential transport
pathways.
This study is part of a larger effort in the development of Marine Protected Areas (MPAs) on the
southeast U.S. continental shelf. One of the main ways that MPAs are thought to enhance fisheries is
through the dispersal of larvae from spawning in the MPA to surrounding fished areas (Gue´nette et al.,
1998; Crowder et al., 2000). As a step toward modeling larval fish dispersal on this shelf ecosystem, this
paper provides a baseline validation for the model flow fields and a comparison between observed and
numerical drifters. To simulate the drifters, we have used a 3-D numerical model for the shelf combined
with Lagrangian particle tracking.
Lagrangian measurements of oceanic flows generally cannot appropriately sample all relevant space
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and time-scales. Additionally, sensitivity to initial location and time of release are known to affect drifter
trajectories. On certain continental shelves, due to strong topographic steering, some of the known issues
of undersampling are perhaps lessened. While we acknowledge that releasing more drifters would
improve our estimates, we implicitly assume that the number of drifters available to us in this study
adequately (and at least qualitatively) capture the main features of the transport on the shelf during the
various releases.
3.2 Circulation Model
The circulation model used is described in Lynch and Werner (1991) and Lynch et al. (1996). The
model is a free-surface 3-D finite element time-stepping model of the shallow-water equations with
conventional Boussinesq and hydrostatic assumptions. It uses terrain-following vertical coordinates
configured to resolve both surface and bottom boundary layers. The model is fully nonlinear and solves
prognostically for the evolution of the density field (Lynch et al., 1996; Aretxabaleta et al., 2005). In
the application herein, however, we have not included stratification effects.
The model domain extends from south of Cape Canaveral, Florida to Cape Fear, North Carolina
(Figure 7). The model grid contains 9606 nodes, 18,691 elements and has 21 vertical levels and was
run with a minumum bathymetric depth of 2 m. Grid spacing is variable with the smallest grid spacing
of order 1 km nearest the coast increasing off-shore to order 10 km.The model time-step is 60 s with a
full 3-D output saved every hour to compute the Lagrangian trajectories using the algorithm described
in Blanton (1993) enhanced to account for drifter slippage as in Edwards et al. (2006b).
The circulation model was forced by wind stress and tides. The model boundary conditions are
specified with tidal amplitudes and phases as explained below. No radiation boundary conditions or
through-flow conditions are imposed. In a climatological study of the domain, Blanton et al. (2003)
found that the monthly baroclinic alongshore flows on the shelf were weak, on the order of 1-5 cms−1.
We did not include these, or other far-field effects, in the imposed boundary conditions, which suggests
possible over or underestimates of our results of that order. The wind field was obtained from the
National Centers for Environmental Prediction (NCEP) Eta Data Assimilation System (EDAS). The
EDAS atmospheric forcing fields are provided at a 32 km resolution and at 3 h intervals. Surface flux
fields are extracted and interpolated onto the grid. For input into the model, the 10 m wind fields are
then converted to wind stress as in Large and Pond (1981).
Tidal elevations for the M2 , N2 , S2 , O1 , K1 , Q1 , P1 , and K2 constituents are applied on the
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open boundary (see Blanton et al., 2004 for details). Based on a harmonic analysis from the South
Atlantic Bight Synoptic Offshore Observational Network (SABSOON) Tower R2 water level record,
these represent the largest semi-diurnal and diurnal midshelf constituents (Blanton et al., 2004). We
include Q1 , P1 , and K2 for consistency with other modeling projects.
3.3 Eulerian Data and Model Results
Eulerian comparisons between available data and model output were made for the period when La-
grangian data were available. Hourly observations from SABSOON Tower R6 (Seim, 2000) and the
National Ocean Service (NOS) water level measurements at Fort Pulaski, Georgia and St. Augustine,
Florida (see Figure 7) are used to compare with model results. Observations from the SABSOON tow-
ers include ADCP measurements at the R6 tower and temperature and salinity measurements at the
R2 tower during our study period. Wind observations from the Grays Reef National Marine Sanctuary
(GRNMS) NDBC buoy were downloaded hourly and are used to compare with the EDAS wind field
used by the circulation model. A rotation angle of 31◦ clockwise from true north was used at the R6
Tower to obtain the along-shelf and cross-shelf currents. A negative along-shelf velocity indicates equa-
torward along-shelf flow while a negative cross-shelf velocity indicates on-shelf flow. The statistics used
here as an analysis of the model skill include the root mean square (rms) of the misfit (model results
minus observations) and the correlation coefficient between the model results and observations.
For most of the study period, the daily discharge of rivers onto the southeast U.S continental shelf
was below the long-term month average (Figure 8). However, most of the rivers had a large discharge
in late-March or early-April 2001. The Savannah River, Pee Dee River and Cape Fear Rivers also had
larger than average discharges in late-September or early-October 2000. Stratification was generally
low during the study period (Figure 9). While there was only surface data available for much of October
2000 at the R2 tower, CTD data from the cruise deploying the drifters does not show stratification.
During the drifter release periods, the biggest stratification event at R2 is from 10 April 2001 onward.
The analysis of model skill has been separated into frequency bands with most of the variability
contained at tidal frequencies (0.88 cycles per day (c.p.d.) and higher or periods of 27 h and shorter).
The tides account for about 95% of the total signal variance in the water level records and about 89%
(67%) of the cross-shelf (and along-shelf) depth-averaged velocity components on the mid-shelf at the
SABSOON Towers (Blanton et al., 2004).
Weather-band responses are associated with the passage of atmospheric fronts on timescales of 2-15
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for each of the drifter release periods in 2000 and 2001.
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days (0.5 to 0.067 c.p.d.). The model results and observations are low-pass filtered at 40 h to isolate the
weather-band processes. Comparisons have been made of both coastal water levels and currents on the
shelf (Figures 13 through 18 (c and e)).
Model results showed good agreement with demeaned water level measurements at Ft. Pulaski and
St. Augustine (Table 3, Figures 13 through 18). The demeaned water level misfit ranges between 0.04 m
and 0.08 m with the largest misfits in June 2000 at both locations. Model results also agreed well with
along-shelf currents but less well with cross-shelf currents (Table 4, Figures 13 through 18): the velocity
misfit ranges between 0.042 m s−1 and 0.14 m s−1 with a maximum in the along-shelf direction in June
2000.
Ft. Pulaski St. Augustine
Obs Misfit Obs Misfit
Release Mean Std Dev. rms C.C. Mean Std Dev rms C.C.
Apr 2000 -0.009 0.109 0.081 0.712 -0.044 0.096 0.067 0.752
Jun 2000 0.023 0.129 0.082 0.815 0.016 0.120 0.077 0.782
Oct 2000 0.207 0.060 0.041 0.730 0.225 0.058 0.052 0.567
Jan 2001 -0.079 0.116 0.070 0.848 -0.104 0.101 0.065 0.798
Mar 2001 -0.017 0.100 0.069 0.738 -0.037 0.080 0.055 0.747
Table 3: Statistics of monthly weather-band misfit between low-pass filtered observed and modeled
water level. The reported statistics are the mean (m) and standard deviation (m) of the observed water
levels, rms size of the misfit between the observed and modeled water levels (m) and the correlation
coefficient (C.C.) at Ft. Pulaski, Georgia and St. Augustine, Florida.
The misfit between the EDAS and observed wind fields (Table 5) is one source of misfit between the
model results and observations. The winds have been rotated (also 31◦ clockwise from true north) into
across- and along-shelf components with the rms misfit calculated for the modeled drifter periods. The
rms misfit in the wind field varies from 0.020 to 0.032 Pa with the maximum in the along-shelf wind in
Along-shelf Cross-shelf
Obs Misfit Obs Misfit
Release Mean Std Dev. rms C.C Mean Std Dev. rms C.C
Apr 2000 0.034 0.094 0.069 0.710 0.006 0.054 0.052 0.550
Jun 2000 0.114 0.148 0.139 0.560 0.027 0.041 0.045 0.292
Oct 2000 -0.038 0.041 0.053 0.794 -0.015 0.065 0.042 0.209
Jan 2001 0.004 0.121 0.070 0.897 -0.019 0.065 0.066 0.270
Mar 2001 0.014 0.093 0.062 0.789 -0.025 0.050 0.055 0.245
Table 4: Statistics of monthly low-pass filtered along-shelf and cross-shelf currents at 10 m depth at the
R6 Tower. The reported statistics are the mean (m s−1) and standard deviation (m s−1) of the observed
currents at the R6 Tower and rms size of the demeaned misfit (m s−1) and the correlation coefficient
(C.C.).
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Along-Shelf Cross-shelf
Obs Misfit Obs Misfit
Release Mean Std Dev. rms C.C Mean Std Dev. rms C.C
Apr 2000 0.025 0.059 0.031 0.889 -0.011 0.037 0.021 0.832
Jun 2000 0.035 0.056 0.031 0.871 -0.011 0.040 0.027 0.767
Oct 2000 -0.052 0.073 0.032 0.913 0.017 0.040 0.020 0.868
Mar 2001 0.003 0.060 0.029 0.915 0.009 0.064 0.032 0.890
Table 5: Statistics of the along-shelf and cross-shelf wind stress at GRNMS including: mean and stan-
dard deviation (Pascals) of the GRNMS observed winds and the wind stress misfit (Pascals) between
low-pass filtered observed and EDAS analysis for the drifter periods and the correlation coefficient.
October 2000 and the minimum in the cross-shelf wind also in October 2000. With a high correlation
coefficient in the along-shelf direction in October 2000, the high rms misfit suggests that the EDAS
model winds missed the peaks in observed winds but captured the overall wind pattern.
3.4 Lagrangian Data and Model Results
Lagrangian comparisons were made with fifteen drifters released in the vicinity of Grays Reef National
Marine Sanctuary (GRNMS) near the middle of the southeast U.S continental shelf between April 2000
and March 2001 (Figure 7 and Table 6). While the estimated path-length of most of the drifters ap-
proached or exceeded 1,000 km (Table 6), only two of the fifteen drifters were advected off of the shelf,
possibly through entrainment in the Gulf Stream.
The drifters were WOCE SVP holey sock drifters drogued at a depth of 10 meters. The drogues
were 6 m long and 1 m in diameter with spherical floats either 13.5 inches or 16 inches in diameter. Due
to the size and depth of the drogues, any drifters moving into water shallower than 15 m are assumed
to drag on the bottom and the model comparison is stopped. This occurred only twice: drifter 26723
released on June 21 and drifter 30374 released on October 3. The data used here is the error-checked
raw data as reported by ARGOS (not interpolated to regular time intervals).
While the drifters are designed to measure Lagrangian water parcel trajectories at the drogue depth,
it is important to realize that they do not provide a true description of the circulation. Drifters slip
from true motion due to several factors, including: drag on both the tether and drogue induced by shear
currents, wind drag on the float, and wave rectification (Geyer, 1989). Because they are not neutrally
buoyant, the drifters follow a specific depth in the ocean rather than true 3D flow of water particles.
The numerical drifters were tracked hourly through the 3-D flow field starting at the time and lo-
cation of the first satellite record from the observed drifters and were tracked for approximately one
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Release Days Along-Traj. Net
Drifter Time Latitude Longitude Tracked Distance Displacement
26819 Apr 26, 2000 06:04 -80.875 31.391 58.18 1,140 72
26845 Apr 26, 2000 06:24 -80.885 31.377 58.17 1,222 76
26856 Apr 26, 2000 06:14 -80.865 31.377 58.18 1,228 74
26818 Jun 21, 2000 11:16 -80.871 31.390 58.56 2,118 1,334
26844 Jun 21, 2000 11:26 -80.883 31.384 12.10 250 74
26723 Jun 21, 2000 11:31 -80.885 31.373 22.15 463 166
30351 Oct 3, 2000 21:07 -80.859 31.372 59.62 758 104
30372 Oct 3, 2000 20:58 -80.871 31.388 59.69 878 66
30374 Oct 3, 2000 20:48 -80.884 31.373 23.12 350 126
16898 Jan 30, 2001 23:52 -80.884 31.373 59.97 1,114 75
16900 Jan 30, 2001 23:39 -80.872 31.388 51.73 1,058 114
30416 Jan 31, 2001 00:04 -80.859 31.373 59.97 2,152 1,190
30428 Mar 22, 2001 16:18 -80.865 31.377 38.12 851 156
30442 Mar 22, 2001 16:27 -80.885 31.376 46.13 928 57
30473 Mar 22, 2001 16:11 -80.883 31.391 55.15 1,129 40
Table 6: Drifter releases: first reported drifter time and location for the 15 drifters released near Gray’s
Reef National Marine Sanctuary in 2000 and 2001. The number of days which the observed drifters
were tracked on the shelf, the along-trajectory distance (km) and the net displacement (km).
month. Small scale (sub-grid-scale) motions arising from frontal instabilities, sea breezes, etc., may
also affect the observed drifter trajectories. We computed ensemble numerical drifter trajectories sub-
jected to random kicks resulting from diffusivities of 1-10 m2 s−1 and found no significant differences
in the computed drifter solutions (not shown). Because we are trying to model the WOCE holey sock
drifters, the numerical drifter paths included a correction for the difference between EDAS and observed
wind stress combined with drifter slippage (Edwards et al., 2006b). The numerical drifters were kept at
10-m depth to match the mid-depth of the drogues released in the field and their trajectories were then
sampled at the reporting times of the observed drifters for analysis and plotting purposes.
Overall, the numerical and observed drifter tracks were in good agreement. A linear regression for
all fifteen drifter releases gives a separation rate of 2.0 km d−1 with an r-square value of 0.48. The
regression, excluding the June 2000 drifters which yielded the poorest agreement, produces a slope of
1.7 km d−1 (less than 2 cm s−1) with an r-square value of 0.89 (Table 7, Figure 11).
The results from each of the five release periods are discussed in further detail below and summa-
rized in Table 7. Each section provides a comparison between drifter movement and the separation
between the observed and numerical drifters (along-shelf and cross-shelf) with the wind regime and the
results of the 3D circulation model. A linear interpolation of a rotation angle based on the position of
the numerical drifter was used to split the separation distance (observed minus numerical) into along-
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Figure 10: A close-up view of the Georgia coast and Grays Reef National Marine Sanctuary. Raw tracks
of the 15 drifters released during 2000 and 2001 are shown.The axes are latitude in ◦N and longitude in
◦ W.
and cross-shelf components. At 31◦N (and the R6 Tower) this rotation angle was 31◦ clockwise from
true north and at 32◦N the rotation angle was 45◦ clockwise from true north. A negative separation dis-
tance in the along-shelf indicates that the observed drifters are along-shelf to the south of the numerical
drifters while a positive along-shelf separation distance indicates that the observed drifters are to the
north of the numerical drifters. In the cross-shelf direction, a negative separation distance indicates that
the observed drifter is closer to shore than the numerical drifter. The total separation distance is always
positive and is equal to the square root of the summed squares of the along- and cross- shelf separation
distances.
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Release Avg. Days Tracked Net Displacement Obs-Mod Avg. Sep. Rate r2
26 Apr 2000 30 80 50 1.2 0.76
21 Jun 2000 21 177 109 4.8 0.82
3 Oct 2000 28 144 45 1.4 0.89
30 Jan 2001 28 64 45 2.1 0.80
22 Mar 2001 31 30 44 2.0 0.80
All 2.0 0.48
Excl June 1.7 0.89
Table 7: Comparison of the drifter results. Reported are: the average number of days the observed and
numerical drifters were tracked, the average distance (km) between the start and end of the observed
drifter track; the average ending separation distance (km) between the observed and numerical drifters;
a linear regression analysis of the average separation rate (km d−1) and its r2 value.
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Figure 11: Distance between modeled and observed drifters from release. Linear regressions are shown
for all data and all data excluding June 2000.
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3.4.1 April 2000 releases
April 2000 provides the best comparison between the numerical and observed drifter trajectories with
an average separation rate of 1.2 km d−1. For this release date, the average net displacement of the
observed drifters after one month was 80 km (Figure 12, Table 7). The observed drifters had a large
cross-shelf component that was not seen in the numerical drifters. However, the along-shelf motion
of the modeled and observed drifters was essentially the same. Throughout the period, most of the
separation is in the cross-shelf direction with a gradual increase in the along-shelf separation (Figure
13).
The winds during the April 2000 release period are generally along-shelf towards the north with an
average speed of 7.1 m s−1. From 15-19 May, the winds were mostly along-shelf but rotated from the
north to the south. During this time, the observed drifters travelled farther than the numerical drifters,
and the observed drifters moved from north to south of the numerical drifters (Figure 12). During this
period, the change in separation distance per day was greatest when the magnitude and direction of
the EDAS winds underestimated observed winds at GRNMS. The 3D circulation model results, for the
same time period, underestimate both the coastal water level and the along- and cross-shelf velocity at
the R6 Tower.
3.4.2 June 2000 releases
June 2000 had the least favorable comparison between the numerical and observed drifter tracks. Both
observed and numerical drifters were carried along-shelf to the north-east with the observed drifters
traveling farther: an average of 177 km for the observed drifters and 70 km for the numerical drifters
(Figure 12, Table 7). The separation rate was 4.8 km day−1 (Table 7). The separation distance was
almost entirely in the along-shelf direction for most of the period with a slight increase in the cross-
shelf separation at the end of the month as the remaining drifter moved cross-shelf and crossed the 25 m
isobath (Figure 14).
The winds during the June drifter release period were generally upwelling favorable to the north-
east. Drifter separation distances improved slightly during wind relaxation or reversals around the 1st,
8th and 15th of July (Figure 14). Both the low-passed along-shelf model velocity and water levels were
underestimate the observations (Figure 14c and d). The underestimation of the drifter movement during
this time period may be due to several factors not explicitly included in our modelled flows: stratification
and the upwelling favorable winds may combine to create strong northward and offshore transport in
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Figure 12: Comparison of one of the model (grey) and observed (black) drifter tracks for each of the
2000 release periods. The axes are latitude in ◦N and longitude in ◦ W.
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Figure 13: a) Change in separation distance per day (km d−1) b) Comparison of observed and EDAS
model along-(offset 0.15 Pascals) and cross-shelf wind stress. c) Comparison of model and observed
demeaned water levels at Ft. Pulaski and St. Augustine (offset 0.5 m) d) Comparison of model and
observed along- (offset 0.25 m s−1) and cross-shelf velocities at R6.
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jetlike flow regions within the river plume (Kourafalou et al., 1996b).
3.4.3 October 2000 releases
After release, numerical and observed drifters moved southward along the shelf (Figure 12. The aver-
age net displacement of the observed drifters was 139 km while the numerical drifters had an average
net displacement of 97 km resulting in a net separation rate of 1.4 km day−1 (Table 7). Most of the
separation for the October 2000 drifters was in the along-shelf direction (Figure 15).
The winds were generally along-shelf to the southwest as was the movement of both observed and
numerical drifters. The largest change in the separation distance (Figure 15 a and b) occured during a
wind event on 9-10 October. The EDAS model winds were similar to the observed winds during this
event, and the model captured the southward along-shelf velocity at the R6 Tower. In the middle of the
month, when the winds were calm, there was almost no change in the separation distance between the
numerical and observed drifters.
3.4.4 January 2001 releases
Similar to the April 2000 drifters, the observed January release drifters had a cross-shelf component
that was not captured by the numerical drifters (Figure 16). The observed drifters also had a larger
along-shelf component of movement than the numerical drifters (Figure 16). The average net displace-
ment of the observed drifters was 64 km and the separation distance growth rate from drifter release is
2.1 km day−1 (Table 7).
The winds during the January 2001 drifter release period alternated in direction with the strongest
winds along-shelf to the southwest. The change in drifter separation was highest (Figure 17) during
high wind events: February 4-5, 12-13, and 19. The separation distance changed very little between
wind events. During these same wind events, there was a cross-shelf flow evident in the observations at
the R6 Tower that was not captured in the model results. In the along-shelf direction, the model velocity
generally matched the observations in timing but not the magnitude of the peaks. The comparison of
observed coastal water level with model results is generally better from the middle of the month.
3.4.5 March 2001 releases
For the drifters released in March 2001 the average displacement of the observed drifters was only
30 km. Two of the drifters had net displacements of only 19 km and 22 km after one month. The
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Figure 14: Same as Figure 13 but for the June 2000 release period.
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Figure 15: Same as Figure 13 but for the October 2000 release period.
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Figure 16: Same as Figure 12 but for the January and March 2001 release periods. The axes are latitude
in ◦N and longitude in ◦ W.
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Figure 17: Same as Figure 13 but for the January 2001 release period.
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average net displacement of the observed drifters was 37 km and the separation distance growth rate
from drifter release is 2.0 km day−1 (Table 7).
The winds were quite variable due to the passage of several large storms through the area (Figure
18b). The misfit in the cross-shelf winds was highest during this release period (Table 5). Again, during
wind events, the model water velocities (Figure 18d) were of smaller magnitude than the observed. The
observed cross-shelf flow, evident at the R6 Tower, and possibly caused by the fresh-water intrusion
seen at the R2 Tower (Figure 9), was not captured in the model.
At the R2 Tower, the water column was well-mixed at the beginning of the March 2001 release
period (Figure 9). Both the Altamaha and Satilla Rivers in south Georgia had larger than average
discharges at the end of March into April 2001 coinciding with the freshening of the surface waters at
the R2 Tower (see Figures 8 and 9) which created a stratified water column by 10 April. The observed
drifters were likely affected by this unmodelled stratified flow which resulted in a maximum change in
separation distance (see Figure 18a) on 18 April during a large wind event.
3.5 Discussion
Model results showed good agreement with Lagrangian data, on monthly time scales, producing a drifter
separation rate of 1.7 km d−1 (excluding June) (Table 7). In comparison, a separation distance of
20 km after 6 days, or approximately 3.33 km d−1 was found for a single model and observed drifter
released in Onslow Bay off the coast of North Carolina (Werner et al., 1999). On the West Florida
Shelf, a separation distance of 35 km between one modeled and observed drifter at the end of 20 days,
or approximately 1.75 km d−1 was found (Yang et al., 1999). Finally, a comparison of observed and
numerical drifters along a tidal front for 3 days on Georges Bank resulted in an average separation slope
of 2.35 km d−1 (Aretxabaleta et al., 2005). In this section, we consider the tidal, baroclinic and other
unresolved components of the flow along with winds and drifter slippage as possible sources of error.
On monthly time scales, model results showed good agreement with Eulerian data during the time
periods studied. Previous studies have shown that the tidal prediction in the southeast U.S continental
shelf , especially for the M2 tide and other semi-diurnal tides, is improved by including the estuaries
along the Georgia/South Carolina coast (Blanton et al., 2004; Lynch et al., 2004). We did not include
the estuaries in our model domain and, therefore, a misfit on the inner- and mid-shelf in the tidal band
solution is expected and estimated to be on the order of 0.02 m s−1 (Blanton et al., 2004). Weak
Lagrangian tidal residual drifts/velocities with peak values of 0.005 m s−1 were found on the inner- to
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Figure 18: Same as Figure 13 but for the March 2001 release period.
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mid-shelf (Werner et al., 1993a). Higher tidal residuals of 0.02-0.03 m s−1 exist near the tidal inlets
(Kapolnai et al., 1996). With most of the drifters staying in the mid-shelf region, the long-term drifter
trajectory will be affected by the weak tidal residuals on the shelf and should not be greatly affected
by the misfit in the tidal currents. A comparison of the distance travelled by the model and observed
drifters during a five-day period with very little wind (October 16-21, 2000) showed a mean difference
of approximately 0.5 km in residual tidal displacement.
Another factor contributing to the discrepancy between the observed and numerical drifter positions
is the unmodeled baroclinic component of the flow field. In the winter, shelf waters on the southeast
U.S. continental shelf or off the coast of Georgia are weakly stratified with temperature and salinity well-
mixed in the upper half of the water column on the inner and mid-shelf (Blanton et al., 2003). However,
with freshwater discharge peaking in March and April, the inner shelf becomes more strongly stratified.
The climatology results indicate that the density-driven flow is generally weaker than the wind-driven
flow in the inner-shelf but may be of the same magnitude for the mid-shelf region. In a study of the fate
of river discharge on this shelf during the spring of 1984, it was shown that it takes about two months
for the fresher surface water to cross the entire shelf. Kourafalou et al. (1996b) found that the preferred
mean pathway is in the northeastward direction with removal from the shelf near Charleston, South
Carolina in the vicinity of the Charleston Bump.
In general, the model underestimates the magnitude of the cross-shelf flow on the shelf. Cross-shelf
flows have generally been more difficult to study and less well understood than along-shelf flows. Cross-
shelf flows are not geostrophic and are influenced by processes occuring from mesoscale phenomenon
such as coastal fronts (Allen et al., 1988) to very small (< 10 km) scale aspects of the wind field
affecting the surface boundary layer (Brink et al., 1990). On the SEUSCS, the cross-shelf flows are also
influenced by the motions of the Gulf Stream (Oey, 1986; Oey et al., 1987; Brink et al., 1990) which
is not included in the 3-D circulation model. Efforts to include the Gulf Stream in the 3-D circulation
model are currently underway (Aretxabaleta, 2005).
The correction due to the differences in EDAS and observed wind stress may also contribute to the
discrepancy between the observed and numerical drifter tracks (Edwards et al., 2006b). This correction
was made using observations at one location in the model domain and does not take into account the
possibility of a spatial variation between EDAS and actual winds. Also, while we have attempted to
include actual drifter slippage in our numerical drifter tracks, this is only an estimate of the drifter
slippage and does not include any slippage due to the wave field. Further, the relationship used is only
an approximation to the actual slippage and may vary with wind and wave conditions (Geyer, 1989).
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3.6 Concluding Remarks
The present circulation field has been idealized in that stratification effects and offshore currents (e.g.,
the Gulf Stream and its instabilities) have not been included. We expect these to have differing effects on
the results presented herein. In the mid- to inner-shelf, frontal zones may increase retention, while near
the shelf edge entrainment into neighboring currents may decrease retention. However, the agreement
between observed and modeled results (of drifter trajectories) found in this study covering an entire
year of sampling (inter-seasonal) on the SAB suggests that the time-scales we identified in this study
are “reasonable” and their ecological significance needs further exploration. While our study focused on
the Lagrangian processes on the southeast U.S. continental shelf, the modeling methods and conclusions
may be applicable to similar continental shelves worldwide. By including specific characteristics of the
observed drifters in the numerical drifter trajectories, we gain a more realistic understanding of their
movement on the shelf.
Several future enhancements to the modeling effort are apparent. The use of a more refined shelf
mesh would help to enhance small scale cross-shelf motions not captured in the present solution (Werner
et al., 1999) and related dispersion (Ridderinkhof and Zimmerman, 1992). Similarly, and perhaps more
significantly, the model does not include the baroclinic component of the flow field. With the devel-
opment of a regional climatology (Blanton et al., 2003), the long-term monthly average effect could
be included. However, with the recent increase in Ocean Observing Systems in the region (Seim et al.,
2003), more data is becoming available to help provide the necessary initialization of the structure of the
density field on the shelf. We are currently investigating the nesting of our regional model in the basin-
scale HYCOM circulation model (HYbrid Coordinate Ocean Model, Bleck (1998, 2002)). This would
provide an initialization to the density field on the shelf, as well as boundary conditions containing far
field effects and a reasonable approximation to the Gulf Stream. An additional enhancement is the use
of data assimilation techniques (Aikman et al., 1996; Lynch et al., 2001). Using data assimilation in a
model of Georges Bank, Aretxabaleta et al. (2005) show a reduction in a comparison of observed and
numerical model separation rates for two different time periods from 4.05 and 2.69 km d−1 (before data
assimilation) to 2.59 and 1.58 km d−1 (after data assimilation).
In the nearshore, the effect of the estuaries and sounds on the tidal flows in this region of the shelf
has been shown by Blanton et al. (2004) and Lynch et al. (2004). Specifically, to properly capture the
semi-diurnal tidal flows and tidal elevations within 10-15 kms of the shelf, the estuarine system must be
explicitly included. We have not included these in the present model solutions. Of similar importance
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is the effect of the freshwater discharge onto the shelf particularly in the formation of the ‘coastal
frontal zone’ and associated circulation (Werner et al., 1993a; Kourafalou et al., 1996a). The details
of the coastal frontal zone are likely to affect drifter trajectories trapped within or in its vicinity and
account for some of the discrepancies between the observed and modelled drifter trajectories noted in
our present study. Finally, improvements in forecast meteorological variables over the oceanic regions
are underway and will help improve estimates of atmospheric forcing of oceanic motions (Xue et al.,
2000). We anticipate that future studies will include explicit attempts to coupling of the atmosphere and
ocean components more routinely.
The drifters describe the seasonal circulation and possible larval dispersal pathways on the shelf
due to the changing wind regime. The observed drifters provide a picture of the average circulation in
the top 10 to 15 m of the water column while the numerical drifters provide a look at the movement
of water parcels at 10 m depth. The numerical drifters were a good approximation of the observed
drifter movement. The combination of observed and numerical drifter tracks indicate that populations
of marine organisms in the central mid-shelf region might be relatively closed on the scale of 1-2 months
owing to the retention of larvae off the coast of Georgia. The effect of circulation and larval behavior
on larval transport pathways in the region will be examined in more detail in future studies.
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CHAPTER 4. Using 2D dispersal kernels to identify the
dominant influences on larval transport
4.1 Introduction
Many marine populations are thought to be connected by a pelagic larval stage during which individuals
are dispersed from spawning sites (Caley et al., 1996; Roberts, 1997). This dispersal is an important
determinant both of an individual’s success and the distribution and spatial structure of the population
(Cowen et al., 2000; Nathan, 2001; Cowen et al., 2006), and is the result of complex interactions be-
tween physical and biological factors (Guichard et al., 2004). These factors include: spawning time
and location, advection and dispersion (or ”eddy diffusion”), and egg and larval duration, survival and
behavior (Hare, 2005, and references therein). The spawning time and location initiates the transport
process, while the larval duration determines the time over which dispersal occurs. Advection and dis-
persion transport individuals from spawning locations over the duration of the planktonic period. In a
3-dimensional (3D) flow field, the vertical distribution of the eggs and larvae is an important determinant
of their transport. This vertical distribution is initially determined by the spawning depth of the adult
fish and can be changed by vertical advection, the buoyancy of the egg or larvae, and active swimming
by the larvae (Werner et al., 1993b). Survival of the eggs and larvae is affected by the abiotic environ-
ment (such as temperature), feeding conditions, and predation (Bailey and Houde, 1989). Finally, the
distribution of juvenile habitat is used to distinguish actual planktonic transport from potential larval
dispersal by including the successful arrival of larvae to juvenile habitat (Hare, 2005).
In both marine and terrestrial systems, dispersal has been studied using several methods including
genetic analyses, direct measurements of movements of individuals, and observations of the spatial dis-
tribution of larvae (Nathan, 2001). Genetic methods relate mean dispersal distance to the increase in
genetic differentiation with distance, or isolation-by-distance (IBD) (Kinlan and Gaines, 2003). How-
ever, genetic homogeneity only requires the exchange of a very few individuals such that, with near-
homogeneity, marine species genetic structure is generally within the range of error (Shanks et al.,
2003). The use of direct tracking of individual larvae has been summarized by Levin (1990) and Thor-
rold et al. (2002) and has only been accomplished for a few species including: tunicate larvae (Olson,
1983, 1985; Stoner, 1992) and Mercenaria larvae (Arnold et al., 2005). Observations of the spatial
distribution of larvae can also be used to study dispersal (Cowen et al., 1993; Hare et al., 2001). While
larval assemblages may be associated with different water masses, there may be some overlap of larval
species in different water masses. The use of spatial distributions of larvae does not provide information
about the specific transport paths of individual larvae and may not provide a link between the spawning
area and juvenile habitat.
Given the difficulties and uncertainties with both genetic analysis and observations of larval disper-
sal in marine systems, modeling can be an important tool to track larvae from spawning to settlement and
to infer patterns of larval dispersal (Werner et al., 2001). The simplest mathematical models estimate
the extent of larval dispersal from the duration of the pelagic larval stage combined with the move-
ment of passive particles in low-frequency currents (Grantham et al., 2003; Shanks et al., 2003, and
references therein). Both Roberts (1997) and Cowen et al. (2000) use 2-dimensional (2D) circulation
models combined with Lagrangian particle tracking to study larval dispersal and connectivity within the
Caribbean. Additional structure can be considered using 3D circulation models including vertical turbu-
lence (Werner et al., 2001) and particle behaviors such as diel vertical migration (Hare et al., 1999) and
horizontal swimming behavior (Werner et al., 1993b; Yeung and Lee, 2002). Some studies follow larvae
throughout their planktonic stage by coupling individual-based population models with the circulation
and Lagrangian particle tracking models (Werner et al., 1996, 2001; Pedersen et al., 2003). Finally, in
an attempt to model actual planktonic transport, Paris et al. (2005) include the availability of settlement
habitat in their model of Cuban snapper.
Another approach is modeling a dispersal curve or dispersal kernel, which is defined as the number
of propagules per unit area as a function of the distance from its release location or the frequency
distribution of dispersal distances (Neubert et al., 1995; Nathan, 2001). Modeling dispersal kernels
can be used to explore the complex interactions between the factors determining dispersal and to make
predictions about which factors are most important. However, most models that define dispersal kernels
in oceanic regions have generally made simplifying assumptions, such as straight coastlines and passive
larvae, and have used a 1-dimensional (1D) probability density function for the dispersal kernel (Siegel
et al., 2003; Guichard et al., 2004). For relatively wide, shallow shelves, such as the southeast U.S.
continental shelf, where larval dispersal is not limited to 1D and larave can potentially find suitable
habitat and settle throughout the shelf, a 2D dispersal kernel is more appropriate.
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As part of a larger effort in the development of Marine Protected Areas (MPAs) on the southeast
U.S. continental shelf, the goal of this paper is to define 2D dispersal kernels and to assess the relative
importance of various factors that affect planktonic transport: spawning time, spawning location, larval
duration, larval behavior and dispersion. The region around Gray’s Reef National Marine Sanctuary
(GRNMS) is the specific focus of this study. GRNMS is a small MPA (∼ 58 km2) located 32 km off
the coast of Sapelo Island, Georgia. The Sanctuary is near the boundary between inner- and mid-shelf
zones, with depth at the site sloping from 12 to 20 m.
4.1.1 The Southeast U.S. Continental Shelf
The southeast U.S. continental shelf (Figure 19) extends from Cape Canaveral, Florida to Cape Hatteras,
North Carolina and is narrowest at the northern and southern ends (10-30 km) and widest in the center,
off the Georgia coast (120 km). The isobaths are largely parallel to the coast, which is punctuated with
rivers and tidal inlets, particularly in South Carolina, Georgia and northern Florida providing important
juvenile habitat for many marine species. In the cross-shelf direction, the shelf can be divided into
inner-, mid- and outer-shelf regions, each with a primary driving mechanism (Boicourt et al., 1998).
The inner-shelf (from the coast to the 20-m isobath) is dominated by river discharge, atmospheric fluxes
and tides; the mid-shelf (roughly the 20- to 45-m isobaths) is driven primarily by the winds but is also
influenced by the tides with frequent contributions by the Gulf Stream; the outer-shelf is dominated by
the Gulf Stream (Lee et al., 1981; Lee and Atkinson, 1983; Oey et al., 1987).
The circulation on the inner- and mid- shelf changes seasonally with the winds. During winter
months (November-February), mean winds are southward to southeastward. Spring (March-May) is a
transition period with winds rotating towards the north in the central and northern shelf, while winds in
the central and south Florida coast are westward. Summer (June-July) winds are generally along-shelf
to the northeast (an upwelling favorable direction). Autumn (September-October) winds are primarily
southwestward, along-shelf over the northern shelf and cross-shelf over the southern shelf (Weber and
Blanton, 1980; Blanton et al., 1985; Blanton et al., 2003) .
The Lagrangian characteristics of this shelf - important to estimates of larval transport - were studied
in Edwards et al. (2006a) through a comparison between observed and numerical drifters. The combi-
nation of observed and model drifter tracks indicate that populations of marine organisms in the central
mid-shelf might be relatively closed on the scale of 1-2 months resulting in the retention of larvae off
the coast of Georgia (Edwards et al., 2006a). A probabilistic larval transport model based on drifters
released off of Georgia and Florida also indicated that the Georgia shelf is an area of retention (Hare
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Figure 19: The Southeast U.S. continental shelf (North Carolina (NC), South Carolina (SC), Georgia
(GA) and Florida (FL) and the model domain used in this study. The 5 release locations are shown in
red. Gray’s Reef National Marine Sanctuary is shown with an open square around the center release
location. The 15-, 25-, 50-, 100-, 500- and 1000-m isobaths are shown.
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and Walsh, in review).
4.2 Methods
To assess the dispersal kernels of larvae spawned on the central shelf off the coast of Georgia, we
analyzed the results of a Lagrangian particle tracking model with particles released at the locations
shown in Figure 19. Dispersal kernels were calculated from runs with 100, 200, 300, 400, 500 and 1500
particles released at each location. In the runs with 300 or more particles, no significant differences in
the dispersal kernel statistics were found, so 300 particles were released in each model run and used in
the calculation of the dispersal kernels.
4.2.1 Lagrangian Particle Tracking Model
The model domain extends from south of Cape Canaveral, Florida to Cape Fear, North Carolina (Figure
19). The model grid has 21 vertical levels and was run with a minumum bathymetric depth of 2 m. Grid
spacing is variable with the smallest grid spacing of order 1 km nearest the coast increasing off-shore to
order 10 km.
The particles’ 3D trajectories were computed as in Blanton (1993) using hourly values of the mod-
eled flow field. The flow fields used are a combination of the climatological monthly flow fields (both
density and wind) (Blanton et al., 2003, and Figure 20) and the M2 tide as described in Blanton et al.
(2004). The particle tracking algorithm also contains a provision for a horizontal turbulent kick to
simulate diffusion using a Gaussian random flight process with additional displacements (δx and δy)
calculated from:
(δx, δy) = β
√
2(Kx,Ky)∆t (4.1)
Here β is a random deviate from a standard normal distribution (mean = 0, variance = 1). Kx
and Ky are eddy diffusivities in the east/west (x) and north/south (y) directions (Berg, 1993). In ocean
circulation modeling, “diffusion” due to sub-grid-scale processes (or processes not modeled) is often
described by eddy diffusivity. This does not represent the true advective processes that may be taking
place including frontal instabilities and sea breezes, among others, in the circulation model used in this
study. In this study, we used values of Kx = Ky = 1.0, 10.0 and 50.0 m2 s−1 to look at the effects of
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“eddy diffusion” or dispersion on larval dispersal.
4.2.2 Description of Approach
We used a fully factorial modeling approach for the five factors tested resulting in a total of 1,620 runs
required. The factors and the levels for each factor are provided in Table 8. Particles were tracked,
as described above (in Section 4.2.1), for their assigned larval durations; their ending positions were
used in defining a 2D dispersal kernel, as in Section 4.2.3. We then used a multi-variable analysis of
variance to estimate the amount of variance attributable to each of the five factors, thereby determining
their importance to larval transport.
Factor Number of Levels Levels
Release Month 12 January - December
Release Location 5 GRNMS, north, south, onshore, offshore
Larval Duration 3 15, 30 and 45 d
Larval Behavior 3 surface,deep-fixed; mid-depth -passive
Dispersion 3 K = 1, 10, 50 m2s−1
Table 8: Factors tested in analysis.
Release month is used to explore the effect of adult spawning throughout the year. The five release
locations, representing possible spawning location, are shown in Figure 19, and were chosen to represent
spawning of adult fish on the inner- to mid- shelf. The three larval durations of 15, 30 and 45 d represent
a range of observed larval durations (Lindeman et al., 2000). We have included 3 simple behaviors:
fixed-depth deep, fixed-depth shallow and mid-depth passive vertical movement to begin understanding
the importance of behavior in defining larval dispersal kernels (Figure 21). These simple behaviors
were chosen in order to sample the entire water column and to bracket the maximum effect of larval
behavior. Finally, we have used the three dispersion coefficients, discussed in Section 4.2.1, of 1, 10 and
50 m2 s−1.
4.2.3 Definition of 2D dispersal kernel
The dispersal kernel is defined as the density of settling particles at a given location, normalized by
the number of particles released. To assess larval dispersal in turbulent coastal flows, Siegel et al.
(2003) used a 1D stochastic Lagrangian model. Their results indicated that the dispersal kernels are
approximately Gaussian in form and suggested the following 3 parameters: amplitude, downstream
drift (xd), and spread (σd).
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solutions. GRNMS is indicated with an asterisk. The 25, 100 and 200 m isobaths are shown.
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Figure 21: Depth versus time (in hours) for a particle assigned to each of the behaviors: held at a
constant depth near the surface, held at a constant depth above the bottom and released at mid-depth and
allowed to advect passively in the vertical.
To extend the definition of dispersal kernels to 2D, we use the following five parameters: d = mean
distance dispersed, θ = direction (degrees counterclockwise from East) of d relative to starting location,
maj and min = estimate of the variance of the major and minor axes of the underlying population rotated
by θm, where maj, min and θm are based on a principal component analysis.
Principal component analysis
Principal component analysis (PCA) is used in the analysis of either spatial or temporal variability of
data. In defining a 2D dispersal kernel, the ending positions of the particles were analyzed by means of
PCA following Preisendorfer (1988). The principal angle, θm, is the angle along which the variance,
s2(θ), is a maximum. The second principal angle is at θm + pi/2. The two principal variances occur at
the principal angles and are defined as: s11 ≡ s2(θm) and s22 ≡ s2(θm + pi/2).
In terms of the original data (Preisendorfer, 1988):
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s11 =
1
2
[
(sxx + syy) +
[
(sxx + syy)2 + 4s2xy
] 1
2
]
(4.2)
s22 =
1
2
[
(sxx + syy)−
[
(sxx + syy)2 + 4s2xy
] 1
2
]
(4.3)
θm =
1
2
arctan
[
2sxy
sxx − syy
]
(4.4)
where: sxx and syy are the variances of the original data set
and sxy is the covariance of the original data set
If the original data is a random sample from a normal population, then the PCA provides estimates
of the principal parameters of the underlying population. The result of the PCA provides the size of the
variance ellipse major and minor axes, such that maj = √s11 and min = √s22.
Analysis of variance
To quantify the effect of the various physical and biological factors contributing to the dispersal patterns,
we performed a multi-factor, multi-variable analysis of variance (MANOVA) using the ending positions
of the particles released from each model run and the 50-50 MANOVA MATLAB code from Langsrud
and Oslash (2000, 2002). MANOVAs were calculated both for the individual particles and the means
and variances from each set of parameter values (“averaged” results in Table 9), resulting in four dif-
ferent sets of response variables: 1) each particles’ ending position (x and y location in the model), 2)
each particles’ ending distance and direction from the particles’ starting position, 3) the average end-
ing distance (d) and direction (θ) for all particles with the same parameter values, and 4) the principal
variances (s11 and s22) for all particles with the same parameter values. The MANOVA included both
the primary factors plus any second-order interaction effects and was not used to test for the significant
effect of the various factors but to quantify the percent of the total variance explained by each factor.
4.3 Results
4.3.1 MANOVA Results
For the individual particles, release location was the most significant factor and explains almost half
of the variance in the particles’ ending locations (Table 9). However, only a small percentage of the
variance was explained by the release location when individual distance and direction were used as the
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response variable. This suggests that, in this region of the Georgia shelf, the particles from different
release locations may be advected in a similar manner and thus, their distance and direction are similar
even though their ending locations are different. Release time, or month, is also significant in explaining
the variance for both response variables: ending location and distance/direction. The simplified larval
behavior has an apparently low relative importance in explaining the dispersal; possible reasons are
discussed further in both Sections 4.3.5 and 4.4.
The MANOVA results on the means and variances for all particles with the same parameters (“av-
eraged”) showed that dispersion and larval duration are the most significant factors in determining the
variance (s11 and s22) of the dispersal kernel ellipses (Table 9). The distance/direction response variables
showed similar patterns between the means and the individual particles with time of release (month) ex-
plaining the highest percentage of the variance. Larval duration and the interaction between month and
release location were also important factors.
Individual Averaged
Factor DF Location Dist/Dir DF Dist/Dir Variance
Month 11 16.3% 19.1% 11 36.1% 0.1%
Release Location 4 45.6% 2.4% 4 4.4% 1.7%
Larval Duration 2 1.5% 7.3% 2 9.0% 10.6%
Larval Behavior 2 1.0% 1.1% 2 2.2% 0.9%
Dispersion 2 0.0% 1.5% 2 0.4% 70.5%
Month * Rel. Loc. 44 4.5% 8.2% 44 19.5% 1.1%
Month * Disp. 22 0.2% 1.1% 22 1.1% 1.0%
Month * Dur. 22 2.7% 2.3% 22 3.9% 0.4%
Rel. Loc * Disp. 8 0.7% 0.0% 8 0.7% 1.7%
Other 0.4% 2.3% 3.7% 6.7%
Error 80978 27.1% 54.7% 1452 19.0% 5.3%
Table 9: Results of MANOVA with four sets of response variables based on individual particles 1)
ending location and 2) distance/direction from start and averages from all particles with the same pa-
rameters: 3) mean distance/direction from start and 4) variance ellipse parameters. The percentages
represent the amount of variance in the response variable that is explained by each factor. All primary
factors plus any second-order interaction effects > 1.0 % are included in this table.
4.3.2 Monthly and Seasonal Dispersal Kernels
Monthly and seasonal (Winter - January, Spring - April, Summer - July, Autum - October) dispersal
kernels are defined for the base case: release from GRNMS, larval duration of 30 d, mid-depth particle
release with passive larval behavior and dispersion coefficient, K = 10 m2 s−1 (Figure 22 and Table 10).
These dispersal kernels are generally rotated (θm) in the along-shore direction because of the dominance
57
−81.5 −81 −80.5 −80 −79.5
30
30.5
31
31.5
32
32.5
January
15 25 50 100 500
−81.5 −81 −80.5 −80 −79.5
30
30.5
31
31.5
32
32.5
April
15 25 50 100 500
−81.5 −81 −80.5 −80 −79.5
30
30.5
31
31.5
32
32.5
25 50 100 500
July
15
−81.5 −81 −80.5 −80 −79.5
30
30.5
31
31.5
32
32.5
October
15 25 50 100 500
Figure 22: The ending position of passive particles released at GRNMS in representative months (Jan-
uary, April, July and October) for each season. Also included are: mean starting location (red square),
mean ending location (black square) and variance ellipse (2σ) from PCA (black ellipse).
of the alongshore flow (see Figure 20). In the summer, the mean distance dispersed, d, is more than twice
that of other seasons due to the generally stronger alongshelf flow in these months (see Figure 20), while
the size of the variance ellipse (maj and min) is greatest in the winter months.
Larval dispersal from spawning on the Georgia shelf around GNRMS (Figure 23) shows a strong
seasonal pattern. In the summer (June and July), the upwelling-favorable winds are evident and the
particles are transported along-shelf to the northeast. In the winter months (November, December,
January, and February), the net particle movement is along-shelf to the southwest. Spring (March,
April, and May) and autumn (August, September, and October) appear to be transition seasons with
generally smaller net onshore transport for passive particles released at GRNMS. In all releases, the
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Season/Month d (km) θ (deg from E) maj (km) min (km) θm (deg from E)
Mar 11 123 16 15 -34
Apr 27 103 23 14 40
May 17 147 23 13 63
Jun 40 72 21 11 22
Jul 82 60 19 12 21
Aug 18 108 19 12 49
Sep 13 102 17 13 55
Oct 18 -166 17 13 63
Nov 17 -27 19 11 -14
Dec 15 -107 18 11 16
Jan 53 -121 22 12 63
Feb 27 88 17 13 41
Spring 17 124 21 15 65
Summer 43 60 23 14 14
Autumn 11 139 20 13 58
Winter 20 104 32 18 63
Table 10: Statistics of the monthly and seasonal 2D dispersal kernels at GRNMS for larvae released at
mid-depth and advected passively for 30 d. K = 10 m2 s−1.
particles remained generally on the inner- and mid- shelf of the central southeast U.S. continental shelf.
The resulting dispersal kernels for each of the factors tested are described below.
4.3.3 Release Location
The MANOVA results showed that release location explained much of the variation in ending location
but not dispersal distance and direction, and analysis of the dispersal kernels supported these results
(Figure 24 and Table 11). Particles released in the onshore location traveled furthest January and Octo-
ber; while the particles released offshore traveled furthest in July and in the GRNMS particles traveled
furthest in April. Except in the offshore releases, the dispersal kernels are generally oriented along-shelf.
With a diffusivity of K = 10 m2 s−1, the size of the dispersal kernels are similar except for the dispersal
kernels from the onshore release location, which tend to be elongated in the along-shore direction due
to larvae reaching the coast. Once particles hit the coastline, they remain there for the reminder of the
release duration.
The dispersal kernels for each of the release locations show the same general seasonal pattern found
for particles released at GRNMS (Section 4.3.2). On average, particles released in January and July,
traveled further than those released in April and October. In April, the particles are generally advected
to the north, but with on-shelf flow at the GRNMS, onshore and offshore locations and off-shelf flow to
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Figure 23: The monthly mean dispersal distance and direction of particles released at GRNMS with
K=10 m2 s−1, duration = 30 d, and passive particles released at mid-depth. The model coastline and 10,
15, 25, 50 and 100 m isobaths are shown in grey.
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the north and south of GRNMS. In July, the general movement for the particles released at all locations
is along-shelf to the north. January and October have the most difference between release locations with
weak on-shelf movement from the offshore release location and strong along-shelf flow to the south for
larvae released onshore of GRNMS. These results reflect the structure in the monthly climatology flow
fields from Blanton et al. (2003) and Figure 20.
θ maj min θm
Month Location d (km) (deg from E) (km) (km) (deg from E)
Jan GRNMS 52 -121 21 12 63
onshore 92 -100 29 11 -84
offshore 20 150 22 12 20
north 32 -156 19 12 41
south 35 -88 20 11 65
Apr GRNMS 27 103 23 14 40
onshore 12 95 23 11 57
offshore 21 87 22 11 6
north 22 46 21 13 -80
south 13 56 15 13 21
Jul GRNMS 82 60 19 12 21
onshore 79 60 28 9 38
offshore 96 51 28 11 5
north 84 40 16 13 6
south 79 70 19 12 35
Oct GRNMS 17 -166 17 13 63
onshore 27 60 28 9 38
offshore 12 138 19 13 -16
north 17 106 18 13 66
south 6 -126 17 13 53
Table 11: Statistics of the 2D dispersal kernels for particles released in each of the representative months
at each of the 5 locations. Note that the parameters for the GRNMS particles correspond to those in Table
10.
4.3.4 Release Duration
Larval duration was shown to be a significant factor in explaining the variance in the individual particles’
distance/direction traveled and the mean variance and distance/direction (Table 9). Three typical larval
durations of 15 d, 30 d, and 45 d were used and the results are summarized in Figure 25 and Table 12.
As expected, both the mean distance dispersed (d) and the spread (maj and min) increase with increasing
dispersal time. Dispersal is more isotropic for the 15 d larval duration with rounder dispersal kernels
(as evidenced by the relative sizes of maj and min in Table 12). The ellipse orientation then changes
shape to generally along-shelf due to the generally stronger along-shelf than cross-shelf currents and as
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Figure 24: The mean ending position of all passive particles released in the representative month from
each season on the southeast U.S. continental shelf at GRNMS, and locations north, south, onshore and
offshore of GRNMS. The 10, 15, 25, 50 and 100 m isobaths are shown. The R6 Tower location is
indicated with an asterisk.
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K=10 m2 s−1 for durations = 15, 30 and 45 d, and passive particles released at mid-depth. The model
coastline and 10, 15, 25, 50 and 100 m isobaths are shown in grey.
the dispersal time increases as larvae reach the coastline.
4.3.5 Larval Behavior
While the effect of the three simple larval behaviors on the dispersal kernels was minimal (Table 9),
the resulting dispersal kernels provide a look at the 3D structure of the flow field (Figure 26 and Table
13). In the representative months shown, the mean distance dispersed (d) of the surface particles is
offshore of the mid-depth and deep particles, while the mean dispersal distance (d) of the deep particles
is on-shore of the others. In January and July, the transport is generally along-shelf with the surface
particles, on average, moving farther. The variance ellipse parameters for these months are also larger
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θ maj min θm
Month Duration d (km) (deg from E) (km) (km) (deg from E)
Jan 15d 23 -134 12 9 52
30d 53 -121 22 12 63
45d 78 -113 30 14 76
Apr 15d 19 130 14 10 76
30d 27 103 23 14 40
45d 32 85 30 16 25
Jul 15d 40 68 12 9 27
30d 82 60 19 12 21
45d 123 52 27 15 16
Oct 15d 11 -176 11 10 54
30d 18 -166 17 13 63
45d 24 -159 24 16 69
Table 12: Statistics of the 2D dispersal kernels at GRNMS for January, April, July and October and each
of the 3 larval durations. Note that the parameters for the 30d particles correspond to those in Table 10.
for the surface particles than the deep particles. The mean dispersal distance for October and April was
much smaller at all depths and with very little difference between particle depths.
θ maj min θm
Month Behavior d (km) (deg from E) (km) (km) (deg from E)
Jan surf-fixed 66 -108 26 10 61
mid-passive 53 -121 22 12 63
deep-fixed 41 -128 20 10 58
Apr surf-fixed 20 95 25 16 52
mid-passive 27 103 23 14 40
deep-fixed 33 110 18 10 49
Jul surf-fixed 97 54 17 13 14
mid-passive 82 60 19 12 21
deep-fixed 69 67 17 12 39
Oct surf-fixed 19 -112 18 13 40
mid-passive 18 -166 17 13 63
deep-fixed 20 170 17 10 69
Table 13: Statistics of the 2D dispersal kernels at GRNMS for January, April, July and October and each
of the 3 behaviors. Note that the parameters for the mid-depth passive particles correspond to those in
Table 10.
4.3.6 Larval “Eddy Diffusion” (Dispersion)
Eddy diffusion is the most significant factor in explaining the principal variances of the dispersal kernel
statistics (Table 9). Figure 27 shows the results of particles released from GRNMS in January with
each of the diffusivities. With K= 1 and 10 m2 s−1, all of the particles are advected along-shelf to the
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Figure 26: The monthly mean dispersal distance and direction of particles released at GRNMS with
K=10 m2 s−1, duration = 30 d, and passive particles released at mid-depth. The model coastline and 10,
15, 25, 50 and 100 m isobaths are shown in grey.
south. However, with K=50 m2 s−1, the greater diffusivity results in some particles being advected to
the north of the release location, resulting in a smaller mean dispersal distance, d. This may result from
the relatively weak and spatially variable climatology flow fields (Figure 20). As expected, in all cases,
maj and min increase with increasing K.
Dispersion is generally included in Lagrangian particle tracking models to account for sub-grid-scale
structure in the circulation or other physical processes not included in the model and the coefficients are
generally based on passive particles (Cowen et al., 2002). This is reflected in our selected diffusivity
coefficients, Kx and Ky, which are based on a comparison to dye studies (Okubo, 1971). However, there
is some evidence that fish larvae may actively aggregate in the environment (McGurk, 1989; Warner
et al., 2000; Leis and McCormick, 2002) indicating that these coefficients may actually decrease with
larval development.
4.4 Discussion
This study provides a baseline in quantifying and understanding larval dispersal on the inner- and mid-
shelf of the central southeast U.S continental shelf. The fine-scale structure in the climatology flow
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K θ maj min θm
Month m2 s−1 d (km) (deg from E) (km) (km) (deg from E)
Jan 1 54 -121 7 3 54
10 53 -121 22 12 63
50 33 -127 38 24 72
Apr 1 40 96 13 6 14
10 27 103 23 14 40
50 18 96 33 26 42
Jul 1 82 61 6 5 14
10 82 60 19 12 21
50 71 58 50 22 24
Oct 1 23 -158 6 5 72
10 18 -166 17 13 63
50 8 170 31 27 61
Table 14: Statistics of the 2D dispersal kernels at GRNMS for January, April, July and October and
each of the 3 dispersion levels. Note that the parameters for the K=10 particles correspond to those in
Table 10.
fields is evident in the resulting dispersal kernels from the five release locations tested. The dispersal
kernels on the inner- and mid- continental shelves off the coast of Georgia show a strong seasonal pattern
in relation to the seasonal pattern in the winds (Weber and Blanton, 1980; Blanton et al., 1985; Blanton
et al., 2003) . The use of 2D dispersal kernels in this study allowed the exploration of the interactions
between the biological and physical parameters being tested.
The results of the MANOVA indicate that release month and location are the main factors in ex-
plaining the dispersal of particles in this region. To a lesser extent, larval duration and behavior are
also important. The relatively simple larval behaviors included in our model were chosen in order to
sample the entire water column and should provide the maximum effect that behavior can have on larval
transport. On the inner shelf, in shallow water, the top and bottom Ekman layers may be merged causing
the water column to move largely as a slab resulting in very little difference in dispersal due to larval
position in the water column, or behavior. In this case, adult spawning behavior may be more important
than larval behavior whereby the adults spawn in inner- and mid-shelf regions that are largely retentive.
Larval behavior may also be more important for species that spawn further off-shore in the deeper wa-
ter. Figure 28 provides the results for January larvae released at the 60 m isobath directly off-shore of
GRNMS. In this case, behavior matters and surface particles (dark blue) are advected on-shelf while the
deep particles (light blue) are advected off-shelf. The passive, mid-depth particles (green) are advected
the furthest and move generally along-shelf to the north.
A second explanation of the relatively low importance of larval behavior is our use of the long-term
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Figure 27: The ending positions for the particles released at GRNMS in January for each of the different
diffusivities, K. The black arrow points to the mean ending location of all the drifters.
monthly mean flow fields. One consequence of using the climatological velocity is that, by defini-
tion, we will miss any transient features such as fronts, eddies and other time-varying features of the
circulation that might increase the importance of larval behavior in dispersal. However, the use of clima-
tological flow fields provides an important first measure for the dispersal of larvae on the southeast U.S.
continental shelf and a description of the mean dispersal of particles released on the Georgia shelf about
which variations (shorter and longer time scales) can be assessed. Figure 29 shows the monthy mean
wind stress for the representative months for 2000 through 2004 plus the long-term average (COADS)
that was used to derive the climatology flow fields (Blanton et al., 2003). In general, the mean wind
stress for the individual years is quite variable, e.g., April 2000 and 2002 are in opposite directions, and
much larger than the COADS wind stress for all months. As a result, the climatological velocity based
on the COADS winds may not be representative of the individual years and interannual variability in
the flow field may be important. However, other work comparing observed and model drifters on the
Georgia shelf indicated that this shelf is highly retentive (Edwards et al., 2006a; Hare and Walsh, in
review).
The results of this work have broad implications in understanding the importance of adult behavior,
in the form of spawning time and location, versus larval behavior to the outcome of larval transport,
settlement and, therefore, adult population sizes. Fish species show a great variety in spawning patterns
and one hypothesis to explain this variation is that reproductive patterns are driven by larval requirements
and maximize larval recruitment (Robertson, 1991, and references therein). Many species spawn in
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large aggregations where populations migrate to specific locations at specific times of the year to spawn
(Domeier and Colin, 1997; Sedberry et al., 2006). In the north sea, adult plaice migrate long distances to
spawn in specific areas that are located upstream of the nursery grounds used by juvenile fish (Harding
et al., 1978; Metcalfe et al., 2006). Other species have been found to spawn over long periods throughout
a broad region (Sedberry et al., 2006). Adult spawning on the highly retentive inner- and mid-shelf in
this region supports the hypothesis of the selection of spawning behavior to maximize larval recruitment.
With the mean dispersal estimated, we can begin to look at interannual variability in reference to this
mean state and to include more realistic behaviors, both adult spawning and larval behaviors. Field and
laboratory experiments (Forward, Jr. et al., 1999) have found evidence of more complicated behaviors
in larval fish. Hare et al. (1999) modeled menhaden and spot larval transport on the southeast U.S conti-
nental shelf using behaviors that changed ontogenetically as the larvae moved through the egg, yolk-sac
and other larval stages. Vertical migration can result in fundamentally different advective pathways.
Recent modeling studies have used adaptations and extensions of a basic algorithm for advecting large
numbers of individual organisms, to include specific combinations of dispersion (vertical and horizon-
tal) via random flight superposed on the advection (Hannah et al., 1997; Werner et al., 2000) and larval
behavior (Werner et al., 1993b; Hare et al., 1999). Our next step is to provide a realistic assessment
of larval dispersal of black sea bass combining interannual variability with adult (spawning times and
locations) and larval (active vertical migration with ontogenetic changes) behavior.
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Figure 28: The ending position of particles released at a location directly off-shore of GRNMS at the
60 m isobath for each of the three larval behaviors. The surface-fixed particles are shown in dark blue,
the mid-depth passive particles in green and the deep particles at a fixed-depth above the bottom in
light blue. An arrow is shown from the starting location of all the particles to the center of the ending
positions of each behavior. GRNMS is shown with an asterisk.
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Figure 29: The monthly mean wind stress at GRNMS for the representative months for each season for
2000 through 2004 plus the long-term average (COADS).
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CHAPTER 5. Dispersal of black sea bass larvae: results of a
vertical behavior- 3D circulation model
5.1 Introduction
The dispersal of larvae in the marine environment is an important determinant both of the distribution
and abundance of populations (Cowen et al., 2000; Nathan, 2001; Cowen et al., 2006), and results from
complex interactions of biological and physical factors (Guichard et al., 2004). Due to the vertical struc-
ture of the horizontal currents, the transport of eggs and larvae varies based on their vertical distribution.
For eggs, vertical distribution is largely determined by egg buoyancy and physical mixing (A˚dlandsvik
et al., 2001). In larval fish, buoyancy regulation (and vertical distribution) through swimbladder inflation
and deflation begins to develop in the pre-flexion stages (Govoni and Hoss, 2001). Vertical migrations
in larval fish have been observed in both offshore (e.g., Heath et al., 1988; Burke et al., 1995; Forward,
Jr., et al., 1996, 1999) and estuarine waters (e.g., Forward, Jr., et al., 1996, 1998 ). Hare and Govoni
(2005) compare vertical distributions of larvae that exhibit differences in transport on the southeast U.S.
continental shelf and conclude that larvae in the surface waters are more likely to be exported from the
shelf than those located deeper in the water column, while Epifanio and Garvine (2001) summarize the
mechanisms available for larval transport along the U.S. east coast.
The value of site-specific individual-based models incorporating larval transport and behavior has
been demonstrated through many studies (see review by Werner et al., 2001), including those examining
the dynamics of the early life histories of Georges Bank cod and haddock (Werner et al., 1993b, 1996,
2000; Lough and Potter, 1993; Lynch et al., 2001) and sea scallops (Tremblay et al., 1994), and the
recruitment dynamics of estuarine-dependent fish (Atlantic menhaden and spot) (Crowder and Werner,
eds., 1999). These studies used extensions of a basic algorithm used to advect large numbers of in-
dividual organisms and to include specific combinations of both vertical and horizontal dispersion via
random flight superposed on the advection (Hannah et al., 1997; Werner et al., 2000) and larval be-
havior (Werner et al., 1993b; Hare et al., 1999). Individual-based spatial models, by addressing issues
of population connectivity, can be used to answer both scientific and management questions. They can
provide an increased understanding of community ecology and biogeography (Cowen et al., 2002) and
can be used for analysis of previous events and ecosystem dynamics and interaction (Giske et al., 2001).
Models can be used to gain a better understanding of the spatial connectedness of fish populations, can
contribute to understanding (Cowen et al., 2002) and simulating (Giske et al., 2001) the variability in
fisheries, and to evaluate the consequences of different management options such as marine protected
areas (MPAs) (Giske et al., 2001; Cowen et al., 2002).
Black sea bass (Centropristis striata), a member of the family Serranidae, is a commercially im-
portant fishery species that is found along the U.S. Atlantic coast from Cape Cod, Massachusetts to
Cape Canaveral, Florida and in the Gulf of Mexico (Wenner et al., 1986; McGovern et al., 2002). On
the Atlantic coast, genetic studies indicate one population, but two stocks are recognized and managed
separately (McGovern et al., 2002). On the northeast U.S continental shelf, black sea bass is managed
by the Mid-Atlantic Fishery Management Council. On the southeast U.S. continental shelf, which ex-
tends from Cape Canaveral, Florida in the south to Cape Hatteras, North Carolina in the north (shown
in 30), the black sea bass fishery is regulated by the South Atlantic Fishery Management Council as part
of the Snapper-Grouper complex (South Atlantic Fishery Management Council, 2005). Along with red
porgy (Pagrus pagrus) and vermilion snapper (Rhomboplites aurorubens), black sea bass constitute a
substantial portion of the commercial and recreational landings in this region (McGovern et al., 1998).
Stock assessments in 1996 and 2003, along with a 2005 update, all determined that black sea bass was
overfished and that overfishing was occurring with landings decreasing from 3 million lbs. in 1988 to
1.1 million lbs. in 2002 (South Atlantic Fishery Management Council, 2005).
In the cross-shelf direction, the southeast U.S. continental shelf can be divided into inner-, mid-
and outer-shelf regions regions based on hydrography (Atkinson et al., 1985; Lee et al., 1991; Boicourt
et al., 1998), bottom habitat (Struhsaker, 1969; McGovern et al., 1998) and fish assemblages (larval,
Marancik et al., 2005; and juvenile, Walsh et al., 2006).Off the coast of Georgia, the central part of the
shelf is relatively wide (120 km), while at the northern and southern extremes, the shelf is narrowest
(10-30 km). The shelf waters in each of the cross-shelf regions also have different primary driving
mechanisms (Boicourt et al., 1998). The inner-shelf (from the coast to the 20 m isobath) is dominated
by river discharge, atmospheric fluxes and tides (Lee et al., 1991). The bottom in this coastal region
generally consists of smooth or sandy mud (Struhsaker, 1969; McGovern et al., 1998). The mid-shelf,
from roughly the 20- to 45 m isobaths, is driven primarily by the winds but is also influenced by the
tides with frequent contributions by the Gulf Stream (Lee et al., 1991) with bottom habitat consisting
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primarily of sand (Struhsaker, 1969; McGovern et al., 1998). Finally, the outer-shelf is dominated by
the Gulf Stream (Lee et al., 1991) with bottom habitat that varies from smooth mud to rocky high relief
(Cuellar et al., 1996; McGovern et al., 1998). Throughout the shelf, hard-bottom habitat or rocky reefs
are interspersed in the smooth mud or sandy bottom. This hard-bottom habitat covers about 30% of the
bottom (Parker, Jr. et al., 1983) but supports a wide variety of both invertebrate (Wenner et al., 1983)
and vertebrate species, including commercially important reef fish species (Sedberry and VanDolah,
1984; Parker, Jr. and Mays, 1998; McGovern et al., 1998).
As part of ongoing research in support of the development of MPAs on the southeast U.S. continental
shelf, the purpose of this study is to examine the 3D nature of transport of black sea bass larvae and to
develop possible transport pathways from spawning grounds to juvenile nursery habitats in this region.
Specifically, this study examines intraseasonal and interannual variability in larval transport from a
broad spatial distribution of spawning locations and a variety of possible larval behaviors.
5.2 Models
Particles were released and tracked in a 3-D circulation model with the Lagrangian particle tracking
algorithm described in Blanton (1993) and enhanced to account for differences between modeled and
observed wind stress on the Georgia shelf (Edwards et al., 2006b). Particles were released at times
and locations specified by an adult spawning model (Section 5.2.2). During the tracking, the vertical
positions of the particles, or the ’larvae’, were determined with models of larval fish vertical behavior
(Section 5.2.2).
5.2.1 3D circulation model and particle tracking
The 3D circulation model is described in Lynch and Werner (1991) and Lynch et al. (1996) and validated
for this region in Edwards et al. (2006a). The model is a free-surface 3-D finite element time-stepping
model of the shallow-water equations with conventional Boussinesq and hydrostatic assumptions. It
uses terrain-following vertical coordinates configured to resolve both surface and bottom boundary lay-
ers. The model is fully nonlinear and solves prognostically for the evolution of the density field (Lynch
et al., 1996; Aretxabaleta et al., 2005). As in Edwards et al. (2006a), the circulation model was forced
with both winds and tides. The wind field was obtained from the National Centers for Environmental
Prediction (NCEP) Eta atmospheric model at a 32 km resolution and at 6 h intervals. Surface flux fields
are extracted and interpolated onto the grid. For input into the model, the 10 m wind fields are then
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Figure 30: The southeast U.S. continental shelf (North Carolina (NC), South Carolina (SC), Georgia
(GA) and Florida (FL) and the model domain used in this study. The location of hard-bottom habitats
between the 15 m and 56 m isobaths in the domain are shown in blue, selected ’larval’ release sites in
red and GRNMS is shown with a light blue diamond. The 15-, 20-, 25-, 30-, 35-, 40-, 45-, 50-, 56-,
100- and 1000-m isobaths are shown.
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converted to wind stress as in Large and Pond (1981).
In the application herein, we have included long-term monthly averaged stratification effects and a
Gulf Stream through the use of climatological density fields (Blanton et al., 2003, Figure 31) in the par-
ticle tracking algorithm. Therefore, the larval trajectories represent a combination of the wind-driven
barotropic flow plus the long-term average baroclinic circulation (Figure 31). While there is signifi-
cant spatial structure in the climatological baroclinic velocity fields on the shelf, the flow is generally
northward and is strongest at the shelf-break (i.e., near the Gulf Stream’s climatological location).
In ocean circulation modeling, “diffusion” due to sub-grid-scale processes (or processes not mod-
eled) is often described by an eddy diffusivity. This term parameterizes the true advective processes
that may be taking place including frontal instabilities, steering by unresolved topographic features, sea
breezes, among others. Omission of physical processes generally requires an increase in the eddy dif-
fusivity specified. The particle tracking algorithm allows for the specification of a horizontal “turbulent
kick” to simulate diffusion using a Gaussian random flight process with additional displacements (δx
and δy) calculated every model time step (∆t) from:
(δx, δy) = β
√
2(Kx,Ky)∆t (5.1)
Here β is a random deviate from a standard normal distribution (mean = 0, variance = 1). Kx and Ky
are eddy diffusivities in the east/west (x) and north/south (y) directions (Berg, 1993). To select a value
for Kx and Ky, we use the relationship between variance (σ2rc), apparent diffusivity (Ka), time, and scale
of diffusion (l) from Okubo (1971). After one month, Ka ≈ 100 m2 s−1 with a scale of diffusion of
100 km. By computing the particle trajectories with different values for Kx and Ky (= 1.0, 10.0 and
50.0 m2 s−1) and comparing the resulting length scales of diffusion with the value of 100 km found in
Okubo (1971), we conclude that Kx = Ky = 10 m2 s−1 is most appropriate and is used herein.
5.2.2 Black Sea Bass model
Black sea bass (Centropristis striata, Serranidae) adults are distributed throughout the southeast U.S.
continental shelf from 2 to 130 m but are generally found in depths less than 60 m associated with hard
substrates (McGovern et al., 2002). North of Cape Hatteras, as inshore water temperatures decrease in
the fall, black sea bass appear to migrate south and offshore (Able et al., 1995, and references therein).
However, with the warmer year-round bottom water temperatures south of Cape Hatteras (Blanton et al.,
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Figure 31: From Blanton et al. (2003) density-driven solutions. GRNMS is indicated with an asterisk.
The 25, 100 and 200 m isobaths are shown.
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2003), the black sea bass are year-round residents on the shelf and do not make a seasonal migration
(Mercer, 1989). The biological parameters used in this modeling study are described in the following
sections and summarized in Table 15.
Parameter Estimate Main Source
Spawning Area 15-56 m Sedberry et al. (2006)
Spawning Habitat Reefs Lindeman et al. (2000)
Spawning Time Feb - May (peak March) Sedberry et al. (2006)
Larval Duration 20-35 Roberts, Jr. et al. (1976)
Settlement Area < 20 m Able et al. (1995); Walsh et al. (2006)
Settlement Habitat Hard or soft bottom habitat Able et al. (1995); Walsh et al. (2006)
Table 15: Summary of the biological parameters for black sea bass used in the model.
Adult Spawning
Spawning occurs on the rock reefs located in the mid-shelf depths from 15-56 m with the peak spawning
between February and May (Sedberry et al., 2006). Spawning occurs during the night with eggs released
near the bottom (D. Berlinski, personal communication). In the model, eggs were released at night, 1 m
off the bottom. To look at intra-seasonal and inter-annual variability in black sea bass larval dispersal,
we use four spawning times per year (1 February, 1 March,1 April and 1 May) in each of three years
(2002, 2003, 2004).
Larvae were released at hard bottom locations throughout the shelf reflecting the adult spawning
locations (shown in Figure 30). To select release locations, the shelf was divided into three along-shelf
regions by state boundaries (South Carolina, Georgia and Florida) and eight cross-shelf depth regions
(15-20 m, 20-25 m, 25-30 m, 30-35 m, 35-40 m, 40-45 m, 45-50 m and 50-56 m) for a total of 24
spawning subregions. Based on the relative proportion of hard bottom habitat located within each of
these 24 subregions, adult spawning locations were chosen randomly from the suitable habitat within
each subregion. A total of 145 release locations were chosen with 100 larvae released at each location
providing a total of 14,500 larvae released in each model run.
Larval behavior model
We have modeled behavior at the individual level, thus embedding stochasticity in the population at
the lowest level. At the length-scales contemplated, the principal behavioral variable is in an individual
larva’s vertical positioning (e.g., as in Werner et al. 1993; Hare et al. 1999). The larval duration of
black sea bass is approximately 20 and 35 days post-hatch (Table 16). Here we examine the effects
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of shorter and longer larval durations and competency periods, where during the competency stage,
metamorphosis to the juvenile stage may occur given the right environmental cues (Cowen, 1991).
A suite of behaviors is explored to fully explore the possible effects of larval behavior and larval
duration on the resulting larval dispersal. Two simple behaviors, fixed depth - near surface and fixed
depth - near bottom, provide an envelope for the possible effects of larval vertical behavior. Five more
complex behaviors (A-E) that include ontogenetic vertical migration are also modeled (see Figure 32
for a comparison between the standard and rigid behaviors). The parameters used are summarized in
Tables 16 and Table 17.
Stage Egg Yolk-sac Pre-flexion Post-flexion Competency
Size 2 mm 2-6 mm 6-10 mm > 10 mm
Duration 2 d 3 d 12 or 15 d 5 or 7 d 5 or 10 d
Behavior passive passive active active active
Buoyancy 0.2 cm s−1 0.3 cm s−1 0.0 cm s−1 0.0 cm s−1 0.0 cm s−1
Vertical 0.0 cm s−1 0.0 cm s−1 1.0 cm s−1 2.0 cm s−1 2.0 cm s−1
Swimming
Table 16: Summary of the behavioral parameters for black sea bass used in the model.
Pre-flex Post-flex Total Larval
Scenario Duration Duration Competency Duration Behavior
A 12 d 5 d 5 d 27 d standard
B 12 d 5 d 10 d 32 d standard
C 15 d 7 d 5 d 32 d standard
D 15 d 7 d 10 d 37 d standard
E 15 d 7 d 10 d 37 d rigid
Table 17: Summary of the variable stage durations and active behaviors used in the model. Total larval
duration column includes the egg and yolk-sac stages.
Eggs
The egg stage is assumed to last for 2 d (Tucker, 1988; Nelson et al., 2003; Berlinksy et al., 2004).
Viable black sea bass eggs are positively buoyant (Nelson et al., 2003). While there are no species-
specific estimates of ascent rate for black sea bass eggs, ascent rates are known to vary among species,
i.e., Leiostomus xanthurus: 0.005 cm s −1 (Cambalik et al., 1998), Brevoortia tyrannus: 0.23 cm s −1
(Cambalik et al., 1998), Hoplostethus atlanticus: 0.35 cm s −1 (Zeldis et al., 1995) and with ambient
water environmental conditions (A˚dlandsvik et al., 2001). An ascent rate of 0.2 cm s −1 was used here.
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Figure 32: Results of Black sea bass larval vertical behavior models for 37 d indicating different behav-
iors for larvae started at the same location. Blue lines indicate larval depth. Solid black line represents
the bottom depth at the larva’s location and dashed black line indicates the mid-point of the water col-
umn. a) and b) Rigid behavior (E). c) and d) Standard behavior (D): the larva chooses at the beginning
of each day/night period where it prefers to be in the water column.
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Yolk-sac stage
Yolk-sac larvae are typically more buoyant than eggs because the chorion, the dense fraction of an
egg, is shed at hatching (A˚dlandsvik et al., 2001). The buoyancy of pre-flexion larvae is unknown, but
buoyancy regulation through swimbladder inflation and deflation begins to develop in pre-flexion stages
(Govoni and Hoss, 2001). Thus, pre-flexion larvae are modeled as neutrally buoyant and yolk-sac larvae
are modeled with linearly decreasing buoyancy from 0.3 cm s −1 to neutral over the 3 d yolk-sac stage
(Roberts, Jr. et al., 1976; Tucker, 1988).
Pre-flexion stage
It is in the pre-flexion stage that the differences in larval behavior reflected in scenarios A-E first become
apparent. Stage durations of either 12 d or 15 d are assumed for the time it takes the larvae to grow to
≈ 6 mm and enter the post-flexion stage (Roberts, Jr. et al., 1976).
Beginning in this stage, the larvae actively control their vertical positions in the water column based
on preferences in Table 18. These preferences are based on proportion data from Marancik and Hare
(unpublished data) of vertical distributions of Centropristis spp. larvae from Delaware Bay to the Geor-
gia shelf. In scenarios A-D, the larvae determine their preference at the start of each day/night cycle
within the stage. In contrast, in rigid behavior scenario E, larvae have a fixed preference for the upper or
lower half of the water column for the entire stage. When a larva enters the pre- or post-flexion stages,
it determines whether it will be in the upper or lower half of the water column at night and during
the day using the probabilities in Table 18. The larva then moves to these same proportional positions
throughout the stage.
At sunset, the larva starts to swim to either the middle of the upper or lower water column based on
its depth preference. Once its preferred depth is reached, the larva moves passively until sunrise as long
as it is in its chosen half of the water column. If the larva moves outside of its preferred half of the water
column, it swims, either up or down, to reach the middle of the selected region. At sunrise, the larva
starts to swim to the mid-point of its preferred daytime depth, again with the probability of movement
given in Table 18. Once this depth is reached, the larva moves passively until sunset as long as it is in
its chosen half of the water column.
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Location in Pre-flexion Larvae Post-flexion Larvae
water column Night Day Night Day
Upper 50% 0.49 0.35 0.70 0.32
Lower 50% 0.51 0.65 0.30 0.68
Table 18: Probability of pre-flexion and post-flexion larvae being in different portions of the water
column.
Post-flexion stage
The post-flexion stage is assumed to be reached once a larva is either 17 d or 20 d post spawning (≈
6 mm SL). In the model, the length of this stage is either 5 d or 7 d and reflects the length of time it
takes a larva to grow to ≈ 10 mm (Roberts, Jr. et al., 1976; Berlinksy et al., 2000, Marancik and Hare,
unpubl. data) and reach competency. The behavior in this stage is similar to the pre-flexion stage except
that the larvae are assumed to have a faster vertical swimming rate of 2 cm s −1 (or 2-3 body lengths s −1
for an 8 mm larva, Miller et al., 1988) and the day/night proportion at depth are different (Table 18).
Competency stage
The competency stage is reached once a larva has grown to≈ 10 mm. Larvae are then competent to settle
for either 5 d or 10 d and are assumed to survive if they reach suitable habitat during their competency
period. As provided in Table 15 and Able and Fahay (1998), successful black sea bass larvae settle in
the inner-shelf on either hard- or soft-bottom habitats within the 20 m isobath. During their competency
period, the larvae are assumed to continue the same behavior as in the post-flexion stage but settle if
they reach suitable habitat within this time period. For comparison, for the surface- and deep-fixed (SF
and DF) behaviors, we have assumed the same competency period to calculate success as for behaviors
D and E.
Juvenile black sea bass have been found in both the inner continental shelf and estuarine environ-
ments associated with many different benthic habitats: jetties, piers, wrecks and shell bottom (Mercer,
1989; Able et al., 1995). Therefore, in this study, we have assumed that larvae are successful in finding
suitable settlement habitat if they are found within the 20 m isobath (on the inner-shelf) during their
competency period.
5.2.3 Analysis of Model Results
To quantify the effect of the various physical and biological factors contributing to the dispersal patterns,
we performed an analysis of variance (ANOVA) using the success rate from each release location from
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each model run as the response variable to the following factors: year, month, release location and larval
behavior. The ANOVA included both the primary factors plus any second-order interaction effects. The
purpose of the ANOVA was not used to test for the significant effect of the various factors, but to
quantify the percent of the total variance explained by each factor (Langsrud and Oslash, 2000, 2002).
Differences in larval success are then compared by year. Within each year, inter-seasonal larval
success is compared for each of the model behaviors and development periods. Release locations are
divided into both along-shelf (by state: South Carolina, Georgia, and Florida) and cross-shelf zones (by
depth: 15-20 m, 20-25 m, 25-30 m, 30-35 m, 35-40 m, 40-45 m, 45-50 m and 50-56 m) providing an
investigation into differences in larval success by depth zone in the wider and narrower parts of the shelf.
Successful arrival locations are also divided into along-shelf zones (by state: South Carolina, Georgia,
and Florida) to provide a comparison of retention and dispersal by state.
Finally, to provide a comparison of the larval dispersal between models, two-dimensional dispersal
kernels, defined as the probability that a larva will settle at a given distance from its release location
(Cowen et al., 2002), were defined for larvae released at GRNMS as in Edwards et al. (in prep). Positive
dispersal direction (θ) reflects dispersal generally to the north of the spawning location while a negative
direction indicates dispersal south of the spawning location. We compare the results of the long-term
monthly average dispersal kernels (from Edwards et al. (in prep)) and those using more realistic, time-
varying wind fields presented here.
5.3 Results
5.3.1 ANOVA Results
The ANOVA results indicate that spawning location was the most significant factor determining the
success rate from each of the starting locations (Table 19). Splitting the spawning locations into along-
shelf (Florida, Georgia and South Carolina) and cross-shelf depth zones shows that the depth zones are
the most significant factor with the state contributing little explanatory power (Table 20). Since the
shallowest spawning depth zone (15-20 m) had very high success rates in most of the runs, we also
ran the ANOVA excluding this depth zone ((Tables 19 and 20). Release location (and depth zone) are
still the most significant factor but, in this case, the importance of other factors including the interaction
effects between factors becomes apparent. Year and the interaction between year and release location
(depth zone) are also significant in explaining the variance in larval success rate from each spawning
location. On its own, larval behavior explained less than 1% of the variance in success rate, but was
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more significant in interaction with year and release location.
Factor DF All Factors DF Excl Zone 1
Year 2 1.1% 2 1.9%
Month 3 0.4% 3 1.1%
Release Location 23 70.6% 20 49.8%
Larval Behavior 4 0.1% 4 0.5%
Year * Month 6 0.2% 6 0.3%
Year * Rel. Loc. 46 1.0% 40 2.3%
Year * Behavior 8 1.0% 8 1.6%
Month * Rel. Loc. 69 1.4% 60 2.4%
Month * Behavior 12 0.5% 12 0.6%
Rel. Loc. * Behavior 92 1.0% 80 1.3%
Error 8434 22.7% 6184 38.6%
Table 19: Results of ANOVA with response variable = % success from each starting location (with
state and depth groups combined). Results are given for larvae spawned in all depth zones and larvae
spawned in depth zones 3 through 8. The percentages represent the amount of variance in the response
variable that is explained by each factor. All primary factors and second-order interaction effects are
included in this table.
5.3.2 Results by Year
In general, larvae spawned in 2002 had a higher success rate than those spawned in 2003 and larvae
spawned in 2003, in turn, had a higher success rate than those spawned in 2004 (Figure 33). In all
years, a high percentage of larvae spawned in the two regions nearest the coast survived, but 2002 had
successful larvae from a broader range of spawning depths than the other years (Figure 33) reflecting
the average onshore, or along-shelf to the south, winds during 2002 (Figure 34).
While year and month explained only a small percentage of the variation in larval success (Tables
19 and 20), these statistics only tell us that the larvae reached suitable settlement habitat within the
20 m isobath during their competency periods. These statistics do not tell us where, in the along-shelf
direction, the larvae settled. Comparison of the successful spawning locations for one release period and
behavior in each of 2002, 2003 and 2004 is provided in Figure 35. Off the SC coast, spawning in 2002
was the most successful with successful larvae from even some of the off-shore spawning locations. In
contrast, May 2003 had successful larvae from more cross-shelf spawning locations off the GA coast.
For larvae spawned on May 1, 2002 and arriving at suitable habitat on the SC coast, most originated
at SC spawning locations (Figure 36) whereas larvae spawned on May 1, 2004 and arriving at suitable
habitat on the SC coast generally originated from spawning sites in GA.
In a comparison of successful larvae arriving at suitable habitat in each of SC, GA and FL (Figure
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Figure 33: Results for each year. Bar height represents the fraction of successful larvae in each starting
region (cross-shelf spawning zone) for each behavior (A, B, C, D, E, SF, and DF). Cross-shelf spawning
zones = 15-20 m, 20-25 m, 25-30 m, 30-35 m, 35-40 m, 40-45 m, 45-50 m, 50-56 m.
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Figure 34: The average wind stress for February, March, April and May for the climatological wind
fields and the individual years 2002-2004 at GRNMS. Note the scale differences in the different months.
Data for the individual years is from the NDBC buoy at GRNMS. The climatological wind fields are
from COADS data at the location of the GRNMS buoy.
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Factor DF All Factors DF Excl Zone 1
Year 2 1.1% 2 1.9%
Month 3 0.4% 3 1.1%
Release State 2 1.0% 2 0.6%
Release Depth 7 62.9% 6 44.5%
Larval Behavior 4 0.1% 4 0.6%
Year * Month 6 0.2% 6 0.3%
Year * State 4 0.2% 4 0.2%
Year * Depth 14 0.6% 12 1.7%
Year * Behavior 8 1.1% 8 1.6%
Month * State. 6 0.2% 6 0.6%
Month * Depth 21 0.5% 18 1.6%
Month * Behavior 12 0.5% 12 0.6%
State * Depth 14 2.7% 12 4.1%
State * Behavior 8 0.3% 8 0.5%
Depth * Behavior 28 0.3% 24 0.6%
Error 8560 23.8% 6292 40.3%
Table 20: Results of ANOVA with response variable = % success from each starting location (with state
and depth groups split). Results are given for larvae spawned in all depth zones and larvae spawned in
depth zones 2 through 8. The percentages represent the amount of variance in the response variable that
is explained by each factor. All primary factors and second-order interaction effects are included in this
table.
37 and Table 21), it is apparent that each state has some degree of retention from spawning locations
within the state along with dispersal between the states. Larvae finding suitable habitat in GA came
from the broadest range of spawning locations (Figure 37 b). While the model results in was very little
exchange of larvae between SC and FL (Figure 37 a and c, Table 21), spawning in GA resulted in larval
recruitment to all three states and around 10% of the larvae spawned in northern FL successfully settled
in GA.
Along-Shelf Release Location
Arrival Mean Success Std. Dev. Success
Location SC GA FL SC GA FL
SC 13.5% 6.5% 0.3% 8.9% 7.1% 1.2%
GA 1.5% 22.0% 10.4% 3.3% 14.8% 9.9%
FL 0.0% 0.6% 23.0% 0.0% 1.7% 11.2%
Lost 85.0% 70.9% 66.2%
Table 21: Mean and standard deviation of larval success by release state and arrival state for all spawning
times and active behaviors (A-E).
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Figure 35: A comparison of the larval success for behavior E spawning on May 1, 2002, 2003 and 2004.
The size of the circle represents the relative success from each spawning location (larger circles = higher
success rate). The red dots mark spawning locations with no successful larvae in this model scenario.
2002
In 2002, the faster developing larvae (behaviors A and B) were more successful at reaching suitable
settlement regions during their competency period than the slower developing larvae (behaviors C, D,
and E) at almost all spawning depths and months (Figure 38). Most of the larvae spawned at the locations
closest to the coast found suitable habitat during their competency periods and were “survivors”. The
lowest survival rates for larvae spawned in the shallowest depth zone occur in May off the coast of SC
(Figure 39). However, larvae spawned further off-shore during this same time did very well, with 30
- 40% survival in larvae spawned between 35-40 m depth. In 2002, with generally southward winds,
the larvae were also advected southward until they reached the southern part of the domain where the
climatological Gulf Stream is near the coast and dominates the wind-driven flow. At this point, the
larvae were advected to the north and not returned to the inner-shelf.
2003
Larvae spawned in 2003 generally did not have as high a survival probability as in 2002 and the slower
growing larvae (behaviors C, D, and E) were more successful than the faster growing larvae (behaviors
A and B) (Figure 40). The deep, fixed-depth larvae had the highest survival rates for most starting times
and locations (Figure 41). May, with weak along-shelf winds to the north, had the highest survival rates
across all behaviors in the two shallowest spawning zones for larvae released in Georgia and Florida
(Figure 41). The low survival rates of larvae spawned off the SC coast may be misleading as many of
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Figure 36: A comparison of the larval success for behavior E spawning on May 1, 2002, 2003 and 2004
by ending state. The size of the circle represents the relative success from each spawning location (larger
circles = higher success rate). Each subplot represents the starting locations resulting in successful
arrival at a different state. a)-c) 2002; d)-f) 2003; g)-i) 2004.
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Figure 37: A comparison of the larval success for all active behaviors (A-E) for all spawning periods by
along-shelf ending location. The size of the circle represents the relative success from each spawning
location (larger circles = higher success rate). Each subplot represents the starting locations resulting
in successful arrival at a different state. a) SC; b) GA; c) FL. The yellow dots show the locations of
spawning sites with no successful larvae finding suitable habitat.
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Figure 38: Results for each spawning time in 2002. Bar height represents the fraction of successful
larvae in each starting region (cross-shelf spawning zone) for each behavior (A, B, C, D, E, SF, and
DF). Cross-shelf spawning zones = 15-20 m, 20-25 m, 25-30 m, 30-35 m, 35-40 m, 40-45 m, 45-50 m,
50-56 m.
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Figure 39: Results for each spawning time in 2002. Bar height represents the fraction of successful
larvae in each starting region (state and cross-shelf spawning zone) for each behavior (A, B, C, D, E,
SF, and DF). Cross-shelf spawning zones = 15-20 m, 20-25 m, 25-30 m, 30-35 m, 35-40 m, 40-45 m,
45-50 m, 50-56 m.
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Figure 40: Same as Figure 38 for larvae spawned in 2003.
these larvae exited the model domain to the north but may have reached suitable habitat on the North
Carolina (NC) coast.
2004
The lowest survival rates for the three years (Figure 33) occurred in 2004 with similar success for both
fast and slow-developing larvae (Figure 42). As in 2003, the deep, fixed-depth larvae had high success
rates. This year also had the narrowest range of survivors in the cross-shelf direction, with almost no
survivors from spawning deeper than 30 m. Except in February, larvae spawned off the SC coast have
the lowest survival rates. As in 2003, the low survival rates for larvae spawned off the SC coast may be
misleading as many of these larvae exited the model domain to the north but may have reached suitable
habitat on the NC coast.
5.3.3 Behavioral effects
The effects of behavior on larval success rates were greatest in interaction with other factors such as
year and spawning location (Tables 19 and 20 ). On its own, behavior was not important in explaining
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Figure 41: Same as Figure 39 for larvae spawned in 2003.
differences in success rates between the model runs. Although both inter-annual and intra-seasonal
patterns in larval transport were identified, there were no clear patterns in behavioral effects: at different
times and locations, all behaviors were successful. There were also no clear patterns in survival based
on time spent in either the top or bottom half of the water column.
Figure 44 presents the tracks of the same larva with the different behaviors (the vertical behaviors
CD and E are provided in Figure 32). In this example, only behaviors E and DF were successful in
finding suitable habitat during their competency period. The diel vertical migrations in E seem to have
resulted in greater cross-shelf movement of the larvae bringing the larvae out to almost 40 m depth and
back to within the 20 m isobath to settle.
5.3.4 Dispersal Kernels at GRNMS
Larval dispersal, as measured by the mean distance (d) and direction (θ) dispersed, from spawning at
GRNMS shows strong interannual and intraseasonal patterns (Table 22). In general, the dispersal in
the individual years is greater than in climatology models (for durations of both 30 orand 45 d ) with
2004 having the largest mean dispersal distances. March has the shortest dispersal distances for the cli-
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Figure 42: Same as Figure 38 for larvae spawned in 2004.
matology and all of the individual years and all three behaviors. Larval dispersal from the climatology
circulation fields is along- or on-shelf to the north for most of spawning months and behaviors tested
here. In contrast, there is more variation in the dispersal direction from individual yearsbut it is generally
along-shelf, either to the north or south, reflecting the stronger along-shelf winds and resulting circula-
tion. The dispersal kernels are generally rotated in the along-shore direction (not shown) because of the
dominance of the alongshore flow. Since all model runs include the same long-term average baroclinic
velocity field (Blanton et al., 2003, Figure 31), the main differences in the dispersal, as presented here,
are due to differences in the wind-driven circulation on the shelf.
5.4 Discussion
The Lagrangian biological-physical model used in this study provided significant insight into the trans-
port of black sea bass larvae from spawning grounds to juvenile habitats on the inner-shelf of the south-
east U.S. continental shelf. This modeling study highlights the complicated interactions between the
physics and biology in transporting larvae. While it is generally assumed that larval vertical migration
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Figure 43: Same as Figure 39 for larvae spawned in 2004.
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Figure 44: A comparison of the larval pathways for the larvae in Figure 32 for each of the different
behaviors. The starting location is shown with a black circle and the location of GRNMS and the 20 m
isobath are shown for reference. The larva’s locations are plotted every three hours. Larva 6328 was
successful with behaviors E and df (left) while larva 6365 was successful with behaviors D, E and df
(right).
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Surface Fixed Bottom Fixed Active
θ (deg θ (deg θ (deg
Month Year d (km) from E) d (km) from E) d (km) from E)
Feb Clim 30 23 70 27 98 27 88
Clim 45 35 62 37 92 37 81
2002 65 -100 32 -110 48 -81
2003 62 46 50 79 70 51
2004 103 -99 54 -110 92 -95
Mar Clim 30 5 18 13 125 11 123
Clim 45 8 35 18 118 16 117
2002 29 -117 15 -72 32 -78
2003 28 18 15 98 30 9
2004 33 55 40 106 31 57
Apr Clim 30 20 95 33 110 27 103
Clim 45 26 73 35 102 32 85
2002 48 73 33 76 41 56
2003 90 35 47 71 79 30
2004 135 48 98 66 107 50
May Clim 30 7 -162 22 125 17 147
Clim 45 8 -177 26 115 17 142
2002 49 80 38 83 50 66
2003 71 50 54 67 71 50
2004 254 46 167 54 201 43
Table 22: Mean distance and direction dispersed (d and θ) for particles released in at GRNMS for each of
three behaviors: fixed depth near the surface,fixed-depth near the bottom and active behavior reflecting
either behavior E or mid-depth passive (Clim 30 d and Clim 45 d from Edwards et al. (in prep)).
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results in different advective pathways experienced by larvae and result in different larval dispersal pat-
terns, as in Edwards et al. (in prep), the results of the ANOVA indicate that adult spawning behavior,
not larval vertical behavior, is a major determinant of larval success in this region. On its own, larval
behavior explained very little of the variance in larval success rates, but did explain more of the variance
in combination with both year and release location. Other recent work (Edwards et al., 2006a; Hare
and Walsh, in review; Edwards et al., in prep) has shown that the inner- and mid- shelf off the coast of
Georgia might be highly retentive on time scales relevant to larval transport.
The results of this study show that those larvae spawned on the shallower portions of the shelf, in
the first one or two cross-shelf zones (spawning depths of 15-20 m and 20-25 m), had a much higher
success rate than larvae spawned further offshore. Larval success from the mid-shelf spawning locations
was more variable within each spawning season and between the three years included in this study. The
insensitivity of the results to including variability induced by behavior, interannual and intraseasonal
differences lead to the conclusion that spawning “inshore” provides a robust retentive habitat. In turn,
this leads to the question of whether the retentive aspect of the physics is properly captured in the
model. Edwards et al. (2006a) examined Lagrangian circulation on this shelf through a comparison
of observed and modeled drifter tracks throughout 2000 and 2001. Of the fifteen drifters released at
GRNMS, thirteen of them remained on the shelf for sixty days - well over the estimated black sea bass
larval durations - suggesting that the inner shelf is indeed strongly retentive.
The importance of wind in the circulation on the inner- and mid- shelf (Lee et al., 1991) becomes
apparent when comparing the larval transport and success under different average wind regimes. Larvae
spawned in 2002, with its southward or onshore average winds, had a higher predicted success rate
in finding suitable habitat (the inner-shelf) than did larvae transported under generally northward or
offshore wind conditions. In the cross-shelf direction, the onshore Ekman transport with southward
winds contributed to the success rate for larvae spawned in deeper water. The off-shore Ekman transport,
during northward winds, is apparent in the reduced success of larvae during these times, especially for
those spawned in the deeper regions of the shelf.
As with any modeling study, it is important to recognize both the model assumptions and limitations.
The importance of the Gulf Stream in the circulation on the southeast U.S. continental shelf is well-
known (Lee and Atkinson, 1983; Atkinson et al., 1985; Bane and Dewar, 1988; Lee et al., 1989). The
Gulf Stream also influences productivity on the shelf (Lee et al., 1991) and larval transport along the
east coast (Govoni, 1993; Hare and Cowen, 1996; Epifanio and Garvine, 2001; Hare et al., 2002; Hare
and Walsh, in review). With the recent development of a regional climatology (Blanton et al., 2003),
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we have been able to include a long-term monthly average Gulf Stream and baroclinic circulation on
the shelf. Other recent efforts (Aretxabaleta, 2005) explore the nesting of our regional model in the
HYCOM basin-scale circulation model (HYbrid Coordinate Ocean Model, Bleck, 1998 and 2002) to
provide a realistic time-varying baroclinic velocity field on the shelf including the Gulf Stream. Other
possible enhancements to the 3D circulation model are discussed in Edwards et al. (2006a).
The black sea bass model for spawning was simplified into monthly spawning events to provide
an overall look at possible intra-seasonal and interannual differences in the resulting larval dispersal.
Actual spawning is estimated to occur approximately every 2.7 d or 34 times during the period of peak
spawning (McGovern et al., 2002). With the largely wind-driven circulation on the inner- and mid-
shelves (Lee et al., 1991), the dispersal of larvae could be affected by spawning times between those
tested here. There is also evidence of a smaller spawning in the fall months which could result in very
different larval transport and has not been considered here.
The main component of our larval behavior model incorporates ontogenetic changes in vertical be-
havior. In general, vertical behavior and distributions of larvae are affected by many factors (Heath
et al., 1988; Sclafani et al., 1993; Leis, 2004) which, in turn, largely determines the physical and bio-
logical conditions in which the larvae live. Our estimates of larval vertical migration were based on the
proportion of larvae of different sizes found in net tows at different depths. One limitation of using the
net tows is that this method only provides information about the distribution of larval populations not
the movement of individuals (Pearre, 1979). However, direct observations of individual larval migration
are time-consuming and labor-intensive to make and only possible in the daylight (Leis, 2004). In this
study, we have looked at a range of behaviors for individual larvae, including both fixed-depth and verti-
cally migrating larvae. However, we have not specifically accounted for such factors as larval condition
or larval selectivity based on changing hydrographic conditions. While a better understanding of the
larval cues for vertical migration would allow for a more complete larval behavior model, our results
provide for a comparison of larval dispersal for larvae distributed throughout the water column. Based
on these results, larval behavior appears to be of secondary importance for larvae spawned at reefs in
less than 25 m water depth but may be more important for larvae spawned further off-shore.
The horizontal swimming capabilities of the larval black sea bass are unknown and no attempt
has been made to include any horizontal swimming here. However, horizontal swimming may be an
important part of larval transport (Werner et al., 1993b; Hare and Cowen, 1996; Leis et al., 1996;
Stobutzki and Bellwood, 1997; Leis et al., 2006) and the possibility for directed, oriented swimming and
its influence in larval dispersal needs to be considered on a species by species basis. Along with directed
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horizontal swimming capabilities, many larval fish show schooling behavior which may influence their
dispersal versus passive diffusion. In this study, we have used a random flight model for horizontal larval
dispersion with a constant diffusivity (Section 5.2.1) was based on the results of dye-release experiments
in the ocean showing increased diffusivity over time (Okubo, 1971). In contrast, in a study of herring
larvae in British Columbia, McGurk (1989) showed that the scale-corrected diffusivity of the larvae
decreased with increasing larval age due to their schooling behavior.
There are other biological processes that may affect the success of larvae in reaching suitable habitat.
Along with a variation in horizontal currents, the temperature, food and predators also vary vertically
in the ocean and influence the growth and survival of fish larvae (Sponaugle and Cowen, 1997; Houde,
1997; Leis et al., 2006). These processes may result in differential mortality and will therefore affect
the realized outcome of larval transport (Hare et al., 1999), but have not been included here. Cur-
rent work on the aquaculture of black sea bass (Berlinksy et al., 2000; Nelson et al., 2003; Berlinksy
et al., 2004) may provide insight into the effects of these biological factors on the success of the larvae,
some of which may be included with further improvements to the physical model (i.e., inclusion of the
temperature and density fields).
One important component in any modeling exercise is validation of the model results. This is
usually accomplished through the use of observations and empirical data, which is still needed for
many marine species, including black sea bass. On the southeast U.S. continental shelf, Marancik et al.
(2005) characterize larval fish assemblages found off the Georgia into three broad groups: inner-, mid-
and outer-shelf assemblages. However, they did not collect enough black sea bass larvae (cutoff is 1 or
10% of any sample) to include them in their analyses. In a similar study of the cross-shelf juvenile fish
assemblages, Walsh et al. (2006) found black sea bass juveniles in the inner- and mid-shelf during the
spring.
In a fishery-independent study measuring catch per unit effort (CPUE), the Marine Resources Moni-
toring Assessment and Prediction (MARMAP) program, found evidence of overfishing of black sea bass
from 1983 through 1996 (McGovern et al., 1998). In addition, Sedberry et al. (1998) found that fishing
pressure was heavier on those reefs closest to shore (on the inner-shelf) including GRNMS and that
the size and number of the black sea bass caught in traps increased with increasing depth and distance
offshore. Such patterns of overfishing, combined with the results of this study indicating the importance
of the shallower spawning sites to recruitment, may lead to recruitment overfishing causing lower egg
production and an increased chance of recruitment failure (Plan Development Team, 1990).
In 1990, the Plan Development Team (PDT) recommended designating 20% of the region managed
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by the SAFMC as marine fishery reserves (Plan Development Team, 1990). In its current management
plans, the SAFMC has proposed a series of much smaller MPAs (approximately 10 km 2) along the
shelf-edge as a result of continued overfishing of species within the snapper-grouper complex, including
the black sea bass (South Atlantic Fishery Management Council, 2004). However, while black sea bass
were found to spawn near one of these proposed sites, South Carolina “B”, most of the spawning in this
species was scattered at mid-shelf reefs and would not be protected by the proposed MPAs (Sedberry
et al., 2006).
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CHAPTER 6. Conclusions and Future Directions
Understanding larval dispersal and population connectivity presents a major challenge in the application
of ecosystem-based management (EBM) to commercial fisheries. One of the main tools of EBM is the
use of spatial management options such as Marine Protected Areas (MPAs) which requires knowledge
of the spatial extent or scale of connectivity. As part of ongoing research in support of Gray’s Reef
National Marine Sanctuary (GRNMS) and the development of Marine Protected Areas (MPAs) on the
southeast U.S. continental shelf, I have begun to explore the fate of larvae spawned on this shelf and the
spatial connectedness between GRNMS and other areas within the region. In this effort, I have used a
suite of numerical models (both physical and biological) and observations.
6.1 3D circulation and particle tracking models
The first step was to explore the Lagrangian circulation on the southeast U.S. continental shelf and
to validate a 3D physical oceanographic model through a comparison of observed tracks of satellite-
tracked drifters and the trajectories of numerical particles released within the model domain (Chapter
3). As part of this comparison, a Lagrangian particle tracking algorithm was adjusted to include the
slip characteristics of the WOCE holey sock drifters deployed at GRNMS and used for comparison
to model results. The algorthim was also adjusted to correct for differences in the observed winds
and those used in the circulation model (Chapter 2). On monthly time scales, model results showed
good agreement with the Lagrangian data producing a drifter separation rate of 1.75 km d−1 for drifters
released during the main black sea bass spawning season (Chapter 5) and a separation rate of 2.0 km d−1
for all release periods. This work, combined with Hare and Walsh (in review), confirms the retentive
nature of this shelf for periods of up to two months and indicates that populations on the central southeast
U.S. continental mid- and inner-shelf may be relatively closed.
Several enhancements to the 3D circulation modeling effort are apparent and some are already un-
derway. The use of a more refined shelf mesh, including the estuaries, would improve the tidal prediction
on the inner- and mid-shelf (Blanton et al., 2004), and would help to enhance small scale cross-shelf
motions (Werner et al., 1999) and related dispersion (Ridderinkhof and Zimmerman, 1992). Other recent
efforts (Aretxabaleta, 2005; Blanton et al., 2005) explore the nesting of our regional model in the HY-
COM basin-scale circulation model (HYbrid Coordinate Ocean Model; Bleck 1998 and 2002) to provide
boundary conditions containing far field effects, an initialization of the density field on the shelf, and a
realistic time-varying Gulf Stream.
The inclusion of the time-varying baroclinic component of the circulation field on the shelf along
with a realistic Gulf Stream has important implications in our ability to model larval transport. Cross-
shelf transport is critical to the survival of the larvae of some species and, in general, the magnitudes of
cross-shelf flows are underestimated in circulation models. As summarized by Brink et al. (1990) and
Shanks (1995), cross-shelf transport of larvae is thought to be influenced by many different mechanisms
including: winds (e.g., through Langmuir circulation, the diurnal sea breeze, and the Ekman spiral),
tides (residual tidal currents, internal waves and tidal bores, and through the use of selective tidal stream
transport by actively behaving organisms), fronts, eddies, and density-driven flows. On the southeast
U.S continental shelf, the cross-shelf flows are also influenced by the Gulf Stream and its meanders
(Oey, 1986; Oey et al., 1987; Brink et al., 1990). The models used in Chapters 4 and 5 include the
long-term monthly baroclinic flow fields developed in the regional climatology (Blanton et al., 2003)
in the particle tracking algorithm. This provides monthly mean baroclinic component to the particle
movement and includes a diagnostic Gulf Stream. Future efforts in improving the circulation models
should be focused on improving modeling skill of the transport processes important in egg and larval
dispersal and understanding the variability in these process and the effects of specific events.
6.2 Larval dispersal kernels and black sea bass model
The next step in this effort was to define 2D larval dispersal kernels and to begin an investigation of
the biological and physical parameters influencing this dispersal. In regions where larval dispersal and
settlement is between distinct reefs, such as the Great Barrier Reef in Australia (James et al., 2002), or
islands, as in the Caribbean (Cowen et al., 2006), dispersal kernels have been used to define connectivity
matrices between spawning and settlement sites. For species such as black sea bass on the southeast U.S
continental shelf, where larval settlement can occur anywhere on the inner shelf (Able et al., 1995; Able
and Fahay, 1998; Walsh et al., 2006), 2D dispersal kernels, as defined here, can be used to investigate
the connectivity between broad regions of the shelf. Two-dimensional dispersal kernels can also be used
to identify larval source and sink regions on the shelf or to investigate the connectivity within a network
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of marine protected areas.
Using climatological flow fields, I tested the relative importance of 5 factors on larval dispersal
kernels in the mid- and inner- Georgia shelf (Chapter 4). This study provided a baseline estimate of
monthly dispersal in this region and indicated that adult spawning behavior may be more important in
determining the success of larvae on the shelf than post-spawn larval behavior as a result of the vertically
uniform structure of the flow shoreward of the mid-shelf. The final research chapter (Chapter 5) looks at
the specifics of black sea bass larval dispersal with a coupled larval behavior-3D circulation model and
compares the resulting transport success for three years: 2002, 2003 and 2004. This chapter confirms
the results from Chapter 4 and leads to the conclusion that in this region, larval vertical migration may
turn out to be more important in the feeding and survival of an individual larva than in determining its
dispersal to suitable juvenile habitat.
While progress has been made in understanding larval dispersal on the southeast U.S continental
shelf, much more work remains to be done. A comparison of the dispersal of larvae between more years
and for more species is important. It is likely that neither the years included in Chapter 5 nor the long-
term averages (Chapter 4) are representative of the possible conditions that can occur on the shelf and
resulting larval dispersal in other years could be very different. Also, the life-history traits of black sea
bass are not indicative of many of the other species within the snapper-grouper complex. Understanding
the life history traits of individual species is important to understanding and defining differences in their
larval dispersal and population connectivity. This is a difficult task and suggests the need for both lab
studies and detailed field observations. Unfortunately, observing the behavior of individual larvae in the
field has proven to be both difficult and time consuming (Leis et al., 1996, 2006).
The life history characteristics of many fish species including black sea bass are such that the adults,
juveniles and larvae all reside in different habitats. To fully understand the connectivity between sub-
populations, we need to understand not only the dispersal of larvae but the subsequent migration of ju-
veniles into adult habitat and the connections between adults and their spawning habitats. The modeling
results from Chapter 4 point out the importance of adult spawning time and location in controlling larval
dispersal and support the hypothesis that patterns of reproduction are based on larval requirements and
selected to maximize larval recruitment (see review by Robertson, 1991 and references therein). This
hypothesis is easily understood for species such as the North Sea plaice whose adults make long spawn-
ing migrations every year (several hundred kilometers, Hunter et al., 2003) to well-defined areas that
are located upstream of the juvenile nursery grounds (Harding et al., 1978; Metcalfe et al., 2006). As
seen from the results in Chapter 5, this hypothesis may also be true for species such as black sea bass
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which spawn over a large area. With spawning location being a key factor in determining larval success
(Chapter 5), management efforts could be concentrated on protecting the adult habitats most likely to
result in successful larvae.
Validation of the coupled bio-physical dispersal models is much more difficult than the validation
of the physical circulation fields but the results of the current models could, in fact, be used to design
field studies to begin to collect the necessary data. The difficulties of tracking individual larval fish have
already been outlined (Chapter 1). However, with the use of either natural or artificial markers for the
larvae at specific spawning sites (Thorrold et al., 2002) and the use of a real-time circulation and particle
tracking model (similar to that developed in Lynch et al., 2001) , it may be possible to track and recapture
the marked larvae throughout their larval phase and to determine their dispersal routes. Furthermore,
the use of different markers at different spawning sites may provide an indication of the mixing between
the larvae and juveniles from different spawning sites. One difficulty in mark-recapture studies is the
recapture of enough marked individuals for a meaningful analysis. In a mark-recapture study at Lizard
Island on the Great Barrier Reef, out of an over 10 million marked individuals (an estimated 0.5-2% of
the total eggs) only fifteen larvae were recaptured (Jones et al., 1999).
As described above, improvements in the physical circulation fields are underway. With an increased
emphasis on coastal ocean observing systems, such as the South East Atlantic Coastal Ocean Observing
System (SEACOOS, Seim et al., 2003), information is becoming available to provide both validation
for existing circulation models and critical parameters to drive coupled bio-physical models. Satellite
temperature and ocean color imagery along with the high-frequency (HF) radar surface currents can
be used to simulate and validate models of primary production and dynamics in the ocean. Sustained
observations may provide for the inclusion of more and more biology and the eventual integration with
ecosystem-based trophodynamic models. Eventually, through links with basin-scale models, a better
understanding of the long-term variability of the system and the ecosystem effects should be possible.
6.3 Implications for fishery management
Although GRNMS was designated a sanctuary in 1981 and closed to commercial trawling and fish
trapping, it is still open to recreational fishing and appears to be suffering from the same overfishing
experienced in other regions on the southeast U.S. continental shelf (Sedberry et al., 1998). In fact, fish-
ing pressure at GRNMS may be higher than at other similar reefs because its designation as a sanctuary
has identified the reef to a broader population of recreational fisherman than might otherwise have been
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aware of the reef (Sedberry et al., 1998). In effect, GRNMS is not currently functioning as a “sanctuary”
for popular recreational fishing species such as the black sea bass (Sedberry et al., 1998). The magni-
tude of recreational fishing in the U.S. has been estimated to contribute only 2% to total U.S. fishery
landings and has been largely managed through controlling the landings of individual fisherman without
restricting the numbers of individuals fishing (Coleman et al., 2004). In the SAFMC region, for pop-
ulations listed by the National Marine Fisheries Service (NMFS) as either overfished or experiencing
overfishing, recreational landings account for 38% of the total catch (Coleman et al., 2004).
While MPAs are not the answer to all fisheries management problems, they would provide a refuge
from both commercial and recreational fisheries while possibly contributing to the recovery of the fish-
eries in the region. MPAs are believed to enhance the surrounding fisheries through two main mecha-
nisms: the export of eggs and larvae to surrounding areas and the emigration of adult fish to fished areas
outside the MPA (Russ, 2002). This dissertation has focused on the dispersal of larvae throughout the
southeast U.S. continental shelf and the preliminary results indicate that GRNMS could act as a source
of larvae to other regions on the shelf. Tagging studies of adult black sea bass in the region found that
between 4% and 6% of tagged fish moved out of the area where they were tagged (Sedberry et al., 1998,
and references therein). Combining these movement estimates with 1995 population estimates for black
sea bass indicates that, if not so heavily fished, GRNMS could act as a source of adult black sea bass for
other sites in the southeast region (Sedberry et al., 1998).
Information on the status of only 22 out of 73 species in the snapper-grouper complex managed by
the SAFMC is available (South Atlantic Fishery Management Council, 1999; Coleman et al., 2000).
In 1990, the SAFMC Plan Development Team recognized this crucial lack of information as a major
problem and proposed a management strategy where 20% of the shelf would be designated Marine
Fishery Reserves (MFRs) and closed to all fishing and the remaining 80% would be managed for optimal
yield using more traditional management options (Plan Development Team, 1990). The proposed MFRs
(or MPAs) included wide cross-shelf regions that began at the state waters and ended at 150 fathoms. At
that time no MPAs were created and the use of MPAs was not investigated further for another 10 years.
Currently, the SAFMC is investigating the use of MPAs to protect the deep-water species within the
snapper/grouper complex including those that spawn near the shelf-edge such as gag grouper (Figure
45). However, with evidence of continued overfishing and ecosystem overfishing (McGovern et al.,
1998; Sedberry et al., 1998) of reef fishes in the shallower regions of the shelf, I believe that a network
of MPAs covering habitats within the inner- and mid-shelves is necessary.
While we cannot ignore the political and economic factors that influence policy decisions, the work
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Figure 45: Current proposed deepwater MPAs in the southeast U.S. continental shelf. Right: northern
portion of the region. Left: southern portion of region.
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presented in this dissertation provides some initial steps and a methodology for scientific input into the
design and implementation of MPAs. Using a combination of numerical models and observations, I
have begun to explore the biophysical interactions in the dispersal and recruitment of marine larvae and
to understand the degree of connectivity on the southeast U.S. continental shelf. This approach can be
extended to define the scales of larval dispersal and to identify larval source/sink regions for different
species. It can also be used to evaluate alternatives in proposed networks of MPAs.
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