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Abst ract - -Th is  paper extcmds the concept of stair-shape spardty, introduced in A previous work of 
the author for analysis of a symmetric and sparse matrix, to an asymmetric matrix. The e~ential  
idea first considers an asymmetric matrix as a combination of an upper triangular matrix and a 
lower triangular matrix, and then applies the stair-shape sparsity to the upp~ and lower triangular 
matrices. This enables us to avoid the operation of zero fill-ins for the inverse of an asymmetric 
matrix. The introduced sparsity provides an efficient procedure for the solution of a sparse system 
of linear equations. 
1. INTRODUCTION 
Many practical applications in the field of scientific and engineering computing may lead to 
algebraic systems with sparse structures. A sparse system contains a relatively large amount of 
zero fill-ins. The costs for operating and storing such zero fill-ins can be avoided by a proper 
sparse configuration. This raises the concern to study an appropriate sparsity for the inverse of a 
nonsingular matrix. A new type of sparsity will be introduced in this paper, which is based upon 
the author's decomposition [1,2]. The author's decomposition is a kind of direct method and 
provides a special feature in inverting a nonsingular matrix [A] into [A] -1. As cited in Duff [3], 
explicitly inverting [A] for the solution of [A]{X} = {B} may take advantage of multiprocessors. 
This enhances the importance of the author's decomposition to the solution of a sparse system 
of linear equations. A previous research into an application of the author's decomposition to a 
symmetric and sparse system was reported in [4] in which a stair-shape sparsity was introduced. 
This work will extend the stair-shape sparsity to an asymmetric matrix. The procedure for 
decomposing a nonsingular matrix [A] into [A] -1 = [L][D][U] is written as [2]: 
For j = n --* 1 with step (-1), do 
(a) For i = j + 1 --* n with step 1, do 
At, ~- At, + 
(b) For i = n --* j + 1 with step (-1), do 
Ari *--- -A r i  • A .  - 
1 
(c) Art ~ Ajj+~=i+~ Ajk*Akj" 
(d) For i= j+ l~nwi ths tep  1, do 
Air #-- Air + 
Ajk * Ak,. (1) 
k=i+l  
i -1 
&~ • A~k * Aki. (2) 
k=j+l 
(3) 
Aik * Akj. (4) 
k=i+ l
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(e) For i -- n ~ j + 1 with step (-1),  do 
i -1  
Aij ~- -A ,  *Aii - ~ Aik * Akk * Akj. (5) 
k=j÷l 
After the implementation f equations (1)-(5), the lower triangular part of [A] is [L], the diagonal 
part of [A] is [D], and the upper triangular part is [U]. The goal of this paper is to study a sparsity 
such that the lower triangular part of [A] and [L] are in the same sparsity, and the upper triangular 
part of [A] and [U] are in the same sparsity. 
2. SPARSE CONFIGURATIONS 
Let matrix [A] be an asymmetric and sparse matrix. As mentioned previously, this work 
will extend the concept of stair-shape sparsity to an asymmetric matrix. Since the stair-shape 
sparsity deals with a lower triangular matrix, this work will consider an asymmetric matrix [A] 
as a combination of an upper triangular matrix and a lower triangular matrix. For the condition 
for a lower triangular matrix, please refer to [4]; and the condition for an upper triangular matrix 
will be discussed in a similar way as follows. Let aj be the half upper bandwidth of the jth row, 
such that Ajk = 0 (k > j + aj).  Then, a sufficient condition for the sparsity required in the 
upper triangular matrix of [A] is discussed as follows: 
LEMMA 1. / f  the i th row of [A] is banded, then the result obtained from equation (1) is in the 
same sparaity. 
PROOF. Let a i be the half upper bandwidth of the j th  row such that Ajk ---- 0 where k > j + aj .  
Let us consider the situation that i > j + aj in which Aji = 0. This says that the first term in 
the right side of equation (1) is zero. Furthermore, the lower bound of k in the second term of 
equation (1) is ( i+  1), which says k > i+  1 > i > j + aj ,  implies that Ai~ = 0. This says that 
Ajk * Akl = 0 when i > j + aj ,  and implies that the result obtained from equation (1) is zero 
when i > j + aj .  | 
LEMMA 2. I f  Aki = 0 where j ÷ 1 < k < j + aj and i > j + hi, then the jth row computed by 
equation (2) is in the same sparse configuration. 
PROOF. Since each Ail in the right side of equation (2) is computed by equation (1), by Lemma 1 
Ajl = 0, where i > j + aj .  Let us consider the situation that i > j + aj .  Then equation (2) 
becomes 
i - I  
Aji ~'- - E Ajk * Akk * Aki. (6) 
k=j+l  
Since Aik -- 0, where k > j + aj ,  the upper bound of k is min(i - 1,j + aj)  -- j + a i because 
i > j + a i . Equation (6) becomes 
j+aj 
Aji ~ - E Aik * Akk * Aki. (7) 
k=j+l  
If Aki = 0 where j + 1 < k < j + c U and i > j + aj ,  then equation (7) is zero. This completes 
the proof. | 
Lemma 2 proves a sufficient condition required by equation (2). However, the condition in 
Lemma 2 is written in terms of other rows, i.e., Akl : 0 where j+  1 < k < j+a j .  This says that 
the condition in Lemma 2 for the j th  row is also dependent of the conditions for the rows from 
(j + 1) to (j + aj) .  A condition for the jth row to the (j + aj) th row is required, which may be 
written as follows. 
LEMMA 3. I rAqi = 0 where j _~ k _< j + ~j and i > j + hi, then the rows from j to j + aj are 
in the same sparsity as the original matrix. 
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PgOOF. The condition that Akl = 0, where j _< k _< j+c~j and i > j+a j  says that ah = a j+ j - / c  
where a~ is the half upper bandwidth of the k th row. Therefore,/c+ak = j+a j  and the condition 
becomes 
Aki--O, where j<k<k+ak and i>/c+ak .  (8) 
Certainly, for a given m where k -4- 1 <_ m _< k -I- ak, equation (8) may lead to 
Ami=0,  where k -k l _<m_<k+ak and i>/~q-ak .  (9) 
By Lemma 2, equation (9) says that the mth row computed by equation (2) is in the same sparsity 
as the original one. Since k -F 1 _< m ~ k + ~k and j _< k < j + ~j, the rows from j to (j -F ~j) 
are in the same sparsity as the original matrix. | 
Lemma 3 proves an important result that if Aki : 0 where j _~ k < j ~- crj and i > j -F ~j, 
then the rows from j to (j -t- ~j) are in the same sparsity. The condition shows that the non-zero 
fill-ins from the jth row to the (j + ~j)th row form a triangle as 
(1o) 
because the condition shown in Lemma 3 is equivalent o a~ = ~j + j - k. Therefore, if we 
can partition the upper triangular part of [A] into several row-oriented submatrices uch that 
non-zero fill-ins in each submatrix form a triangle, then the upper triangular part of [A] and [U] 
may be in the same sparse configuration. A sparsity for the upper triangular part of [A] may be, 
for example, written as 
"0  • • • • • • • • • • • • • • • • 
(11) 
where the top non-zero strip indicates the connectivity among the triangles of non-zero fill- 
ins. The connectivity is necessary; otherwise the triangles of non-zero fill-ins are decoupled. 
Equation (11) is in a stair shape. 
Let ~j be the half lower bandwidth of the jth column, such that Aij = 0 (i > j + ~j). The 
condition for the lower triangular part can be discussed in a similar way as [4]: 
LEMMA 4. I f  Aik -- O, where j ~_ k ~_ j + ~j and i > j + ~j, then the colunms from j to (j + ~j) 
are in the same sparsity as the original matrix. 
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A stair-shape 
J.-C. Luo 
sparsity for the lower triangular part of [A] may be, for example, written as 
• O.  
(12) 
Then, the sparsity for an asymmetric matrix is a combination of the upper triangular part and 
the lower triangular part. A sparse configuration for decomposing an asymmetric matrix may 
be, for example, written as 
$ 
"0  • • • • 
,$  • 
• O"  
(13) 
• • • O= 
Thin configuration for an asymmetric [A] consmts of a series of upper non-zero triangles and a 
series of lower non-zero triangles with connectivity. The procedure shown in equations (1)-(5) 
then can be modified according to the stair-shape sp~sity. 
3. COMPUTATIONAL CONSIDERATIONS 
A sparse system has a relative large amount of zero fill-ins. Storing and operating such zero 
fill-ins may be avoided by an appropriate sparsity. This work has shown that a special sparsity, 
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for example in the form of equation (13), is well suited for the author's decomposition. Without 
consideration of zero fill-ins, equations (1)-(5) may be simplified as: 
For j = n -* 1 with step ( -1) ,  do the following 
(a) For i = (j + 1) --, ( j  + a j )  with step 1, do 
min(j+aj,i+~i) 
Aj, ¢--- Aji + E Ajt * At,. (14) 
t= i+ l  
(b) For i = (j + aS) --* (j + 1) with step ( -1) ,  do 
, -1  
Aji ~ -A j i  * A,, - ~ Ap, * Art  * Aki. (15) 
1 (c) A~S ~ ~..±v'~+="('J.pJ) A. .A ." 
~JJ ~-L..~k----j+l Sk kj 
k= j+ l  
t+a,>_ ,  
(d) For i = (j + 1) --* (j + ~j) with step 1, do 
min(j+~i,i+al) 
Aij ~-- Aij + E 
k=i+l  
(e) For i = (j + ~j) ~ (j + 1) with step ( -1) ,  do 
i -1  
A 0 .-- -A i ,  • A, s -- Z 
k=j -}- I
t+~k>i 
in which aj  is the half upper bandwidth of the jth 
the j th  column. Then, the procedure for computing 
of [A]{X} = {B}, is written as: 
(a) For j = 1 ~ n with step 1, do 
(16) 
Air * Atj .  (17) 
Air * Ark * At j ,  (18) 
row, and/~j is the half lower bandwidth of 
{x} = [L][D][U]iB}, which is the solution 
i=j+l 
(b) For j = 1 --* n with step 1, do 
xs . -  • (20) 
(c) For j -- n --* 1 with step ( -1) ,  do 
Xi~- -X ,+Ai j *X j  ( i= j+ l - - -~ j+~j ) ,  (21) 
in which {B} and (X} share with the same computer memory. No additional computer memories 
are required in equations (14)-(21). 
The subscript k in equation (15), ranging from (j + 1) to (i - 1), is subject to the condition 
k + ok ~ i, i.e., the term Ajk * Ark * At, is computed if k + at  > i. The second term in the 
right side of equation (15) consists of arithmetic operations as well as logical tests. Similarly, the 
second term in the right of equation (18) also consists of arithmetic operations as well as logical 
tests. The costs for such logical tests may be avoided by a rearrangement of the computing 
streams; for example, the step (b) with equation (15) may be rewritten as: 
(b) For k = (j + aS) --* (j + 1) with step ( -1) ,  do 
Ajt  *-- --Ajk * Art,  (22) 
Aj, *- Aj, + Aj t  * At ,  (i = k + 1 --* k + at) ,  (23) 
j+aj 
xi + Ai, * x, (19) 
118 J . -C .  Luo  
such that the cost for equations (22) and (23) is cheaper than the one for equation (15). Similarly, 
the step (e) with equation (18) also may be rewritten as 
(e) For k = (j + f~j) --. (j + 1) with step (-1), do 
A~j ~ -A~ * Akj (24) 
Aij *-- Aij + Aik * Atj (i = k + 1 --, k +/~k) (25) 
so as to reduce the complexity. 
In general, ~i i~/~i for each j in a given asymmetric and sparse matrix. This is the general 
definition of an asymmetric and sparse matrix. The previous discussion is all right with such 
general type of asymmetric matrix. However, some applications, for example the discretization 
of non-self-adjoint differential operators, may lead to a matrix with asymmetric coefficients in a 
symmetric sparse configuration, i.e., ~j =/~j for each j and Aij ~ Aji (i ~ j). The procedure as 
shown in equations (14)-(25) may be simplified when dealing with the situation that aj =/~j for 
each j. A typical sparsity for such a case may be written as 
"•  • • • • • • • • • • • • • • • • • • • 
• • • • • • • • • • • • • • • • • • • • 
• • • "0  
• • • • • 
• • • • • 
• • • • • 
• • • • • 
• • • • • 
• • • • • 
• • • • . • (26) 
• • • • • • 
• • • • • • 
• • • • • • 
• • • • • • 
Certainly, equations (14)-(25) may be applied to the sparsity in the form of equation (26) by 
letting ~j = ~j. Here introduces a block-based procedure to deal with this special case in which 
each rectangle of non-zero fill-ins is viewed as a submatrix; for example, the form in equation (26) 
is written as 
:[All] [A13] [A141 [A15] [A16] [A17]" 
[A2t] 
[A31] 
[A41] 
[As1] 
[A61] 
[ATe] 
[At2] 
[A22] 
[A55] 
(27) 
[A66] 
[A77] 
This forms an arrow structure, in which non-zero fill-ins are grouped into submatrices. It can 
provide an easy way to access the non-zero fill-ins, and it also can provide a more clear concept 
to deal with parallel computations Because a submatrix operation may be viewed as a comput- 
ing component in a parallel environment. The Block-based procedure for equations (1)-(5) is 
written as: 
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For J = N --* 1 with step ( -1) ,  do 
(a) For I = J + 1 -* N with step 1, do 
[Asz] ~- [Asz] + 
(b) For I = N - -  S = 1 with step (-1), do 
[Asl] ~ -[Asz][Azl] - 
N 
[as,,][A,,,] 
K=I+I  
1-1 
Z [AsK][AKK][AKI] 
K----J-}.I 
[Azs] ~ [AIs] + 
(e) For I = N ---* J + 1 with step (-1), do 
(c) [Ass] ~'- [[Ass] N_ -1 + ~'~K--S+I [AsK][AKs]] 
(d) For I = J + 1 -* N with step 1, do 
N 
[.a,,l[a,,s] 
K=I+I  
(2s) 
(29) 
(30) 
(31) 
[L] = 
[D] = 
[U] = 
equations (33)-(36) represent 
[I] [A12] [AI3] "'" [AIN] 
[/] 
[q 
[An] 
[A~2] 
[I] 
[A2I] [I] 
[a31] 
[AN,] 
[i] 
(37) 
[ANN] 
(38) 
[I] 
[I] 
(39) 
[A1/] *'- -JAIl]JAIl] 
[ + ~K_2[A1K][AK1] ] N _  (c) [A~ll .-- t[All] 
(d) For I = 2 ---, N, do 
[An] . -  - [ -4.][Azl l  (36) 
where the inverse operation in equations (33) and (35) is implemented by the element-based 
procedure as shown in equations (1)-(5), so that the inverse obtained from equations (33) and (35) 
is not in a single matrix representation, but in the form of [L][D][U]. The results obtained from 
(a) For J=2~N,  do 
(b) For I = 2 --+ N, do 
[Ass] ~ lAss] -1 (33) 
(34) 
(35) 
1-1  
[Azs] '--'--[AHI[Azs]-- ~_, [AIKI[AKKI[AKs] (32) 
K=J+I  
in which N is the number of partitions, and [A1s] is a submatrix of [A]. Since [Axs] = 0 in 
the form of equation (27) where I ~ J and I ~ 1 and J ~ 1, the block-based procedure in 
equations (28)-(32) may be simplified as 
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in which [I] is the identity matrix, and each submatrix in [D] computed by equation (33) or (35) 
is in the form of [L][D][U]. 
4. EXAMPLES AND DISCUSSIONS 
Numerical examples have been tested for both element-based and block-based procedures to 
verify the efficacy of the introduced sparsity. Two simple examples have been prepared for which 
the results are available. The first example of an (8 x 8)-matrix is written as 
1 0 1 2 -1  1 4 3" 
2 3 4 - 1  2 57  4 
3 5 2 
4 1 6 
4 3 1 7 -2  
3 6 
2 4 5 -2  
.1 9J 
(40) 
which represents 
[L] = 
[D] = 
[U] = 
"-0.9025 0 -0.2296 -0.2806 0.1429 0.4143 -0.8 -0.5111' 
1.0087 0.3333 -0.7194 0.4541 -0.2857 0.0048 -1.4 -0.7556 
-0.3571 0.2143 -0.3333 
-0.6071 -0.1667 0.1667 
-0.4745 -0.4048 -0.1429 0.1429 0.3333 
-0.5 0.1667 
-0.0444 -0.8 0.2 0.2222 
• -0.1111 0.1111 
(41) 
1.0 
1.0087 
-0.3571 
-0.6071 
-0.4745 
-0.5 
-0.0444 
.-0.1111 
"-0.9025 
1.0 0 
1.0 
1.0 
0.3333 
-0.2296 
-0.7194 
1.0 
1.0 
-0.1667 1.0 
-0.4048 -0.1429 1.0 
0.2143 
0.1667 
0.1429 
-0.2806 0.1429 
0.4541 -0.2857 
-0.3333 
1.0 
1.0 
1.0 
-0.8 1.0 
1.0 
0.1667 
0.2 
0.4143 -0.8 
0.0048 -1.4 
0.3333 
1.0 
1.0 
0. I I I i  
-0.5111" 
-0.7556 
0.2222 
1.0 
(42) 
(43) 
(44) 
Then, the element-based procedure decomposes the matrix in equation (40) into the following 
result 
Stair-shape spsrsity 121 
It can be verified that the product of [L][D][U] is the inverse of equation (40), and can be seen 
that ILl and [U] are in the same sparsity as the one in equation (40). 
The second example demonstrating the case that aj - ~j is written as 
[1] 
[:1 
[51 
[-1 2] [-3 5] [2] [2 1] 
[6] 
and is decomposed by the block-based procedure. The result is as 
[0.447] [-,,,] 
-1.1251 
-0.75 j 
[-0.833] 
-0.519] 
-0.185j 
which represents 
[L] = 
[5.5 -2.5] 
1.5 -0.3331 
-1.333 0.333J 
[D]= 
[3 .125-4.75]  [-0.333] 
-1.2 r 0.625 0.2] 
[ -0.4 
[o.167] 
[1] 
-1.1251 
-0.75 ] 
[-0.833] 
[-0.519] 
-0.185j 
'[0.447] 
1.5 -0.333] 
-1.333 0.333J 
[1] 
[0.625 -1.2] 
.[ -0.4 0.2 J 
[0.167] 
[-0.278 
0.148 
-0.125 
W] = 
"[1] [5.5 -2.5] [3.125-4.75]  [-0.333] [-0.278 
[1] 
(45) 
-0.056] 
, (46) 
-0.25 ] 
o.125j 
(47) 
0.148 
-0.125 
-0.056]" 
-0.25 ] 
0.125j 
} 
(4,8) 
(49) 
It can be verified in the block-based procedure that [L][D][U] is the inverse of the original matrix, 
and it also can be seen that the matrices are in the same sparsity. As mentioned previously, 
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each diagonal submatrix of [D] is in the form of [L][D][U]; for example, the second submatrix 
[1 .5  -0.333] 
-1.333 0.333J in equation (48) represents 
[ [10 
The author's decomposition provides aspecial feature in inverting a nonsingular matrix, which 
can decompose a nonsingular matrix [A] directly into [A]- 1. The inverse of a nonsingular matrix 
is very useful in many scientific and engineering computations; for example, as cited in Duff [3], 
explicitly inverting the left side matrix of [A]{X} = {B} may take advantage of multiprocessors 
when solving {X}. This point can be realized, because if [A] -1 is available, then the operation for 
[A]-1 {B} can be efficiently distributed onto employed processors. Certainly, [A] -1 may be a full 
matrix, even though [A] is in a sparse configuration. Keeping [A] and [A] -~ in the same sparsity 
seems impossible in general. However, the author's decomposition writes [A] -1 in the form of 
[L][D][U] so that [L] and [U] may be in the same sparsity as [A]. The author's decomposition 
not only provides a special feature in inverting a nonsingular matrix but also provides a possible 
way to keep [A] and [A]-1 in the same sparse configuration. 
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