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Abstract— This paper presents a new distributed optimiza-
tion technique, the inexact fast alternating minimization algo-
rithm (inexact FAMA), that allows for inexact local computation
as well as for errors resulting from limited communication. We
show that inexact FAMA is equivalent to the inexact acceler-
ated proximal-gradient method applied to the dual problem
and derive an upper-bound on the number of iterations for
convergence for inexact FAMA. The second contribution of
this work is that a weakened assumption for FAMA, as well
as for its inexact version, is presented. The new assumption
allows the strongly convex objective in the optimization problem
to be subject to convex constraints, while still guaranteeing
convergence of the algorithm, which facilitates its application
to control problems. We apply inexact FAMA to distributed
MPC problems and derive the convergence properties of the
algorithm for this special case. By employing the upper-bound
on the number of iterations, sufficient conditions on the errors
are provided, which ensure converge of the algorithm. Finally,
we demonstrate the performance of the algorithm and the
theoretical findings using a randomly generated distributed
MPC example.
I. INTRODUCTION
Various distributed MPC schemes have been proposed
for large-scale applications, which consist of many coupled
sub-systems, and must act based on local communication.
Examples include power grids, transportation and building
networks. Available distributed MPC methods can be roughly
classified into two categories: non-iterative, e.g. [8] and [9],
and iterative methods, e.g. [6]. While iterative methods are
generally less conservative, they require the solution of a
global optimization problem in a distributed way subject to
communication constraints.
A key challenge is therefore to solve this global op-
timization problem efficiently by distributed optimization
techniques. Powerful tools are offered by decomposition
based optimization methods, which allow one to decompose
the original large optimization problem into small problems
and solve each of them separately. Various decomposition
based techniques have been proposed for distributed MPC,
for example [11] and [12] based on primal decomposition
and [18] and [5] based on dual decomposition.
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Alternating direction methods are also dual decomposition
based methods, which have attracted a lot of attention in
recent years due to their good performance for solving
large or distributed optimization problems, e.g. [10] and
[4]. In [16], the alternating direction method of multipliers
(ADMM), a subclass of alternating direction methods, has
been proposed for the solution of distributed MPC problems.
In this work, we propose another alternating direction
method called the fast alternating minimization algorithm
(FAMA) for solving distributed MPC problems and derive
an inexact FAMA algorithm providing convergence despite
computation errors in the iteration steps of the algorithm.
The difference between ADMM and FAMA is that FAMA
requires stronger assumptions on the objective of the op-
timization problem, which can, however, be satisfied by
standard MPC problems. In return, FAMA offers strong
theoretical results, i.e. a better convergence rate of O( 1k2 )
and a complexity upper-bound on the number of iterations
to achieve a certain solution accuracy [13].
In practice, distributed optimization methods suffer from
inexact solutions of the local problems and from commu-
nication errors. Inexact optimization algorithms address this
problem, analysing the effect of errors on the overall algo-
rithm and providing conditions under which convergence can
still be guaranteed. Seminal works include [7] and [15]. In
[7], the authors propose an inexact decomposition algorithm
for solving distributed optimization problems by employing
smoothing techniques and an excessive gap condition. In
[15], an inexact proximal-gradient method, as well as its
accelerated version, are introduced. The proximal gradient
method, also known as the iterative shrinkage-thresholding
algorithm (ISTA) [2], has two main steps: the first one is to
compute the gradient of the smooth objective and the second
one is to solve the proximal minimization. The conceptual
idea of the inexact proximal-gradient method is to allow
errors in these two steps. The results in [15] show conver-
gence properties of the inexact proximal-gradient method and
provide conditions on the errors, under which convergence
of the algorithm can be guaranteed.
In this paper, we present a new inexact algorithm, inexact
FAMA, and apply it to distributed MPC problems. Inexact
FAMA is an extension of the FAMA algorithm, see [10] and
[13]. By extending the results in [15], we show the conver-
gence properties of inexact FAMA and derive a complexity
upper-bound. The main contributions of this work are the
following:
• We show that applying the proposed inexact FAMA to
the primal problem is equivalent to applying the inexact
accelerated proximal-gradient method (inexact APGM)
in [15] to the dual problem. Based on the results in [15],
an upper bound on the number of iterations to achieve
a given accuracy of the dual value function is derived.
• Extending previous results in [10] and [14], we show
that all convergence properties of FAMA and inexact
FAMA are preserved when imposing convex constraints
on the strongly convex objective.
• We apply inexact FAMA to distributed MPC problems,
where computation errors of the local optimization
problems and consensus errors are considered. By sim-
plifying the upper bound of inexact FAMA for this
special case, sufficient conditions on the errors for
convergence are provided.
• We demonstrate the performance and the theoretical
results of inexact FAMA for a randomly generated
example of a distributed MPC problem.
II. PRELIMINARIES
A. Notation
Let f : Θ→ Ω be a function. The conjugate function of f
is defined as f?(y) := supx∈Θ(y
Tx−f(x)). For a conjugate
function it holds that p ∈ ∂f(q) ⇔ q ∈ ∂f?(p), where
∂f(·) denotes the set of sub-gradients of the function f at a
given point. Let f be a strongly convex function. σf denotes
the convexity modulus 〈p− q, x− y〉 ≥ σf‖x− y‖2, where
p ∈ ∂f(x), q ∈ ∂f(y). L(f) denotes a Lipschitz constant
of the function f , i.e. ‖f(x1) − f(x2)‖ ≤ L(f)‖x1 − x2‖,
∀x1, x2 ∈ Θ. Let C be a matrix. ρ(C) denotes the matrix
norm of CTC. The proximity operator is defined as
proxf (y) = argminx f(x) +
1
2
‖x− y‖2 . (1)
We note the following equivalence
x? = proxf (y)⇐⇒ y − x? ∈ ∂f(x?) . (2)
We refer to [3] and [1] for details on the definitions and
properties above. In this paper, ·˜ is used to denote an inexact
solution of an optimization problem. The proximity operator
with an extra subscript , i.e. x˜ = proxf,(y), means that
a maximum computation error  is allowed in the proximal
objective function
f(x˜)+
1
2
‖x˜−y‖2 ≤ +minx
{
f(x) +
1
2
‖x− y‖2
}
. (3)
B. Inexact Accelerated Proximal-Gradient Method
In this section, the inexact accelerated proximal-gradient
method (inexact APGM) proposed in [15] will be introduced.
Both the algorithm and the convergence theorem will be
presented. Inexact APGM addresses optimization problems
of the form in Problem II.1. The inexact APGM algorithm
is given in Algorithm 1.
Problem II.1.
min
w∈Rnw
Φ(w) = φ(w) + ψ(w) .
Assumption II.2. • φ is a convex function with Lipschitz
continuous gradient with constant L(∇φ);
• ψ is a lower semi-continuous convex function, not
necessarily smooth.
Algorithm 1 Inexact Accelerated Proximal-Gradient Method
Require: Initialize v1 = w0 ∈ Rnw , α1 = 1 and τ < 1L(∇φ)
for k = 1, 2, · · · do
1: w˜k = proxτψ,k(v
k − τ(∇φ(vk) + ek))
2: αk+1 = (1 +
√
4(αk)2 + 1)/2
3: vk+1 = w˜k + (αk − 1)(w˜k − w˜k−1)/αk+1
end for
Inexact APGM in Algorithm 1 allows two kinds of errors:
{ek} represents the error in the gradient calculations of
φ, and {k} represents the error in the computation of
the proximal minimization in (3) at every iteration k. The
following proposition states the convergence property of
inexact APGM.
Proposition II.3 (Proposition 2 in [15]). Let {w˜k} be gen-
erated by inexact APGM defined in Algorithm 1. If Assump-
tion II.2 holds, then for any k ≥ 1 we have
Φ(w˜k)− Φ(w?)
≤ 2L(∇φ)
(k + 1)2
(
‖w0 − w?‖+ 2Γk +
√
2Λk
)2
,
where Φ(w) = φ(w) + ψ(w),
Γk =
k∑
p=1
p
(
‖ep‖
L(∇φ) +
√
2p
L(∇φ)
)
, Λk =
k∑
p=1
p2p
L(∇φ) ,
and w0 and w? denote the initial solution for Algorithm 1
and the optimal solution of Problem II.1, respectively.
As proposed in [15], the upper-bound in Proposition II.3
allows the derivation of sufficient conditions on the error se-
quences {ek} and {k} for the convergence of the algorithm
to the optimal solution w∗
• The series {k‖ek‖} and {k
√
k} are finitely summable
and decrease at the rate O( 1k2 ).
• The sequences {‖ek‖} and {
√
k} decrease at the rate
O( 1k2+κ ) for κ ≥ 0.
If one of the above conditions holds, then the algorithm
converges to the optimal solution. For κ = 0, i.e. the errors
decrease at the rate O( 1k2 ), the algorithm converges, but the
convergence rate is poor O( log
2 k
k2 ).
III. INEXACT FAST ALTERNATING MINIMIZATION
ALGORITHM
The accelerated proximal gradient method, as well as its
inexact version, is limited to the case, where both objectives
are a function of the same variable. Many problems and
most importantly MPC problems are not of this type. In
order to generalize the problem formulation, we employ
the fast alternating minimization algorithm, which covers
optimization problems of the form in Problem III.1. In this
section, we extend FAMA to the inexact case and present the
theoretical convergence properties of the new inexact FAMA
algorithm.
Problem III.1.
min f(x) + g(z)
s.t. Ax+Bz = c
with variables x ∈ Rnx and z ∈ Rnz , where A ∈ Rnc×nx ,
B ∈ Rnc×nz and c ∈ Rnc . f : Rnx → R and g : Rnz → R
are convex functions. The Lagrangian of Problem III.1 is
L(x, z, λ) = f(x) + g(z) + λT (Ax+Bz − c) , (4)
and the dual function is
D(λ) = inf
x,z
L(x, z, λ) (5a)
=− sup
x
{
λTAx− f(x)} (5b)
− sup
z
{
λTBz − g(z)}+ λT c
=− f?(ATλ)− g?(BTλ) + λT c , (5c)
where f? and g? are the conjugate functions of f and g. The
dual problem of Problem III.1 is
Problem III.2.
min −D(λ) = f?(ATλ)︸ ︷︷ ︸
φ(λ)
+ g?(BTλ)− cTλ︸ ︷︷ ︸
ψ(λ)
.
Assumption III.3. • f is a strongly convex function with
convexity modulus σf ,
• g is a convex function, not necessarily smooth.
Algorithm 2 Inexact Fast alternating minimization algorithm
(Inexact FAMA)
Require: Initialize α1 = 1, λ1 = λˆ1 = λ0 ∈ RNb , and
τ < σf/ρ(A)
for k = 1, 2, · · · do
1: x˜k = argminx {f(x) + 〈λˆk,−Ax〉}+ δk
2:z˜k = argminz {g(z) + 〈λˆk,−Bz〉
+ τ2‖c−Ax˜k −Bz‖2}+ θk
3: λk+1 = λˆk + τ(c−Ax˜k −Bz˜k)
4: αk+1 = (1 +
√
4(αk)2 + 1)/2
5: λˆk+1 = λk+1 + (αk − 1)(λk+1 − λk)/αk+1
end for
The inexact FAMA algorithm is presented in Algorithm 2,
which allows errors in Step 1 and in Step 2 of the algorithm,
i.e. both minimization problems are solved inexactly with
errors δk and θk, respectively. Lemma III.4 shows that
inexact FAMA in Algorithm 2 is equivalent to applying
inexact APGM in Algorithm 1 to the dual problem in Prob-
lem III.2 with the following correspondence: the gradient
computation error in Algorithm 1 is equal to ek = Aδk and
the error of solving the proximal minimization is equal to
k = τ2L(ψ)‖Bθk‖ + τ22 ‖Bθk‖2. With this equivalence,
shown in detail in Lemma III.4, the complexity bound in
Proposition II.3 can be extended for the inexact FAMA
algorithm. The proof of Lemma III.4 is an extension of the
proof of Theorem 2 in [10] and the proof in Section 3 in
[17].
Lemma III.4. If Assumption III.3 is satisfied and inexact
FAMA and inexact APGM are initialized with the same
primal and dual starting points, then applying inexact FAMA
in Algorithm 2 to Problem III.1 is equivalent to apply-
ing inexact APGM in Algorithm 1 to the dual problem
defined in Problem III.2 with the errors ek = Aδk and
k = τ2L(ψ)‖Bθk‖ + τ22 ‖Bθk‖2, where L(ψ) denotes the
Lipschitz constant of the function ψ.
Proof: The result is shown by proving that Step 1, 2
and 3 in Algorithm 2 are equivalent to Step 1 in Algorithm 1,
i.e. the following equality holds:
λk = proxτψ,k(λˆ
k − τ(∇φ(λˆk) + ek)) , (6)
with ek = Aδk and k = τ2L(ψ)‖Bθk‖+ τ22 ‖Bθk‖2. Step 2
in Algorithm 2 implies:
BT λˆk + τBT (c−Ax˜k −Bzk) ∈ ∂g(zk) ,
where zk = argminz {g(z) + 〈λˆk,−Bz〉 + τ2‖c − Ax˜k+1−Bz‖2} = z˜k − θk. From the property of the conjugate
function p ∈ ∂f(q)⇔ q ∈ ∂f?(p), it follows that
zk ∈ ∂g?(BT λˆk + τBT (c−Ax˜k −Bzk)) .
By multiplying with B and subtracting c on both sides, we
obtain
Bzk − c ∈ B∂g?(BT λˆk + τBT (c−Ax˜k −Bzk))− c .
By multiplying with τ and adding λˆk + τ(c−Ax˜k −Bzk)
on both sides, we get
λˆk − τAx˜k ∈ τB∂g?(BT λˆk + τBT (c−Ax˜k −Bzk))
− τc+ λˆk + τ(c−Ax˜k −Bzk) .
Since ψ(λ) = g?(BTλ) − cTλ, we have ∂ψ(λ) =
B∂g?(BTλ)− c, which implies
λˆk − τAx˜k ∈ τ∂ψ(λˆk + τ(c−Ax˜k −Bzk))
+ λˆk + τ(c−Ax˜k −Bzk) .
Since zk = z˜k − θk, it follows that
λˆk − τAx˜k ∈ τ∂ψ(λˆk + τ(c−Ax˜k −Bz˜k +Bθk))
+ λˆk + τ(c−Ax˜k −Bz˜k +Bθk) .
By Step 3 in Algorithm 2, the above equation results in
λˆk − τAx˜k ∈ τ∂ψ(λk + τBθk) + λk + τBθk .
From Step 1 in Algorithm 2 and the property of the conjugate
function p ∈ ∂f(q)⇔ q ∈ ∂f?(p), we obtain
λˆk−τA(∇f?(AT λˆk)+δk) ∈ τ∂ψ(λk+τBθk)+λk+τBθk .
By definition of the function φ, we get
λˆk − τ(∇φ(λˆk) +Aδk) ∈ τ∂ψ(λk + τBθk) + λk + τBθk ,
which is equivalent to
λk = proxτψ(λˆ
k − τ(∇φ(λˆk) + ek))− τBθk ,
with ek = Aδk. In order to complete the proof of equation
(6), we need to show that λk is an inexact solution of the
proximal operator as defined in equation (3) with the error
k = τ2L(ψ)‖Bθk‖+ τ22 ‖Bθk‖2, i.e. to prove
τψ(λk)+
1
2
‖λk−v‖2 ≤ k+minλ
{
τψ(λ) +
1
2
‖λ− v‖2
}
,
where ν = λˆk − τ(∇φ(λˆk) +Aδk). Finally, using
τψ(λk + τBθk) +
1
2
‖λk + τBθk − ν‖2
− τψ(λk)− 1
2
‖λk − ν‖2
≤ τ(ψ(λk + τBθk)− ψ(λk)) + 1
2
‖τBθk‖2
≤ τ2L(ψ)‖Bθk‖+ τ
2
2
‖Bθk‖2 = k ,
equation (6) is proved.
Based on the equivalence shown in Lemma III.4 , we can
now derive an upper-bound on the sub-optimality of the dual
function value of the sequence {λk} in Theorem III.5.
Theorem III.5. Let {λk} be generated by the inexact FAMA
in Algorithm 2. If Assumption III.3 holds, then for any k ≥ 1
D(λ?)−D(λk) ≤ 2L(∇φ)
(k + 1)2
(
‖λ0 − λ?‖+ 2Γk +
√
2Λk
)2
,
(7)
where
Γk =
k∑
p=1
p
(
‖Aδp‖
L(∇φ) + τ
√
2L(ψ)‖Bθp‖+ ‖Bθp‖2
L(∇φ)
)
,
(8)
Λk =
k∑
p=1
p2τ2(2L(ψ)‖Bθp‖+ ‖Bθp‖2)
2L(∇φ) , (9)
and L(∇φ) = σ−1f · ρ(A).
Proof: Lemma III.4 shows the equivalence between
Algorithm 2 and Algorithm 1 with ek = Aδk and k =
τ2L(ψ)‖Bθk‖ + τ22 ‖Bθk‖2. It therefore only remains to
be shown that the dual defined in Problem III.2 satisfies
Assumption II.2. φ(λ) and ψ(λ) are both convex, since the
conjugate functions and linear functions as well as their
weighted sum are always convex (the conjugate function
is the point-wise supremum of a set of affine functions).
Furthermore, since f(x) is strongly convex with σf by
Assumption III.3, we know that f? has Lipschitz-continuous
gradient with Lipschitz constant
L(∇f?) = σ−1f .
It follows that the function φ has Lipschitz-continuous gra-
dient ∇φ with Lipschitz constant
L(∇φ) = σ−1f · ρ(A) .
Hence, the functions φ and ψ satisfy Assumption II.2.
Proposition II.3 applies and completes the proof of the upper-
bound in inequality (7).
After showing equivalence of inexact FAMA and inexact
APGM in Lemma III.4 and the upper-bound in Theo-
rem III.5, the conditions on the errors for the convergence
of inexact APGM presented in Section II-B can directly
be extended to inexact FAMA with the errors defined in
Lemma III.4.
IV. INEXACT FAST ALTERNATING MINIMIZATION
ALGORITHM WITH WEAKENED ASSUMPTION
For many problems, it is desirable to choose a splitting
where a convex constraint is additionally imposed on the
strongly convex objective f . An example is distributed MPC
discussed in the next section, where the global optimization
problem is split into local problems according to the dynamic
couplings of the subsystems. However, the local problems
have local constraints, which can be considered as indicator
functions in the cost. Since indicator functions are only
weakly convex, Assumption III.3 will be violated. In this sec-
tion, we present a weakened assumption in Assumption IV.1,
which allows the strongly convex objective in Problem III.1
to be subject to convex constraints, and still guarantees
convergence of the algorithm.
Assumption IV.1. • f is a strongly convex function de-
fined on a convex set C. σf denotes the convexity
modulus of f .
• g is a convex function, not necessarily smooth.
We define the dual function f¯ of f in equality (10). It has
the similar meaning to the conjugate function f?, but the
domain of the function is given by the convex constraint.
Before showing the convergence proof of FAMA under As-
sumption IV.1, we first show Lipschitz continuity of ∇f¯(·),
which is required by the convergence proof in Theorem IV.3.
f¯(y) := sup
x∈C
yTx− f(x) = − inf
x∈C
f(x)− yTx . (10)
Lemma IV.2. If the function f is strongly convex with the
convexity modulus σf and the constraint C is a convex set,
then the function f¯ has a Lipschitz continuous gradient
∇f¯(y) = −x?(y) , (11)
with
x?(y) = argminx∈C f(x)− yTx . (12)
For any y1 and y2, we have
‖∇f¯(y1)−∇f¯(y2)‖ ≤ L(∇f¯)‖y1 − y2‖ , (13)
with a Lipschitz constant L(∇f¯) = 1σf .
Proof: The proof follows directly from Theorem 1 in
[14].
Adding a convex constraint C to the objective f in Prob-
lem III.1 results in the following modification of Step 1 in
Algorithm 2
x˜k = argminx∈C {f(x) + 〈λˆk,−Ax〉}+ δk . (14)
The following theorem shows the convergence property of
the inexact FAMA algorithm with modified Step 1 in (14).
Theorem IV.3. If Assumption IV.1 holds and the inexact
solution x˜k is feasible for all k ≥ 0, i.e. x˜k ∈ C, the
sequence {λk} generated by the inexact FAMA algorithm
with the modified first step in (14) satisfies inequality (7).
Proof: Since the definition of the function f¯(·) corre-
sponds to the definition of the conjugate function of f(·)
with the function domain given by C, then the property
p ∈ ∂f(q) ⇔ q ∈ ∂f?(p) is preserved. Hence Lemma III.4
still holds, namely that the inexact FAMA with the modified
first step in (14) is equivalent to the inexact accelerated
proximal-gradient method on the dual problem. It remains
to be shown that the dual defined in (15b) satisfies the
convergence assumption of the inexact accelerated proximal-
gradient method in Assumption 1
D(λ) =− sup
x∈C
{
λTAx− f(x)}
− sup
z
{
λTBz − g(z)}+ λT c (15a)
=−f¯(ATλ)︸ ︷︷ ︸
−φ¯(λ)
+−g?(BTλ) + cTλ︸ ︷︷ ︸
−ψ(λ)
. (15b)
The dual problem is to minimize −D(λ) = φ¯(λ) +
ψ(λ). φ¯(λ) and ψ(λ) are both convex by definition. From
Lemma IV.2, it follows that φ¯(λ) has a Lipschitz continuous
gradient ∇φ¯(λ) = A∇f¯(ATλ) with a Lipschitz constant
L(∇φ(λ)) = σ−1f · ρ(A). Hence, Assumption 1 is satisfied
and (7) holds by Theorem III.5.
Theorem IV.3 allows for the application of FAMA, as well
as its inexact version, to problems with additional convex
constraints on the strongly convex part of the objective,
which in particular enables the application of inexact FAMA
to distributed MPC problems, discussed in the next section.
V. INEXACT FAMA FOR DISTRIBUTED MODEL
PREDICTIVE CONTROL
A. Distributed Model Predictive Control
We consider a network of M agents. The agents interact
and communicate according to a fixed undirected graph G =
(V,E). The vertex set V = {1, 2, · · · ,M} represents the
agents and the edge set E ⊆ V ×V specifies pairs of agents
that interact and can communicate. If (i, j) ∈ E, we say
that agents i and j are neighbors, and we denote by Ni =
{j|(i, j) ∈ E} the set of the neighbors of agent i. Note that
Ni includes i. The dynamics of the ith agent are given by
the discrete-time linear dynamics
xi(t+ 1) =
∑
j∈Ni
Aijxj(t) +Bijuj(t) i = 1, 2, · · · ,M.
(16)
where Aij and Bij are the dynamic matrices. The states and
inputs of agent i are subject to local convex constraints
xi(t) ∈ Xi ui(t) ∈ Ui i = 1, 2, · · · ,M . (17)
The distributed MPC problem is given in Problem V.1. A
similar problem formulation is considered in [6], where it is
shown how stability can be guaranteed with the considered
problem structure.
Problem V.1.
min
x,u
M∑
i=1
N−1∑
t=0
li(xi(t), ui(t)) +
M∑
i=1
lfi (xi(N))
s.t. xi(t+ 1) =
∑
j∈Ni
Aijxj(t) +Bijuj(t)
xi(t) ∈ Xi , ui(t) ∈ Ui ,
xi(N) ∈ Xfi . xi(0) = x¯i , i = 1, 2, · · · ,M .
where li(·, ·) and lfi (·) are strictly convex stage cost func-
tions and N is the horizon for the MPC problem. The
state and input sequences along the horizon of agent i are
denoted by xi = [xTi (0), x
T
i (1), · · · , xTi (N)]T and ui =
[uTi (0), u
T
i (1), · · · , uTi (N)]T . We denote the concatenations
of the state sequences and input sequences of agent i
and its neighbours by xNi and uNi . The corresponding
constraints are xNi ∈ XNi and uNi ∈ UNi . We define
v = [xT1 , x
T
2 , · · · , xTM , uT1 , uT2 , · · · , uTM ]T to be the global
variable and zi = [xNi , uNi ] to be the local variables.
ZNi = XNi × UNi denotes the local constraints on zi and
Hizi = hi denotes the dynamical constraint of sub-system
i. Problem V.1 can be rewritten as
Problem V.2.
min
x,u
M∑
i=1
fi(zi)
s.t. zi ∈ Ci , zi = Eiv , i = 1, 2, · · · ,M .
where fi is the local cost function for agent i containing all
the stage cost functions of the state and input sequences of
agent i and its neighbours. The constraint Ci includes the
constraint ZNi and the dynamical constraint Hizi = hi. Ei
are the matrices, which select the local variables from the
global variable.
B. IFAMA for Distributed Model Predictive Control
In this section, we apply inexact FAMA to Problem V.2.
The idea is to split the global optimization problem into
small and local problems according to the physical couplings
of the sub-systems. Algorithm 3 presents the algorithm. We
denote the ith component of v by [v]i, i.e. [v]i = [xi, ui].
Note that Step 2 in Algorithm 2 is simplified to be Step 3
in Algorithm 3, which requires only local communication.
With the considered splitting in Problem V.2, δki and θ
k
i
represent the computation error of the local problems and
the consensus error.
Assumption V.3. Every local cost function fi in Prob-
lem V.2 is a strongly convex function with a convexity
Algorithm 3 Inexact Fast alternating minimization algorithm
for DMPC
Require: Initialize α0 = 1, λ−1i = λˆ0i = λ0i , and τ <
min1≤i≤M{σfi}
for k = 1, 2, · · · do
1: z˜ki = argminzi∈Ci{fi(zi) + 〈λˆki ,−zi〉}+ δki
2: Send z˜ki to all the neighbours of agent i.
3: [v˜k]i = 1|Ni|
∑
j∈Ni [z˜
k
j ]i + θ
k
i .
4: Send [v˜k]i to all the neighbours of agent i.
5: λki = λˆ
k
i + τ(Eiv˜
k − z˜ki )
6: αk+1 = (1 +
√
4(αk)2 + 1)/2
7: λˆk+1i = λ
k
i + (α
k − 1)(λki − λk−1i )/αk+1
8: i = 1, 2, · · · ,M.
end for
modulus σfi and the set ZNi is a convex set, for all i =
1, · · · ,M .
Recall the problem formulation of FAMA defined in Prob-
lem III.1. For Problem V.2 and Algorithm 3, the two ob-
jectives are f(z) =
∑M
i=1 fi(zi) subject to zi ∈ Ci for
all i = 1, · · · ,M and g = 0. The matrices are A = I ,
B = [ET1 , E
T
2 , · · · , ETM ]T and c = 0. Hence, Theorem IV.3
can be simplified as follows.
Corollary V.4. Let {λk = [λkT1 , · · · , λk
T
M ]
T } be generated
by Algorithm 3. If Assumption V.3 is satisfied and the inexact
solutions z˜ki are feasible for all k ≥ 1, i.e. z˜ki ∈ Ci, then for
any k ≥ 1
D(λ?)−D(λk) ≤ 2L(∇φ)
(k + 1)2
(
‖λ0 − λ?‖+ 2Γ¯k +
√
Λ¯k
)2
,
(18)
where D(·) is the dual function of Problem V.2, λ0 =
[λ0
T
1 , · · · , λ0
T
M ]
T and λ? are the initial and the optimal
sequences of Lagrangian multipliers, respectively. The Lip-
schitz constant L(∇φ) is equal to σ−1fmin , where σfmin =
min{σf1 , · · · , σfM }. And
Γ¯k = M
k∑
p=1
p
(
δpmax
L(∇φ) + τ
ρ(E)θpmax√
L(∇φ)
)
, (19)
Λ¯k =
τ2ρ(E)2M2
L(∇φ)
k∑
p=1
p2θp
2
max . (20)
where δpmax = max{‖δp1‖, · · · , ‖δpM‖}, θpmax =
max{‖θp1‖, · · · , ‖θpM‖} and ET = [ETi , · · · , ETM ]T .
Proof: We split Problem V.2 such that the two ob-
jectives according to Problem III.1 are f =
∑M
i=1 fi and
g = 0 , and the matrices are A = I , B = E and c = 0.
By Assumption V.3, it follows that all the assumptions
for Theorem IV.3 are satisfied. Hence, the sequence {λk}
generated by Algorithm 3 satisfies inequality (7) with Γk
and Λk in (8) and (9) with δk = [δk
T
1 , · · · , δk
T
M ]
T and
θk = [θk
T
1 , · · · , θk
T
M ]
T . Since g = 0 and c = 0, it follows
that L(∇ψ) = 0. Then we can simplify Γk and Λk and
upper-bound them by Γ¯k and Λ¯k
Γk =
k∑
p=1
p
(
‖δp‖
L(∇φ) + τ
√
‖Bθp‖2
L(∇φ)
)
≤ Γ¯k ,
Λk =
k∑
p=1
p2τ2‖Bθp‖2
2L(∇φ) ≤ Λ¯
k .
This proves inequality (18). Since A = I , then the Lipschitz
constant is L(∇φ) = σ−1fmin · ρ(A) = σ−1fmin with σfmin =
min{σf1 , · · · , σfM }. Furthermore, the condition on the step-
size τ reduces to τ < σf/ρ(A) = σfmin . The proof is
completed.
Remark V.5. All the steps in Algorithm 3 can be updated
in parallel. Although Step 5 uses the global variable v, each
update requires only local information, since the selection
matrix Ei only selects sub-system i and its neighbours.
Remark V.6. For the case that all local problems are solved
exactly and the consensus errors are zero, i.e. δki = 0 and
θki = 0, Algorithm 3 converges to the optimal point at the
rate O( 1k2 ).
The upper-bound in Corollary V.4 provides sufficient
conditions on the error sequences {δkmax} and {θkmax} for
the convergence of the algorithm to the optimal solution:
• The series {k‖δkmax‖} and {k‖θkmax‖} are summable
and decrease at O( 1k2 ).
• The sequences {‖δkmax‖} and {‖θkmax‖} decrease at the
rate O( 1k2+κ ) for any κ ≥ 0.
Remark V.7. The benefit of replacing Γk and Λk with Γ¯k
and Λ¯k is that Γ¯k and Λ¯k are represented by δkmax and
θkmax, which are upper-bounds for the local errors. Then
the conditions on the global errors δk and θk reduce to
conditions on the local computation and consensus errors.
C. Discussion
After having shown that inexact FAMA allows for solving
the local problems inexactly, the following discussion ad-
dresses the question of which methods provide the required
properties of the local solutions. The local problems have the
structure of standard MPC problems with strongly convex
cost functions and convex constraints.
The fast gradient method, the interior-point method and
active-set method are good candidates for solving the local
problems, since these methods have shown good perfor-
mance for solving MPC problems and ensure primal fea-
sibility of suboptimal iterates. However, the interior-point
method and active-set method generally do not provide good
bounds on the number of iterations for a given level of sub-
optimality.
VI. NUMERICAL EXAMPLE
This section illustrates the theoretical findings of the paper
and demonstrates the performance of inexact FAMA for
solving a randomly generated distributed MPC problem. For
this example, we assume that the sub-systems are coupled
only in the control input.
xi(t+ 1) = Aiixj(t) +
∑
j∈Ni
Bijuj(t) , i = 1, 2, · · · ,M .
We randomly generate a connected network with 40 sub-
systems. Each sub-system has 3 states and 2 inputs. The
dynamical matrices Aii and Bij are randomly generated,
i.e. generally dense, and the local systems are controllable
and unstable. The input constraint Ui for sub-system i is
set to Ui = {ui| − 0.4 ∗ 1 ≤ ui(t) ≤ 0.3 ∗ 1}, where
1 denotes the all-ones vector with the same dimension as
ui. The horizon of the MPC problem is set to N = 11.
The local cost functions are chosen as quadratic func-
tions, i.e. li(xi(t), ui(t)) = xTi (t)Qxi(t) + u
T
i (t)Rui(t)
and lfi (xi(N)) = x
T
i (N)Pxi(N), where Q, R and P are
identity matrices. The initial states x¯i are chosen, such that
more than 70% of the elements of the vector u?(0) =
[u?
T
1 (0), · · · , u?
T
M (0)]
T are at the constraints.
In Fig. 1, we demonstrate the convergence properties of
inexact FAMA with three different kinds of errors for δk and
θk and compare inexact FAMA with exact FAMA, for which
all the errors are equal to zero. Note that these errors are
synthetically constructed to specify different error properties.
We solve the local problems to optimality and then add the
errors to it. The red line shows the performance of exact
FAMA. The blue, green and pink lines show the performance
of inexact FAMA. For the blue one, the errors δkmax and θ
k
max
are set to be decreasing at O( 1k2 ) rate. For the green line, the
rate of decrease is set to O( 1k3 ). For the pink line, the rate
of decrease is set to O( 1k ). We can observe that the red, blue
and green lines basically overlap. Inexact FAMA with errors
decreasing at the rates O( 1k2 ) and O(
1
k3 ), which satisfy the
sufficient conditions on the errors discussed in Section V-B,
converges to the optimal solution as the iterations increase,
and shows almost the same performance as exact FAMA. The
pink line, for which the decrease rate of the error is O( 1k ),
which does not satisfy the sufficient conditions in Section V-
B, shows a lot of oscillations and the decrease tends to be
slower and eventually stalls.
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Fig. 1: Comparison of the performance of FAMA and inexact
FAMA with errors decreasing at different pre-defined rates.
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