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Abstract. We introduce a method that can be used to evolve the topology of
a network in a way that preserves both the network’s spectral as well as local
structure. This method is quite versatile in the sense that it can be used to
evolve a network’s topology over any collection of the network’s elements. This
evolution preserves both the eigenvector centrality of these elements as well as
the eigenvalues of the original network. Although this method is introduced
as a tool to model network growth, we show it can also be used to compare
the topology of different networks where two networks are considered similar
if their evolved topologies are the same. Because this method preserves the
spectral structure of a network, which is related to the network’s dynamics, it
can also be used to study the interplay of network growth and function. We
show that if a network’s dynamics is intrinsically stable, which is a stronger
version of the standard notion of stability, then the network remains intrin-
sically stable as the network’s topology evolves. This is of interest since the
growth of a network can have a destabilizing effect on the network’s dynamics,
in general. In this sense the methods developed here can be used as a tool
for designing mechanisms of network growth that ensure a network remains
stabile as it grows.
1. Introduction
Networks in the biological, social, and technological sciences fill specific needs.
Gene regulatory networks play a central role in cell growth, neural networks are
responsible for certain cognitive processes, and metabolic networks determine the
biochemical properties of cells [1, 2, 3]. Social networks such as the interactions of
social insects [4, 5] and professional sports teams [6] are used to achieve a common
goal or outcome. Technological networks such as the internet together with the
World Wide Web allow access to information.
The task these networks are able to perform depend on two common features.
First, each network is built out of a number of components that typically have a
complicated structure of interactions, which we refer to as the network’s topology.
Second, the vast majority of these networks are dynamic in the sense that each
network component has a certain behavior that depends on those components it
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interacts with. The pattern of behavior that emerges from these interactions is the
network’s dynamics.
The extent to which a network can perform a certain task typically depends
both on the network’s topology and dynamics. For example, an electrical grid
with a well-designed structure of power lines, substations, etc. would likely be
considered substandard if it only provided power intermittently. Alternatively, if
power was supplied at all times but the design of the power grid limited the number
of customers, the same would be true. In this way both the topology and dynamics
of a network are important to the network’s ability to perform its function.
To complicate things, real-world networks are not only dynamic in terms of the
behavior of their elements but also in terms of their topology. For example, neural
networks are continually adding new neurons and connections to process and store
incoming information. Social networks are constantly reorganizing themselves as
new relationships are formed and old ones are dissolved. Similarly, the World Wide
Web has an ever changing structure of interactions as web pages are updated,
added, and deleted (see [7] for a review of the changing topology of networks).
For the sake of clarity, throughout the paper we will refer to a network’s evolution
as the changes that occur in the network’s topology over time. We will use the term
dynamics when referring to the collective behavior of the elements that make up
the network, although both the changes in the network’s topology and the behavior
of these elements are in fact aspects of the network’s dynamics.
One of the central questions in network science is how a complex system, i.e. a
network, with an evolving structure of interactions can maintain a specific function.
For instance, a beating heart maintains its dynamics even as the cellular structure
grows over time. Similarly, electrical grids need to be engineered in a way that
allows for power to be supplied even as new power lines, stations, etc. are added
to the existing grid.
The issue is that network growth, although important to the network’s function,
can have a destabilizing effect on the network’s dynamics, which in turn can lead to
network failure. Cancer, for instance, which is the uncontrolled growth of unwanted
cells is an example of this phenomena in biological networks.
In this paper we develop a theory that offers a flexible method for modeling the
growth of a network. This method is built around the theory of isospectral network
transformations [8, 9], which describes how certain changes in a network’s structure
effect the network’s spectrum, i.e. the eigenvalues associated with the network.
Since the eigenvalues of a network are related to both the network’s structure and
dynamics, this allows us to study how changes in the graph’s structure effect the
network’s spectrum and how this impacts the network’s dynamics and ultimately
its function.
To be resilient to failures networks typically have a certain amount of redundancy
in their topology [10, 11]. Hence, as the topology of a network evolves the network
is likely evolves in ways that preserves certain structures useful to the network.
Such statistically significant structures are often referred to as network motifs [13].
Using this idea we evolve the topology of a network in a way that preserves to a
large extent the network’s local structure, which has the effect of largely preserving
the spectral properties of the network.
To evolve the topology of a network we begin by describing its structure of
interactions by a graph G whose vertices V (nodes) represent the network’s elements
MECHANISMS FOR NETWORK GROWTH 3
(components) and whose edges E represent the network’s interactions. The graph
G is evolved by selecting a subset of the network’s elements S ⊂ V , which we will
refer to as the core of the evolved graph.
To evolve the graph G we introduce the notion of a branch of components. The
components we consider are the strongly connected components of the graph made
up of those vertices not in S. A branch of components consists of either a path
or cycle of these components that begins and ends at a vertex of S (see definition
1). By merging these branches together the result is the evolved graph XS(G) (see
definition 2), which represents the network’s topology at some later point in time.
Because this type of transformation preserves the components of the original
graph, the evolved graph is in this sense locally indistinguishable from the original
graph. The difference is that the evolved graph will typically have many more of
these components than the original graph. This difference in structure is reflected in
the difference in the spectrum σ(G) of the original graph G and spectrum σ(XS(G))
of the evolved graph XS(G). This is one of the paper’s main results and is described
by the following theorem (see section 2, theorem 1).
Main Result 1. (Spectra of Evolved Graphs) Let G be a graph with vertex set
V . If S ⊆ V let C1, . . . , Cm be the strongly connected components of G|S¯ where S¯
is the complement of S. Then
σ
(XS(G)) = σ(G) ∪ σ(C1)n1−1 ∪ σ(C2)n2−1 ∪ · · · ∪ σ(Cm)nm−1
where ni is the number of components Ci in the evolved graph XS(G) and σ(Ci)ni−1
denotes ni − 1 copies of the eigenvalues of Ci.
The spectrum of the evolved graph XS(G) is then the spectrum of the original
graph G together with some collection of eigenvalues of the components C1, . . . , Cm
of G. Therefore, if a network has a changing topology that can be modeled via
a graph evolution then we can effectively predict changes in both the network’s
topology and spectrum over time. Since the dynamics of a network depends on its
spectrum, the theory of graph evolutions developed in this paper is a potential tool
to study the interplay of network growth and function.
A graph evolution also preserves the eigenvectors of graph in a certain way.
Specifically, a graph evolution preserves the part of the graph’s eigenvectors that
correspond to the network’s core under some mild conditions (see section 2, propo-
sition 2.4). An important consequence of this fact is that the eigenvector centrality
of the network’s core is preserved as the network evolves (see section 2, theorem 2).
Main Result 2. (Eigenvector Centrality of Evolved Graphs) Let G = (V,E)
be strongly connected with its eigenvector centrality given by the vector p. If S ⊂ V
then the eigenvector centrality of XS(G) is given by a vector q where pS = qS.
The vectors pS and qS are respectively the vectors p and q restricted to the entries
indexed by S.
Another important feature of a graph evolution is that it is extremely versatile in
the sense that a graph G can be evolved with respect to any subset of its vertex set.
One of the applications of this fact, which we explore in this paper, is to use graph
evolutions to determine whether two related or unrelated networks with graphs G
and H are similar in the following way.
Is it is fairly straight-forward to devise a rule τ that selects a unique vertex set of
any graph. For instance, the rule τ that selects those vertices with highest degree,
4 L. A. BUNIMOVICH1 AND B. Z. WEBB2
eigenvalue centrality, clustering coefficient, etc. is such a rule, which we refer to as
a structural rule. Two graphs G and H are considered to be similar to each other if
they evolve into the same graph under the rule τ , which we write as τ(G) ' τ(H),
where τ(G) is the graph G evolved with respect to τ . It turns out that this notion
of similarity, which we refer to as evolution equivalence, can be used to partition the
space of all graphs into those graphs that are similar, i.e. are evolution equivalent,
with respect to τ and those that are not. This is summarized in the following result
(see section 3, theorem 3).
Main Result 3. (Evolution Equivalence) Suppose τ is a rule that selects a
unique set of vertices from any graph, i.e. a structural rule. Then τ induces an
equivalence relation ∼ on the set of all graphs where G ∼ H if τ(G) ' τ(H).
One reason for designing such a rule τ is that most of the time it is not obvious
that two different graphs are equivalent. That is, two graphs may be similar but
until both graphs are evolved with respect to some rule τ this may be difficult to
see. In this paper we show that by choosing an appropriate rule τ one can discover
this similarity (see examples 3.2 and 3.3).
In this way, a rule τ allows those studying a particular class of networks a way
of comparing the evolved topology of these networks and drawing conclusions about
both the evolved and original networks. Of course, it is important that the rule
τ be designed by the particular biologist, chemist, physicist, etc. to have some
significance with respect to the nature of the networks under consideration.
In fact, the rule used can be completely arbitrary, i.e. the biologist, chemist,
physicist can choose whatever set of elements she or he deems important and disre-
gard the notion of choosing a rule altogether. Although having no fixed rule means
that we lose the notion of evolution equivalence, it is still possible to compare the
structure of the evolved graphs. What is important is that many networks cur-
rently under study are likely to have features that come to light as these networks
are evolved.
Not only can a rule τ be used to discover the similarities between two graphs
and their associated networks but this rule can be used to sequentially evolve the
structure of a graph G, which results in the sequence
G, τ(G), τ2(G), τ3(G), . . . , τ i(G), . . .
This allows one to study the long-term or asymptotic evolution of a network’s topol-
ogy under τ . As opposed to many of the most well-known methods for evolving the
topology of a graph, such as preferential attachment [12], the sequence of evolutions
is deterministic and results in the unique graph τ i(G) after each step. Moreover,
because of the way in which a graph evolution is defined, the graph τ i(G) becomes
sparser after each iteration, which is important as most real networks are sparse
[14, 15].
To demonstrate how this theory of graph evolutions can be used in the study of
network dynamics we consider a class of dynamical networks, which are dynamical
systems with an underlying graph structure, that can be evolved with respect to a
given rule τ . The specific dynamical property we consider here is stability, which is
observed in a number of important systems including neural networks [16, 17, 18,
19, 20], epidemic models [21], and in the study of congestion in computer networks
[22].
MECHANISMS FOR NETWORK GROWTH 5
We show that if a dynamical network (F,X) is intrinsically stable, which is
a stronger form of stability than the standard notion of stability (see definition
4), then the evolved version of this network (Fτ , Xτ ) under any rule τ remains
intrinsically stable. This is summarized in the following theorem (see section 4,
theorem 5).
Main Result 4. (Stability of Structurally Evolving Networks) Let (F,X)
be a dynamical network and τ a structural rule. If (F,X) is intrinsically stable then
the evolved network (Fτ , Xτ ) is also intrinsically stable.
Additionally, we show that stability by itself is not enough to guarantee that
a network will remain stable as its topology evolves (see example 4.2). That is,
a network may lose its stability as it grows if it is not intrinsically stable. That
is, intrinsic stability provides a way of designing stable networks that maintain
stability even as their topology evolves.
The paper is organized as follows. In section 2 we introduce the notion of a graph
evolution and prove our first main result regarding the spectrum of an evolved
graph (theorem 1). In this section we also describe how a graph evolution effects
the graph’s eigenvectors and in particular preserves the eigenvector centralities of
an associated network. In section 3 we use this theory together with the idea of
a structural rule τ to develop the concept of a evolution equivalence. That is, we
show that any rule τ can be used to compare and analyze the structure of networks
in a variety of ways (theorem 3).
In section 4 we use graph evolutions to evolve the structure of a dynamical
system used to model network dynamics. Here we show that if such a network is
intrinsically stable then an evolved version of the network is also stable (theorem
5). Section 5 contains some concluding remarks. Section 6 contains a proof of
theorem 1 together with the necessary parts of the theory of isospectral network
transformations needed to prove this result.
2. Structural Evolution of Graphs
The standard method used to describe the topology of a network is a graph. A
graph G = (V,E, ω) is composed of a vertex set V , an edge set E, and a function ω
used to weight the edges E of the graph. The vertex set V represents the elements
of the network, while the edges E represent the links or interactions between these
network elements. The weights of the edges given by ω measure the strength of
these interactions.
In general, the edges E of a graph can either be directed or undirected. For
instance, the edges in a graph representing the World Wide Web are directed since
hyperlinks take a user from one page to another. The internet, which is a physical
network of data connections between computers, is represented by a graph that has
undirected edges since such connections can transfer data in both directions.
The techniques and results we present are valid for both directed as well as
undirected graphs. To describe these both these techniques and results it is worth
emphasizing that directed graphs are more general than undirected graphs. The
reason is that an undirected graph can be considered to be a directed graph by
replacing each of its edges by two directed edges that point in opposite directions.
Similarly, weighted graphs are more general than unweighted graphs since an un-
weighted graph can be made into a weighted graph by giving each of its edges unit
weight.
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vi
e0
C1
e1
C2
e2 . . . em−1 Cm
em vj
Figure 1. A representation of a path of components is shown,
consisting of the sequence C1, . . . , Cm of components beginning at
vertex vi and ending at vertex vj . From Ck to Ck+1 there is a
single directed edge ek+1. From vi to C1 and from Cm to vj there
is also a single directed edge.
With this in mind, the graphs we consider in this paper are formally those graphs
that are either directed or undirected and either weighted or unweighted. However,
as any such graph can be considered to be a weighted directed graph then, without
loss in generality, we consider those graphs G = (V,E, ω) that are both weighted
and directed. That is, we let V = {v1, . . . , vn}, where vi represents the ith network
element. We let eij denote the edge that begins at vi and ends at vj . In terms
of the network, the edge eij belongs to the edge set E if the ith network element
directly influences or is linked to the jth network element.
One of the most natural ways of investigating a graph is to analyze its path
and cycle structure. This approach goes back to the origins of graph theory where
Euler used these ideas to solve the Ko¨nigsberg bridge problem [23]. A path P in
the graph G = (V,E, ω) is an ordered sequence of distinct vertices P = v1, . . . , vm
in V such that ei,i+1 ∈ E for i = 1, . . . ,m − 1. If the vertices v1 and vm are the
same then P is a cycle. If it is the case that a cycle contains a single vertex then
we call this cycle a loop.
A fundamental idea related to the structure of a graph is the notion of a strongly
connected component. The idea is that there may be a path from vi to vj but no
path from vj to vi. In this case the jth vertex can be reached from the ith but
not the other way around. In a strongly connected component every vertex can
be reached from every other vertex and so every element in this component of the
associated network can have an effect on every other element in the component.
A graph G = (V,E, ω) is strongly connected if for any vertices vi, vj ∈ V there is
a path from vi to vj or G consists of a single vertex. A strongly connected component
of a graph G is a subgraph that is strongly connected and is maximal with respect
to this property.
Because we are concerned with evolving the structure of a network in ways that
preserve, at least locally, the structure of a graph, we will need the notion of a
graph restriction. For a graph G = (V,E, ω) and a subset S ⊆ V we let G|S be the
restriction of the graph G to the vertex set S, which is the subgraph of G on the
vertex set S along with any edges of E between vertices in S. Importantly, we let
S¯ denote the complement of S, so that the restriction G|S¯ is the graph restricted
to the complement of those vertices not in S.
The key to evolving the structure of a graph in a way that preserves to a large
extent both the spectral properties of the graph and the graph’s local structure
is to look at the strongly connected components of the restricted graph G|S¯. If
C1, . . . , Cm denote these strongly connected components then our goal is to find
paths or cycles of these components, which we refer to as branches of components.
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G
v1
v2 v3
v4
v5
v6v7
G
v1 v4
C1
C2
Figure 2. The unweighted graph G = (V,E) is shown left. The
components C1 and C2 of G with respect to the vertex set S =
{v1, v4} are shown right. These components are the subgraphs
C1 = G|{v2, v3, v5} and C2 = G|{v6, v7}, indicated by the dashed
boxes, which are the strongly connected components of the graph
G|S¯.
Definition 1. (Component Branches) For a graph G = (V,E, ω) and vertex
set S ⊆ V let C1, . . . , Cm be strongly connected components of G|S¯. If there are
edges e0, e1, . . . , em ∈ E and two vertices vi, vj ∈ S such that
(i) ek is an edge from a vertex in Ck to a vertex in Ck+1 for k = 1, . . . ,m− 1;
(ii) e0 is an edge from vi to a vertex in C1; and
(iii) em is an edge from a vertex in Cm to vj, then we call the sequence
β = vi, e0, C1, e1, C2, . . . , Cm, em, vj
a path of components of G with respect to S. In the case that vi = vj then β is
a cycle of components. We call the collection BS(G) of these paths and cycles the
component branches of G with respect to S.
A representation of the path of components described in definition 1 is shown in
figure 1. The sequence of components C1, . . . , Cm in this definition can be empty
in which case m = 0 and β is the path β = v1, v2 or loop if v1 = v2.
A decomposition of a graph into its component branches is given in the following
example.
Example 2.1. (Branch Decomposition) For the unweighted graph G = (V,E)
shown in figure 2 (left) let S = {v1, v4}. Then the graph G|S¯ has the strongly
connected components C1 = G|{v2, v3, v5} and C2 = G|{v6, v7}, which are indicated
in figure 2 (right). The set BS(G) consists of the component branches
β1 = v1, e12, C1, e34, v4 β2 = v4, e46, C2, e71, v1
β3 = v1, e12, C1, e56, C2, e71, v1 β4 = v1, e12, C1, e57, C2, e71, v1;
which are shown in figure 3 (left).
It is worth emphasizing that each branch β ∈ BS(G) is a subgraph of G. As a
consequence, the edges of β inherit the weights they had in G if G is weighted. If G
is unweighted then its component branches are likewise unweighted (cf. figure 3).
Once a graph has been broken into its various branches the idea is to use these
branches to construct a new graph that has, at least locally, the same structure
as the original graph. More precisely, this new graph will have the same set of
components C1, . . . , Cm as the original graph but the connections between these
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BS(G)
β4
β3
β2
β1
v4
v4
v1
v1
v1
v1
XS(G)
v1 v4
Figure 3. The component branches BS(G) = {β1, β2, β3, β4} of
the graph G = (V,E) from figure 2 over the vertex set S = {v1, v4}
are shown (left). The evolved graph XS(G) is shown (right), which
is made by merging each of the vertices v1 and v4 respectively in
each of the branches of BS(G). The edge labels and vertex labels
are omitted, except for those vertices in S, to emphasize how these
vertices are merged.
components will be different. This evolved graph is formed by merging the branches
BS(G) of the original graph into a new larger graph as follows.
Definition 2. (Evolved Graphs) Suppose G = (V,E, ω) and S ⊆ V . Let
XS(G) = (V, E , µ) be the evolved graph which consists of the component branches
BS(G) = {β1, . . . , β`}
in which we merge, i.e. identify, each vertex v ∈ S in any branch βi with the same
vertex v in any other branch βj.
Note that, in a component branch β ∈ BS(G) only the first and last vertices of
β belong to the set S. The evolved graph XS(G) is then the collection of branches
BS(G) in which we identify an endpoint of two branches if they are the same vertex.
This is shown in the following example.
Example 2.2. (Merging Component Branches) For the unweighted graph
G = (V,E) shown in figure 2 (left) we again let S = {v1, v4}. The component
branches BS(G) = {β1, β2, β3, β4} are the branches shown in figure 3 (left). By
merging each of the vertices v1 ∈ S over all branches in BS(G) and doing the same
for the vertex v4 ∈ S the result is the graph XS(G) = (V, E) shown in figure 3
(right).
One can think of a graph evolution as a graph transformation that evolves the
structure of the graph by maintaining the interactions between the vertices of S and
of S¯ but breaking up the interactions that pass from one set to the other. Because
of this property, this transformation maintains the local structures, i.e. components
of the graph, but reorganizes how these components interact.
In fact, the evolved graph will have more of these components than the original
graph it is evolved from. In this sense one can think of the evolved graph as have a
more modular structure where the network’s modules or communities are formed by
these components, which may be highly connected internally but are only minimally
MECHANISMS FOR NETWORK GROWTH 9
H
v1 v2 v3 v4
1 2 3
3 2 1
C1
v1=w1 w2 w3
w4
w5
w6
w7
w8 w9 v4=w10
1 2
3 2
2 3
2 1
2
2
2
2
1
3
3
1
XS(H)
Figure 4. The weighted graph H shown left has the strongly
connected component C1 = H|{v2, v3} with respect to the vertex
set S = {v1, v4}. The evolution XS(H) is the weighted graph
shown right, which has the same weight set as H.
connected to the rest of the network (see [24] for a survey of modularity). Moreover,
because there are potentially many copies of the same component in the evolved
graph the evolved graph has a certain amount of redundancy, which is a feature
that is often observed in real networks [10].
An important aspect of a graph evolution is that it preserves a graph’s weight set.
For instance, if G has real, integer-valued, or positive weights then any one of its
evolutions will have weights that are real, integer-valued, or positive, respectively.
In fact, if XS(G) = (V, E , µ) is an evolution of G = (V,E, ω) then µ(E) = ω(E) so
that the edge weights of the evolved graph are collectively the same as the collective
edge weights of the original unexpanded graph.
An example of an evolution of a graph with integer weights is shown in figure
4 (left). Here the graph H = (V,E, ω) has the weight set ω(E) = {1, 2, 3, 4}. The
evolution XS(H) = (V, E , µ) over S = {v1, v4} is shown in figure 4 (right) which,
as can be seen, has the same weight set.
To understand how a change in a network’s graph structure effects the network’s
dynamics and in turn the network’s function, we need some notion that relates
both structure and dynamics. One of the most useful concepts that does this is the
notion of a network’s spectrum. The spectrum of a network can be defined in a
number of ways since there are a number of ways that a matrix can be associated
with a network.
Matrices that are often associated with a network include various Laplacian ma-
trices, e.g. the regular Laplacian, combinatorial Laplacian, normalized Laplacian,
signless Laplacian, etc. Other matrices include the adjacency and weighted adja-
cency matrix of a graph, the distance matrix of a graph, etc. The eigenvalues of
these matrices are of interest for a number of reasons. For instance, the spectral
gap of the Laplacian matrix of a graph, which is its second smallest eigenvalue, de-
termines a number of dynamic properties including synchronization thresholds and
the rate of convergence to synchronization and consensus [25] on certain networks.
The spectral radius of a weighted adjacency matrix of a graph is related to the
dynamic stability of the associated network [8, 26].
The type of matrix we consider in this paper is the weighted adjacency matrix
of a graph. Given a graph G = (V,E, ω) its weighted adjacency matrix M = M(G)
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is the matrix
Mij =
{
ω(eij) if eij ∈ E
0 otherwise.
If G is unweighted then each entry M(G)ij is either zero or one. The eigenvalues
of the matrix M(G) make up the graph’s spectrum, which we denote by
σ(G) = {λ ∈ C : det(M(G)− λI) = 0}.
In later sections, we will investigate the connection between the spectrum of a
graph G and the dynamics of the network associated with it. For now we simply
assume that to each network there is an associated graph G with adjacency matrix
M = M(G).
The reason we consider the adjacency matrix of a graph G verses any one of
the other matrices that can be associated with G is that there is a one-to-one
relationship between the matrices M ∈ Rn×n and the weighted directed graphs
we consider. Hence, we can talk about a unique graph associated with any square
matrix with real entries.
Because we are concerned with the spectrum of a graph, which is a set that
includes multiplicities, the following will be important for our discussion. First, the
element α of the set A that includes multiplicities has multiplicity m if there are m
elements of A equal to α. If α ∈ A with multiplicity m and α ∈ B with multiplicity
n then
(i) the union A ∪B is the set in which α has multiplicity m+ n; and
(ii) the difference A−B is the set in which α has multiplicity m−n if m−n > 0
and where α /∈ A−B otherwise.
For ease of notation, if A and B are sets that include multiplicity then we let
Bk = ∪ki=1B for k ≥ 1. That is, the set Bk is k copies of the set B where we let
B0 = ∅. For k = −1 we let A ∪ B−1 = A − B. With this notation in place, the
spectrum of a graph G and the spectrum of XS(G) are related by the following
result.
Theorem 1. (Spectra of Evolved Graphs) Let G = (V,E, ω), S ⊆ V , and let
C1, . . . , Cm be the strongly connected components of G|S¯. Then
σ
(XS(G)) = σ(G) ∪ σ(C1)n1−1 ∪ σ(C2)n2−1 ∪ · · · ∪ σ(Cm)nm−1
where ni is the number of branches in BS(G) that contain Ci.
If a network has a changing graph structure that can be modeled via a graph
evolution, or more naturally a sequence of evolutions, then theorem 1 allows us to
effectively track the changes in the network’s spectrum. This will be used in section
4 to describe how a network can evolve structurally while maintaining a particular
type of dynamics. Since a network’s dynamics is related to its ability to perform
specific tasks, this theory of graph evolutions is introduced as a tool to study the
interplay of network growth and function.
Because the proof of theorem 1 relies on the theory of isospectral graph reduc-
tions [8, 9] we defer it until the Appendix, where the necessary parts of this theory
are given. For now, we consider an example of theorem 1. In section 3 we consider
some consequences and applications of theorem 1 to the study of network structure
and growth.
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Example 2.3. The weighted graph H = (V,E, ω) in figure 4 has eigenvalues
σ(H) = {±1,±3}.
For S = {v1, v4} the graph H|S¯ has the strongly connected components C1 with
eigenvalues σ(C1) = {±2}. Since four branches of BS(G) contain C1, theorem 1
implies that
σ(XS(H)) = σ(H) ∪ σ(C1)3 = {±1,±2,±2,±2,±3}.
Not only are the eigenvalues of a graph G preserved as the graph is evolved but
also the eigenvectors of G are also preserved to a certain extent. An eigenvector v
of a graph G corresponding to the eigenvalue λ is a vector such that M(G)v = λv.
If this is the case then we call (λ,v) an eigenpair of G. Moreover, if S is a subset of
the vertices of G then we let vS denote the eigenvector v restricted to those entries
indexed by S.
Proposition 2.4. (Eigenvectors of Evolved Graphs) Let (λ,v) be an eigenpair
of the graph G = (V,E, ω). If S ⊂ V and λ /∈ σ(G|S¯) then there is an eigenpair
(λ,w) of the expanded graph XS(G) such that wS = vS.
As an example illustrating how restricted eigenvectors are maintained as a graph
is evolved, we again consider the graph H and its expansion XS(H) shown in figure
4 where S = {v1, v4}. Letting the eigenpairs of H be given by (λi,vi) and the
corresponding eigenpairs of XS(G) by (λi,wi) for i = 1, 2, 3, 4 we find that
λ1 = 3 : v
1 = [5 15 15 5]T , w1 = [5 9 6 6 9 9 6 6 9 5]T
λ2 = 1 : v
2 = [−1 − 1 1 1]T , w2 = [−1 1 2 − 2 1 − 1 2 − 2 − 1 1]T
λ3 = −1 : v3 = [1 − 1 − 1 1]T , w3 = [1 1 − 2 − 2 1 1 − 2 − 2 1 1]T
λ4 = −3 : v4 = [−5 15 − 15 5]T , w4 = [−5 9 − 6 6 9 − 9 − 6 6 − 9 5]T .
Note that viS = w
i
S for each i = 1, 2, 3, 4. That is, v
1
S = w
1
S = [5 5]
T , v2S = w
2
S =
[−1 1]T , v3S = w3S = [−1 1]T , and v4S = w4S = [−5 5]T .
Proposition 2.4 states that the graphs G and XS(G) have the same eigenvectors
if we restrict our attention to those entries that correspond to S and to those
eigenvectors with corresponding eigenvalues in σ(G) − σ(G|S¯) ⊂ σ(XS(G)). One
consequence of this fact is that the eigenvector centrality of the vertices in S remain
the same as the graph is expanded.
By the Perron-Frobenius theorem, if G = (V,E) is strongly connected then G has
a unique eigenvalue ρ which is the spectral radius ofG, i.e. ρ = max{|λ| : λ ∈ σ(G)}.
Moreover, ρ is a simple eigenvalue and the eigenvector p associated with ρ has
nonnegative entries. The vector p, which is unique up to a constant, gives the
relative score pi to each vertex vi ∈ V . This value pi is referred to as the eigenvector
centrality of the vertex vi [?]. Here we refer to the vector p as an eigencentrality
vector of the graph G.
The reason the eigencentrality vector p gives each vertex of V a relative score
is that for any c > 0, cp is also an eigenvector associated with ρ. That is, the
eigenvector centrality of a vertex is not fixed. However, any vector p associated
with ρ induces the same ranking on the vertices of G where vi is ranked above vj
if pi > pj , below vj if pi < pj , and the same as pj if pi = pj . A graph evolution of
G preserves its vertices’ eigenvector centrality in the following way.
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Theorem 2. (Eigenvector Centrality of Evolved Graphs) Let G = (V,E)
be strongly connected with eigencentrality vector p. If S ⊂ V then XS(G) has an
eigencentrality vector q where pS = qS. Hence, the eigenvalue centrality of the
vertices in S is preserved as the graph is evolved.
The graph H and its evolution XS(G) in figure 4 have eigencentrality vectors
v1 = [5 15 15 5]T and w1 = [5 9 6 6 9 9 6 6 9 5]T
respectively, which correspond to the eigenvalue ρ = 3. Since H is strongly con-
nected it then follows from theorem 2 that v1S = w
1
S = [5 5]. That is, the vertices
v1 and v4 of S have the same eigenvalue centrality in H and the same eigenvalue
centrality in XS(H). This illustrates how the eigenvector centrality of the core
vertices in a graph remain the same relative to each other as the graph is evolved.
As with the proof of theorem 1 the proofs of proposition 2.4 and theorem 2 are
given in the Appendix as they relies on the theory of isospectral graph reductions.
3. Structural Evolution Rules and Equivalence Classes
The notion of a graph evolution is extremely versatile in the sense that a graph
G = (V,E, ω) can be evolved with respect to any subset of its vertex set. Hence,
if |V | = n then there are 2n potential evolutions of G. The main idea presented in
this section is that it is possible to focus on exactly one of these evolutions if we
choose a particular rule τ for selecting vertices from a graph.
An important consequence of choosing such a rule τ is that it will give us a way
of comparing the topologies of two distinct networks. In particular, any such rule
will allow us to partition the set of networks we consider into different equivalence
classes, i.e. separate any set networks we are working with into those networks that
are similar and dissimilar with respect to the rule τ .
The idea is that it is possible to partition the graphs we consider with respect
to any rule that selects a specific set of vertices from any given graph. We refer to
τ as a structural rule if it selects a unique subset of vertices from any graph G. For
instance, τ could be the rule that selects all vertices with loops or all the vertices
that have a certain centrality, etc. (cf. examples 3.1 and 3.2). Not every rule that
can be devised will select a unique vertex set of a graph. The simplest example
would be the rule that randomly selects a single vertex of a graph. This selection
is, of course, nonunique.
For a rule τ and a graph G = (V,E, ω), we let τ(V ) ⊆ V denote the set of vertices
this rule selects. For simplicity, we denote the evolution of G and the component
branches with respect to τ as
τ(G) = Xτ(V )(G) and Bτ (G) = Bτ(V )(G),
respectively. It is worth emphasizing that any graph can be evolved with respect
to any rule τ that selects a unique subset of its vertex set.
In the following example we consider two different rules and investigate to what
extent these rules lead to different evolutions of the same network.
Example 3.1. (Zachary Karate Club) We consider a variant of the Zachary
Karate Club graph. The Zachary Karate Club graph itself is an undirected graph
on thirty-four vertices with seventy-eight edges. The graph describes the social
network consisting of thirty-four members of a karate club where the graph’s edges
represent those members who interact outside the club [27].
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ZKEC ZKBC
τEC(ZKEC) τBC(ZKBC)
Figure 5. The graphs ZKEC and ZKBC shown above are iden-
tical and are directed versions of the Zachary Karate Club graph.
In ZKEC and ZKBC two-thirds of the vertices with the largest
eigenvector centrality and betweenness centrality are highlighted,
respectively. The same vertices are highlighted in the evolved
graphs τEC(ZKEC) and τBC(ZKBC) of the directed karate club
graph over these distinct vertex sets, respectively.
Here, for the sake of illustration, we consider a directed version of this graph
in which the edges of this original karate club graph are oriented and a number of
these directed edges are randomly removed. Since this graph is directed we note
that one can interpret this orienting of edges as changing the social interactions
in the club from “friends” to “followers”. The idea is that friends have a joint
interaction in which there is no distinction in direction. For a follower, one person
follows another, which is a directed and often non-reciprocated interaction.
The directed version of the Zachary Karate Club graph we consider is shown in
figure 5 at the top left and right. Here, ZK = ZKEC = ZKBC . The difference
between ZKEC and ZKBC are the vertices that are highlighted in each. In ZKEC
the vertices are highlighted using the rule τEC that selects the top two-thirds of
the club’s members with largest eigenvector centrality. The vertices highlighted in
ZKBC are those selected by the rule τBC that selects the top two-thirds of the
club’s members with largest betweenness centrality.
Here the vertex sets τEC(V ) and τBC(V ) are distinct. Consequently, each rule
results in a different graph evolution. These different evolutions of ZK are shown
in figure 5 at the bottom left and right, respectively. One of the most noticeable
difference between the two graphs are their sizes. In particular, |τEC(ZKEC)| = 57
whereas |τBC(ZK)| = 72. On the other hand, both graphs have nearly the same
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spectrum. Using theorem 1 one can quickly compute that
σ(τEC(ZK)) = σ(ZK) ∪ {±1}5 ∪ {0}13
σ(τBC(ZK)) = σ(ZK) ∪ {±
√
2}11 ∪ {0}29.
In terms of network growth, one can interpret the highlighted club members in
ZKEC and ZKBC as the core members of the group respectively, who are looking
to recruit new members while simultaneously maintaining existing relationships.
The network grows in that the core members find new members through the other
non-core members of the group. One way to interpret this is to assume that these
non-core members are likely to have contacts outside the group who, when they
are introduced to the group, end up meeting those people who are contacts of the
person who introduced to the club in the first place. If this is the case, the resulting
growth of the club can be modeled via a graph evolution.
In this example the core members are determined by either their eigenvector or
betweenness centrality, i.e. the rules τEC and τBC , but these are only two of the
234 possible ways of modeling the growth of this network. A more accurate model
of growth would likely involve designing a rule τ for selecting core members that
incorporates information such as the club’s historic growth, city demographics, etc.
In general, a rule for network growth is likely to be highly dependent on the
specific network under consideration. The idea presented here is that, if a core set
of elements can be identified then the network’s growth could be modeled using a
graph evolution.
As previously mentioned, another potential use for this theory of network evo-
lution is to introduce a new way of determining whether two networks are similar.
In order to determine whether two graph are similar with respect to some rule τ
we need the notion of a graph isomorphism, which can be defined as follows.
Two weighted digraphs G1 = (V1, E1, ω1) and G2 = (V2, E2, ω2) are isomorphic
if there is a bijection φ : V1 → V2 such that there is an edge eij in G1 from vi to vj if
and only if there is an edge e˜ij between φ(vi) and φ(vj) in G2 with ω2(e˜ij) = ω1(eij).
If the map φ exists it is called an isomorphism and we write G1 ' G2. Note that
since any weighted/unweighted directed/undirected graph can be considered to be
a weighted directed graph, this definition of isomorphic applies to all such graphs.
The equivalent notion for matrices is that the matrix A ∈ Rn×n is similar to
the matrix B ∈ Rn×n by some permutation matrix P , i.e. A = PBP−1. Thus, if
two graphs are isomorphic then their spectra are identical. This notion of being
isomorphic, together with the fact that a structural rule τ generates the unique
graph τ(G), allow us to define the following equivalence relation. The idea here is
that two graph are similar with respect to a rule τ if they both evolve to the same,
i.e. isomorphic graph under this rule.
Theorem 3. (Evolution Equivalence) Suppose τ is a structural rule. Then τ
induces an equivalence relation ∼ on the set of all weighted directed graphs where
G ∼ H if
τ(G) ' τ(H).
When this holds, we call G and H evolution equivalent with respect to τ .
Proof. For any G = (V,E, ω) the set τ(V ) ⊆ V is unique implying the graph
τ(G) = Xτ(V )(G) is uniquely determined by the rule τ . Clearly, the relation of being
evolution equivalent with respect to τ is reflexive and symmetric, i.e. τ(G) ' τ(H)
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G `(G) ' `(H) H
Figure 6. The graph G and the graph H are evolution equivalent
with respect to the rule ` that selects those vertices of a graph that
have loops. That is, the graphs `(G) and `(H) are isomorphic as
is shown.
and τ(G) ' τ(H) imply τ(G) ' τ(G) and τ(H) ' τ(G), respectively. Also, if
τ(G) ' τ(H) and τ(H) ' τ(K) then τ(G) ' τ(K) completing the proof.

Theorem 3 states that every structural rule τ can be used to divide the set of
graphs we consider, and by association all networks, into subsets. These subsets, or
more formally equivalence classes, are those graphs that share a common topology
with respect to τ . By common topology we mean that graphs in the same class
have the same set of component branches and therefore evolve into the same graph
under τ .
One reason for studying these equivalence classes is that it may not be obvious
and most often is not that two different graphs belong to the same class. That
is, two graphs may be structurally similar but until both graphs are evolved this
may be difficult to see. One of the ideas we introduce here is that by choosing
an appropriate rule τ one can discover this similarity. This is demonstrated in the
following example.
Example 3.2. (Evolution Equivalent Graphs) Consider the unweighted undi-
rected graphs G = (V1, E1) and H = (V2, E2) shown in figure 6. Without their
loops, G is an extended 3-star graph and H is the 6-cycle graph. Here, we let ` be
the rule that selects all vertices of a graph that have loops. We let S1 = `(V1) and
S2 = `(V2) be these vertices of G and H selected by ` respectively, which are the
vertices highlighted in figure 6 in G and H, respectively.
Although G and H appear to be quite different, the graphs `(G) and `(H) are
isomorphic as is shown in figure 6 (center). Hence, G and H belong to the same
family of graphs with respect to the structural rule `. Moreover, based on theorem
1 and the fact that the strongly connected components of both G|S¯1 and H|S¯2
consist of a collection of disconnected vertices then
σ(`(G)) = σ(G) ∪ {0}8 and σ(`(H)) = σ(H) ∪ {0}9.
Hence, G and H have the same nonzero spectrum.
It is worth noting that two graphs can be equivalent under one rule but not
another. For instance, if w is the structural rule that selects vertices without loops
then w(G) 6' w(H) although `(G) ' `(H).
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From a practical point of view, a rule τ allows those studying a particular class
of networks a way of comparing the evolved topology of these networks and drawing
conclusions about both the evolved and original networks. Of course, the rule τ
should be designed by the particular biologist, chemist, physicist, etc. to have some
significance with respect to the networks under consideration.
In fact, one can drop the notion of a fixed rule completely and evolve different
networks over different subsets that are deemed important to the respective biolo-
gist, chemist, or physicist. Although having no fixed rule means that we no longer
have the equivalence relation guaranteed by theorem 3, it is still possible and po-
tentially much more useful to compare the evolved topology of different networks
which have been evolved in different ways. The point is, many networks currently
under study are likely to have similar features that come to light as these networks
topology is evolved. A simple example is the following.
Example 3.3. (Nonequivalent Graphs) Consider the graphs K and L shown in
figure 7. These graphs are locally indistinguishable from one another in that they
have the same degree distributions. To determine to what extent K and L have
a similar global structure with respect to a certain type of growth we need a rule
that describes the core vertices of a network that the graph can evolve around.
For example, letting η be the rule that selects the vertices of the graph of smallest
degree we find that the branch sets Bη(K) and Bη(L) are nearly identical (see figure
7 bottom, left and right). The difference is that the components C1 and C2 in these
branches are not identical. Hence, K and L are not evolution equivalent under η.
However, given that C1 and C2 are fairly similar, it is not surprising that the spectra
σ(G) = {2.813,−1.342, 0.529,−1,−1,−0.414,−0.347,−2}
σ(H) = {±2.813,±1.342,±0.529,±1}
share many of the same values.
In general there are many ways of comparing how similar the two branch sets
Bτ (G) and Bτ (H) are. For instance, one could simply compare the number of
branches or compare the branches without their weights. Any such method would
be a way of measuring how similar any two graphs are with respect to τ .
Not only can a rule τ be used to discover the similarities between two graphs or
networks but this rule can be used to sequentially evolve the topology of the graph.
Inductively, we let τn(G) denote the evolution of τn−1(G) with respect to τ , so
that τn(G) = τ(τn−1(G)) where τ0(G) = G. The result is the sequence of graphs
G, τ(G), τ2(G), τ3(G), . . .
generated from the graph G by the rule τ .
The connection to real-world networks is the idea that, under certain conditions
the network G will evolve over time according to some fixed rule τ . This notion of
network evolution is illustrated in the following example.
Example 3.4. (Sequential Graph Evolutions) Suppose G = (V,E, ω). For
v ∈ V let din(v) be the in-degree of v, which is the number of incoming edges
incident to v, excluding loops in G. In an undirected graph the in-degree of a
vertex v is the same as the number of non-loop edges incident to v. Here we let δ
be the rule
(1) δ(V ) := {v ∈ V : din(v) = 1}.
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C1
C1
C1
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C1
C1
Xη(K)
C2
C2
C2
C2
C2
C2
C2
C2
Xη(L)
Figure 7. The graphs K and L (above) have a similar structure
of branches (below) with respect to the rule η that selects those
vertices of a graph with smallest degree. The difference is the
component C1 of K is not the same as the component C2 of L, so
that G and H are not evolution equivalent with respect to η.
Observe that for any graph G the set δ(V ) both exists and is unique. Here, the
vertex set δ(V ) ⊆ V of the graph G = (V,E) in figure 8 (left) is highlighted. The
result of sequentially expanding G using δ is shown for the first few iterates of δ in
figure 8.
It is worth mentioning that it is possible to show that
σ(δk(G)) = σ(G) ∪ {0}nk for each k ≥ 0,
where nk = 2
4(2k − 1). We note that although the nonzero spectrum of the graph
does not change as the graph evolves, the topology of the graph τn(G) becomes
increasingly complicated as n→∞.
Example 3.4 raises a few natural questions regarding the sequential evolution of a
graph, or more generally, the sequential evolution of different classes of graphs over
certain types of rules. One is, given a graph G and a rule τ , what is the spectrum
of σ(τn(G)) as n increases. Another related question is, what is the topology of the
graph τn(G) as n increases. That is, what is the graph’s asymptotic spectrum and
topology under τ?
Since the notion of a graph evolution is a new direction in the study of network
dynamics, these are currently open questions. For the second question regarding
the graph’s asymptotic structure, we note that the graph G in figure 8 experiences
exponential growth as it evolves. In contrast, the graphs G and H in figure 6 stop
evolving after one iterate as `2(G) = `(G) and `2(H) = `(H). This suggests that
the evolution of a graph’s topology strongly depends on the particular graph and
structural rule τ used to evolve the its topology.
One can also generalize the notion of sequentially evolving a graph G over a
single rule to τ to sequentially evolving G over the sequence of rules τ1, τ2, τ3, . . .
18 L. A. BUNIMOVICH1 AND B. Z. WEBB2
G δ(G) δ2(G) δ3(G)
Figure 8. The graph G is sequentially evolved using the rule δ
that selects all vertices with in-degree one. The vertices satisfying
this property are highlighted red in each iterate of G.
where each τi is a structural rule. The result is the sequence of graphs
G, τ1(G), τ2(τ1(G)), τ3(τ2(τ1(G))), . . .
That is, a network’s evolution may more naturally be modeled not by a single rule
but some number of rules. For instance, a graph may evolve under a rule τ1 until it
reaches a particular size and from this point evolve under some other rule τ2 because
of restrictions imposed by its environment, age, etc. In this more generally setting,
one can similarly investigate the graph’s asymptotic spectrum and structure as it
evolves under this sequence of rules.
The notion of sequentially evolving a graph also allows us to extend the notion of
evolution equivalence given in theorem 3. For a given structural rule τ we say that
the graphs G and H are weakly evolution equivalent under τ if there are numbers
p and q such that τp(G) ' τ q(H).
Similar to the proof of theorem 3, one can show that any structural rule τ induces
an equivalence relation ∼ on the set of all weighted directed graphs where G ∼ H
if G and H are weakly evolution equivalent. Hence, every structural rule τ can
be used to partition the space of graphs we consider into subsets that are weakly
evolution equivalent under τ .
It is worth noting that if p = q = 1 where τp(G) ' τ q(H) then G and H are
not only weakly evolution equivalent but also evolution equivalent. Since any two
graphs G and H that are evolution equivalent under τ are also weakly evolution
equivalent under τ , the evolution equivalent graphs form a subset of those graphs
that are weakly evolution equivalent. Hence, the partition induced by those graphs
that are evolution equivalent is a refinement of the partition induced by those
graphs that are only weakly evolution equivalent under τ .
Before ending this section we note that the theory of graph evolutions presented
here applies equally well to matrices. The reason is that given a matrix A ∈ Rn×n
there is a unique graph G for which M(G) = A. Hence, for a given evolution rule
τ we can define
τ(A) = M(τ(G)) where A = M(G)
to be the matrix evolution of A with respect to τ .
This notion of a matrix evolution will be used in the following section to describe
how a network can evolve structurally while maintaining its dynamics.
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4. Network Growth and Stability
In sections 2 and 3 of this paper we have been primarily concerned with the
evolution of a network’s topology. This evolution determines to a certain extent
the network’s function and how well the network preforms this function. However,
the network’s performance also depends on the type of dynamics that emerges from
the interactions between the network elements.
One of the more complicated processes to model is the growth of a network that
needs to maintain a specific type of dynamics. Some of the most natural examples
come from the biological sciences. As previously mentioned, the network of cells
in a beating heart attempts to maintain this function even as the network grows.
Similarly, in the technological sciences electrical grids are designed to carry power
to the consumer even as new lines, plants, etc. are added to the grid.
In general, the dynamics of a network with a fixed structure of interactions can
be modeled by iterating a map F : X → X on a product space X = ⊕i∈N Xi
where N = {1, . . . , n} and each local phase space (Xi, d) is a metric space. Here
the dynamics of the ith network element is given by the ith component of F :
Fi :
⊕
j∈Ii
Xj → Xi, Ii ⊆ N,
where the set Ii indexes the elements that interact with the ith element. We refer
to the system (F,X) as a dynamical network.
The dynamics of the network (F,X) is generated by iterating the function F such
that if x(k) ∈ X is the state of the network at time k ≥ 0 then x(k+ 1) = F (x(k))
is the state of the network at time k + 1. The ith component xi(k) represents the
state of the ith network element at time k + 1.
The specific type of dynamics we consider here is global stability, which is ob-
served in a number of important systems including neural networks [16, 17, 18, 19,
20], in epidemic models [21], and is also important in the study of congestion in
computer networks [22]. In a globally stable network, which we will simply refer
to as stable, the state of the network tends towards equilibrium irrespective of its
present state. That is, there is an x¯ ∈ X such that for any x(0) ∈ X, x(k)→ x¯ as
k →∞.
This globally attracting equilibrium is typically a state in which the network can
carry out a specific task. Whether or not this equilibrium stays stable depends on a
number of factors including external influences such as changes in the environment
the network is in. Not only can outside influences destabilize a network but poten-
tially the network’s own growth. For instance, in a biological networks cancer is the
abnormal growth of cells that can lead to network failure. Here we propose a gen-
eral mechanism describing how a network can evolve structurally while remaining
stable.
For simplicity in our discussion we assume that the map F : X → X is dif-
ferentiable and that each Xi is some closed interval of real numbers. Under this
assumption we define the following matrix which can be used to investigate the
stability of a given dynamical network.
Definition 3. (Stability Matrix) For the dynamical network (F,X) suppose there
exist finite constants
(2) Λij = sup
x∈X
∣∣∣∂Fi
∂xj
(x)
∣∣∣ for 1 ≤ i, j ≤ n.
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Then we call the matrix Λ ∈ Rn×n the stability matrix of (F,X).
The stability matrix Λ can be thought of as a global linearization of the typically
nonlinear dynamical network (F,X). In fact, the matrix Λ can be used to describe
the topology of (F,X) in that the graph we associate with (F,X) is the graph G
where M(G) = Λ.
The original motivation for defining Λ is that if the dynamical network (Λ, X)
given by x(k + 1) = Λx(k) is stable then the same is true of the original network
(F,X). To make this precise we let ρ(Λ) denote the spectral radius of Λ, i.e.
ρ(Λ) = maxi{|λi| : λi ∈ σ(Λ)}.
The fact that stability of the linearized network (Λ, X) implies stability of the
original network (F,X) is summarized in the following result, the proof of which
can be found in [8].
Theorem 4. (Network Stability) Suppose Λ is the stability matrix of the dy-
namical network (F,X). If ρ(Λ) < 1 then the dynamical network (F,X) is stable.
An important aspect of the dynamic stability described in theorem 4 is that it
is not the standard notion of stability. In [26] it is shown that if ρ(Λ) < 1 then the
dynamical network (F,X) is not only stable but remains stable even if time-delays
are introduced into the network’s interactions. Since the introduction of such time-
delays can have a destabilizing effect on a network, the type of stability considered
in theorem 4 is stronger than the standard notion of stability. To distinguish
between these two types of stability, the stability described in theorem 4 is given
the following name [26].
Definition 4. (Intrinsic Stability) If ρ(Λ) < 1, where Λ is a stability matrix of
the dynamical network (F,X), then we say that this network is intrinsically stable.
From an applications point of view, a system that is intrinsically stable is more
robust with respect to changes in its environment that cause time delays. Since
time delays are unavoidable in most any real network this suggests that, if feasible,
it is preferable to design a stable network that is intrinsically stable versus one that
is only stable. The goal in this section is to describe how intrinsic stability is also
a natural notion for stability of a network with an evolving topology. The idea is
that, not only is it possible to evolve the graph structure G = (V,E, ω) of a network
with respect to an evolution rule τ but it is also possible to evolve the structure
of a dynamical network (F,X) with respect to this rule and maintain its stability
under certain conditions.
Consider the class of dynamical networks (F,X) having components of the form
(3) Fi(x) =
n∑
j=1
Aijfij(xj), i = 1, . . . , n
where the interaction matrix A ∈ {0, 1}n×n is an n×n matrix of zeros and ones and
fij : Xj → R are functions with bounded derivatives for all 1 ≤ i, j ≤ n. It is worth
noting that the matrix A in equation (3) could be absorbed into the functions fij .
The reason we use A is for convenience as it will be the means by which we will
evolve (F,X).
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Definition 5. (Topological Evolutions of Dynamical Networks) Let τ be
a structural rule. Then the evolution of (F,X) in (3) with respect to τ is the
dynamical network (Fτ , Xτ ) with components
(Fτ (x))i =
m∑
j=1
τ(A)ijfτ(ij)(xj), i = 1, . . . ,m
where Xτ = Rm for τ(A) ∈ Rm×m. Here τ(ij) = pq is the index such that Aτ(ij) =
τ(A)pq. We let Λτ denote the stability matrix of the evolved network (Fτ , Xτ ).
To give an example of an evolving network we consider the class of dynamical
networks known as discrete-time recurrent neural networks (DRNN). The stability
of such systems has been the focus of a large number of investigations, especially
time-delayed versions of these systems [28]. The class of DRNN (R,X) we consider
has the form
(4) Ri(x) = aixi +
n∑
j=1,j 6=i
bijgj(xj) + ci, i = 1, . . . , n.
Here the component Ri describes the dynamics of the ith neuron where the matrix
D = diag(d1, . . . , dn) with |di| < 1 is the feedback coefficient matrix, the matrix
B ∈ Rn×n with bii = 0 is the connection weight matrix, and the constants ci are
the exogenous inputs to the network. In the general theory of recurrent neural
networks the functions gj : R → R are typically assumed to be differentiable,
monotonically increasing, and bounded. Here, we make the additional assumption
that each gj has a bounded derivative.
Before continuing we note that equation (4) can be written in the form of equa-
tion (3) by setting
(5) fij(xj) =
{
ajxj + cj , for i = j
bijgj(xj), for i 6= j
and Aij =
{
0 if fij(xj) ≡ 0,
1 otherwise.
In the following example we evolve the structure of a DRNN.
Example 4.1. (Topological Evolution of a DRNN) Consider the recurrent
dynamical network (R,R4) given by (4) where aj = α, bij = β for i 6= j and is zero
otherwise, cj = γ, and gj(x) = tanh(x) for 1 ≤ i, j ≤ 4 where |α| < 1 and β ∈ R.
Let A be the interaction matrix
A =

1 1 0 0
1 1 1 0
0 0 1 1
1 0 1 1
 .
Here we choose the function gj(x) = tanh(x) as this is a standard activation function
used to model neural interactions in network science as it converts continuous inputs
to binary outputs. The dynamical network (R,R4) is then given by
R(x) =

αx1 + β[tanh(x2)] + γ
αx2 + β[tanh(x1) + tanh(x3)] + γ
αx3 + β[tanh(x4)] + γ
αx4 + β[tanh(x1) + tanh(x3)] + γ
 .
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We evolve the topology of the network (R,R4) using the rule δ(V ) = {v ∈ V :
din(v) = 1}, which is the same rule used in example 3.4. This rule evolves this
matrix A and the dynamical network (R,R4) into δ(A) and (Rδ,R6) where
δ(A) =

1 0 0 1 1 0
0 1 1 0 0 1
1 0 1 0 0 0
0 1 0 1 0 0
1 0 0 0 1 0
0 1 0 0 0 1
 andRδ(x) =

αx1 + β[tanh(x4) + tanh(x5)] + γ
αx2 + β[tanh(x3) + tanh(x6)] + γ
αx3 + β[tanh(x1)] + γ
αx4 + β[tanh(x2)] + γ
αx5 + β[tanh(x1)] + γ
αx6 + β[tanh(x2)] + γ
 ,
respectively. Using the fact that supx∈R | ddx tanh(x)| = 1 the stability matrix Λ of
(R,R4) and the stability matrix Λδ of (Rδ,R6) are given by
Λ =

|α| |β| 0 0
|β| |α| |β| 0
0 0 |α| |β|
|β| 0 |β| |α|
 and Λδ =

|α| 0 0 |β| |β| 0
0 |α| |β| 0 0 |β|
|β| 0 |α| 0 0 0
0 |β| 0 |α| 0 0
|β| 0 0 0 |α| 0
0 |β| 0 0 0 |α|
 .
The graphs G and δ(G) associated with the stability matrices Λ and Λδ are shown
in figure 9 left and center, respectively.
Importantly, δ(Λ) = Λδ so that, if the stability matrix of (R,R4) is evolved by δ
the result is the stability matrix of the expanded network (Rδ,R6).
The fact that δ(Λ) = Λδ in this example is not a coincidence but is a simply
a consequence of how dynamical network evolutions are defined. That is, if any
dynamical network (F,X) given by (3) with stability matrix Λ is evolved with
respect to the structural rule τ the resulting dynamical network (Fτ , Xτ ) has the
stability matrix Λτ = τ(Λ). It is therefore possible to test the stability of an evolved
version of a dynamical network (F,X) by evolving its stability matrix Λ.
In previous studies of dynamical networks including DRNN a goal has been to
determine under what condition(s) a given network has stable dynamics (see for
instance the references in [28]). Here we consider a different but related question
which is, under what condition(s) does a dynamical network with an evolving struc-
ture of interactions maintain its stability as it evolves. As a partial answer to this
quite general question, we show that if the dynamical network is not only stable but
intrinsically stable then its stability is preserved under the evolution of its topology
with respect to any structural rule τ .
Theorem 5. (Stability of Structurally Evolving Networks) Let (F,X) be a
dynamical network given by (3) and τ a structural rule. The evolved dynamical
network (Fτ , Xτ ) is intrinsically stable if and only if (F,X) is intrinsically stable.
The importance of theorem 5 is that it describes a general mechanism for evolv-
ing the structure of a network that preserves the network’s stability. On one hand
this has potential applications to network design as one could create a large net-
work that is dynamically stable by designing a much smaller network and evolving
it over any number of rules. On the other hand, one could investigate what struc-
tural rules can be used to model the growth of certain types of networks, specifically
those networks that preserve a distinct function as they grow over time, e.g. bio-
logical networks including neural, gene regulatory, protein-protein interaction, and
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Figure 9. The sequence G, δ(G), and δ2(G) represents the topol-
ogy of the recurrent dynamical network (R,R4) and its sequence
of evolutions (Rδ,R6), and (Rδ2 ,R10) respectively, considered in
example 4.1. The vertices selected by the rule δ are highlighted in
each graph. The parameters α, β ∈ R.
metabolic networks. The goal in this case would be to discover what structural
rules model the growth of such networks.
A proof of theorem 5 is the following.
Proof. Suppose the dynamical network (F,X) is intrinsically stable so that in par-
ticular ρ(Λ) < 1. Given a structural rule τ , theorem 1 stated in terms of matrices
implies that
(6) σ(τ(Λ)) = σ(Λ) ∪ σ(Λ1)n1−1 ∪ · · · ∪ σ(Λm)nm−1
where Λi are square submatrices of Λ and ni ≥ 0 for all 1 ≤ i ≤ m.
Since Λ is a nonnegative matrix then ρ(Λi) ≤ ρ(Λ) for all 1 ≤ i ≤ m (See, for
instance, corollary 8.1.20 in [29]). Hence, ρ(τ(Λ)) = ρ(Λ) < 1 by equation (6).
Since τ(Λ) = Λτ is the stability matrix of (Fτ , Xτ ) then this implies that ρ(Λτ ) < 1
so that the evolved network (Fτ , Xτ ) is intrinsically stable. Conversely, if (Fτ , Xτ )
is intrinsically stable then ρ(Λτ ) < 1 and equation (6) immediately implies that
ρ(Λ) < 1, completing the proof. 
For the recurrent network (R,R4) in example 4.1 the stability matrix Λ has
eigenvalues σ(Λ) = {|a| ± √2|b|, |a|, |a|}. Hence, (R,R4) is intrinsically stable if
||a| ± √2|b|| < 1. If this condition holds then, theorem 5 implies that the evolved
network (Rδ,R6) is also intrinsically stable. Here, one can directly compute that
σ(Λδ) = {|a| ±
√
2|b|} ∪ {|a|}4 verifying the result.
It is worth noting that if (F,X) is given by (3) then its evolution (Fτ , Xτ ) is
also of the same form. Hence, (Fτ , Xτ ) can also be evolved by τ , which results
in the dynamical network (Fτ2 , Xτ2). As a direct consequence to theorem 5, if
(F,X) is intrinsically stable then any sequence of evolutions of (F,X) results in an
intrinsically stable network.
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Corollary 5.1. (Sequential Network Evolutions) Suppose (F,X) is a dynam-
ical network given by (3) and τ is a structural rule. If (F,X) is intrinsically stable
then (Fτj , Xτj ) is intrinsically stable for all j ≥ 0.
Continuing the sequence of network evolutions in example 4.1, if we evolve
the network (Rδ,R6) again with respect to δ the result is the dynamical network
(Rδ2 ,R10) whose stability matrix Λδ2 is represented by the graph δ2(G) shown in
figure 9 (right). Here, one can check that
σ(Λδ2) = {a±
√
2b} ∪ {a}8.
As guaranteed by corollary 5.1, (Rτ2 ,R10) is intrinsically stable if and only if the
original network (R,R4) is also intrinsically stable.
Similar to graph evolutions, one can generalize the notion of sequentially evolving
a dynamical network (F,X) over a single rule to τ to sequentially evolving (F,X)
over the sequence τ1, τ2, τ3, . . . where each τi is a structural rule. The result is the
sequence of dynamical network’s
(F,X), (Fτ¯1 , Xτ¯1), (Fτ¯2 , Xτ¯2), (Fτ¯3 , Xτ¯3), . . .
where (Fτ¯i , Xτ¯i) is the dynamical network (F,X) sequentially evolved over the rules
τ1, τ2 . . . , τi.
It is worth mentioning that, since the rule τ used in theorem 5 is arbitrary,
evolving (F,X) over any sequence of rules τ1, τ2, τ3, . . . will not destabilize the
network if it is intrinsically stable. In fact it follows that, if (F,X) is intrinsically
stable then (Fτ¯j , Xτ¯j ) is intrinsically stable for all j ≥ 0, which is a generalization
of corollary 5.1.
In contrast, if a dynamical network (F,X) is stable but not intrinsically stable,
it can fail to maintain its stability as its topology evolves even if it is a simple linear
dynamical network as is illustrated in the following example.
Example 4.2. (Loss of Stability) Let τ be the rule that selects all vertices of a
graph without loops. Consider the linear dynamical network (F,R3) given by
F (x) =
 0 −1 3/40 0 1/2
−1/2 0 3/2
 x1x2
x3
 .
Its evolution (Fτ ,R4) with respect to τ is given by
(7) Fτ (x) =

0 −1 0 3/4
0 0 1/2 0
−1/2 0 −3/2 0
−1/2 0 0 −3/2


x1
x2
x3
x4
 .
If A ∈ R3×3 is the matrix in (7) such that F (x) = Ax then Fτ (x) = τ(A)x
where τ(A) ∈ R4×4. Here one can compute that ρ(A) ≈ .938 whereas ρ(τ(A)) =
3/2. Since both systems are linear, it follows immediately that (F,R3) is a stable
dynamical network whereas (Fτ ,R4) is unstable.
The reason (F,R3) can lose its stability as it is evolved is that it is not intrinsically
stable. That is, the stability matrix of (F,X) is the matrix |A|, which is the matrix
with entries |A|ij = |Aij | with spectral radius ρ(|A|) = 1.787. Since this is greater
than one, the system is stable but not intrinsically stable. Therefore, it is possible,
as it is demonstrated here, for the network to lose stability as its topology evolves.
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Example 4.2 is meant to emphasize the fact that more than the standard notion
of stability is needed to guarantee a network’s stability as a network evolves under
some rule τ . This together with the results of theorem 5 suggest that networks,
possibly even real networks, need to maintain a stronger version of stability in order
to preserve their function as their structure evolves under a structural rule.
5. Conclusion
In this paper we have described a method that evolves the topology of a network
in a way that preserves both the spectral and local structure of the network. This
method, which we refer to as a topological evolution of a network, is quite flexible
in that the topology of any network can be evolved around any network core, which
is any subset of the network elements.
As the results of an evolution depend on the particular subset or network core
that is used, this method has the potential to model growth in a variety of networks.
What is important in modeling the growth of a specific network is determining a
particular subset of network elements that the network will evolve around. As this
can be any subset of the network’s elements there is a seemly unending number of
ways in which a network can be evolved. In this sense the expert, e.g. biologist,
sociologist, computer scientist, is needed to pick the set of elements that can be
used to best model the growth of the particular biological, social, or technological
network under consideration.
Beside modeling network growth this technique of evolving a network’s topology
can also be used to compare the topology of different networks. That is, two
networks can have very different topologies but when evolved with respect to some
structural rule τ , the resulting networks may have the same topology. If this is the
case, we say the two networks are evolution equivalent meaning the two networks
are similar with respect to the rule τ . In this way, the rule τ allows those studying
a particular class of networks a way of comparing the evolved topology of these
networks and drawing conclusions about both the evolved and original networks.
Of course, it is again important that this rule be designed by an expert to have
some significance with respect to the nature of the network(s) being considered.
The main idea we put forth here is that many networks currently under study are
likely to have features that come to light only as these networks are evolved.
Because this method of evolving a network’s topology also preserves the net-
work’s spectral structure it can also be used to study the interplay of network
growth and function. The reason is that the dynamics of a network is related to
the network’s spectrum, the network’s dynamics is in turn related to how well the
network is able to perform specific tasks. In particular, a network’s growth can
have a destabilizing effect on the network’s dynamics, which can lead to network
failure.
We show that if a network’s dynamics is intrinsically stable then the network will
remain intrinsically stable even as the network’s topology evolves, i.e. the growth of
the network will not change the network’s dynamics, at least not qualitatively. We
note that the notion of intrinsic stability has been previously studied in the context
of dynamical networks with time delays, were is was shown that an intrinsically
stable dynamical network will remain intrinsically stabile even if time delays are
introduced into or removed from the network’s interactions [26]. Hence, networks
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that are intrinsically stable are dynamically resilient to both changes in the net-
work’s topology and changes in the network’s environment that cause time delays.
Moreover, because it is straightforward to verify whether a network is intrinsically
stable, this notion of stability has potential to be both a practical and useful tool
in the design of dynamically stable networks.
6. Appendix: Isospectral Graph Reductions
To prove theorem 1 we need the notion of an isospectral graph reduction, which
is a way of reducing the size of a graph while essentially preserving its set of eigen-
values. Since there is a one-to-one relation between the graphs we consider and
the matrices M ∈ Rn×n, there is also an equivalent theory of isospectral matrix
reductions. Both types of reductions will be useful to us.
For the sake of simplicity we begin by defining an isospectral matrix reduction.
For these reductions we need to consider matrices of rational functions. The reason
is that, by the Fundamental Theorem of Algebra, a matrix A ∈ Rn×n has exactly
n eigenvalues including multiplicities. In order to reduce the size of a matrix while
at the same time preserving its eigenvalues we need something that carries more
information than scalars. The objects we will use are rational functions. The
specific reasons for using rational functions can be found in [9], chapter 1.
We let Wn×n be the set of n × n matrices whose entries are rational functions
p(λ)/q(λ) ∈ W, where p(λ) and q(λ) 6= 0 are polynomials with real coefficients in
the variable λ. The eigenvalues of the matrix M = M(λ) ∈ Wn×n are defined to
be solutions of the characteristic equation
det(M(λ)− λI) = 0,
which is an extension of the standard definition of the eigenvalues for a matrix with
complex entries.
For M ∈ Rn×n let N = {1, . . . , n}. If the sets R,C ⊆ N are proper subsets of
N , we denote by MRC the |R| × |C| submatrix of M with rows indexed by R and
columns by C. The isospectral reduction of a square real valued matrix is defined
as follows.
Definition 6. (Isospectral Matrix Reduction) The isospectral reduction of a
matrix M ∈ Rn×n over the proper subset S ⊆ N is the matrix
RS(M) = MSS −MSS¯(MS¯S¯ − λI)−1MS¯S ∈W|S|×|S|.
The relation between the eigenvalues of the matrix M and its isospectral reduc-
tion RS(M) is described by the following theorem [8, 9].
Theorem 6. (Spectrum of Isospectral Reductions) For M ∈ Wn×n and the
proper set S ⊂ N the eigenvalues of the isospectral reduction RS(M) are
σ
(RS(M)) = σ(M)− σ(MS¯S¯).
Phrased in terms of graphs, if the graph G = (V,E, ω) is isospectrally reduced
over some proper subset of its vertices S ⊂ V then the resulting reduced graph
RS(G) = (V, E , µ) with rational function weights has the eigenvalues
σ
(RS(G)) = σ(G)− σ(G|S¯).
It is worth noting that the graph G and its subgraph G|S¯ may have no eigenvalues
in common, in which case σ(RS(G)) = σ(G). However, for the proof of theorem 1
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Figure 10. An example of a graph G = (V,E, ω) with the single
strongly connected component C1 = G|S¯ is shown (left), where
solid boxes indicate the graph G|S. As there are two edges from
G|S to C1 and two edges from C1 to G|S there are 2× 2 branches
in BS(G) containing C1. These are merged together with G|S to
form XS(G) (right).
we will be using the fact that an evolved graph XS(G) and its restriction XS(G)|S¯
have eigenvalues in common.
A proof of theorem 1 is the following.
Proof. For the graph G = (V,E, ω) let S = {v1, . . . , v`} where V = {v1, . . . , vn}.
By a slight abuse in notation we also let S denote the index set S = {1, . . . , `} that
indexes the vertices in S, so that the reductionRS(G) = RS(M) where M = M(G).
For the moment we assume that the graph G|S¯ has the single strongly connected
component C1. The weighted adjacency matrix M ∈ Rn×n then has the block form
M =
[
U W
Y Z
]
where U ∈ R`×` is the matrix U = MSS , which is the weighted adjacency matrix
of G|S. The matrix Z ∈ Rn−`×n−` is the matrix Z = MS¯S¯ , which is the weighted
adjacency matrix of G|S¯ = C1. The matrix W = MSS¯ ∈ R`×n−` is the matrix of
edges weights of edges from G|S to C1 and Y = MS¯S ∈ Rn−`×` is the matrix of
edge weights of edges from C1 to G|S.
The evolution XS(G) is the graph in which all component branches of the form
β = vi, eip, C1, eqj , vj for all vi, vj ∈ S, vp, vq ∈ S¯ and eip, eqj ∈ E
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are merged together with the graph G|S (see figure 10). The weighted adjacency
matrix Mˆ = M(XS(G)) has the block form
Mˆ =

U
[
W1 · · · W1
]
· · ·
[
Wβ · · · Wβ
]
 Y1...
Yγ

 Z . . .
Z
 0
...
. . . Y1...
Yγ
 0
 Z . . .
Z


=
[
U Wˆ
Yˆ Zˆ
]
,
where each Wi ∈ R`×n−`, each Yj ∈ Rn−`×`,
∑w
i=1Wi = W and
∑y
j=1 Yj = Y .
Here, w ≥ 0 is the number of directed edges from G|S to C1. The matrix Wi has
a single nonzero entry corresponding to exactly one edge from this set of edges.
Similarly, y ≥ 0 is the number of directed edges from C1 to G|S. The matrix Yi
has a single nonzero entry corresponding to exactly one edge from this set of edges.
Since there are w · y component branches in XS(G) containing C1 then the matrix
Mˆ ∈ Rn+(n1−1)`×n+(n1−1)` where n1 = w · y.
The claim is that by reducing both M and Mˆ over S the result is the same
matrix. To see this note that by theorem 6 the reduced matrix RS(M) is
RS(M) = U −W (Z − λI)−1Y ∈W|S|×|S|.
For the matrix Mˆ its reduction over S is the matrix
RS(Mˆ) = U − Wˆ (Zˆ − λI)−1Yˆ
= U − Wˆ diag[(Z − λI)−1, . . . , (Z − λI)−1]Yˆ
= U −
w∑
i=1
y∑
j=1
Wi(Z − λI)−1Yj
= U − ( w∑
i=1
Wi
)
(Z − λI)−1( y∑
j=1
Yj
)
= U −W (Z − λI)−1Y ∈W|S|×|S|.
This verifies the claim that RS(M) = RS(Mˆ).
Theorem 6 then implies that σ(M)−σ(MS¯S¯) = σ(Mˆ)−σ(MˆS¯S¯). Since σ(MS¯S¯) =
σ(C1) and σ(MˆS¯S¯) = σ(C1)
n1 we then have
σ(G)− σ(C1) = σ(XS(G))− σ(C1)n1 .
Since G has n eigenvalues, XS(G) has n + (n1 − 1)`, and C1 has ` eigenvalues
respectively including multiplicities, it follows that
(8) σ(XS(G)) = σ(G) ∪ σ(C1)n1−1
so that theorem 1 holds in the case that G|S¯ has a single strongly connected com-
ponent C1.
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If C1, . . . , Cm are the components of the restricted graph G|S¯ where m > 1 then
we continue inductively. Let Si ⊂ V be the vertices that do not belong to Ci or
i = 1, . . . ,m. Then the evolution XS1(G) has eigenvalues
σ(XS1(G)) = σ(G) ∪ σ(C1)n1−1
by equation (8), where n1 is the number of component branches in BS1(G) contain-
ing C1. Since
XS1−S¯2(G) = XS1
(
XS2
(XS1(G)))
then by repeated use of the same argument that
σ(XS1−S¯2(G)) = σ(G) ∪ σ(C1)n1−1 ∪ σ(C2)n2−1,
where n1 and n2 are the number of component branches in BS1−S¯2(G) containing
C1 and C2, respectively. Continuing in this manner it follows that
σ(XS(G)) = σ(G) ∪ σ(C1)n1−1 ∪ · · · ∪ σ(Cm)nm−1,
where ni is the number of component branches in BS(G) containing Ci for all
i = 1, . . . ,m; since S1 − ∪mi=2S¯i = S. This completes the proof. 
A proof of proposition 2.4 is based on the following result relating the eigenvec-
tors of the a graph G and its reduction RS(G).
Theorem 7. (Eigenvectors of Reduced Matrices) Suppose M ∈ Rn×n and
S ⊆ N . If (λ,v) is an eigenpair of M and λ /∈ σ(MS¯S¯) then (λ,vS) is an eigenpair
of RS(M).
Proof. Suppose (λ,v) is an eigenpair of M and λ /∈ σ(MS¯S¯). Then without loss in
generality we may assume that v = (vTS ,v
T
S¯
)T . Since Mv = λv then[
MSS MSS¯
MS¯S MS¯S¯
] [
vS
vS¯
]
= λ
[
vS
vS¯
]
,
which yields two equations the second of which implies that
MS¯SvS +MS¯S¯vS = λvS¯ .
Solving for vS¯ in this equation yields
(9) vS¯ = −(MS¯S¯ − λI)−1MS¯SvS ,
where MS¯S¯ − λI is invertible given that λ /∈ σ(MS¯S¯).
Note that
(M − λI)v =
[
(M − λI)SSvS + (M − λI)SS¯vS¯
(M − λI)S¯SvS + (M − λI)S¯S¯vS¯
]
=
[
MSSvS −MSS¯(MS¯S¯ − λI)−1MS¯SvS
MS¯SvS − (MS¯S¯ − λI)(MS¯S¯ − λI)−1MS¯SvS
]
=
[
(RS(M)− λI)vS
0
]
.
Since (M − λI)v = 0 it follows that (λ,vS) is an eigenpair of RS(M).
Moreover, we observe that if (λ,vS) is an eigenpair of RS(M) then by reversing
this argument,
(
λ, (vTS ,v
T
S¯
)T
)
is an eigenpair of M where vS¯ is given by (9). 
We now give a proof of proposition 2.4.
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Proof. Let M = M(G) and Mˆ = M(XS(G)) where S ⊆ N . If (λ,v) is an eigenpair
of M and λ /∈ σ(MS¯S¯) then theorem 7 implies that (λ,vS) is an eigenpair ofRS(M).
Using the fact that RS(XS(M)) = RS(M) (see the proof of theorem 1) and the
observation in the last line of the proof of theorem 7 it follows that (λ, vˆ) is an
eigenpair of Mˆ where
vˆ =
[
vˆS
vˆS¯
]
=
[
vS
−(MˆS¯S¯ − λI)−1MˆS¯SvS
]
.
Note that vS = vˆS , which completes the proof. 
We now give a proof of proposition 2.
Proof. Suppose that G = (V,E) is strongly connected and S ⊂ V . Since the XS(G)
preserves the path structure of G, i.e. there is a path from vi to vj in XS(G) if and
only if there is a path from the corresponding vi to vj in G, then XS(G) must be
strongly connected. Therefore, both G and XS(G) have eigencentrality vectors.
Given that M(G) is a nonnegative matrix, theorem 1 together with corollary
8.1.20 in [29] imply that G and XS(G) have the same spectral radius ρ. Since ρ
is a simple eigenvalue of both G and XS(G), proposition 2.4 implies that given an
eigencentrality vector p of G there is an eigencentrality vector q of XS(G) such
that pS = qS completing the proof. 
7. Acknowledgement
The work of L. A. Bunimovich was partially supported by the NSF grant DMS-
1600568
References
[1] Karlebach, G. & Shamir, R. (2008) Modelling and Analysis of Gene Regulatory Networks.
Nature Reviews Molecular Cell Biology 9, 770-780.
[2] Bullmore, E. & Sporns, O. (2009) Complex brain networks: graph theoretical analysis of
structural and functional systems. Nature Reviews Neuroscience 10, 186-198.
[3] Barabsi, A.-L. & Oltvai, Z. N. (2004) Network Biology: Understanding the Cell’s Functional
Organization. Nature Reviews Genetics 5, 101-113.
[4] Clark, R. M. & Fewell, J. H. (2014) Transitioning from unstable to stable colony growth in the
desert leafcutter ant Acromyrmex versicolor. Behavioral Ecology and Sociobiology 68 163-171.
[5] Holbrook, C.T., Eriksson, T.H., Overson, R.P., & J. H. Fewell (2013) Colony-size effects on
task organization in the harvester ant Pogonomyrmex californicus. Insectes Sociaux 60 191-
201.
[6] Fewell, J. H., Armbruster D., Ingraham J., Petersen A., & Waters, J. S. (2012) Basketball
Teams as Strategic Networks. PLOS ONE, 7(11): e47445.
[7] Gross, T. & Sayama, H. (eds). (2009) Adaptive Networks: Theory Models and Applications.
Springer
[8] Bunimovich, L. A. & Webb, B. Z. (2012) Isospectral Graph Transformations, Spectral Equiv-
alence, and Global Stability of Dynamical Networks. Nonlinearity 25, 211-254.
[9] Bunimovich, L. A. & Webb, B. Z. (2014) Isospectral Transformations: A New Approach to
Analyzing Multidimensional Systems and Networks. Springer Monographs in Mathematics.
[10] MacArthura, B. D., Snchez-Garca, R. J., & Andersonc J. W. (2008) Symmetry in Complex
Networks. Discrete Applied Mathematics 156, 3525-3531.
[11] Tononi, G., Sporns, O., & Edelman G. M. (1999) Measures of Degeneracy and Redundancy
in Biological Networks, Proc. Natl. Acad. Sci. USA 96 3257-3262.
[12] Barabsi, A.-L., Rka, A. (2002) Statistical mechanics of complex networks. Reviews of Modern
Physics 74 4797.
[13] Alon, U. (2007) Network motifs: theory and experimental approaches. Nature Reviews Ge-
netics 8, 450-461.
MECHANISMS FOR NETWORK GROWTH 31
[14] Newman, M. E. J. (2003) The Structure and Function of Complex Networks. SIAM Review
45, 167-256.
[15] Humphries, M. D. & Gurney, K. (2008) Network Small-World-Ness: A Quantitative Method
for Determining Canonical Network Equivalence. PLOS ONE, 3(4): e2051.
[16] Cao, J. (2003) Global asymptotic stability of delayed bi-directional associative memory neural
networks, Applied Mathematics and Computation, 142, 23, 333339.
[17] Cheng, C.-Y., Lin, K.-H., & Shih, C.-W. (2006) Multistability in Reccurent Neural Networks,
SIAM J. Appl. Math 66, 4, 13011320.
[18] Chena, S., Zhaoa, W., & Xub, Y. (2009) New criteria for globally exponential stability
of delayed Cohen-Grossberg neural network. Mathematics and Computers in Simulation 79
1527-1543.
[19] Cohen, M. & Grossberg S. (1983) Absolute stability and global pattern formation and parallel
memory storage by competitive neural networks, IEEE Transactions on Systems, Man, and
Cybernetics SMC-13 815-821.
[20] Tao, L., Ting, W., & Shumin, F. (2011) Stability analysis on discrete-time Cohen-Grossberg
neural networks with bounded distributed delay, Proceedings of the 30th Chinese Control
Conference, July 22-24, Yantai, China.
[21] Wang, L. & Dai, G.-Z. (2008) Global Stability of Virus Spreading in Complex Heterogeneous
Networks, SIAM J. Appl. Math., 68(5), 14951502.
[22] Alpcan. T. & Basar, T. (2005) A Globally Stable Adaptive Congestion Control Scheme for
Internet-Style Networks With Delay, IEEE/ACM Transactions on Networking, 13, 6.
[23] Alexanderson, G. (2006) Euler and Ko¨nigsberg’s Bridges: A Historical Overview, Bulletin of
the AMS, 43, 4, 567-573.
[24] Newman, M. E. J. (2006) Modularity and community structure in networks, Proc Natl Acad
Sci USA 103(23): 85778582.
[25] Watanabe, T. & Masuda, N. (2010) Enhancing the spectral gap of networks by node removal,
Phys. Rev. E 82.
[26] Bunimovich, L. A. & Webb, B. Z. (2013) Restrictions and Stability of Time-Delayed Dynam-
ical Networks. Nonlinearity 26, 2131-2156.
[27] Zachary, W. W. (1977) An information flow model for conflict and fission in small groups,
Journal of Anthropological Research 33, 452-473.
[28] Liu, Y., Wang, Z., Serrano, A., & Liu, X. (2007) Discrete-time recurrent neural networks with
time-varying delays: Exponential stability analysis, Physics Letters A, 362(5-6): 480-488.
[29] Horn, R. & Johnson, C., Matrix Analysis, Cambridge University Press, Cambridge, (1990).
