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Abstrakt
Jakost, stejneˇ tak i kontrola stability proces˚u, v soucˇasne´ dobeˇ neusta´le nab´ıra´ na vy´znamu.
Jej´ı zvysˇuj´ıc´ı se d˚ulezˇitosti je podmı´neˇna porˇa´d v´ıce rozsˇiˇruj´ıc´ı se se´riovou vy´robou. Jedna´
se o vy´robn´ı procesy velky´ch rozmeˇr˚u, co do pocˇtu opera´tor˚u ale i prˇ´ımy´ch a neprˇ´ımy´ch
vliv˚u na zmetkovitost a stabilitu procesu.
Jsou zna´me´ znaky jakosti, vyja´drˇene´ tzv. uzˇitny´mi vlastnostmi, ktere´ mohou by´t bud’
jednodusˇe meˇrˇitelne´ (de´lkove´ rozmeˇry, pevnost, tazˇnost, vlhkost,koncentrace), nebo prˇ´ımo
nemeˇrˇitelne´, veˇtsˇinou subjektivn´ı (v˚uneˇ, chut’, barevnost, komfort prˇi pouzˇit´ı, vzhled).
Statisticka´ regulace procesu (Statistical Process Control -SPC) prˇedstavuje preventivn´ı
na´stroj rˇ´ızen´ı jakosti, nebot’ na za´kladeˇ vcˇasne´ho odhalova´n´ı vy´znamny´ch odchylek pro-
cesu od prˇedem stanovene´ u´rovneˇ umozˇnˇuje vykona´vat za´sahy do procesu s c´ılem dlouhodobeˇ
jej udrzˇovat na prˇ´ıpustne´ a stabiln´ı u´rovni, poprˇ. proces zlepsˇovat. Tato kontrola vy´robn´ıho
procesu bude prˇedmeˇtem te´to diplomove´ pra´ce.
Nejdrˇ´ıve je provedena analy´za procesu pomoc´ı Shewharetovy´ch regulacˇn´ıch diagramu˚, kde
je zajiˇsteˇna silna´ nestabilita procesu. Na´sledne´ je pouzˇita analy´za pomoc´ı testu χ2, ktera´
se vyuzˇita k urcˇen´ı vliv˚u jednotlivy´ch cˇinitel˚u na stabilitu procesu (opera´torˇi, typ smeˇny,
typ vy´robku, typ vady na vy´robku atd.) Cela´ prakticka´ cˇa´st je rˇesˇena ve statisticke´m
softwaru MINITAB 15.
Pra´ce je da´le doplneˇna o za´veˇry ze zkouma´n´ı vlastnost´ı intervalovy´ch odhad˚u parametru
p binomicke´ho rozdeˇlen´ı - numericka´ stabilita v jednotlivy´ch statisticky´ch softwarech
(Minitab 15, Matlab 7.8.0).
Diplomova´ pra´ce je soucˇa´st´ı rˇesˇen´ı projektu MSˇMT Cˇeske´ republiky cˇ´ıs. 1M06047 Cen-
trum pro jakost a spolehlivost vy´roby.
Kl´ıcˇova´ slova
Testova´n´ı statisticky´ch hypote´z, intervalove´ odhady binomicke´ho rozdeˇlen´ı, kontrola jakosti,
Shewharetovy regulacˇn´ı diagramy, regulacˇn´ı diagramy pro diskre´tn´ı znaky
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Summary
Quality, as well as stability of processes check is nowadays gaining on its significance. The
main driving force of its increasing importance is the rapid expansion of series production.
Large-scale manufacturing processes are concerned, in terms of the number of operators,
direct and indirect influence on rejects, but also on process stability.
There are several quality characteristics, defined by utility properties, that can be easily
measurable (linear dimensions, solidity, elongation, humidity, concentration) or directly
immeasurable, mostly subjective (fragrance, taste, color, comfort while using, appear-
ance). Statistical Process Control-SPC features the preventive tool of quality control,
because based on the early detection of significant divergences of the process from the
predetermined level, it is possible to execute interventions in the process with the aim of
maintaining the acceptable and stable level and improving the process. This manufactur-
ing process check will be the topic of my thesis.
At first, Shewhart’s control charts analysis will be done to determine strong process insta-
bility. Consequently, analysis will be carried out in test χ2, used to determine the influence
of each factor on the process of stability (operators, type of shift, type of product, type
of defect on the product). All the practical part will be processed in statistical software
MINITAB15.
The thesis will be complemented by the findings from the examination of the features
of interval estimates of parameter p for binomial distribution - numeric stability in the
various statistical software (specifically Minitab 15, Statistica, Matlab 7.8.0).
Master’s thesis was supported by project from MSMT of the Czech Republic no. 1M06047
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1 U´vod
V literaturˇe byl pojem jakosti uzˇ nescˇetneˇkra´t popsa´n r˚uzny´mi definicemi. V Juranoveˇ
ucˇebnici jakosti uva´d´ı definici: ”Jakost je vyja´drˇen´ım vhodnosti k uzˇ´ıva´n´ı”. Velmi vy´stizˇna´
a obecna´ definice je k nalezen´ı v normeˇ CˇSN: ”Jakost vy´robku je souhrnem vlastnost´ı
podminˇuj´ıc´ıch zp˚usobilost uspokojit potrˇeby odpov´ıdaj´ıc´ı jeho u´cˇelu uzˇit´ı”.
V praxi vsˇak jakost a stabilita procesu jsou vy´zname´ pojmy, ktere´ nelze shrnout pouze do
pa´r veˇt. Cele´ vy´robn´ı procesy jsou za´visle´ na vsˇech cˇinitelech (subdodavatele´, opera´tor,
zmetkovitost, pracovn´ı podmı´nky), ktere´ ho ovlivnˇuj´ı od u´plne´ho pocˇa´tku. Tato prob-
lematika stability procesu, ale i zhodnocen´ı vliv˚u jednotlivy´ch cˇinitel˚u je prˇedmeˇtem te´to
pra´ce.
V prvn´ıch kapitola´ch je uveden matematicky´ apara´t potrˇebny´ a pouzˇity´ prˇi analy´ze pro-
cesu. Prˇi urcˇova´n´ı zmetkovitosti v procesech se vyuzˇ´ıva´ binomicke´ rozdeˇlen´ı, ktere´mu je
proto take´ veˇnova´na teoreticka´ cˇa´st. K urcˇova´n´ı za´vislosti procesu na cˇinitel´ıch se pouzˇ´ıva´
test neza´vislosti. Da´le je take´ proveden Fisher˚uv faktoria´lovy´ test. Test 2 - proportions
je alternativou pro χ2 test, kde je zjiˇsteˇn i interval spolehlivosti. T´ımto testem je mozˇne´
zkontrolovat vy´sledek χ2 testu.
Prakticka´ cˇa´st se op´ıra´ o teorii v prvn´ıch kapitola´ch. Postupneˇ je provedena analy´za pro-
cesu a podrobneˇ je popsa´n kazˇdy´ krok a vy´sledek, ktery´ je z´ıska´n.
Prvn´ım na´strojem pro z´ıska´n´ı za´kladn´ıch prˇedstav a za´veˇr˚u o procesu jsou diagramy. Z
p-diagramu˚ je mozˇne´ vycˇ´ıst, zda se proces chova´ jako stabiln´ı. Pokud se proces jev´ı, jako
nestabiln´ı je nutne´ jej hloubeˇji rozebrat, zjistit cˇinitele, ktere´ jej ovlivnˇuj´ı a navrhnout
na´pravy, pokud jsou mozˇne´. Vlivy a za´vislosti procesu na jednotlivy´ch cˇinitel´ıch se mohou
da´le zjiˇst’ovat pomoc´ı stratifikace (naprˇ. dle typu vy´robku, typu vady, smeˇny, skupiny pra-
covn´ık˚u, atd.) Dalˇs´ı mozˇnost, jak analyzovat proces je pomoc´ı χ2. Zde se testuje hypote´za,
zda je proces za´visly´ na jednotlivy´ch faktorech, podle ktery´ch jej stratifikujeme. Jelikozˇ
data, ktere´ jsou zkouma´ny, vykazuj´ı nestabilitu, je nutne´ prove´st vsˇechny tyto kroky a
z´ıskane´ vy´sledky vyhodnotit.
Test χ2 je velice uzˇitecˇny´m a pouzˇ´ıvany´m apara´tem prˇi zjiˇst’ova´n´ı kvality procesu. V
neˇktery´ch prˇ´ıpadech se v praxi setka´va´me s procesy s extre´mneˇ n´ızkou, te´meˇrˇ nulovou
zmetkovitost´ı. V teˇchto prˇ´ıpadech cˇasto docha´z´ı k proble´mu se softwary, ve ktery´ch se
pracuje. Jedna´ se o numerickou nestabilitu, ktera´ se projevuje chybou ve vy´pocˇtech
bodove´ho odhadu a intervalu spolehlivosti. A to kdyzˇ je bodovy´ odhad roven nule a
soucˇasneˇ interval spolehlivosti je (1, 1). Na tento proble´m je v dalˇs´ı cˇa´sti pouka´za´no.
Da´le je porovna´n pomeˇr vyrobeny´ch kus˚u a zmetk˚u v neˇktery´ch softwarech. Na´sledneˇ
je zjiˇsteˇno, ve ktere´m softwaru se prˇi jake´m pomeˇru vyrobeny´ch kus˚u a zmetk˚u tento
proble´m zacˇne vyskytovat. Pro porovna´n´ı jsou vybra´ny softwary Minitab 15 a Matlab
7.8.0.
V posledn´ı kapitole je rˇesˇena numericka´ stabilita softwaru Minitab. Pro lepsˇ´ı prˇedstavu je
proveden test 1-Proportion v Minitabu 15 i v Matlabu 7.8.0. Zde se tato analy´za provede
pomoci funkce [phat,pci]=binofit(x,n). Test 1-Proportion je intervalovy´ odhad parametru
p binomicke´ho rozdeˇlen´ı. Tento odhad lze v Minitabu nastavit, aby byl aproximova´n
norma´ln´ım rozdeˇlen´ım. Toto rˇesˇen´ı ma´ odliˇsne´ vy´sledne´ intervaly spolehlivosti.
Pro praktickou cˇa´st je vyuzˇ´ıva´n statisticky´ software Minitab 15.
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2 Testova´n´ı statisticky´ch hypote´z
Statisticka´ hypote´za je tvrzen´ı o vlastnostech rozdeˇlen´ı pozorovane´ na´hodne´ velicˇiny.
Postup, ktery´m oveˇrˇujeme tuto hypote´zu, se nazy´va´ test statisticke´ hypote´zy. Proti
dane´ testovane´ nulove´ hypote´ze H0 se stav´ı tzv. alternativn´ı hypote´za H1. Alterna-
tivn´ı hypote´za je volena dle pozˇadavk˚u u´lohy. Je-li hypote´za H0, zˇe parametr ϑ ma´ hod-
notu ϑ0 , p´ıˇseme H : ϑ = ϑ0. Prˇ´ıpad, zˇe H1 : ϑ 6= ϑ0 je dvoustranna´ alternativn´ı
hypote´za a H1 : ϑ < ϑ0, resp. H1 : ϑ > ϑ0 je jednostranna´ alternativn´ı hypote´za. Hy-
pote´za mu˚zˇe by´t jednoducha´ v prˇ´ıpadeˇ, zˇe uvazˇujeme ϑ = ϑ0 anebo naopak slozˇena´,
naprˇ. ϑ 6= ϑ0. Hypote´zy mu˚zˇeme take´ rozdeˇlit podle toho, jestli se zaby´va´me parame-
try na´hodne´ velicˇiny X - parametricke´ anebo kvalitativn´ımi vlastnostmi te´to na´hodne´
velicˇiny - neparametricke´.
Prˇi testova´n´ı hypote´zy H0 : ϑ = ϑ0 proti dane´ alternativn´ı hypote´ze H1 se konstru-
uje vhodna´ statistika T (X1, ..., Xn), tzv. testove´ krite´rium. Obor hodnot testove´ho
krite´ria T (X1, ..., Xn) se za prˇedpokladu, zˇe testovana´ hypote´za plat´ı, rozdeˇl´ı na dveˇ dis-
junktivn´ı podmnozˇiny: kriticky´ obor Wα a jeho doplneˇk W¯α. Cˇ´ıslo α > 0 je hlavina
vy´znamnosti testu a vol´ıme ji obvykle bl´ızkou nule, naprˇ. 0,05 anebo 0,01. Hladina
vy´znamnosti se taky mu˚zˇe neˇkdy uda´vat v procentech, naprˇ. 5% anebo 1%.
Rozhodnut´ı o hypote´ze H se pak zakla´da´ na dane´ konvenci: zda tzv.pozorovana´ hod-
nota testove´ho krite´ria t = T (x1, ..., xn) na statisticke´m souboru (x1, ..., xn) padne do
kriticke´ho oboru,tj. t ∈ Wα, zamı´ta´me hypote´zu H0 a soucˇasneˇ nezamı´tneme hypote´zu
H1 na hladineˇ vy´znamnosti α. V opacˇne´m prˇ´ıpadeˇ, kdyzˇ t ∈ W¯α, nezamı´ta´me hypote´zu
H0 a soucˇasneˇ zamı´ta´me hypote´zu H1 na hladineˇ vy´znamnosti α. Nezamı´tnut´ı hypote´zy
H0, resp.H1, neznamena´ jesˇteˇ jej´ı platnost, jelikozˇ jsme z´ıskali dostatecˇne´ informace pouze
k zamı´tnut´ı te´to hypote´zy.
Prˇi testova´n´ı se mu˚zˇem dopustit chyby prvn´ıho a nebo druhe´ho druhu. Chyba prvn´ıho
druhu znamena´, zˇe hypote´za H0 ∈ Wα plat´ı a my ji zamı´tneme. Chyba druhe´ho druhu
je v mnoha prˇ´ıpadech povazˇova´na za va´zˇneˇjˇs´ı, znamena´ totizˇ, zˇe acˇkoliv tato hypote´za
nen´ı spra´vna my ji nezamı´tneme. Prˇi volen´ı hypote´zy H0 se rˇ´ıd´ıme podle principu, aby
chyba prvn´ıho druhu byla za´vazˇnejˇs´ı nezˇ chyba druhe´ho druhu. Snazˇ´ıme-li se, aby k
chybeˇ prvn´ıho druhu prakticky nemohlo doj´ıt, mus´ıme zvolit kriticky´ obor Wα tak, aby
pravdeˇpodobnost chyby prvn´ıho druhu byla nejvy´sˇe α. Nejlepsˇ´ı volba kriticke´ho oboru
je takova´, aby prˇi dodrzˇen´ı te´to podmı´nky byla pravdeˇpodobnost chyby druhe´ho druhu
minima´ln´ı. Riziko chyb prvn´ıho a druhe´ho druhu v prakticky´ch u´loha´ch nelze eliminovat,
pouze jej mu˚zˇeme sn´ızˇit. Pravdeˇpodobnost chyby druhe´ho druhu je β = P (T /∈ Wα/H0)
a pravdeˇpodobnost 1− β = P (T ∈ Wα/H1) se nazy´va´ s´ıla testu.
Prakticky´ vy´znam hladiny spolehlivosti spocˇ´ıva´ v tom, zˇe prˇi mnoha opakovany´ch re-
alizac´ıch na´hodne´ho vy´beˇru (rˇa´doveˇ v tis´ıc´ıch) a soucˇasne´ platnosti testovane´ hypote´zy
H0 se v prˇiblizˇneˇ 100α% testech hypote´zy zmy´l´ıme, tedy zamı´tneme platnou hypote´zu.
Naopak kdyzˇ hypote´za H0 neplat´ı prˇiblizˇneˇ se v 100β% testech zmy´l´ıme a nezamı´tneme
ji.
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2.1 Test hypote´zy o parametru binomicke´ho rozdeˇlen´ı
2.1.1 Test hypote´zy H : p = p0
Testova´n´ı se prova´d´ı za prˇedpokladu, zˇe na´hodna´ velicˇina X ma´ alternativn´ı rozdeˇlen´ı s
pravdeˇpodobnostn´ım parametrem p, tedy binomicke´ rozdeˇlen´ı Bi(1, p). Tedy prˇi testova´n´ı
hypote´zy H : p = p0 testujeme hypote´zu, zda pod´ıl prvk˚u p0 ze za´kladn´ıho souboru ma´
sledovanou vlastnost na za´kladeˇ zjiˇsteˇn´ı, zˇe x prvk˚u z n na´hodneˇ vybrany´ch prvk˚u ze
za´kladn´ıho souboru ma´ sledovanou vlastnost. Testova´n´ı hypote´z pro dvoustranne´ alterna-
tivn´ı hypote´zy maj´ı dvoustranne´ kriticke´ obory a odpov´ıdaj´ıc´ı kriticke´ hodnoty. Tyto testy
o parametru binomicke´ho rozdeˇlen´ı se vyuzˇ´ıvaj´ı cˇasto u jakosti (test pod´ılu neshodny´ch
vy´robk˚u nebo zmetk˚u v celkove´ produkci) a prˇi zkouma´n´ı za´jmu o vy´robek, sluzˇby apod.
Test hypote´zy H : p = p0. Test se prova´d´ı pro n > 30 :
t =
x
n
− p0√
p0(1−p0)
n
(2.1)
a W¯α =
〈−u1−α/2;u1−α/2〉, kde u1−α/2 je (1− α/2)-kvantil norma´ln´ıho rozdeˇlen´ı N(0, 1).
2.1.2 Test hypote´zy H : p1 = p2
Prˇi tomto testu se prˇedpokla´da´, zˇe pozorova´n´ım dvou neza´visly´ch na´hodny´ch velicˇin X, Y
s alternativn´ım rozdeˇlen´ım a parametry p1, p2 z´ıska´me realizace vza´jemneˇ neza´visly´ch
na´hodny´ch vy´beˇr˚u s rozsahy n1, n2 a pocˇty x, y prvk˚u se sledovanou vlastnost´ı.
Test hypote´zy se prova´d´ı pro parametry p1 a p2 : H : p1 = p2. Pozorovana´ hodnota
testovane´ho krite´ria za prˇedpokladu n1 > 50 a n2 > 50 je
t =
x
n1
− y
n2√
f¯(1− f¯)
√
n1n2
n1 + n2
(2.2)
kde f¯ = x+y/n1+n2 a W¯α =
〈−u1−α/2, u1−α/2〉, kde u1−α/2 je (1− α2 )-kvantil norma´ln´ıho
rozdeˇlen´ı N(0, 1).
2.2 Test neza´vislosti
Tento test vycha´z´ı z prˇedpokladu, zˇe ma´me dveˇ neza´visle´ na´hodne´ velicˇiny X,Y s alterna-
tivn´ım rozdeˇlen´ım a parametry p1, p2 z´ıska´me realizace vza´jemneˇ neza´visly´ch na´hodny´ch
vy´beˇr˚u, ktere´ naby´vaj´ı hodnot: X naby´va´ hodnot i = 1, ..., r a Y naby´va´ hodnot j =
1, ..., s.
Da´le si oznacˇme pij = P (X = i, Y = j) pi. =
∑
j pij p.j =
∑
i pij.
Cˇ´ısla pi., p.j se nazy´vaj´ı margina´ln´ı pravdeˇpodobnosti.
Prˇedpokla´da´me, zˇe jsme uskutecˇnili vy´beˇr o rozsahu n z tohoto rozdeˇlen´ı. Necht’ fij je
pocˇet teˇch prˇ´ıpad˚u, kdy se ve vy´beˇru vyskytne dvojice (i, j). Na´hodne´ velicˇiny fij maj´ı
pak sdruzˇene´ multinomicke´ rozdeˇlen´ı s parametrem n a pravdeˇpodobnost´ı pij. Z hlediska
u´spory cˇasu je vy´hodne´ psa´t pij i empiricke´ cˇetnosti fij v maticove´m za´pisu. Matice (fij) se
nazy´va´ kontingencˇn´ı tabulka. Hodnota´m f.j a fi. se rˇ´ıka´ margina´ln´ı cˇetnosti. Da´le budeme
psa´t
fi. =
∑
j
fij, f.j =
∑
i
fij.
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Samozrˇejmeˇ plat´ı ∑
i
fi. =
∑
j
f.j =
∑
i
∑
j
fij = n.
V praxi vznika´ kontingencˇn´ı tabulka tak, zˇe se na statisticky´ch jednotka´ch sleduj´ı
dva znaky. Povahovo mohou by´t tyto znaky diskre´tn´ı a naby´vat pouze konecˇneˇ mnoha
hodnot (naprˇ. vy´robek shodny´-neshodny´). Toto ohodnocen´ı je obecne´, neˇkdy se taky
rozdeˇluj´ı r˚uzne´ druhy neshodny´ch vy´robk˚u (naprˇ. neshodny´ vy´robek - sˇkra´banec, velikost,
nedostatecˇny´ potisk, atd.).
  Y   
X 1........s ∑ 
1 p11  .....   p1s    p1. 
...  ........................ ... 
r pr1  ......  prs pr. 
∑ p.1  ...... p.s 1 
 
Obra´zek 1: Matice pravdeˇpodobnost´ı
     
  Y   
 X 1........s ∑  
 1 n11  .....  n1s   f1.  
 ...  ........................ ...  
 r nr1  ......  nrs fr.  
 ∑ n.1  ...... n.s n  
     
 
Obra´zek 2: Kontingencˇn´ı tabulka
Nejcˇasteˇjˇs´ı u´lohou prˇi rozboru kontingencˇn´ıch dvourozmeˇrny´ch tabulek je testova´n´ı
hypote´z, zˇe dveˇ velicˇiny X, Y jsou na sobeˇ za´visle´.
Pozna´mka. Velicˇiny X,Y jsou neza´visle´ tehdy a jen tehdy, plat´ı-li pij = pi.pj. pro
vsˇechny dvojice (i, j) : i = 1, . . . , r; j = 1, . . . , s.
Proto hypote´zu neza´vislosti H0 mu˚zˇeme psa´t ve tvatu
H0 : pij = pi.pj.,∀(i, j) : i = 1, . . . , r; j = 1, . . . , s.
Cozˇ znamena´, zˇe pravdeˇpodobnosti pij multinomicke´ho rozdeˇlen´ı jsou funkcemi mensˇ´ıho
pocˇtu neza´visly´ch parametr˚u, ktery´mi jsou margina´ln´ı pravdeˇpodobnosti pi. a p.j. Tyto
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margina´ln´ı pravdeˇpodobnosti ale nejsou za´visle´, nebot’∑
i
pi. =
∑
j
p.j = 1.
Mezi zna´me´ parametry mu˚zˇeme zarˇadit i pr. a p.s, nebot’ ty mu˚zˇeme urcˇit z ostatn´ıch
margina´ln´ıch pravdeˇpodobnost´ı. Pak pocˇet nezna´my´ch parametr˚u je
m = r − 1 + s− 1 = r + s− 2.
Omezujeme se na situaci kdy jsou vsˇechny margina´ln´ı pravdeˇpodobnosti kladne´. V opacˇne´m
prˇ´ıpadeˇ bychom museli neˇktere´ sloupce a rˇa´dky vynechat.
Pomoc´ı soustavy pro vy´pocˇet odhadu parametru a (oznacˇ. aˆ), ktery´ se prova´d´ı modifiko-
vanou metodou maxima´ln´ıho χ2, provedeme odhad neza´visly´ch parametr˚u p1., . . . , p(r−1),.
a p.1, . . . , p.,(s−1) (dle [1])
s∑
j=1
(
fij
pi.
− frj
pr.
) = 0, i = 1, . . . , r − 1, (2.3)
a
r∑
i=1
(
fij
p.j
− fic
p.s
) = 0, j = 1, . . . , s− 1, (2.4)
protozˇe pro h = 1, . . . , r − 1 plat´ı
∂(pi.p.j)
∂ph.
=

p.j, i = h,
−p.j, i = r,
0, jinak.
Podobny´ vy´sledek bychom dostali prˇi parcia´ln´ı derivaci podle p.l.Vzorec (2.3) plat´ı i
pro i = r a (2.4) plat´ı i pro j = s. A tak vzorec (2.3) mu˚zˇeme prˇepsat do tvaru
fi.
pi.
− fr.
pr.
= 0, i = 1, . . . , r. (2.5)
Odtud u´pravami
fi. =
fr.
pr.
pi., i = 1, . . . , r. (2.6)
Na´sledny´m secˇten´ım prˇes vsˇechna i dostaneme n = fr./pr., takzˇe odtud ma´me pro pr.
odhad pˆr. = fr./n. Na´sledny´m dosazen´ım do (2.6) z´ıska´me odhady
pˆi. =
fi.
n
, i = 1, . . . , r.
Analyticky vyrˇesˇ´ıme i (2.4) a dostaneme
pˆ.j =
f,j
n
, j = 1, . . . , s.
Dle veˇty 12.9 [1] ma´ pak velicˇina
χ2 =
r∑
i=1
s∑
j=1
(fij − fi.f.jn )2
fi.f.j
n
(2.7)
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asymptoticky rozdeˇlen´ı χ2 s pocˇtem stupnˇ˚u volnosti (r−1)(s−1). Pak testujeme hypote´zu
H0 : χ2 = χ2(r−1)(s−1), kde χ
2
(r−1)(s−1) je (1−α)-kvantil Fisherova rozdeˇlen´ı s (r− 1)(s− 1)
stupni volnosti. Pokud vsˇak vyjde χ2 ≥ χ2(r−1)(s−1) zamı´tneme nulovou hypote´zu H0 o
neza´vislosti velicˇiny X a Y . Ke shodeˇ s limitn´ım rozdeˇlen´ım se opeˇt vyzˇaduje, aby vsˇechny
teoreticke´ cˇetnosti fi.f.j/n byly veˇtsˇ´ı nezˇ 5. Nen´ı-li tato podmı´nka splneˇna, obvykle se
spojuj´ı neˇktere´ rˇa´dky nebo neˇktere´ sloupce.
2.3 Fisher˚uv faktoria´lovy´ test
Je-li r = s = 2, dosta´va´me cˇtyrˇpoln´ı tabulky. Kdyzˇ v takove´m prˇ´ıpadeˇ kv˚uli maly´m
cˇetnostem nelze pouzˇ´ıt limitn´ı rozdeˇlen´ı, nen´ı zde uzˇ mozˇne´ prˇistoupit ke slucˇova´n´ı rˇa´dk˚u
cˇi sloupc˚u. Take´to situace se rˇesˇ´ı na´sleduj´ıc´ı metodou.
Pravdeˇpodobnost, zˇe se prˇi dane´m n budou ve cˇtyrˇpolne´ tabulce realizovat cˇetnosti
f11, f12, f21, f22 je rovna
P (f11, f12, f21, f22) =
n!
f11!f12!n21!f22!
pf1111 p
f12
12 p
f21
21 p
n22
22
Necht’ plat´ı hypote´za neza´vislosti H0 : pij = pi.p.j. Oznacˇ´ıme-li
Q = pf1.1. p
f2.
2. p
f.1
.1 p
f.2
.2 ,
pak za platnosti H0 dostaneme
P (f11f12f21f22) =
n!
f11!f12!f21!f22!
Q. (2.8)
Pravdeˇpodobnost, zˇe vznikne tabulka s margina´ln´ımi cˇetnostmi f1., f2., f.1, f.2 je rovna
R =
min(f1.,f.1)∑
i=max(0,f.1−f2.)
P (i, f1. − i, f.1 − i, i+ f2. − f.1).
Po dosazen´ı z (2.9) a po mensˇ´ı u´praveˇ dosta´vame
R = Q
n!
f1.!f2.!
min(f1.,f.1)∑
i=max(0,f.1−f2.)
(
f1.
i
)(
f2.
f.1 − i
)
.
Ale pro libovolna´ neza´porna´ cˇ´ısla r, s, k splnˇuj´ıc´ı podmı´nku r + s ≥ k porovna´n´ım koefi-
cient˚u prˇi tk v identiteˇ
(1 + t)r(1 + t)s = (1 + t)r+s
dostaneme
min(r,k)∑
i=max(0,k−s)
(
r
i
)(
s
k − i
)
=
(
r + s
k
)
.
Proto
R = Q
(n!)2
f1.!f2.!f.1!f.2!
.
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Podmı´neˇna´ pravdeˇpodobnost P , zˇe prˇi dany´ch margina´ln´ıch cˇetnostech f1., f2., f.1, f.2 je
rovna
P =
P (f11, f12, f21, f22)
R
.
Po dosazen´ı dostaneme
P =
f1.!f2.!f.1!f.2!
n!f11!f12!f21!f22!
. (2.9)
Neˇkdy se P uva´d´ı v ekvivalentn´ım tvaru
P =
(
f1.
f11
)(
f2.
f21
)(
n
f.1
) .
Hlavn´ı vy´hoda podmı´neˇne´ pravdeˇpodobnosti P spocˇ´ıva´ v tom, zˇe neobsahuje zˇa´dne´
nezna´me´ parametry a odpadaj´ı proble´my s jejich odhadem.
Proveden´ı testu pak za´vis´ı na tom, zda jde o test hypote´zy H0 proti jednostranne´ nebo
proti oboustranne´ alternativeˇ.
Oznacˇme d logaritmickou interakci dane´ tabulky. Jde-li o testH0 proti alternativeˇH1 : δ <
0 (kde δ je teoreticka´ interakce), secˇtou se hodnoty pravdeˇpodobnost´ı P vypocˇtene´ pro
ty tabulky, ktere´ maj´ı stejne´ margina´ln´ı cˇetnosti jako tabulka vy´choz´ı a jejizˇ logaritmicke´
interakce jsou mensˇ´ı nebo rovny cˇ´ıslu δ. Pokud tento soucˇet je mensˇ´ı nebo roven α, zamı´ta´
se H0.
Prˇi testu H0 proti H1 : δ > 0 se zase scˇ´ıtaj´ı pravdeˇpodobnosti P teˇch tabulek se stejny´mi
margina´ln´ımi cˇetnostmi jako ma´ vy´choz´ı tabulka, jejichzˇ logaritmicke´ interakce jsou veˇtsˇ´ı
nebo rovny cˇ´ıslu d. Je-li soucˇet pravdeˇpodobnost´ı mensˇ´ı nebo roven α, H0 zamı´tneme.
Prˇi testu H0 proti oboustranne´ alternativeˇ H1 : δ 6= 0 se scˇ´ıtaj´ı pravdeˇpodobnosti P teˇch
tabulek se stejny´mi margina´ln´ımi cˇetnostmi jako ma´ vy´choz´ı tabulka, jejizˇ legaritmicke´
interakce jsou v absolutn´ı hodnoteˇ veˇtsˇ´ı nebo rovny cˇ´ıslu |d|. Je-li soucˇet mensˇ´ı nebo roven
cˇ´ıslu α, zamı´neme H0. V literaturˇe jsou vsˇak popsa´ny i jine´ varianty oboustranne´ho testu.
Tento test byl odvozen R.A.Fisherem. Jelikozˇ se vy´pocˇet prova´di podle (2.8), nazy´va´ se
tento test Fisher˚uv faktoria´lovy´ test. Prˇi tomto testu je vsˇak jeho skutecˇna´ hladina mno-
hem mensˇ´ı nezˇ je hladina vy´znamnosti α. Je tomu tak zejme´na proto, zˇe procedura ma´
diskre´tn´ı charakter a soucˇet pravdeˇpodobnost´ı P te´meˇrˇ nikdy nemu˚zˇe dosa´hnout prˇesneˇ α.
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3 Intervalove´ odhady
Interval spolehlivosti(kofidencˇn´ı interval) pro parametr ϑ se spolehlivost´ı 1 − α je
interval α ∈ 〈0; 1〉, je dvojice takovy´ch statistik (T1, T2), zˇe
P (T1 ≤ ϑ ≤ T2) = 1− α (3.10)
kde ϑmu˚zˇe by´t libovolne´. Pak intervalovy´ odhad parametru ϑ se spolehlivost´ı 1−α je
interval 〈t1; t2〉 a znacˇ´ıme ϑ ∈ 〈t1; t2〉, kde t1, t2 jsou hodnoty statistik T1, T2 na statisticke´m
souboru (x1, . . . , xn). Spolehlivost 1 − α znamena´, zˇe prˇi mnoha opakovany´ch vy´beˇrech
s konstantn´ım rozsahem n z dane´ho souboru zhruba (1 − α)100% vsˇech intervalovy´ch
odhad˚u obsahuje skutecˇnou hodnotu parametru ϑ a α100% vsˇech interval˚u naopak tuto
hodnotu neobsahuje. Hodnotu 1 − α vol´ıme bl´ızkou jedne´, cozˇ v praxi znamena´ podle
konvence 0,95 nebo 0,99. Take´ se uva´d´ı v %.
Intervalove´ odhady deˇl´ıme na dvoustranne´(oboustranne´) a jednostranne´ podle toho
zda je ohranicˇujeme oboustranneˇ anebo jednostranneˇ.
3.1 Intervalovy´ odhad parametru pro binomicke´ rozdeˇlen´ı
Za prˇedpokladu, zˇe na´hodna´ velicˇina X ma´ alternativn´ı rozdeˇlen´ı pravdeˇpodobnosti s
parametrem p, cozˇ je specia´ln´ı prˇ´ıpad binomicke´ho rozdeˇlen´ı B(1; p). Kdyzˇ odhadujeme
parametr p, odhadujeme vlastneˇ velikost pod´ılu za´kladn´ıho souboru maj´ıc´ıho danou se-
dovanou vlastnost. Kde Xi naby´va´ hodnotu 1, resp. 0, jestlizˇe i−ty´ na´hodneˇ vybrany´
prvek ma´, resp. nema´, sledovanou vlastnost i = 1, . . . , n. Je-li x pocˇet prvk˚u se sledovanou
vlastnost´ı z n na´hodneˇ vybrany´ch prvk˚u, pak intervalovy´ odhad p je pro n > 30〈
x
n
− u1−α/2
√
x
n
(
1− x
n
)
n
;
x
n
+ u1−α/2
√
x
n
(
1− x
n
)
n
〉
(3.11)
kde u1−α/2 je (1− α/2)-kvantil norma´ln´ıho rozdeˇlen´ı. Tento odhad je pouze prˇiblizˇny´, ale
jeho prˇesnost je pro velka´ n obvykle pro praxi postacˇuj´ıc´ı.
3.2 Intervalovy´ odhad parametru pro norma´ln´ı rozdeˇlen´ı
Prˇedpokla´da´me, zˇe na´hodna´ velicˇinaX, resp. na´hodny´ vektorX, Y , ma´ norma´ln´ı rozdeˇlen´ı
pravdeˇpodobnosti s parametry µ, σ2.
Intervalovy´ odhad strˇedn´ı hodnoty µ prˇi nezna´me´m rozptylu σ2 je〈
x¯− t1−α/2 s√
n− 1; x¯+ tα/2
s√
n− 1
〉
(3.12)
kde t1−α je (1− α/2)-kvantil Studentova rozdeˇlen´ı S(k) s k = n− 1 stupnˇ˚u volnosti.
Intervalovy´ odhad rozptylu σ2 je〈
ns2
χ21−α/2
;
ns2
χ2α/2
〉
(3.13)
kde χ2p je P -kvantil Pearsonova rozdeˇlen´ı χ
2(k) s k = n− 1 stupni volnosti. Z uvedene´ho
intervalove´ho odhadu odmocneˇn´ım jeho mez´ı z´ıska´me intervalovy´ odhad smeˇrodatne´
odchylky σ2.
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4 Regulacˇn´ı diagramy
Pojem regulacˇn´ı diagram byl poprve´ zaveden Shewharetem, ktery´ byl v letech 1924 -
1931 zameˇstnancem Bellovy´ch laboratorˇ´ı AT&T. V roce 1933 byly tyto diagramy prˇijaty
Americkou spolecˇnost´ı pro testova´n´ı a materia´ly (ASTM). Regulacˇn´ı diagramy jsou jedn´ım
ze za´kladn´ıch na´stroj˚u, prˇi regulaci jakosti ve vy´robn´ıch procesech. Obecneˇ regulacˇn´ı dia-
gramy slouzˇ´ı k urcˇen´ı, zda-li se dany´ sledovany´ proces (reprezentova´n meˇrˇenou velicˇinou
nebo v´ıce velicˇinami, ktere´ jej charakterizuj´ı) chova´ podle nasˇich prˇedpoklad˚u a ocˇeka´va´n´ı,
prˇedevsˇ´ım nedosˇlo-li k neˇjake´ necˇekane´ zmeˇneˇ v procesu. V prˇ´ıpadeˇ, zˇe tato zmeˇna nastala,
je nevyhnutelna´ jej´ı interpretace. V praxi to znamena´ vysveˇtlen´ı a na´vrh na jej´ı na´pravu.
Procesy se na za´kladeˇ vy´skytu te´to necˇekane´ zmeˇny rozdeˇluj´ı na stabiln´ı procesy, ve
ktery´ch nen´ı potrˇebny´ za´sah a na´prava. Znakem takove´hoto procesu je, zˇe se v neˇm vysky-
tuj´ı pouze na´hodne´ (prˇirozene´) prˇ´ıcˇiny kol´ısa´n´ı. Teˇchto prˇ´ıcˇin je v´ıce, a kazˇda´ prˇisp´ıva´ ke
zmeˇneˇ procesu pouze nepatrneˇ. Jelikozˇ se stabiln´ı proces chova´ v kazˇde´m okamzˇiku stejneˇ
mu˚zˇeme jej predikovat. Mozˇnost predikce v praxi znamena´ mensˇ´ı na´klady na jakost.
V procesu je d˚ulezˇite´ na zacˇa´tku zjistit zda data, s ktery´mi budeme pracovat jsou z´ıskana´
pomoc´ı zp˚usobile´ho syste´mu meˇrˇen´ı. Pokud syste´m meˇrˇen´ı nen´ı zp˚usobily´oak pak se zde
vyskytuj´ı vymezitelne´ prˇ´ıcˇiny kol´ısa´n´ı, ktere´ prˇisp´ıvaj´ı k ovlivnˇova´n´ı procesu (odlehle´ hod-
noty, una´sˇen´ı procesu, posunut´ı procesu). Takovou zmeˇnu zp˚usobuj´ı identifikovane´ prˇ´ıcˇiny,
ktere´ nejsou vnitrˇn´ı soucˇa´st´ı procesu a jsou zp˚usobeny sˇpatny´m meˇrˇen´ım a daj´ı se alesponˇ
teoreticky odstranit.
Tyto prˇ´ıcˇiny spocˇ´ıvaj´ı v pouzˇite´m:
• meˇrˇ´ıc´ım zarˇ´ızen´ı,
• v meˇrˇ´ıc´ıch metoda´ch a postupech,
• v meˇrˇ´ıc´ıch podmı´nka´ch i
• v meˇrˇ´ıc´ım persona´lu.
4.1 Shewharetovy regulacˇn´ı diagramy
Obra´zek 3: Walter Andrew Shewhart
Shewharetovy regulacˇn´ı diagramy pracuj´ı s u´daji z´ıskany´mi z meˇrˇen´ı na kontroln´ım
vzorku v prˇiblizˇneˇ pravidelny´ch intervalech. Takto se vytvorˇ´ı podskupiny u´daj˚u, z ktery´ch
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se pak vypocˇtou urcˇite´ charakteristiky, zejme´na pr˚umeˇr X¯ a rozpeˇt´ı R, ty se pak zaz-
namena´vaj´ı do regulacˇn´ıch diagramu˚.
Shewhart˚uv regulacˇn´ı diagram vznikne tak, zˇe se zna´zorn´ı centra´ln´ı prˇ´ımka (CL). Je
rovnobeˇzˇna´ s osou x ve vza´lenosti referencˇn´ı hodnoty zna´zornˇovane´ charakteristiky X¯, R¯.
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Obra´zek 4: Regulacˇn´ı diagram pro strˇedn´ı hodnotu a pro rozptylu
Hranice regulacˇn´ıho diagramu, tzv. regulacˇn´ı meze jsou vzda´lene´ od centra´ln´ı prˇ´ımky
o hodnotu 3σ na kazˇdou stranu, kde σ je smeˇrodnatna´ odchylka sledovane´ charakteris-
tiky X¯, R. Koeficient 3 vycha´z´ı z prˇedpokladu norma´ln´ıho rozdeˇlen´ı pravdeˇpodobnost´ı
nameˇrˇeny´ch hodnot na kontroln´ım etanolu. Prˇedstavuje situaci, zˇe uvnitrˇ regulacˇn´ıch
hranic bude 99,73% hodnot sledovane´ charakteristiky. Neˇkdy je uzˇitecˇne´ zakreslit do di-
agramu i varovne´ meze 2σ a meze 1σ. Pro norma´ln´ı rozdeˇlen´ı meze ±1σ prˇedstavuj´ı
pravdeˇpodobnost prˇiblizˇneˇ 68%, zˇe hodnota sledovane´ charakteristiky bude uvnitrˇ teˇchto
mez´ı. Meze ±2σ prˇedstavuj´ı pravdeˇpodobnost 95%.
Regulacˇn´ı meze se nazy´vaj´ı:
• doln´ı regulacˇn´ı mez (LCL)
• horn´ı regulacˇn´ı mez (UCL).
Prˇi sledova´n´ı procesu meˇrˇen´ı je trˇeba sledovat nejen hodnotu meˇrˇene´ velicˇiny, ale take´
variabilitu nameˇrˇeny´ch u´daj˚u v pozˇadovany´ch hranic´ıch. Toho lze dosa´hnout soucˇasny´m
pouzˇit´ım regulacˇn´ıch diagramu˚ aritmeticky´ch pr˚umeˇr˚u X¯ a variacˇn´ıch rozpeˇt´ıR.Variacˇn´ı
rozpeˇt´ı je pro meˇrˇene´ hodnotyXi rozd´ıl mezi maxima´ln´ıXmax a minima´ln´ıXmin meˇrˇenou
hodnotou:
R = Xmax −Xmin. (4.14)
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4.2 Konstrukce regulacˇn´ıch diagramu˚
Prˇi konstrukci regulacˇn´ıch diagramu˚ je trˇeba rozliˇsovat dva prˇ´ıpady:
• za´kladn´ı hodnoty jsou stanovene´,
• za´kladn´ı hodnoty nejsou stanovene´.
V prvn´ım prˇ´ıpadeˇ zna´me u´daje pro centra´ln´ı prˇ´ımku X0 a R0 a take´ prˇ´ıslusˇne´ regulacˇn´ı
meze pro UCL a LCL.
V druhe´m prˇ´ıpadeˇ bude trˇeba prove´st veˇtsˇ´ı pocˇet meˇrˇen´ı za r˚uzny´ch podmı´nek - r˚uzne´
meˇrˇ´ıc´ı metody, r˚uzne´ postupy, r˚uzny´ persona´l a r˚uzne´ meˇrˇ´ıc´ı zarˇ´ızen´ı. Urcˇ´ı se rozsah
podskupiny m a pocˇet podskupin N. Pro jednotlive´ podskupiny se urcˇ´ı pr˚umeˇry a rozpeˇt´ı
[2].
Pro centra´ln´ı prˇ´ımku X¯ se pocˇ´ıta´ pr˚umeˇr z pr˚umeˇr˚u, pro R se pocˇ´ıta´ pr˚umeˇr z jednotlivy´ch
rozpeˇt´ı. Vzda´lenosti regulacˇn´ıch mez´ı UCL a LCL se pak pocˇ´ıtaj´ı podle prˇ´ısnosti mez´ı,
obvykle jako trojna´sobek pr˚umeˇr˚u z vy´beˇrovy´ch smeˇrodatny´ch odchylek z jednotlivy´ch
podskupin.
4.3 Typy regulacˇn´ıch diagramu˚
Regulacˇn´ı diagramy se rozdeˇluj´ı z hlediska dat, na ktere´ jsou aplikova´ny. Pro spojita´
data se obvykle pouzˇ´ıva´ jeden z naselduj´ıc´ıch typ˚u diagramu˚:
• I-MR diagram individua´ln´ı hodnoty a klouzava´ rozpeˇt´ı,
• x-bar - R diagram aritmeticky´ pr˚umeˇr a rozpeˇt´ı,
• x-bar - s diagram aritmeticky´ pr˚umeˇr a smeˇrodatna´ odchylka
Pro atributivn´ı data se pouzˇ´ıva´ jeden z diagramu˚:
• np diagram pocˇet nestandartn´ıch vy´robk˚u v se´ri´ıch stejne´ho rozsahu,
• p diagram pod´ıl neshodny´ch vy´robk˚u v se´ri´ıch r˚uzne´ho rozsahu,
• c diagram pocˇet neshod na stejneˇ velky´ch jednotka´ch,
• u diagram pocˇet neshod na r˚uzneˇ velky´ch jednotka´ch.
Diagramy I-MR, x-bar - R, x-bar - s vycha´zej´ı z norma´ln´ıho rozdeˇlen´ı, diagramy
p a np vycha´zej´ı z binomicke´ho rozdeˇlen´ı, diagramy c a u z Poissonova rozdeˇlen´ı.
Specia´ln´ı typy regulacˇn´ıch diagramu˚ jako jsou kumulativn´ı soucˇty CUSUM, klouzave´
pr˚umeˇry MA atd. vycha´zej´ı z metod analy´zy cˇasovy´ch rˇad a konstrukcˇneˇ se poneˇkud
liˇs´ı od regulacˇn´ıch diagramu˚ Shewhartova typu.
Za´kladn´ı prˇedpoklady pro pouzˇit´ı Shewhartova regulacˇn´ıho diagramu:
• normalita rozdeˇlen´ı dat, symetrie (pro I-MR, x-bar - R, x-bar - s),
• konstantn´ı strˇedn´ı hodnota procesu,
• konstantn´ı rozptyl (smeˇrodatna´ odchylka) dat,
• neza´vislost, nekorelovanost dat.
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 Fyzikální veličiny 
Jaký je rozsah podskupiny? 
n=1 2≤n≤6 n>6 
I-MR Xbar-R Xbar-S 
Počty 
Jaký druh 
znaku jakosti? 
Jaký typ 
regulačního 
diagramu 
zvolit? 
Co má být počítáno? 
Neshodné 
jednotky 
Neshody na 
jednotce 
Je konstantní 
rozsah 
podskupiny? 
 
np diagram p diagram c diagram u diagram 
Je konstantní 
velikost 
jednotky? 
ANO 
NE NE ANO 
Obra´zek 5: Sche´ma pro vy´beˇr regulacˇn´ıho diagramu
21
4.4 Pravidla pro urcˇova´n´ı zvla´sˇtn´ıch prˇ´ıpad˚u
Zvla´sˇtn´ı prˇ´ıpady rozsˇiˇruj´ı diagnosticke´ mozˇnosti Shewhartova diagramu a umozˇnˇuj´ı de-
tekci poruch a zmeˇn i takovy´ch, ktere´ se neprojev´ı prˇekrocˇen´ım regulacˇn´ıch mez´ı, nebo
se projev´ı se zpozˇdeˇn´ım. Je zna´mo osm nejpouzˇ´ıvaneˇjˇs´ıch a usta´leny´ch situac´ı, jejichzˇ
pravdeˇpodobnost pro idea´ln´ı data je srovnatelna´ s pravdeˇpodobnost´ı prˇekrocˇen´ı mez´ı. Prˇi
simulaci norma´ln´ıho rozdeˇlen´ı neza´visly´ch dat je pravdeˇpodobnost vy´skytu teˇchto prˇ´ıpad˚u
0,25%. Prˇi jine´m nezˇ norma´ln´ım rozdeˇlen´ı mu˚zˇe by´t tato pravdeˇpodobnost o neˇco veˇtsˇ´ı.
Kazˇda´ z teˇchto zmeˇn ukazuje na poruchu urcˇite´ho druhu, cozˇ mu˚zˇe slouzˇit jako vod´ıtko
k nalezen´ı prˇiˇraditelne´ prˇ´ıcˇiny. V kazˇde´m z teˇchto osmi prˇ´ıpad˚u je nutno uvazˇovat o reg-
ulacˇn´ım za´sahu.
Prˇi statisticke´ regulaci proces˚u meˇrˇen´ı se vzˇdy nejprve analyzuje diagram R.
Vy´chodiskem pro analy´zu regulacˇn´ıch diagramu˚ je soubor test˚u zna´zornˇuj´ıc´ıch neobvykle´
situace, ktere´ vyzˇaduj´ı pozornost a analy´zu procesu meˇrˇen´ı. Uvedene´ testy ukazuj´ı kromeˇ
za´kladn´ı situace, kdy se sledovana´ statistika nacha´z´ı mimo regulacˇn´ı meze i dalˇs´ı podezrˇele´
situace. Proces je povazˇova´n za nevyhovuj´ıc´ı kdyzˇ se bod nacha´z´ı mimo regulacˇn´ıch mez´ı.
Vhodneˇjˇs´ı je prˇedcha´zen´ı takove´mu stavu uzˇ na za´kladeˇ urcˇity´ch trend˚u.
Tyto testy vycha´zej´ı z rodeˇlen´ı regulacˇn´ıho pa´sma na trˇi pa´sma A, B a C. V regulacˇn´ım
diagramu je pa´smo C u centra´ln´ı prˇ´ımky do vza´lenosti ±1σ. Pa´smo B je vneˇ pa´sma C do
vzda´lenosti ±2σ, tedy do varovny´ch mez´ı a pa´smo A je vneˇ pa´sma B azˇ do vzda´lenosti
±3σ, tedy k regulacˇn´ım mez´ım. Uvedene´ testy se hod´ı pro diagramy X¯. Daj´ı se vytvorˇit i
jine´ podezrˇele´ situace a reagovat na neˇ. Podobneˇ to je i v prˇ´ıpadeˇ diagramu˚ R, tu je taky
nutne´ zvazˇovat urcˇite´ podezrˇele´ situace.
4.4.1 Testy posuzova´n´ı regulacˇn´ıch diagramu˚-testy vymezitelny´ch prˇ´ıcˇin
Obra´zek 6: Jeden bod lezˇ´ı mimo regulacˇn´ı meze
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Obra´zek 7: Deveˇt bod˚u v rˇadeˇ za sebou lezˇ´ı jen pod (nebo nad) centra´ln´ı prˇ´ımkou
Obra´zek 8: Sˇest bod˚u za sebou zaznamena´va´ na´r˚ust (resp. pokles)
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Obra´zek 9: Cˇtrna´ct bod˚u za sebou pravidelneˇ kol´ısa´ nahoru a dol˚u
Obra´zek 10: Dva ze trˇ´ı bod˚u v rˇadeˇ za sebou lezˇ´ı v pa´sme +/− 2σ
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Obra´zek 11: Cˇtyrˇi z peˇti bod˚u za sebou lezˇ´ı nad σ nebo vy´sˇ (pod −σ nebo n´ızˇe)
Obra´zek 12: Patna´ct bod˚u v rˇadeˇ za sebou lezˇ´ı v pa´smu −σ azˇ σ
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Obra´zek 13: Ani jeden z osmi bod˚u v rˇadeˇ za sebou nelezˇ´ı v pa´smu −σ azˇ σ
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5 Zpracova´n´ı dat z rea´lneho procesu
5.1 Popis prova´deˇn´ı prakticke´ cˇa´sti v softwareu Minitab 15
Pro praktickou cˇa´st me´ diplomove´ pra´ce bude vyuzˇit statisticky´ software Minitab 15, po-
moc´ı ktere´ho se zpracuj´ı data, vytvorˇ´ı diagramy a analyzuj´ı vy´sledky. V prvn´ı cˇa´sti te´to
kapitoly bude uveden jednoduchy´ popis postupu jak se bude v Minitabu 15 s datama
pracovat. V dalˇs´ıch podkapitola´ch probeˇhne samotne´ spracova´n´ı dat, ktere´ se op´ıra´ o uzˇ
prˇedem vysveˇtlenou a popsanou teorii intervalovy´ch odhad˚u a testova´n´ı hypote´z. Analy´za
dat a cele´ho procesu bude provedena zejme´na na za´kladeˇ vytvorˇeny´ch diagramu˚.
Prˇi vytva´rˇen´ı Shewharetovych diagramu˚ pomoc´ı Minitabu 15 je vhodne´ data postupneˇ
stratifikuji, aby bylo pocˇ´ıta´n´ı jednodusˇsˇ´ı a efektivneˇjˇs´ı. Za´kladn´ı na´stroje, ktere´ se vyuzˇ´ıvaj´ı
a analyzouj´ı data( p-diagramy, χ2 test a percentua´ln´ı pomeˇr zmetkovitosti pro kazˇdou
skupinu pracovn´ık˚u (2Proportions-Test and Confidence Interval)). Dle Obr.5. dostaneme
tedy, zˇe ma´me pracovat s diaramy typu p.
K vytva´rˇen´ı p-diagramu˚ se vyuzˇije soubor, kde jsou data roztrˇ´ıdeˇna podle typu vy´robku
- maly´/velky´, typu vady na vy´robku. Takte´zˇ jsou zde slouce s celkovy´m pocˇtem kus˚u
vyrobeny´ch shodny´ch a neshodny´ch vy´robk˚u pro kazˇdou skupinu pracovn´ık˚u (1.-4.) pro
rann´ı i nocˇn´ı smeˇnu. Z teˇchto dat jsme schopni vytva´rˇet diagramy pro r˚uzne´ analy´zy
za´vislosti (resp. neza´vislosti).
 
 
Obra´zek 14: Zada´n´ı parametr˚u pro p-diagram
K samotne´mu prˇ´ıkazu pro vytvorˇen´ı tohoto diagramu se dostanemem cestou: Stat >
Control Charts > Attributes Charts > P. Na konci te´to cesty je P, cozˇ znacˇ´ı
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vytva´rˇen´ı p-diagramu˚. Zjiˇst’ovany´ pocˇet neshodny´ch prvk˚u a rozsahy podskupin, ze ktery´ch
budou tyto pocˇty zjiˇst’ova´ny budou r˚uzne´.
 
 
 
Obra´zek 15: Zada´n´ı parametr˚u pro χ2 test
Du˚lezˇity´ prvek analy´zy dat bude χ2 test. Budem testovat hypote´zu H0, zˇe proces je
za´visly´ na jednotlivy´ch parametrech, podle ktery´ch jsme data stratifikovali (typ smeˇny,
skupina pracovn´ıku, typ rucˇicˇek, atd.). Tato nulova´ hypote´za se na hladine vy´znamnosti
(ktera´ se obecneˇ uda´va jako α = 0, 05) zamı´ta, pokud pro statistickou vy´znamnost testu
hypote´zy p-hodnotu plat´ı p ≤ 0, 05. V opacˇne´m prˇ´ıpadeˇ se H0 nezamı´ta na 5% hladine
vy´namnosti.
K te´to analy´ze prˇistoup´ıme prˇes soubor, kde jsou zejme´na pocˇty vyrobeny´ch prvk˚u urcˇite´ho
typu danou skupinou pracovn´ık˚u v dane´ smeˇneˇ a takte´zˇ konkre´tn´ı oznacˇen´ı OK nOK
pro vyrobene´ prvky. Ze souboru, kde jsou tyto data serˇazena v sloupc´ıch, mu˚zˇeme by´t
proveden χ2 test. K te´to funkci se dostaneme: Stat > Tables > Cross Tabulation and
Chi-Square. Vstupn´ı data si nastav´ıme dle Obr.15.
Vy´stup dostaneme jako textoy´ soubor (Obr.16), kde dostaneme vy´sledek χ2 testu pro
kazˇdy´ typ vy´robku vyroben kazˇdou skupinou pracovn´ık˚u. Zde bude mozˇnost videˇt, zda
jednotlive´ kategoria´ln´ı promeˇnne´ ovlivnˇuj´ı statisticky vy´znamneˇ zmetkovitost vy´roby.
Alternativou pro χ2 test je 2Proportions-Test and Confidence Interval.Touto
alternativou se zjist´ı percentua´ln´ı zmetkovitost u jednotlivy´ch skupin pracovn´ık˚u. K te´to
funkci se dostaneme : Stat > Basic Statistics > 2 Proportions. Vy´stupem je textovy´
soubor, kde dostaneme percentua´ln´ı pod´ıly zmetk˚u u jednotlivy´ch skupin pracovn´ık˚u v
nocˇn´ı a denn´ı smeˇneˇ. Taky je tady zobrazen vy´sledek Fisherova exaktn´ıho testu (Obr.17.).
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 1811,118=∑nOK+∑OK 
p-hodnota 
Obra´zek 16: Textovy´ vy´stup pro χ2 test
Tyto trˇi postupy a na´stroje se cˇa´stecˇneˇ obmeˇnˇ´ı a provedou se r˚uzne´ analy´zy a z nich budou
vyvozeny za´veˇry.
 
odhad rozdílů 
Interval spolehlivosti pro 
odhad rozdílů   
Obra´zek 17: Textovy´ vy´stup pro Test 2Proportions
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5.2 Analy´za dat z rea´lne´ho procesu pomoc´ı Shewartovy´ch dia-
gramu˚
Regulacˇn´ı diagramy, jak jizˇ bylo zmı´neˇno, jsou jedny´m ze za´kladny´ch na´stroj˚u pro diag-
nostiku proces˚u z hlediska jeho stability.
Postupneˇ se pod´ıva´me na stabilitu vy´roby pro vsˇechny typy vad, ktere´ prˇi vy´robeˇ mohou
nastat a pak postupneˇ na pocˇet defekt˚u v prˇ´ıpadeˇ vadne´ho potisku, vadne´ krytky a vadne´
rucˇicˇky.
Podle prˇedem popsane´ho postupu vytvorˇ´ıme diagramy pro celkoveˇ vadne´ kusy, pak zvla´sˇt’
pro vadny´ potisk, rucˇicˇku a pak i pro vadnou krytku.
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Obra´zek 18: P-diagramy pro vsˇechny vady a pro vadny´ potisk
Jak jizˇ bylo rˇecˇeno, p-diagramy se pouzˇ´ıvaj´ı pro sledova´n´ı pod´ılu vadny´ch vy´robk˚u z
neˇjaky´ch da´vek, ktery´ ma´ binomicke´ rozdeˇlen´ı. Jednotlive´ da´vky jsou r˚uzny´ch velikost´ı
p. Tato hodnota je vzˇdy v intervalu p ∈ 〈0, 1〉 . Za´kladn´ı linie kazˇde´ da´vky je konstantn´ı
P¯ = np/N . Vyna´sˇene´ hodnoty a velikost kontroln´ıch mez´ı uda´va rozsah kazˇde´ da´vky p.
Od velikosti da´vky je za´visla´ sˇ´ıˇre kontroln´ıch mez´ı.
Z vytvorˇeny´ch diagramu˚ lze vycˇ´ıst pod´ıl defekt˚u, kde pro celkovy´ pocˇet vadny´ch prvk˚u
je toto cˇ´ıslo P¯ = 0, 1024. Da´le pak defekty pro r˚uzne´ druhy vad: pro vadne´ rucˇky P¯ =
0, 0219, pro vadne´ potisky P¯ = 0, 0336 a pro vadne´ krytky P¯ = 0, 0470. Plat´ı tedy, zˇe
soucˇet vsˇech druh˚u vad je rovny´ celkove´mu pocˇtu vadny´ch kus˚u.
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Obra´zek 19: P-diagramy pro vadnou krytku a pro vadnou rucˇicˇku
Pokud bychom provedli zmeˇny v nastaven´ı regulacˇn´ıch diagramu˚, tzn. prova´deˇn´ı strati-
fikova´n´ı podle velikosti rucˇicˇek nedostaneme zˇa´dne´ nove´ informace o procesu jako takove´m.
Mu˚zˇeme vsˇak prohla´sit, zˇe proces je nestabiln´ı.
Jina´ mozˇnost, jak dostat dalˇs´ı informace o procesu je, zˇe odstran´ıme odlehle´ body, ktere´
jsou viditelne´ v diagrame pro vadny´ potisk a pro vadnou krytku. Mezi hodnotami, ktere´
byly nameˇrˇeny na za´kladeˇ praxe a znalosti pracovn´ık˚u mu˚zˇeme videˇt odlehle´ hodnoty.
Tyto odlehle´ hodnoty jsou zp˚usobeny t´ım, zˇe vy´robn´ı stroj byl nastaven podle pokyn˚u
vy´robce. Je zrˇejme´, zˇe tato nastaven´ı jsou absolutneˇ nevyhovuj´ıc´ı a proto se pracovn´ıci
vra´tili opeˇt k jejich p˚uvodn´ım nastaven´ım. Zde je videˇt jak je praxe v mnoha prˇ´ıpadech
odliˇsna´ od teoreticky´ch postup˚u. Z teˇchto d˚uvod˚u tyto trˇi odlehle´ body odebereme. Da´le
pracujeme s upraveny´m souborem, protozˇe tyto odlehle´ hodnoty nemaj´ı vliv na stabilitu
proces.
Prˇedpoklady o tom, zˇe se proces vy´razneˇ nezmeˇn´ı ani po odebra´n´ı trˇ´ı odlehly´ch hodnot
se potvrdil, o cˇem sveˇdcˇ´ı i diagram na Obr.21. Dosˇlo sice ke zn´ızˇen´ı pod´ılu defekt˚u z
P¯ = 0, 0336 na P¯ = 0, 0229, cozˇ se ale dalo ocˇeka´vat ale zˇa´dne´ dalˇs´ı vy´razne´ zmeˇny se
neuda´ly.
Podobneˇ jako u vadne´ho potisku, kde byly odebrane´ trˇi odlehle´ hodnoty, jsme odebrali
i odlehlou hodontu pro vadnou krytku. Pod´ıl defekt˚u se jen mı´rneˇ zn´ızˇil z P¯ = 0, 0651 na
P¯ = 0, 0621.
Oba pod´ıli jsou zjiˇsteˇny za stratifikace podle velikosti rucˇicˇek, kde mu˚zˇeme videˇt nesta-
bilitu procesu i vzhledem k velikost rucˇicˇek.
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Obra´zek 20: P-diagramy pro vsˇechny druhy vad stratifikovane´ podle velikosti rucˇicˇek
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Obra´zek 21: P-diagramy pro vadny´ potisk stratifikovany´ podle velikosti rucˇicˇek bez
odlehly´ch hodnot
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Obra´zek 22: P-diagramy pro vadnou krytku stratifikovany´ podle velikosti rucˇicˇek bez
odlehly´ch hodnot
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5.3 Analy´za dat z rea´lne´ho procesu pomoc´ı testu χ2
V te´to podkapitole se pod´ıva´me na analy´zu dat pomoc´ı χ2. Nejdrˇ´ıve se vsˇak data prˇevedou
do nove´ho souboru v Minitabu 15, kde budeme mı´t mozˇnost pocˇ´ıtat pomeˇry defekt˚u bez
mezisoucˇt˚u, take´ je lze prˇ´ımo stratifikovat podle dalˇs´ıch faktor˚u. V tomto prˇ´ıpadeˇ bude
vy´stupem textovy´ soubor. Vesmeˇs vsˇude vyjdou statisticky vy´znamne´ rozd´ıly, p-hodnota
je mensˇ´ı nezˇ 0,05. Co je nejvzda´leneˇjˇs´ı od pr˚umeˇrne´ho pomeˇru zmetk˚u na´m rˇ´ıka´ prˇ´ır˚ustek
χ2 (4. rˇa´dek).
Opeˇt podle uzˇ popsane´ho postupu si vytvorˇ´ıme r˚uzne´ analy´zy. Nejdrˇ´ıve se pod´ıva´me na
nestratifikovana´ data.
 
Obra´zek 23: Test χ2 pro zmetkovitost vsˇech pracovn´ıch skupin
Na Obr.23. je vy´stup pro test χ2 pod´ılu zmetk˚u kazˇde´ skupiny pracovn´ık˚u. Trˇet´ı
skupina ma´ nejvysˇsˇ´ı zmetkovitost, druha´ a cˇtvrta´ nejmensˇ´ı a prvn´ı skupina ma´ zmetkovi-
tost pr˚umeˇrnou. Pomeˇr zmetk˚u u skupin je samozrˇejmeˇ r˚uzny´. Vysˇla zde statisticky
vy´znamna´ hodnota, p− hodnota ≤ 0, 05.
Dalˇs´ı testy budou prob´ıhat stejneˇ, pouze budeme stratifitokvat podle r˚uzny´ch faktor˚u.
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V prvn´ım testu provedeme stratifikaci podle smeˇny (rann´ı R/nocˇn´ı N). Tu mu˚zˇeme
pozorovat zmetkovitosti kazˇde´ skupiny pracovn´ık˚u, zda byla veˇtsˇ´ı v rann´ı nebo v nocˇn´ı
smeˇneˇ. Vy´stupn´ı data ukazuj´ı, zˇe prvn´ı a druha´ skupina maj´ı stejne´ zmetkovitosti v nocˇn´ı
jak v rann´ı smeˇneˇ (Obr.24.). Je tady mozˇnost porovnat zmetklovitost jednotlivy´ch skupin
pracovn´ıku. Tyto data ale mohou by´t skreslena jelikozˇ je mozˇne´, zˇe tyto smeˇny ale i
skupiny pracovn´ık˚u nebyli vzˇdy tvorˇeny stejny´mi lidmi, v d˚usledku chorob, dovolene´, atd.
Vysˇla zde statisticky vy´znamna´ hodnota, p− hodnota ≤ 0, 05.
 
Obra´zek 24: Test χ2 pro zmetkovitost pracovn´ıch skupin pro rann´ı a nocˇn´ı smeˇnu
Dalˇs´ı stratifikaci provedeme podle typu rucˇicˇek. Na vy´sledc´ıch z tohoto testu vid´ıme,
zˇe nejhorsˇ´ı, co se ty´cˇe zmetkovitosti, je trˇet´ı skupina pracovn´ıku pro oba typy rucˇicˇek
(Obr.25.).
Zmetkovitost procesu je u kazˇde´ pracovn´ı skupiny jina´, proto je nezbytna´ stratifikace
dat podle jednotlivy´ch skupin pracovn´ık˚u. Postupneˇ bude vyhotoven χ2 test pro skupiny
pracovn´ık˚u v rann´ı i nocˇn´ı smeˇneˇ (Obr.26.). Vysˇla zde statisticky vy´znamna´ hodnota,
p− hodnota ≤ 0, 05.
Zde je zaj´ımave´ zjiˇsteˇn´ı, zˇe prvn´ı a druha´ pracovn´ı skupina maj´ı stejne´ zmetkovitosti
jak v rann´ı tak v nocˇn´ı smeˇneˇ. Take´ jsme zjistili, zˇe trˇet´ı a cˇtvrta´ pracovn´ı skupina maj´ı
v rann´ı smeˇneˇ nizˇsˇ´ı zmetkovitost jako v nocˇn´ı. Bylo by zaj´ımave´ se zaob´ırat mozˇny´mi
prˇ´ıcˇinami procˇ je tomu tak. Tato zmetkovitost mu˚zˇe by´t zp˚usobena naprˇ´ıklad veˇkovy´m
pr˚umeˇrem skupin pracovn´ık˚u. Kde naprˇ´ıklad starsˇ´ı pracovn´ıci mohou by´t me´neˇ soustrˇedeˇni
v nocˇn´ı smeˇneˇ a zas mladsˇ´ı pracovn´ıci prˇijdou do rann´ı smeˇny nevyspaly´, co mu˚zˇe zp˚usobit
jejich sn´ızˇenou pozornost.
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 Obra´zek 25: Test χ2 zmetkovitost pracovn´ıch skupin pro velke´ a male´ rucˇicˇky
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 Obra´zek 26: Test χ2 zmetkovitost jednotlivy´ch pracovn´ıch skupin v rann´ı a nocˇn´ı smeˇneˇ
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Obdobne´ analy´zy provedeme pro vadny´ potisk. Zopakuje se postupneˇ stratifikace
dat jak v prˇedosˇle´ analy´ze. Prvn´ı prˇ´ıpad budou nestratifikova´na data (Obr.27.).
 
Obra´zek 27: Test χ2 zmetkovitost nestratifikovany´ch dat pro vadny´ potisk
Z textove´ho vy´stupu mu˚zˇeme urcˇit, zˇe nejmensˇ´ı zmetkovitost co se ty´ka´ vadne´ho
potisku ma´ druha´ skupina pracovn´ık˚u. Vysˇla zde statisticky vy´znamna´ hodnota, p −
hodnota ≤ 0, 05.
V dalˇs´ım se stratifikace provedel podle smeˇn. Na obra´zku 28. vid´ıme, zˇe v rann´ı smeˇneˇ
je horsˇ´ı druha´ skupina pracovn´ıku. V nocˇn´ı smeˇneˇ jsou horsˇ´ı, co do pocˇtu zmetk˚u, prvn´ı
a trˇet´ı skupina. Se stejnou zmetkovitost´ı pracuje jak v nocˇn´ı, tak v rann´ı smeˇneˇ pouze
cˇtvrta´ skupina.
Jak dopadli data po stratifikaci podle typu rucˇicˇky je videˇt na obra´zku 29. V soucˇtu je
pro oba typy rucˇicˇek nejhorsˇ´ı prvn´ı skupina pracovn´ık˚u.
Vesmeˇs vsˇude vyjdou statisticky vy´znamne´ rozd´ıly, p-hodnota je mensˇ´ı nezˇ 0,05. Ze stati-
sticke´ho hladiska to znamena´, zˇe hypote´za o za´vislosti zmetkovitosti procesu na smeˇneˇ
zamı´ta´me. Znamena´ to tedy, zˇe proces nen´ı za´visly´ na faktorech, podle ktery´ch jsme data
stratifikovali.
Posledn´ı stratifikaci provedeme, podobneˇ jako v prˇedchoz´ı analy´ze, podle jednotlivy´ch
skupin pracovn´ık˚u v kazˇde´ smeˇneˇ.
Ve vsˇech testech vysˇla p-hodnota prakticky rovna nule. Cozˇ znamena´, zˇe proces je
neza´visly´ na faktorech, podle ktery´ch byly data v jednotlivy´ch testech stratifikova´ny.
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 Obra´zek 28: Test χ2 zmetkovitost v rann´ı a nocˇn´ı smeˇneˇ pro vadny´ potisk
Za´veˇr je, zˇe proces je znacˇneˇ nestabiln´ı i po proveden´ı vsˇech analy´z.
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 Obra´zek 29: Test χ2 zmetkovitost jednotlivy´ch pracovn´ıch skupin v rann´ı a nocˇn´ı smeˇneˇ
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 Obra´zek 30: Test χ2 zmetkovitost jednotlivy´ch skupin pracovn´ık˚u v rann´ı a nocˇn´ı smeˇneˇ
pro vadny´ potisk
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6 Intervalove´ odhady parametru p binomicke´ho rozdeˇlen´ı
v statisticky´ch softwarech
V praxi existuj´ı vy´robn´ı procesy, kde je zmetkovitost extre´meˇ n´ızka´. Tyto krite´ria jsou
da´ny typem vy´robku, ktery´ je vyra´beˇn. Proto je pro firmy s takovy´mto vy´robn´ım procesem
nutno zkoumat vlastnosti intervalu spolehlivosti v r˚uzny´ch softwarech. Jde o proble´m,
kde prˇi n´ızke´ pravdeˇpodobnosti zmetkovitosti docha´z´ı ke chyba´m, kdyzˇ je bodovy´ odhad
roven nule a interval spolehlivosti je (1, 1). Proto se v ta´to kapitole bude t´ımto proble´mem
zaby´vat.
Nejdrˇ´ıve bude skouma´na numericka´ stabilita Minitabu 15, jelikozˇ je cˇasto pouzˇ´ıva´n v
praxi a take´ byl vyuzˇit v te´to diplomove´ pra´ci. Pomoc´ı cesty Stat > Basic Statistic >
1-Proportion se dostaneme k potrˇebne´ funkci. Zde budou empiricky testova´ny pomeˇry
pocˇt˚u vyrobeny´ch kus˚u a zmetk˚u. Vy´stupem je textovy´ soubor (Obr.31.), kde jsou pomeˇry,
kdy je jesˇteˇ Minitab schopen vypocˇ´ıtat spra´vneˇ bodovy´ odhad a interval spolehlivosti a
potom pomeˇry, kdy uzˇ selha´va´.
  
Obra´zek 31: Test parametru binomicke´ho rozdeˇlen´ı pro pomeˇr vyrobeny´ch kus˚u a zmetk˚u
v Minitabu 15
V prvn´ım testu mu˚zˇeme videˇt, zˇe bodovy´ odhad se jesˇteˇ nacha´z´ı v intervalu spolehlivosti.
V dalˇs´ım testu, kde se zmeˇnil pocˇet vyrobeny´ch kus˚u z 10 milio´n˚u na 100 milio´n˚u, pocˇet
zmetk˚u z˚ustal v obou prˇ´ıpadech na deseti kusech, uzˇ vid´ıme v´ıˇse opisovany´ proble´m.
Software, ktery´ byl vybra´n pro porovna´n´ı numericke´ stability je Matlab 7.8.0. Zde se
stabilita zkoumala pomoc´ı funkce [phat,pci] = binofit(x,n). Byly zada´ny stejne´ pomeˇry
vyrobeny´ch kus˚u a zmetk˚u. V obou prˇ´ıpadech softwar˚u je α = 0.05.
Je zrˇejme´, zˇe Minitab 15 je neprˇesnejˇs´ı, jelikozˇ v prˇ´ıpadeˇ kde nastal proble´m v Minitabu,
Matlab je porˇa´d schopny´ urcˇit interval spolehlivosti a bodovy´ odhad tak, aby nenastal jizˇ
spomı´nany´ proble´m (Obr.31,32). Zp˚usobeno to mu˚zˇe by´t t´ım, zˇe Minitab zaokrouhluje
na mı´nˇ desetiny´ch cˇ´ısel.
Tyto pomeˇry vyrobeny´ch kus˚u a zmetk˚u jsou vsˇak dost nerea´lne´. Pro potvrzen´ı spra´vnosti
za´veˇru budou v obou softwarech zada´ny rea´lne´ pomeˇry vy´robeny´ch kus˚u a zmetk˚u (Obr.33.).
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>> [phat,pci] = binofit(10,10000000) 
phat =1.0000e-006 
pci =  1.0e-005 * 0.0479    0.1839 
 
>> [phat,pci] = binofit(10,100000000) 
phat =  1.0000e-007 
pci = 1.0e-006 * 0.0479    0.1839 
Hodnota 
bodového 
odhadu zde 
spadá do 
intervalu 
spolehlivosti i 
v případě, když 
v Minitabu už 
to neplatilo 
Interval   
spolehlivosti 
Bodový odhad 
Obra´zek 32: Tesova´n´ı numericke´ stability Matlabu 7.8.0 pomoc´ı funkce binofit
  
 >> [phat,pci] = binofit(10,500000) 
 phat = 2.0000e-005 
 pci =1.0e-004 *  0.0959    0.3678 
Výsledky pro Minitab  
Výsledky pro Matlab  
Obra´zek 33: Porovna´n´ı stability obou softwar˚u
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Mu˚zˇeme konstatovat, zˇe vy´sledky interval˚u spolehlivosti pro oba softwary jsou stejne´,
pouze Minitab je zaokrouhlil, cozˇ zp˚usobilo mı´rnou odliˇsnost. Bodovy´ odhad je pro oba
softwary stejny´. Da´ se rˇ´ıct, zˇe Minitab je v teˇchto vy´pocˇtech me´neˇ prˇesny´ a drˇ´ıve se objev´ı
chyba ve vy´pocˇtu.
V Minitabu je mozˇnost pocˇ´ıtat tento parametr binomicke´ho rozdeˇlen´ı i s pomoc´ı aproxi-
mace norma´ln´ıho rozdeˇlen´ı (Obr.34.).
 
Obra´zek 34: Zada´n´ı aproximace norma´ln´ım rozdeˇlen´ım
Tato aproximace mu˚zˇe by´t nebezpecˇna´, nebot’ cely´ interval se na´m zmeˇn´ı, jak je na
obra´zku 35., kde je test 1-Proportion proveden s aproximac´ı norma´ln´ıho rozdeˇlen´ı na
pocˇtu vyrobeny´ch kus˚u 500000 a pocˇtu zmetk˚u 10.
 
Obra´zek 35: Zada´n´ı aproximace norma´ln´ım rozdeˇlen´ım
Je nutne´ da´vat na tento proble´m pozor. Proto pro procesy s n´ızkou pravdeˇpodobnost´ı
zmetkovitosti zrˇejmeˇ nen´ı Minitab nejvhodneˇjˇs´ım statisticky´m softwarem, alesponˇ co se
ty´ka´ vy´pocˇtu prvadeˇpodobnosti vy´skytu zmetkovitosti.
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7 Za´veˇr
Jizˇ podle na´zvu diplomove´ pra´ce je zrˇejme´, zˇe hlavn´ım obsahem byla analy´za dat z
rea´lne´ho procesu. Tato analy´za byla prova´deˇna v neˇkolika na sobeˇ navazuj´ıc´ıch kroc´ıch.
Na zacˇa´tku pra´ce byl prˇedlozˇen potrˇebny´ matematicky´ podklad, na ktere´m byla tato
analy´za postavena. Byly zde popsa´ny r˚uzne´ typy hypote´z spolu s jejich testova´n´ım pro
parametr binomicke´ho rozdeˇlen´ı. Da´le byl uveden test neza´vislosti spolu s postupem
vytvorˇen´ı kontingencˇn´ıch tabulek. Je zde i zmı´nka a skra´cene´ odvozen´ı Fisherova fak-
toria´love´ho testu.
Dalˇs´ı kapitola byla veˇnova´na intervalovy´m odhad˚um. Byly tu uvedeny kompletn´ı odhady
pro binomicke´ rozdeˇlen´ı i pro norma´ln´ı rozdeˇlen´ı, ktery´m je binomicke´ mozˇno aproximo-
vat. Pro celistvost jsou zde i odpov´ıdaj´ıc´ı kvantily rozdeˇlen´ı.
Podle zada´n´ı byla uvedena kapitola o regulacˇn´ıch diagramech. Tuto te´mu je nevyhnutne´
uve´st, jelikozˇ regulacˇn´ı diagramy patrˇ´ı mezi za´kladn´ı na´stroje pro zjiˇst’ova´n´ı stability pro-
cesu. Za zakladatele regulacˇn´ıch diagramu˚ je povazˇova´n pan Shewharet, ktery´ je poprve´
zavedl. Existuj´ı r˚uzne´ typy regulacˇn´ıch diagramu˚ a jejich pouzˇit´ı je vymezeno typem dat
(spojite´, atributivn´ı). Da´le take´ typy diagramu˚ urcˇuje velicˇina, ktera´ ma´ by´t zjiˇsteˇna,
pocˇty a pod´ıly nestandartn´ıch vy´robk˚u a rozsahy se´ri´ı, ze ktery´ch se neshodne´ vy´robky
vyb´ıraj´ı. Pro spra´vny´ vy´beˇr diagramu slouzˇ´ı sche´ma, kde je na´zorny´ postup, jak se a k
jake´mu typu diagramu dostaneme (Obr.5.). Na za´kladeˇ tohoto sche´matu byl urcˇen typ
diagramu˚ i v te´to pra´ci - p-diagramy. Data mus´ı splnˇovat urcˇite´ prˇedpoklady, dle ktery´ch
lze urcˇit je-li mozˇno diagram vytvorˇit.
Zda je proces stabiln´ı nebo nestabiln´ı se da´ predikovat z diagramu˚ test˚u vymezitelny´ch
prˇ´ıcˇin. Na za´kladeˇ vy´skytu neˇktere´ho z osmi prˇ´ıpad˚u mu˚zˇeme prˇedpokla´dat, zˇe se v pro-
cesu vyskytne chyba, ktera´ mu˚zˇe ve´st k nestabiliteˇ procesu.
Dalˇs´ım bodem zada´n´ı byla prakticka´ cˇa´st. Tato cˇa´st se prˇ´ımo zaby´vala daty z rea´lne´ho
procesu a jejich vyhodnocen´ım. Prvn´ı podkapitoly prˇedstavovali postup prova´deˇn´ı analy´z
v softwaru Minitab 15. Bylo zde na´zorneˇ uka´za´no a vysveˇtleno, kde se zada´va´ jaky´ test
a funkce, ktere´ budou potrˇebne´ prˇi analy´ze. Postupneˇ byl popsa´n postup pro vytvorˇen´ı
p-diagramu˚, mozˇnost stratifikace. Da´le byl proveden χ2 test a take´ je uvedena jeho alter-
nativa Test and CI for 1-Proporiton.
Po te´to u´vodn´ı kapitole se prˇistoupilo prˇ´ımo k analy´ze dat pro pocˇet zmetk˚u. Nejdrˇ´ıve
byly vytvorˇeny r˚uzne´ typy diagramu˚. Na za´kladeˇ nich bylo mozˇne´ konstatovat, zˇe proces
vykazuje znacˇnou nestabilitu. Byly odebra´ny i odlehle´ hodnoty, podle ocˇeka´va´n´ı nedosˇlo
k vy´znamne´mu zlepsˇen´ı procesu. Stratifikac´ı dat podle typu rucˇicˇek (male´, velke´) se opeˇt
potvrdila nestabilita. Diagramy pro r˚uzne´ typy vad stratifikovane´ podle typu rucˇicˇek
neprˇinesly novy´ pohled na proces, platilo sta´le, zˇe proces je nestabiln´ı.
V na´vaznosti na p-diagramy byla provedena analy´za dat pomoc´ı χ2 testu. Z nestrati-
fikovany´ch dat byla zjiˇsteˇna nejnizˇsˇ´ı zmetkovitost u druhe´ a cˇtvrte´ skupiny pracovn´ık˚u.
Na´sledneˇ byly provedeny stratifikace dle r˚uzny´ch faktor˚u. Prˇi teˇchto stratifikac´ıch se sle-
dovala zejme´na zmetkovitost u r˚uzny´ch skupin pracovn´ık˚u. Bylo vysledova´no, v ktere´
smeˇneˇ (rann´ı, nocˇn´ı) ma´ da´na skupina pracovn´ık˚u jakou zmetkovitost. Tady se zjistilo, zˇe
prvn´ı a druha´ skupina meˇla stejnou zmetkovitost jak v rann´ı, tak v nocˇn´ı smeˇneˇ. Strati-
fikace podle typu rucˇicˇek zjistila, zˇe nejhorsˇ´ı zmetkovitost pro oba typy rucˇicˇek meˇla trˇet´ı
skupina.
Obdobna´ analy´za byla provedena pro vadny´ potisk. Opeˇt dosˇlo k podrobne´ stratifikaci
dat a jako nejme´neˇ zmetkova´ skupina pracovn´ıku se projevila opeˇt druha´ skupina. Avsˇak
v rann´ı smeˇneˇ byla druha´ skupina nejhorsˇ´ı. Prˇi stratifikaci podle typu rucˇicˇek byla vy-
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hodnocena prvn´ı skupina jako nejv´ıc zmetkovita´ v soucˇtu pro oba typy rucˇicˇek.
Posledn´ı bod zada´n´ı diplomove´ pra´ce byl vypracova´n v posledn´ı kapitole. Zde byla zk-
ouma´na numericka´ stabilita statisticke´ho softwaru pouzˇ´ıvane´ho jak v praxi, tak v diplo-
move´ pra´ci. V praxi jsou procesy s n´ızkou pravdeˇpodobnost´ı vy´skytu zmetkovitosti.
Neˇktere´ softwary vsˇak nejsou schopny tyto extre´mn´ı hodnoty spocˇ´ıtat spra´vneˇ. Empir-
icke´m testova´n´ım0 bylo zjiˇsteˇno zˇe prˇi urcˇite´m n´ızke´m pocˇtu zmetk˚u uzˇ nen´ı tento Minitab
schopny´ korektneˇ vypocˇ´ıtat bodovy´ odhad a interval spolehlivosti. Pro porovna´n´ı se tyto
stejne´ pomeˇry vyrobeny´ch kus˚u a zmetk˚u vlozˇily do Matlabu 7.8.0. Pomeˇry, ktere´ se zde
testovaly, byly nerea´lne´ - tak extre´mneˇ male´ pravdeˇpodobnosti vy´skytu zmetkovitosti.
V praxi v procesech takovou malou pravdeˇpodobnost zmetkovitosti nelze vytvorˇit. V
prˇ´ıpadeˇ, kdy Minitab selha´val, byl Matlab sta´le schopen spra´vny´ch vy´pocˇt˚u. Tato chyba
nastala zrˇejmeˇ take´ zaokrouhlova´n´ım, ktere´ ma´ Minitab prˇ´ısneˇjˇs´ı. Toto se uka´zalo, kdyzˇ
do obou softwar˚u byly zada´ny stejne´ rea´lne´ pomeˇry vyrobeny´ch kus˚u a zmetk˚u. Vy´sledky
byly shodne´ azˇ na zaokrouhlova´n´ı. Je tedy nutne´ na tento proble´m pouka´zat a podot-
knout, zˇe pro procesy s n´ızky´m vy´skytem zmetkovitosti mu˚zˇe by´t pouzˇ´ıva´n´ı Minitabu 15
problematicke´.
Dalˇs´ı proble´m nastane pokud se v Minitabu test 1-Proportion aproximuje norma´ln´ım
rozdeˇlen´ım. Zde docha´z´ı k zmeˇneˇ intervalu spolehlivosti. Proto je d˚ulezˇte´ sledovat, zda
prova´deˇne´ analy´zy jsou aproximova´ny nebo ne.
Pra´ce byla vypracova´na s podporou a graficky´m doplneˇn´ım ze statisticke´ho softwaru
Minitab 15.
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