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Abstract
In this paper, we explore the knowledge dis-
tillation approach under the multi-task learn-
ing setting. We distill the BERT model re-
fined by multi-task learning on seven datasets
of the GLUE benchmark into a bidirectional
LSTM with attention mechanism. Unlike
other BERT distillation methods which specif-
ically designed for Transformer-based archi-
tectures, we provide a general learning frame-
work. Our approach is model agnostic and can
be easily applied on different future teacher
models. Compared to a strong, similarly
BiLSTM-based approach, we achieve better
quality under the same computational con-
straints. Compared to the present state of the
art, we reach comparable results with much
faster inference speed.
1 Introduction
Pretrained language models learn highly effec-
tive general language representations from large-
scale unlabeled data. A few prominent examples
include ELMo (Peters et al., 2018), BERT (De-
vlin et al., 2019), RoBERTa (Liu et al., 2019c),
and XLNet (Yang et al., 2019), all of which have
achieved state of the art in many natural lan-
guage processing (NLP) tasks, such as natural lan-
guage inference, sentiment classification, and se-
mantic textual similarity. However, such models
use dozens, if not hundreds, of millions of parame-
ters, invariably leading to resource-intensive infer-
ence. The consensus is that we need to cut down
the model size and reduce the computational cost
while maintaining comparable quality.
One approach to address this problem is knowl-
edge distillation (KD; Ba and Caruana, 2014; Hin-
ton et al., 2015), where a large model functions
as a teacher and transfers its knowledge to a
small student model. Previous methods focus
on task-specific KD, which transfers knowledge
from a single-task teacher to its student. In Sun
et al. (2019), Jiao et al. (2019), and Zhao et al.
(2019), the KD algorithms are specially designed
for transformer-based architectures, and the stu-
dent models are adapted from teacher models.
Tang et al. (2019) instead distill BERT into a
single-layer BiLSTM, picking a simple neural net-
work but sacrificing model effectiveness.
In this paper, we explore the knowledge distilla-
tion method under the setting of multi-task learn-
ing (MTL; Caruana, 1997; Baxter, 2000). We
propose to distill the student model from differ-
ent tasks jointly. We have a trifecta of reasons:
first, the distilled model learns a more universal
language representation by leveraging cross-task
data. Second, the student model achieves both
comparable quality and fast inference speed across
multiple tasks. Third, our proposed framework
is quite general, where the architecture of student
model is independent of the teacher model.
Motivated by the above reasons, we ap-
ply multi-task learning in knowledge distillation.
Multiple task objectives serve as a form of reg-
ularization, discouraging the student model from
overfitting to a specific task. MTL is based on the
idea (Maurer et al., 2016) that tasks are related by
means of a common low dimensional representa-
tion. We also provide an intuitive explanation on
why using shared structure could possibly help by
assuming some connections over the conditional
distribution of different tasks.
Although most of the KD works (Sun et al.,
2019; Jiao et al., 2019) employ the Transformer-
based architecture in their student models, we
choose a simple bi-attentive neural network
adapted from McCann et al. (2017). Our reason
is twofold: first, Tang et al. (2019) examine the
representation capacity of a simple, single-layer
Bi-LSTM only, so we are interested in whether
adding more previous effective modules, such as
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an attention mechanism, will further improve its
effectiveness. Second, our approach is model ag-
nostic, i.e., the choice of student model does not
depend on the teacher model architecture. The
teacher model can be easily switched to other pow-
erful language models other than BERT. We also
study several important problems in knowledge
distillation, such as the choice of modules in stu-
dent model, the influence of different tokenization
methods, and the influence of MTL in KD.
We evaluate our approach on seven datasets in
sentence classification and sentence matching. We
find that our approach outperforms a strong base-
line, ELMo, on all datasets with 80 times fewer
parameters. Besides “Distilled BiLSTM”, our
model compares favorably to other models in in-
ference speed while maintaining comparable per-
formances.
2 Related Work
Language model pretraining. Given a sequence
of tokens, pretrained language models encode
each token as a general language representational
embedding. A large body of literature has ex-
plored this area. Traditional pretrained word rep-
resentations (Turian et al., 2010) presume singu-
lar word meanings and thus adapt poorly to mul-
tiple contexts—for some notable examples, see
word2vec (Mikolov et al., 2013), GloVe (Penning-
ton et al., 2014), and FastText (Bojanowski et al.,
2017). For more flexible word representations, a
few advancements exist: Neelakantan et al. (2015)
learn multiple embeddings per word type; con-
text2vec (Melamud et al., 2016) uses bidirec-
tional LSTM to encode contexts around target
words; CoVe (McCann et al., 2017) trains LSTM
encoders on some machine translation datasets,
showing that these encoders are well-transferable
to other tasks. Prominently, ELMo (Peters et al.,
2018) learns deep word representations using a
bidirectional language model. It can be easily
added to an existing model and boost performance
across six challenging NLP tasks.
Fine-tuning approaches are mostly employed
in more recent work. They pretrain the lan-
guage model on a large-scale unlabeled corpus
and then fine-tune it with in-domain labeled data
for a supervised downstream task (Dai and Le,
2015; Howard and Ruder, 2018). BERT (Devlin
et al., 2019), GPT (Radford et al., 2018) and GPT-
2 (Radford et al.) are some of the prominent ex-
amples. Following BERT, XLNet (Yang et al.,
2019) proposes a generalized autoregressive pre-
training method and RoBERTa (Liu et al., 2019c)
optimizes BERT pretraining approach. These pre-
trained models are large in size and contain mil-
lions of parameters. We target the BERT model
and aim to address this problem through knowl-
edge distillation. Our approach can be easily ap-
plied to other models as well.
Knowledge distillation. Knowledge distillation
(Ba and Caruana, 2014; Hinton et al., 2015) trans-
fers knowledge from a large teacher model to a
smaller student model. Since the distillation only
matches the output distribution, the student model
architecture can be completely different from that
of the teacher model. There are already many ef-
forts trying to distill BERT into smaller models.
BERT-PKD (Sun et al., 2019) extracts knowledge
not only from the last layer of the teacher, but
also from previous layers. TinyBERT (Jiao et al.,
2019) introduces a two-stage learning framework
which performs transformer distillation at both
pretraining and task-specific stages. Zhao et al.
(2019) train a student model with smaller vocab-
ulary and lower hidden states dimensions. Distil-
BERT 1 reduces the layers of BERT and uses this
small version of BERT as its student model. All
the aforementioned distillation methods are per-
formed on a single task, specifically designed for
the transformer-based teacher architecture, result-
ing in poor generalizability to other type of mod-
els. Our objective is to invent a general distillation
framework, applicable to either transformer-based
models or other architectures as well. Tang et al.
(2019) distill BERT into a single-layer BiLSTM.
In our paper, we hope to extract more knowledge
from BERT through multi-task learning, while
keeping the student model simple.
Multi-task learning. Multi-task learning (MTL)
has been successfully applied on different appli-
cations (Collobert and Weston, 2008; Deng et al.,
2013; Girshick, 2015). MTL helps the pretrained
language models learn more generalized text rep-
resentation by sharing the domain-specific infor-
mation contained in each related task training sig-
nal (Caruana, 1997). Liu et al. (2019b, 2015) pro-
pose a multi-task deep neural network (MT-DNN)
for learning representations across multiple tasks.
(Clark et al., 2019) propose to use knowledge dis-
1https://medium.com/huggingface/distilbert-
8cf3380435b5
tillation so that single task models can teach a
multi-task model. Liu et al. (2019a) train an en-
semble of large DNNs and then distill their knowl-
edge to a single DNN via multi-task learning to
ensemble its teacher performance.
3 Model Architecture
In this section, we introduce the teacher model and
student model for our distillation approach.
3.1 Multi-Task Refined Teacher Model
We argue that multi-task learning can leverage the
regularization of different natural language under-
standing tasks. Under this setting, language mod-
els can be more effective in learning universal
language representations. To this end, we con-
sider the bidirectional transformer language model
(BERT; Devlin et al., 2019) as bottom shared text
encoding layers, and fine-tune the task-specific top
layers for each type of NLU task. There are mainly
two stages for the training procedure: pretraining
the shared layer and multi-task refining.
Shared layer pretraining. Following Devlin et al.
(2019), the input token is first encoded as the
the summation of its corresponding token embed-
dings, segmentation embeddings and position em-
beddings. The input embeddings are then mapped
into contextual embeddings C through a multi-
layer bidirectional transformer encoder. The pre-
training of these shared layers use the cloze task
and next sentence prediction task. We use the
pretrainedBERTLARGE to initialize these shared
layers.
Multi-task refining. The contextual embeddings
C are then passed through the upper task-specific
layers. Following Liu et al. (2019b), our current
NLU training tasks on GLUE (Wang et al., 2018)
can be classified into four categories: single-
sentence classification (CoLA and SST-2), pair-
wise text classification (RTE, MNLI, WNLI, QQP,
and MRPC), pairwise text similarity (STS-B), and
relevance ranking (QNLI). Each category corre-
sponds to its own output layer.
Here we take the text similarity task as an ex-
ample to demonstrate the implementation details.
Following Devlin et al. (2019), we consider the
contextual embedding of the special [CLS] token
as the semantic representation of the input sen-
tence pair (X1, X2). The similarity score can be
predicted by the similarity ranking layer:
Sim(X1, X2) =W>STSx (1)
where WSTS is a task-specific learnable weight
vector and x is the contextual embedding of the
[CLS] token.
In the multi-task refining stage, all the model
parameters, including bottom shared layers and
task-specific layers, are updated through mini-
batch stochastic gradient descent (Li et al., 2014).
The training data are packed into mini-batches and
each mini-batch only contains samples from one
task. Running all the mini-batches in each epoch
approximately optimizes the sum all of all multi-
task objectives. In each epoch, the model is up-
dated according to the selected mini-batch and its
task-specific objective. We still take the text simi-
larity task as an example, where each pair of sen-
tences is labeled with a real-value similarity score
y. We use the mean-squared error loss as our ob-
jective function:
‖y − Sim(X1, X2)‖22 (2)
For text classification task, we use the cross-
entropy loss as the objective function. For rele-
vance ranking task, we minimize the negative log
likelihood of the positive examples (Liu et al.,
2019b). We can also easily add other tasks by
adding its own task-specific layer.
3.2 Bi-attentive Student Neural Network
Our student model is adapted from the bi-attentive
classification network (BCN) of McCann et al.
(2017), as depicted in Figure 1. For equation rep-
resentations, the embedding vectors of input se-
quences are denoted as wx and wy. For single-
sentence input tasks, wy is the same as wx. ⊕ rep-
resents vectors concatenation.
wx and wy are first converted into wˆx and wˆy
through a feedforward network with ReLU activa-
tion (Nair and Hinton, 2010) function. For each
token in wˆx and wˆy, we then use a bi-directional
LSTM encoder to compute its hidden states and
stack them over time axis to form matrices X and
Y separately.
x = BiLSTM(wˆx) y = BiLSTM(wˆy) (3)
X = [x1;x2; ...;xn]
Y = [y1; y2; ...; ym]
(4)
Next, we apply the biattention mechanism
(Xiong et al., 2016; Seo et al., 2016) to compute
the attention contexts A = XY > of the input se-
quences. The attention weight Ax and Ay is ex-
tracted through a column-wise normalization for
Input  #1
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                X                 Y
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FC Layer
Biattention
Integrate
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Input  #2
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Figure 1: Architecture for the bi-attentive student neural network.
each sequence. The context vectors Cx and Cy
for each token is computed as the multiplication
of its corresponding representation and attention
weight:
Ax = softmax(A) Ay = softmax(A>) (5)
Cx = A
>
xX Cy = A
>
y Y (6)
Same as (McCann et al., 2017), we concatenate
three different computations between original rep-
resentations and context vector to reinforce their
relationships. The concatenated vectors are then
passed through one single-layer BiLSTM:
Xy = BiLSTM([X ⊕X − Cy ⊕X  Cy])
Yx = BiLSTM([Y ⊕ Y − Cx ⊕ Y  Cx])
(7)
The pooling operations are then applied on the
outputs of BiLSTM. We use max, mean, and self-
attentive pooling to extract features. The self-
attentive pooling xself and yself are weighted
summation of each sequence:
ax = softmax(Xyv1 + d1)
ay = softmax(Yxv2 + d2)
(8)
xself = X
>
y ax yself = Y
>
x ay (9)
The max, min, mean, and self-attentive pooled
representations are then concatenated to get one
context representation. We feed this context rep-
resentation through a fully-connected layer to get
final output.
4 Multi-Task Distillation
The output of the bi-attentive student model, in-
troduced in Section 3.2, represents hidden repre-
sentations of the input sequences. The bi-attentive
student model parameters are shared across all
tasks. We begin by describing the task-specific
layers: for each task, the hidden representations
are first fed to a fully connected layer with recti-
fied linear units (ReLU), whose outputs are passed
to another linear transformation to get logits z =
Wh. During multi-task training, the parameters
from both the bottom bi-attentive student network
and upper task-specific layers are jointly updated.
Considering one text classification problem, de-
noted as task t, a softmax layer will perform the
following operations on the ith dimension of z to
get the predicted probability for the ith class:
softmax(zti) =
exp{zti}∑
j exp{ztj}
(10)
According to Ba and Caruana (2014), training
the student network on logits will make learn-
ing easier. There might be information loss from
transferring logits into probability space, so it fol-
lows that the teacher model’s logits provides more
information about the internal model behaviour
than its predicted one-hot labels. Then, our dis-
tillation objective is to minimize the mean-squared
error (MSE) between the student network logits ztS
and the teacher’s logits ztT :
Ltdistill = ‖ztT − ztS‖22 (11)
The training samples are selected from each
dataset and packed into task-specific batches. For
task t, we denote the current selected batch as bt.
For each epoch, the model running through all the
batches equals to attending over all the tasks:
Ldistill = L
1
distill + L
2
distill + ...+ L
t
distill (12)
During training, the teacher model first uses
the pretrained BERT model (Devlin et al., 2019)
to initialize its parameters of shared layers. It
then follows the multi-task refining procedure de-
scribed in Section 3.1 to update both the bottom
shared-layers and upper task-specific layers.
For student model, the shared parameters of the
bi-attentive network are randomly initialized. Dur-
ing training, for each batch, the teacher model first
predicts teacher logits. The student model then up-
dates both the bottom shared layer and the upper
task-specific layers according to the teacher logits.
The complete procedure is summarized in Algo-
rithm 1.
Algorithm 1 Multi-task Distillation
Initialize the shared layers with BERTLarge
then multi-task refine the teacher model
Randomly initialize the student model parame-
ters
Set the max number of epoch: epochmax
// Pack the data for T Tasks into batches
for t← 1 to T do
1. Generate augmented data: taug
2. Pack the dataset t and taug into batch Dt
end for
// Train the student model
for epoch← 1 to epochmax do
1. Merge all datasets:
D = D1 ∪D2 ... ∪DT
2. Shuffle D
for bt in D do
3. Predict logits zT from teacher model
4. Predict logits zS from student model
5. Compute loss Ldistill(θ)
6. Update student model:
θ = θ − α∇θLdistill
end for
end for
5 An Intuitive Explanation
In this section we give an intuitive explanation on
why using some shared structure during the multi-
task training could possibly help. Suppose the
samples of the task T are independent and iden-
tically distributed xT , yT ∼ PTXY , where xT , yT
are the feature and labels of the samples in task
T respectively. The joint density can be decom-
posed as pT (x, y) = pT (x)pT (y|x). During the
discriminative learning process, one tries to esti-
mate the conditional distribution pT (·|x). For dif-
ferent tasks, pT (·|X) could be very different. In-
deed if there is no connections in pT (·|X) for dif-
ferent tasks, then it is hard to believe training on
one task may help another. However if we assume
some smoothness over pT (·|X), then some con-
nections can be built across tasks.
Without loss of generality, we investigate the
case of two tasks. For task T1 and T2, let’s as-
sume there exist some common domain of repre-
sentations H, and two functions: hT1(x), hT2(x) :
X 7→ H, such that
pT1(·|x) = gT1 ◦ hT1(x), (13)
pT2(·|x) = gT2 ◦ hT2(x), (14)
∀x1, x2, ‖hT1(x1)− hT2(x2)‖ ≤ η‖x1 − x2‖,
(15)
where gT : H 7→ YT is a function that maps from
the common domain H to the task labels YT for
task T , ◦ denotes function composition, and η is a
smoothness constant.
The Lipschitz-ish inequality (15) suggests the
hidden representation hT1 on task T1 may help the
estimation of hT2 , since hT2(x2) will be close to
hT1(x1) if x1 and x2 are close enough. This is im-
plicitly captured if we use one common network to
model both hT1 and hT2 since the neural network
with ReLU activation is Lipschitz.
6 Experiments
6.1 Datasets
We conduct the experiments on seven most widely
used datasets in the General Language Under-
standing Evaluation (GLUE) benchmark (Wang
et al., 2018): one sentiment dataset SST-2
(Socher et al., 2013), two paraphrase identifica-
tion datasets QQP 2 and MRPC (Dolan and Brock-
ett, 2005), one text similarity dataset STS-B (Cer
et al., 2017), and three natural language inference
datasets MNLI (Williams et al., 2018), QNLI (Ra-
jpurkar et al., 2016) and RTE.
2https://www.quora.com/q/quoradata/First-Quora-
Dataset-Release-Question-Pairs
6.2 Implementation Details
We use the released MT-DNN model3 to initial-
ize our teacher model. We further refine the
model against the multi-task learning objective for
1 epoch with learning rate set to 5e-4. The per-
formance of our refined MT-DNN is lower than
reported results in Liu et al. (2019b).
The student model is initialized randomly. For
multi-task distillation, We use the Adam optimizer
(Kingma and Ba, 2014) with learning rates of 5e-
4. The batch size is set to 128, and the maximum
epoch is 16. We clip the gradient norm within 1 to
avoid gradient exploding. The number of BiLSTM
hidden units in student model are all set to 256.
The output feature size of task-specific linear lay-
ers is 512. We also take the next step to fine-tune
the multi-task distilled student model on each task.
The learning rate is chosen from {1, 1.5, 5}×10−5
according to the validation set loss on each task.
Other parameters remain the same as above.
For both teacher and student models, we use
WordPiece embeddings (Wu et al., 2016) with a
30522 token vocabulary. For student model multi-
task training, the embeddings remain fixed. For
fine-tuning stage, the embeddings are updated for
only MRPC and RTE datasets.
Data augmentation. The training data for typi-
cal natural language understanding tasks is usually
very limited. Larger amounts of data are desirable
for the teacher model to fully express its knowl-
edge. Tang et al. (2019) proposes two methods for
text data augmentation: masking and POS-guided
word replacement. We employ the only first mask-
ing technique which randomly replaces a word in
the sentence with [MASK], because, as shown in
both Tang et al. (2019) and our own experiments,
POS-guided word replacement does not lead to
consistent improvements in quality across most of
the tasks. Following their strategies, for each word
in a sentence, we perform masking with probabil-
ity pmask = 0.1. We don’t perform any other mod-
ifications on this word with remaining probabili-
ties. For sentence pair datasets, we either modify
only one sentence, or modify both of them.
6.3 Results Analysis
The results on test data reported by the official
GLUE evaluation server are summarized in Table
1. Each entry in the table is briefly introduced be-
low:
3https://github.com/namisan/mt-dnn
BNNMTL. This model is the multi-task distilled
student model described in Section 3.2. We use
the combination of original corpus and augmen-
tation data in distillation procedure. For smaller
datasets STS-B, MRPC and RTE, the size of the
augmented dataset is 40 times the sizes of the orig-
inal corpus; 10 times for other larger datasets.
BNN. We fine-tune the BNNMTL on each dataset.
During fine-tuning, the parameters of both shared
BNNMTL and upper task-specific layers are up-
dated.
MT-DNN. The results of MT-DNN are reported
in Liu et al. (2019b). We tried to replicate their re-
sults using their released model. MT-DNNTeacher
is our replicated model and we use it as our teacher
model.
BERT-PKD. This is the BERT distilled model us-
ing Patient-KD-Skip approach described in Sun
et al. (2019). They use 3 and 6 layers of trans-
formers as the student models, which are listed as
BERT3-PKD and BERT6-PKD.
TinyBERT Jiao et al. (2019) propose a knowl-
edge distillation method specially designed for
transformer-based models. TinyBERT performs
distillation both in pretraining and task-specific
learning stages.
ALBERT. Lan et al. (2019) propose a lite BERT
using two parameter-reduction techniques and a
self-supervised loss. The results in the table are
reported by the best-performing settings xxlarge.
ALBERT1.5M is the checkpoint at 1.5M steps.
ALBERTensembles consists of 6 to 17 checkpoints
in the ensembles.
Distilled BiLSTM. Tang et al. (2019) distill
BERT into a simple BiLSTM. They use differ-
ent models for single and pair sentences tasks and
contain 0.96M and 1.59M parameters separately.
BERTEXTREME. Zhao et al. (2019) aims to train a
student model with smaller vocabulary and lower
hidden state dimensions. The results are from their
best setting: 4928 vocab size and 192 hidden di-
mension.
Other models. The BERT models results are re-
ported from Devlin et al. (2019). OpenAI GPT
results are from (Radford et al., 2018). The results
of ELMo (Peters et al., 2018) are from the GLUE
leaderboard.
Model
SST-2 MRPC STS-B QQP MNLI-m/mm QNLI RTE
Acc F1/Acc r/ρ F1/Acc Acc Acc Acc
BERTLARGE 94.9 89.3/85.4 87.6/86.5 72.1/89.3 86.7/85.9 92.7 70.1
BERTBASE 93.5 88.9/84.8 87.1/85.8 71.2/89.2 84.6/83.4 90.5 66.4
OpenAI GPT 91.3 82.3/75.7 82.0/80.0 70.3/88.5 82.1/81.4 - 56.0
ELMo 90.4 84.4/78.0 74.2/72.3 63.1/84.3 74.1/74.5 79.8 58.9
ALBERT1.5M 96.9 90.9/- 93.0/- 92.2/- 90.8/- 95.3 89.2
ALBERTensembles 97.1 93.4/91.2 92.5/92.0 74.2/90.5 91.3/91.0 99.2 89.2
MT-DNN 94.6 90.1/86.4 89.5/88.8 72.2/89.6 86.5/85.8 93.1 79.1
MT-DNNTeacher 94.7 84.7/79.7 84.0/83.3 72.3/89.6 85.9/85.7 90.5 77.7
Distilled BiLSTM 91.6 82.7/75.6 79.6/78.2 68.5/88.4 72.5/72.4 - -
BERT6-PKD 92.0 85.0/79.9 - 70.7/88.9 81.5/81.0 89.0 65.5
BERT3-PKD 87.5 80.7/72.5 - 68.1/87.8 76.7/76.3 84.7 58.2
TinyBERT 92.6 86.4/81.2 81.2/79.9 71.3/89.2 82.5/81.8 87.7 62.9
BERTEXTREME 88.4 84.9/78.5 - - 78.2/77.7 -
BNNMTL 90.0 84.2/78.7 78.6/78.6 69.6/88.0 78.5/77.9 83.3 67.6
BNN 91.0 85.4/79.7 80.9/80.9 70.7/88.6 78.6/78.4 85.4 67.3
Table 1: Results from the GLUE test server. There are two versions of the QNLI dataset. Version 1 is expired on
January 30, 2019. The result above is evaluated on QNLI version 2.
# Model SST-2 MRPC STS-B QQP MNLI-m/mm QNLI RTE
1 BNNMTL - KD 85.8 80.4/69.9 12.24/11.33 81.1/86.5 73.0/73.7 80.3 53.1
2 BNNMTL - MTL KD - AugData 89.2 82.5/72.1 20.2/20.0 84.6/88.4 74.7/75.0 82.0 52.0
3 BNNMTL - AugData 89.5 86.4/78.9 81.3/81.4 84.3/88.5 76.9/77.8 82.8 67.9
4 BNNMTL - WordPiece - AugData 87.3 84.2/75.7 72.2/72.6 71.1/79.3 69.4/70.9 75.1 54.9
5 BiLSTMMTL - AugData 87.5 83.2/72.8 71.6/72.6 81.6/87.0 70.2/71.3 75.4 56.3
6 BNNMTL 89.3 86.8/81.1 84.5/84.5 85.2/89.0 78.4/79.2 83.0 67.9
Table 2: Ablation studies on the dev set of different training procedures. Line 1 to Line 5 are all trained with
the original dataset, without using augmentation data. Line 1 is the base model trained without distillation. Line
2 is distilled from single task. Line 3 is the Multi-task distilled model. Line 4 is the Multi-task distilled model
using word-level tokenizer. Line 5 is the Multi-task distilled BiLSTM. Line 6 is the multi-task distilled model with
augmentation data. Both Line 5 and Line 6 are not fine-tuned.
6.4 Analysis of Model Quality
After fine-tuning on each individual task, BNN is
consistently better than BNNMTL. The fine-tuning
step is indispensable to the training process. Al-
though the student model acquires more general
representation capacity through multi-tasking dis-
tillation, which is a good initialization, the task-
specific fine-tuning further improves the model in
the target domain. The largest improvement is
from STS-B dataset, 2.3 points improvement of
both Spearman’s r and Pearson’s ρ. We surmise
that STS-B is the only regression task among all
the datasets. The fine-tuning step could instill
more regression features to the model.
Our model also has better or comparable per-
formance compared with ELMo and OpenAI GPT.
BNN has higher performance than ELMo over all
seven datasets: notably 8.4 points for RTE, 8.6
points in Spearman’s ρ for STS-B, 7.6 points in F-
1 measure for QQP, and 0.6 to 5.6 points higher for
other datasets. Compared with OpenAI GPT, our
model is 11.3 points higher for RTE and 4 points
higher for MRPC.
The results compared with other BERT distilla-
tion models demonstrate that: (1) Among all the
distillation models of the same parameter num-
bers magnitude, our BNN has the comparable per-
formance with the least number of parameters.
We significantly outperforms BERT3-PKD by a
range of 0.4 ∼ 9.1 points. We are slightly bet-
ter than BERT6-PKD on MRPC of 0.4 points in
F1-measure with only ∼ 24% parameters. (2) We
Model SST-2 MRPC STS-B QQP MNLI-m/mm QNLI RTE
Sentiment Task X
BNN 89.9 81.4/70.8 51.2/49.9 84.9/88.3 74.3/74.7 83.2 50.9
PI Tasks X X
BNN 89.3 85.2/77.2 83.4/83.3 84.9/88.7 73.2/73.9 83.8 59.6
NLI Tasks X X X
BNN 90.4 87.9/82.1 84.1/84.1 84.8/88.4 77.1/78.1 84.5 66.8
All Tasks X X X X X X X
BNN 90.5 86.9/80.2 85.0/84.8 84.8/89.0 77.4/78.3 84.9 68.2
Table 3: Ablation experiments on the dev set use different training tasks in multi-task distillation. The results are
reported with the original corpus, without augmentation data. The model is fine-tuned on each individual task.
outperform TinyBERT on RTE with 4.4 points. On
other datasets, the performance gap are 1.62 points
on average. However, the training (distillation)
time for TinyBERT is 30 times longer than ours
as it requires a huge wikipedia dataset for general
distillation. Also TinyBERT is specially designed
for KD of transformer-based models, our method
is model-agnostic.
6.5 Ablation Study
We conduct ablation studies to investigate the con-
tributions of: (1) the different training procedures
(in Table 2); (2) Different training tasks in multi-
task distillation (in Table 3). We also compare the
inference speed of different models (in Table 4).
Do we need attention in the student model? Yes.
Tang et al. (2019) distill BERT into a simple BiL-
STM network. Results in Table 1 demonstrates
that our model is better than Distilled BiLSTM
and achieves an improvement range of 2.2 ∼ 6.1
points across six datasets. To make fair compari-
son, we also list the results of multi-task distilled
BiLSTM in Line 5 in Table 2. It’s obvious that
Line 6, which is the model with bi-attentive mech-
anism, significantly outperform Line 5. We sur-
mise that the attention module is an integral part
of the student model for sequence modeling.
Better vocabulary choices? WordPiece works
better than the word-level tokenizers in our exper-
iments. The WordPiece-tokenized vocabulary size
is 30522, while the word-level tokenized vocabu-
lary size is much larger, along with more unknown
tokens. WordPiece effectively reduces the vocab-
ulary size and improves rare-word handling. The
comparison between Line 4 and Line 6 in Table 2
demonstrates that the method of tokenization in-
fluences all the tasks.
Distilled BiLSTM BERT-PKD TinyBERT BNN
Inference Time 1.36 63.7 19.9 2.93
Model Size 1.59 28.8 5.0 10.2
Table 4: The inference time (in seconds) and number
of parameters (in millions) for baselines and our own
model. The model size does not include embedding
layers.
The influence of MTL in KD? The single-task
distilled results are represented in Line 2 of Ta-
ble 2. Compared with Line 6, all the tasks benefit
from information sharing through multi-task dis-
tillation. Especially for STS-B, the only regres-
sion task, greatly benefit from the joint learning
from other classification tasks.
We also illustrate the influence of different num-
ber of tasks for training. In Table 3, the training set
incorporates tasks of the same type individually.
Even for the tasks which are in the training sets,
they still perform better in the all tasks training set-
ting. For example, for RTE, the All Tasks setting
increases 1.4 points than the NLI Tasks setting. For
other training settings which RTE is not included
in the training set, All Tasks leads to higher perfor-
mance advantages.
Model efficiency. To test the model efficiency,
we ran the experiments on QNLI training set. We
perform the inference on a single NVIDIA V100
GPU with batch size of 128, maximum sequence
length of 128. The reported inference time is the
total running time of 100 batches.
From Table 4, the inference time for our model
is 2.93s. We also implement Distilled BiLSTM
from Tang et al. (2019) and their inference time is
1.36s. From Jiao et al. (2019), the inference time
for BERT-PKD (4 layers) and TinyBERT is 63.7
and 19.9 individually on a single NVIDIA K80
GPU. Our model significantly outperforms Dis-
tilled BiLSTM with same magnitude speed. It also
achieves comparable results but much faster in ef-
ficiency compared with other distillation models.
7 Conclusion
In this paper, we propose a general framework
for multi-task knowledge distillation. We distill
knowledge from a multi-task refined BERT model
(teacher model) into a bi-attentive neural network
(student model). We achieved comparable results
on seven datasets with high inference efficiency.
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