Abstract: The response of true stress to strain rate, temperature and strain is a complex three-dimensional (3D) issue, and the accurate description of such constitutive relationships significantly contributes to the optimum process design. To obtain the true stress-strain data of ultra-high-strength steel, BR1500HS, a series of isothermal hot tensile tests were conducted in a wide temperature range of 973-1,123 K and a strain rate range of 0.01-10 s −1 on a Gleeble 3800 testing machine. Then the constitutive relationships were modeled by an optimally constructed and well-trained backpropagation artificial neural network (BP-ANN). The evaluation of BP-ANN model revealed that it has admirable performance in characterizing and predicting the flow behaviors of BR1500HS. A comparison on improved Arrhenius-type constitutive equation and BP-ANN model shows that the latter has higher accuracy. Consequently, the developed BP-ANN model was used to predict abundant stressstrain data beyond the limited experimental conditions. Then a 3D continuous interaction space for temperature, strain rate, strain and stress was constructed based on these predicted data. The developed 3D continuous interaction space for hot working parameters contributes to fully revealing the intrinsic relationships of BR1500HS steel.
Introduction
In recent years, the increased performance and safety requirements as well as a more rational and cost-effective manufacturing have broadened the interest in highstrength and ultra-high-strength steels in many industrial sectors such as commercial vehicles, railcars, containers, cranes, machinery, etc. The application of ultra-highstrength steels makes it possible to reduce material thicknesses and thus the weight by up to 70 %. Successful light-weight design improves the working efficiency, decreases fuel consumption and even provides cost savings from procurement to manipulation and processing. Nevertheless, it is known that the formability of a material with higher strength deteriorates, and even its springback degree grows rapidly at room temperature. A hot stamping process [1] in the austenite temperature region followed by room temperature die quenching is employed for fabricating structural components having strength of 1,500 MPa or more, by which the sheet is formed, and its strength is improved by the transformation from austenite to martensite [2] ; meanwhile, the springback is eliminated. Hot stamping is a thermo-mechanical forming process with large deformation and intended phase transformation. So a realistic finite element model (FEM) for such process must consider the interaction among mechanical, thermal and microstructural fields. This requires several main process characteristics such as heat transfer coefficient, material flow behaviors and phase transformation kinetics under process-relevant conditions. Consequently, as the work shown here, it is valuable to deeply understand, accurately characterize and predict the flow behaviors of ultra-high-strength sheet material, which provides the basis stress-strain data for numerical simulation [3] .
Over the past decades, great attentions have been paid to the characterization of the complex nonlinear relationships between true stress and deformation parameters such as strain, strain rate and temperature. Numerous efforts have been made to three types of constitutive models involving analytical, phenomenological [4] [5] [6] and empirical or semi-empirical ones [7] . The analytical constitutive model is considered as the simplest and most computationally efficient model for predicting metal flow behaviors. But each analytical model is based on certain assumptions, and if these assumptions are not met, the model may fail to predict correctly. The empirical or semi-empirical constitutive model is proposed on a range of assumptions, and it couples the effect of strain rate and temperature but treats strain in an exclusive way. Usually the effects of strain, strain rate and temperature are statistically analyzed in a mutually exclusive manner from the data collected in measurements or observations. The accuracy of this model mainly depends on the experimental data amount, regression tolerance and the authenticity of these assumptions. The phenomenological constitutive model is an accurate mathematical model and can have relatively many coefficients that need to be calibrated with experimental data. This constitutive model requires many computational and experimental efforts, and its accuracy mainly depends on the regression tolerance and the formula applicability.
Relative to the previous three types of constitutive models, an easier and more adaptable modeling approach, the artificial neural network (ANN), has been rapidly developed in recent years and popularly applied in material flow behaviors [8] . ANN is a model emulating some functions of biological neural networks with a datadriven black box structure [9] ; thus, it merely needs a collection of some typical examples from the anticipant mapping functions for training regardless of explicit professional knowledge of deformation mechanisms. Most ANNs contain some different "learning rules" to modify the weights of the connections on the basis of the input patterns that it is presented with. Some different sorts of learning rules such as the Hebbian rule, delta rule, the competitive learning rule and the anti-Hebbian rule are utilized by neural networks, in which the delta rule is often used by the most widely and successfully used ANN called "backpropagational artificial neural network" (BP-ANN). With BP, "learning" is a supervised process that follows with each cycle through the feed-forward computation of activations and the backward propagation of error signals for weight adjustments via the generalized delta rule. Recently, a lot of efforts have been spent on the hot deformation behaviors and constitutive description of several alloys by BP-ANN model. Phaniraj et al. [10] , Mandal et al. [11] and Lin et al. [12] conducted BP-ANN models to predict the flow behaviors of carbon steels, type 304 L stainless steel, 42CrMo steel, and so on. These reports about BP-ANN revealed that BP-ANN is an effective tool to predict the complex nonlinear hot flow behaviors by self-training to be adaptable to the material characteristics.
As for ultra-high-strength steel, there are few reports of the constitutive modeling of the hot flow behaviors by BP-ANN. As is known, the stress-strain data amount and accuracy input into the FEM has a significant influence on the simulation accuracy of the hot stamping process of ultra-high-strength steel sheet. The BP-ANN meets this request just right since it has not only a high accuracy of characterization but also a high predictability. In this work, the stress-strain data for ultra-high-strength steel sheet, here BR1500HS, beyond experimental conditions were predicted by BP-ANN; then the predicted data were interpolated densely. The most important is that a threedimensional (3D) continuous interaction space representing the continuous response of stress to strain, strain rate and temperature has been constructed by the surface fitting of limited dense data. In the 3D continuous interaction space, all the stress-strain points are digital and can be determined, which means the stress under any temperatures, strain rates and strains is known as long as the deformation conditions are within the scope of such a 3D continuous interaction space. Thus, it provides continuous stress-strain data for a series of studies of ultrahigh-strength steel sheet, such as processing maps, dynamic recrystallization (DRX) kinetics, ductile damage evolution, even more important, FEM simulations of the hot stamping processes. The accuracy of such 3D continuous mapping relationships among temperature, strain rate and strain is strongly guaranteed by the high accuracy of BP-ANN model, which undoubtedly induces the high accuracy of relative studies needing stress-strain data. This 3D continuous interaction space was put forward for the first time in the characterization field of material flow behaviors.
In this work, the stress-strain data of BR1500HS sheet were collected from a series of isothermal hot tensile tests carried out in a wide temperature range of 973-1,123 K and a strain rate range of 0.01-10 s −1 on a 
Experimental procedures
The ) as well as four temperatures (973, 1,023, 1,073 and 1,123 K) were machined by wire-electrode cutting. The shape and size of the specimen as shown in Figure 2 were designed according to the ASTM Standard: E8M. In the isothermal hot tensile tests, a computer-controlled, servo-hydraulic Gleeble 3800 testing machine produced by DSI was applied. The detailed experimental procedures of isothermal hot tensile tests are shown in Figure 3 . In order to keep the temperature accurate and invariable, two K-type thermocouple wires were welded on the specimen before the test to record the real-time temperature of the specimen. Then the specimen was fixed at the exact center of the anvils, heated to 1,223 K with a fixed heating rate of 5 K/s and kept in this temperature for 180 s to reduce anisotropy and eliminate internal temperature gradient. Subsequently, a series of specimens were stretched one by one till the complete break separation according to the previous tensile test schedule of four strain rates and four temperatures. After the tensile tests, the specimens were water quenched immediately to keep the deformed microstructures at elevated temperature. In these tensile tests, a computercontrolled automatic data acquisition system was used to monitor the nominal stress and nominal strain continuously, and afterward these data were converted into homologous true stress and true strain according to eq. (1) and (2):
where ε N is the nominal strain, σ N is the nominal strain, σ T is the true stress and ε T is the true strain [13] .
Flow behavior characteristics
The true stress-strain data of ultra-high-strength steel sheet, BR1500HS, measured by a series of hot tensile tests were shown in Figure 4 (a)-(d). It is valuable to note that the true stress-strain data in fracture stage have been removed. As expected, stress-strain relationships are highly nonlinear, and highly susceptible to three parameters, including temperature, strain and strain rate. By comparison of one stress-strain curve with another, it can be summarized that the stress level decreases with increase in temperature or decrease in strain rate. This is due to the following facts. When the strain rate is accelerated, the dislocations participating in deformation in unit time increase; meanwhile, there is no enough time to coordinate deformation by means of dislocation and grain movements. The multiplication of dislocation leads to the improvement of stress level. When raising the deformation temperature level, the heat activation increases the average kinetic energy in atoms and makes the atomic diffusion and dislocation movement easier. And this induces the decrease of stress level. As for each stress-strain curve, it shows an initial rapid and the following more and more slow work hardening (WH), following which two types of curve evolution exist. In the first case, the stress decreases gradually after a single peak value, an evidence of DRX softening, which corresponds to the conditions of 0.01 s From the previous descriptions, it can be concluded that the hot tensile flow behaviors of ultra-high-strength steel sheet, BR1500HS, is extremely complex and highly nonlinear, not only due to the effects of temperature and strain rate to stress level, but also due to the evolution characteristics involving WH, DRX and DRV indicated in each stress-strain curve. Consequently, as for this case, it is a difficult issue to characterize such flow behaviors accurately.
BP-ANN model for BR1500HS Development of BP-ANN model
A BP-ANN model for the hot tensile flow behaviors of BR1500HS sheet in respect of dependency of strain, strain rate and temperature was developed by taking deformation temperature (T), strain rate (_ ε) and strain (ε) as the input variables and true stress (σ)as the only output variable [14] . The schematic representation of the BP-ANN architecture was shown in Figure 6 . In this network, all the continuous stress-strain curves measured from a series of hot tensile tests were discrete with a strain interval of 0.001. The total 1,971 discrete data points from the 14 stress-strain curves except the two curves corresponding to 1,023 K and 0.1 s −1 and 1,073 K and 1 s
were defined as the training data of the BP-ANN work. As the BP-ANN work had been trained, the stress values of 322 points picked out from the two test curves with a strain interval of 0.001, and 218 points from the other 14 training curves in a strain range of 0.004-0.154 with a strain interval of 0.01 were predicted, and then these total 540 predicted data points were considered as the test data for the BP-ANN work performance. Among them, the 218 predicted data points were used for the training performance evaluation, while the left 322 predicted data points were used for the evaluation of the generalization performance, i. e. the adaptability of BP-ANN work to fresh forming conditions beyond training. Subsequently, the corresponding total 540 experimental data points were picked out and considered as the reference points for the test work. The test work would be conducted between the reference data and the test data. It is common that the determination of the appropriate number of hidden layers and neurons in each hidden layer is one of the most critical tasks in obtaining an accurate BP-ANN model. It was assumed that one and two hidden layers were adopted to test, respectively, and then the appropriate number needed to be finally determined through the appropriate tolerance evaluation between the predicted data from training and test work and the experimental data. Meanwhile, an empirical formula as eq. (3) was utilized to determine e-value range, i. e. the neuron number range of each hidden layer, and accordingly the range was calculated as 3-12:
where e is the neuron number of each hidden layer; n and m are the neuron numbers of input and output layers, respectively, in the network shown in Figure 6 , and here n = 3 and m = 1; a is a constant ranging from 1 to 10. An indicator of mean square error (MSE) as in eq. (4) [15] was introduced to evaluate the training performance and the generalization performance of the BP-ANN work, and accordingly the optimal hidden layer number and neuron number would be determined by comparing the performance of different networks deriving from different network structure parameters. It is noted that smaller MSE value indicates better network performance. As for the two different network structures, i. e. one or two hidden layers, the relative MSE plots along with the number of neurons in each hidden layer were calculated, respectively, as shown in Figure 7 . Figure 6 shows that the structure of two hidden layers induces lower MSE value level, and thus it corresponds to higher training and generalization performance. Moreover, in Figure 7 , MSE value declines with neuron number increasing, while it appears an inverse trend when the neuron number is above 10, which indicates that increasing neuron number up to 10 elevates the network performance significantly. In Figure 7 (a) and (b), MSE values reach the minimum at the same time when the neuron number is 10, which indicates that this neuron number is corresponding to the highest training and generalization performance. Above all, two hidden layers and 10 neurons in each hidden layer are determined for the final network architecture:
where E i is an experimental stress value, P i is a predicted stress value and N is the number of data samples. It is noteworthy that the numerical values of the input and output variables distribute in distinct ranges and even dimensions, which induces the poor convergence speed and prediction accuracy of a BP-ANN model. Hence, a normalization process for initial true stressstrain data is essential to ensure the input and output variables being dimensionless and being in an approximately same magnitude. In this research, the normalization processing was realized in eq. (5). The coefficients of 0.05 and 0.25 in eq. (5) are regulating parameters for the sake of narrowing the magnitude of the normalized data within 0-0. 3 . It had been demonstrated by a trial-anderror method that such a magnitude could bring a promotion in convergence speed and prediction accuracy. Besides, it should be noted that the initial numerical values of true stain rates exhibit great magnitude distinction, thereby logarithm was taken for transforming the true stain rate data before normalization processing:
x n = 0.05 + 0.25 × x − 0.95x min 1.05x max − 0.95x min (5) where x is the initial data of input or output variables, x min is the minimum value of x and x max is the maximum and x n is the value of x after normalization processing.
To construct an excellent BP-ANN model, appropriate preferences are quite vital. Here, trainbr function and learngd function were empirically chosen as the training function and learning function, respectively. In the meantime, the transfer function of the hidden layers was assumed as tansig function, whereas the output layer adopted purelin function. It is well accepted that learning rate directly determines the revised value of weight in each training cycle, which simultaneously plays an important role in the convergence property of networks. Commonly, adopting a high learning rate may cause instability in training, while conversely may get low convergence speed but could keep off the local least values and approach the true least error. Consequently, a lower learning rate is usually selected for better stability and convergence property, and 0.02 was applied in the present network. In addition, the goal of training error before anti-normalization processing was set as 0.0001.
Evaluation of BP-ANN model
To synthetically estimate the prediction capability of BP-ANN model, two commonly used statistical indicators of R and AARE [15] , which were expressed as eqs (6) and (7), were introduced. A high R value close to 1 illustrates that the predicted values conform to the experimental ones well; meanwhile, a low AARE value close to 0 indicates that the sum of the errors between the predicted and experimental values tends to be 0. Thereby, such R and AARE are expected:
in which E and P are, respectively, experimental value and predicted value of true stress; E and P are the mean values of E and P, respectively; N is the number of predicted points. Based on the well-trained BP-ANN model, the true stress values under experimental conditions that include the deformation conditions corresponding to the previous training points and test points were predicted. After that, the correlation relationships between the experimental and predicted true stresses were expressed in Figure 8 . It is discovered that the points in Figure 8 , which take experimental true stress as horizontal axis and predicted true stress as vertical axis, lie fairly close to the best linear fitted line, suggesting that the predicted stressstrain values conform very well to the homologous experimental ones. Besides, the R values for the predicted true stress of training points and test points are 0.99989 and 0.99876, respectively, from another quantitative perspective proving the strong linear relationships between the predicted and experimental true stresses. Additionally, the AAREs were calculated as well. The AARE value deriving from the test part is 1.2621 %, while that from the training part is merely 0.2675 %. Such minor errors bode the high accuracy exhibited in the training and test work by BP-ANN.
The relative error (δ) [11] in eq. (8) represents the percentage error of each predicted stress-strain value relative to the homologous experimental one; it was introduced in order to further and more detailedly evaluate the BP-ANN model. By calculating and making a count on the δ-values from all predicted points involving training and test ones, some information on δ-values was provided. In the training part, the relative errors range from -5.09 % to 5.68 %, and for the test part their distribution ranges from -3.89 % to 4.75 %. Figure 9 expresses the columnar distribution maps of the relative errors in the training and test parts. In terms of Figure 9 , it is not so difficult to find that the relative errors, no matter in training or test part, are within a narrow range of 0 ± 6 %. However, it is more noteworthy that most of the δ-values are miraculously concentrated in the vicinity of the ideal value 0: in the training part, the δ-values of 93.97 % points are within the interval of [-1 %, 1 %], and for the test part, 60.22 % points are concentrated in [-1 %, 1 %], at the same time, 91.82 % points are concentrated in [-1 %, 4 %]. These results arisen from unbiased statistical data provide direct evidence that high precision in both the training and test stages is acquired by the BP-ANN model:
where P i is a predicted stress value and E i is the homologous experimental stress value. Figure 10 exhibits the comparisons between the true stresses predicted by BP-ANN model and the corresponding experimental true stresses. Apparently, just as the phenomenon in the isothermal hot tensile tests, the predicted true stress decreases with increase in temperature or decrease in strain rate, predictably indicating that the BP-ANN model is able to effectively grasp the stressstrain evolution rules, that is, it possesses excellent capability to track the dynamic softening and WH regions of BR1500HS. Moreover, as shown in Figure 10 , the predicted points on the 14 training curves almost coincide with the experimental stress-strain curves. Even under 1,023 K and 10 s , where discontinuous DRX causes nonsmooth in stress-strain curves thus enhancing prediction difficulties, the predicted true stress points still present minor deviations to the experimental ones that the maximum relative error is only 2.84 %. Compared with the predicted points on the training curves, the predicted points on the test curves of 1,023 K and 0. relationship completely omitting the effect of strain, while the strain is a vital parameter in hot working processes and has a critical influence on the flow behaviors, especially for those strain-sensing materials. Therefore, the previous Arrhenius-type constitutive equations often received poor results, until a revised model taking the influence of strain into account was put forward and successfully utilized to accurately describe the deformation behaviors of 42CrMo steel under high temperature by Lin et al. [16] . Subsequently, this kind of improved Arrhenius-type constitutive equation was successfully applied in constitutive relationship descriptions of various materials [17] [18] [19] due to such superiority. Quan et al. [20] calculated and reported the improved Arrhenius-type constitutive equation of BR1500HS, and it was expressed in eq. (9):
where σ is flow stress, f ðεÞ, gðεÞ, hðεÞ and jðεÞ are the polynomial functions of ln A, α, n and Q at different strains, and their expressions were as shown in eq. (10) . The coefficients in eq. (10) were listed in Table 1 :
Prediction capability comparison between the BP-ANN model and Arrhenius-type constitutive equation contrast of prediction accuracy between these two models, the AARE values and δ-values relative to the experimental true stress were calculated in eqs (7) and (8) and listed in Table 2 . According to the calculation results, it is manifest that the AARE value for the BP-ANN model is 2.12 %, but for the constitutive equation, it reaches a higher level, 4.18 %. Lower AARE value means a smaller deviation on the whole; therefore, to make a prejudgment, the BP-ANN model has higher accuracy in predicting the true stress of BR1500HS than the constitutive equation. To prove this view, on the basis of the data in Table 2 , Figures 11 and 12 were illustrated for more profound comparison of two models. What can be learned from Table 2 is that the δ-values from the BP-ANN model range from -3.89 % to 5.68 %; however, the δ-values obtained by the constitutive equation vary in [-6 .49 %, 19.8451 %]. Sometimes narrower range of δ-values does not always indicate high prediction accuracy because of the uncertainty of the errors distribution inside the given interval. Hence, in Figure 11 , which shows the δ-values distribution of true stress gained by the BP-ANN model and constitutive equation, the values of relative frequencies were fitted by a typical Gaussian distribution function in eq. (11) . In the function, the two parameters of μ and w represent the mean value and standard deviation, respectively, which are the two of the most important indexes in statistical work. The mean value and standard deviation calculated in eqs (12) and (13) [9] , respectively, reflect the central tendency and discrete degree of a set of data, and smaller w-value and μ-value close to 0 hint that better errors distribution is achieved. As shown in Figure 11 , the μ-value and wvalue of the BP-ANN model are 1.2790 % and 1.6173 %, respectively; in another aspect, the ones of the constitutive equation are, respectively, -1.6751 % and 1.9150 %. It is obvious that the μ-values and w-values corresponding to the BP-ANN model and constitutive equation are both fairly close to 0. Yet, in spite of this, compared with the constitutive equation, not only the μ-value corresponding to the BP-ANN model is still more close to 0, but also the w-value is smaller. That means the relative errors deriving from the BP-ANN model are not only more centralized but also more approaching to 0, providing further evidence that the BP-ANN model is more accurate than the constitutive equation:
where δ i is a value of the relative error; μ, w and y are the mean value, standard deviation and probability density of δ, respectively; y 0 and A are constants; and N is the number of relative errors, here N = 32. The experimental stress-strain curves, the stressstrain points predicted by the BP-ANN model and constitutive equation under the conditions of 1,023 K and 0.1 s respectively. It is easy to find that, relative to the experimental stress-strain curves, both the stress-strain points predicted by the BP-ANN model and constitutive equation appear certain deviations although they are in qualitative agreement with the stress-strain evolution rules. But the predicted stress-strain points by the BP-ANN model lie more close to the experimental curves from the global aspect. It is valuable to note that, in the training stage of the BP-ANN model, the experimental stress-strain data Figure 13 (a)-(g). It is clearly observed that the temperature, strain rate, strain and stress in Figure 13 articulate similar response relationships with the experimental stress-strain data.
On the foundation of these predicted stress-strain data, an interpolation method was employed to densely insert stress-strain data into predicted ones; going a step further, a 3D continuous interaction space (illustrated in Figure 14 ) was eventually constructed by a surface fitting process for these limited dense stress-strain data. In Figure 14 , the X-axis, Y-axis, Z-axis and V-axis, respectively, represent deformation temperature, logarithm of strain rate, strain and true stress. The values on V-axis are indicated by different colors. Figure 14(a) shows the 3D continuous interaction space representing the continuous response of stress to strain, strain rate and temperature of BR1500HS. Figure 14 (b)-(d) shows the cutting slices of the 3D continuous interaction space along with different variables, including temperature, strain rate and strain. In the 3D continuous interaction space, all the stress-strain points are digital and can be determined, since the surface fitting step has transformed the discrete stress-strain points into continuous stress-strain surface and space. The accuracy of such a 3D continuous interaction space is strongly guaranteed by the excellent prediction performance of optimally constructed and welltrained BP-ANN model. It is well known that the stress-strain data play a critical role in many studies, such as the DRX kinetics model [21] , processing maps [22] , ductile fracture criteria [23] and so on. In these studies, the amount and quality of stress-strain data have a significant influence on the research results. Exactly, the 3D continuous interaction space constructed in this paper can provide abundant and accurate stress-strain data for the relevant studies on ultra-high-strength steel sheet, BR1500HS, to guarantee the creditability of research findings. Beyond that, the 3D continuous interaction space plays an essential part in FEM. As is known, the stress-strain data are the most fundamental data to predict the deformation behaviors of the ultra-high-strength steels in hot stamping processes with FEM. It is realizable to pick out dense stress-strain data from the 3D continuous interaction space and insert such continuous mapping relationships into commercial software such as Marc, and so on by program codes. In this way, the accurate simulation of one certain forming process is able to perform. On the other hand, the 3D continuous interaction space makes it possible to automatically and accurately solve DRX kinetics, DRV kinetics, processing maps, and so on. For example, in processing maps, the flow instability domains with higher accuracy can be identified at different timespace domains automatically [24] , and then more reasonable optimization of the process parameters such as the deforming temperature, the shape of die cavity, deformation velocity, and so on, can be conducted automatically.
Conclusions
(1) The true stress level of BR1500HS decreases with increasing temperature or decreasing strain rate. The true stress varies along with strain highly nonlinearly, which represents the nonlinear variation of the comprehensive effects of different action mechanisms, including DRX, DRV and WH. According to these abundant data, a 3D continuous interaction space was constructed by interpolation and surface fitting methods. It significantly contributes to all the researches requesting abundant and accurate stress-strain data of BR1500HS.
