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Abstract
The Beaufort gyre is located in the Canadian Arctic basin and is responsible for the
dominant circulation of the Beaufort Sea. Currently, the gyre flows in an anti-cyclonic
direction, which leads to the deflection of fresh water from melting sea ice into the centre
due to the Coriolis force. However, every 5 - 7 years it has been observed to reverse
direction and release the collected fresh water into Transpolar Drift, towards the Northern
Atlantic Ocean. The last recorded reversal was over 20 years ago, and the Beaufort gyre
now holds as much fresh water as all the Great Lakes combined. When the next reversal
happens, it is predicted that the fresh water will be released and then act as a thick, cold
blanket over the Northern Atlantic Ocean, preventing heat transfer to the atmosphere, and
greatly a↵ecting the European climate and fisheries.
The research in this thesis aims to understand the structure of the Beaufort gyre and
how it might destabilize and give rise to eddies. Eddies are known to be very e↵ective in
mixing the deep Arctic ocean water with the cold fresh surface water, which could lead to
the increased melting of the floating sea ice. In this work we develop numerical tools that
can be used to study both the classical wind-driven gyre problem, and also an idealized
Beaufort gyre. We use the reduced gravity, Quasi-Geostrophic model, which accounts for
the e↵ects of the rotation of earth, wind forcing, bottom drag and lateral viscosity. The
solutions are computed using Firedrake, a finite element method library, and we examine
how the structure of the steady solution depends on varying values of bottom drag, the
beta e↵ect and stratification. Subsequently, we investigate the linear stability of the gyre.
Unfortunately, we were not able to simulate winds that are as strong as are observed and
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1.1 The Beaufort Gyre
Oceans are vital to life on Earth; they play a major role in the distribution of heat, nutrients
and salinity across the globe [44]. The large-scale circulation of the oceans are dominated
by wind-driven gyres, which consist of slow rotational motions in the interior and frequently
have a strong jet near the western boundary. These so-called western boundary currents are
due to the curvature of Earth, the winds that blow above the oceans and dissipation that
acts on smaller scales. However, there are examples of gyres with very di↵erent dynamics
in that they do not exhibit western intensification, such as the Beaufort gyre.
This thesis focuses on the Beaufort gyre (BG), which is located in the Canadian Arctic
basin, north of the Yukon territory, refer to [42]. The Arctic is undeniably a topic of interest
in relation to climate change. In recent years, melting sea ice has become a constant in the
daily news; the heating of the Arctic is felt everywhere. The Beaufort gyre catches and
stores much of the fresh water from the melting sea ice, as well as run o↵ from the Mackenzie
River and Bering Strait [32]. Currently the Beaufort gyre is rotating in a clockwise (anti-
cyclonic) direction, and it has been observed to transport oceanic properties, such as fresh
water, to the centre of the gyre.
Historically, the Beaufort gyre has been recorded to reverse direction on average every
5 to 7 years. This reversal results in the release of fresh water into the Transpolar Drift,
which is then sent towards the Northern Atlantic Ocean [4]. However, it has been over
20 years since the last recorded reversal and the gyre reached a maximum of more than
22, 000 km3 of fresh water in 2015, which is similar to the amount of water in all the Great
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Lakes combined [1][15]. Due to a di↵erence in densities, the fresh water sits on top of the
salty Arctic water, with much of the fresh water in the centre of the gyre [8]. The fresh
water is very cold, as it originates from the frozen sea ice, and therefore acts as a barrier
between the floating ice and the salty warmer water below [39]. From this perspective,
the Beaufort gyre’s fresh water content extends the life of sea ice by protecting it from the
warmer waters.
The Beaufort gyre system holds the fate of the fresh water content in the Arctic Ocean
[39][31]. The exact consequences of a reversal are unknown, however we may look at the
results of previous reversals as an indication of what may come. In the past, there have
been several occurrences of large amounts of fresh water being released into the Atlantic
Ocean, which may be referred to as a Great Salinity Anomaly (GSA) [31] [2]. In 1968, a
GSA was identified in the Greenland Sea, which then circulated in the Atlantic subpolar
gyre for over 14 years, reaching depths as far as 500 m below the surface [7]. Studies have
been done to locate the origin of this specific GSA, many of which point to the BG [13]
[7]. If the BG releases 5% of the current reservoir, the world may see similar results as
the GSA of the late 60’s, which has been suggested to have prevented convection in the
Labrador Sea [13] [15]. The GSA of the 90’s has also been attributed to the reversal of the
BG, which led to several of Europe’s harshest winters on record [2][15]. Based on these
past events, it is predicted for the fresh water to be released into the Northern Atlantic
ocean and act as a thick, cold blanket which will reduce heat transfer between the ocean
and the atmosphere [15]. This blanket is expected to cause a temporary cooling e↵ect over
the climate of Western Europe, as well as negatively a↵ecting the European fisheries [15].
The Beaufort gyre demands the attention of scientists worldwide by having the largest
reservoir of fresh water in the Arctic. As ice cover continues to melt, the water becomes
more exposed to the wind forcing. The winds are able to transfer more and more momen-
tum into the Beaufort gyre system, so the equilibrium state must also change. Meneghello
et al. (2018) compared the terminal velocities of both an ice covered and free surface
Beaufort gyre model [25]. In this work, they introduce the Ice-Ocean Governor, which de-
scribes the interaction of ice with the underlying ocean current. They argue the Ice-Ocean
Governor will determine the equilibrium state of the Beaufort gyre, and the reduced ice
coverage will lead to a faster moving gyre, and possibly lead to baroclinic instabilities.
However, drifter data suggests eddies are present in the Beaufort gyre, which contribute
to the transport of heat from the bottom of the ocean to the surface [18]. Doddridge et
al. (2019) extended the Ice-Ocean Governor theory by investigating the balance between
mesoscale eddies, wind and the Ice-Ocean Governor in reference to the evolution of the
Beaufort gyre [8]. Their results indicate that mesoscale eddies should also be considered
in the modelling of the Beaufort gyre, and emphasize the importance in understanding
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mesoscale eddies, as well as the Ice-Ocean Governor.
The work done in this thesis aims to investigate two complimentary questions. First,
what is the structure of the Beaufort gyre that can exist with a circular wind blowing
above? Second, is this idealized solution unstable and if yes what kind of instabilities
develop? We choose to model the Beaufort gyre using a highly idealized Quasi-Geostrophic
(QG) model with a reduced gravity. Even though this model only allows for barotropic
instabilities, this is a first step before investigating a multi-layer system, which is inherently
more complicated. We use the finite element method to solve the linear steady equations,
the nonlinear time dependent QG equations and the linear equations that describe the
linear stability of the gyre.
To develop the tools needed to study the Beaufort gyre, we first look at the classical
wind-driven gyre problem. The parameters used in to investigate the classical problem
are from [30] and [17], who were able to generate a meandering western boundary current
and subsequently eddies. Similar studies, such as [35] and [14], solve the steady, nonlinear
time-dependent and linear stability models for a barotropic, sub-tropical wind driven gyre.
However, these papers solved the nonlinear steady QG problem and varied the Reynolds
number. The low Reynolds number solutions were very similar to the classical Stommel
and Munk problems, but for higher Reynolds numbers, the steady solution looked like a
Fofono↵ mode. They also found that multiple solutions can occur. We instead focus on the
linear steady solutions, and therefore assume that the basic state is in the lower Reynolds
number regime. This is chosen in part because this is a simpler problem.
After studying the classical gyre, we apply these methods to an idealized Beaufort gyre
with flat bathymetry and Gaussian wind forcing. Even though lateral eddy viscosity is
bound to be important we choose to neglect this force and instead focus on bottom drag
as the primary mechanism of dissipation for the Beaufort gyre. In the next section, we
provide a brief introduction to geophysical fluid dynamics which is required in this work.
1.2 Geophysical Fluid Dynamics
Geophysical fluid dynamics (GFD) focuses on large scale flows on earth, and those found
on other planets. There are two distinguishing attributes of GFD which puts it apart
from other studies within the field of fluid dynamics: rotation and/or stratification [5].
Both play a significant role in the realm of GFD. We will begin by briefly discussing both
rotation and stratification, as well as introduce some of the non-dimensional numbers used
in this thesis.
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Figure 1.1: The angular velocity in Cartesian coordinates for a given latitude.
1.2.1 The Coriolis Force
As mentioned above, geophysical fluid dynamics encompasses flows for which the rotation
of Earth is important. In these cases, we need to include the Coriolis term in our mathe-
matical representations. The Coriolis e↵ect is a result of a rotating spherical planet, where
locations closer to the equator rotate faster than those away from the equator. The e↵ect is
responsible for the deflection of motion; in the northern hemisphere the motion is deflected
to the right, and in the southern hemisphere, the motion is to the left. Mathematically, the
contributions made by the rotating reference frame may be included by adding the Corio-
lis pseudo-force, denoted by 2⌦ ⇥ v, to the momentum equation, where ⌦ is the angular
velocity of Earth such that ⌦ = ⌦k, and v is the three dimensional velocity vector [41]
[19][5]. The derivation of the Coriolis term can be found in [19], [5] or [41]. By projecting
the rotation vector in the northward and vertical directions, as shown in Figure 1.1, we
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may obtain the angular velocity in Cartesian coordinates at a given latitude, ✓:
⌦ = (0,⌦ cos ✓,⌦ sin ✓). (1.1)
Therefore, the Coriolis force may be written:
2⌦⇥ v = (f ⇤w   fv, fu, f ⇤u), (1.2)
where we define f = 2⌦ sin ✓ and f ⇤ = 2⌦ cos ✓ to be the traditional and non-traditional
Coriolis parameters and ✓ is latitude [5]. In the northern hemisphere, the Coriolis parameter
takes on a positive value, and a negative value in the southern hemisphere. The non-
traditional Coriolis parameter is primarily of importance near the equator and since we
are at high latitudes, we make the approximation f ⇤ ⇡ 0, thereby making the traditional
approximation [19].
The so-called f -plane model approximation makes the following approximation f ⇡
f0 = 2⌦ sin ✓0. This is a reasonable model to use if the deviations in latitude are small.
However, this assumption removes any western intensification in an oceanic gyre and is not
appropriate for the variations in latitude that occur in the Beaufort Gyre. Alternatively, we
may use the beta-plane model, where we take the the linear approximation, f ⇡ (f0+ y),




= (2⌦ cos ✓0)/a, and a is the radius of Earth. The beta-plane model is
required in the classical theory of wind-driven gyres, however higher orders may also be
used. We restrict ourselves to a linear beta-plane in this thesis as this is the simplest and
most conventional choice. Next, we will introduce the Rossby number which indicates the
importance of the Coriolis force.
Rossby Number
It is useful to determine the relative importance of the di↵erent terms in the momentum
balance. This requires estimating the order of magnitude of the di↵erent variables in the
problem. One important parameter that frequently arises in GFD is the Rossby number,
which may be obtained by estimating the relative importance of the inertial forces and the
Coriolis forces. These terms written out are (v ·r)v and f ⇥ v and have scales U2/L and
fU respectively, where U is the typical velocity scale and L is the typical length scale. We





If the rotation of the Earth is insignificant, then the relative acceleration dominates result-
ing in a large Rossby number. However, if the rotational acceleration is very important
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compared to the relative acceleration, then we obtain a very small Rossby number. For
example, in oceanic gyres, the Rossby number is on the order of 0.01, indicating that ro-
tation is very important [5]. If the Rossby number is small then the motion tends to be
near geostrophic balance. This balance occurs when the Coriolis force dominates and is
balanced with the pressure force. The collection of fresh water in the centre of the Beaufort
gyre is a result of near geostrophic balance.
The Beaufort gyre has been observed to be in nearly geostrophic balance, where the
Coriolis force deflects the motion inward and the pressure force is directed outwards, which
is known as the Beaufort High. As the Beaufort gyre collects more and more fresh water,
the sea level rises and begins to create a dome like structure, where the water continues
to flow nearly along lines of constant pressure [1]. The collection of the fresh water on top
of the Arctic water may be approximated by a stratified two layer model. Next we will
discuss how the Burger number indicates the importance of stratification.
1.2.2 Stratification
Stratification is the natural layering that occurs due to di↵erences in density. For example,
in the Beaufort gyre, the salt water has a higher density, and thus sinks, allowing the fresh
water to sit in the upper layers of the ocean. Similar to the Rossby number indicating
the importance of rotation, the Froude number and the Burger number may indicate the
importance of stratification.
The Froude Number and the Burger Number
The Froude number may be defined in multiple ways. In the context of a continuously





where H is the vertical length scale and N is the stratification frequency. The stratification
frequency is also known as the Brunt-Väisälä (buoyancy) frequency and is defined such that




, where g is the gravitational acceleration, ⇢0 is the reference density and
d⇢
dz
is the vertical rate of change in density [5]. The Froude number is similar to the Rossby
number in the sense that it is also a ratio of horizontal velocity to a frequency multiplied
by a length scale. In this sense the Froude number is an indication of the importance of
stratification. When Fr ⌧ 1, stratification is very important, and when F   1 e↵ects of
stratification are negligible [5].
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However, as mentioned above, the Froude number may be defined in other ways de-
pending on the kind of stratification. In this work, which focuses on the top layer of a two
layer model, we choose to use the Burger number which may be defined in terms of the














= g0H/f 2 is the Rossby radius of deformation, g0 is the reduced gravity defined by
g0 = g ⇢2 ⇢1
⇢2
, g is the gravitational force, ⇢1 is the density of the top layer, ⇢2 is the density
of the passive, bottom layer and L is the typical horizontal length scale. By assuming
a small Rossby number, as done in the work here, a large Burger number signifies that
stratification is very important and a small Burger number would suggest stratification is
negligible. For example, the Burger number associated with the Beaufort gyre is on the
order of 0.01, and thus suggests stratification does not play a significant role in the current
modelling regime.
1.3 Thesis Format
The structure of this thesis is as follows. Chapter 2 is broken down into three subsections.
The first subsection, 2.1, encompasses the necessary mathematical background leading
up to the governing QG model. We begin with the equations of motion for a stratified,
compressible fluid, then discuss the hydrostatic approximation and the Boussinesq approx-
imation. This leads to deriving the single layer Shallow Water (SW) model, which assumes
a homogeneous fluid in hydrostatic balance with a small aspect ratio. We conclude the
subsection by presenting the non-dimensional the SW equations. In the second subsection,
2.2, we derive the governing models used in this thesis. To derive the QG model, we take
an asymptotic expansion of the non-dimensional SW model in terms of the small Rossby
number. By investigating the leading order and first order problems, we obtain an expres-
sion for the QG potential vorticity (PV). We then vertically integrate the non-dimensional
QG equations for a stratified system and conclude with the wind-driven gyre model, also
known as the Stommel/Munk Model. After this, we derive the boundary layer thicknesses
that result from the Stommel model and the Munk model. We then present the dimen-
sional governing equations and the necessary boundary conditions. The final subsection
in Chapter 2, 2.3, derives the linear stability model, which is obtained by perturbing the
basic state and linearizing. The linear stability model uses the same boundary conditions
as stated in the second subsection, and models the growth of perturbations.
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In Chapter 3, we present the numerical methods used to solve the governing models of
Chapter 2. We begin by providing a brief introduction to the finite element method, and a
breakdown of the notation. In the first subsection, 3.1 we derive the weak form needed in
solving the steady model. In the second and third sections, 3.2 and 3.3, we derive the weak
form necessary for the time dependent models and the linear stability model respectively,
where we implement finite di↵erence Backward Euler method for the time stepping part
of the algorithm.
In Chapter 4 we present the results obtained by implementing the finite element method
to the equations of Chapter 2 in the Firedrake library [10]. The chapter has been split
into two di↵erent regimes: the classical wind driven gyre and the Beaufort gyre. Within
each regime, we include a section on the parameters implemented, followed by the steady
solutions, the nonlinear solutions and the linear stability solutions. The classical gyre,
4.1 uses a square domain and the parameters have been chosen to reproduce results from
previous work done by [30] and [17]. We show the linear steady results of a shrinking
western boundary current for a variety of values of bottom drag. After, we present the
solutions of the nonlinear, time-dependent model, initialized with zero potential vorticity,
and show it converges to the steady solution. We then present the results of another
nonlinear, time-dependent simulation where we initialize the potential vorticity with the
steady solution plus a small perturbation and watch how these perturbations evolve. We
investigate the evolution of the perturbations in both nonlinear model and with the linear
stability problem. We then apply the same solvers to the Beaufort gyre regime in 4.2 and
analyze the solutions.
Lastly, in Chapter 5, we conclude and summarize our findings for the two investigations.
Additionally, we present future direction of this work, which includes areas that may be




This chapter outlines the necessary mathematical background for the physical models used
in this thesis. The chapter starts with a section on the preliminary equations of mo-
tion, applies the hydrostatic approximation, the Boussinesq approximation and derives
the shallow water (SW) model. The non-dimensional SW model is then used to derive
the quasi-geostrophic (QG) model, and the Stommel/Munk model for wind-driven gyres
[41]. The section concludes with the dimensional Stommel-Munk model and the boundary
conditions. The final section in this chapter provides the derivation of the linear stability
model, as well as a brief discussion of possible solutions. In Chapter 3, we present the
numerical methods used to solve for the equations derived here.
2.1 Preliminary Equations
As most fluid dynamic stories begin, we present the equations of fluid motion. The conti-
nuity equation (2.1) states that the mass of a fluid element is conserved [41]. Equivalently,
it says the compression or expansion of the fluid will result in a nonzero convergence or
divergence [5]. The momentum equation (2.2) expresses Newton’s second law, stating that
the rate of change of a fluid element’s momentum or velocity is proportional to the net
forcing on the element [34]. The external forcing we consider are the Coriolis force and the
pressure force. Lastly, the equation of state (2.3) relates the pressure with density, salinity
and temperature, and is required for a closed system [5]. We present the conventional
equation of state [5]. The continuity equation, momentum equation and equation of state
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are for a compressible fluid:
@⇢
@t
+r · (⇢v) = 0, (2.1)
@v
@t
+ (v ·r)v + f ⇥ v =  1
⇢
rp  gk+ ⌫r2v, (2.2)
p = p(⇢, T, S). (2.3)
We define the three dimensional velocity by v = (u, w), and f , ⇢, p, g, ⌫ T and S are
the Coriolis parameter, density, pressure, gravitational acceleration, kinematic viscosity,
temperature and salinity respectively. These equations, referred to as the Navier-Stokes
equations, are the starting point to the governing model used in this work, however they
require further simplifications prior to the model derivation [41]. It is worth noting that
in large-scale flows, the viscosity term appears as it does in the above equation but ⌫ is
instead thought of an eddy viscosity, which parameterizes the e↵ects of the small scales.
We begin by applying the hydrostatic approximation.
2.1.1 The Hydrostatic Approximation
The hydrostatic approximation assumes that the system is in hydrostatic balance. That
is, it assumes the vertical momentum equation reduces to a balance between the vertical




The hydrostatic approximation is appropriate to most systems where the horizontal length
scale is much larger than the vertical length scale, H ⌧ L, or equivalently a system with
a small aspect ratio, H/L ⌧ 1 [41]. For the work done here, the small aspect ratio is
satisfied given the focus is put on hundreds of metres in the vertical direction and on tens
of kilometers or more in the horizontal domain [5]. Moreover, assuming a small aspect
ratio results in a bound on the vertical velocity. We may find this by analyzing the scales


















where U and L are the typical velocity scale and length scale in the horizontal direction,
and W and H are are the typical velocity scale and length scale in the vertical direction.
Since the third term above must balance the sum of the first two, we obtain the following







Therefore, an incompressible fluid with a small aspect ratio, H/L ⌧ 1 [5] necessarily has
a weaker vertical velocity when compared to the horizontal: W ⌧ U [5].
The next approximation that will be discussed is the Boussinesq approximation.
2.1.2 The Boussinesq Approximation
As equation 2.3 suggests, density is related to pressure, temperature and salinity. Pressure
may vary significantly due the natural stratification in the Earth’s oceans, however, the
density variations are quite small. The mean density of the worlds oceans is 1028 kg m 3
and density variations are less than 5 percent of that, whether it be at the ocean surface
or the bottom of the deepest ocean [19] [41]. The Boussinesq approximation exploits the
fact that the deviations from the mean density are small and decomposes the total density
as follows,
⇢ = ⇢0 + ⇢
0(x, y, z, t), (2.8)
where ⇢0 is the mean density and ⇢0(x, y, z, t) is a perturbation of much smaller amplitude,
|⇢0| ⌧ ⇢0 [5]. The derivation of this approximation then proceeds with substituting equa-
tion 2.8 into the governing equations and looking at the balance of terms. The details are
not shown here but the interested reader may find the full substitution and simplification
in [41]; we provide the resulting equations.
Below are the continuity and momentum equations for an inviscid fluid, under the
Boussinesq approximation, as well as the energy (buoyancy) equation:
r · v = 0, (2.9)
Dv
Dt
+ f ⇥ v =   1
⇢0





We have taken p = p0+p0(x, y, z, t), b =  g⇢0/⇢0, and ḃ = g T Q̇/cp such that  T , Q̇ and cp
the coe cient of expansion due to temperature, the rate of heating, and the heat capacity
at constant pressure respectively. These equations together form a closed system, known
as the simple Boussinesq equations [41].
In summary, the Boussinesq approximation assumes the perturbation of density is neg-
ligible except in the buoyancy term [5]. Compressible e↵ects are negligible when the Mach
number U/c, is less than 0.3, where U is the typical flow speed and c is the speed of
sound through the material [19]. The speed of sound through water is approximately
c = 1470 m s 1 and the achievable typical flow speeds are much smaller than this, making
it a common approximation in water [19].
The hydrostatic approximation and the Boussinesq approximation have significantly
simplified the governing equations, but we continue to simplify. We will now look to derive
the SW model which begins with a homogeneous fluid in hydrostatic balance.
2.1.3 The Shallow Water Model
The single layer SW model has been very useful in studying both atmospheric and oceanic
dynamics [41]. The two dimensional set-up is provided in Figure 2.1. We take H to be the
constant mean height of the water column, ⌘ the surface perturbation above the mean and
h(x, y) the total height such that h(x, y) = H + ⌘(x, y). It is bounded below by a rigid,
flat surface, and above by a free surface with negligible inertia. The SW model is one of
the simplest models, that assumes an inviscid, homogeneous fluid in hydrostatic balance
with a small aspect ratio [41]. As discussed in Section 2.1.1, the small aspect ratio allows
for the neglecting of the internal vertical motion, which is referred to as a barotropic flow
[19][5]. We now begin deriving the SW model, which will depend on the horizontal velocity
u = (u, v) and the total depth of the fluid, h. Note that the vertical velocity need not be
zero and stretching and contraction can occur in the vertical direction.
Momentum Equation
To obtain the SW momentum equation, we begin with the equation for hydrostatic balance,
equation 2.4. We then integrate from the bottom, z = 0 to the ocean surface, z =
H + ⌘(x, y). Assuming the pressure is negligible at the surface, we obtain the following
expression for pressure:
p(x, y, z) = ⇢g(H + ⌘(x, y)). (2.12)
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Figure 2.1: The geometry of the SW model where H is the constant mean depth, ⌘(x)
is the surface deformation, and h(x) is the total depth such that h(x) = H + ⌘(x). The
wavelength is represented by  , which is much larger than the mean depth, satisfying the
small aspect ratio.
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We then substitute this into the pressure term of the momentum equation and find rp =
⇢gr⌘ [41]. The resulting SW momentum equation is shown in equation 2.16.
Continuity Equation
Similar to the SW momentum equation, the SW continuity equation is obtained by inte-




+ (H + ⌘)
@v
dy
+ w(H + ⌘) + w(0) = 0. (2.13)
The vertical velocity at the bottom is zero if the bottom is flat, and at the top it is equal
to the free surface velocity, Dh/Dt [41]. Applying these substitutions, as well as letting











The final SW continuity equation is shown in equation 2.15. Together with the momentum
equation completes the SW model:
Dh
Dt
+ hr · (u) = 0,
Du
Dt




We could have written the right hand side of the momentum equation in terms of h instead
of ⌘ however for non-dimensional purposes, we choose to keep the SW equations as stated
above [41]. Additionally, up to this point, the Coriolis term has remained without assump-
tions or simplifications. However, moving forward the beta plane approximation will be
used as discussed in Section 1.2.1, such that f = (f0 +  y)k, where f0 is the reference
Coriolis parameter, and   is the rate of change in Coriolis parameter.
Non-Dimensional Shallow Water Equations
The model used in this work is derived using the non-dimensional SW model. To obtain
the non-dimensional form, variables are assumed to be the product of a non-dimensional
variable (denoted with a hat) and a constant (denoted with a capital letter) which has the
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units associated with the original variable [5]. The coordinate variables, the velocities and
advective time scale are written as follows:
(x, y) = L(x̂, ŷ), (2.17)





Applying this to the beta plane approximation, and assuming   = U
L2
 ̂ :
f = f0(1 +Ro ̂ŷ)k, (2.20)
where we define the Rossby number Ro = U/Lf0. Equations 2.17 to 2.20, as well as ⌘ = H⌘̂
are substituted into the SW momentum equation, equation 2.16. Note, the typical vertical
perturbation scale, H, is currently unknown. After dividing by f0U and substituting the














Based on the right hand side, an appropriate choice of the typical vertical perturbation
would beH = Lf0U/g, or equivalently, H = RoL2f 2/g. The final non-dimensional SW mo-
mentum equation is seen in equation 2.24. Moving forward to obtain the non-dimensional










where where we redefine slightly the Rossby radius of deformation in terms of the reduced
gravity, L2
d
= g0H/f 20 .
Following a similar procedure as the momentum equation, and defining the Burger
number, Bu = L2
d






















+ (û · r̂)û
!
+ (1 +Ro ̂ŷ)k⇥ û =  r̂⌘̂.




This will be the starting point in deriving the non-dimensional QG model in the next
section. At the end of this chapter, we provide the dimensional model which includes a
table of each parameter, including those presented here. Refer to Table 2.1.
2.2 Governing Model
2.2.1 The Quasi-Geostrophic Model
Thus far we have assumed a small aspect ratio, a beta plane approximation, and taken
an advective time scale. We further assume the Rossby number is small and that the
variations in the layer depth are small compared to the total depth. As discussed in
Section 1.2, the former assumption is appropriate for most large scale flows in the oceans
and atmosphere. The latter assumption is also often used for the large scales since surface
waves have amplitudes that are typically on the order of centimeters to meters, while the
total depth in the ocean is kilometers [41].
We will now derive the Quasi-Geostrophic (QG) model in the inviscid limit. We begin by
considering the non-dimensional variables, û, v̂ and ⌘̂, and take their asymptotic expansions
in terms of a small parameter given by the Rossby number:
û = û0 +Roû1 + ... , (2.25)
v̂ = v̂0 +Rov̂1 + ... , (2.26)
⌘̂ = ⌘̂0 +Ro⌘̂1 + ... . (2.27)
We will substitute these into the the SW continuity equation 2.23 and the SW momentum























+ ((û0 +Roû1) · r̂)(û0 +Roû1)
#




The associated leading order problem is obtained by neglecting O(Ro) and are given
by:
r̂ · û0 = 0, (2.30)
k⇥ û0 =  r̂⌘̂0. (2.31)
If we write the components of equation 2.31, and define the streamfunction as  ̂0 = g⌘̂0/f̂0








If we cross di↵erentiate 2.32, we find this is equivalent to the leading order continuity
equation, equation 2.30.
To obtain a closed system, we proceed to the first order problem. The first order








r̂ · û0 + r̂ · û1 = 0, (2.33)
@û0
@ t̂
+ (û0 · r̂)û0 +  ̂ŷk⇥ û0 + k⇥ û1 =  r̂⌘̂1. (2.34)
The vorticity equation may be obtained by taking the curl of the momentum equation,
equation 2.34. Doing this and writing the vertical component of vorticity as ⇣̂0 = r2 ̂0
yields the resulting vorticity equation:
@⇣̂0
@ t̂
+ (û0 · r̂)(⇣̂0 +  ̂ŷ) =  r̂ · û1. (2.35)
We use equation 2.33 to substitute an expression for the first order velocity into equa-









+ (û0 · r̂)
⇣






If we wish to obtain an equation in terms of just the streamfunction, we may apply the def-










+ (û0 · r̂)
⇣


















Non-Dimensional Quasi-Geostrophic Potential Vorticity
(2.38)
The subscript on the material derivative indicates the associated advective velocity is
that of the zeroth order problem. When the right hand side is equal to zero, it is said to be
conservative. The conserved scalar, for which the material derivative acts on, is referred to
as the shallow water quasi-geostrophic potential vorticity (SW QG PV) model or simply




+ J( , ·). For long
time and space scales, geophysical flows tend to be in near geostrophic state, making the
QG equations a suitable choice for some investigations [5].
If we had considered external forces in the QG derivation, the governing equation is















where curlz is the vertical component of the standard curl such that curlzA = k ·r⇥A
and ⌧̂ is the non-dimensional kinematic stress due to winds. The curl of the wind stress
forces the vorticity, however the wind stress itself forces the momentum. In dimensional
form, the kinematic stress has units Nm 2.
The derivation for the forced dissipative QG system will not be presented in detail,
but an interested reader can find the derivation in most textbooks on geophysical fluid
dynamics such as [41]. The vertical velocity term on the right hand side arises from the
vertical component of the vorticity equation for a Boussinesq system, and has an associated
scale of W = RoUH/L. In the next section, we will find this term does not contribute to
the Stommel/Munk Model, which can be attributed to it being O(Ro).
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2.2.2 The Stommel/Munk Model
We now have the ingredients necessary to begin the Stommel Model derivation. We consider










where we have chosen to write the first term in terms of ⇣ for simplicity. As a reminder, we
have defined ⇣̂,  ̂, v̂, ŵ, curlz, and ⌧̂ to be the vertical component of vorticity, the gradient
of the Coriolis parameter, the meridional component of velocity, the vertical velocity, the
















where t is for the top of the water column with a rigid lid, and b is the flat bottom surface.
On the left hand side, we will represent the vertical integration by a bar above the variable.
On the right hand side, the vertical velocity is zero at both the near rigid lid surface, and at
the solid flat bottom, forcing the first term to vanish. As discussed in the previous section,
this is expected due to the associated scale being O(Ro). After evaluating the second term
on the right hand side, we are left with two terms: the forcing due to the winds above, and
the frictional forcing due to friction at the bottom.
Dissipation is typically important at the bottom of the oceans, with wind forcing being
important at the top. Instead of resolving these complex regions, it is common to introduce
Ekman layers that parameterize the e↵ects of these regions [41]. There are two Ekman
layers of interest in regards to equation 2.41: one at the top, which is exposed to the
frictional forces imposed by the wind, and one at the bottom exposed to the frictional
forces imposed by the bottom solid boundary [5]. We parametrize the top stress due to
wind forcing [41] as follows:
Ĝwinds(x̂, ŷ) = curlz ⌧̂top = k̂ · r̂ ⇥ ⌧̂ .
It is important to note here, the wind stress, ⌧̂ forces the momentum. However, the
wind forcing shown here, Ĝwinds is the curl of the wind stress, which forces the vorticity.
If we take ⌧̂ =  A cos(⇡ŷ), where A is some magnitude with units m s 2, these winds will
produce a single gyre. The kinematic wind stress that will produce a double gyre is given
by ⌧̂ =  A cos(2⇡ŷ).
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Similarly, we parametrize the bottom stress by linear drag and let curlz ⌧̂b = r̂⇣̂. The
final Stommel model is [37]:
D ¯̂⇣
Dt̂
+  ̂ ¯̂v = Ĝwinds(x̂, ŷ)  r ¯̂⇣. (2.42)




+  ̂ ¯̂v = Ĝwinds(x̂, ŷ) + ⌫̂r̂2 ¯̂⇣, (2.43)
where ⌫̂ is the non-dimensional kinematic eddy viscosity [28][41][5]. The derivation of the
viscosity term has been omitted, but may be found in classical textbooks, such as [5]. It
has been suggested that the Munk model is more accurate for oceanic gyres due to the
fact that the wind driven circulation remains in the upper portion of the ocean, making
bottom drag insignificant [41].
If we consider both bottom drag and viscosity, we obtain the Stommel-Munk model,
shown in equation 2.44. In this equation and in this work, we have reintroduced the Burger
number that was present in equation 2.39. We do this by writing the model in terms of q̂
instead of ⇣̂, which we define by equation 2.45. These changes have been applied to the
equation below, where we have also dropped bars over variables for simplicity:
Dq̂
Dt̂
+  ̂ ̂x = Ĝwinds(x̂, ŷ)  r̂q̂ + ⌫̂r̂2q̂,
q̂ = r̂2 ̂   1
Bu
 ̂,





We have additionally introduced a variable for orthogonal velocity, such that   = ( x,  y) =
(v, u). The reasoning for this choice is related to the finite element method which is
presented in Chapter 3.
Steady, Linear Model
For the purpose of this work, we are interested in obtaining steady solutions for the linear
dynamics. The steady state is useful in understanding the spatial structure of the gyre
20
and may be obtained by neglecting the time dependent terms that arise from the material
derivative. The linear model is valid when the nonlinear term is much smaller than the
rotational term. These terms scale by U2/L2 and  U respectively, and by comparison, the





where R  is referred to as the Rossby Beta number. Given the parameters listed in Table 4.6
and 4.2, this requirement is satisfied for the work done in this thesis. Below we present
the steady, linear model:
 ̂ ̂x = Ĝwinds   r̂q̂ + ⌫̂r̂2q̂,
q̂ = r̂2 ̂   1
Bu
 ̂,
 ̂ = r̂ ̂.




In this work, we begin by solving the steady linear problem. Steady solutions may be
stable or unstable depending on the parameters in the problem. An unstable basic state
means that if it is perturbed, the perturbations will grow exponentially in time until they
become su ciently large to interact with the basic state. In Chapter 4, we show that
solutions are asymptotically stable. For a randomized initial condition, the solution spins
up to a wind-driven gyre which is very similar to the steady solution.
Western Boundary Layer Thickness
As we will show in Chapter 4, oceanic gyres with a non-zero beta are asymmetric in the
zonal direction. Interestingly, the circulation always tends towards one with a western
boundary current regardless of the direction of the winds, local topography or hemisphere
[11]. Stommel (1948) [37] was the first to investigate this and described the phenomena as
a ‘westward crowding of streamlines’. The thickness of the western boundary is dependent
on the choice of dissipation. It is referred to as a Stommel layer for dissipation in the form
of bottom drag, and the Munk layer for dissipation in the form of lateral viscosity [37][28].
To obtain the Stommel layer, or the Munk layer, we analyze the scaling of the governing
21
model equation 2.44. Using Table 2.1, the right hand side can written as,
Dq
Dt












where we define Ls to be the typical length of the Stommel boundary layer, and LM to
be the typical length of the Munk boundary layer. If we assume the dominant balance is





Alternatively, as discussed above, some take the lateral viscosity to be more important
than bottom drag, suggesting the dominant balance is between the rotation and the lateral







Both equations 2.53 and 2.54 have been used to choose the bottom drag parameter and
the lateral viscosity parameter in order to obtain a specific boundary thickness.
2.2.3 Dimensional Form
For completeness, this subsection provides the models in dimensional form. The work done
in this thesis was strictly non-dimensional; however the conversion to dimensional is use-
ful when comparing results to other works. To restore dimensions of the Stommel-Munk
model, equation 2.44, the dimensional streamfunction and dimensional vertical compo-
nent of vorticity are defined as  = (g/f0)⌘, and ⇣ = r2 respectively. The resulting
dimensional Stommel-Munk model becomes:
@q
@t
+ (u ·r)q +  v = Gwinds   rq + ⌫r2q. (2.55)
See Table 2.1 for the non-dimensional parameters, as well as the units associated with each
term once in dimensional form.
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Non-Dimensional to Dimensional
Non-Dimensional Terms Units Dimensional
(x̂, ŷ) m (x, y) = L(x̂, ŷ)
û m s 1 u = U û
t̂ s t = L
U
t̂
 ̂ s 1m 1   = U
L2
 ̂
f̂ s 1 f = f0(1 +Ro ̂ŷ)k
⌘̂ m ⌘ = (RoL2f 2/g)⌘̂






 ̂ m2s 1  = UL ̂
⇣̂ s 1 ⇣ = U
L
⇣̂
q̂ s 1 q = U
L
q̂




r̂ s 1 r = U
L
r̂
⌫̂ m2s 1 ⌫ = UL⌫̂
Table 2.1: Summary of dimensional parameters.
2.2.4 Boundary Conditions
Here we describe the conditions at the boundary. These will be used in deriving the weak
form and in the numerical implementation. Viscosity and di↵usion appear in the terms
of the highest di↵erential order, and therefore influence the type and number of boundary
conditions [41]. In this work, we consider a nonzero viscosity, which requires free-slip
boundary condition be imposed in addition to no-normal flow boundary conditions, which
are alwayw imposed.
No normal flow boundary conditions may be stated as,
 ̂ = 0 on @⌦, (2.56)
which states that flow may not pass through the solid boundary. The free-slip condition
may be stated,
r̂q̂ · n = 0 on @⌦, (2.57)
which means that the fluid can flow along a solid boundary. These boundary conditions
are necessary in order to obtain a unique solution, and will also be applied to the linear
stability model which will be introduced in the proceeding section.
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2.3 Linear Stability Model
In this section we derive the linear stability problem for the wind-driven QG model. The
resulting equation models the variations of the perturbations in time and will provide
insight for the barotropic instabilities that may give rise to eddies in the system.
We begin by defining the basic state to be the solutions to the steady, linear model as
described equation 2.48:
 st =  (x, y), (2.58)
~ st = ~S(x, y), (2.59)
qst = Q(x, y). (2.60)
The basic state is dependent on the x and y coordinate in the domain. Next, we perturb
the basic states by adding a small value which is dependent on both space and time,
 =  (x, y) +  0x, y, t), (2.61)
~  = ~S(x, y) + ~ 0(x, y, t), (2.62)
q = Q(x, y) + q0(x, y, t). (2.63)
The perturbation is required to be significantly smaller than the basic state, such that
k 0k, k~ 0k, kq0k ⌧ 1 and  , ~S,Q = O(1). (2.64)
We now substitute these perturbed basic states into the nonlinear, non-dimensional gov-









(Q+ q0) +  (Sx +  
0
x
) = Gwinds   r(Q+ q0) + ⌫r2(Q+ q0),
(2.65)
(Q+ q0) = r2( +  0)  1
Bu
( +  0), (2.66)
(~S + ~ 0) = r( +  0). (2.67)
Last, we linearize equations 2.65 to 2.67 and obtain the linear stability model:
@q0
@t
+ [(k⇥ ~S) ·r]q0 + [(k̂ ⇥ ~ 0) ·r]Q+  @x 0 =  rq0 + ⌫r2q0,
q0 = r2 0   1
Bu
 0,
 0 = r 0.





Equation 2.68 is very similar to the nonlinear QG model equation 2.44 except that we
now have two advection terms instead of one: one is the advection of the perturbations
by the mean flow and the second is the advection of the mean flow by the perturbations.
As well note, there is no wind forcing term explicitly present in this model as that only
a↵ects the steady solution. If we study the evolution of perturbations in the linear stability
model and the nonlinear model, they should agree very well when the amplitude of the
perturbations are small. It is when the perturbations are su ciently large in amplitude
that they should deviate because then the nonlinear terms become more important.
In this work we will determine whether a steady solution is unstable by determining
whether the perturbations grow exponentially in time in either of the two time-dependent
codes. Alternatively, we could assume a normal mode (Fourier) decomposition in time of
the form:
[ 0(x, y, t), q0(x, y, t),~ 0(x, y, t)] = e i!t[ ̂(x, y), q̂(x, y), ~̂ (x, y)], (2.71)
and then derive a two-dimensional eigenvalue problem that would need to be solved nu-
merically. This approach is perfectly acceptable but is not the approach taken here. In





This chapter includes a brief introduction to the finite element method, and presents the
weak form derivations for the steady model, the time-dependent nonlinear model and the
linear stability model, which were introduced in Chapter 2. These weak forms are necessary
in order to implement the finite element method in the Firedrake Library [10]. The results
are presented in the following chapter.
Below we restate the non-dimensional system of equations for the nonlinear Stommel-
Munk model, where we have made the substitution ~  = r = ( x,  y), such that ~u =
k⇥ ~  = (  y,  x):
@tq + ([k⇥ ~ ] ·r)q +   x = Gwinds   rq + ⌫r2q, (3.1)
q = r2   1
Bu
 , (3.2)
~  = r . (3.3)
The variables we seek to solve for are  , ~  and q. In the finite element method used here,
these are referred to as the trial functions. We obtain our weak form by projecting each
governing equation onto an associated test function, chosen from the appropriate function
space. We label the test functions  , ~v and p respectively. Both q and p belong to the
discontinuous Lagrange space (DG) for conservation of enstrophy [27]. Second, ~  and ~v
belong to the Brezzi-Douglas-Marini (BDM) function space, which ensures a continuity
in the normal direction across all elements. Last,  and   belong to the Lagrange finite
element function space (CG), in part because the streamfunction is obtained by inverting
the associated Poisson problem and therefore can be taken as continuous.
The order of each space is associated with the order of the polynomials which directly
a↵ects the order of the finite element method. The CG space was set to be order 3, the
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BDM space of order 2, and the DG space of order 1. The choice of spaces and degrees
were inherited from previous work, such as [27]. The following sections derive the weak
forms of each equation, which then needs to be discretized over the mesh. In particular,
the domain, A, is decomposed into triangular elements, each denoted by K, which together
yield T . To integrate a function, say f , over the domain, we must integrate f over each









This has been implemented in Firedrake [10].
3.1 Steady Model
We begin with the steady, nonlinear model. That is, we will begin with equations 3.1 to
3.3, and neglect time dependent terms. To find the weak form, we multiply each equation
by an associated test function, p,  , and v respectively, then integrate over each element














































Next we apply integration by parts and apply the divergence theorem to the appropriate












































 ~v · n̂ ds. (3.11)
Last, we apply the boundary conditions as presented in Section 2.2.4 to the terms on the






  xp Gwindsp+ rqp+ ⌫rp ·rq  rp · (k̂ ⇥ ~ )q
i
















~  · ~v +  r · ~v
i
dA = 0. (3.14)
This concludes the derivation of the steady, nonlinear weak form. To implement in the
Firedrake library, we are required to add the three equations together in order to solve
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The derivation of the steady, linear model follows. When we neglect the nonlinear terms
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Steady, Linear Model Weak Form
(3.16)
The steady linear model has been used in this work to analyze how the steady wind-driven
gyre solutions depend on the bottom drag coe cient, beta parameter, and the Burger
number.
3.2 Time Dependent Model
The derivation of the weak form for the time dependent nonlinear QG problem follows the







p@tq +   xp Gwindsp+ rqp+ ⌫rp ·rq  rp · (k̂ ⇥ ~ )q
i
dA = 0. (3.17)
Note this is identical to equation 3.12 except for the presence of the time dependent term
on the left hand side. To manage the time dependency, Backward Euler is applied, which
says for [12] dy/dt = f(t, y),
yn+1 = yn + t f(tn+1, yn+1). (3.18)
This method is unconditionally stable and first order accurate, which means that the local




















Similar to the steady model, in order to implement in the Firedrake library we add the
three weak forms but this time we use equation 3.19 instead of equation 3.12. That is, we
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Time-Dependent, Nonlinear Weak Form
(3.20)
Linear Case
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dA,
Time-Dependent, Linear Model with Backwards Euler Weak Form
(3.21)
3.3 Linear Stability Model
The linear stability model derived in Section 2.3, as well as the associated potential vorticity
and velocity equations as stated in equations 3.1 and 3.2 can be written as follows after
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dropping the primes for convenience:
@tq +   x + [(k̂ ⇥ ~S) ·r]q + [(k̂ ⇥ ~ ) ·r]Q =  rq + ⌫r2q,
q = r2   1
Bu
 ,
~  = r .
As done previously, we multiply each equation by an associated test function,  , p and
v respectively then integrate over the domain. We apply integration by parts and the













































 ~v · n̂ ds. (3.24)
Next, we apply boundary conditions as described in section 2.2.4 and apply a backwards
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~  · ~v +  r · ~v
 
dA = 0. (3.27)
As previously, we add the three equations together in order to solve the implicit system
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Time Linear Stability Model with Backward Euler Weak Form
(3.28)
In linear stability theory it is expected that the steady solution be an exact solution
to the nonlinear governing equations. In our work we are finding numerical solutions and
therefore exact solutions are not possible. Also, we focus on a solution to the linear problem
since this is simpler in terms of computations. Initially, we investigated and obtained
nonlinear solutions, however for the weak winds that are considered in this thesis, there
was very little di↵erence between the two. This is why we focus on linear solutions instead.
However, it should be recognized that an improvement to this work should be to analyze
the stability of a solution to the nonlinear steady equations.





In this chapter we present results from two di↵erent physical regimes. The first regime
is the classical wind-driven gyre, which applies the parameters used by [30] and [17] for
the purpose of comparing and validating. The second regime uses parameters associated
with the Beaufort gyre, and investigates the e↵ects of both the beta parameter and the
Burger number. For each regime, we present three di↵erent solutions: steady solutions
to the wind-driven gyre problem (equation 2.48), time-dependent solutions to the full
nonlinear problem (equation 2.44) and time-dependent solutions to the linear stability
problem (equation 2.68). The methods that were used to solve the models have been
discussed in Chapter 3.
4.1 The Classical Wind-Driven Gyre
4.1.1 Parameters
Prior to investigating the dynamics of the Beaufort gyre, we sought to validate our model
by comparing to work previously done by [30] and [17]. These two references investigate the
e↵ects of viscosity on both the Munk model and a rotating SW model in dimensional form.
They found the boundary layer thicknesses associated with laminar flow, eddy fields and
turbulent flow for a square domain of length 4000 km in both x and y directions. Although
they considered several types of boundary layers, the work done in this thesis only used the
results associated with the Munk boundary layer. [30] and [17] varied the viscosity coe -
cient in order to control the Munk layer thickness. In this thesis, we control the boundary
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Western Boundary Thickness







Table 4.1: The boundary layer thicknesses with the associated flow regimes determined by
[30][17], and the necessary bottom drag coe cients in order to obtain the given thicknesses.
This has been implemented for the classical wind-driven gyre problem.
layer thickness as well, but instead we used a Stommel layer which requires varying the
bottom drag coe cient. To be specific, we wanted the same boundary thicknesses as [30]
and [17] in order to obtain similar flow regimes. However, the work done in this thesis
is non-dimensional, which translates to a unit square. Due to the di↵erence in domain
sizes, the boundary thickness was measured as a percentage of the whole domain. When
calculating the boundary layer thickness, we choose a small beta value 0.1 for simplicity.
In Table 4.1, we list the bottom drag coe cients needed to produce the same boundary
layer thicknesses used by [30] and [17], as well as the flow regimes we expect to reproduce.
The work done in this thesis tested each case listed, but the western boundary of 0.625% is
of particular interest as it is expected to lead to eddies. Based on the results obtained from
[30] and [17], we should expect to see indications of instabilities by day 50, unfortunately
this was not observed. Using Table 2.1, we may obtain the non-dimensional equivalent
to fifty days by multiplying by a factor of U/L. For simplicity, we used the length and
velocity scale associated with the eddies regime obtained by [30] and [17]: 12500 m and 0.7
ms 1 respectively. The resulting non-dimensional time we should expect to see indications
of eddies is t̂ = 242. In implementation, we will take time steps equivalent of one day,
dt̂ = 5.
The remaining parameters needed to implement the Stommel-Munk Model are listed
in Table 4.2. Similar to the beta parameter, the inverse Burger number was also taken to
be small for simplicity. The scales used for length, depth, density and wind stress were
taken to be the same as presented in [30] and [17]. As mentioned in Section 2.2, the wind
forcing term, Gwinds, forces the vorticity and is defined by:
Gwinds = k ·r⇥ ⌧, (4.1)
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Classical Regime: Implemented Parameters
Scales
Length L 12500m
Velocity UWBC 7⇥ 10 1ms 1
Depth H 500 m
Density ⇢0 1000 kg m 2
Wind Stress ⌧0 0.1 N m 2
Non-dimensional Values
Viscosity Coe cient ⌫̂ 0.001
Bottom Drag Coe cient r̂ 0.01 to 3.125⇥ 10 4
Beta Parameter  ̂ 0.1
Inverse Burger Number F 0.1




Table 4.2: The values used during implementation of the models discussed in Section 2.44
and 2.3 under the classical regime. The exact values of bottom drag may be found in
Table 4.1.
where [30] and [17] define the dimensional wind stress by:






This is used as it is known to produce a single gyre. We again use Table 2.2.3 to obtain the
non-dimensional form and multiply Gwinds by a factor of L2/U2. In Figure 4.1we present
the curl of the wind over the domain, which contributes zero vorticity at the northern and
southern boundaries, and contributes negative vorticity in the mid-meridional area.
The mesh used in this section was 400 in the x direction and 400 in the y direction.
The solutions obtained in this section used the University of Waterloo’s Math faculty
remote machine, cpu141. Early computations were run in parallel, however many of the
plots presented were obtained in serial computing. Due to numerical divergence issues the
classical winds were reduced by a factor of 10 8 during implementation. This seems to
be due to di culties with the linear solvers converging and even though we have tried
di↵erent solvers and di↵erent time steps, we were not able to solve the equations in the
regions that gives rise to physical instabilities. Unfortunately these tests did not allow for
solution convergence while using the full winds.
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Figure 4.1: The curl of the wind stress which drives the gyre in the classical regime.
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4.1.2 Linear Steady Solutions
We now present the solutions to the steady Stommel-Munk Model, equation 2.48, using
the parameters listed in Table 4.1 and Table 4.2. In Figure 4.2 we show the streamfunction
solution overlaid with the velocity where we have taken bottom drag to be r = 0.005,
producing a western boundary thickness of 0.05, or 5%. The zonal direction represents west
to east, along latitudinal lines, and the meridional direction represents south to north along
longitudinal lines [19]. The velocity displays a clear anti-cyclonic (clockwise) direction,
which is expected for the positive valued Coriolis parameter associated with the northern
hemisphere. As the flow nears the western boundary, the velocity increases due to western
intensification, which is a result of the Coriolis force. In Figure 4.3 and Figure 4.4, we
present the steady streamfunction and potential vorticity solutions for several values of
bottom drag. In order to see the details of the spatial structure, we use di↵erent colour
bars in each plot. In Figure 4.3a, we again show the streamfunction for a western boundary
thickness of 5% but this time without the quiver plot. The associated potential vorticity
solution is presented in Figure 4.4a, which has been magnified in on the western boundary
in order to show the results more clearly as we reduce the boundary. To be specific, we
show 10% of the horizontal domain, along the western boundary. We obtain Figure 4.3b
and Figure 4.4b by reducing the bottom drag by a factor of two, thus reducing the western
boundary by a factor of two as well. This results in an increased northward velocity along
the western boundary, as well as slightly increased values of potential vorticity closer to
the western boundary. We continue to reduce the bottom drag and therefore the thickness
of the western boundary current in the remaining sub-figures of both Figure 4.3 and 4.4.
As we do so, the intensification of velocity and the potential vorticity continue to increase,
becoming closer to the western boundary. Although the western boundary thickness in
Figure 4.3d and Figure 4.4d is expected to produced eddies based on the work done by [30]
and [17], we cannot see instabilities here, in the steady model. To observe the instabilities
we must perturb the steady solutions and look at how the perturbations grow in time.
These results are presented in Section 4.1.4.
4.1.3 Nonlinear Time-Dependent Solutions
Based on previous works, we expect the time dependent solutions to converge to the steady
solutions as they have previously been found to be asymptotically stable. In Figure 4.5 we
confirm this for a western boundary thickness of 0.05 or 5%. Due to numerical divergence
issues, we were unable to show the case for a western boundary thickness of 0.625%.
We initialize the simulation with zero potential vorticity. At t̂ = 5, Figure 4.5a, the
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Figure 4.2: The steady linear streamfunction imposed with the associated velocity un-
der the classical regime for equation 2.48. The bottom drag has been taken to be 0.05,
producing a western boundary thickness of 5%.
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(a) Western boundary thickness of 5%. (b) Western boundary thickness of 2.5%.
(c) Western boundary thickness of 1.25%. (d) Western boundary thickness of 0.625%.
Figure 4.3: The streamfunction solutions to the steady, linear model (2.48) under the
classical regime with bottom drag of 0.005, 0.0025, 0.00125 and 0.000625 respectively. The
associated western boundary thickness has been listed below each figure, and the associated
potential vorticity solutions may be found in Figure 4.4. Due to the wide range of values,
each figure has an individual color bar.
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(a) Western boundary thickness of 5%. (b) Western boundary thickness of 2.5%.
(c) Western boundary thickness of 1.25%. (d) Western boundary thickness of 0.625%.
Figure 4.4: The steady linear potential vorticity under the classical regime for equa-
tion 2.48, with bottom drag of 0.005, 0.0025, 0.00125 and 0.000625 respectively. The
associated western boundary thickness has been listed below each figure, and the associ-
ated streamfunction solutions may be found in Figure 4.3. Note, these plots have been
magnified in on the western boundary in order to show the spatial structure. Due to the
wide range of values, each figure has an individual color bar.
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streamfunction is symmetrical in both latitude and longitude. The associated potential
vorticity, Figure 4.5b, is almost symmetrical, tending slightly to the left. We evolve the
potential vorticity and by t̂ = 105 the solution has moved towards the western boundary,
shown in Figures 4.5d. The associated streamfunction solution, Figures 4.5c begins to show
western intensification. That is, the solution begins to favor the western boundary and
velocities increase. By t̂ = 205, the potential vorticity has converged to the steady solution,
shown in Figure 4.4a which has been measured by the norm of the error to an accuracy
of two decimals. The solution has localized in the western boundary and has increased
in magnitude. This confirms the nonlinear time dependent solutions provide reasonable
results.
We may now use this nonlinear model to evolve perturbations on the steady wind-
driven gyre solutions. We will solve for the steady potential vorticity solution, and add
small randomized perturbations across the domain. We use this as the initial potential
vorticity, and for numerical convergence purposes, we continue to show for a 5% western
boundary thickness. The nonlinear perturbation evolution has been plotted in Figure 4.7,
and the associated streamfunction has been plotted in Figure 4.6. At t̂ = 5, the pertur-
bation remains randomized and does not show any specific spatial structure. By t̂ = 155
(Figure 4.7b) the perturbations begin to grow along the western boundary, and shrink in
the rest of the domain. This structure intensifies as we continue to evolve the perturbation.
The associated streamfunction displays westward propagation of basin modes, shown in
Figure 4.6 [20] [35]. These results will be compared to the linear stability solutions. As
discussed in Section 2.3, the linear stability solutions should be qualitatively comparable
to the nonlinear perturbation solutions. We present the linear stability solutions in the
following section.
4.1.4 Linear Stability Solutions
We now present the solutions to the linear stability model, equation 2.68. In Figure 4.8, we
present the evolution of the streamfunction perturbations for a western boundary thickness
of 0.05 or equivalently 5%. In the few time steps we share, there is a basin mode propagating
towards the western boundary. These modes continue to form and propagate westwards for
the duration of the simulation. In Figure 4.9, we present the associated potential vorticity
solutions. The spatial structure is very similar to the nonlinear perturbation evolution
solutions in Figure 4.6, with greatest perturbation growth along the western boundary.
When compared to the streamfunction perturbations and potential vorticity perturbations
(Figures 4.6 and 4.7) from the nonlinear, time-dependent, we note the magnitudes are
larger here, which may indicate weaker dissipation in the stability model. Based on the
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(a) t̂ = 5.0 (b) t̂ = 5.0
(c) t̂ = 105.0 (d) t̂ = 105.0
(e) t̂ = 205.0 (f) t̂ = 205.0
Figure 4.5: The streamfunction (left) and the potential vorticity (right) to the nonlinear,
time dependent model (2.44) under the classical regime for bottom drag 0.005 with an
associated western boundary thickness of 5%. These solutions have been initialized with
zero potential vorticity and evolved until they converged to the steady solution as seen in
Figure 4.3a. Due to the wide range of values, each figure has an individual color bar.
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(a) t̂ = 5.0 (b) t̂ = 155.0
(c) t̂ = 255.0 (d) t̂ = 355.0
Figure 4.6: The streamfunction in the nonlinear, time dependent model (2.44) under the
classical regime for bottom drag 0.005 with an associated western boundary thickness of
5%. These solutions have been initialized with a perturbed basic state. The associated
potential vorticity is seen in Figure 4.7
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(a) t̂ = 5.0 (b) t̂ = 155.0
(c) t̂ = 255.0 (d) t̂ = 355.0
Figure 4.7: The potential vorticity in the nonlinear, time dependent model (2.44) under
the classical regime for bottom drag 0.005 with an associated western boundary thickness
of 5%. These solutions have been initialized with a perturbed basic state. The associated
streamfunction is seen in Figure 4.6.
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findings of [30] and [30], we expect to see instabilities arise for a western boundary of the
given thickness. We discuss in the final chapter why we may not see instabilities.
4.2 The Beaufort Gyre
4.2.1 Parameters
In this section the parameters we have chosen for the QG model to represent the idealized
Beaufort gyre are presented. Being in the Arctic, the study area experiences seasonal
changes and varies significantly throughout the year [33]. For this reason, the parameters
listed may be presented as a range, and have been obtained from various observational and
technical papers, as well as calculated as shown here.
Physical Parameters
Parameter Variable BG Value
Latitude ✓ 75o to 85o [15][43]
Longitudinal   130o to 170o [15]
Diameter L 500 km to 1500 km [15][38]
Shear Length Scale Lsh 50 km [22]
Top mean thickness H1 150 m [22]
Bottom mean thickness H2 700 m [22]
Halocline layer thickness Ha 50 m[22]
Top Layer Density ⇢1 1023 kg m 2 [22][23]
Bottom Layer Density ⇢2 1027 kg m 2 [26]
Table 4.3: Physical parameters associated with the Beaufort gyre.
In Table 4.3, we include the physical measurements associated with the Beaufort gyre.
The study area is circular in shape and ranges from a latitude of 75o to 85o, and the
longitudinal range is between 130o and 170o [15] [43]. This provides a maximal diameter
between 800 km and 1500 km, which is consistent with other idealized models, such as [22],
[36], or [6]. However, as mentioned previously, the Beaufort gyre changes drastically from
season to season, and has been recorded to range between 500 km to 800 km in diameter
[33][38]. For the done here to model the Beaufort gyre, we will use a circle domain with
diameter 800 km and use a length scale associated with the dominant flow, approximately
one fifth of the domain or 160 km. Due to the fresh upper layer and the salty lower layer,
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(a) t̂ = 5 (b) t̂ = 155
(c) t̂ = 255 (d) t̂ = 355
Figure 4.8: The streamfunction in the linear stability model (2.68) under the classical
regime for bottom drag 0.005 with an associated western boundary thickness of 5%. These
solutions have been initialized with a perturbation for potential vorticity. The associated
potential vorticity is seen in Figure 4.9.
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(a) t̂ = 5 (b) t̂ = 155
(c) t̂ = 255 (d) t̂ = 355
Figure 4.9: The potential vorticity in the linear stability model (2.68) under the classical
regime for bottom drag 0.005 with an associated western boundary thickness of 5%. These
solutions have been initialized with a perturbation for potential vorticity. The associated
streamfunction is seen in Figure 4.8.
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the isopycnal has a region which rapidly changes and we may alternatively use the shear
length scale, 50 km [22]. The circular domain is the first step in modelling the Beaufort
gyre and common among idealized Beaufort gyre models, such as [43] [21]. Future work
may look to involve a more precise coastline associated with the Beaufort gyre. In regards
to the vertical, idealized models used in other studies treat the fresh water and salt water
content as two distinct layers, with a transitional zone between called the halocline [22].
For the work done here, we focus on the layer most a↵ected by the wind forcing; the top
layer. However future work may incorporate the two layer model to better understand the
vertical structure, such as the work done by [29] and [43]. In which case the measurements
of the bottom layer become useful [15]. In Table 4.3, we also include the density and depth
for both the active (top) layer and the bottom (passive) layer, which has been labelled by
a subscript of 1 and 2 respectively.
In Table 4.4, we include the dimensional parameters that are more challenging to
measure and have therefore been chosen based of several technical other papers. We
choose to neglect the lateral viscosity for the Beaufort gyre regime because the dominant
motion is in the centre of the domain away from the boundary and is assumed to have
negligible e↵ects on the solution. By taking viscosity to be zero, the governing model given
by equation 2.44 is similar to the Stommel model. However we do not expect much western
intensification because not much is observed, and we expect a weak beta e↵ect based on
the relative smallness of the domain, compared to the previous problem. In regards to the
bottom drag, there is uncertainty around how to choose an exact value, however many
papers have used an amplitude of O(10 3) such as [36][43][22][6]. Similarly, the common
choice for idealized wind stress has varied and ranges between 0.015 Nm 2 and 0.02 Nm 2
[36][22][23]. For example, Davis et al. [6] varied wind forcing between 0.02 Nm 2 and 0.028
Nm 2, and Manucharyan et al. [23] varied winds between 0.005 Nm 2 and 0.075 Nm 2.
Based on a mean stress of 0.064 Nm 2, Martin et al. [24] showed that the Arctic ocean
has experienced an increase in mean ocean stress between the years of 2000 and 2012 of
approximately 9% per decade. While this provides evidence of a changing wind regime, the
work done here used a constant magnitude for wind stress of 0.015 N m 2 unless otherwise
indicated.
In Section 1.2 we introduced these parameters and provided brief discussions on their
significance. The Coriolis parameter and the beta parameter have been calculated using
the maximum latitude, ✓ = 85o, Earth’s angular velocity, ⌦ = 7.27 ⇥ 10 5 rads 1 and
Earth’s radius a = 6.4⇥ 106m [9][3]. Note, we could alternatively use a quadratic Coriolis
parameter, however as a first step we use a constant parameter on a beta plane. The
Rossby radius of deformation has been calculated using values from Table 4.3, where the
reduced gravity is defined by g0 = g ⇢2 ⇢1
⇢2
, ⇢1 is the top layer density, ⇢2 is the bottom
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Varying Parameters
Measure Variable BG Value
Viscosity ⌫ 0.0 m2s 1
Bottom Drag r 0.002 s 1 [43][22]
Wind Stress ⌧ 0.015 N m 2 [36][22][23]
Table 4.4: Parameters associated with the Beaufort gyre that are more di cult to measure
and therefore may vary between studies.
layer density and gravity is taken to be g = 9.8 m s 2. Lastly, the Burger number has
been calculated by using the calculated Rossby radius of deformation and a length scale
of 160 km. The Coriolis parameter and the Rossby radius of deformation are consistent
with other technical papers such as [22][40][36][22]. The beta parameter and the Burger
number presented in this table are the exact values values associated with the Beaufort
gyre. However, prior to implementing the exact Beaufort gyre parameters, we investigated
the e↵ects of the beta parameter and the inverse Burger number on the model solutions.
In this thesis, we include the steady solutions associated for an inverse Burger number
10 3 and non-dimensional beta values 0, 1.024 and 10 to investigate the e↵ects of the
beta parameter. The second choice of beta is the non-dimensional value associated with
the Beaufort gyre. As well, we include steady solutions for a beta and an inverse Burger
number 0.1, 10.0 and 100.0. The results presented were chosen to show the overall e↵ects.
In Table 4.5 we show the parameters used in our calculations.
Thus far, this section has presented dimensional values for the necessary parameters
associated with the Beaufort gyre. We now present Table 4.6, which includes the scales
and non-dimensional values that were implemented in the governing models. The non-
dimensional values were calculated using Table 2.1. Note, the wind forcing, plotted in
Figure 4.10 has been taken to be the shape of a Gaussian function in order to obtain
maximum wind forcing at the centre and zero wind forcing on the boundaries. The non-
dimensional wind forcing was obtained by multiplying by a factor of L2/U2, where we take
the length scale to be 160 km as previously and the typical velocity scale to be 0.05ms 1.










where r is the radial variable in polar coordinates. Note that L determines the natural
decay scale of the gyre.
The solutions obtained in this section used the University of Waterloo’s Math faculty
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Calculated Parameters
Term Equation BG Value
Coriolis Parameter fo = 2⌦ sin ✓ 1.4⇥ 10 4 s 1 [22][40][36][22]
Beta Parameter   = 2⌦
a
cos ✓ 2.0⇥ 10 12 s 1m 1
Reduced Gravity g0 = g ⇢2 ⇢1
⇢2
0.038 ms 1




20 km [6] [36] [22][23]






Table 4.5: The calculated parameters for the Beaufort gyre using the values from the
Table 4.3. We have introduced ⌦ and a, which are the Earth’s angular velocity, the
Earth’s radius and the buoyancy frequency respectively.
Beaufort Gyre Regime: Implemented Parameters
Scales
Length L 1.6⇥ 105 m
Velocity U 0.03  0.05 m s 1 [16] [26][1]
Depth H 200 m
Density ⇢0 1025 kg m 2
Wind Stress ⌧0 0.015 N m 2
Non-dimensional Values
Bottom Drag Coe cient r̂ 1.6
Beta Parameter  ̂ 1.024






Table 4.6: The values used during implementation of the models discussed in Section 2.44
and 2.3 under the Beaufort gyre regime.
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Figure 4.10: The curl of the wind stress which drives vorticity of the gyre in the Beaufort
gyre regime.
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remote machine, cpu141. Most solutions have been obtained using serial computing. Due
to numerical instabilities and restrictions to memory during the Beaufort gyre winds were
reduced by a factor of 10 12 during implementation.
4.2.2 Linear Steady Solutions
We begin by presenting the streamfunction solution, overlaid with velocity in Figure 4.11.
This plot has been obtained by using the parameters associated with the Beaufort gyre
as listed in Table 4.6. The flow follows an anti-cyclonic motion, with faster velocities in
the centre of the gyre. The velocity at the centre of the gyre indicate the flow is not
perfectly symmetrical, which may be attributed the small beta value. Based on studies,
such as [43], we expect the small beta value to have little impact on the solution. In
Figure 4.12, we present the e↵ects of a varying beta parameter on the streamfunction and
potential vorticity. In Figure 4.12a and 4.12b, we have taken a beta to be zero, leading
to a radially symmetric plot. Similar to the quiver plot, the streamfunction solutions
have an anti-cyclonic flow, with maximal velocities in the centre. As well, the potential
vorticity reaches a minimum as the centre and zero on the boundaries. In Figure 4.12c and
4.12d, we have increase beta to be   = 1.024, the beta value associated with the Beaufort
gyre. The streamfunction in 4.12c shows slight indication of asymmetry in the latitudinal
direction, however the asymmetry of the potential vorticity is much more apparent. The
eastern boundary obtains a value of zero, while the western boundary obtains intermediate
values of negative vorticity. Finally in Figures 4.12e and 4.12f, we present the solutions for
  = 10.0. This increase shows a drastic di↵erence in the symmetry, and displays what the
Beaufort gyre might look like in the sub-tropics where the beta values are larger, resulting
in a western boundary current.
In Figure 4.13, we present the streamfunction and potential vorticity solutions obtained
by varying the value of the Burger number, or equivalently the inverse Burger number. In
all other plots presented in this section, we have taken the inverse Burger number to be
F = 10 6. In Figure 4.13, we again use a di↵erent color bar for each plot in order to present
details for wide ranges of magnitudes. In Figure 4.13a and 4.13b we show the solution for
F = 0.1 and beta has been taken to be 1.024 for the Beaufort gyre. Comparing this to the
idealized Beaufort gyre solution plot in Figure 4.12d, where we have used the same beta
parameter and an inverse Burger number of 10 6, we do not see significant di↵erences. As
we increase to let F = 10.0, we see the magnitudes in the streamfunction decrease, and the
potential vorticity solutions begin to look more radially symmetrical. If we increase further
and take F = 100.0 in Figure 4.13d and 4.13e, we notice the streamfunction has reduced
in magnitude further and the potential vorticity solution looks perfectly symmetric. If we
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Figure 4.11: The steady linear streamfunction imposed with the velocity associated with
equation 2.48 under the Beaufort gyre regime. The parameters applied are listed in Ta-
ble 4.6.
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were to use the inverse beta value associated with the Beaufort gyre, F = 62.5, we would
expect to see similar results to the solutions. That is, we would expect to see increased
radial symmetry and reduced streamfunction values.
4.2.3 Nonlinear, Time-Dependent Solutions
Similar to the classical regime, we show the nonlinear, time dependent solution converges
to the steady solution for the Beaufort gyre regime as well. In Figure 4.14, we provide
the results confirming this for the Beaufort gyre problem. Again, we have initialized the
problem with zero vorticity, which results in a solution very close to the steady solution
shown in Figures 4.12c and 4.12d. The streamfunction and potential vorticity solution
presented in Figures 4.14c and 4.14d show how quickly the solution converges to the steady
solution. The convergence was again measured using the norm of the error to an accuracy
of two decimals.
In Figure 4.15 and 4.16 we present the solutions for the nonlinear perturbation evo-
lution. The potential vorticity perturbation, Figure 4.16 resembles a similar evolution as
that found in the classical regime, Figure 4.5f with perturbations obtaining maximum val-
ues along the western boundary. However, in this regime, we see the perturbations have
reduced significantly, obtaining magnitudes of order 10 10 by t̂ = 9.6, whereas the classical
regime maintained a similar magnitude for the solutions we investigated, up to t̂ = 355.
The streamfunction perturbation in Figure 4.15 begins similar to the classical nonlinear
perturbation evolution, with minimum values on the western boundary and absolute max-
imal values in the centre. However, due to numerical instabilities, we were not able to
explore the nonlinear perturbation for further time steps.
4.2.4 Linear Stability Solutions
We finally look at the linear stability solutions for the Beaufort gyre regime. In Figure 4.18
we present the potential vorticity perturbation evolution and see the solutions favour the
western side, as we began to see in the nonlinear perturbation of the previous section.
Given the restrictions of the nonlinear model, it is hard to compare the results found here.
However, we may note the westward propagating basin modes which continue indefinitely.
We see the perturbation grows along the western boundary and goes to zero elsewhere. The
streamfunction perturbation for the linear stability model is also di cult to compare to the
nonlinear perturbation evolution given the few times steps we were able to obtain. However,
the solution in Figure 4.17a look very similar to the nonlinear plot, Figures 4.15b. The
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(a)  ̂ = 0.0 (b)  ̂ = 0.0
(c)  ̂ = 1.024 (d)  ̂ = 1.024
(e)  ̂ = 10.0 (f)  ̂ = 10.0
Figure 4.12: The streamfunction (left) and potential vorticity (right) in the steady, linear
model (2.48) in the Beaufort gyre regime, with non-dimensional beta = 0, 1.024, and 10.0
for constant inverse Burger number 10 6.
55
(a) F=0.1 (b) F=0.1
(c) F=10.0
(d) F=100.0 (e) F=100.0
Figure 4.13: The steady linear streamfunction (left) and potential vorticity (right) (2.48) in
the Beaufort gyre regime, with inverse Burger number = 0.1 , 10.0, and 100.0 for constant
non-dimensional beta 1.024. Due to the wide range of values, each figure has an individual
color bar.
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(a) t̂ = 0.9 (b) t̂ = 0.9
(c) t̂ = 9.90 (d) t̂ = 9.90
Figure 4.14: The streamfunction (left) and the potential vorticity (right) in the nonlinear,
time dependent model (2.44) in the Beaufort gyre regime, initialized with zero potential
vorticity. These solutions evolved until converged to the steady solution as seen in Fig-
ure 4.11.
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(a) t̂ = 0.1 (b) t̂ = 3.1
(c) t̂ = 6.1 (d) t̂ = 9.6
Figure 4.15: The streamfunction perturbation in the nonlinear, time dependent model
(2.44) in the Beaufort gyre regime. These solutions have been initialized with a perturbed
basic state, and these solutions show how the perturbations grow in time. The associated
potential vorticity is seen in Figure 4.16.
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(a) t̂ = 0.1 (b) t̂ = 3.1
(c) t̂ = 6.1 (d) t̂ = 9.6
Figure 4.16: The potential vorticity perturbation in the nonlinear, time dependent model
(2.44) in the Beaufort gyre regime. These solutions have been initialized with a perturbed
basic state and these solutions show how the perturbations evolve in time. The associated
streamfunction is seen in Figure 4.15.
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linear stability solution continues to propagate basin modes towards the western boundary
indefinitely.
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(a) t̂ = 10 (b) t̂ = 100
(c) t̂ = 350 (d) t̂ = 600
Figure 4.17: The streamfunction perturbation in the linear stability model (2.68) in the
Beaufort gyre regime. These solutions have been initialized with a perturbation for po-
tential vorticity and show how the streamfunction perturbations change in time. The
associated potential vorticity is seen in Figure 4.18.
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(a) t̂ = 10 (b) t̂ = 100
(c) t̂ = 350 (d) t̂ = 600
Figure 4.18: The potential vorticity perturbation in the linear stability model (2.68) in
the Beaufort gyre regime. These solutions have been initialized with a perturbation for
potential vorticity and show how the perturbations evolve in time. The associated stream-




The work done in this thesis aimed to better understand the spatial structure of the
Beaufort gyre and to identify instabilities within the system. In order to do this, tools
were developed to study two very di↵erent gyres in the context of a one-layer, reduced-
gravity, QG model. We used the results from [30] and [17] to guide the development of the
tools for a gyre in a square domain.
The first tool computes the steady linear wind-driven gyre solution and provides an
answer to the first research question. For the Beaufort gyre regime, a circular wind led
to a spatial structure that greatly depended on the model parameters. Using this tool,
we investigated how the spatial structure of the solution depends on the bottom drag, the
beta parameter, and the Burger number. With a very small Burger number or a very small
beta value, the steady solution was symmetrical in both the longitudinal and latitudinal
directions, with little to no western intensification. In all other cases, the solutions showed
varying asymmetry in longitude, with the western boundary having the sharpest variations
in the streamfunction and therefore the strongest velocities. As well, the potential vorticity
displayed stronger asymmetries than the associated streamfunction solutions. This result
held true for two di↵erent wind forcing patterns, as well as di↵erent geometries. Yang et.
al (2016) performed similar experiments to investigate the   e↵ect on the Beaufort gyre
[43]. They used a two-layer, nonlinear wind-driven gyre model for an idealized circular
domain, and also considered bottom drag and lateral viscosity. As well, Yang et. al
(2016) used an anti-cyclonic wind stress curl, however used a sloping bathymetry with a
flat bottom in the centre of the domain. They investigated the a↵ects of di↵erent   for
a circular domain, and in a circular domain which has has the western edge shortened to
introduce a western boundary. The results suggest the model solution is more sensitive
to the changes in the domain with a western boundary. This suggests we might have
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seen more significant asymmetries if we had imposed a western boundary in the domain.
This first step provided some insights into how to the spatial structure of the wind-driven
gyre depends on the parameters. Often this problem is solved using asymptotically using
boundary layer methods, but this tool allows for us to compute solutions that are more
accurate.
The second tool was used to model the nonlinear evolution of a wind-driven gyre and was
used in two ways. The first was to validate the steady solver mentioned above, by showing
that the nonlinear solutions converged to the steady solution within a reasonable order of
accuracy, which was measured using the norm. That is to say, the first tool and the second
tool were tested to ensure they produced the same result, and showed the steady solution
is asymptotically stable. The second purpose of the tool was to simulate the evolution of a
perturbed wind-driven gyre solution by adding small perturbations to the basic state. In
both cases the potential vorticity perturbations reached maximum values along the western
boundary, regardless of the actual thickness of the western boundary current obtained in
the steady solution. In the perturbed case, the streamfunction solution for the nonlinear
evolution model displayed basin mode propagation towards the western boundary and
rode on the wind-driven gyre. These basin modes seemed to continue indefinitely but
it was observed that their amplitudes did decay in time. For the Beaufort gyre regime,
the streamfunction solutions began to change similar to the start of the classical regime,
however numerical divergence issues prevented us from exploring the solutions for stronger
winds than what we considered here. The reduction of the winds have great impact on the
overall results. By reducing the magnitude of the wind stress curl, we not only reduced the
practicality of the model, we also reduced the importance of the nonlinear terms. Using a
weak wind regime led to a minuscule di↵erence between the nonlinear and linear problem,
and thus the nonlinear model behaved more like a linear model. Although this defeats
the purpose of a nonlinear model, it does however allow for the usage of the linear steady
model as the basic state solution in the stability model. When analyzing the stability of
a solution, the exact solution should be used for the basic state. Exact solutions are hard
to come by for the problem we are analyzing, and a computational solution has therefore
been used.
The final tool was developed to identify and analyze instabilities using a linear stability
model. It was expected to produce similar results as the nonlinear simulations in the case
where the perturbations were su ciently small compared to the magnitude of the basic
state. Interestingly, it was noted that magnitudes of the stability solutions reduced quickly,
while the magnitudes of the nonlinear solutions remained nearly constant, suggesting the
nonlinear model experiences weaker dissipation. As well, in both the classical and the
Beaufort gyre regimes, the potential vorticity perturbation was localized along the western
64
boundary, again regardless of the calculated western boundary thickness. The stream-
function for both regimes produced westward propagating basin modes. Unfortunately,
we were unable to simulate instabilities in either of the gyres we considered. The western
boundary currents were too thick, or the winds are too weak, to generate strong enough
jets that would lead to the destabilization of the basin modes. However, for the Beaufort
gyre regime, the amplitudes of the perturbations continued to reduce in size, answering
our second research question: the Beaufort gyre is stable under the applied wind regime.
The work done by [30] and [17] provided some guidance as to where to look in parame-
ter space for instabilities under the classical regime, but the numerical model was unable
to converge, thus preventing a thorough exploration of the regime. This leads us to the
discussion of future directions in order to simulate instabilities, and to improve the model.
The work accomplished in this thesis provides a tool kit for future instability analysis
of a wind-driven gyre. We present three ways in which this work may be added to, or
improved upon. Firstly, further tests should be done in order to thoroughly search for
instabilities in a regime where the western boundary current is much narrower. Second,
the numerical methods may be improved upon in terms of accuracy and robustness. This
may be done by using a finer mesh, and using a higher order finite element and time-
stepping methods, such as Crank Nicolson. Thirdly, in order to more accurately represent
the Beaufort gyre, it may be useful to consider the interaction between the freshwater layer
and the salty layer below, as well as the interaction between the fresh water layer and the
floating sea ice. The simulation results presented in this thesis used an inverse Burger
number of 10 6. This is a near rigid lid approximation, and may be useful to also consider
the completely free surface case, given the fact that the Arctic is nearing a state of no ice.
As the arctic environment continues to change, understanding the Beaufort gyre stability
becomes more and more important. Although we were not able to identify instabilities in
the system, we were able to study the evolution of the perturbed gyre. The work done
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