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ABSTRACT 
 
One of the major uses of unmanned aerial vehicles (UAVs) has been to provide aerial im-
agery for applications, such as quantitative remote sensing and surveillance.  UAVs have the 
potential to provide this imagery in a much more cost-effective manner than satellite systems.  
Additionally they have the added advantage of being able to collect the data on an “as 
needed” basis (eg. daily) and can also fly below cloud cover.  However, there are technical 
challenges such as blur effects, payload limits and the lower altitudes of operation which re-
duce the swath width.  The aim of this research is to understand the benefits and limitations of 
using a downward looking camera with a fish-eye lens for low-altitude UAV aerial mapping 
missions.  Fish-eyes have been found to have valuable characteristics in their ability to cap-
ture scene data covering a wide field of view (FOV).  Lens makers have copied this character-
istic of a large FOV and applied it to fish-eye lenses, which are commonly used in photo-
graph.  The fish-eye lens has potential benefits in UAV terrain mapping, particularly at low 
altitudes, because of its large FOV.  The large FOV makes the camera less sensitive to 
movements of the aircraft.  A downward-looking camera provides images that show a 
180x360 degrees view of the scene, which also includes the horizon.  The ability of the 
downward looking camera to capture details of scene in front and back at the same time pro-
vides additional information that can be used for height estimation of ground obstacles and 
attitude estimation of the aircraft.  However, the fish-eye lens also produces heavy distortion 
in the captured images, which needs to be rectified.  The lower altitude of operation produces 
a larger motion blur component which must be deblurred.  The rectified and deblurred images 
will build the basis for the mapping process, which merges single, distorted and rotated pic-
tures to a mosaic map.  This paper presents the benefits and limitations of using fish-eye 
lenses in low-altitude UAV mapping applications.  The mapping uses only lightly distorted 
parts of the fish-eye images.  Further, techniques to restore uncovered areas using the heavily 
distorted parts of the fish-eye images are introduced.  Finally, this paper demonstrates precise 
processes to rectify the distorted fish-eye images, addresses deblurring processes and some 
quality issues for quantitative remote sensing purposes.  
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1. INTRODUCTION 
 
Fish-eye lenses, in contrast to normal lenses, deform the view of an observed scene.  This 
distortion in fish-eye images can be corrected and was recently under closer study by Kannala 
[1] or Heikkilä [2].  Extremely wide angle lenses, or more precisely fish-eye lenses, are 
widely used in the surveillance and robotics industries.  Zheng [3], Bakstein [4] or Peursum 
[5] describe typical applications in these areas.  Demonceaux [6] introduced a catadioptric 
camera for attitude estimation in aircrafts.  The benefits of extremely wide angle lenses are 
their large field of view (FOV) and cost-effective implementation.   
 
A fish-eye lens model was introduced in 1995 by Basu and Licardie [7].  Many authors 
developed different models for fish-eye and wide angle lenses.  Devernay [8] introduced the 
idea that ``straight lines have to be straight'' and applied it to rectify fish-eye images.  Model-
ing a fish-eye lens like a catadioptric camera, like Hansen [9] describes, is currently being 
researched.  A general model for lenses, including fish-eye and wide angle lenses, is an ex-
tended model of the simple perspective camera (also known as the pinhole camera).  This ex-
tended model is customizable to any lens, with a radial distortion.  Kannala [1] or Heikkilä [2] 
introduced calibration methods and processes to rectify distorted images according this 
model.  Some authors even had a closer look at the quality of rectified fish-eye images, but 
didn’t go further than making accurate, rectified images [1, 9, 10].  However, none of the au-
thors addresses photogrammetric applications, aerial triangulation or terrain mapping using 
fish-eye lenses, where accurate distance measurements are required.  The “tunnel scene scan-
ning” introduced by Zheng [3] or the navigation in urban canyons introduced by Hrabar et al. 
[10] is one of the most advantaged applications using a fish-eye lens, where single hemi-
spherical pictures are stitched together to a panorama picture (Image stitching is combining 
multiple images to a single panorama picture).  Numerous lens models have been developed, 
but some are more interesting for theoretical considerations than for practical usage.   
 
The aim of this research is to fill the gaps between existing fish-eye lens technique and 
UAV applications.  It describes the fish-eye image rectification process with specific focus on 
their use for UAV applications.  The rectification process uses the extended pinhole camera 
model, where the observed area is represented by a hemisphere.  The final process is able to 
extract a certain area from a fish-eye image and rectify it.  The rectified image follows the 
laws of perspective transformation (similar triangles).  Further, quality matters, benefits and 
limitations were researched towards integration in UAVs. 
 
The paper is organized as follows. Section 2 introduces a fish-eye image rectification and 
a typical photogrammetric application.  The discussion in section 3 addresses quality issues 
towards possible implementations of fish-eye lenses in UAVs.  
 
 
 
2. RECTIFYING FISH-EYE IMAGERY 
 
The aim of the rectification is to pre-process the fish-eye images in such way that allows 
their use with the perspective camera model afterwards. Section 2.1 introduces the imple-
mented fish-eye lens model. A calibration process is given in section 2.2. Post-processing in 
sections 2.3 gives a photogrammetric example towards UAV applications. 
 
2.1. Rectification Process 
 
The rectification process follows the model introduced by Kannala [1].  This model was 
chosen, because of its adaptability to any lens and its simple structure.  Not every application 
will require the use of pre-processed images, as mentioned in section 3.  Further, it is impor-
tant to differentiate between rectifying in general and rectifying addressing quality issues.  
Rectification in general is not interested in measuring distances or image coordinates, but re-
quires more or less rectified images for post-processing.  A good example is the application of 
the “tunnel scene scanning” [3], where straight house edges are preferred.  Kannala [1] intro-
duced a full camera calibration for normal, wide angle and fish-eye lenses.  This is useful, if 
the lens makers don't provide any information about the lens itself.  
 
The lens model introduced in this paper uses camera specific parameters, as given by 
calibration or specification data sheets.  The main advantage of this lens model is that it can 
provide the required rectification for various lenses, by simply changing the lens parameters 
in the process.  The rectified image has a certain resolution and shows a defined region of in-
terest (ROI).  Ground coordinates can be directly measured in the picture by scaling the image 
coordinates to the world coordinates.  We now describe the rectification process in more de-
tails.   
 
The difference to a perspective camera is that the incoming light ray is mapped as a func-
tion of the incoming angle θ onto the sensor plane.  In other words, the projection is depend-
ent on θ (see Figure 1). World coordinate system related variable are indexed with a “w”, im-
age plane coordinate system with an “i”.  Important notice: The lens surface is in no correla-
tion to the spherical model!  The spherical model was used, to determine the angle θ.  Further, 
a lens usual has azimuthally distortion, which isn’t addressed in this model.  This distortion 
will be removed within the calibration process.  
 
The angle θ is limited to be <90 degrees for this model. The equation for the full lens 
model is given below,  
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where the vector ( ), Ti ix y  represents normalized image coordinates. A point in the world co-
ordinate system is defined by the angles θ, φ and the height z of the camera, which specify the 
exact position of the point in the incoming light ray.  
 
 
  
Figure 1 – Full lens model used for the rectification process.  
 
The lens projection ( )r θ  itself is a unified projection, which is adaptable to any lens.  A 
simplified form, which assumes a symmetric lens, is used in this case. It is defined in the 
specification data sheets for the used lens (Omnitech Robotics ORIFL190-3 Lens).  generalr  is 
the general lens model, ORIFLr  is the lens function for the ORIFL190-3 and optimalr  is the lens 
function for an optimal fish-eye lens [1].  f is the focal length.  c and k are constants, which 
are evaluated from the lens characteristics (usually given by the lens manufacturer): 
 
 ( ) 3 5 71 2 3 4 ...generalr k k k kθ θ θ θ θ= + + + +  (2) 
 ( ) 21 2 3ORIFLr c c cθ θ θ= + +  (3) 
 ( )optimalr fθ θ= ⋅  (4) 
 
Further, it is important to address the projection onto the sensor plane, which is limited by 
the incoming angle θ, the ROI and the size of the projection. ( )r θ  is the actual radius from 
the lens function from equation (2), (3) or (4). ( )correctedr θ  is the corrected radius according 
equation (5). 90maxθ = °  is the radius, where the angle reaches its maximum valid value.  
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Figure 2 shows the illustration of equation (5).  The ROI is the bounding circle and de-
fines the border of the extracted area.  The extracted area would be the bended rectangular in 
the center of the fish-eye image.  The ROI is defines ROIr  as an angle.  The other radii are 
measured in pixels.  The projection size i,maxr  is usually given by the lens manufacturer. 
, maxi at
r θ  at 90maxθ = °  was derived from the lens function ORIFLr .  These parameters remain 
constant for a given lens, except to the ROI.  Further, the distance is d was drew into the im-
age to illustrate the distance d extracted in Figure 4. 
 
 
 
Figure 2 – Illustration of the image plane projection and the ROI. Distorted fish-eye image (left) and 
its extracted, rectified ROI (right). 
 
The rectified image is an interpolated image from the ROI.  The ROI itself is the bended 
rectangular in the original, distorted fish-eye image, as illustrated in Figure 2.  Each new pixel 
in the extracted image is read at a position in the fish-eye image defined by r and φ.  After-
wards, the new image is aligned rectilinearly and therefore produces the rectified image for a 
certain ROI and resolution (also see Figure 6).  Image coordinates can be directly measured 
from the rectified image.  Photogrammetric refinement (shifting each coordinate according its 
calibration displacement) is done according to the previous calibration, as described in section 
2.2.  A point in the world coordinate system is given by including the camera specification, 
position and attitude.  The image scale factor (defines the ratio of real world distances to im-
age distances (equation (10)) is dependent on the focal length f, which is itself dependent on 
the ROI.   
 
A perspective camera model (detailed information can be found in [11]) can now be used 
to calculate real world coordinates.  A camera scene can be simplified to an object plane, a 
lens and an image plane, as shown in Figure 3.  The image plane itself appears twice, once as 
the photo negative, which is captured in the camera, and once as an imaginary plane in front 
of the lens.  The further illustrations use the simplified camera model with the imaginary 
plane, as introduced in Figure 4.   
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Figure 3 – Perspective camera model, which illustrates the photo negative and photo positive.  
 
The perspective camera model can be simplified to the illustration shown in Figure 4, by 
using the imaginary plane as the (inverse) image plane.  The 3D scene shows a UAV captur-
ing an image from the ground.  The 3D scene is then downgraded to a 2D problem.  Equation 
(6) can now be derived by applying similar triangles in the perspective camera model.  The 
parameters can be derived from the original fish-eye lens parameters.  d is a measured Dis-
tance in pixels in the image.  
 
 
efff H
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The easiest way to do this is by recalculating the effective focal length (feff) (or the physi-
cal pixel size, called Unit Cell Size) for the desired ROI and all of its dependent parameters.  
The Unit Cell Size is the physical dimension of the length on the camera sensor that corre-
sponds to 1 pixel in the image.  (The following equations are derived from the photogram-
metry, see Figure 3.  Details can be found in [11]):  
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Finally, substituting equations (7) and (8) into equation (6) and re-arranging leads to 
equation (9): 
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Figure 4 – Perspective camera model, with the effective focal length feff.  
(H = flying height; d = image distance; D = world distance) 
 
The ratio between real world distances and image distances (scale factor) has to be recal-
culated individually for each ROI, because feff is dependent of the ROI: 
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This was an overview over the rectification process, which produced a rectified image out 
of the distorted fish-eye image.  We now have a closer look at an example application of the 
rectification process, which could be similar to a typical UAV mission.  This was done in two 
steps:  
 
1. Calibrating the camera-lens system. 
2. Applying the calibration to refine measured coordinates. 
 
 
2.2. Lens and Camera Calibration 
 
This section introduces the first step, the calibration process, before a photogrammetric 
example is presented in section 2.3.  The calibration process will be used to refine measured 
coordinates in the photogrammetric example (referred to as inner orientation in photogram-
metry).  A calibration is necessary, to determine coordinate displacements from the azimuth-
ally errors in the lens (see Figure 1).  
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Figure 5 – Calibration environment (Camera height: 76mm) 
 
In order to perform this calibration, a picture of a mesh grid was taken in a controlled en-
vironment, as shown in Figure 5.  Figure 6 shows the image extraction from a fish-eye image 
and the rectified image according the process described in section 2.1.  A mesh grid was used 
to easily select grid-points (grid intersections).  An area, called Test Area, was selected within 
the rectified image (280 x 200 mm).  This Test Area covers the entire area between the fidu-
cial marks, where the objects for the photogrammetric example were placed to (see section 
2.3).  This Test Area will now be researched.  
 
 
 
 
Figure 6 – Illustration of the image extraction (left) and the resulting rectified image (right). The 
dashed lines mark the test area. 
 
Grid-point coordinates were measured manually within the Test Area.  Then the measured 
grid-point coordinates were compared with the calculated coordinates.  These coordinates are 
calculated from the chosen ROI.  From this comparison, the RMS displacements are evalu-
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ated.  The RMS displacement distribution of the calibration image with a certain ROIr  
(63 degrees or 300mm (for details see section 2.1)) is given in Figure 7.  The displacements 
vary as a function of the actual location of points within the Test Area.  
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Figure 7 – Error map: This plot shows the divergences between calculated grid-points and measured 
grid-points. Values are the RMS errors in per cent.  
 
In any location on the image, the measured coordinates were found to be within 1% of the 
calculated ones.  A displacement of 0.7% corresponds to 3.5 pixels.  Removing these errors 
(as it will be done in the refinement) results in an “error-free” image.  This is not to be taken 
in absolute term.  One contributing factor to the uncertainty in eliminating the errors com-
pletely is due to human errors.  The RMS displacement map was conducted by a hand 
method, which includes human errors.  A better result could be obtained using the 23 parame-
ters calibration process introduced by Kannala [1].  This may not be appropriate in all cases.   
 
Next we explain how to apply the error map to refine measured coordinates in a captured 
image.  In doing so, the direction of the displacement becomes more important than its magni-
tude.  Figure 8 shows the displacements as a vector map.  The lengths of the vectors represent 
the magnitude of the displacements, as shown in Figure 7.  
 
Figure 8 shows that the distortion is radial, even though it is displaced from the center.  
The center of the radial displacements ((A) in Figure 8) is not in the image center, because of 
unknown position of the lens center on the sensor plane and limited accuracy of the experi-
ment setup.  The displacement is in the range of less than 1 pixel.  Iterative calibrations could 
reduce the displacement even further, where the vector map itself can be used in a recursive 
calibration method.  Sources of errors can be due to poor data from the manufacturer, such as 
the lens polynomial to describe the radial distortion, problems of an accurate calibration envi-
ronment or inaccurate assembling of the camera or lens.  
 
The area around (A) in Figure 8 is the center of the radial displacements, where it is min-
imal.  The divergence increases radially in area (B) from (A).  Because of the approximated 
function for the lens, the divergence changes its sign from positive to negative (C).  Uncer-
tainties by reading the grid points influence the directions of the vector heavily, because an 
error of 1 pixel can already change the direction of a vector.  This pattern can now be laid 
over a captured image to refine measured coordinates.  
  
 
Figure 8 –The vector map of the displacements in x- and y-axis of the Test Area.  
 
Figure 9 shows the captured image with the refinements directly added as vectors into the 
picture.  The vectors from Figure 8 were split into their x and y components.  A measured co-
ordinate (*) has to be moved according to the vectors to its calculated position (+). 
 
 
 
Figure 9 – Illustration of a measured and a calculated point, and the resulting vectors. 
 
This calibration process produced a vector/error map, which can now be applied to cap-
tured images, as shown in section 2.3.  A calibration should be carried out for each requested 
ROI and resolution, because each ROI uses different parts of the image (lens), with different 
distortion and errors.  The accuracy could be improved by applying a more complex calibra-
tion process as described by Kannala [1], as mentioned before, or using higher quality cam-
eras and lenses.  This method was not used, because it depends on different calibration 
equipment, which was not available in this case.  
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While in current aerial photography much higher resolutions and accuracies are used, it is 
important to keep the focus of this research in mind, which addresses low-cost and low-flying 
UAV systems with limited payload capabilities.  The calibration process presented here is just 
one of many different possibilities.  There exist other calibration processes ([1], [2]).  How-
ever, the hand method used in our case is most suitable for a simple photogrammetric applica-
tion.  This example is presented in the next section.  
 
 
2.3. Photogrammetric Example 
 
Pre-processing produced rectified images from scenes taken with a fish-eye lens.  We 
now explain the post-processing steps, where captured images from a fish-eye lens were proc-
essed for a photogrammetric application to measure heights of objects.  As explained in sec-
tion 2.2, the perspective camera model can now be applied to these pictures.  Assuming the 
pre-processing of the images has been conducted, the post-processing steps can now be ap-
plied as listed below:  
 
Post-processing: 
• Measuring image coordinates of objects in pre-processed images. 
• Refining of measured coordinates (inner orientation). 
• Applying relative orientation (with AeroSys Aerotriangulation by AeroGeomat-
ics). 
• Calculating z-coordinates (from AeroSys Aerotriangulation). 
• (Applying absolute orientation (not carried out in this example)). 
 
 
 
Figure 10 – A sample fish-eye image with the observed objects and the target points.  
 
A sample setup for aerial photography shows a 3D scene reconstruction with a low-cost 
camera and fish-eye lens.  The example shows the performance of the rectification and limita-
tions given by the lens and camera.  Coordinates were measured manually in the rectified im-
ages and refined according the previous calibration.  The environment was kept very simple, 
    P11 
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* P31 
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as shown in Figure 10.  Two strips with two images per strip were taken.  Any aerial triangu-
lation software can then be used to calculate the corresponding z-coordinates (e.g. AeroSys 
Aerotriangulation by AeroGeomatics).  The measured coordinates and their accuracies are 
given in Table 1.  
 
The 3D scene was set up on the same grid, which was used for calibration.  The objects in 
the scene represent some urban buildings, like factories or towers. The scene is shown in 
Figure 10. To simulate a flying and forward moving camera, pictures of the scene were taken 
from different angles, as it is illustrated in Figure 11. An overview of the four images taken 
from the same scene, but from different angles is shown in Figure 12.  The alignment along 
two strips should simulate two passes of a UAV along a pre-defined path.  
 
  
 
Figure 11 – Illustration of the image alignment along two strips. 
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Figure 12 – The rectified fish-eye images aligned along two strips. 
 
Target points were measured within the images and control coordinates were taken di-
rectly from the grid.  All target point coordinates (see Figure 10 for details) from each image 
were refined according the vector/error maps from the calibration stage.  These data were put 
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2.1 
into AeroSys, which evaluates the relative orientation (adjusting each image to each other) 
and finally calculated the z-coordinates shown in Table 1.   
 
Table 1 - Output from AeroSys software compared with the real object size.  
 
Target 
point 
AeroSys 
z-coords 
Object 
heights 
∆ Errors % Errors 
P11 20.12 20.00 +0.12 +0.6% 
P12 19.28 20.00 -0.72 -3.6% 
P21 5.57 5.00 +0.57 +11.4% 
P31 24.18 24.00 +0.18 +0.7% 
P32 23.65 24.00 -0.35 -1.5% 
P33 23.89 24.00 -0.11 -0.5% 
P34 24.16 24.00 +0.16 +0.7% 
 
 
By allowing one pixel measurement error shows (1 0.3pixel mm≙ ) that not all the z-
coordinates are within the actual object heights.  The errors are more, because there are dif-
ferent sources of uncertainties in the measured coordinates.  These sources are calibration er-
rors, measurement errors or inaccurate orientation of each image to each other.  On the other 
hand, errors from small objects are relatively bigger compared to their height.  The accuracy 
improves with precise measurement equipment and calibration environment (with higher 
costs).   
 
This photogrammetric example showed a representative application for a UAV mission.  
The short distances of the camera (camera height: 76mm) to the objects (block height: 24mm) 
can be scaled to real world dimensions (camera height 76m, block height 24m).  The per 
centage errors are linear.  This would represent a typical urban environment, where a UAV 
system takes pictures at low altitudes.  After pre-processing the fish-eye images, 3D maps 
from the environment (city, urban area) can be extracted.  The same maps could be used for 
monitoring street conditions or remote sensing applications.  The following discussion exam-
ines benefits and limitations using these fish-eye lenses in UAV missions.  
 
 
 
 
3. DISCUSSION 
 
Using fish-eye lenses in UAV mapping applications is the main topic of this paper.  The 
concept of using fish-eye lenses in quantitative applications, such as terrain mapping, has not 
been addressed so far by the introduced research community.  The most significant issue us-
ing low-cost cameras is the limited resolution.  The resolution problem will now be addressed 
in sections 3.1.  Blur effects are discussed in section 3.2.  Section 3.3 addresses potential ap-
plications of fish-eye lenses to UAVs.  
 
 
3.1. Spatial Resolution and its Limitations 
 
The spatial resolution is a magnitude that describes the area each pixel in the sensor cov-
ers on the ground.  The spatial resolution is an important factor that defines minimum object 
size required to appear as 1 pixel in size on the image.  This section investigates the factors 
affecting the spatial resolution.   
 
Several factors contribute to the spatial resolution problem: 
 
• The desirable low-cost cameras have limited sensor resolution. 
• Sensors are constructed as rectilinear arrays.  
• The circular projection uses not all of the available sensor area.  
• The spatial resolution decreases radially from the center for a fish-eye lens. 
 
The main problem of using a fish-eye lens is the low spatial resolution in the imagery, 
caused by the large field of view (FOV) of up to 220 degrees.  The spatial resolution can be 
measured in two dimensions: On the ground and at the horizon.  (This is one of the peculiari-
ties of fish-eye lenses, which is useful in any surveillance or search and rescue applications.)  
Table 2 shows a summary of potential UAV applications with a fish-eye lens.  The table 
shows the required flying heights (or distances) where a target is represented as 1 pixel on the 
image.  The specifications for this table are defined as follows and are illustrated in Figure 13:  
 
 
 
Figure 13 – Illustration of the different camera angles used in Table 2.  
 
For this analysis it has been assumed to have a optimal fish-eye lens ( ( )r fθ θ= ⋅ ), a 
camera with a 8 mega pixels (3456x2304 pixels) sensor from a low-cost SLR and a fish-eye 
lens with a FOV of 190 degrees.  Further, it is assumed to see the horizon at 88 degrees, as 
shown in Figure 13.  The angle θ covered per pixel is 0.082 degrees.  
 
Ground 
Height 
Distance 
60° 45° 0° 
88° 
90° 
θ
 Horizon 
Table 2 – Required flying height (required slant range in brackets),  
where a target is represented as 1 pixel in the image.   
 
Object diameter Required height to appear as 1 pixel in size on the image 
(Required slant range) 
 0° 45° 60° 88° 
5cm  
(Wheat ear) 
30m  
 
15m 
(15m) 
7.5m  
(13m) 
 
(30m) 
15cm  
(Head of a human) 
100m 
 
50m 
(50m) 
25m  
(43m) 
 
(100m) 
50cm  
(Human shape) 
350m 
 
175m 
(175m) 
88m  
(152m) 
 
(350m) 
3m  
(Aircraft) 
2000m 
 
1000m 
(1000m) 
500m  
(860m) 
 
(2.0km) 
5m  
(Car or small boat) 
3500m 
 
1750m 
(1750m) 
875m  
(1510m) 
 
(3.5km) 
10m  
(Sailing boat) 
7000m 
 
3500m 
(3500m) 
1750m  
(3030m) 
 
(7.0km) 
25m 
(Large ship) 
17000m 
 
8500m 
(8500m) 
4250m  
(7360m) 
 
(17km) 
 
 
Table 2 shows the required altitude (or distance) that is needed for an object to appear as 
one pixel in size on the sensor plane.  Detection of targets is another problem for UAVs.  The 
problem is to detect a target at a maximum distance.  Carnie [12] demonstrated air traffic de-
tection with a digital camera in larger distances than the human eye.  The conclusion of his 
research is that a camera with a resolution of 40 pixels per degree can detect an aircraft in dis-
tances of up to 6.7 km (compared to 4.9 km of the human eye).  The last step would be to 
qualify the target.  However, we offer no discussion of how many pixels would be required to 
detect a target and to qualify the target.  It is also possible to detect targets on the ground, 
such as cars, trucks or boats.  On the other hand, blur effects in the center of the images would 
decrease these distances.   
 
 
3.2. Blur 
 
Capturing images in a moving platform (parallel to the ground) will result in a motion-
based distortion of the captured scene.  This relative motion-based distortion is referred to as 
(image-) blur.  Blur increases with longer exposure times.  Further, the lower and faster that 
an aircraft flies (with a downward looking camera), the higher the level of blur in the resulting 
images.   
 
The motion-based blur from a fish-eye lens is non-homogenous.  If we assume a flat ter-
rain, the blur will decrease radially from the center of the image.  Objects with a high effec-
tive pixel velocity will produce the most blur (because their motion is fast over the camera 
sensor).  The effective pixel velocity is proportional to the angular relative change θ (see 
Figure 13) to the futures under considerations.  For a certain altitude and speed, the θɺ  (image 
blur) for distant objects from the aircraft will be low.  However, these are factors in the dis-
torted regions of the fish-eye images.  For objects close to the image center ( 0θ = °  in Figure 
13) the θɺ  (image blur) will be highest and the relative motion will be at its peak.  This repre-
sents the center of the fish-eye lens, where the distortion is at its lowest.   
 
If we consider the use of rectified images (from the scene below the aircraft), blur could 
be removed by using known approaches applied in non-fish-eye images.  One of these ap-
proaches is to remove blur with a point spread function (PSF), which describes the effects of 
the movement of the camera during capturing time.  An aircraft flying along a strip produces 
blur only in one direction (along the wind corrected heading of the aircraft) and therefore it 
can be estimated to be linear, because the aircraft is inert to fast attitude changes.   
 
We now consider some potential applications and discuss the benefits using fish-eye 
lenses.  
 
 
3.3. Potential Applications 
 
 
Search and Rescue (Surveillance): 
 
A search over large areas requires well coordinated procedures to ensure that the tasks are 
performed within a very limited time.  A traditional search and rescue method is to search 
along strips, to ensure no area has been omitted.  The current benchmark in search and rescue 
is the human vision system.  Typically, there are multiple observers in a single flight who 
scan the search area.  Demonstrations involving low-cost UAVs have shown how difficult it 
is to use a narrow FOV camera for performing broad area search (e.g. looking through a 
straw).  However, current systems using normal cameras cannot afford to have the search ar-
eas overlap too much, since this might occur in longer rescue times and cost lives.  
 
The advantage of using a fish-eye lens is their large FOV compared to a narrow FOV 
camera.  A machine-based system can increase reliability.  It would be available at any time, 
even for long missions, where a human gets tired.  Further, rebuilding the human vision sys-
tem by applying multiple narrow FOV cameras could be replaced with a single, but complex, 
fishy-eye lens camera.  Disadvantages are the low angular resolution (sensor resolution) and 
the distortion in the captured images.  The camera-lens model is more complex and may re-
quire additional computing power onboard.  
 
Fish-eye lenses could improve the experimental UAV systems, because of their large 
FOV.  Some applications for surveillance were described by Casbeer [13] or Zhou [14].  
Other applications would include search and rescue operations over the ocean.  Australia, 
with its long coastal border, could profit from a fish-eye lens integrated system, which would 
be able to detect targets early.  Flying over such targets after detecting them would provide 
more details and higher resolution images.   
 
Search and rescue operations need real time analysis either by the machine or a human 
operator.  Potential benefits are shorter search times and increased efficiency.  Surveillance 
and remote sensing data are often processed after the mission, but have different requirements 
for collecting data.  Post-processed images can be used in remote sensing, which is discussed 
in the next section.  
 
 
Applications in Quantitative Remote Sensing (Terrain Mapping): 
 
Recently, quantitative remote sensing operations have increased in popularity, due to the 
availability of databases of remotely sensed data in the Internet.  Most of these databases are 
supplied by satellite or aerial cameras.  Satellites need long term planning and are extremely 
expensive.  Availability and spatial resolution have been and remain limited.  
 
Aerial cameras are precision instruments flown in manned aircraft.  Higher resolution and 
daily updates are feasible, but costs rise dramatically.  Most significant is that the aircraft are 
manned and a loss of one of those systems may cost lives, as well.  
 
Unmanned systems, especially UAVs, are completely different.  UAVs can be cheap 
(compared to satellites and other aerial systems), could be available at any time and date and 
could fly in almost any weather condition.  Safety issues are currently under close study (see 
[15]).  The use of fish-eye lenses on a UAV is envisaged to drastically enhance their effi-
ciency and cost effectiveness.  
 
Potential uses are in the area of low-flying UAV applications, such as crop field, desert, 
forest or fresh water lake mapping.  Some UAVs were already used to support civilians, such 
as the surveillance over New Orleans after the Hurricane and weather observing mission 
through Aerosonde UAV.  Further ideas were developed by Qin [16] (Rice Diseases Analy-
sis) or Zheng [3] (Tunnel Scene Scanning). 
 
It gets even more interesting, if fish-eye lenses are used for terrain mapping purposes.   
An area of interest may not be covered completely, due to maneuvers of the UAV, wind 
shears or navigation errors.  So called gaps (missing data/images) in the terrain mapping im-
agery can be recovered from the distorted parts in the fish-eye images, as illustrated in Figure 
14.  The use of fish-eye lenses can provide excellent advantages in such situations.  
 
 
 
Figure 14 – Illustration of the mosaic mapping process with a missing image.  
 
In Figure 14, the shading shows different quality (resolution) in a fish-eye image. Darker 
parts represent higher quality.  The circles represent the distorted fish-eye images for a given 
ROI (for details see Figure 2).  The rectangle in the figure is the area of interest, which should 
be covered completely.   
 
The benefit of using a fish-eye lens is that the missing data could be recovered from the 
heavily distorted parts in the neighboring imagery.  Some applications may profit from this 
benefit, where it is important to capture a complete set of data at the one time.  Further, costs 
saving can be achieved, if the missing data doesn’t have to be retrieved by another over flight, 
or worse, by another mission.   
 
 
Missing image data: Data in this 
area can partially be restored 
from the (otherwise) useless parts 
of the four neighboring images.  
Flight Path  
Area of Interest 
ROIr  
Flight-Plan Reality 
4. CONCLUSION 
 
 
The aerospace industry, especially the UAV industry, introduced a lot of innovative ideas 
in airborne vision based techniques.  There does not exist a single answer to all of the differ-
ent problems.  The use of a fish-eye lens is another unique opportunity to add vision based 
techniques in flying systems.  Today’s systems using fish-eye lenses often suffer from the 
lack of quantitative assessment of their performance.  
 
This paper gave a brief overview into the fish-eye image rectification process, described 
the use of a lens model and presented experimental results in a photogrammetric example ap-
plication. The outcome of this research attempts to bridge the gap between airborne vision 
and quantitative estimations. Further, this paper discussed resolution issues in surveillance 
and terrain mapping applications and outlined benefits. Possible applications are introduced in 
this paper.  Their potential towards surveillance and terrain mapping were addressed.   
 
The investigations promoted in this paper show that a fish-eye lens has many benefits for 
specific applications.  However, it will be necessary to invest more time and effort into the 
understanding of the lens itself.  Fish-eye lenses are just another potential lens type to be used 
in UAV applications.  The benefits for these applications are enormous and can not be ig-
nored.  
 
The next steps of this research will lead towards the terrain mapping process.  Remote 
sensing application will be researched for potential applications in UAVs.  
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