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I. INTRODUCTION 
In a recent paper [l] we showed, among other things, how a fairly general 
control problem, or programming problem, with constraints can be reduced 
to a special type of Bolza problem in the calculus of variations. Necessary 
conditions for the Bolza problem were then translated into necessary con- 
ditions for optimal control. These conditions include the maximum principle 
of Pontryagin [2, 31 for this class of problems and some of the later results 
of Gamkrelidze [4]. Our results in [l] do not, however, apply to control 
problems with constraints on the state variables that do not explicitly involve 
the control variable. Such problems were treated by Gamkrelidze in [4], 
who modified the arguments in [2] to account for the additional constraints. 
In this memorandum we shall use the methods of [l] to study such problems, 
and we shall obtain the results of Gamkrelidze, with one exception, from 
relevant results in the calculus of variations. 
II. FORMULATION OF PROBLEM 
We assume that the reader is familiar with [I], and we shall use the nota- 
tion of [l]. Let 0 be a function of class C” on the region 9 of (t, x)-space 
such that the relation 19(t, x) = 0 defines a manifold 9* which divides 9 
into two regions. Let .% be that subset of 9 defined by the relation 
qt, x) 2 0. (2.1) 
We shall consider the control problem as formulated in [l] with g = 0, and 
with the added restriction that the curves K resulting from controls u in JZ~ 
must lie in 9. That is, we consider the following problem. 
PROBLEM I. Find an element u* in the class of admissible controls & 
that minimizes the functional 
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Here, the state of the system is determined by the system of differential 
equations 
x’ = G(t, x, u), x(&J = x0; 
the controls and the state of the system satisfy the constraints 
qt, x9 u) 2 0, q4 x) 20; 
and the right-hand end point (tl, x1) of the trajectory is a point of a p-dimen- 
sional manifold, 0 < p _< n. 
It will be clear from what follows and from [I] how one handles the case 
in which 9 is a closed region in 9 with piecewise smooth boundary, each 
piece of which is defined by a relation Bi(t, X) = 0. 
The assumption that g = 0 is made in order to simplify a certain portion 
of the argument below. No loss of generality will result, for the control 
problem of [I] is equivalent to a control problem in which g = 0 and the 
initial point lies on a line, as the following transformation shows. Let a new 
coordinate xn+i be introduced by means of the following differential equation 
and end conditions: 
dXn+l 
-&- =o, 
.;+I = d4 
M4 - to ’ 
xt+l free. 
Let the functional to be minimized be 
J(u) = 1:: (f + xn+y dt. 
In Problem I we assumed, as we did in [I], that the left-hand end point 
(to, x0) is fixed. If (to, x0) is constrained to lie on a p-dimensional manifold 
(1 I p I ?L) in (t, )- p x s ace, the analysis that follows requires the introduction 
of a transversality condition for the left-hand end point. We leave this to the 
reader. 
We cannot treat Problem I by simply adjoining the constraint (2.1) as an 
(I + 1)-st component to the constraint vector R(t, X, u) and then proceeding 
to use the analysis of [l]. The reason is that since 19 is independent of U, 
the constraint vector (R, t9) will not satisfy the constraint condition (2.2)- 
(ii) of [I] at any point of .G?*, the manifold defined by 0(t, X) = 0. The con- 
straint conditions for Problem I are the following, which are modifications of 
those in [l]: 
(i) If I > m, then at each point of Y = go x %, where 
go denotes the interior of $3, at most m components 
of R can vanish. If Y 2 m, then at each point of Y* := 
a* x @Y, at most (m - 1) components of R can vanish. 
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(ii) At each point of Y the matrix (a@/&@), where i ranges 
over those indices such that Ri(t, X, U) = 0, and 
j = 1, a-*, m, has maximum rank. At each point of Y*, 
if the m-dimensional row vector B,G, is adjoined to this 
matrix (where i now ranges from 1 to m - l), the 
resulting matrix has maximum rank. (2.2 
III. EQUIVALENT LAGRANGEPROBLEM 
Let rl be a scalar, and let 
(3.1) 
The function y(t, X, 7) is clearly C” on the region of (t, x, T)-space which 
is the Cartesian product of the T-axis and 9. If we let 
y’ = u, Y(to> = 0, 
then Problem I is readily seen to be equivalent to the following problem of 
Lagrange in (n + m + Y + 2)-dimensional (t, X, y, 5, T)-space. 
PROBLEM II. Find an arc (x(t), y(t), t(t), 7(t)) that minimizes 
s 
t, f(4 x, Y’) dt 
to 
in the class of arcs that are piecewise C” and that satisfy the differential 
equations 
G(t, x, y’) - x’ = 0, 
qt, GY’) - (c32 = 0, 
et + 4-x’ - yqrl’ = 0, (3.3) 
and also the end conditions 
x(t,) = x0, YOO) = 0, CYto) = 0, y(t,, x09 170) = 0, (3.4) 
t, = t&)7 Xl = %(U), Yk, x11 711) = 0, (3.5) 
t1 = t(tl), free, y1 = y(tl), free. 
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Note that the last equation in (3.3) and the end conditions imply that 
y(t, X, 7) = 0 along each arc. Hence, by (3.1), B 2 0 along each arc. 
Let us suppose that u* is an optimal control in ~2, and let K* be the cor- 
responding curve in (t, x)-space. Let K,* be the corresponding arc in 
(t, x,y, f, T)-space. Consider the following (n + r + 1) by (m + n + Y + 1) 
matrix along K,*: 
G,,-I 0 0 ‘I 
13’ ‘I 
O-228’ 0 
e,o -ya’ Ii 
(34 
where 25’ is an r x r diagonal matrix with entries 2(p)’ on the diagonal. 
The rank of (3.6) is clearly the same as the rank of the matrix 
G,>-I 0 0 
4, (3.7) 
t&G,, 0 0 - yq 
Since y = 0 along K,*, it follows from (3.1) that ys > 0 if 0 > 0, and that 
ys = 0 if 7 5 0. Hence, using the constraint conditions (2.2) and arguments 
similar to those used to determine the rank of (3.8) in [I], we see that the 
matrix (3.7) has rank (n + I + 1) at all points of Kf. Hence (3.6) has rank 
(n + r + 1). 
The above argument is not restricted to K,*; it shows that (3.6) has rank 
(n + r + 1) at all elements (t, x, y, t, q, x’, t’, 7’) of a curve for which (3.3) 
and the end condition (3.4) and (3.5) hold. 
If tr(u) and xi(u) define a p-dimensional terminal manifold for Problem I, 
then the right-hand end conditions for Problem II and the restriction that 
(ti, x1) is in a determine a p-dimensional terminal manifold in (t, X, q)-space 
for Problem II. We suppose that in a neighborhood of the right-hand end 
points of K,*, this manifold is given parametrically as follows: 
We note that 
t1 = w Xl = %(S), 71 = rll(4. 
Since u* is an optimal control, it is clear that Kc furnishes a minimum for 
Problem II. From this and from the preceding discussion it follows that the 
multiplier rule, the Weierstrass condition, and the Clebsch condition as given 
in Bliss [5] and extended by McShane [6] hold along KT. The function F 
in this instance is defined as follows: 
F = VW + $(G - 4 + P(R - (f’j2) + ~(8, + eex’ - Y,$). (3.9) 
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From the Euler equations 
the continuity of F,t and Fg, and the relations 
F,, = 0, F,,=O at (t1, Xl, d9 (3.10) 
which we obtain from the transversality condition, we deduce as we did 
in [l] that along K,*, 
F, = ip =o Ci P 3 i = 1, a**, r, 
F,) = $,,fv, + $G,. + pR1l) = 0. (3.11) 
From the Euler equation dF,lldt = F,, we find that between corners of K,*, 
V’Ytl = 0. (3.12) 
The Euler equation dF,l/dt = F, takes the form 
$ (- $ + 4J = A,fz + Wh + /.A + v(et, + L4. (3.13) 
If we make use of (3.10) in the remaining equations of the transversality 
condition, we get 
(F - x’F%, - q’F,s) t,, + F,,xxl, + F,qlh = 0. 
From (3.3) we obtain that x’ = G and that F = #afat (tl, xi, Q). Using these 
relations, Eq. (3.4), and the last equation in (3.3), we can rewrite the preceding 
equation as follows: 
Hence, using (3.8) we find that the transversality condition, in addition to 
yielding (3.10), gives 
(h,f + $4 t,, - #xls = 0. (3.14) 
Another necessary condition is the continuity along Kz of the expression 
If we take (3.3) and (3.10) into account, this expression may be rewritten as 
follows along K,*: 
Jlof + $G + vet. (3.15) 
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Using arguments similar to those used above and in [I], we may rewrite 
the Weierstrass condition in the following form: 
&J(f(t, x, Y’) -f(t, %Y’)) + Qv’ - x’) 2 0. (3.16) 
From the Clebsch condition we deduce, as we did in [I], that along K,*, 
p I 0, (3.17) 
and that 
4Mlf + #G + Paw) e z 0 (3.18) 
for all m-dimensional solution vectors e of the following linear systems: 
l?,pe = 0 at points that are interior to ~8’; 8,~ = 0 and 8,G,,e = 0 at points 
of KF that correspond to points of 9*. The vector J? is obtained from R 
by taking those components of R that vanish at the point. 
IV. AN INTERIOR SEGMENT 
We now consider the curve K* corresponding to the optimal control u*. 
We adopt Gamkrelidze’s definition [4] and say that the point (T, X(T)) of 
K* is a junction point if it belongs to K*, if t, < T < t, and if there exists a 
S > 0 such that either the segment of K* for which 7 - 8 < t < T, or the 
segment for which 7 < t < 7 + 6 (or both), lies in the interior of a’. We 
call T a junction time. We suppose that K* has a finite number of junction 
points. For definiteness, we suppose that if T is the largest junction time, then 
the portion of K* defined for r < t < t, is interior to ~8’. We denote this 
segment by K; and also use this notation for the corresponding segment 
of K,*. 
Since KS is interior to .A%?, it follows that 7 > 0. Hence from (3.1) we have 
3/v > 0, and so from (3.12) we get that between corners of KS, v is constant. 
Moreover, the end condition (3.14) places no restriction on v(t&. Since Y is 
constant between corners of K,*, equation (3.13) can be written as 
9’ = - Mofz + $Gtz + t&J. (4.1) 
Note that the differential equation (4.1) and the end conditions (3.14) are 
independent of the values assigned to v. Using this observation and the fact 
that the left-hand end point of K;” is fixed, we can see by examining the 
proof in [6] that we can always choose (#a, #, IL) # 0 at the right-hand end- 
point (ti, x1) of K;“. From the constraint condition (2.2)-(ii) and from (3.11) 
it follows that p is determined uniquely as a linear function of (#a, #) on the 
interval 7 < t < t,. Hence, on this interval, (4.1) can be written as a linear 
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differential equation in $, and so if (I,$,, #) = 0 at any point of KS, then 
(&,, #) = 0. Moreover, in this event CL = 0. Since @,, I& p) #0 at (ti, x1), 
we can therefore conclude that ($,,, 4) # 0 at every point of KS. 
Define 
W, x, u, A,, 4 = 4,f + X. (4.2) 
For 7 < t < t,, let 
4 = *o, h =$, (4.3) 
and take Y to be a constant on the entire interval T < t < t,. (K,* may have 
corners in this interval.) It follows from (4.1)-(4.3), (3.11), (3.14)-(3.18), and 
from the relation y’ = u, that Theorem 2 of [I] holds along KS. 
V. A BOUNDARY SEGMENT 
Let T’ be the largest of the junction times that are less than T. If there are 
none, take 7’ - t,. We next suppose that the segment of K* defined for 
7’ < t I; 7 lies entirely in a*. We denote this segment (and the correspond- 
ing segment of K;‘) by KB. * To simplify the exposition we’shall suppose 
that Kg has no corners and the same components of R vanish all along Kg. 
If the contrary holds, the argument requires trivial modifications, which we 
leave to the reader. 
Let 
d(t, x, u) = 4 + ‘W. 
Then along K& we clearly have 
(54 
+ =o. (5.2) 
on the interval 7’ < t 2 7, let 
Al = 94% x = l/G - vt?,. (5.3) 
If we substitute (5.3) into (3.13) an d use the definition of + given in (5.1) 
and the definition of H given in (4.2), we can rewrite (3.13) as 
la 
z = - (Ha + t& + 44. (5.4) 
If we substitute (5.3) into the second equation of (3.11) and replace y’ by u, 
vve can rewrite this equation as follows: 
3 H, +/.LR~ + vB,G,=O. (5.5) 
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Similarly, the substitution of (5.3) into the Weierstrass condition (3.16) 
leads to the relation 
H(t, x, Y’) - H(t, x, y’) + Ve,(x’ - x’) 2 0 
for all admissible (t, x, X’, Y’). Since the element (2, x, X’, Y’) is admissible, 
it satisfies the last equation of (3.3), and so 0,(X’ - x’) = fit - fJt = 0. 
Hence, setting u = y’, we can rewrite (3.16) as 
fqt, x, u) 2 H(t, x, u*> (5.6) 
along Kg for all admissible u such that +(t, x, u) = 0. 
Finally, equation (3.18) of the Clebsch condition becomes 
e((H + p-cR + 4$&J e 2 0. (5.7) 
From the necessary conditions for Problem II, it follows that there exists a 
constant A,, 2 0 and functions (A, ~1, V) such that (5.4)-(5.7) hold along KS. 
From the constraint condition (2.2)-(ii), it follows that we may solve (5.5) 
uniquely for (p, V) as linear functions of (A,, A). Substitution of this solution 
into (5.4) yields a system of linear differential equations for A. Hence if 
(A,, A) is determined at a point of KS, then the solution A of (5.4) and the 
functions (,u, u) are uniquely determined along KS. 
From the Weierstrass-Erdmann corner condition for Problem II, we see 
that 
F,, = - t,b + vB, (5.8) 
is continuous at the junction point (7, X(T)). Thus, if we denote functions 
along KS by a subscript A and functions along Ki by a subscript B, then at 
(T, X(T)) we have 
- $2 + v;f& = - 4; + vie,. (5.9) 
Using (4.3) and (5.3), this can be rewritten as 
x;; = y - vt;e,, 
This relation and the relation 
vi arbitrary. (5.10) 
&B = b4 = h, (5.11) 
which follows from (4.3), (5.3), and the constancy of #,,, therefore serve to 
determine (A,,, A, p, V) uniquely along Kg. 
From the continuity of (3.15), and from (4.3), (5.3), and (5.2), we readily 
find that at the junction point (7, X(T)), 
H- = H+ + vAet. (5.12) 
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With the help of (5.10) and (5.2), this can be rewritten as follows: 
h,(f- -f+) + h+(G- - G+) = 0, 
h,(f- -f+) + A-(G- - G+) = u;(O,G+ + 0,). (5.13) 
It is readily verified that the vector 
(h hB, EBB, uB) = (0, @z,o, - f'), (5.14) 
where p is any real constant, satisfies (5.4) and (5.5) along any curve K 
obtained from an admissible control and lying in 9?*. Substitution of (5.14) 
into the relation (5.6) reduces (5.6) to the identity pet = pet along any such 
curve. From (5.5) and the constraint condition (2.2)-(ii) it follows that (5.14) 
is the unique solution of (5.4)-(5.6) with A, = 0, X = pB$, p arbitrary. It is 
immediate from (5.3) that for Problem II, 
(h $JB, PB, UBB) = (0, 0, 0, - P), p arbitrary, (5.15) 
is the unique vector corresponding to (5.14). The vector (5.15) reduces the 
Euler equations (3.13) and (3.11), and the Weierstrass condition (3.16) to 
identities for all admissible curves lying in B*. We shall refer to (5.14) or 
(5.15) as a trivial multiplier vector. Note that since p is arbitrary, the zero 
vector is included. 
If we have 
A,+ =o, hi = ke,, k #O, (5.16) 
at (T, X(T)), for every set of multipliers (A,,, AA, r;4, YJ such that Eqs. (5.4)- 
(5.7) hold along KS, then it follows from (5.10) and the discussion of the 
preceding paragraph that along the segment Ki we obtain the trivial multi- 
pliers (5.14). To avoid this, we proceed as follows. We consider a Problem I’, 
which we define as Problem I with fixed initial point (T’, x(7’)) and fixed 
terminal point (7, X(T)). It is clear that the segment KS must furnish a relative 
minimum for Problem I’. For, if some other curve K’ furnished a minimum, 
then we could replace the segment Kg of K* by K’ and thereby contradict 
the minimality of K*. Since the Lagrange problem corresponding to Pro- 
blem I’ has fixed end points, it can be seen from the proof in [6] of the 
necessary conditions that we may take (&,, #(T2)) # 0. Hence there exist 
nontrivial multipliers (h, *, CL, ) Y such that (5.4)-(5.7) hold along Kg, even 
if (5.16) holds. In this event, however, (5.10)-(5.13) are no longer valid. 
The following theorem is a consequence of the preceding discussion. 
THEOREM 1. On the interval [T’, T] there exists a constant A,, 2 0 and a 
continuous n-dimensional vector A(t) such that (A,, A) # (0, pBz), p arbitrary; 
BOUNDED STATEVARIABLE 497 
an r-dimensional vector p(t) I 0, continuous except perhaps at values of t 
corresponding to corners of Kz; and a function v(t) with the same continuity 
properties as p, such that along K& (5.4)-(5.7) hold. 
At the junction point (7, X(T)), either (5.16) holds for every (A,, A;), OY 
the jump conditions (5.10) and (5.12) (and hence (5.11)) hold. 
REMARK 1. This result was obtained by Gamkrelidze [4], who used 
different arguments. He also presents a result that in our notation reads 
dvldt 2 0 along KS. 
REMARK 2. In Section IV we assumed that the segment K2 was interior 
to g. If we had assumed that the segment K2 was in 9*, then we would 
still conclude that, except for the jump conditions, Theorem 1 holds along 
K2. This follows from the arguments used to establish the theorem and the 
observation that the transversality condition (3.14) places no restriction 
on v(tJ. 
VI. CONCLUSION 
If 7’ > t,, let us suppose that T” is the largest junction time that is less 
than 7’; if there is no such junction time, take T” = t,. The segment of K* 
defined for 7” < t < r’ then lies entirely within a. We denote this segment 
by K,$. On this segment we define ($, X) by means of (4.3), and apply the 
analysis of Section IV, except for the determination of initial data for (4.1). 
We now use the continuity of (5.8) at the junction point to determine &,c 
and A&T”), where the subscript C refers to functions along K$. Since we 
have (h,, hi) # (0, PO,), it follows that at (T”, x(7”)), the following jump 
condition holds: 
A, = A;: + v,e, # 0, vC arbitrary. 
Hence the conclusions of Theorem 2 of [l] hold along K$. 
Let us now suppose that K& instead of lying on the boundary as assumed 
in Section V, is an interior segment. The point (T, x(T)), however, is still 
assumed to be a junction-point. Along Ki we now define (/\on, &J by (4.3), 
and we apply the analysis of Section IV, except for the determination of the 
initial data for (bB, &J. To determine hOB and A,(T) we use the continuity of 
15.8) and get 
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Since we are free in our choice of v;, we get 
(6.1) 
Hence Theorem 2 of [l] holds along I-$,. 
Note that in obtaining (6.1), we did not make use of the special fact that v$ 
is arbitrary because the segment KS terminates at (tr, x1). Moreover, we can 
choose v;; so that k 2 0. 
We summarize the principal results of this paper in the following theorem. 
THEOREM 2. Let u* E & be an optimal control, and let K* be the corres- 
ponding curve. Then there exists a constant h, > 0, an n-dimensional vector x(t), 
an r-dimensional vector p(t) < 0, and a function v(t) such that the following 
hold: Along a segment of K* whose end points are junction points and that is in 
the interior of 9, except for the end-points, Theorem 2 of 111 holds. Along a 
segment whose end-points are junction points and that lies in &V, Theorem I of 
this paper holds. If h, = 0, then at a junction point either 
A- + RB, = 0, k # 0, (6.2) 
or 
A+ = A- + k8, # 0. (6.3) 
If X, # 0, then at a junction point (6.3) holds. At a junction point between two 
interior segments, we may take k so that (6.2) does not occur, and k 2 0 in (6.3). 
ff (6.3) holds, then the following also holds: 
H+ = H- - KC?,. (6.4) 
From this theorem, several observations can be made. Since these are given 
by Gamkrelidze [4], there is no need to repeat them here. 
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