It is shown that for any fixed i > 0, the Σi+1-fragment of Presburger arithmetic, i.e., its restriction to i + 1 quantifier alternations beginning with an existential quantifier, is complete for Σ EXP i , the i-th level of the weak EXP hierarchy, an analogue to the polynomialtime hierarchy residing between NEXP and EXPSPACE. This result completes the computational complexity landscape for Presburger arithmetic, a line of research which dates back to the seminal work by Fischer & Rabin in 1974. Moreover, we apply some of the techniques developed in the proof of the lower bound in order to establish bounds on sets of naturals definable in the Σ1-fragment of Presburger arithmetic: given a Σ1-formula Φ(x), it is shown that the set of non-negative solutions is an ultimately periodic set whose period is at most doubly-exponential and that this bound is tight.
Introduction
Presburger arithmetic is the first-order theory of the structure N, 0, 1, +, < . This theory was shown to be decidable by Presburger in his seminal paper in 1929 by providing a quantifierelimination procedure [31] . Presburger arithmetic is central to a vast number of different areas in computer science and is often employed as a tool for showing decidability and complexity results.
The central decision problem for Presburger arithmetic is validity, i.e., to decide whether a given sentence is true with respect to the standard interpretation in arithmetic. The two most prominent ways to decide validity are either quantifier-elimination based [8] or automata based [9, 23, 40] . Any decision procedure for Presburger arithmetic is inherently tied to the computational complexity of Pres-In terms of the usual time and space measures, this settles Presburger arithmetic between 2-NEXP and 2-EXPSPACE. Despite these high computational costs, on the positive side when looking at fragments Presburger arithmetic becomes more manageable. There are two dimensions in which we can constraint formulas in order to obtain fragments of Presburger arithmetic: the number of quantifier alternations and the number of variables in each quantifier block. For i, j ∈ N ∪ { * }, let PA(i,j) denote the set of formulas of the Σi-fragment of Presburger arithmetic 1 such that at most j different variables occur in each quantifier block, where " * " is used as a wildcard for an unbounded number. Hence, Proposition 1 characterises the computational complexity of PA( * , * ) with n being the number of symbols required to write down the formula. Subsequently, PA and PA(i) abbreviate PA( * , * ) and PA(i, * ), respectively.
One of the most prominent fragments of Presburger arithmetic is its existential or quantifier-free fragment, which is computationally not more expensive than standard Boolean satisfiability.
Proposition 2 (Scarpellini [33] , Borosh & Treybing [5] ). For any fixed j ∈ N, PA(1,j) is in P [33] . PA (1) is NP-complete [5] .
Due to its comparably low computational complexity, quantifierfree Presburger arithmetic is the fragment that is most commonly found in application areas which aim at a practical impact. The existential fragment of Presburger arithmetic can even be extended with a full divisibility predicate while retaining decidability [25, 26] .
Another subclass of Presburger arithmetic which has extensively been studied is obtained by allowing for an arbitrary but fixed number of quantifier alternations.
Proposition 3 (Grädel [17] , Schöning [34] , Reddy & Loveland [32] ). For any fixed i > 0 and j > 2, PA(i + 1,j) is Σ P icomplete 2 [17, 34] . PA(i) is in STA( * , 2 n O(i) , i) [32] .
Thus, when fixing the number of quantifier alternations, the complexity of Presburger arithmetic decreases roughly by one exponent, and when additionally fixing the number of variables, we obtain every level of the polynomial-time hierarchy. Notice that there is an obvious gap: a completeness result for Presburger arithmetic with a fixed number of quantifier alternations and an arbitrary number of variables in each quantifier block is missing.
The study of lower bounds for PA(i) goes back to the work of Fürer [13] , who showed a NEXP lower bound for some fixed i > 1. Later, Grädel showed NEXP-hardness and EXPSPACE membership of PA (2) , but tight lower and upper bounds for the whole class of PA(i) formulas have not yet been established. The purpose of the first part of this paper is to close this gap and establish the following theorem. Here, Σ EXP i denotes the i-th level of the weak EXP hierarchy [19] , an analogue to the polynomial-time hierarchy [36] residing between NEXP and EXPSPACE; a formal definition will be provided in Section 2.4. Equivalently, we obtain that PA(i + 1) is complete for STA( * , 2 n O(i)
, i). Determining the precise complexity of the Σi-fragment of Presburger arithmetic for a fixed i has been listed as a problem that "deserves to be investigated" by Compton & Henson [7, Prob. 10.14] . However, as pointed out in [7] , their generic methods for proving lower bounds do not seem to be applicable to this fragment, and our hardness result is based on rather specific properties of, for instance, distributions of prime numbers.
The second part of the paper diverts from the first part and focuses on the Σ1-fragment of Presburger arithmetic. More specifically, we consider sets of naturals definable by formulas in the Σ1-fragment of Presburger arithmetic open in one variable. Given a Σ1-formula Φ(x), denote by Φ(x) the set of those a ∈ N such that replacing x with a in Φ(x) is valid. It is well-known that Φ(x) is an ultimately periodic set, see e.g. [4] . A set N ⊆ N is ultimately periodic if there exists a threshold t ∈ N, a base B ⊆ {0, . . . t − 1}, a period p ∈ N, and a set of residue classes R ⊆ {0, . . . p − 1} such that N = U (t, p, B, R) with
Given a Σ1-formula Φ(x), by applying some insights from the first part, we can establish a doubly-exponential upper bound on the period of the ultimately periodic set equivalent to Φ(x) and show that this bound is tight, which is captured by the second main theorem of this paper. Theorem 2. There exists a family of Σ1-formulas of Presburger arithmetic (Φn(x))n>0 such that each Φn(x) is a PA(1,O(n)) formula with |Φn(x)| ∈ O(n 2 ) and Φn(x) is an ultimately periodic set with period pn ∈ 2 2 Ω(n)
. Moreover for any Σ1-formula Φ(x), we have Φ(x) = U (t, p, B, R) such that t ∈ 2 poly(|Φ(x)|) and p ∈ 2 2 poly(|Φ(x)|) .
The most interesting part about this theorem is the doublyexponential lower bound of the period of ultimately periodic sets definable by PA(1) formulas. Establishing bounds on constants of ultimately periodic sets naturally occurs when analysing the computational complexity of decision problems for infinite-state systems [15] or in formal language theory [20] . For instance, analysing such bounds has been crucial in order to obtain optimal complexity results for model-checking problems of a class of onecounter automata in [15] . In more detail, in [15] it has been shown that the set of non-negative weights of paths between two nodes in a weighted graph is ultimately periodic with a period that is at most singly-exponential bounded. A result by Seidl et al. [35] on Parikh images of non-deterministic finite-state automata implicitly states that those ultimately periodic sets are definable in the Σ1-fragment of Presburger arithmetic. It would thus be desirable to establish a generic upper bound for ultimately periodic sets definable in PA(1) yielding the same optimal bounds. In this context, Theorem 2 provides a negative result in that it shows that a general bound on ultimately periodic sets definable in PA(1) cannot yield the optimal bounds required for natural concrete ultimately periodic sets like those considered in [15] .
This paper is structured as follows. In Section 2 we provide most of the formal definitions required in this paper; however the reader is expected to have some level of familiarity with standard notions and concepts from linear algebra, integer programming, first-order logic and computational complexity. Even though we provide a slightly more elaborated account on succinct encodings via Boolean circuits, it will be beneficial to the reader to be familiar with Chapters 8 and 20 in Papadimitriou's book on computational complexity [28] . Section 3 is then going to establish the lower and upper bounds of Theorem 1, and Theorem 2 is shown in Section 4. The paper concludes in Section 5. Subsequent to the bibliography, a proof of a technical characterisation of the weak EXP hierarchy is outlined in the appendix for the sake of completeness.
Preliminaries

General notation
By Z and N we denote the set of integers and natural numbers, respectively. We will usually use a, b, c for numbers in Z and N. = {mn : m ∈ M, n ∈ N }. Moreover, we will use standard notation for integer intervals and, e.g., for a ≤ b ∈ N denote by [a, b) the set {a, . . . b−1}. For vectors a = (a1, . . . , an) ∈ Z n , we will denote by a the norm of a, which is the maximum absolute value of all components of a, i.e., a def = max{|ai|} 1≤i≤n . For m × n integer matrices A, A denotes the maximum absolute value of all components of A. Finally, given a set M ⊆ Z n , we denote by M the maximum of the norm of all elements of M . All functions in this paper are assumed to map non-negative integers to non-negative integers. Unless stated otherwise, we assume all integers in this paper to be encoded in binary, i.e., the size or length to write down a ∈ Z is O(log|a|).
Presburger Arithmetic
Usually, x, y, z will denote first-order variables, and x, y, z vectors or tuples of first-order variables. Let x = (x1, . . . , xn) be an n-tuple of first-order variables. In this paper, formulas of Presburger arithmetic are standard first-order formulas over the structure N, 0, 1, +, < obtained from atomic expressions of the form p(x) < b, where p(x) is a linear multivariate polynomial with integer coefficients and absolute term zero, and b ∈ Z. If the dimension of x is clear from the context, for brevity we will often omit stating it explicitly. Let a = (a1, . . . , an) ∈ N n and Φ(x) be open in the first-order variables x, we denote by Φ(a/x) the closed formula obtained from replacing every occurrence of xi in Φ(x) with ai. By Φ(x) we denote the set {a ∈ N n : Φ(a/x) is valid}. The size |Φ| of a formula of Presburger arithmetic is defined as the number of symbols required to write it down, and the norm Φ is the largest absolute value of all constants occurring in Φ.
Remark. For notational convenience, when stating concrete formulas we will permit ourselves to use atomic formulas p(x) < q(x) for linear polynomials p(x), q(x). Moreover, all results on the complexity of validity of formulas of Presburger arithmetic carry over if we assume unary encoding of numbers, since binary encoding of numbers can be "simulated" by the introduction of additional first-order variables and repeated multiplication by two, causing only a sub-quadratic blowup in the formula size. In addition, an equality predicate "=" can be expressed in terms of < causing a linear blowup, since x = y ↔ x < y + 1 ∧ y < x + 1. Likewise, x > y and x < y < z abbreviate y < x and x < y ∧ y < z, respectively.
Semi-Linear Sets and Systems of Linear Diophantine Inequalities
A central result due to Ginsburg and Spanier states that the sets of natural numbers definable by a formula of Presburger arithmetic open in n variables are the n-dimensional semi-linear sets [14] , which we just call semi-linear sets if the dimension is clear from the context. A semi-linear set is a finite union of linear sets. The latter are defined in terms of a base vector b ∈ N n and a finite set of period vectors P = {p1, . . . p k } ⊆ N n , and define the set
Let A be an m × n integer matrix and c ∈ Z m . A system of linear Diophantine inequalities is given as S : Ax ≥ c. The size |S| of S is the number of symbols required to write down S assuming binary encoding of numbers. The set of positive solutions of S is denoted by S ⊆ N n and is the set of all n-tuples such that the inequalities in every row of S hold.
The following proposition is due to Frank & Tardos and establishes a strongly polynomial-time algorithm for the feasibility problem of a system of linear Diophantine inequalities in a fixed dimension, i.e., deciding whether S = ∅. [12] ). Let S : Ax ≥ c be a system of linear Diophantine inequalities such that A is an m × n matrix. Then feasibility of S can be decided using n 2.5n+o(n) |S| arithmetic operations and space polynomial in |S|.
Proposition 4 (Frank & Tardos
When we are interested in representing the set of all solutions of S, we will employ the following proposition, which provides bounds on the semi-linear representation of S and is a consequence of Corollary 1 in [30] .
Proposition 5 (Pottier [30] ). Let S : Ax ≥ c be a system of linear Diophantine inequalities such that A is an m × n matrix. Then S = i∈I L(bi; Pi) such that for all i ∈ I, bi , Pi ≤ (n A + c + 2) m+n .
Time Hierarchies
Let us recall the definitions of the polynomial-time hierarchy PH [36] and the weak EXP hierarchy EXPH [19] in terms of oracle complexity classes. As usual,
The aforementioned time hierarchies are now defined as
For our lower bounds, we will rely on the following equivalent
and R(w, w1, . . . , wi) can be decided in deterministic polynomial time.
Despite being in the spirit of an elementary result on computational complexity, the author was unable to find a formal proof of Lemma 1 in the standard literature. It is somewhat stated informally without a proof in [19] . In order to keep this paper self-contained and for the reader's convenience, a proof sketch of Lemma 1 based on a proof of an analogue characterisation of the polynomial-time hierarchy given in [2] is provided in the appendix.
Boolean Circuits
A standard approach to raise the complexity of a problem known to be complete for a complexity class by one exponent is to succinctly represent the input, see e.g. [16, 29] . A well-known concept is to represent the input by Boolean circuits. In this paper, for technical convenience we adapt the definition provided in [16] .
, where f (i) = (t, j, k) iff the gate with index i is of type t, i.e., an and, or, not, input or constant gate, respectively, and j, k < i are inputs of the gate, unless t = ∼ in which case we require j = k.
We identify each gate of C with an index from [r], and by convention the first n ≤ r gates are input-gates, and the r-th gate, i.e., the gate with index r − 1, is treated as the output gate of C. Moreover for technical convenience, we sometimes identify the various types of the gates by natural numbers ordered as in Definition 1, i.e., & is identified as 0, as 1, etc. By using constant gates as gates with constant value 1, an input w ∈ {0, 1} n to C induces a unique evaluation mapping ew : [r] → {0, 1} defined in the obvious way, and C evaluates to true (false) on input w if ew(r − 1) = 1 (ew(r − 1) = 0). For brevity, we define
For the remainder of this section, we will briefly recall and elaborate on some results and concepts about circuits and succinct encodings from Papadimitriou's book [28] on computational complexity. Given a circuit C and an input w ∈ {0, 1} n for some n ≥ 0, it is well-known that determining C(w) is P-complete [28, Thm. 8.1]. In [28] , the proof of P-hardness is established by showing that the computation table of a polynomial-time Turing machine can be encoded as a Boolean circuit. For an f (n)-time-bounded Turing machine M , a computation table is an f (n)×f (n) grid of cells Ti,j from an alphabet that allows for uniquely encoding configurations of
Graphical illustration of a computation table of a timebounded Turing machine M . For example, here we have T2,2 = 0q 2 . The control state and the head position of M is indicated by tape symbols with some qi as subscript. The four gray-shaded cells illustrate that successive cells only depend on three preceding cells.
M such that the configuration of M in step i while running on w is encoded in the i-th row. Figure 1 graphically illustrates the concept of a computation table, where 0 and 1 are alphabet symbols of M , and and are left delimiters and blank symbols, respectively. The crucial fact for encoding computation tables as Boolean circuits is that for i, j > 1, the symbol at Ti,j only depends on a fixed number of cells, namely Ti−1,j−1, Ti−1,j and Ti−1,j+1, illustrated by the gray-shaded cells in Figure 1 . It is then clear that the alphabet of a computation table can be encoded into a binary alphabet of truth values, and that a constant basic circuit can be constructed from M which ensures that the values of the cells are correctly propagated along the y-axis. It then follows that M accepts w iff there exists a computation table ending in an accepting state iff the circuit encoding this computation table evaluates to true. In the next section, for our lower bound we will apply Lemma 1, which entails deciding (w, w1, . . . , wi) ∈ R, where the wj are of size exponential in n = |w|. Let Mw be a polynomial-time Turing machine deciding R for a fixed w. The w1, . . . wj will implicitly be coded into natural numbers, so it will not be possible to construct a Boolean circuit Cw upfront that can evaluate Mw on the input w1, . . . wj of exponential size, since we are required to establish a polynomial-time reduction. Instead, we will succinctly encode Cw via another Boolean circuit Dw. More precisely, Cw is encoded via Dw as follows: Dw has 3r(n) + 3 input gates for some fixed polynomial r depending on Mw such that for i, j, k ∈ [2 r(n) ] and t ∈ [5] , Dw(t, i, j, k) = 1 iff the defining function f of Cw gives f (i) = (t, j, k), i.e., that the gate with index i of Cw is of type t and has input gates with index j and k. In particular, Dw and henceforth Cw only depend on w and M , and are independent of w1, . . . wi. Note that we can view an assignment of truth values to the gates of Cw as a string of length 2 r(n) .
More generally, it is known that if C with no input gates is succinctly given by some circuit D, determining whether C evaluates to true is EXP-complete [28, Thm. 20.2 & Cor. 2]. The idea underlying the hardness proof is a straight-forward generalisation of the approach outlined in the paragraph above. The circuit C encodes the computation table of an EXP Turing machine M . Since the indices of the gates of C can be represented in binary, via D we can encode C by implicitly encoding an exponential number of the constant basic circuit ensuring proper propagation between consecutive cells. This approach can now be adapted for our purpose, i.e., to evaluate a polynomial-time Turing machine on an input of exponential size. The major challenge is to transfer input to the succinctly encoded circuit on-the-fly.
Referring to Lemma 1 and given Mw as above, we can construct in logarithmic space a Boolean circuit Dw encoding Cw such that the input (w1, . . . , wi) to Cw is obtained from the first i2 q(n) gates, and Cw encodes a computation table of Mw on this input. Figure 2 illustrates how this can be realised. Each box in Figure 2 is a gate, and a cell of the computation table of Mw while being executed on (w1, . . . , wn) is encoded into the dashed boxes, or more specifically, into the three framed gray-shaded boxes on the bottom of the dashed boxes. Here, we assume that three bits are sufficient to represent the alphabet of the computation table of Mw, and that q 0 is encoded as 111. Consequently, the gates with index (3, 4), (3, 5) and (3, 6) , representing the cell T1,1 of the computation table of Mw, are gates with constant value one, as indicated in Figure 2 . Now we want the values of the cells T1,2, T1,3, etc. of the computation table of Mw to be equivalent to w1 · · · wn, which are represented by the gates with indices (0, 0), . . . (0, i2 q(n) ). The gates in Dw corresponding to T1,2 and T1,3 have indices (3, 15) , (3, 16) , (3, 17) and (3, 26) , (3, 27) , (3, 28) , respectively. Those gates have the gates (0, 0) and (0, 1) as their inputs, respectively. Suppose that in our encoding 1 is represented as 101 and 0 as 010, the sequence of , ∼ and gates ensures that 1 is mapped to 101 and 0 to 010. Consequently, the gates (3, 15) , (3, 16) , (3, 17) can correctly transfer the alphabet symbols {0, 1} of Mw into the internal representation of the computation table, and in particular copy the first symbol of the input string w1 · · · wi into the internal representation of the computation table. In the example in Figure 2 , the gates with index (3, 15) , (3, 16) , (3, 17) would output 1, 0 and 1, respectively, since the gate (0, 0) has value 1 which corresponds to the first symbol of the input string w1. As stated before, in our reduction this value is provided on-the-fly. The rest of the reduction follows standard arguments. Each dashed box contains circuits T1, T2 and T3 which compute the consecutive cell of the simulated computation table of Mw, i.e., the values of the three gates representing this cell. The dashed boxes on the left use different circuits U1, U2 and U3 since they do not have a left neighbor. All unused gates can assumed to be dummy gates, i.e. gates with constant value 1, as indicated in Figure 2 . It follows that Mw accepts (w1, . . . , wi) iff Cw evaluates to true on the input provided, i.e., the value of the gate with the highest index of Cw is equal to 1.
In order to encode Cw succinctly, it is clear that due to the regular structure of Cw, the type and input gates to any gate can be computed from a given index of a gate by a polynomial-time algorithm. The circuit Dw can now be taken as the circuit corresponding to this algorithm.
Completeness of the Σ i+1 -Fragment of
Presburger Arithmetic for Σ EXP i In this section, we show that PA(i + 1) is Σ EXP i -complete for every fixed i > 0. We begin with the lower bound and first note that it is not possible to adapt Berman's hardness proof [3] in order to get the desired result, since it relies on a trick by Fischer & Rabin [11] in order to perform arithmetic operations on a bounded interval over large numbers which linearly increases the number of quantifier alternations. Instead, we will partly adapt concepts and ideas introduced by Grädel in his hardness proof for PA(2) in [18] and Gottlob, Leone & Veith in [16] . Roughly speaking, we aim for "implementing" Lemma 1 via a PA(i + 1) formula, which will entail encoding bit strings of exponential size into natural numbers and evaluating Boolean circuits in Presburger arithmetic on-thefly. The upper bound does not follow immediately and requires combining solution intervals established by Weispfenning in [38] with Proposition 4.
Lower Bounds
The goal of this section is to prove the following proposition. ing R from Lemma 1, and let Mw be such a Turing machine deciding R for a fixed input w ∈ {0, 1} n , which can be computed from M in logarithmic space. The bit strings w1 to wi from Lemma 1 constituting the input to Mw are represented in our reduction via natural numbers assigned to first-order variables x = (x1, . . . , xi). The precise encoding of a wj via xj is discussed below. For now, it is only important to mention that not every natural number encodes a bit string. Let us focus on the high-level structure of ΦL,w:
Unsurprisingly, the alternation of quantifiers in Lemma 1 is reflected by the alternation of quantifiers in (1), so Qi = ∃ if i is odd and Qi = ∀ if i is even. The formula Ψ valid,r(n) (xi) is a Π1-formula, and ΨM w (x1, . . . , xi) is a formula in the Boolean closure of Σ1 if i is odd and a Σ1-formula if i is even. The first conjunct ensures that the existentially quantified variables represent encodings of bit strings and the second conjunct that, under the additional assumption that the universally quantified variables encode valid bit strings as well, Mw accepts the bit strings encoded in x1, . . . , xi. For the given w ∈ {0, 1} n , those formulas are concrete instances of a family of formulas, and r(n) is an index in this family for some polynomial r(n) which dominates q(n) in Lemma 1 and is made more precise at a later stage. Consequently, for a fixed i > 0, we have that ΦL,w is a PA(i + 1) formula.
In our reduction, we have to take extra care to prevent the "accidental" introduction of quantifier alternations. In general when providing formulas, we adapt Grädel's approach in [18] and provide neutral formulas, which are open polynomially equivalent Σ1and Π1-formulas. This ensures that, for instance, we do not have to care about whether we could possibly introduce a new quantifier alternation if a formula is used on the left-hand side of an implication. When providing a neutral Σ1-formula Φ(x) = ∃y.ϕ(x, y), we will denote byΦ(x) = ∀y.φ(x, y) its neutral equivalent Π1 counterpart. For the sake of consistent naming, whenever Φ(x) occurs as a subformula in some other formula, we implicitly assume that it is appropriately replaced such that the resulting formula is either a Σ1or a Π1-formula, depending on the context. Likewise, if for instance Φ(x) occurs as a negated subformula in a formula that is supposed to be existentially quantified, we assume that this subformula is implicitly replaced by ∃x.¬(φ(x, y)), and ¬(φ(x, y)) is treated in the same way if it is not yet quantifier-free. In this way, we can always make sure to result in Σ1or Π1-formulas.
We now turn towards the details of our reduction and begin with discussing the encoding of bit strings as natural numbers we use subsequently. The encoding we use is due to Grädel [18] . In his NEXP lower bound for PA(2) he exploits a result due to Ingham [6, 22] that for any sufficiently large 3 i ∈ N there is at least one prime in the interval [i 3 , (i + 1) 3 ). Given a bit string w = b1 · · · bn ∈ {0, 1} n , a natural number a ∈ N encodes w if for all 1 ≤ i ≤ n and for all primes p ∈ [i 3 , (i + 1) 3 ) : a ≡ bi mod p.
The existence of such an a is then guaranteed by the Chinese remainder theorem. Given a fixed n > 0, we call a ∈ N a valid encoding if for every 1 ≤ i ≤ n, either a ≡ 0 mod p or a ≡ 1 mod p for all prime numbers p ∈ [i 3 , (i + 1) 3 ).
In order to enable the extraction of bits of bit strings encoded as naturals, we show how to check for divisibility with a natural number whose number of bits is fixed. Next, we show how to evaluate a Boolean circuit in Presburger arithmetic. This serves two purposes: first, it allows for deciding if a given number lies in an interval [i 3 , (i + 3) 3 ) and for testing whether a given number is a prime due to the AKS primality test [1] . Second, it allows for simulating Mw discussed above on an input of exponential size using its succinct encoding via a circuit as discussed in Section 2.5. Putting everything together eventually yields the desired reduction.
We begin with a family of quantifier-free formulas Φ bin,n (x, x) such that given b ∈ {0, 1} n and b ∈ N, Φ bin,n (b, b) holds if b is the binary representation of b. Consequently, this formula implicitly constraints b such that b ∈ [2 n ]:
Next, we provide a family of neutral formulas Φ mod,n (x, y) such that for a, b with b ∈ [2 n ], Φ mod,n (a, b) holds iff a ≡ 0 mod b. Essentially, Φ mod,n (x, y) realises a formula for bounded multiplication. In contrast to a formula with the same purpose given in [18] , it 3 Cheng [6] provides explicit bounds on Ingham's result [22] and shows that this statement holds for all i ∈ N such that i > 2 2 15 . As in [18] , for brevity we will use Ingham's result as if it were true for all i > 0. It will be clear that we could add Cheng's offset to all numbers involved, causing a constant blowup only.
is not recursively defined and of size O(n) as opposed to O(n log n) when binary encoding of numbers is assumed. The latter fact will be useful in Section 4. The underlying idea of the subsequent definitions is that if the binary expansion of b is b = i∈[n] 2 i bi and bk = a for some k ≥ 0 then a can be written as a = i∈[n] 2 i ai with ai = kbi:
We now turn towards evaluating Boolean circuits with suitable formulas in Presburger arithmetic. The subsequent formulas for evaluating a circuit C with n input and r gates in total are essentially an adaption of a construction given by Gottlob, Leone & Veith in [16] . It is easily checked that for a ∈ [2 n ], ΦC(a) holds iff C(a) = 1. In ΦC, the input to C is encoded via a dimension n vector of first-order variables x and the Boolean assignment to the gates via a dimension r vector of first-order variables y, which are implicitly assumed to range over {0, 1}. First, we provide a formula ensuring that the structure of the gates of C is correctly encoded in y:
Next, the formula ΦC(x) defined below now enables us to determine whether C accepts a given input encoded into the first-order variable x: 
We now show how a predicate determining whether a given number a ∈ N is a prime number in the interval [b 3 , (b + 1) 3 ) for some b > 0 representable by n bits can be realised. It is easily verified that any number in this interval can be represented by at most m = 3(n + 1) bits. Moreover as discussed above, both conditions can be decided in polynomial time. Therefore we can construct in logarithmic space a Boolean circuit Cprime,n with m + n input gates implementing this predicate [28, Thm. 2 i yi → ΦC prime,n (z). (8) The first line of Φprime,n(x, y) converts x and y into their binary representation. Next, the second line first concatenates these bit representations via the additional variable z by appropriately shifting the value of y by m bits, and finally z is passed to Cprime,n. Consequently, we have that Φprime,n(a, b) holds iff a is prime and
We are now in a position in which we can define a family of Π1-formulas Ψ valid,n (x) used in (1) that allow for testing whether some a ∈ N represents a valid respectively invalid encoding of a bit string of length 2 n . For valid encodings, we wish to make sure that all primes in every relevant interval [b 3 , (b + 1) 3 ) have uniform residue classes in a for all 1 ≤ b ≤ 2 n , i.e., for any two primes p1, p2 ∈ [b 3 , (b + 1) 3 ) we either have a ≡ 0 mod p1 and a ≡ 0 mod p2, or a − 1 ≡ 0 mod p1 and a − 1 ≡ 0 mod p2. Let m be as above, 1, p2) ) .
In order to complete our hardness proof for Σ EXP i for a subsequently fixed i > 0 via its characterisation in Lemma 1 and ΦL,w in (1), we will now define the remaining Π1-formula ΨM w (x1, . . . , xi) for a given w ∈ {0, 1} n . Let Cw be the Boolean circuit succinctly encoded by a Boolean circuit Dw(t, y, z1, z2) deciding Mw on an input of length 2 q(n) i such that Cw consists of 2 r(n) gates for some polynomial r : N → N. Recall that we can view an assignment of truth values to the gates of the succinctly encoded circuit Cw as a bit string, or sequence of bit strings, of appropriate length. In the following let a = (a1, . . . , ai) ∈ N i be a valuation, for any 1 ≤ j < i each aj will be used to encode the values of the input gates with index 2 q(n) (j −1) up to 2 q(n) j −1 of Cw, and ai will encode the values of the gates with index 2 q(n) (i − 1) up to the gate with index 2 r(n) − 1 of Cw. So in particular the internal gates of Cw are encoded in ai.
In order to extract encodings of bit strings from natural numbers, as a first step we provide neutral formulas ΦC w ,0(x, y) and ΦC w ,0(x, y) which assume x to be a valid encoding. These formulas enable us to test whether a bit of a bit string whose index is given by y is encoded to be zero in x. Formally, for a valid encoding a ∈ N and for b ∈ [2 r(n) ], we have ΦC w ,0(a, b) iff there is a prime p ∈ [(b + 1) 3 , (b + 2) 3 ) and a ≡ 0 mod p, or a ≡ 0 mod p for all primes p ∈ [(b+1) 3 , (b+2) 3 ), respectively 4 . Let r (x) = r(x)+1, we define:
The formulas ΦC w ,1(x, y) andΦC w ,1(x, y) testing whether the bit with index y is set to 1 in the encoding x can be defined analogously by negating ΦC w ,0(x, y). The previously constructed formulas now enable us to define formulas that allow for evaluating the succinctly encoded Cw on an input that is provided on-thefly via a. Given an index b implicitly less than 2 r(n) of a gate of Cw, represented by the first-order variable y, and a vector of valid encodings a = (a1, . . . , ai) represented by the first-order variables x, the following formula Φ Cw , (x, y) checks whether the value of the gate with index b is set to true under the valuation a according to the convention described before: 1(xi, y) .
A formula Φ Cw ,⊥ (x, y) testing whether the value of a gate is set to false can be defined analogously by negating Φ Cw , (x, y) . Building upon those formulas, we can now construct Boolean connectives that allow for checking that the gates of Cw are consistently encoded. Given a ∈ N i as above, Φ Cw ,& (a, b, c1, c2 ) holds if the logical and-connective holds for the truth values of the gates with index b, c1 and c2 encoded via a:
The remaining Boolean connectives found in Definition 1 can be reflected via the additional formulas Φ Cw , (x, y, z1, z2), ΦC w ,∼(x, y, z1, z2) and Φ Cw ,↓ 1 (x, y, z1, z2) which are defined analogously to Φ Cw ,& (x, y, z1, z2). These formulas now enable us to define a Π1-analogue to ΦC,gates (x, y) in (4) in order to check if the Boolean assignment of the succinctly encoded circuit Cw is consistent:
Here, ΦD w (t, y, z1, z2) is an instantiation of ΦC(x) defined in (5) and (6) for the circuit Dw. The use of ΦD w (t, y, z1, z2) is not totally clean as ΦC(x) it is only open in x. However, this can easily be fixed by concatenating t, y, z1 and z2 into a single first-order variable as it was done in (7) and (8) , and details have only been omitted for the sake of readability. Also note that the values of t, y, z1 and z2 are then implicitly bounded through ΦD w (t, y, z1, z2).
Finally, we can define ΨM w (x1, . . . , xi), the last remaining formula from (1), as follows
Inspecting the construction outlined in this section, it is not difficult to see that for a given w ∈ {0, 1} n the construction of ΦL w (x1, . . . , xi) is tedious, but can be performed in polynomial time with respect to n. We leave it as an open problem whether this reduction can actually be performed in logarithmic space, though there do not seem to be any major obstacles. Following the argumentation of this section, we conclude that ΦL,w is the formula required in Proposition 6.
Upper Bounds
We will now show that the previously obtained lower bounds have corresponding upper bounds. Let us first recall an improved version of a result by Reddy & Loveland [32] established by Weispfenning [38, Thm. 2.2] , which bounds the solution intervals of Presburger formulas.
Proposition 7 (Weispfenning [38] ). There exists a constant c > 0 such that for any PA(i,j) formula Φ and N = {0, . . . 2 c|Φ| (3j) i }, Φ is valid iff Φ is valid when restricting the first-order variables of Φ to be interpreted over elements from N . if S = ∅ then 11: return true 12: end if 13: end for 14: return false Together with Lemma 1, this immediately gives that for any fixed i > 0, validity in PA(i + 1) is in Σ EXP i+1 . We now show how to decrease the number of oracle calls by one.
To this end, let Φ be a PA(i + 1,j) formula in prenex normal form for a fixed i > 0 and some j, i.e., Φ = ∃x1.∀x2 · · · Qi+1xi+1.ϕ(x1, . . . , xi+1).
In order to decide validity of Φ, by application of Proposition 7, a Σ EXP i -algorithm can alternatingly guess valuations a1, . . . ai ∈ N j for the x1, . . . xi such that a k ≤ 2 c|Φ| (3j) i+1 for all 1 ≤ k ≤ i and some constant c > 0, and by additionally padding valuations with leading zeros, we may assume that any number in every a k is represented using 2 poly(|Φ|) bits. Consequently, it remains to show that validity of Qi+1xi+1.ϕ(a1/x1, . . . , ai/xi, xi+1) can be decided in polynomial time. This is, of course, not the case under standard assumptions from complexity theory. However, the final call to the Σ P 0 -oracle of a Σ EXP i algorithm gets ϕ and all a k as input, the latter being of exponential size in |Φ|. Informally speaking, this provides us with sufficient additional time in order to decide validity of Qi+1xi+1.ϕ(a1/x1, . . . , ai/xi, xi+1) (9) in polynomial time with respect to the size of the input. Algorithm 1, which takes ϕ and the a k as input, is a pseudo algorithm deciding validity of a formula as in (9) for even i, i.e., Qi+1 = ∃. The case Qi+1 = ∀ can be derived symmetrically. Let us discuss Algorithm 1 and analyse its running time. In Line 1, the algorithm converts ϕ into disjunctive normal form. This step can be performed in exponential time DTIME(2 O(|Φ|) ) and thus takes polynomial time with respect to the input. Starting in Line 2, the algorithm iterates over all clauses ψ of ϕ, and since there are at most 2 O(|Φ|) clauses this iteration is performed at most a polynomial number of times with respect to the size of the input. In each iteration, in Lines 3-8 the algorithm transforms the disjuncts of ψ into linear inequalities by eliminating negation. After Line 8, ψ is a conjunction of linear inequalities and thus gives rise to an equivalent system of linear Diophantine inequalities S in which the first-order variables x1, . . . xi are instantiated by the a1, . . . ai. Clearly, Lines 3-9 can be executed in polynomial time with respect to the size of the input. Finally, in Line 10 feasibility of S is checked. To this end, we invoke Proposition 4 from which it follows that feasibility of each S can be decided in DTIME(2 p(|Φ|) |S|) for some polynomial p. This step is again polynomial with respect to the input to the oracle call. If S is feasible the algorithm returns true in Line 11. Otherwise, if no S is feasible for all disjuncts of ϕ, the algorithm returns false in Line 14. Consequently, we have shown the following proposition, which together with Proposition 6 completes the proof of Theorem 1.
Proposition 8. For any fixed i > 0, PA(i + 1) is decidable in Σ EXP i .
Discussion
We conclude this part of the paper with a short discussion on the relationship of our proof of the lower bound of PA(i + 1) to the proof of a NEXP lower bound for PA(2) by Grädel [18] , and applications of and results derivable from Proposition 8.
As it emerged in Section 3.1, at many places we can apply and reuse ideas of Grädel's NEXP-hardness proof for PA(2) given in [18] for our lower bound. One main difference is that for his hardness proof, Grädel reduces from a NEXP-complete tiling problem that he specifically introduces in order to show hardness for PA (2) . In our paper, we are in the lucky position of having access to twentyfive additional years of developments in computational complexity, in which it turned out that succinct encodings via Boolean circuits provide a canonical way in order to show hardness results for complexity classes that include EXP, see e.g. [16, 28, 29] . Moreover, the discovery of a polynomial-time algorithm for deciding primality [1] also enables us to use Boolean circuits encoded into Σ1respectively Πi-formulas in order to decide primality of a positive integer of a bounded bit size, while in [18] this is achieved by an application of the Lucas primality criterion, cf. Lehmer's more general proof [24] . In addition, Grädel's stronger statement that PA (2) is NEXP-hard already for an ∃∀ * -quantifier prefix can be recovered from our lower bound. Even more generally for i > 1, we can derive Σ EXP i -hardness from our construction for a (∃∀) ((i−1)/2) ∃ * ∀ * quantifier prefix if i is odd, and for a ∃(∀∃) (i/2−1) ∀ * ∃ * quantifier prefix if i is even. Even though essentially all technical results required to prove Theorem 1 were available when [18] was published, as we have seen in this section the proof of the lower bound requires some substantial technical efforts, which is probably a reason why this result has not been obtained earlier.
With regards to applications of Proposition 8, we give an example of a result which can be obtained as a corollary of this proposition. In [21] , Huynh investigates the complexity of the inclusion problem for context-free commutative grammars. Given context-free grammars G1, G2, this problem is to determine whether the Parikh image 5 of the language defined by G1 is included in the Parikh image of the language defined by G2. Building upon a careful analysis of the semi-linear sets obtained from Parikh images of context-free grammars due to Ginsburg [14] and by establishing a Carathéodorytype theorem for integer cones, Huynh shows that the complement of this problem is in NEXP. This result can however now easily be obtained as a corollary of Proposition 8: Verma et al. have shown that the Parikh image of a context-free grammar can be defined in terms of a Σ1-formula of Presburger arithmetic linear in the size of the grammar [37] . Non-inclusion then reduces to checking validity of a Σ2-sentence, which yields the following corollary.
Corollary 1. Non-inclusion between Parikh images of context-free grammars is in NEXP.
Of course, the "hard work" of the upper bound is done in Proposition 4, but nevertheless we are able to obtain a succinct proof of Huynh's result. In general, the NEXP upper bound for PA(2) provides a generic upper bound for non-inclusion problems that can be reduced to checking inclusion between semi-linear sets definable via PA(1) formulas. For context-free commutative grammars, it should however be noted that it is not known whether this upper bound is tight, the best known lower bound being Σ P 2 [21] . 5 The Parikh image of a word w ∈ Σ * is a vector of naturals of dimension |Σ| counting the number of times each alphabet symbol occurs in w.
Ultimately-Periodic Sets Definable in the Σ 1 -fragment of Presburger Arithmetic
We will now apply some techniques developed in Section 3 in order to prove Theorem 2, i.e., give bounds on the representation of projections of PA (1) formulas open in one variable as ultimately-periodic sets. Formally, given a PA(1) formula Φ(x), we are interested in the representation of the set
Subsequently, we show that this set is an ultimately periodic set whose period is at most doubly-exponential and that this bound is tight. Throughout this section we assume binary encoding of numbers in Φ(x)
We begin with the first part of Theorem 2 and prove the following proposition.
Proposition 9. There exists a family of Σ1-formulas of Presburger arithmetic (Φn(x))n>0 such that each Φn(x) is a PA(1,O(n)) formula with |Φn(x)| ∈ O(n 2 ) and Φn(x) is an ultimately periodic set with period pn ∈ 2 2 Ω(n) .
To this end, we combine Φ mod,n (x, y) from (3) in Section 3.1 with the following statement.
Proposition 10 (Nair [27] ). Let n ≥ 9, then 2 n ≤ lcm{1, . . . n} ≤ 2 2n .
We define
Φn(x) def = ∃y.Φ mod,n (x, y) ∧ y > 1.
We have |Φn(x)| ∈ O(n 2 ), and, since numbers are encoded in binary, that Φn(x) is a PA(1,O(n)) formula. Now a ∈ Φ(x) iff there is 1 < m < 2 n such that a ≡ 0 mod m, and consequently , which yields the lower bound for Theorem 2.
Turning now towards the upper bound, the remainder of this section is devoted to proving the second part of Theorem 2, i.e., the following statement.
Proposition 11. For any Σ1-formula Φ(x), we have Φ(x) = U (t, p, B, R) such that t ∈ 2 poly(|Φ(x)|) and p ∈ 2 2 poly(|Φ(x)|) .
As a first step, we consider projections of sets of solutions of systems of linear Diophantine inequalities. To this end, let S : Ax ≥ c be such a system. From Proposition 5, we have that S = i∈I L(bi; Pi) for some index set I. Let Mi be the projection of L(bi; Pi) on the first component. We get that Mi can be obtained as Mi = {bi + λi,1p1 + · · · λrpi,r i : λ k ∈ N} = bi + gi · {λ1pi,1/gi + · · · λrpi,r i /gi : λ k ∈ N} for some bi, pi,1 < · · · < pi,r i and gi = gcd{pi,1, . . . pi,r i }. Since gcd{pi,1/gi, . . . pi,r i /gi} = 1, it is folklore that
for some B i ⊆ [t i ] and t i ∈ N known as the Frobenius number of pi,1/gi, . . . pi,r i /gi. Given co-prime positive integers 1 < a1 < a2 < · · · < a k ∈ N, the Frobenius number f ∈ N is the largest positive integer not expressible as a positive linear combination of a1, . . . a k and can be bounded as follows.
Proposition 12 (Wilf [39] ). Let 1 < a1 < a2 < · · · < a k ∈ N be pairwise co-prime. Then the Frobenius number f is bounded by f ≤ a 2 k . Hence, for some ti ≤ bi + gi(pi,r i /gi) 2 ≤ bi + p 2 i,r i we consequently have Mi = U (ti, pi, Bi, {0})
for some pi ≤ pi,r i . Let Φ(x) = ∃x.ϕ(x, x) be a PA(1) formula. From Algorithm 1 we can derive that ϕ(x, x) = j∈J Sj = i∈I L(bi; Pi), where each Sj : Aj(x, x) ≥ cj is a system of linear Diophantine inequalities obtained from one disjunct of the disjunctive normal form of ϕ, similar as in Line 9 of Algorithm 1. Clearly, Aj , cj ≤ Φ(x) + 1 for all i ∈ I. Moreover, from Proposition 5 we derive that Sj = i∈I j L(bi; Pi) for some index set Ij such that for every i ∈ Ij bi , Pi ≤ (|Φ(x)| Ai + ci + 1) O(|Φ(x)|) ∈ 2 poly(|Φ(x)|) .
Let Mi be as above, from (10) we have Mi = U (ti, pi, Bi, {0}). Now define p def = lcm{pi}i∈I , combining the estimations in (10) with Proposition 10 we have p ∈ 2 2 poly(|Φ(x)|)
. It follows that Φ(x) = U (t, p, B, R) for some t ∈ 2 poly(|Φ(x)|) and p ∈ 2 2 poly(|Φ(x)|) as above, which concludes the proof of Theorem 2.
Conclusion
In the first part of this paper we have shown that Presburger arithmetic with a fixed number of i + 1 quantifier alternations and an arbitrary number of variables in each quantifier block is complete for Σ EXP i for every i > 0. This result closes a gap that has been left open in the literature, and in particular improves and generalises results obtained by Fürer [13] , Grädel [18] and Reddy & Loveland [32] . Moreover, it provides an interesting natural problem which is complete for the weak EXP hierarchy, a complexity class for which not that many natural complete problems have been known so far.
In the second part, we established bounds on ultimately periodic sets definable in the Σ1-fragment of Presburger arithmetic and showed that in particular the period of those sets is at most doublyexponential and that this bound is tight. As already discussed in the introduction, there are however natural ultimately periodic sets definable in this fragment that admit periods that are at most singlyexponential, cf. [15] . An interesting open question is whether it is possible to identify a fragment of Σ1-Presburger arithmetic for which such a singly-exponential upper bound can be established in general and that captures sets such as those considered in [15] .
