Abstract-Three-dimensional (3-D) color laser ranging technology plays a crucial role in many applications. This paper develops a new omnidirectional 3-D color laser ranging system. It consists of a two-dimensional (2-D) laser rangefinder (LRF), a color camera, and a rotating platform. Both the 2-D LRF and the camera rotate with the rotating platform to collect line point clouds and images synchronously. The line point clouds and the images are then fused into a 3-D color point cloud by a novel calibration method of a 2-D LRF and a camera based on an improved checkerboard pattern with rectangle holes. In the calibration, boundary constraint and mean approximation are deployed to accurately compute the centers of rectangle holes from the raw sensor data based on data correction. Then, the data association between the 2-D LRF and the camera is directly established to determine their geometric mapping relationship. These steps make the calibration process simple, accurate, and reliable. The experiments show that the proposed calibration method is accurate, robust to noise, and suitable for different geometric structures, and the developed 3-D color laser ranging system has good performance for both indoor and outdoor scenes.
I. INTRODUCTION
T ODAY, three-dimensional (3-D) color laser ranging technology has gradually been used in digitizing the real world for many application domains, such as autonomous navigation, object identification, and industrial inspection. This technology uses a camera and a laser rangefinder (LRF) to collect twodimensional (2-D) images and 3-D point clouds, respectively, and then fuses them into 3-D color point clouds to record both Y. An, B. Li, and X. Zhou are with the School of Control Science and Engineering, Dalian University of Technology, Dalian 116023, China (e-mail:, anyi@dlut.edu.cn; libo19951218@mail.dlut.edu.cn; zhouxiaoli 0930@mail.dlut.edu.cn).
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geometry and color information of objects and describe the world realistically. The 2-D image and 3-D point cloud of an object belong to different modes. They are collected by different devices and express different aspects of meanings of the object. Thus, the fusion of 3-D point clouds and images is multimodal data fusion, which is different from multiset data fusion where the data are the same type of measurement taken at different time or places [1] , [2] . Since LRFs and cameras have different mechanisms, their synchronization is a challenge. Most existing 3-D color laser ranging systems collect 3-D point clouds first and 2-D images subsequently. They are suitable for static scenes and cannot work in dynamic scenes. Therefore, how to achieve the accurate synchronization of 3-D color laser ranging systems is required to be further investigated.
After data collection, 3-D laser point clouds and 2-D images are fused into 3-D color point clouds by the geometric mapping relationship (perspective projection) between the LRF and the camera, which is determined by the calibration of the LRF and the camera. Each 3-D laser point is colored by its corresponding pixel in the 2-D image. This geometric mapping relationship includes intrinsic parameters, such as focal length, scale factor, and principal point, and extrinsic parameters, such as rotation matrix and translation vector between the LRF and the camera.
In general, the calibration of a LRF and a camera takes the following three steps.
1) The intrinsic parameters are computed by the camera calibration.
2) The extrinsic parameters are obtained by the extrinsic calibration.
3) The geometric mapping relationship is calculated by using the intrinsic and extrinsic parameters. In this process, the calibration data (geometric elements, such as points, lines, and planes [3] ) are obtained from raw sensor data and used for constructing geometric constraints to solve the intrinsic and extrinsic parameters. The accurate and abundant calibration data will lead to a good calibration result. Thus, how to improve the accuracy of calibration data is a key problem to be addressed, which is not completely resolved so far [4] .
In addition, the three-step calibration process is relatively complicated. In most application cases, the values for the intrinsic and extrinsic parameters are useless in themselves, since only the geometric mapping relationship between a LRF and a camera is required. Therefore, the simplest strategy to perform the calibration of a LRF and a camera is to directly establish some kind of data association between the two sensors to compute their geometric mapping relationship. This paper presents a new omnidirectional 3-D color laser ranging system for the generation of 3-D color point cloud data. Two sensors, a 2-D LRF and a camera, rotate with a rotating platform to collect line point clouds and images synchronously. The software and hardware are developed to ensure the accurate synchronization. The collected data are then fused into a color point cloud by a novel calibration method of a 2-D LRF and a camera based on a specially designed calibration board. During the calibration, line fitting and intersection calculation are conducted to reduce the noise. Both boundary constraint and mean approximation are deployed to accurately compute the geometric elements from the raw sensor data. Then, the data association between the 2-D LRF and the camera is directly established to determine their geometric mapping relationship.
In this paper, scalars are represented by italic symbols, e.g., x; vectors are denoted by bold italic symbols, e.g., p; sets, matrices, and intervals are indicated by italic capital symbols, e.g., P , H, and I; geometric entities (holes, boundaries, and lines) are also represented by italic symbols, e.g., h, b, and l.
The rest of the paper is organized as follows. Section II reviews the previous work related to this paper. The 3-D color laser ranging system is described in Section III. In Section IV, our calibration method is detailed. Experimental results are presented in Section V to show the performance of our system. Section VI concludes this paper.
II. RELATED WORK

A. Camera Calibration
Camera calibration is the process of determining the internal geometric and optical characteristics of a camera (intrinsic parameters) and/or the position and orientation of a camera relative to a world coordinate system (extrinsic parameters) by only using 2-D images from the camera [5] .
Abdel-Aziz and Karara [6] developed a classic direct linear transformation (DLT) method to perform camera calibration. However, a singularity will be introduced in the least squares fashion with a constraint. In order to improve the numerical stability, Faugeras and Toscani [7] suggested another new constraint that is singularity free. Based on the DLT method, Melen [8] proposed an approach to extract the intrinsic and extrinsic parameters from the DLT matrix by using the right triangular matrix and orthogonal matrix (RQ) decomposition. Heikkila and Silven [9] extended the DLT method to a four-step camera calibration procedure. The most popular camera calibration method was proposed by Zhang [10] . It requires a camera to observe a planar pattern at different poses. Later, he also proposed another camera calibration technique based on one-dimensional (1-D) calibration objects [11] . Recently, Font comas et al. [5] presented a camera calibration methodology by using a checkerboard pattern for a passive imaging system.
B. Extrinsic Calibration of a LRF and a Camera
Extrinsic calibration of a LRF and a camera is the process of determining their relative position and orientation (extrinsic parameters) by using both sensor data (3-D point clouds and 2-D images) [12] . The extrinsic calibration methods are divided into two kinds according to the type of LRF, i.e., 3-D or 2-D LRF.
1) Extrinsic Calibration of a 3-D LRF and a Camera: The 3-D LRF uses the area scan technique to acquire a set of discrete points on object surfaces, namely the area point cloud. Rushmeier et al. [13] used a cube with checkerboard patterns to construct plane-to-plane constraints for the extrinsic calibration. Sergio et al. [14] presented an extrinsic calibration method based on point-to-point constraints by scanning a circle-based calibration object. Geiger et al. [15] developed an automatic calibration method based on plane-to-plane and point-to-plane constraints by observing a specific scenario. Gong et al. [16] calibrated a 3-D LRF and a camera extrinsically based on the geometric constraints associated with an arbitrary trihedron. Recently, Zhuang et al. [17] deployed a checkerboard pattern with round holes for automatic extrinsic calibration. Walch and Eitzinger [18] proposed a novel calibration method of a laser sensor and a camera based on point correspondences.
2) Extrinsic Calibration of a 2-D LRF and a Camera: The 2-D LRF uses the line scan technique to acquire a series of discrete points on the intersecting line of the scan plane and object surfaces, namely the line point cloud. Zhang and Pless [19] proposed a classical method based on point-to-plane constraints by using a checkerboard pattern for the extrinsic calibration of a 2-D LRF and a camera. Vasconcelos et al. [20] presented an extrinsic calibration algorithm by freely moving a checkerboard pattern, which is formulated as one of registering a set of lines and planes in the dual 3-D space. However, it suffered from numerical instability. Instead of the dual 3-D space, Ying et al. [4] proposed a direct approach in the 3-D space by using a checkerboard pattern. In order to improve numerical stability, Zhou [3] exploited the algebraic structure of the polynomial system to present a new minimal solution for the extrinsic calibration based on three plane-line correspondences.
Apart from checkerboard patterns, an orthogonal trihedron is also used as the calibration object to simply calibration process. Gomez-Ojeda et al. [21] presented the first method that only required the observation of an orthogonal trihedron commonly found from a scene corner in most environments. Briales and Gonzalez-Jimenez [22] also proposed a minimal solution for the extrinsic calibration by using a scene corner. Hu et al. [23] calibrated a 2-D LRF and a camera extrinsically by observing an orthogonal trihedron based on point-to-point constraints.
C. Discussion
In all the abovementioned extrinsic calibration methods of a 2-D LRF and a camera, the pose of the calibration object in the camera coordinate system need to be determined in advance by another camera calibration. This additional camera calibration process is a prerequisite for constructing geometric constraints to solve the extrinsic parameters between a 2-D LRF and a camera, which in turn makes extrinsic calibration complex. And, the camera calibration error could affect the performance of the extrinsic calibration of a 2-D LRF and a camera [19] .
In fact, camera calibration or extrinsic calibration is only a step in the common three-step calibration process of a 2-D LRF and a camera, which is relatively complicated. To simplify such a calibration, we could directly establish some kind of data association between the two sensors to compute their geometric mapping relationship. This has inspired us to conduct our research in this paper. In addition, as the computation of the geometric elements from the raw sensor data determines the calibration accuracy, we pay close attention to the computation of geometric elements, especially from the 2-D LRF data. The technique comparison between conventional methods and the proposed method is shown in Table I . Fig. 1 shows the proposed omnidirectional 3-D color ranging system that is composed of a 2-D LRF, a color camera, a rotating platform, a servo motor, an angle encoder, a slip ring, and a computer. The rotating platform rotates continuously at a speed according to applications. Both the 2-D LRF and the camera rotate with the rotating platform and collect a line point cloud and an image synchronously at each sampling instant. The line point cloud and the image are then fused into a color line point cloud by the geometric mapping relationship between the two sensors, which is determined by their calibration. At the same time, the rotation angle is recorded to transform the color line point cloud from the laser coordinate system to the world coordinate system. Finally, the color line point clouds at various angles form an omnidirectional 3-D color point cloud.
III. 3-D COLOR LASER RANGING SYSTEM
A. System Design and Working Principle
At each sampling instant, a line point cloud corresponds to an image, and the image projection of the line point cloud is located near the center line of the image due to the relative mounting position of the two sensors, which can greatly reduce the influence of the lens distortion of the camera and make color information more accurate.
B. Device Features
In our system, the 2-D LRF is a 2-D laser measurement sensor SICK LMS511 (scanning angle 190
• , scanning range 1 − 80 m, scanning frequency 25-100 Hz, angular resolution 0.167 − 1
• ); the camera is a high-speed area scan color camera DALSA HC1024 (image resolution 1024 × 768, maximum frame rate 117 fps, and minimum exposure 10 μs); the servo motor is a brushless servo motor SM060R40 (rated speed 3000 rpm and rated voltage 48 V); the rotating platform is a customized product (transmission ratio 1:20, maximum load 8 kg, and maximum speed 900
• /s); the angle encoder is OMRON-E6B2 (resolution 2000 p/r). The frame rate of the camera is set as the same with the scanning frequency of the 2-D LRF. The exposure time of the camera is very short, which reduces the motion blur of images and improves the synchronous precision.
C. Mechanical Structure
As shown in Fig. 1 , the 2-D LRF and the camera are installed on the rotating platform by using a precise fixed support that makes the scan center of the 2-D LRF and the rotation center of the rotating platform coincident in the vertical direction as far as possible. The angle encoder and the slip ring are mounted on the spindle of the rotating platform that is driven by the servo motor controlled by a motor driver. The laser coordinate system [O l ; x, y, z] rotates with the rotating platform where the origin O l is the scan center and the xz-plane is the scan plane. The world coordinate system [O w ; x w , y w , z w ] is fixed and has the same origin and z-axis with the laser coordinate system. The angle between x-axis and x w -axis is the rotation angle ϕ. Fig. 2 shows the electrical connection of our system. The 2-D LRF and the camera are connected to the computer (PC) via the network lines of the slip ring. The signals of the angle encoder are acquired by a data collection module (DCM). The DCM and the motor driver communicate with the computer by a RS-485 serial bus. For data synchronization, the digital output port (DO) of the computer is connected to the digital input ports (DI) of the DCM and the camera via the signal line of the slip ring.
D. Electrical Connection
E. Synchronous Data Collection
The computer software sends the data collection command to the 2-D LRF. When receiving the command, the 2-D LRF starts to scan the scene and send the scan data to the computer at the scanning frequency. Each frame of scan data includes a line point cloud and a timestamp. The timestamp of the 2-D LRF is accurate and stable, and can be used as the reference time. It is initialized according to the time of the computer. And then, the computer sets the synchronous triggering time in accord with the timestamp beforehand and sends a high-level synchronous collection signal to both the camera and the DCM Fig. 2 . Electrical connection of the 3-D color laser ranging system. NI is the network interface. PI is the power interface. EI is the encoder interface. MI is the motor interface. RS is the RS-485 interface. DO is the digital output port. DI is the digital input port. I/O is the digital input/output port.
via the hardware digital I/O ports at the triggering time. This signal simultaneously triggers the camera to take the image of the scene and the DCM to record the rotation angle. The cooperation of the software command and hardware signal guarantees that the line point cloud, image, and rotation angle are collected synchronously as far as possible.
F. Rotation Angle Processing
Without loss of generality, we can assume that the scanning frequency, scanning angle, and angular resolution of the 2-D LRF are set to 100 Hz, 180
• , and 0.25 • , respectively. Therefore, the time to conduct a scan is about 1/100 Hz = 10 ms, and each scan (line point cloud) has 180 • within a scan. Then, the rotating angle difference Δϕ between two adjacent laser points is 1.8
• /s, since Δϕ is very small, the rotation angle ϕ i of each laser point in a scan can be set to the rotation angle ϕ, which is acquired by synchronous data collection with the angle encoder at the same sampling instant; when ω > 180
• /s, since Δϕ is slightly larger, we can use an angle compensation mechanism to improve the accuracy of the rotation angle as follows: ϕ i = ϕ + (i − 1)Δϕ, where ϕ i is the rotation angle of the ith laser point in a scan and Δϕ = ω/(100 × 720). For other scanning frequencies and rotate speeds, we can use the similar mechanism to improve the accuracy of the rotation angle and reduce their effects. centered on each corner in the center line of the calibration board. The size of the narrow rectangle is 2 × 6 cm. Its length l = 6 cm is half-size of the side length of the checkerboard square d = 12 cm. The calibration board is produced by automatically printing and mechanically punching to ensure high precision.
IV. MULTIMODAL DATA FUSION
A. Novel Calibration Board
The calibration board is placed toward the 2-D LRF and the camera. Its position is adjusted to make the scan plane of the 2-D LRF pass through the centers of the rectangle holes. This can be achieved by the following two ways: first, slowly moving the calibration board and observing the changing process of the laser points passing through the rectangle holes to determine the optimal position; second, using the white light spots of the laser in the image to determine the optimal position in the case of no filter installed on the camera lens. Since the image sensor of the camera is sensitive to the laser beam of the 2-D LRF, we can see the white light spots of the laser measuring points in the image, which are actually the image projections of the laser measuring points. The white light spots of the laser measuring points overlap each other and compose a thick white line, as shown in Figs. 4(a) and 16 . The width of the thick white line of the laser is close to the width of the rectangle hole. Therefore, when the laser beam passes through the rectangle hole, the center of the laser beam is very close to the center of the rectangle hole in the horizontal direction. The horizontal position error is very small and far less than the laser measurement error (±24 mm for LMS511). For taking a whole scan and image of the calibration board, the minimum distance between the calibration board and our system is 1.7 m according to the features of the 2-D LRF and the camera. As the distance increases, the number of the laser points in the line point cloud of the calibration board becomes less, the measurement noise of the 2-D LRF becomes larger, and the image of the calibration board becomes smaller. All things considered, the appropriate distance between the calibration board and the 3-D color laser ranging system is 2-4 m.
We calibrate the 2-D LRF and the camera after they are fixed tightly on the rotating platform. If the sensors get loose, we retighten and recalibrate them to get new geometric mapping. The flow diagram of multimodal data fusion is shown in Fig. 5 .
B. Computing the Centers of the Rectangle Holes in the Image Coordinate System
We use the camera to shoot the calibration board and obtain its image in the image coordinate system
can be accurately extracted by the corner detection method [15] , as shown in Fig. 4(b) . The center e j of each rectangle hole h j is calculated by mean approximation as follows:
(1)
C. Computing the Centers of the Rectangle Holes in the Laser Coordinate System
1) Data Collection:
We use the 2-D LRF to scan the calibration board and obtain its line point cloud, which is a series of sequential discrete points p i in the laser coordinate system [O l ; x, y, z] and is denoted by the point set P = {p i |1 ≤ i ≤ n}. Since the scan plane of the 2-D LRF passes through the centers of the rectangle holes, some scan lines (laser beams) detect the calibration board to collect the points p ai on the calibration board (called the on-board points), and the other scan lines pass through the rectangle holes to collect the points p bi on the objects behind the calibration board (called the through-hole points). Thus, the line point cloud P of the calibration board is divided into the on-board points P a = {p ai |1 ≤ i ≤ n a } and the through-hole points P b = {p bi |1 ≤ i ≤ n b }, as shown in Fig. 6 . Then, we connect the scan center O l to P a and P b to recover the on-board scan lines L a = {l ai |1 ≤ i ≤ n a } and the through-hole scan lines L b = {l bi |1 ≤ i ≤ n b }, where l ai is a scan line detecting the calibration board and l bi is a scan line passing through the rectangle hole, as shown in Fig. 7 .
2) Data Correction: Since the 2-D LRF has the measurement noise in the direction of the laser emission, the line point cloud of the calibration board needs to be corrected at first. Therefore, a straight line l s is fitted to the on-board points P a by using the least square method, as shown in Fig. 7 . It is an approximation of the center line l c of the calibration board. And then, we calculate the intersection pointsP a = {p ai |1 ≤ i ≤ n a } of L a and l s (called the on-board intersection points) and the intersection pointsP b = {p bi |1 ≤ i ≤ n b } of L b and l s (called the through-hole intersection points) respectively, as shown in Fig. 8 .
Since m rectangle holes are evenly distributed in the center line of the calibration board, the on-board intersection points P a can be further divided into m + 1 parts, and the jth part isP Fig. 9 . The intersection points are the corrected data, which describe the calibration board and rectangle holes accurately. This step makes our method robust to the noise. 
( 2) which is also called the interval center, as shown in Fig. 11 . This interval centerc k is an approximation of c k . Therefore, for the centers C = {c j |1 ≤ j ≤ m} of all the rectangle holes H = {h j |1 ≤ j ≤ m}, we can compute all the corresponding interval centersC = {c j |1 ≤ j ≤ m} by (2) in the same way. (3) which is also called the mean center, as shown in Fig. 11 . This mean centerĉ k is another approximation of c k . Therefore, for the centers C = {c j |1 ≤ j ≤ m} of all the rectangle holes H = {h j |1 ≤ j ≤ m}, we can compute all the corresponding mean centersĈ = {ĉ j |1 ≤ j ≤ m} by (3) in the same way.
5) Computing the Centers of the Rectangle Holes:
We combine boundary constraint and mean approximation to calculate the centers of the rectangle holes. The interval centers C = {c j |1 ≤ j ≤ m} are evenly placed. This is the same as the distribution of the centers C = {c j |1 ≤ j ≤ m} of the rectangle holes. Therefore, the interval centersC can be regarded as an initial template of the centers C of the rectangle holes, which will be optimized by the mean centersĈ = {ĉ j |1 ≤ j ≤ m} along the straight line l s via solving the optimal approximation
where v is the direction vector of the straight line l s and t is the displacement distance ofc j towardĉ j along v. When we get t, the center c j of each rectangle hole h j is calculated as
D. Calibration of the 2-D LRF and the Camera
Let c = [x, y, z] T denote the center of a rectangle hole in the laser coordinate system. e = [u, v] T is its image projection, i.e., the center of the rectangle hole in the image coordinate system. Their homogeneous coordinates arec = [x, y, z, 1]
T . By using the pinhole model, the relationship between the centerc of the rectangle hole and its imageẽ is given by
where s is an arbitrary scale factor, A is the intrinsic parameter matrix, and [R t] is the extrinsic parameter matrix between the 2-D LRF and the camera. Since the scan plane is the xz-plane of the laser coordinate system, we have y = 0. Therefore, we can rewrite (6) as
where r i is the ith column vector of the rotation matrix R and t is the translation vector.c = [
T . Therefore, the centerc of the rectangle hole and its imageẽ is related by a homography H as follows:
which directly establishes the data association between the 2-D LRF and the camera. This forms the point-to-point constraint between the two sensors. Since we have computed multiple pairs of e j and c j in Subsection B and C, we can calculate H by solving the nonlinear minimization: min m j =1 e j −ē j 2 , where
T , with the Levenberg-Marquardt method. h 1 , h 2 , and h 3 are the row vectors of H. H is the optimal geometric mapping relationship. 
E. Data Fusion
Then, we can obtain the color point
where R(u, v), G(u, v) , and B(u, v) denote the three-primary colors of the image projection m. Finally, the color point p c in the laser coordinate system is transformed into the color point
in the world coordinate system by using the rotation angle ϕ, where x w = xcosϕ, y w = xsinϕ, and z w = z.
V. EXPERIMENTAL RESULTS
A. Experiments With Synthetic Data
Our calibration method is first evaluated by using synthetic data that are generated by a simulated 2-D LRF and a simulated camera. The simulated 2-D LRF has a 180
• scanning angle and a 0.33
• angular resolution. The simulated camera has an 8 mm focal length and an 8.8 × 6.6 mm 2 imager with a 1024 × 768 array of pixels. For evaluating different methods, two types of calibration boards are simulated: our improved checkerboard pattern with rectangle holes and standard checkerboard pattern. The simulated calibration boards are placed in different poses, as shown in Fig. 12 . Each pose has an independent position and orientation. In each pose, the simulated 2-D LRF generates the synthetic line point cloud by using the laser scanning model and the simulated camera generates the synthetic image by using the camera imaging model. Furthermore, the synthetic line point cloud is corrupted by adding the uniform noise U (−a, a) , where a ranges from 0 to 14 mm. The synthetic image is also corrupted by adding the Gaussian noise N (0, σ 2 ), where σ is set to 0.5 pixel. For each number of poses and each noise level, 100 trials are conducted. In each trial, a geometric mapping relationship H j is computed by using the calibration method of a 2-D LRF and a camera, and a root-mean-square (rms) error is calculated by
where
T is the truth value of the image projection of a space point
T is the estimated value of the image projection of the same point by H j . For the 100 trials, the average rms error is computed by er = 100 j =1 er j /100. In order to conduct a comprehensive analysis, we select two classical methods based on different geometric constraints: first, the point-plane method [19] , and second, the line-plane method [4] . . 13 shows the calibration results with the increasing number of poses of the calibration board and the fixed noise level of the line point cloud (a = 10 mm). As can be observed, the average rms errors are reduced as the number of poses increases. This demonstrates that our method is convergent as the number of poses increases. As can be seen, the performance of our method is the best among the experimental methods. Fig. 14 shows the calibration results with the increasing noise level of the line point cloud and the fixed number of poses of the calibration board (n p = 30). As can be observed, the average rms errors become larger as the noise level increases. This demonstrates that the noise has a great influence on the calibration of a 2-D LRF and a camera. It is clear that our method is more robust to noise than the other two methods. Table II , which demonstrates our method is more accurate and stable.
In the calibration process, no matter which kind of geometric constraint (point-to-point, point-to-plane, or line-to-plane) is used, the most important factor to determine the calibration accuracy is the calibration data (points, lines, and planes). For example, the point-to-point constraint (8) is used in our method, the accuracy of the geometric mapping relationship H is most determined by the centersẽ andc of the rectangle holes in the image and laser coordinate systems.
The good performance of our method can be explained in the following three aspects. 1) We use data correction to significantly reduce noise based on line fitting and intersection calculation, which improves the robustness to noise. 2) Both boundary constraint and mean approximation are used to accurately compute the center points of rectangle holes, which improves the accuracy of the calibration data.
3) The data association between the 2-D LRF and the camera is directly established to determine their geometric mapping relationship, which simplifies calibration process, omits middle links, and avoids the influences of other factors. These aspects make our method simple, accurate, and reliable. In contrast, the other two methods do not have such smoothing and processing steps for the calibration data. And, they both belong to the three-step calibration process, which is relatively complicated.
The computation of our calibration method includes the following two major parts: first, computing the centers of the rectangle holes in the image, and second, computing the centers of the rectangle holes in the line point cloud. The computational complexity of the first part is O(ñ ×m), whereñ ×m is the image resolution. The computational complexity of the second part is O(n), where n is the number of the laser points.
B. Experiments With Real Data
The proposed omnidirectional 3-D color laser ranging system and calibration method are further tested by using real data in practical operations. The 2-D LRF and the camera are calibrated by our method, the point-plane method, and the line-plane method respectively. Three geometric mapping relationships H, H pp , and H lp are correspondingly obtained and written into the application software that is developed to control the system, collect the data, and fuse the data.
In order to show the performance for indoor scenes, we choose three indoor scenes: office; atrium; and lobby. First, we scan the office by using our 3-D color laser ranging system without installing the filter on the camera lens. The white light spots of the laser measuring points are used as the ground truth for evaluation. Fig. 16 shows the image projections of the line point clouds by using the geometric mapping relationships H, H pp , and H lp at the rotation angles 120°and 200°. As can be observed, our image projection results are much closer to the white light spots than those of the other two methods, especially in the geometric structure of normal discontinuity (fold), as shown in Fig. 16(b) . This shows that our method is accurate and suitable for the geometric sturcture of normal discontinuity.
Second, we scan the atrium and the lobby by using our 3-D color laser ranging system with the filter on the camera lens. Figs. 17 and 18 show their 3-D color point clouds obtained by our system with three methods. The figures include three parts: point cloud window (upper left), image window (lower left), and color point cloud window (right). As can be observed, our method obtains accurate fusion results matched the real scenes well, while the other two methods are inaccurate in the geometric structure of position discontinuity (jump). For example, as marked by the red circles in Fig. 17(b) and (c), the laser measuring points of the wall are wrongly dyed the gray color of the front mailboxes. And, the similar errors also occur in Fig. 18(b) and (c) for the other two methods. These results show that our method is accurate and suitable for the geometric structure of position discontinuity.
To show the performance for outdoor scenes, we choose two outdoor scenes: square and parking lot. Figs. 19 and 20 show their 3-D color point clouds obtained by our system with three methods. As can be seen, our method obtains accurate fusion results matched the real scenes well, while the other two methods are inaccurate in the geometric structure of position discontinuity. For example, as marked by the red circles in Fig. 19(b) and (c), the laser measuring points of the window, shrub, and road are wrongly dyed the white and green color of the front street lamp. And, the similar errors also occur in Fig. 20(b) and (c) for the other two methods. These results show that our method is accurate and suitable for the geometric structure of position discontinuity.
From the experiments with indoor and outdoor scenes, we can find that the 3-D color point clouds of these scenes are accurate and uniform, which truly record the geometry and color information of the scenes. This demonstrates that our 3-D color laser ranging system has good performance and describes the environment realistically.
VI. CONCLUSION
In this paper, we presented a new omnidirectional 3-D color laser ranging system for the generation of 3-D color point cloud data. It consists of a 2-D LRF, a camera, and a rotating platform. A laser line point cloud and an image were synchronously collected at each sampling instant by the cooperation of the software command and the hardware signal. To fuse the line point cloud and the image into a color line point cloud at each sampling instant, we developed a novel calibration method of a 2-D LRF and a camera based on an improved checkerboard pattern with rectangle holes. The main contributions included the data correction based on line fitting and intersection calculation, the hole center computation based on boundary constraint and mean approximation, and the establishment of data association between the two sensors. These technical features made our calibration simple, accurate, and reliable.
Both synthetic data and real data were deployed to show the performance of the proposed method. The experimental results demonstrated that our calibration method is accurate, robust to noise, and suitable for different kinds of geometric structures. In addition, our omnidirectional 3-D color laser ranging system has good performance with both indoor and outdoor scenes. In the future, we will study an automatic calibration approach based on this method, explore an effective method for the calibration of a 3-D LRF and a camera, and develop a smaller 3-D color laser ranging system by using a 3-D LRF and four cameras. Furthermore, we will sort out the real data and make them publicly available through our website.
