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Abstract 
The high incidence of literacy deficits amongst people with severe speech 
impairments (SSI) has been well documented. Without literacy skills, people with 
SSI are unable to use orthographic-based communication systems effectively to 
compose novel words and messages in spontaneous conversation. To address this 
problem, previous research has proposed the use of phoneme-based communication 
systems, which enable users to access a limited set of spoken phonemes (i.e. speech 
sounds). By combining sequences of phonemes, novel linguistic items can be 
constructed without knowledge of orthographic spelling.  
Despite this, phoneme-based communication systems have been an under-researched 
topic. The few published reports on existing phoneme-based systems have 
highlighted a number of usability issues, including poor communication rate, 
difficult access methods to target phonemes, and high learning demands.  
To address these issues, this research aimed to investigate whether prediction 
methods could be employed to facilitate phoneme entry and the word creation 
process. Although prediction methods have been extensively applied in 
orthographic-based communication systems for rate enhancement, very limited 
research has been conducted on the potential of such methods to improve the 
usability of phoneme-based communication systems. 
This thesis describes the development and evaluation of a novel phoneme-based 
predictive communication system. The system utilised robust statistical language 
modelling techniques to perform context-dependent phoneme prediction and 
xxi 
 
phoneme-based word prediction. The usability of these phoneme-based predictive 
methods was assessed through a series of evaluation studies, including 
computational experiments with simulated interfaces, formative evaluations with 
sixteen non-disabled participants, and longitudinal case studies with two adults who 
have cerebral palsy and limited literacy. Results of these evaluations demonstrated 
that the predictive methods led to substantial improvements in user performance, 
both in terms of entry rate and accuracy. Data from a comparative evaluation with a 
nonspeaking male adult showed that his entry rate increased from 1.14 words per 
minute (WPM) without prediction to 4.19 WPM with prediction, while his error rate 
reduced from 50.0% word error rate (WER) without prediction to 0.0% WER with 
prediction. Results of a comparative study with a nonspeaking female adult reported 
that her performance improved from 0.37 WPM (79.17% WER) without prediction 
to 2.89 WPM (0.0% WER) with prediction. In addition, positive results of the case 
studies evidenced the potential of phoneme-based predictive communication systems 
to effectively support nonspeaking individuals with literacy difficulties in generating 
novel linguistic items. 
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Chapter 1. Introduction 
Communication is the “essence of human life” (American Speech-Language-
Hearing Association, 2004). Through communication, humans exchange ideas and 
knowledge, express their needs and desires, and engage in social interaction. 
However, there are individuals who experience significant communication 
difficulties due to severe speech impairments (SSI). Affecting approximately 2.5 
million Americans aged 15 years old and over (Brault, 2008), speech impairments 
may result from congenital conditions, such as cerebral palsy, or acquired conditions, 
such as traumatic brain injury or stroke. Because of these aetiologies, speech 
impairments are often accompanied by reduced motor control, which restricts the 
affected individuals from accessing other communication channels, such as signing 
or writing. 
Augmentative and Alternative Communication (AAC) strategies play a vital role in 
aiding communication and enhancing the quality of life for individuals with SSI. 
Text-to-speech technology has been integrated into most high-tech AAC systems, 
enabling the user to vocalise conversational messages during verbal interaction. To 
improve the user experience of communication, many AAC systems provide the user 
with a pre-stored set of frequently used words, phrases, sentences, and paragraphs 
that are available for retrieval during conversation. This storage-and-retrieval 
approach, however, may impose a significant cognitive workload on the user to 
retrieve the desired items from the pre-stored database. In addition, it is potentially 
inappropriate for communication on some unforeseen or unique topics that require 
2 
 
original linguistic items unprovided in the database. The ability to compose novel 
and spontaneous words and messages is, therefore, of paramount importance in order 
to accommodate such situations and maximise the flexibility of communicative 
content.  
To date, the most common word composition method in AAC is orthographic 
spelling. Prediction techniques, including character-level and word-level predictions, 
have been extensively employed to facilitate the orthographic-based word creation 
process. Orthographic-based systems, however, are only applicable to users with 
literacy skills, a well-documented problem for many children and adults who use 
AAC (Smith, 2005, Koppenhaver and Yoder, 1992). Koppenhaver and Yoder (1992) 
reported that 50%-90% of children who use AAC could not read or read well below 
age-level expectations. In many cases, these literacy deficits persist into adulthood. 
As evidence, data from the U.S. National Adult Literacy Survey indicated that 53% 
to 55% of American adults with speech impairments performed at the lowest level of 
literacy proficiency (Kirsch et al., 2002).  
In an effort to empower AAC users to produce original words and messages without 
the need for literacy skills, several research and commercial projects have proposed 
the use of a phoneme-to-speech approach. This approach allows the user to access a 
limited set of spoken phonemes, wherein phonemes are defined as the smallest 
contrastive units of speech sounds in a language. By combining sequences of 
phonemes, novel conversational items can be generated without knowledge of 
orthographic spelling. This approach has been employed in several communication 
aids, including the HandiVoice 110 and 120 (Creech, 2004, Glennen and DeCoste, 
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1997, Williams, 1995), the SPEEC system (Goodenough-Trepagnier et al., 1982, 
Goodenough-Trepagnier and Prather, 1981), and the Finger Foniks (Glennen and 
DeCoste, 1997). It has also been used in literacy learning tools, such as the 
PhonicStick™ (Black et al., 2008), to support language play and phonics teaching 
for children with speech impairments. Outside the AAC population, this approach 
has been adopted as an alternative typing method for people with spelling 
difficulties, as demonstrated in the REACH Sound-It-Out Phonetic Keyboard™ 
(Schroeder, 2005).  
Despite such potential, the number of phoneme-based systems developed to date is 
very limited and research on these systems is rare. Many researchers in the field still 
question whether AAC users, especially those with little or no literacy skills, can use 
a phoneme-based communication system with sufficient efficiency and accuracy to 
make it a practical solution. The few published reports on existing phoneme-based 
systems have revealed a number of usability issues, including poor communication 
rate (Williams, 1995, Creech, 2004), difficult access methods to target phonemes 
(Black et al., 2008, Williams, 1995, Creech, 2004), and high learning demands 
(Creech, 2004, Goodenough-Trepagnier and Prather, 1981). For instance, Michael 
Williams, one of the first AAC users of the HandiVoice 120, highlighted the poor 
usability of the device in his comment: “Saying something with this device was like 
chiselling words into a stone tablet” (Williams, 1995, p.3-4).  
This past work on phoneme-based systems suggests the imperative need for rate 
enhancement strategies to facilitate phoneme entry and word creation processes. 
Goodenough-Trepagnier and Prather (1981) attempted to address this issue in their 
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SPEEC system by adding a set of frequently used phoneme sequences, thereby 
enabling the user to enter multiple phonemes in one selection. While this method 
could lead to potential keystroke savings and communication rate improvement, it 
necessitated significant time and cognitive effort from the user to master the large 
selection set, which comprised from 256 to 400 items. Thus, the usability of this 
method is questionable.  
Schroeder (2005) incorporated phoneme-based prediction techniques for rate 
enhancement in the REACH Sound-It-Out Phonetic Keyboard™. This on-screen 
keyboard utilises a dictionary-based phoneme prediction method to remove 
improbable next phonemes from the keyboard, thereby aiding users in visually 
locating the next phoneme in the intended word. The system also employs a 
dictionary-based word prediction method to present users with a list of the most 
frequently used words that phonetically match the current phoneme prefix. 
Preliminary evaluations conducted with children and adults both with and without 
learning disabilities demonstrated that the system led to an increased text input 
accuracy compared to conventional orthographic-based keyboards (Schroeder, 
2005). However, the usability and usefulness of this system have not been evaluated 
with AAC users. 
To the author’s knowledge, REACH Sound-It-Out Phonetic Keyboard™ is the only 
currently available system that provides phoneme-based predictions. These 
predictions, however, rely on a simple dictionary-based algorithm, which does not 
take into account contextual information, such as prior text. Orthographic-based 
AAC systems have long moved beyond the basic dictionary-based prediction to 
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context-dependent prediction using more advanced Natural Language Processing 
techniques, such as statistical language modelling. To date, there has been little or no 
published research into the application of such techniques to phoneme-based AAC 
systems.  
1.1 Thesis Aims 
Considering the need for rate enhancement methods in phoneme-based AAC systems 
and the distinct lack of research in this area, this thesis aims to investigate the 
application of prediction techniques to phoneme-based systems. The thesis explores 
how usable predictive phoneme entry methods can be developed and incorporated 
into a communication system to assist AAC users with limited or no literacy skills in 
generating novel linguistic items. In particular, the thesis outlines three research 
questions to be addressed in the research: 
Question 1 
Can Natural Language Processing techniques that have been successfully 
applied to orthographic-based prediction systems be adopted to develop 
phoneme-based prediction methods? 
Informed by the literature review of orthographic-based prediction techniques from 
Chapter 3, the research identifies key issues in adapting these techniques for 
phoneme-based predictions. Solutions to these issues are proposed, resulting in the 
development of a novel phoneme-based prediction model, which provides the user 
with context-dependent predictions at both phoneme and word levels. This model is 
discussed in Chapter 4. 
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Question 2 
Can prediction techniques be employed to improve the usability of 
phoneme-based communication aids? 
This is the principle research question of the thesis and is addressed in Chapters 5-7. 
In answering this question, the research investigates how the phoneme-based 
prediction model presented in Chapter 4 can be incorporated into the design of 
iSCAN, an Interactive Sound-based Communication Aid for Non-speakers. A series 
of user studies are then conducted to evaluate the potential of the predictive features 
to improve the usability of iSCAN.  
Question 3 
Can individuals with SSI and literacy difficulties generate novel words and 
messages using a phoneme-based predictive communication aid? 
This question is dealt with in Chapters 6-7, which report on the data collected from 
two longitudinal case studies involving two adults with SSI and literacy difficulties, 
who have used iSCAN to compose novel and spontaneous conversational items in 
both lab-based and in-the-wild settings. 
1.2 Contribution to Knowledge 
The literature review highlights a gap in knowledge with regard to the application of 
prediction methods to phoneme-based AAC systems. While orthographic-based 
prediction techniques have been a well-researched topic, very limited work has been 
conducted on the feasibility of adopting such techniques to enhance the usability of 
phoneme-based AAC systems. In addition, very little knowledge has been 
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established about the potential of phoneme-based AAC systems to provide effective 
communication support for AAC users with literacy difficulties. This thesis 
investigates the development of prediction strategies in the context of phoneme entry 
and seeks evidence of the effectiveness of such strategies when applied to phoneme-
based communication systems.  
The contributions to knowledge of this thesis are: 
• The investigation of the application of statistical language modelling 
techniques to phoneme-based predictions. The thesis identifies the key 
challenges in adapting these techniques for phoneme-based predictions and 
demonstrates theoretical evidence of the potential effectiveness of phoneme-
based statistical predictions. It establishes a robust technical foundation for 
further empirical work on this topic.  
• The evaluation of the effectiveness of prediction methods to improve the 
usability of phoneme-based communication systems. The thesis illustrates 
that the use of well-designed prediction strategies can lead to evidenced 
improvements in the usability of phoneme-based communication systems, in 
terms of efficiency, accuracy, and user satisfaction. 
• The exploration of the potential of phoneme-based predictive communication 
systems to facilitate novel message composition in realistic conversational 
settings. The thesis underlines the major advantages and drawbacks of the 
phoneme-based message composition approach in comparison with the 
traditional orthographic-based approach. It is evident that, with support of 
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predictions and appropriate level of training, phoneme-based predictive 
communication systems can provide a viable means of generating novel and 
spontaneous conversational items for AAC users with limited literacy skills. 
1.3 Thesis Structure 
This thesis consists of eight chapters. Following this introduction, Chapter 2 
provides an overview of the AAC population and current AAC technology, 
highlighting the potential and issues of phoneme-based AAC systems and the 
importance of phoneme-based rate enhancement methods. The chapter also reports 
on an exploratory study conducted by the author to gain an insight into the 
phonological awareness and literacy skills of adults with SSI (published in Trinh 
(2011)). 
Chapter 3 contains the literature review of existing prediction methods that have 
been applied in AAC systems, covering important issues such as prediction 
algorithms, user interface design, and evaluation methodologies. 
Chapter 4 describes the development and theoretical evaluation of a phoneme-based 
prediction model, which employs statistical language modelling techniques 
commonly used in orthographic-based predictions to perform single phoneme 
prediction and phoneme-based word prediction (published in Trinh et al., 2012a). 
Chapter 5 details the design and development of iSCAN, a phoneme-based 
predictive communication aid, which utilises the phoneme-based prediction model 
described in Chapter 4 (published in Trinh et al., 2011, Trinh et al., 2012b). 
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Chapter 6 presents the empirical evaluations of the usability and usefulness of 
iSCAN, focusing on its predictive features. Discussed in this chapter are a formative 
study with sixteen non-disabled participants and two longitudinal case studies with 
two adults who have cerebral palsy and limited literacy (published in Trinh et al., 
2012b). 
Chapter 7 introduces two major modifications to the design of the predictive 
features of iSCAN, which are made in response to lessons learned from the user 
studies reported in Chapter 6. User evaluations of the revised iSCAN are also 
included in this chapter. 
Chapter 8 summarises the thesis work with reference to its research questions and 
reflects on the research conducted. The chapter concludes with an outline of 
potential directions for future research. 
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Chapter 2. Augmentative and Alternative Communication 
2.1 Introduction 
The last 30 years have witnessed significant advancements in the research and 
production of Augmentative and Alternative Communication (AAC) technologies to 
provide communication support for individuals with severe speech impairments 
(SSI). This chapter presents a broad introduction to the AAC field, with a particular 
emphasis on the use of phoneme-based AAC systems and its related issues. Also 
discussed in this chapter is a phonological awareness intervention study conducted to 
obtain initial insights into the phonological awareness development of adults with 
SSI in correlation with their literacy skills. The findings of this study not only 
provide implications for the design of phoneme-based AAC systems but also 
contribute to the limited understanding of the efficacy of phonological awareness 
interventions for adults with SSI. 
2.2 Speech Impairments 
Speech Impairments is a collective term for a group of impairments of the 
articulation of speech sounds, fluency and/or voice (American Speech-Language-
Hearing Association, 1993), which affect the communication ability of an individual. 
An individual with severe speech impairments is also referred to as being 
‘nonspeaking’, a term used to define a person for whom “speech is temporarily or 
permanently inadequate to meet all of his or her communication needs and whose 
inability to speak is not due primarily to a hearing impairment” (American Speech-
Language-Hearing Association, 1981, as cited in Randal, 1983). 
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2.2.1 Demographics 
A number of survey studies have attempted to attain demographic data of speech 
impairments across different age groups and geographical regions. However, the 
absence of a universally applied classification system and diagnostic methods makes 
it challenging to establish a precise prevalence estimate of this population 
(Australian Institute of Health and Welfare, 2003). Nevertheless, these studies 
demonstrated a sizable number of persons with speech impairments who might 
benefit from AAC technologies. 
The United States Census Bureau estimated that approximately 2.5 million 
Americans aged 15 years old and over had difficulty having their speech understood, 
representing a prevalence of 1.1% (Brault, 2008). Of these, 0.5 million individuals 
had severely impaired speech that cannot be understood by others (Brault, 2008). A 
less recent study conducted in the state of Washington revealed that between 0.3% 
and 0.6% of the total school enrolment were identified as nonspeaking (Matas et al., 
1985). In the United Kingdom, data published by the Department of Work and 
Pensions reported 2.1 million individuals with communication disability in 
2010/2011, although a specific figure for speech impairments was not supplied 
(Department for Work and Pensions, 2012). Focusing on the child population, the 
Bercow review in 2008 indicated that approximately 1% of five years olds entering 
school in England had severe speech, language and communication needs and hence 
often require support of AAC strategies (Bercow, 2008).  
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2.2.2 Causes and Effects 
Speech impairments may result from a wide range of clinical conditions, which can 
be classified into congenital (e.g. cerebral palsy), acquired (e.g. stroke and traumatic 
brain injury) and progressive conditions (e.g. motor neurone disease). Other types of 
impairment, such as motor and cognitive impairments, often accompany speech 
impairments, further amplifying the communication difficulties experienced by the 
affected individuals. The following section provides an overview of several 
conditions commonly associated with speech impairments. 
Cerebral Palsy. With a reported incidence of 2.08 per 1000 live births (Surveillance 
of Cerebral Palsy in Europe, 2002), cerebral palsy (CP) is a prevalent cause of 
speech impairments. CP is defined as “a group of permanent disorders of the 
development of movement and posture, causing activity limitation, that are 
attributed to non-progressive disturbances that occurred in the developing fetal or 
infant brain” (Rosenbaum et al., 2007). In addition to motor impairment, individuals 
with CP often experience various sensory, perceptual, communication and behaviour 
problems of varying levels of severity. Speech impairment is shown to appear in 
42%-81% of CP cases, with dysarthria being the common form although aphasia 
also exists (Odding et al., 2006). Between 23% and 44% of individuals with CP also 
have cognitive impairments, characterised by an IQ of less than 70 (Odding et al., 
2006).  
Stroke. With approximately 12,500 new stroke events annually, stroke is the 
commonest cause of adult disability in Scotland (Scottish Intercollegiate Guidelines 
Network, 2010). Caused by the interruption of blood supply to the brain resulting in 
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brain damage, stroke may lead to a whole range of physical, sensory, cognitive, 
speech and language impairments (Scottish Intercollegiate Guidelines Network, 
2010). Prevalence rates of 20% to 30% have been recorded for dysarthria following 
stroke, while the frequency of aphasia varies between 20% and 38% (Warlow et al., 
2000, as cited in Scottish Intercollegiate Guidelines Network, 2010). These two 
impairments may co-exist in a number of cases, presenting significant 
communication barriers for stroke patients. 
Motor Neurone Disease. Affecting approximately 2.4 per 100,000 persons in 
Scotland (Forbes et al., 2007), motor neurone disease (MND) is a rare progressive 
condition that damages the motor neurones and gradually leads to muscle paralysis. 
Individuals with MND may encounter increasingly difficulties in speaking, amongst 
other muscle activities, including walking, breathing and swallowing. Associated 
cognitive impairment has also been evidenced in a number of MND cases (Portet et 
al., 2001). 
2.2.3 Literacy Issues 
It is well recognised that children and adults with SSI often experience difficulties in 
literacy acquisition (Smith, 2005, Koppenhaver and Yoder, 1992). A study by 
Koppenhaver and Yoder (1992) reported that between 50% and 90% of children with 
severe speech and physical impairments could not develop age-appropriate reading 
skills. Data from the U.S. National Adult Literacy Survey revealed that 53% to 55% 
of American adults with speech impairments performed at the lowest level of literacy 
proficiency (Kirsch et al., 2002). Poor literacy skills may prevent individuals with 
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SSI from fully and effectively participating in social interaction as well as restrict 
their educational and employment opportunities (McIntosh and Vignoles, 2001). 
It should be noted, however, that there are individuals with severe congenital speech 
impairments who have successfully acquired literacy mastery (Koppenhaver et al., 
1991). This suggests that the literacy deficits frequently observed in the nonspeaking 
population cannot be attributed solely to the presence of speech impairments 
(Dahlgren Sandberg et al., 2010). Various intrinsic factors, including limitations in 
physical, perceptual, phonological awareness, language and memory abilities, have 
been identified as potential contributors to the poor literacy outcomes of individuals 
with SSI (Dahlgren Sandberg, 2001, Foley and Pollatsek, 1999, Vandervelden and 
Siegel, 1999, Larsson and Dahlgren Sandberg, 2008). In addition, numerous 
environmental factors, such as limited access to printed materials, restricted 
opportunities to participate in reading and writing activities, as well as low priorities 
and expectations for literacy development, may also impede their literacy success 
(Koppenhaver et al., 1991, Light and Smith, 1993). 
Given the pivotal role of literacy skills and the over-representation of literacy 
difficulties in the nonspeaking population, it is critical for AAC research to 
investigate appropriate instructional approaches to foster literacy acquisition (Light 
and McNaughton, 2009). Simultaneously, future studies are warranted to further 
explore methods of providing effective communication support for individuals with 
limited literacy. 
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2.3 Augmentative and Alternative Communication 
Augmentative and Alternative Communication (AAC) is a multidisciplinary area of 
research, clinical, and educational practice that aims to provide access to effective 
communication for individuals with little or no functional speech (American Speech-
Language-Hearing Association, 2002). 
2.3.1 AAC Techniques 
AAC techniques can be classified into unaided communication, which does not rely 
on any external objects, and aided communication, which requires the use of external 
devices (Glennen and DeCoste, 1997, p.60-61). Examples of unaided 
communication techniques include gestures and body language, sign languages, 
vocalisations and speech. Aided communication methods range from simple paper-
based low-tech word boards or picture books to sophisticated high-tech voice output 
communication aids (VOCAs), which allow the users to communicate through 
spoken messages (Glennen and DeCoste, 1997, p.61-62).  
While paper-based AAC aids are often appreciated for their flexibility, portability, 
durability, familiarity, simplicity and inexpensive costs, their primary limitation lies 
in the lack of speech output. Thus, users of these systems frequently rely on their 
communication partners to interpret and vocalise the selected vocabulary items 
during verbal interaction. VOCAs, on the other hand, enable the production of 
spoken messages that can readily be understood by the general population, thereby 
facilitating comprehension between the nonspeaking individuals and their 
communication partners. The importance of VOCAs in enhancing the quality of life 
for people with SSI has been emphasised in numerous personal essays written by 
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AAC users (Fried-Oken and Bersani, 2000). Research into the potential of VOCAs 
has indicated that these devices may promote interactions between nonspeaking 
individuals and their peers (Schepis and Reid, 1995), facilitate graphic symbol 
learning (Schlosser, 2003), and support natural speech production (Blischak, 1999). 
Many modern VOCAs also incorporate a number of advanced features, such as SMS 
text messaging, Internet access, wheelchair control and environmental controls 
(Toby Churchill Ltd, 2013). Not only extending the usefulness and functionality of 
VOCAs, these features have the potential to improve the devices’ appeal, which has 
been highlighted as a critical factor in the design of AAC assistive technologies 
(Light et al., 2007). 
Features of existing AAC aids vary widely to accommodate the needs of the 
heterogeneous group of individuals with SSI. The following sections provide a brief 
description of four critical aspects that should be thoroughly considered in the design 
of these systems: symbol sets, access methods, speech output, and rate enhancement 
strategies. 
2.3.2 Symbol Sets 
The majority of existing AAC systems employ a set of graphic symbols, such as 
photographs, pictures and line drawings, to encode a pre-stored vocabulary, enabling 
the users to formulate communicative messages through compilation of symbol 
sequences (Glennen and DeCoste, 1997, p.108). The selected vocabulary often needs 
to be customised as well as regularly updated and expanded to accommodate the 
communication needs of each individual communicator across different 
environments and situations. A number of symbol sets with differing levels of 
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transparency have been utilised, notably Picture Communication Symbols (PCS) 
(Johnson, 1981), Blissymbols (Bliss, 1965), Minspeak (Baker, 1986) (see Figure 2-
1), amongst others.  
Although graphic-based communication aids allow for quick retrieval of commonly 
used linguistic items, they are potentially inappropriate for communication on some 
unforeseen or unique topics that require original linguistic items unprovided in the 
pre-programmed vocabulary. To overcome this limitation, orthographic symbols, 
such as traditional orthography (i.e. letters), Morse code and Braille, can be 
employed to enable composition of novel and spontaneous words and utterances (see 
Figure 2-2). Orthographic-based systems, however, require literacy skills; skills that 
many children and adults with SSI struggle to acquire (Smith, 2005, Koppenhaver 
and Yoder, 1992). 
 
Figure 2-1. Pathfinder (Prentke Romich Company, 2000), a graphic-based VOCA 
that operates on a set of 128 Minspeak icons using the semantic compaction 
encoding method. 
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Figure 2-2. Lightwriter® (Toby Churchill Ltd, 2013), an orthographic-based VOCA 
with word prediction – the device also offers mobile telephony facility and 
environmental controls. 
 
2.3.3 Access Methods 
Access methods of AAC systems can be classified into two categories, namely direct 
selection and scanning (Glennen and DeCoste, 1997, p.62). Direct selection methods 
enable the user to directly specify the desired symbols without any intermediate 
steps. Fingers and hands are typically used for direct selection, but other pointing 
means, such as head sticks, mouth sticks, optical pointers, or eye gazes, can also be 
employed for this task. While direction selection is often faster than scanning (Szeto 
et al., 1993, Ratcliff, 1994), it requires a greater degree of fine motor control skills 
and hence may be inaccessible to users with severe physical impairments. Users with 
limited motor control skills may utilise scanning methods by which the AAC 
systems sequentially step through a series of possible symbol choices until the 
desired symbol is reached and selected using switch activation. Different scanning 
techniques, including linear, row-column, circular, group-item and Huffman 
scanning (Roark et al., 2010), have been studied. The selection of appropriate 
19 
 
scanning methods often involves a trade-off between scanning speed and cognitive 
demands (Roark et al., 2010). 
2.3.4 Speech Output 
Current VOCAs employ two primary methods of speech production, namely 
digitised and synthesised speech. Existing commercial VOCAs with digitised speech 
enable the users to record and store spoken messages in the device memory, with 
total recording time varying from two minutes to several hours (McBride and Libby, 
2007). While digitised speech-based VOCAs offer relatively simple and affordable 
access to natural sounding spoken output that can be recorded by familiar voices of 
the AAC user’s family members (Blackstone, 2007), they do not allow for the 
production of novel and spontaneous messages that are not pre-recorded. To address 
this problem, many modern VOCAs are equipped with synthesised speech generated 
from text-to-speech synthesisers, such as Acapela™1 or CereVoice®2. Previous 
studies on speech perception have indicated that synthetic speech was less 
intelligible than natural speech (Logan et al., 1989, Venkatagiri, 2003). Thus, 
individuals with intellectual and/or language disabilities may experience difficulties 
in processing synthetic speech signals (Koul, 2003). In an attempt to enhance the 
naturalness of synthetic speech, a number of studies have focused on the area of 
emotional speech synthesis (Black, 2003, Schröder, 2001, Murray and Arnott, 2008, 
Murray et al., 1991). Recent research has also explored the application of speech 
synthesis in combination with automatic speech recognition to improve the 
intelligibility of dysarthric speech (Yakoub et al., 2008). 
                                                
1 http://www.acapela-group.com/, accessed 30 May 2013 
2 http://www.cereproc.com/, accessed 30 May 2013 
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2.3.5 Rate Enhancement Strategies 
Rate enhancement strategies have been employed in numerous AAC systems to 
improve the user performance by reducing the number of keystrokes required to 
produce a given word or message. These strategies are particularly beneficial for 
users with severe physical disabilities whose each movement is not only slow but 
also difficult and tiring. Two commonly used methods for rate enhancement are 
encoding and prediction (Glennen and DeCoste, 1997, p.80). 
Encoding methods are applied to pre-store frequently used words and messages 
under short symbol sequences, thereby allowing users to retrieve these items with a 
reduced number of keystrokes. A well-cited iconic encoding technique is semantic 
compaction (Baker, 1986, Badman et al., 1995) (see Figure 2-1). Semantic 
compaction operates on a set of multi-meaning icons that are rich in semantic 
associations and can be used in combinations to represent pre-programmed words 
and utterances (Baker, 1986). The use of multi-meaning icons allows for the 
encoding of a large vocabulary using a small set of icons. However, it requires the 
user to master grammatical or semantic rules used for iconic coding, which might be 
challenging for children and individuals with intellectual disabilities (Light et al., 
2004). Letter-based encoding strategies, notably abbreviation expansion, have also 
been explored to encode pre-programmed items into short letter sequences. For 
example, using abbreviation expansion, the message ‘Good morning’ can be encoded 
into the sequence ‘G+M’. Findings of a comparative study by Light et al. (1990) 
demonstrated that this technique led to improved message recall rates compared to 
the semantic compaction when evaluated with literate adults who have severe speech 
and physical impairments. Letter-based encoding strategies, however, require the 
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user to have adequate literacy skills and memorising ability in order to be able to 
recall the encoded messages. 
Prediction is a rate enhancement strategy widely used in orthographic-based AAC 
systems (Garay-Victoria and Abascal, 2006). A number of prediction strategies have 
been developed for AAC users, of which the most commonly used are character 
prediction and word prediction. Character prediction anticipates probable next 
characters based on the previously selected characters (Lesher et al., 1998). Word 
prediction anticipates the word being entered on the basis of the prefix of the current 
word and possibly prior words, thereby saving the user the effort of entering every 
character of a word (Newell et al., 1992, Carlberger et al., 1997, Magnuson and 
Hunnicutt, 2002). Prediction results are typically presented in a horizontal or vertical 
list, requiring the users to scan the list to select the desired item (see Figure 2-2). 
Previous studies on prediction have shown that these techniques not only led to 
substantial potential keystroke savings (Swiffin et al., 1987b, Carlberger et al., 1997, 
Magnuson and Hunnicutt, 2002, Arnott and Javed, 1992) but also improved the 
quality of text produced by users with poor spelling skills (Newell et al., 1992). 
However, those keystroke savings may not be translated into increased 
communication rates due to the cognitive and perceptual workload imposed on the 
user to navigate the prediction list to search for target items (Venkatagiri, 1993, 
Magnuson and Hunnicutt, 2002). A detailed review of existing text prediction 
systems is presented in Chapter 3. 
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2.4 Phoneme-based AAC Systems 
Despite the fact that phonemes are considered the most precise symbols for 
representing spoken languages (Faircloth and Faircloth, 1973), they have rarely been 
used as the base units for word creation in the existing AAC systems. The following 
sections introduce four phoneme-based systems presented in the literature. 
2.4.1 HandiVoice 
The history of phoneme-based AAC systems dates back in 1978 with the 
development of the HandiVoice by Phonic Ear (Glennen and DeCoste, 1997, p.60). 
 
Figure 2-3. HandiVoice (Glennen and DeCoste, 1997, p.60), the first commercial 
phoneme-based VOCA, contained 45 phonemes accessed by numeric codes. 
 
The device provided users with direct access to a mixed vocabulary consisting of 
pre-programmed words, short phrases, letters, morphemes, and 45 phonemes. Each 
phoneme was assigned a three-digit code. Users could access these phonemes using 
a numeric keypad and blend them into synthetic speech using the Votrax speech 
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synthesiser. Reports from a few HandiVoice users (Williams, 1995, Creech, 2004) 
highlighted the system’s slow communication rate as well as the high physical and 
cognitive efforts required to select target phonemes and produce intended words and 
sentences. For instance, Michael Williams, one of the first AAC users of the 
HandiVoice 120, commented on the poor usability of the device: “Saying something 
with this device was like chiselling words into a stone tablet” (Williams, 1995, p.3-
4). 
2.4.2 SPEEC 
In an effort to enhance the communication rate of phoneme-based AAC systems, 
Goodenough-Trepagnier and Prather (1981) developed the SPEEC system. The 
system provided users with a combined set of spoken phonemes and frequently used 
phoneme sequences, each of which was represented by a letter or a letter 
combination (see Figure 2-4). The size of the selection set ranged from 256 to 400 
items. A French version of the system was also available. The authors reported that 
one nonspeaking individual trained in a 400-item version of the system achieved a 
speed of 8.2 words per minute, a 30% increase over an alphabet system 
(Goodenough-Trepagnier et al., 1982). However, the amount of training was not 
specified. Results of an evaluation with five adolescents who have cerebral palsy, 
including one pre-reader as well as beginning and proficient readers, showed that the 
participants required from 4 to 8 months of training to achieve some degree of 
proficiency (Goodenough-Trepagnier and Prather, 1981). This highlights the high 
learning demands imposed on the users of this system. 
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Figure 2-4. Portion of a SPEEC communication board (Goodenough-Trepagnier and 
Prather, 1981). 
 
2.4.3 PhonicStick™ 
Black et al. (2008) explored the potential of phoneme-based AAC systems to support 
language play and phonics teaching for children with SSI through the development 
of the PhonicStick™ talking joystick. The PhonicStick™ enables the users to access 
the 42 letter sounds (called ‘phonics’) used in the Jolly Phonics literacy program 
(Lloyd, 1998), which can be selected by moving the joystick along pre-defined paths 
(see Figure 2-5). A prototype of the PhonicStick™ has been implemented, which 
provides access to a subset of 6 phonics introduced in the first learning stage of the 
Jolly Phonics program, including /s/, /a/, /t/, /i/, /p/ and /n/. All possible combinations 
of two and three phonics were recorded and stored in the prototype. Evaluations 
conducted with seven children without and with differing degrees of speech and 
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physical impairments demonstrated that the participants could create short words 
using the prototype. However, some participants with severe motor impairments 
experienced difficulties in using the joystick to access target phonics (Black et al., 
2008, Black, 2011). This suggests that the PhonicStick™ could potentially benefit 
from rate enhancement mechanisms to reduce the number of difficult joystick 
movements required for each phonic entry. 
 
 a. PhonicStick™ Joystick      b. The 42-phonic Map 
Figure 2-5. The PhonicStick™ talking joystick (Black et al., 2008) 
 
2.4.4 REACH Sound-It-Out Phonetic Keyboard™ 
Schroeder (2005) developed the REACH Sound-It-Out Phonetic Keyboard™, a 
phoneme-based typing interface for individuals with spelling difficulties. This on-
screen keyboard consists of 40 phonemes and 4 phoneme combinations, each of 
which is represented by a letter or a digraph and optionally a picture (see Figure 2-6). 
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It utilises a dictionary-based phoneme prediction method to remove improbable next 
phonemes from the keyboard after each phoneme entry, thereby aiding users in 
visually locating the next phoneme in the intended word. The system also employs a 
dictionary-based word prediction method to present users with a list of the most 
frequently used words that phonetically match the current phoneme prefix. 
Evaluations conducted with children and adults both with and without learning 
disabilities indicated that the system led to an increased text input accuracy 
compared to conventional letter-based keyboards (Schroeder, 2005).  
 
Figure 2-6. REACH Sound-It-Out Phonetic Keyboard™ offers dictionary-based 
phoneme and word prediction (Schroeder, 2005). 
 
To the author’s knowledge, REACH Sound-It-Out Phonetic Keyboard™ is the only 
currently available system that provides phoneme-based predictions. However, these 
predictions rely on a simple dictionary-based algorithm, which does not take into 
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account contextual information, such as prior text. To date, little research has been 
conducted on how more advanced prediction techniques can be employed to improve 
the performance of phoneme-based predictions. 
In summary, the literature review of the existing phoneme-based systems identifies a 
number of application areas of the phoneme-based word creation approach, from 
aiding communication and facilitating literacy learning for nonspeaking individuals 
to supporting text entry for people with learning disabilities. However, these systems 
suffer from a number of usability issues, including poor communication rate, 
difficult access methods to target phonemes, and high learning demands. This 
emphasises the need for further studies on this topic to improve the usability of 
phoneme-based AAC systems. 
2.5 Phonological Awareness of Individuals with SSI 
2.5.1 Phonological Awareness 
The thesis starts with an assumption that in order to use phoneme-based 
communication systems without support of prediction or other assistive features, 
users must have adequate phonological awareness (PA) skills. PA refers to the 
explicit attention to the sound structure of language, reflected by the ability to 
identify and manipulate individual phonological units of words (Liberman, 1973). 
PA encompasses a wide range of skills, from rhyming recognition, phoneme 
blending, to phoneme segmentation and phoneme manipulation (Adams, 1990). 
These skills, especially the phoneme blending and phoneme segmentation skills, 
play a critical role in the development of word decoding and spelling skills and thus 
are essential for literacy acquisition (Brady and Shankweiler, 1991), even in 
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populations of profoundly deaf readers who do not use speech as their primary 
means of communication (Hanson et al., 1991).  
Previous research has reported conflicting findings with regards to the development 
of PA in individuals with SSI (Foley and Pollatsek, 1999, Larsson et al., 2009, 
Dahlgren Sandberg, 2001, Card and Dodd, 2006, Vandervelden and Siegel, 1999). 
Results of several studies with nonspeaking children showed that, compared to 
control groups of typical developing children matched by chronological age and 
verbal age, the nonspeaking group achieved similar performance on a number of PA 
tasks (Larsson et al., 2009, Dahlgren Sandberg, 2001, Card and Dodd, 2006). 
However, they tended to score more poorly on tasks requiring subvocal analysis of 
words and their constituent sounds, such as the phoneme manipulation and word 
length tasks (Dahlgren Sandberg, 2001, Card and Dodd, 2006). In contrast, a study 
by Vandervelden and Siegel (1999) conducted with children and adolescents who 
have congenital motor speech impairments reported that the disabled group scored 
significantly lower than their reading-level-matched controls in all areas of 
phonological processing. In a study with 12 adolescents and adults who had severe 
congenital speech impairments, Foley and Pollatsek (1999) found that the 
nonspeaking group performed well above a chance level but more poorly than a 
control group of skilled readers on a range of homophony judgement tasks. These 
results indicated that, although the absence of speech production did not prevent the 
development of basic PA skills, people with SSI might exhibit developmental delays 
in phonological processing and therefore might benefit from early and focused PA 
training.  
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Research on the relationship between PA and literacy skills in individuals with SSI is 
also inconclusive. Results of the studies by Dahlgren Sandberg (2001) and Larsson 
et al. (2009) revealed that, despite having good PA skills, the nonspeaking children 
participating in the studies scored significantly lower than their control groups on 
both reading and spelling measures. This indicates that even a good level of PA 
skills may not be sufficient for successful literacy development in the population of 
nonspeaking children. In contrast, results of the studies by Vandervelden (2001) and 
Iacono and Cupples (2004) demonstrated a strong correlation between PA and 
reading skills when tested on children and adults with SSI and hence were suggestive 
of the use of PA in reading. 
To summarise, the literature review of PA in individuals with SSI records 
inconsistent findings across various studies, which can partially be explained by the 
inherent heterogeneity of the nonspeaking population and the multitude of intrinsic 
and extrinsic factors affecting PA and literacy skills. Much further research is 
warranted to fully understand the impact of speech impairments on the development 
of PA and the relationship between PA and literacy acquisition. Despite the 
conflicting findings, there exists evidence of PA deficits within the nonspeaking 
population. Those with limited PA skills may experience significant difficulties in 
using phoneme-based communication systems and thus would potentially require 
support of rate enhancement or other assistive strategies. 
2.5.2 Phonological Awareness Interventions 
In order to develop effective literacy instructional strategies for individuals with SSI, 
much research has promoted the inclusion of phonological awareness interventions 
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in literacy training (Blischak, 1994, Light et al., 2008, Paul, 1997). Conventional PA 
instructional procedure typically requires the learner to produce oral responses, 
which is problematic for individuals with SSI (Light and McNaughton, 2009). To 
eliminate the needs for oral production, previous research has proposed a number of 
adaptation strategies to allow learners with SSI to respond using alternative modes, 
such as pointing to a picture card or scanning through a set of response options to 
indicate the intended response. Light et al. (2008) described such an adapted 
procedure for the phoneme segmentation task, which enables learners with SSI to 
practice matching an orally presented phoneme to a picture of a word that begins 
with the target phoneme. The success of this type of intervention has been evidenced 
in several case studies with nonspeaking children (Fallon et al., 2004, Light et al., 
2008). 
Most PA interventions for individuals with SSI reported to date utilise paper-based 
materials, such as storybooks and picture cards (Light et al., 2008, Clendon et al., 
2005). These interventions are often conducted on a one-to-one basis, requiring 
significant time and human resources that are not always available. Speech and 
language pathologists often play a central role, having to present multiple tasks, from 
presenting auditory items, labelling picture cards orally, to checking the learner’s 
answers and implementing correction procedures if needed. Although a number of 
computer software programs have been developed to facilitate PA training (Torgesen 
and Mathes, 2002, Hecht and Close, 2002, Lonigan et al., 2003, McCarthy et al., 
2011), much research is still required to further explore how such technologies can 
be employed to automate PA interventions for children and adults with SSI. 
Moreover, most studies to date have focused on evaluating the efficacy of PA 
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interventions for children (Ehri et al., 2001, Fallon et al., 2004, Light et al., 2008, 
Clendon et al., 2005, McCarthy et al., 2011). There is limited evidence on the effects 
of such interventions on low-literate adults (Perfetti and Marron, 1998), especially 
those with SSI. These adults may not have been exposed to PA instruction during the 
emergent literacy stage but may have acquired some literacy knowledge through 
other learning routes, such as sight word reading. The question remains as to whether 
these adults could still improve their PA and literacy skills through PA interventions 
in the same way that children do. 
2.6 Computerised PA Intervention for Adults with SSI: An Exploratory 
Study 
2.6.1 Study Aims 
Having recognised the need for a deeper understanding of PA development in 
individuals with SSI, the author conducted a computerised PA intervention study 
targeting nonspeaking adults. The aim of the study was twofold. Firstly, the study set 
out to explore whether mainstream computer technologies could be applied to 
develop accessible PA interventions for adults with SSI, and how these interventions 
could influence the PA abilities and literacy skills of the target user group. Findings 
of this study could contribute to the limited understanding of the effectiveness of 
computer-based PA interventions for individuals with SSI. Secondly, the study could 
serve as an initial data gathering stage to enable the author to obtain a better insight 
into the PA abilities of adults with SSI, identifying the difficulties facing this user 
group in using the phoneme-based word creation approach. The findings of this 
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study would inform the design of usable phoneme-based communication systems in 
subsequent phases of the thesis. 
2.6.2 PA Intervention Program 
A computer-based PA intervention program was developed to replace traditional 
paper-based materials. The intervention program was intended to require minimal 
instruction from human instructors, thereby promoting the learner’s independent 
practice and reducing the workload imposed on the instructors. The intervention 
software was designed in consultation with a teacher and evaluated by a group of 
adults with SSI to ensure that it was accessible and usable to the target user group.  
2.6.2.1 Targeted PA Skills and Procedure 
Results of the meta-analysis of PA training studies conducted by the National 
Reading Panel revealed that PA intervention was more effective when focusing 
instruction on one or two skills than when focusing on multiple skills (National 
Reading Panel, 2000). Thus, it was decided that the intervention program should 
provide focused and explicit training on the phoneme segmentation skill, which is 
critical for learning to read and spell.  
Phoneme segmentation, which requires breaking spoken words into individual 
phonemes, is considered the hardest of PA tasks. To teach this skill, the software 
adopted the Elkonin boxes method (Elkonin, 1973), which has been successfully 
employed in many PA intervention programs. This method uses the concept of 
‘sound boxes’ to graphically represent the process of segmenting words into 
phonemes. Typically, the sound boxes are connected squares drawn on a piece of 
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paper or whiteboard, each of which represents a phoneme in a word. The typical 
procedure using Elkonin boxes is summarised below: 
Instructor: Says a word (which is often represented by a picture card) and presents 
the Elkonin sound boxes. The number of the boxes corresponds to the number of 
phonemes in the target word.  
Learner: Articulates each phoneme while moving a counter (i.e. a poker chip or 
sticker) into the corresponding box in a left-to-right progression. He/she then says 
the target word after collecting all the required phonemes.  
Instructor: Repeats the word or the phonemes if the learner struggles and provides 
encouragement when the learner completes the word. 
The intervention software was designed to simulate this procedure while eliminating 
the needs for oral responses from the learner and oral instruction from the instructor.  
2.6.2.2 The Intervention Software 
Over the last few years, there has been a growing trend of using mainstream 
technologies, such as Apple’s iOS platform, to provide more affordable 
communication support for individuals with SSPI. The intervention software was 
therefore developed on the iPad. With its appropriate size and touchscreen display, 
the iPad could potentially provide a viable access method for individuals with severe 
fine motor impairments who have difficulties accessing traditional PC-based 
platforms. 
The software allows the learner to listen to the 42 spoken phonemes introduced in 
the Jolly Phonics, a systematic synthetic phonics program widely used in the UK for 
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literacy teaching (Lloyd, 1998). These phonemes are represented by the Jolly 
Phonics’ picture cards, e.g. the phoneme /d/ is represented by a picture of a ‘drum’, 
as it is the sound a drum makes and it is also the initial phoneme in the word ‘drum’. 
The phoneme set is divided into 7 groups with 6 phonemes in each group. Each 
group is placed on a separate page (see Figure 2-7a). The learner can listen to each 
phoneme by touching the corresponding picture, and can swipe through the phoneme 
pages. 
 
  a. Phoneme Groups                    b. The Game 
Figure 2-7. The phonological awareness intervention software: (a) Each phoneme 
group contains six phonemes represented by the Jolly Phonics’ pictures; (b) The 
phoneme segmentation game 
 
A ‘Word Creation’ game was implemented for each phoneme group to enable the 
learner to practice segmenting spoken words into phonemes. There are 20 practice 
words for each group, which are arranged in increasing levels of complexity. The 
software starts by speaking a word then displays a set of Elkonin boxes (i.e. the blue 
boxes on the upper panel of the screen) and a set of 6 to 8 candidate phoneme cards 
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(i.e. the picture cards on the bottom panel of the screen) (see Figure 2-7b). The 
learner can touch the picture cards to hear the candidate phonemes, then drag-and-
drops each correct card to the corresponding box in a left-to-right progression. If the 
learner chooses an incorrect phoneme, the phoneme automatically moves back to its 
original position. The software contains a ‘Speak Word’ button, which enables the 
learner to repeatedly listen to the target word. It also has a ‘Speak Phonemes’ button, 
which allows the learner to hear all the phonemes in the target word in case he/she 
could not find the correct phonemes. Once the learner has selected all the required 
phonemes, the software repeats the phonemes in sequence, followed by the target 
word. This emphasises how the phonemes are blended into spoken words, thereby 
reinforcing the learner’s phoneme blending skill. 
Informal evaluation sessions were conducted with a teacher and a group of 3 adults 
with SSI to ensure that the software was usable and accessible to the target user 
group, given their severe speech and physical impairments. All participants learned 
to use the software successfully after a brief instruction from the author. No major 
accessibility problems were identified, however one of the participants commented 
that she would like the picture cards to be slightly bigger. All participants visibly 
enjoyed using the training game and indicated that they would like to use it in the 
future when asked by the author. 
2.6.3 Study Methodology 
Having implemented the intervention software, the next stage was to conduct a 
longitudinal multiple case study to investigate the effectiveness of the developed 
intervention.  
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2.6.3.1 Participants 
Three adults (2 female and 1 male, aged from 40 to 54 years old), with severe speech 
and physical impairments caused by CP and varying degrees of literacy difficulties 
were recruited for the study. Participants’ cognitive ability was assessed using the 
Raven’s Coloured Progressive Matrices (CPM) test (Raven and Court, 1998). The 
working memory of the participants was assessed using an adapted version of the 
Digit Span test from the Wechsler Adult Intelligence Scale-III (Wechsler, 1997). 
Results of these tests revealed that participants P1 and P3 possibly have working 
memory deficits. Details of the participants and their cognitive ability assessment 
scores are presented in Table 2-1. 
Participant Age Sex Raven’s 
CPM 
(Max = 36) 
Digit Span 
Forward 
Digit Span 
Backward 
P1 46 Female 28 3 2 
P2 54 Female 31 6 4 
P3 40 Male 32 4 4 
 
Table 2-1. Participant information and results of the cognitive ability assessment 
 
2.6.3.2 Materials 
2.6.3.2.1 PA and Literacy Assessment Battery 
An assessment battery was prepared to assess the PA and literacy skills of the 
participants at pre- and post- intervention. The battery consists of 8 tests, including:  
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1. Letter name knowledge: A test of ability to identify printed letters from 
spoken stimuli. 26 test items. 
2. Letter-sound correspondence: A test of ability to identify printed letters that 
correspond to spoken phonemes. 25 test items. 
3. Spelling real words: A test of ability to spell orally presented words. 20 test 
items derived from the Schonell graded spelling test (Schonell, 2000). 
4. Reading real words: A test of ability to recognize printed words from spoken 
stimuli. 40 test items, including 20 words with regular spelling and 20 words 
with irregular spelling. 
5. Blending3 real words: A test of ability to blend sequences of spoken 
phonemes into real words. 10 test items. 
6. Blending non-words: A test of ability to blend sequences of spoken 
phonemes into non-words. 20 test items. 
7. Phoneme analysis: A test of ability to identify individual phonemes in spoken 
words. 24 test items, including phonemes from initial, medial, and final 
positions, and phonemes that form part of clusters in initial and final 
positions. 
8. Phoneme counting: A test of ability to count the number of individual 
phonemes in spoken words. 12 test items. 
Tests 1-3 were created by the author while tests 4-8 were adapted from the APAR 
test (Iacono and Cupples, 2004), an assessment of PA and reading skills specifically 
                                                
3 ‘Phoneme Blending’ refers to the ability to hear a sequence of separately spoken phonemes and 
combine the phonemes to form a word. 
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designed for adults with SSI. All the tests did not require any oral responses and 
were accessible to participants with severe physical impairments. Details of these 
tests are included in Appendix A4. 
2.6.3.3 Procedure 
Baseline assessment of PA and literacy skills of each participant was carried out 
prior to the intervention phase. The assessment was conducted in two sessions, each 
lasted 45-60 minutes. Subsequently, the participants undertook 7 intervention 
sessions, one per week, each lasted 30-45 minutes. During each intervention session, 
the participants were introduced to a new group of 6 phonemes and practiced 
creating spoken words from the phonemes using the intervention software. These 
sessions were conducted either in a university lab or at the participants’ home. Post-
intervention assessment was started a week after the last intervention session. 
2.6.4 Results and Discussion 
2.6.4.1 PA and Literacy Assessment 
2.6.4.1.1 Participant P1 
Table 2-2 presents the PA and literacy assessment results of Participant P1 prior- and 
post- intervention. The results demonstrated an improvement in the participant’s 
performance for all the assessment tasks except for the spelling and the blending 
non-word tasks. A maximum score was reported for the blending real words task 
while a noticeable improvement was shown on the phoneme analysis task. The 
participant also performed better on the phoneme counting task. However, this task 
                                                
4Appendix A provides the original version of the APAR test obtained from 
http://www.elr.com.au/apar/, accessed 30 November 2010, which contains two incorrect answers in 
the Phoneme Counting task. A corrected version of this task was used in the present study. 
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proved to be very difficult for the participant as she only scored 25% post 
intervention. This result was consistent with findings of a previous study by 
Dahlgren Sandberg (2001), which reported significant difficulties encountered by the 
nonspeaking participants on the Word Length task. Although the spelling score did 
not increase, the participant achieved improvements in the reading and the letter-
sound correspondence tasks, which was surprising considering that letters were not 
introduced in the intervention. 
Assessment Tasks Pre-intervention Post-intervention 
Letter name knowledge 84.6% 88.5% 
Letter-sound correspondence 72.0% 100.0% 
Spelling real words 5.0% 5.0% 
Reading real words 72.5% 80.0% 
Blending real words 80.0% 100.0% 
Blending non-words 70.0% 65.0% 
Phoneme analysis 58.3% 83.3% 
Phoneme counting 8.3% 25.0% 
 
Table 2-2. PA and literacy assessment results of Participant P1 
 
2.6.4.1.2 Participant P2 
Pre-intervention assessment results of participant P2 showed that the participant had 
obtained maximum scores for three tasks, including the letter name knowledge, the 
blending real words, and the phoneme analysis tasks. This implies that the findings 
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of this study are subject to ceiling effects. At post-intervention assessment, the 
participant maintained the scores for these tasks while demonstrating an improved 
performance for all five remaining tasks (see Table 2-3). The participant achieved a 
noticeable improvement on the phoneme counting task, however her score for this 
task was still relatively low, at 41.7% post intervention. Similar to participant P1, P2 
also performed better for the reading real words and the letter-sound correspondence 
tasks, reaching 100% for both of these tasks. Her spelling score also increased from 
60.0% to 85% after the intervention. 
Assessment Tasks Pre-intervention Post-intervention 
Letter name knowledge 100.0% 100.0% 
Letter-sound correspondence 88.0% 100.0% 
Spelling real words 60.0% 85.0% 
Reading real words 97.5% 100.0% 
Blending real words 100.0% 100.0% 
Blending non-words 90.0% 95.0% 
Phoneme analysis 100.0% 100.0% 
Phoneme counting 16.7% 41.7% 
 
Table 2-3. PA and literacy assessment results of Participant P2 
 
2.6.4.1.3 Participant P3 
In contrast to the results of participants P1 and P2, participant P3 showed a limited 
improvement in his PA and literacy skills (see Table 2-4). The participant obtained 
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higher scores for two tasks, including the blending real words and the letter-sound 
correspondence tasks. However, the participant’ scores for the phoneme counting 
and the spelling tasks remained unchanged while his scores for the phoneme 
analysis, the blending non-words, the letter name knowledge, and the reading real 
words tasks slightly decreased.  
Assessment Tasks Pre-intervention Post-intervention 
Letter name knowledge 100.0% 96.2% 
Letter-sound correspondence 88.0% 100.0% 
Spelling real words 30.0% 30.0% 
Reading real words 92.5% 90.0% 
Blending real words 80.0% 100.0% 
Blending non-words 100.0% 90.0% 
Phoneme analysis 83.3% 75.0% 
Phoneme counting 41.7% 41.7% 
 
Table 2-4. PA and literacy assessment results of Participant P3 
 
2.6.4.1.4 Summary of the PA and Literacy Assessment 
Results of the PA and literacy assessment of the three participants demonstrated that 
the intervention had general positive effects on the PA and literacy skills of the 
participants. However, the degree of these effects varied from individual to 
individual. While the positive effects of the intervention were clearly evidenced by 
the results of participants P1 and P2, these effects appeared to be marginal in the 
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case of participant P3. With a limited number of participants and the presence of 
ceiling effects, it is difficult to reliably interpret and generalise the results using 
statistical comparative analysis methods. Other factors, such as the participants’ 
cognitive ability or their conditions on the assessment days, might also contribute to 
the results. Therefore, it is critical to conduct further studies with a larger number of 
participants and a more rigorous study design to confirm the impact of the 
intervention. 
2.6.4.2 User Feedback 
All participants reported highly positive feedback on the iPad intervention software. 
Using various means of communication, the participants stated that they liked 
hearing the sounds in words using the software and felt that it was helpful. In 
particular, participant P3, who showed limited improvements in his PA and literacy 
skills after the intervention, expressed high interest in the software and asked to have 
a copy at home for further practice. Prior to the intervention, this participant 
indicated that he had difficulty saying the sounds in his head, which suggests that he 
might have problems with subvocal rehearsal. However, during the intervention, the 
participant was able to use the software to create novel words that did not appear in 
his word board (i.e. his primary means of communication). This greatly boosted his 
motivation and explained his highly positive attitude towards the software. All 
participants also displayed great excitement in using the iPad during the intervention. 
It appeared that the aesthetic and fashion appeal as well as the accessibility and 
mobility of this platform helped maintain their interest and motivation, which are 
essential for learning success. This highlights the importance of choosing an 
appropriate platform to deliver the intervention software. Overall, these results 
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support the use of mainstream technologies to develop accessible PA intervention for 
adults with SSI where appropriate. 
2.6.4.3 Implications for Design of Phoneme-based AAC Systems 
The fact that all the participants performed above a chance level for the phoneme 
blending and phoneme analysis tasks after the intervention suggests that basic PA 
skills can be developed despite poor spelling skills and the presence of severe speech 
impairments. This indicates that phoneme-based AAC systems could potentially be 
usable for people with limited literacy who were unable to use orthographic-based 
AAC systems effectively due to their poor spelling skills. While all the participants 
demonstrated a relatively good ability to recognise phonemes orally presented by the 
examiner, they scored poorly on the phoneme-counting task, which requires 
subvocal analysis of words and their component sounds. Thus, phoneme-based AAC 
systems should incorporate methods to mitigate the effects of subvocal rehearsal 
deficiencies, possibly by providing appropriate auditory feedback during the 
phoneme-based message generation process to compensate for the lack of speech 
from the users.  
In addition, throughout the intervention, participants P1 and P3 still faced notable 
difficulties in completing the ‘Word Creation’ game, particularly in vowel and 
consonant cluster identification. It is presumably reasonable to predict that these 
difficulties would be multiplied if they were required to identify and select target 
phonemes from the full set of 42 phonemes rather than from a reduced set of 6 to 8 
candidate phonemes presented in the game. This emphasises the need for effective 
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assistive strategies to facilitate the phoneme entry and word creation processes in 
phoneme-based AAC systems. 
2.7 Summary 
This chapter provided a brief overview of the AAC field, with a focus on the 
potential and issues of phoneme-based AAC systems. The following are the key 
conclusions drawn from the chapter: 
• Individuals with SSI often experience significant communication difficulties 
and thus may benefit from the AAC technologies. There exists a wide range 
of conditions that can lead to speech impairments. Other types of impairment, 
such as physical and cognitive impairments, often accompany speech 
impairments, further restricting the communication ability of the affected 
individuals. 
• AAC systems range from simple paper-based picture boards to sophisticated 
high-tech voice output communication aids (VOCAs). Features of these 
systems vary widely to accommodate the heterogeneous needs of the 
nonspeaking population. Input enhancement strategies, including encoding 
and prediction, are commonly used to enhance the usability and usefulness of 
the AAC systems. 
• Phoneme-based AAC systems have the potential to provide a means of 
generating novel and spontaneous messages for a large proportion of AAC 
users who have limited literacy skills. However, existing phoneme-based 
AAC systems suffer from a number of usability issues, including poor 
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communication rate, difficult access methods to target phonemes, and high 
learning demands. 
• A computerised phonological awareness intervention study was conducted 
with three nonspeaking adults at the early stage of the thesis. Findings of this 
study further confirm the need for phoneme-based rate enhancement 
strategies to facilitate the phoneme entry and word creation processes. The 
results of the study also suggest that PA intervention could potentially have 
positive effects on the PA skills of adults with SSI, although the degree of 
these effects may vary amongst individual cases. The highly encouraging 
feedback obtained on the interventions software support the use of 
mainstream technologies to develop accessible PA intervention where 
appropriate. However, further studies with a larger number of participants are 
required to generalise these results. 
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Chapter 3. Text Prediction Systems 
3.1 Introduction 
Prediction techniques have been widely adopted in AAC typing interfaces to 
facilitate text entry and enhance communication rate. Outside AAC systems, these 
techniques have also been integrated into mainstream applications, such as in text 
message composition software on mobile phones. There exists a rich body of 
literature on text prediction systems.  This chapter discusses a number of important 
factors related to the design and evaluation of these systems, including prediction 
strategies, prediction algorithms, user interface issues, evaluation methodologies, and 
effects of the prediction methods on user performance.  
3.2 Prediction Strategies 
Most existing prediction systems exploit the redundancies inherent in natural 
languages (Shannon, 1951) to anticipate the next character or block of characters that 
the user intends to enter. A number of prediction strategies have been developed and 
incorporated into different typing interfaces, with the size of predictable units 
varying from single character to single word and multi-word phrase, as summarised                                                                                                                                                                                                                                                                                                                                                                                                                                                                                
below.  
3.2.1 Character-level Prediction Strategies  
3.2.1.1 Character Prediction 
Character prediction is typically applied to scanning-based AAC systems to 
accelerate the scanning process (Lesher et al., 1998). This method often relies on a 
probabilistic model of character sequences to compute the probability that each 
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character in the character set will appear next given the preceding characters. The 
result of this computation can be used to dynamically rearrange the scanning grid 
after each character selection to allow for faster access to characters of higher 
probability (Heckathorne et al., 1987, Baletsa et al., 1976). Alternatively, it can be 
used to populate a list of most probable next characters, which will then be attached 
as an extra row or column on the static scanning grid (Demasco, 1994). Examples of 
prediction systems providing character prediction include the ANTIC letter-board 
(Anticipatory Tufts Interactive Communicator) (Baletsa et al., 1976), the PACA 
(Portable Anticipatory Communication Aid) (Heckathorne et al., 1987), the Reactive 
Keyboard (Darragh and Witten, 1992), and the Dasher (Ward et al., 2000) systems. 
3.2.1.2 Character Disambiguation 
Character disambiguation is employed for typing text using a reduced keyboard, 
such as the standard 12-key mobile phone keyboard (Arnott and Javed, 1992, 
MacKenzie et al., 2001, Foulds et al., 1987, Levine et al., 1987). As each key on a 
reduced keyboard represents a cluster of characters, multiple keystrokes might be 
needed to distinguish among these characters. Character disambiguation aims to 
reduce the number of keystrokes per character by predicting the user’s intended 
character from the currently pressed key. If the prediction is correct, only one 
keystroke is required to enter the desired character. Otherwise, the user can 
repeatedly press the “error” key until the intended character is selected (Arnott and 
Javed, 1992). This technique has demonstrated its application in both dedicated AAC 
systems (Foulds et al., 1987, Levine et al., 1987, Arnott and Javed, 1992, King et al., 
1995) and mainstream mobile text input systems (MacKenzie et al., 2001). 
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3.2.2 Word-level Prediction Strategies 
3.2.2.1 Word Prediction 
Moving beyond single character predictions, word prediction systems anticipate the 
entire word being entered based on the current character prefix and possibly prior 
words, thereby saving the user the effort of entering every character of a word. 
Several systems offer immediate prediction (Swiffin et al., 1987b, Boggess and 
Drawer, 1988, Wobbrock and Myers, 2006a), i.e. the next word is predicted even 
before any characters are typed (Trnka et al., 2005). Other systems provide delayed 
prediction (also called word completion), i.e. the first character of the new word 
must be entered before prediction is attempted (Trnka et al., 2005). Most word 
prediction systems present the suggested words in a horizontal or vertical list, 
requiring the user to scan the list to select the desired word (Garay-Victoria and 
Abascal, 2006). Figure 3-1 shows a pictorial representation of a typical word 
prediction system, which offers immediate prediction. 
Word prediction is the most widely used predictive strategies as it frequently yields a 
superior combination of keystroke savings and hit rates compared to character-level 
and phrase-level predictions (Garay-Victoria and Abascal, 2006). Various word 
prediction systems have been designed for different languages, notably the Prophet 
(Carlberger et al., 1997), the Predice and PredictAbility (Palazuelos-Cagigas et al., 
1998), and the FASTY (Matiasek et al., 2002) systems. Word prediction has also 
become a common feature of many commercial AAC devices, including Toby 
Churchill’s LightWriter®, Prentke Romich Company’s Pathfinder Plus, and Dynavox 
Technology’s V and Vmax, amongst others. 
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Figure 3-1. A typical word prediction interface: (a) five predictions presented 
immediately after completion of the previous word ‘to’; (b) predictions after entering 
the first letter of the current word, the user can press the function key F3 to select the 
desired word ‘stay’. 
 
3.2.2.2 Word Disambiguation 
Similar to the character disambiguation, word disambiguation is utilised to facilitate 
text entry using reduced keyboards. This method was first proposed by Witten 
(1983) who indicated that while each keystroke on a reduced keyboard is ambiguous, 
using a combination of such keystrokes to produce a word would reduce the 
ambiguity. The researcher estimated that with nine letter keys, 92% of 24,500 
English words were associated with unique key sequences and thus could be entered 
with an efficiency of one keystroke per character (Witten, 1983). 
With word disambiguation, each multi-character key is pressed only once. Once the 
user has entered a key sequence and pressed the SPACE key, a dictionary lookup 
process is performed to search for all words corresponding to the key sequence 
(Kushler, 1998). In intermittent cases of having multiple words matching the key 
sequence, these words can be displayed in a list (often ranked by the frequency of 
occurrence) for selection (see Figure 3-2) or presented in succession as the user 
(a)	  	  	  I	  want	  to go	  	  	  	  	  	  	  	  	  	  	  F1 have	   	  	  F2 see	   	  	  F3 come	  	   	  	  F4	  	  	  	   buy	   	  	  F5 ``````````` 
see	   	  	  F1 say	   	  	  F2 stay	   	  	  F3 stop	  	   	  	  F4	  	  	  	   sleep	   	  	  F5 ``````````` 
(b)	  	  	  I	  want	  to	  s SENTENCE:	  I	  want	  to	  stay	  at	  home 
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repeatedly presses a special “error” key (Arnott and Javed, 1992, Kushler, 1998). 
Typing non-dictionary words (e.g. personal names or foreign terms) with this 
method is problematic, however. Therefore, existing word disambiguation systems 
either allow the user to easily resort to the non-predictive entry mode (Kushler, 
1998) or incorporate strategies for automatic identification of characters in unknown 
words (Rau and Skiena, 1994). 
A well-known commercial implementation of the word disambiguation scheme is 
the T9 feature on mobile phones designed by Tegic Communications (James and 
Longe, 2000, Kushler, 1998). Other examples include the UKO-II communication 
aid (Harbusch et al., 2003), and the TouchMeKey4 four-button system (Tanaka-Ishii 
et al., 2002).  
 
Figure 3-2. An example of word disambiguation on a standard 12-key mobile 
phoneme keyboard: The user presses the key sequence ‘2-2-5-3’ before pressing ‘0’ 
for SPACE key; the system displays a list of 4 words that match the key sequence, 
ordered by frequency. 
 
3.2.3 Phrase-level Prediction Strategies 
Several attempts have been made to anticipate linguistic units longer than single 
words (Alm et al., 1992, Dye et al., 1998, Mitchell and Sproat, 2012, Broumley et 
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al., 1990, Todman, 2000, Waller and Newell, 1997, Alm et al., 1987). Alm et al. 
(1992) designed the CHAT (Conversation Helped by Automatic Talk) system, 
which exploits conversational modelling techniques to predict a speaker’s next 
speech act during the opening, small-talk, and closing phases of an encounter. 
Appropriate utterances are then automatically generated to accomplish the predicted 
speech act. Broumley et al. (1990) introduced the TalkBac system, which takes into 
account information about the user’s interests and conversation partners as well as 
the topic under discussion to provide possible sentences from a pre-stored database. 
Waller and Newell (1997) extended the concept of TalkBac to facilitate storytelling, 
as demonstrated in their PROSE (Predictive Retrieval of Story Extracts) system. Dye 
et al. (1998) developed ScripTalker, which employs a script-based model to capture 
sequential stages of a number of conventional transactional interactions, e.g. ‘going 
shopping’ or ‘at the doctor’. Based on the pre-constructed scripts and the current 
stage of the interaction, the system predicts the most probable next stage and 
prompts the user with suitable phrases.  
User evaluations of existing whole-phrase prediction systems suggest that substantial 
improvements in communication rate and keystroke savings with well-rated 
conversation quality can be attained using these systems (Dye et al., 1998, Todman, 
2000, Alm et al., 1992). However, most of the existing systems only support 
predictive retrieval of pre-programmed phrases covering a limited set of specific 
conversation topics. Accurate prediction of novel phrases for communication on 
general, unforeseen topics remains a paramount challenge. Mitchell and Sproat 
(2012) recently attempted to address this challenge by using discourse-based 
modelling to predict the user’s response given the previous utterance from the 
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interlocutor. Through computational experiments, the researchers estimated that only 
3.5-4.0% of conversational phrases are predictable given previous context. This 
implies a very low potential hit rate of whole phrase prediction when applied to 
create novel messages in spontaneous conversations. 
3.3 Prediction Algorithms 
A number of text prediction algorithms have been reported in the literature. This 
section focuses on the algorithms for character-level and word-level predictions, 
which have been extensively used in existing AAC systems to facilitate the 
construction of novel and spontaneous words and messages.  
3.3.1 Lexical Prediction 
This is the simplest prediction algorithm employed in many early word-level 
prediction systems (Swiffin et al., 1987b, Hunnicutt, 1986, Venkatagiri, 1993, 
Kushler, 1998). The algorithm operates on a word lexicon with associated 
frequencies of occurrence. Once the user has started to enter the intended word or 
pressed a key sequence on a reduced keyboard, a lexicon lookup process would be 
performed to assemble a list of words matching the entered input, ranked in the 
descending order of word frequency. The word frequencies can be estimated from a 
large collection of texts (known as a corpus), such as the Brown corpus (Kucera and 
Francis, 1967) or the British National Corpus (BNC) (Burnard and Aston, 1998), 
which contains both written and spoken texts in diverse domains. Several attempts 
have been made to generate AAC-specific word frequencies using natural 
communication samples collected from a small group of AAC users over extended 
time periods (Beukelman et al., 1984, Yorkston et al., 1990).  
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To enhance the versatility of the prediction, a number of systems have provided the 
users with an adaptive lexicon (Venkatagiri, 1993, Swiffin et al., 1987b, 
Heckathorne and Childress, 1983). New words entered by the user can be assigned 
an initial frequency and added to the lexicon for future predictions. The frequency of 
each lexicon word is continuously updated as it is used, thereby allowing the lexicon 
to be personalised to adapt to each individual user’s vocabulary. This method, 
however, may present several issues, including the increased search time required to 
locate the intended word on the prediction list as predicted words appear at different 
places according to their dynamically changing frequencies (Koester and Levine, 
1998). In addition, misspelled words may be included in the lexicon and may never 
be used again, unnecessarily increasing the lexicon storage and lookup time. 
Appropriate strategies for automatic purging of unwanted words are therefore 
required to maintain the adaptive lexicon (Swiffin et al., 1987b) . 
In an effort to take into account contextual information, several systems combine 
word frequency with recency of use to produce word predictions (Carlberger et al., 
1997, Copestake, 1997, Swiffin et al., 1987b). The motivation for the use of word 
recency stems from an observation that once a word has appeared in a context, it is 
likely to recur soon after. Hence, more recently entered words are associated with 
higher recency values and are promoted in the prediction list in subsequent 
predictions. It is evident that the application of recency could help improve the 
prediction performance, for example, Copestake (1997) reported a 0.9% increase in 
prediction rates and a 1.3% increase in keystroke savings (Copestake, 1996) with an 
8-word prediction list thanks to the use of word recency.  
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3.3.2 Prediction Using Statistical Language Modelling 
The majority of current text prediction systems employ statistical language 
modelling techniques to perform prediction tasks. Language modelling has 
demonstrated a remarkable success not only in prediction systems but also in other 
domains of Natural Language Processing (NLP), such as speech recognition, 
handwriting recognition, and machine translation (Jurafsky and Martin, 2009). These 
techniques often use a large training corpus to construct an N-gram language 
model, which can be used to estimate the probability of occurrence for a linguistic 
item, be it a character or a word, on the basis of N-1 preceding items (Jurafsky and 
Martin, 2009).  
At N=1 (i.e. unigram model), an item’s probability is calculated based on its 
frequency in isolation without reference to its context, which is equivalent to the 
fixed lexical prediction described in the previous section. Prediction accuracy 
generally increases with higher-order N-gram language models (Lesher et al., 1999). 
However, most practical systems are limited to 6-gram models for character-level 
prediction and 3-gram models for word-level prediction, as the gain from higher-
order models is often small at the cost of considerably increased training data and 
computational resources (Lesher et al., 1999, Goodman, 2006). More importantly, as 
the order of a language model increases, the problem of data sparseness becomes 
more severe. That is, the number of possible N-gram sequences can be extremely 
large while the training corpus is limited. As a result, many legitimate sequences 
might be assigned a zero probability simply because they have not been seen in the 
training data. A number of techniques have been proposed to overcome this problem, 
such as Katz backoff (Katz, 1987), Witten-Bell discounting (Witten and Bell, 1991), 
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absolute discounting (Ney et al., 1994), and interpolated modified Kneser-Ney 
smoothing (Kneser and Ney, 1995, Chen and Goodman, 1999). Readers are referred 
to the language modelling chapters in (Manning and Schütze, 1999) and (Jurafsky 
and Martin, 2009) for more detailed descriptions of these techniques. A more in-
depth technical introduction to the N-gram language models is included in Chapter 4 
of this thesis. 
As with other data-driven approaches, the performance of the statistical language 
modelling-based prediction is highly dependent on the size of the training corpus and 
the degree to which the corpus represents the domain of use (Trnka and McCoy, 
2007, Wandmacher and Antoine, 2006). Therefore, in the development of prediction 
for conversational AAC systems, it is possibly ideal to construct language models 
from a substantial corpus of transcribed conversations of real AAC users. However, 
such a corpus has been unavailable to date. To address this problem, previous 
research has utilised corpora of telephone transcripts, such as the Switchboard corpus 
(Godfrey et al., 1992), and performed clean-up processing to make them a more 
appropriate approximation of AAC communication (Trnka et al., 2006, Lesher and 
Rinkus, 2002a). Vertanen and Kristensson (2011) have recently proposed a novel 
solution to this problem by creating a multi-million word corpus of AAC-like 
messages. Using Amazon Mechanical Market, the researchers crowdsourced a small 
dataset of AAC-like messages, which was then used to select a much larger set of 
AAC-like data from Twitter, Blog, and Usenet datasets. The language models trained 
on this AAC-like corpus were proved to outperform other models trained on 
telephone transcripts (Vertanen and Kristensson, 2011). 
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Various studies have investigated the potential of language model adaptation to 
boost prediction accuracy. Javed (1991) and Wandmacher and Antoine (2007) 
studied user-adapted language models, which are automatically updated based on 
the texts composed by the individual users. As these models can be tailored to each 
user’s language usage, they reduce the dependency on the initial training corpus and 
thus can accommodate the lack of substantial genuine AAC corpora to some extent. 
Cache language models capturing recency-of-use information have also been used in 
conjunction with conventional N-gram models to elevate the probability of recently 
used words (Javed, 1991, Wandmacher and Antoine, 2007, Wobbrock and Myers, 
2006a, Carlberger, 1998, Van den Bosch, 2011).  Trnka et al. (2006) explored topic-
adapted language modelling for word-level prediction. The authors trained separate 
N-gram language models for each topic in the Switchboard training corpus and tuned 
the overall model to the topics most similar to the current topic of conversation. 
Theoretical experiments indicated that their method led to 0.8% - 1.5% improvement 
over a baseline trigram word model, at the cost of a higher processing time (Trnka et 
al., 2006). 
3.3.3 Syntactic Prediction 
Syntactic information has been integrated into a number of word-level prediction 
systems to enhance the grammatical appropriateness of the suggestions. The majority 
of these systems employ an N-gram word class (i.e. part-of-speech tag) model 
trained from tagged corpora to estimate the probabilities of occurrence for each class 
given the previous N-1 classes (Fazly and Hirst, 2003, Swiffin et al., 1987a, 
Matiasek et al., 2002, Hunnicutt and Carlberger, 2001, Copestake, 1997). These 
probabilities are combined with word frequencies/probabilities estimated from either 
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a lexical prediction component (Swiffin et al., 1987a, Copestake, 1997) or an N-
gram word model (Fazly and Hirst, 2003, Matiasek et al., 2002, Hunnicutt and 
Carlberger, 2001) to determine the most probable next words. Other systems utilise 
syntactic parsers built from a pre-defined set of grammar rules to analyse the syntax 
of a sentence as it is being composed, thereby removing syntactically incorrect 
suggestions (Garay-Vitoria and Abascal, 1997, Morris et al., 1991, Wood and Lewis, 
1996). Syntactic prediction algorithms have shown improvements in keystroke 
savings over baselines that rely solely on word frequency or N-gram word models 
(Hunnicutt and Carlberger, 2001, Fazly and Hirst, 2003, Garay-Vitoria and Abascal, 
1997). However, these improvements were relatively small for baselines using high-
order (e.g. bigram or trigram) word models. For example, Fazly and Hirst (2003) 
reported only a 0.9% increase in keystroke savings using their best syntactic 
prediction algorithm over a baseline bigram word model, at the cost of extra 
computational time and resources. It is suggested that bigram or trigram word 
models implicitly capture syntactic information to a considerable extent, thus 
attenuating the values of syntactic information explicitly included in word class 
models or grammar rules (Fazly and Hirst, 2003). 
3.3.4 Semantic Prediction 
Recent text prediction research has investigated the potential of incorporating 
semantic information into the prediction process to improve the semantic 
appropriateness of the suggestions. Li and Hirst (2005) and Trost et al. (2005) 
developed a trigger model capturing long-distance co-occurrence relations between 
words from a large training corpus. The model is used to measure the semantic 
association with the current context for the suggested words. Strongly semantically 
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related suggestions are assigned high contextual association scores and therefore will 
be promoted in the prediction list. Wolf et al. (2006), Trkna (2008), and 
Wandmacher et al. (2008) exploited topic modelling techniques to determine the 
semantic relatedness of suggested words with the current topic of communication, 
thereby promoting words that are highly related to the topic and discarding words 
that are highly irrelevant. Stocky et al. (2004) proposed a novel semantic prediction 
method based on common-sense reasoning. The method employs a large-scale 
common-sense knowledge semantic network called Open Mind Common Sense 
(OMCS) to predict words that are semantically related to the current context. Results 
of theoretical evaluations indicated that this method produced competitive results in 
comparison with statistical N-gram-based methods. However, the complete 
construction of the OMCS requires the contribution of thousands people over many 
years as it uses common-sense sentences entered through the web. Although existing 
semantic prediction algorithms have demonstrated the potential to improve 
prediction performance (Li and Hirst, 2005, Wolf et al., 2006, Trost et al., 2005, 
Trnka, 2008), they are rarely applied in practice due to the high degree of 
computational complexity (Garay-Victoria and Abascal, 2006). 
3.4 User Interface 
User interface factors, such as the prediction list length and the method of presenting 
the list to the users, have a significant impact upon the usability of prediction 
systems. A poorly designed user interface could lead to an increased perceptual and 
cognitive overhead of using the system, causing user frustration and thus 
diminishing the potential positive effects of predictive features. This section 
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discusses two major user interface issues that should be carefully addressed in the 
design of a predictive communication system. 
3.4.1 Prediction List Length 
The number of suggestions presented in the prediction list is one of the key factors 
that could influence the performance of predictive systems. On the one hand, larger 
prediction lists are generally associated with higher potential keystroke savings, 
subject to the law of diminishing returns (Copestake, 1997, Swiffin et al., 1987b, 
Garay-Vitoria and Abascal, 1997). On the other hand, increasing the number of 
suggestions could potentially lead to increased perceptual and cognitive workload 
imposed on the user to navigate the prediction list to search for target items (Koester 
and Levine, 1996). Therefore, most existing systems tend to offer prediction lists of 
lengths between five and seven, with five-suggestion lists being the most commonly 
used (Garay-Victoria and Abascal, 2006). This complies with the Miller’s law of 
“magic number seven plus or minus two”, the recommended limits for the number of 
objects that can be held in a human’s working memory (Miller, 1956). 
3.4.2 Presentation of Prediction Results 
Most existing predictive systems display the predicted items (i.e. characters or 
words) in a vertical or horizontal list (see Figure 3-3a), requiring the user to scan the 
prediction list to select the desired item (Garay-Victoria and Abascal, 2006). 
Previous research has, however, suggested that the perceptual and cognitive 
overhead associated with this scanning process and the need for shifting the attention 
between the prediction list and the character layout might outweigh the keystroke 
savings achieved by using prediction (Koester and Levine, 1996, Soede and Foulds, 
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1986, Goodenough-Trepagnier et al., 1986, Venkatagiri, 1993, Carlberger et al., 
1997). To address this problem, several systems offer a word auto-completion (also 
called in-line word completion) method, which automatically inserts the most 
probable word into the sentence being typed, thereby eliminating the time and 
cognitive effort required to navigate a prediction list to select the target item.  
Several researchers have investigated novel methods of displaying character and 
word prediction results to the user without using list-based presentation 
(Heckathorne et al., 1987, Lesher et al., 1998, Ward et al., 2000, Wobbrock and 
Myers, 2006a). Wobbrock and Myers (2006a) integrated stroke-based word 
completion into Trackball EdgeWrite, a unistroke text entry system designed for 
individuals with motor impairments. The system enables the user to move the 
trackball towards four corners of a virtual square and connect the entered corners in 
single non-lifting strokes to produce characters. As the user strokes a character, the 
word completion feature attempts to recognise the current stroke and display four 
predicted words at four corners of the EdgeWrite square (see Figure 3-3b). The word 
selection can be completed with a short gesture into the corner at which the desired 
word resides. This method has been reported to be as efficient but less visually 
tedious compared to list-based selections (Wobbrock and Myers, 2006a).  
Heckathorne et al. (1987) and Lesher et al. (1998) employed character prediction 
models to operate dynamic interfaces, on which the entire character layout is 
constantly rearranged after each character selection to allow for faster access to 
highly probable next characters. These interfaces, however, are subject to a trade-off 
between efficiency and ease of learning (Lesher et al., 1998, Ward et al., 2000). 
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Ward et al. (2000) incorporated character prediction into Dasher, a well-cited data 
entry dynamic interface operated by continuous pointing gestures. Dasher is reported 
to be easier to learn than the dynamically rearranged interfaces as it uses simple 
alphabetic ordering (see Figure 3-4a). The system allows the user to enter text using 
any pointing devices by continually zooming through nested character regions, 
whose sizes are dynamically optimised according to the characters’ probabilities of 
entry estimated from a 6-gram character language model (see Figure 3-4b). The 
more probable next characters occupy larger spaces on the screen and therefore 
would be easier to be selected by the user. Results of user evaluations indicated that 
an expert user achieved a remarkable text entry rate of up to 34 words per minute 
using Dasher (Ward et al., 2000). However, the intensive visual concentration 
required to operate the system might have negative impact on the usability of the 
system. 
 
Figure 3-3. Examples of different methods of presenting word predictions: (a) 
LightWriter® SL40 with four predicted words displayed in a horizontal list, allowing 
the user to select the desire word by pressing the corresponding number; (b) 
Trackball EdgeWrite with four predicted words displayed at four corners of a 
trackball interface, allowing the user to select the desire word using a fluid “crossing 
gesture” (Wobbrock and Myers, 2006a). 
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Figure 3-4. Dasher – A text entry interface driven by continuous gestures and a 
character prediction model: (a) In the initial state, the characters are ordered 
alphabetically; (b) The user starts entering the word ‘the’ by making a gesture 
towards the character ‘t’. The ‘t’ region starts to expand, revealing a vertical line of 
next characters, with more probable next characters (e.g. ‘h’) being given more 
spaces (Ward et al., 2000).  
 
3.5 Evaluation of Prediction Strategies 
3.5.1 Evaluation Metrics 
3.5.1.1 Keystroke Saving (KS) 
This is the most widely used metric for evaluating the efficiency of predictive 
systems, defined as the percentage of keystrokes that the user saves by using the 
prediction utility to produce the trial text, and calculated using the following 
equation:  
KS = Keystrokes without prediction - Keystrokes with prediction Keystrokes without prediction ×  100%  (Eq. 3-1) 
63 
 
3.5.1.2 Keystroke Efficiency (KE) 
This metric is commonly used for evaluations of character and word disambiguation 
systems. Keystroke efficiency can be measured as the number of characters produced 
divided by the number of keystrokes, as expressed in Equation 3-2. Alternatively, it 
can be defined as the average number of keystrokes required to produce a character, 
as shown in Equation 3-3: 
KE = Number of charactersNumber of keystrokes ×100%   (Eq. 3-2) 
KE = Number of keystrokesNumber of characters  (keystrokes/character)   (Eq. 3-3) 
3.5.1.3 Hit Rate (HR) 
Hit rate is defined as the percentage of times that the user’s intended items (i.e. 
characters or words) appear in the prediction list, derived from the following 
equation: 
HR = Number of times the intended item is predictedNumber of items ×  100%   (Eq. 3-4) 
3.5.1.4 Communication Rate (CR) 
This metric is commonly used for evaluating the text entry speed of AAC systems. It 
is measured as the average number of words per minute (WPM) or the average 
number of characters per minute (CPM). 
WPM = Number of words producedTotal time spent to produce the words (in seconds) ×  60  (Eq. 3-5) 
CPM = Number of characters producedTotal time spent to produce the characters (in seconds) ×  60  (Eq. 3-6) 
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3.5.2 Evaluation Methodologies 
There are two methods of conducting evaluations on the performance of predictive 
systems, namely theoretical evaluation and empirical evaluation (Garay-Victoria and 
Abascal, 2006). Theoretical evaluation often employs a computer-based simulation 
program, which simulates a ‘perfect’ user who never makes a mistake while entering 
a trial text and always selects the desired item as soon as it appears in the prediction 
list. This evaluation approach has been widely adopted in the development of 
predictive systems, especially in the design phase, as it provides researchers with a 
quick and inexpensive method of obtaining relatively objective measurements of the 
potential effects of prediction strategies. Potential keystroke savings, keystroke 
efficiency, and hit rate are the three metrics commonly reported in theoretical 
evaluations (Trnka et al., 2008, Arnott and Javed, 1992, Lesher et al., 1998, Fazly 
and Hirst, 2003). The drawback of this evaluation approach is that it does not take 
into account human factors, such as the user’s errors or the delayed time and 
cognitive workload associated with the word selection process. Therefore, it does not 
fully reflect the performance of predictive systems in real-life conditions. 
To validate the usability of predictive systems, it is essential to perform empirical 
evaluation involving human participants, as it allows the researchers to obtain a 
more accurate assessment on the practical keystroke savings and communication 
rates, as well as to collect information about user experience of the systems and to 
identify user interaction issues (Garay-Victoria and Abascal, 2006). Most empirical 
evaluations of predictive systems employ a text copy task wherein participants are 
instructed to create a specified set of trial texts (Trnka et al., 2009, MacKenzie et al., 
2001, Koester and Levine, 1996, Wobbrock and Myers, 2006a). Several studies, 
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however, evaluated the effects of prediction techniques on free-form creative writing 
tasks (Magnuson and Hunnicutt, 2002, Newell et al., 1992). While these tasks may 
closely resemble the natural usage of AAC systems, they pose complications in 
analysing the effects of prediction strategies on text entry performance as they 
involve message planning in addition to text entry (Trnka et al., 2009, MacKenzie, 
2007). Hence, creative writing tasks are generally avoided in favour of text copy 
tasks. The major challenge in performing empirical evaluations is to select a sample 
group of participants that well represent the entire population of potential users of 
the evaluated system. This challenge becomes more prominent in the domain of 
AAC predictive systems, considering the heterogeneous group of AAC users and the 
difficulties in involving this user group in the system design and evaluation process. 
Therefore, empirical evaluations of existing AAC predictive systems are often 
confined to formative studies with non-disabled participants (Venkatagiri, 1993, 
Venkatagiri, 1994, Trnka et al., 2009, Anson et al., 2006) and longitudinal case 
studies with a small group of target users (Carlberger et al., 1997, Newell et al., 
1992, Magnuson and Hunnicutt, 2002, Wobbrock and Myers, 2006a). Previous 
research has also reported that long-term usage is critical for accurate evaluations of 
prediction (Magnuson and Hunnicutt, 2002, Newell et al., 1992). 
3.6 Performance of Existing Predictive Systems 
As previously discussed, the performance of a predictive system is dependent on 
various factors, including prediction algorithms, language models, user interface 
settings, not all of which have been clearly described in the previous work. 
Furthermore, results of performance evaluations of existing predictive systems are 
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influenced by many test condition parameters, such as testing data, evaluation 
settings and types of measurement used for assessment, each of which is highly 
varied amongst different systems and has not always been clearly defined. The lack 
of a standardised test bench makes it implausible to accurately interpret and compare 
the performance of different predictive systems reported in the literature. Therefore, 
this section is not intended to provide any rigorous judgements on the performance 
improvement of different prediction approaches against each other. Instead, it is 
simply a brief record of the performance evaluation results of several notable 
predictive systems described in the literature, as presented in Table 3-1. 
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 Source System Description KS/KE CR 
Arnott and 
Javed 
(1992) 
Character disambiguation on 12-
key reduced keyboards. 
Uses a 4-gram character language 
model trained on a small restricted-
domain text corpus containing 
approximately 50,000 words. 
Theoretical evaluation performed 
with 8 small text samples extracted 
from various sources and four 
different keyboard layouts. 
KE:  
1.136 – 1.162 
keystrokes/cha
racter. 
N/A 
MacKenzie 
et al. (2001) 
LetterWise – A prefix-based 
character disambiguation system 
for 12-key mobile phone keypads. 
Uses probabilities of character 
sequences (i.e. prefixes) of length 3 
to predict the intended character on 
the pressed key.  
Theoretical evaluation performed to 
compare the keystroke efficiency of 
LetterWise, T9, and multi-tap text 
entry methods. 
Empirical evaluation with 20 able-
bodied participants over 20 sessions 
using a text copy task to measure 
the text entry speed of LetterWise 
compared to the multi-tap method. 
KE:  
1.15 
keystrokes/cha
racter – 43.5% 
fewer than the 
multi-tap 
method. 
21.0 WPM 
after 20 
sessions of 
25-30 
minutes. 
36.3% faster 
than the 
multi-tap 
method. 
Swiffin et 
al. (1987b) 
PAL (Predictive Adaptive Lexicon) 
word prediction system. 
Operates on the basis of a 1000-
word adaptive lexicon, which is 
automatically updated as it is used. 
Each lexicon entry is associated 
with word frequency, recency, and 
syntactic tag. 
Theoretical evaluation performed 
with 4 trial texts. 
KS:  
49.8% - 55.2% 
for 5 
predictions 
without 
syntactic 
tagging. 
58.6% - 69.6% 
for 5 
predictions 
with syntactic 
tagging. 
N/A 
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 Source System Description KS/KE CR 
Carlberger 
et al. (1997) 
Prophet – A multilingual lexical 
word prediction system 
Consists of three components: (1) a 
10,000-word prebuilt lexicon with 
frequencies, (2) an adaptive user 
lexicon, (3) a word bigram lexicon 
containing approximately 3000 
words with up to nine frequency-
ordered successors each. 
Incorporates recency information. 
Theoretical evaluation conducted 
for the four languages to measure 
KS. 
Longitudinal case studies with 8 
motor-impaired participants, using 
both text copy and free writing 
tasks.  
KS: 
32.9% - 37.9% 
for 5 
predictions, 
computed from 
the theoretical 
evaluation. 
A reduction in 
keystrokes 
observed in 
most case 
studies. The 
degree of KS 
was not 
quantified. 
Facilitated 
and improved 
CR for 5 
participants. 
2 participants 
showed no 
change in 
CR.  
1 participant 
showed a 
decreased 
CR.  
The degree of 
changes in 
CR was not 
quantified. 
Hunnicutt 
and 
Carlberger 
(2001), 
Magnuson 
and 
Hunnicutt 
(2002) 
Prophet II – A successor to 
Prophet, offering syntactic word 
prediction for Swedish. 
Contains two probabilistic models: 
(1) a bigram word model, (2) a 
trigram word-class model, 
generated from a set of 10,000-
word tagged training texts. 
Uses a speech synthesiser to read 
out prediction lists.  
Theoretical evaluation with three 
10,000-word test texts to measure 
KS. 
A 13-month case study with an 
adult male participant who has 
dyslexia and no motor impairments, 
using a free writing task. 
KS: 
46% for 5 
predictions, 
computed from 
the theoretical 
evaluation. 
22.7% using 
word 
prediction only 
and 30.5% 
using word 
prediction 
combined with 
speech 
synthesis, 
measured from 
the case study. 
 
Reduced 
from 4.9 
WPM 
without 
prediction to 
3.8 WPM 
upon the 
introduction 
of prediction.  
Returned to 
the original 
CR by the 
end of the 
case study 
with support 
of speech 
synthesis. 
Wobbrock 
and Myers 
Trackball EdgeWrite – A unistroke 
text entry system using trackball 
N/A 12.09 WPM. 
46.5% 
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 Source System Description KS/KE CR 
(2006a) access with adaptive word 
prediction. 
Consists of four components: (1) 
the main lexicon with frequencies, 
(2) a user-defined lexicon, (3) a 
trigram word model generated from 
a large corpus of news articles, (4) 
an adaptive word bigram model to 
store the user’s recently used word 
pairs. 
Up to 4 predicted words displayed 
at four corners of the trackball 
interface. 
Single longitudinal case study with 
an adult male participant who has 
spinal cord injury. 
increase in 
CR over the 
non-
predictive 
version. 
 
Table 3-1. Descriptions of several existing character and word-level prediction 
systems with evaluation results (KS = Keystroke Savings, KE = Keystroke 
Efficiency, CR = Communication Rate) 
 
3.7 Summary 
This chapter introduced text prediction techniques, which have been extensively 
utilised for rate enhancement in orthographic-based AAC systems. The following are 
the key points covered in the chapter:  
• Prediction strategies anticipate the next linguistic unit (e.g. character, word, 
or phrase) that the user intends to enter. Character-level and word-level 
predictions are the most commonly used in AAC systems. 
• Most current prediction systems employ statistical N-gram language 
modelling techniques. A number of advanced language modelling techniques 
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have been investigated, which utilise additional information such as word 
recency, syntactic information, semantic information, and topic modelling. 
The application of these techniques often involves a trade-off between 
computational resources and performance. 
• Prediction systems are typically evaluated by theoretical evaluation using a 
computer simulation program and empirical evaluation with representative 
users. 
• While prediction techniques often result in keystroke savings and can 
potentially provide other benefits (e.g. improved spelling), the keystroke 
savings might not be translated into increased communication rates due to the 
cognitive and perceptual workload of navigating the prediction interface to 
search for target items. 
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Chapter 4. Phoneme-based Prediction Model 
4.1 Introduction 
Findings from the literature review of existing phoneme-based AAC systems and the 
phonological awareness intervention study documented in Chapter 2 have suggested 
the need for effective rate enhancement strategies to facilitate phoneme entry and 
word creation processes. While rate enhancement strategies have been widely 
adopted in orthographic-based and graphic-based AAC systems, there is very limited 
exploration into the application of such strategies to phoneme-based systems. In 
addressing this issue, the thesis aims to investigate the potential of prediction 
techniques to enhance the usability of phoneme-based AAC systems. As the first 
step towards this direction, the research presented in this chapter reports on the 
development and theoretical evaluation of a phoneme-based statistical prediction 
model, which employs N-gram language models to perform prediction at both 
phoneme and word levels.  
It is worth to note that this is not the first research into phoneme-based predictions. 
Schroeder (2005) incorporated phoneme prediction and word prediction strategies 
into the REACH Sound-It-Out Phonetic Keyboard™, a phoneme-based typing 
interface for individuals with spelling difficulties (see Section 2.4 of Chapter 2). 
However, these strategies rely on a simple lexical prediction algorithm, which does 
not take into account contextual information, such as prior text. To date, little or no 
research has been published on how more advanced prediction algorithms, 
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specifically language modelling-based prediction, can be exploited to improve the 
performance of phoneme-based predictions.  
4.2 Technical Introductions 
N-gram language modelling has been briefly mentioned in Section 3.3.2 as the most 
commonly used prediction technique in current text predictive systems. This section 
equips the reader with essential terminology and theoretical background of language 
models, which are required to comprehend the phoneme-based prediction model 
described in the following sections. More extensive discussions on this topic can be 
found in the language modelling chapters in (Manning and Schütze, 1999) and 
(Jurafsky and Martin, 2009). For simplicity, word language models are used to 
illustrate the technical concepts covered in this section. The same theory is 
applicable to N-gram models of other linguistic items, such as characters, phonemes, 
or part-of-speech tags. 
4.2.1 N-gram Language Models 
An N-gram is a contiguous sequence of N linguistic items. An N-gram language 
model (LM) is a statistical model that computes the conditional probability of a 
linguistic item in the context of the previous N-1 items. For example, a trigram 
(N=3) word LM estimates the probabilityP(wn wn − 2,wn − 1)  of a word wn  given the 
two preceding words wn − 2,wn − 1 . The simplest method to compute this probability 
is from its counts in a training dataset (often called a training corpus). Let 
C(wn − 2,wn − 1,wn)  denotes the number of occurrences of the sequence 
wn − 2,wn − 1,wn  and C(wn − 2,wn − 1)  denotes the number of occurrences of 
wn − 2,wn − 1  in the training corpus. The trigram probability can be computed as: 
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P(wn wn − 2,wn − 1) = C(wn − 2,wn − 1,wn)C(wn − 2,wn − 1)   (Eq. 4-1) 
For example, suppose the current phrase is “I want to go on” and the task is to 
compute the probability that the next word is “holiday”. Using a trigram word LM, 
this probability can be computed as: 
P(holiday go on) = C(go on holiday)C(go on)   (Eq. 4-2) 
The probability estimate given in Eq. 4-1 and Eq. 4-2 is called maximum likelihood 
estimation (MLE). However, the MLE estimate suffers from the sparse data issues. 
As the training corpus is limited, many N-grams may be incorrectly assigned a zero 
probability simply because they were not observed in the training corpus. 
Smoothing techniques address this problem by discounting the MLE probabilities 
of observed N-grams to save some probability mass that will be distributed to 
unobserved N-grams. The reader is referred to Chen and Goodman (1999) for a 
comprehensive survey of commonly used smoothing techniques. Of these 
techniques, interpolated modified Kneser-Ney smoothing has been shown to yield 
the best performance (Chen and Goodman, 1999). Thus, it is used to construct the 
LMs for the phoneme-based prediction model. 
An issue of N-gram LMs is that they are heavily dependent on the training corpus. In 
general, the quality of N-gram models can be improved by increasing the amount of 
in-domain training data, i.e. data that well match the domain of interest. Increasing 
the order N of N-gram models generally enhance the performance of the models. 
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However, it involves a trade-off between memory and performance and thus needs to 
be carefully considered when designing systems for practical use. 
4.2.2 Evaluation 
There are two methods of evaluating the performance of a language model, namely 
extrinsic evaluation and intrinsic evaluation (Jurafsky and Martin, 2009). Extrinsic 
evaluation involves embedding the language model into a specific application (e.g. 
an AAC predictive system) and measuring the performance of the application. While 
this is considered the best way to evaluate a language model, it is often expensive 
and time consuming, especially if it requires the participation of human subjects. 
Therefore, intrinsic evaluation using the perplexity metric is typically used as a 
quick and standard assessment of the quality of a language model independent from 
any particular applications (Jurafsky and Martin, 2009). The perplexity reflects how 
well a language model predicts a test set. The perplexity (PPL) of a language model 
on a test set W={w1, w2…wt} is defined as the inverse of the geometric average 
probability assigned to each word in the test set, as shown below: 
PPL = 1P(wi |w1,w2...,wi − 2,wi − 1)i=1
t
∏t  (Eq. 4-3) 
The lower the perplexity, the higher the probability of the test set according to the 
language model and hence the better the language model. To avoid inaccuracies in 
perplexity, the test set used for perplexity computation should be disjointed from the 
training corpus used to construct the language model. 
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4.3 Development of the Phoneme-based Prediction Model 
Having introduced the underlying background of N-gram language modelling, this 
section describes how this technique can be applied to develop a phoneme-based 
prediction model, to be known as the Phonics model.  The model performs two 
types of prediction, namely phoneme prediction and phoneme-based word 
prediction. Phoneme prediction uses a phoneme LM to predict probable next 
phonemes given the previously entered phonemes. Word prediction uses a 
pronunciation dictionary and a word LM to predict the word currently being entered 
given the current phoneme prefix and prior words.  
4.3.1 Phoneme Set 
Unlike traditional orthographic-based AAC systems that operate on a standard 
character set, different phoneme-based systems tend to use slightly different 
phoneme sets. For example, the REACH Sound-It-Out Phonetic Keyboard™ 
comprises 40 phonemes and 4 phoneme combinations (Schroeder, 2005) while the 
PhonicStick™ contains 42 phonemes (Black et al., 2008). Following the 
PhonicStick™, the Phonics model uses the set of 42 phonemes from the Jolly 
Phonics, a systematic synthetic phonics program widely used in the UK for literacy 
teaching (Lloyd, 1998). The phoneme set, to be called the Phonics set, consists of 17 
vowels and 25 consonants. By using a literacy-linked phoneme set, the Phonics 
model can readily be integrated into both literacy learning tools (such as the 
PhonicStick™ (Black et al., 2008)) and communication aids. Other systems that use 
different phoneme sets can also be adapted to utilise the Phonics model by providing 
a phoneme mapping scheme between their phoneme sets and the Phonics set. 
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4.3.2 Pronunciation Dictionary 
4.3.2.1 The Phonics Dictionary 
The development of phoneme-based predictions requires a pronunciation dictionary, 
which should be accent-specific as pronunciations may vary across different accents. 
There has been no dictionary to date that contains word pronunciations using the 
Phonics set. To address this problem, a pronunciation dictionary, called the Phonics 
dictionary, was built based on the Unisyn lexicon (Fitt, 2000), which provides 
facilities for generating dictionaries in different accents, including a number of UK, 
US, Australian, and New Zealand accents. The Unisyn uses the concept of key-
symbols (i.e. meta-phonemes) to encode the characteristics of multiple accents into a 
single base lexicon. Accent-specific rules can then be applied to the base lexicon to 
produce pronunciations in a given accent.  
The creation of the Phonics dictionary consists of two steps. First, a lexicon in the 
Edinburgh accent was derived from the base lexicon using a set of Perl scripts 
supplied with Unisyn. Redundant key-symbols that are not applied to the Edinburgh 
accent were removed to reduce the symbol set to 61 symbols, including phonemes 
and allophones. Additional automatic clean-up processing was also performed to 
remove unwanted information, such as stress and boundary markers.  
At the second step, a mapping function was manually created to map the set of 61 
phonemes and allophones used in the Edinburgh lexicon to the Phonics set. As the 
Phonics set only contains 42 phonemes, several allophones in the Edinburgh set were 
mapped to the same phonemes in the Phonics set. In addition, several single 
phonemes in the Edinburgh set were mapped to two-phoneme combinations in the 
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Phonics set and vice versa. As a result, this phoneme-mapping scheme leads to 
changes in the phoneme length of words and reduced pronunciation accuracy in 
some cases. Details of the mapping function are presented in Table 4-1. The 
mapping function was then programmed into a C++ script that converted the 
Edinburgh lexicon to the Phonics pronunciation dictionary. The resulting dictionary 
comprises 121,004 pronunciation entries for 117,625 unique words, of which 3270 
words have multiple pronunciations.  
Unisyn’s 
Symbol(s) 
Sample word Unisyn’s Phonetic 
Transcription 
Corresponding 
Phonics Symbol(s) 
b bee b ii b 
d dye d ae d 
g guy  g ae g 
t tea t ii t 
? cat k a ? t 
p pea p ii p 
k key k ii ck 
x loch l o x x 
k w quick k w i k qu 
n knee n ii n 
n! mission m i sh n! n 
l lay l ei l 
l! cattle k a t l! l 
m me m ii m 
m! chasm k a z m! m 
ng song s oo ng ng 
y yes y e s y 
w witch w i ch w 
hw which hw i ch w 
v van v a n v 
s sea s ii s 
h hat h a t h 
r ray r ei r 
t^ merry m e t^ ii r 
z zoom z uu m z 
zh beige b ei zh z 
sh she sh ii sh 
f fan f a n f 
jh edge e jh j 
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Unisyn’s 
Symbol(s) 
Sample word Unisyn’s Phonetic 
Transcription 
Corresponding 
Phonics Symbol(s) 
ch each ii ch ch 
dh then dh e n th1 
th thin th i n th2 
a trap t r a p a 
i kit k i t i 
e dress d r e s e 
eir squaring  s k w eir r i ng e 
oo thought th oo t o 
uh strut s t r uh t u 
ei waist w ei s t ai 
ou goat g ou t oa 
ii fleece f l ii s ee 
ii; agreed @ g r ii; d ee 
ai price p r ai s ie 
ae tied t ae d ie 
aer fire f aer r ie 
oi choice  ch oi s oi 
uu goose g uu s oo2 
uu; brewed b r uu; oo2 
ur jury jh ur r ii oo1 
ur; cure k y ur; r oo1 
y uu you y uu ue 
ow mouth m ow th ou 
@ comma k o m @ @ (schwa) 
or r north n or r th or 
or t^ warring w or t^ i ng or 
our r force f our r s or 
our t^ adorable @ d our t^ @ b l or 
ar r start s t ar r t ar 
ar t^ barring b ar t^ i ng ar 
@r r letter l e t @r r er 
@r t^ watering w o t @r t^ i ng er 
@@r r nurse  n @@r r s er 
@@r t^ incurring i n k @@r t^ i ng er 
er r pert p er r t er 
er t^ inferring i n f er t^ i ng er 
owr  hour owr r ou 
ir; near n ir; r i 
ir nearing n ir r i ng i 
oir coir  k oir r oi 
Table 4-1. The phoneme mapping function between the Unisyn’s Edinburgh 
phoneme set and the Phonics set. 
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4.3.2.2 The Schwa Phoneme 
An issue of the phoneme mapping is that the Edinburgh set contains the schwa 
phoneme (denoted by the symbol ‘@’), which cannot be mapped to any phonemes in 
the Phonics set. The schwa, a reduced form of full vowels in unstressed syllables, 
occurs in 41,539 entries in the Phonics dictionary. An example of a word containing 
the schwa phoneme is ‘today’ (/t @ d ai/). While the schwa is the most commonly 
used vowel sound in spoken English (Gimson and Cruttenden, 2001), it is not 
included in the Jolly Phonics teaching as it is a difficult concept to understand for 
literacy learners at early stages.  
The simplest solution for this issue would be to explicitly add the schwa phoneme 
into the Phonics set in the prediction model. However, learning to use the schwa 
correctly requires knowledge of syllable stress patterns, which can be challenging for 
AAC users with literacy difficulties. Thus, it was decided to support two modes in 
the Phonics prediction model, namely the SCHWA_ON and the SCHWA_OFF 
modes. In the SCHWA_ON mode, the schwa phoneme is explicitly added to the 
Phonics set, increasing the set to 43 phonemes. The schwa is presented to the users 
for selection as part of the phoneme set and can appear in the phoneme prediction 
list. In the SCHWA_OFF mode, the schwa is not added into the Phonics set and 
therefore is not offered to the users for selection. 
To deal with the absence of the schwa in the SCHWA_OFF mode, a basic auto-
correction method was implemented. To search for a word given a phoneme 
sequence, a limited set of schwa insertion and replacement rules (e.g. replacing 
vowels with schwas – see Table 4-2) is applied to generate a set of alternative 
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sequences. These sequences and the original sequence are then used to look up a list 
of matching words in the Phonics dictionary. Once the user has selected a word from 
this list, the correct pronunciation of the selected word (which might include the 
schwas) would be used to replace the original phoneme sequence in the currently 
selected phoneme string. This corrected phoneme string would then be input to the 
phoneme LM (described in Section 4.3.3.1) to predict next phonemes.  
Rules Phoneme Input String Alternative Phoneme 
Strings 
Schwa replacement 1: 
Replace vowels with 
schwas in phoneme 
strings of length >= 2  
/t oo2 d ai/ /t @ d ai/ à ‘today’ 
/t oo2 d @/ 
/t @ d @/ 
Schwa replacement 2: 
Replace /ar/ and /or/ with 
/er/ in phoneme strings of 
length >= 2 (because /er/ 
≈ /@ r/) 
/f or e v er/ 
/p ar t i ck ue l er/ 
/f er e v er/ à ‘forever’ 
/p er t i ck ue l er/ à 
‘particular’ 
Schwa insertion: 
Insert a schwa before 
syllabic consonants /l/ /r/ 
/m/ /n/ 
/v oa ck l/ 
/h i s t r ee/ 
/o t m/ 
/m oa m n t/ 
/v oa ck @ l/ à ‘vocal’ 
/h i s t @ r ee/ à ‘history’ 
/o t @ m/ à ‘autumn’ 
/m oa m @ n t/ à ‘moment’ 
 
 
Table 4-2. Descriptions and examples of the schwa auto-correction rules 
 
4.3.3 Corpora 
As previously mentioned, the construction of LMs requires a training corpus, which 
should comprise a large amount of closely matched data. Thus, in the development 
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of prediction for conversational AAC systems, it is possibly ideal to train LMs on a 
substantial corpus of genuine AAC communications. However, due to various 
privacy and ethical issues, such a corpus is unavailable to date. To address this 
problem, previous studies have proposed the use of telephone transcripts (Trnka et 
al., 2006, Lesher and Rinkus, 2002a) and AAC-like messages collected from Twitter, 
Blog, and Usenet datasets (Vertanen and Kristensson, 2011) as alternative data 
sources for conversational AAC language modelling. In searching for a quality 
corpus to construct the LMs for the Phonics model, two publicly available corpora 
were experimented, including the Switchboard corpus5 of English telephone 
conversations (Godfrey et al., 1992), and the crowdsourced AAC-like corpus6 
recently released by Vertanen and Kristensson (2011) (called the Turk corpus).  
The Switchboard corpus is a collection of 2438 transcribed spontaneous telephone 
conversations between previously unacquainted speakers on a variety of pre-
determined topics. This corpus has been utilised in several AAC prediction studies 
(Trnka and McCoy, 2007, Trnka et al., 2006, Lesher and Rinkus, 2002a), due to its 
relatively large size of 3M words and its conversational style. The present study used 
a cleaned version of the Switchboard corpus provided by Trnka and McCoy (2007), 
who performed clean-up processing to remove simple speech repairs, such as 
backchannels (e.g. ‘uh’, ‘um’) and word repetitions, in order to make the corpus a 
more appropriate approximation of AAC communications. The cleaned Switchboard 
corpus consists of roughly 2.9M words.  
                                                
5 http://www.isip.piconepress.com/projects/switchboard/, accessed 15 August 2012 
6 http://www.aactext.org/imagine/, accessed 15 August 2012 
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The Turk corpus is a collection of fictional AAC messages crowdsourced from the 
Amazon Mechanical Turk microtask market by Vertanen and Kristensson (2011). To 
collect the data, the researchers set up two human intelligence tasks on Amazon 
Mechanical Turk. In the first task, the workers were told to imagine that due to a 
medical condition or accident they could not talk or type using a normal keyboard 
and hence had to use a scanning-based communication device. The workers were 
instructed to think about what they might want to say to their family, friends, 
caregivers, and other people in the community and invent a plausible communication 
that they might make using the device (Vertanen and Kristensson, 2011). In the 
second task, each worker judged the plausibility of a communication previously 
written by another worker. Thereafter, the worker was asked to invent a new 
communication as if he or she was using a communication device, as in task 1. All 
the crowdsourced communications were further processed using a semi-automatic 
data cleaning procedure. The resultant collection, called the Turk corpus, consists of 
5890 messages from 298 unique workers. This corpus was demonstrated to be better 
at predicting AAC test sets than a number of currently used data sources (Vertanen 
and Kristensson, 2011). Vertanen and Kristensson (2011) then leveraged this small 
and well-matched corpus to intelligently select a much larger set of AAC-like 
messages from Twitter, Blog, and Usenet datasets. The 4-gram word LM trained on 
AAC-like data collected using this approach was proved to outperform the 4-gram 
LM trained on the Switchboard corpus (Vertanen and Kristensson, 2011). However, 
the performance of this approach when applied to phoneme LMs was not 
investigated in Vertanen and Kristensson’s original study (2011). 
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In the present work, different phoneme LMs and word LMs were constructed using 
the Switchboard corpus and the Turk corpus-based approach. These LMs were 
initially evaluated using perplexity in order to determine the best-performing models, 
which were then incorporated into the final prediction model for extrinsic 
evaluations. All the Turk-based models presented in the following sections were 
trained by Dr Keith Vertanen, the co-owner of the Turk corpus, of which the 
phoneme LM was specifically generated for this thesis in response to the author’s 
request. The author trained all the Switchboard-based LMs and conducted all 
evaluations of the prediction model, as described in the later sessions. 
4.3.3.1 Training Sets 
The following are the training sets used to train the Switchboard-based and Turk-
based LMs: 
• SwitchTrain: Transcripts of 2195 telephone conversations from the cleaned 
Switchboard corpus, used to train the Switchboard-based LMs. 0.2M 
sentences, 2.6M words. 
• TurkTrain7: Communications from 80% of the workers in the Turk corpus, 
used in Vertanen and Kristensson (2011). This set was used to select AAC-
like data from Twitter, Blog, and Usenet datasets for the Turk-based LMs. 
4981 sentences, 24860 words.  
• Blog: Blog posts from the ICWSM corpus (Burton et al., 2009), used to train 
the Turk-based LMs. 25M sentences, 387M words. 
                                                
7 http://www.aactext.org/imagine/aac_comm/sent_train_aac.txt, accessed 15 August 2012 
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• Twitter: Twitter messages collected by Dr Keith Vertanen via the free 
streaming API between December 2010 and July 2011, used to train the 
Turk-based LMs. 36M sentences, 251M words. 
• Usenet: Usenet messages (Shaoul and Westbury, 2009), used to train the 
Turk-based LMs. 123M sentences, 1847M words. 
4.3.3.2 Test Sets 
The LMs were evaluated on the following test sets: 
• Specialists8: A collection of context specific conversational phrases 
recommended by AAC professionals. 966 sentences, 3814 words. Out–of-
vocabulary (OOV) rate: 0.05%. 
• Communication9: A collection of sentences written by college students in 
response to 10 hypothetical communication situations (Venkatagiri, 1999), 
used in Venkatagiri (1999) and Vertanen and Kristensson (2011). 251 
sentences, 1789 words. OOV rate: 0.3%. 
• SwitchDev: Transcripts of 243 telephone conversations in the cleaned 
Switchboard corpus. This development test set is only used for initial 
evaluations of different model orders of the Switchboard-based LMs. 16986 
sentences, 0.2M words. OOV rate: 0.9%. 
                                                
8 http://aac.unl.edu/vocabulary.html, accessed 4 September 2011 
9 http://www.aactext.org/imagine/aac_comm/lm_test_comm.txt, accessed 15 August 2012 
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• SwitchTest10: 3 telephone transcripts taken from the Switchboard corpus 
(disjoint from SwitchTrain and SwitchDev), used in Trnka et al. (2009) and 
Vertanen and Kristensson (2011). 59 sentences, 508 words. OOV rate: 0.4%. 
• TurkDev11: Communications from 10% of the workers in the Turk corpus 
used in Vertanen and Kristensson (2011). This development set is used to 
tune the Turk-based LMs. 551 sentences, 2916 words. OOV rate: 0.9%. 
• TurkTest12: Communications from 10% of the workers in the Turk corpus 
(disjoint from TurkTrain and TurkDev), used in Vertanen and Kristensson 
(2011). 563 sentences, 2724 words. OOV rate: 1.1%. 
Test Set Sentence 
Specialists Help me move this 
Can I get a new one? 
Communication I hope to see you soon 
Did you take a look at my car? 
SwitchDev I guess they closed down about three months ago 
What kind of what make is the mini van? 
SwitchTest Yeah actually we saw it just the other night too 
Have you seen the movie do you have a VCR? 
TurkDev I am not very hungry 
Could I have some milk please? 
TurkTest We can go together 
Do we have any cereal? 
 
Table 4-3. Example sentences from the six test sets 
 
                                                
10 http://www.aactext.org/imagine/aac_comm/lm_test_switch.txt, accessed 15 August 2012 
11 http://www.aactext.org/imagine/aac_comm/sent_dev_aac.txt, accessed 15 August 2012 
12 http://www.aactext.org/imagine/aac_comm/sent_test_aac.txt, accessed 15 August 2012 
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Table 4-3 shows examples of sentences from these test sets. A phoneme-based 
version of each test set was created for the evaluation of the phoneme LMs and 
phoneme prediction. For each sentence in the test sets, a corresponding 
pronunciation string was generated using the Phonics dictionary. For each word with 
multiple pronunciations, a pronunciation was selected at random. Pronunciations for 
OOV words were manually added in all the test sets except for the SwitchDev 
development test set. As the SwitchDev set is relatively large, it was decided to 
exclude entire sentences containing OOV words. As a result, the phoneme-based 
version of SwitchDev retained 15099 sentences. 
4.3.4 Phoneme Prediction 
4.3.4.1 Phoneme Language Model 
4.3.4.1.1 Switchboard-based Phoneme Model 
All Switchboard-based phoneme LMs were trained on the SwitchTrain training set. 
All the words in the SwitchTrain set were converted to pronunciation strings using 
the Phonics dictionary. A pronunciation was chosen at random for each word with 
multiple pronunciations. Sentences containing OOV words were discarded. 9 
phoneme LMs were constructed for orders N from 1 to 9 with no count-cutoffs. 
Estimation of unigrams used Witten-Bell discounting (Witten and Bell, 1991) while 
all higher order N-grams used interpolated modified Kneser-Ney smoothing (Kneser 
and Ney, 1995). The performance of these phoneme LMs was initially evaluated by 
computing their perplexity on the SwitchDev development set (readers can revisit 
section 4.2.2 for a description of perplexity).  
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Figure 4-1. Perplexity of the Switchboard-based phoneme LMs on the SwitchDev 
development test set for different orders N 
 
As shown in Figure 4-1, the performance of the LMs improved (i.e. the perplexity 
decreased) with higher order N-grams. Moving from unigram (N=1) to bigram 
(N=2) model resulted in a 56.1% decrease in perplexity, implying a substantial 
improvement in the prediction performance when transforming from context-
insensitive to context-sensitive predictions. However, the rate of improvement 
declined with increasing N-gram orders. Moving from 6-gram to 9-gram LM only 
led to a slight reduction of 3.6% in perplexity while increasing the model size from 
29.8 MB to 302 MB. Thus, it was decided to use the 6-gram phoneme LMs in 
subsequent evaluations as it provided a good combination of performance and 
memory. The aim was to keep the prediction model’s size reasonably small, thereby 
allowing it to be easily integrated into devices with limited memory and 
computational resources, such as mobile devices.  
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4.3.4.1.2 Turk-based Phoneme Model 
The Turk-based phoneme LM was trained by Dr Keith Vertanen, the co-author of the 
Turk corpus. Vertanen used the TurkTrain dataset to select AAC-like sentences from 
the Twitter, Blog, and Usenet datasets using cross-entropy difference selection 
(Moore and Lewis, 2010). The selection process retained 6.9M, 1.6M, and 2.3M 
words of data from the Twitter, Blog, and Usenet datasets respectively. These words 
were converted into pronunciation strings using the Phonics dictionary and the same 
procedure applied to the Switchboard corpus, as described in the previous section. 
Vertanen trained a 6-gram phoneme LM for each of the Twitter, Blog, and Usenet 
data sets using the same smoothing methods applied to the Switchboard-based LMs. 
A mixture model was then created via linear interpolation with mixture weights 
optimised on the TurkDev development set. The optimised mixture weights were: 
Twitter 0.54, Blog 0.25, and Usenet 0.21.  
4.3.4.1.3 Comparison of Phoneme Models 
The 6-gram Switchboard-based phoneme LM and the Turk-based mixture LM were 
compared using the perplexity metric on four AAC-like test sets, including 
Specialists, Communication, SwitchTest, and TurkTest. Results are presented in 
Figure 4-2. The Turk-based mixture phoneme LM outperformed the Switchboard-
based phoneme LM on the three most AAC-like test sets (Specialists, 
Communication, and TurkTest). The Switchboard-based phoneme LM performed the 
best on SwitchTest, which is not surprising given that the testing and training data 
were taken from the same corpus. Based on these results, the Turk-based phoneme 
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LM was chosen to incorporate into the final phoneme prediction module for extrinsic 
evaluation. 
 
Figure 4-2. Perplexity of the 6-gram Switchboard-based and Turk-based phoneme 
LMs on the four test sets 
 
4.3.4.2 Hit Rate 
The 6-gram Turk-based phoneme LM was stored in an SQLite indexed database, 
allowing efficient binary searches to be performed on the N-gram data. The database 
was then embedded in the phoneme prediction module, which was programmed in 
Objective-C. The phoneme prediction module uses the N-grams to calculate the 
probability that each phoneme will appear next given the currently selected 
phonemes and produces a list of most probable next phonemes.  
The accuracy of the phoneme prediction was evaluated using hit rate. Hit Rate (HR) 
is defined as the percentage of times that the intended phonemes appear on the 
prediction list: 
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HR = Number of times the intended phoneme is predictedNumber of phonemes ×  100%  (Eq. 4-4) 
The hit rates were computed for prediction lists of lengths 1-15 in both SCHWA_ON 
and SCHWA_OFF modes. The results of this evaluation would help inform the 
decision of the number of predicted items to be presented to the users, which is a key 
usability factor of prediction systems. 
The hit rates were evaluated on four test sets (i.e. Specialists, Communication, 
SwitchTest, and TurkTest). The phoneme-based version of these test sets (which 
might contain the schwa phoneme) was used to calculate the hit rates in the 
SCHWA_ON mode. A ‘non-schwa’ version of each test set was then created, in 
which all schwa occurrences were removed by either deleting them or replacing 
them with appropriate vowels in the Phonics set. The ‘non-schwa’ pronunciations 
were used to calculate the hit rates in the SCHWA_OFF mode.  
As shown in Figure 4-3, the hit rate improved as the prediction list length (L) 
increased in both the SCHWA_OFF and SCHWA_ON modes for all the four test 
sets. For most L values, the system performed the best on the Specialists test set and 
the worst on the SwitchTest set. At L=1, the average hit rates for the four test sets 
were 48.5% in the SCHWA_OFF mode and 51.1% in the SWITCH_ON mode. At 
L=5 (which is the length usually offered in prediction systems), the average hit rate 
increased to 77.2% in the SCHWA_OFF mode and 79.2% in the SCHWA_ON 
mode. At L=15, the system reached high average hit rates of 94.2% in the 
SCHWA_OFF mode and 94.8% in the SCHWA_ON mode. The SCHWA_ON mode 
achieved higher hit rates than the SCHWA_OFF mode for all L values. However, the 
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hit rate differences between these two modes tended to diminish as L increased. At 
L=1, the average difference for the four test sets was 2.7%. At L=5, the average 
difference reduced to 2.1%. At L=15, the average difference was very small, at 
0.6%. 
 
Figure 4-3. Hit rates of the phoneme prediction for prediction list lengths 1-15 in the 
SWCHA_ON and SCHWA_OFF modes 
 
4.3.5 Phoneme-based Word Prediction 
4.3.5.1 Word Language Model 
4.3.5.1.1 Switchboard-based Word Model 
5 word LMs were trained on the SwitchTrain corpus for orders N from 1 to 5 with no 
count-cutoffs and interpolated modified Kneser-Ney smoothing. Figure 4-4 shows 
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the perplexity of the Switchboard-based word LMs on the SwitchDev development 
test set. 
 
Figure 4-4. Perplexity of the Switchboard-based word LMs on the SwitchDev 
development test set for different orders N 
 
As expected, moving from the unigram to the bigram LM led to a substantial 
reduction of 71.3% relative in perplexity, demonstrating a potentially significant 
difference in performance between simple lexical word predictions and context-
dependent predictions. Beyond the trigram LM, the perplexity improvements were 
very small at the cost of much bigger LM sizes. Taking into consideration both the 
size and the performance of the models, it was decided to choose the trigram (N=3) 
word LM for subsequent evaluations. In practice, most current word prediction 
systems are also limited to trigrams due to these memory-performance trade-offs 
(Goodman, 2006). 
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4.3.5.1.2 Turk-based Word Model 
A trigram word mixture model13 was used, which was created from 3 trigram models 
trained on AAC-like data from Twitter, Blog, and Usenet datasets with no count-
cutoffs and interpolated modified Kneser-Ney smoothing (Vertanen and Kristensson, 
2011). The model was publicly released as part of Vertanen and Kristensson’s 
original study (2011) on crowdsourced AAC messages. Although a 4-gram model 
trained on the same datasets is also available, it has been shown to only slightly 
outperform the 3-gram model while requiring a much bigger model size (Vertanen 
and Kristensson, 2011). 
4.3.5.1.3 Comparison of Word Models 
The trigram Switchboard-based word LM and the Turk-based mixture word LM 
were evaluated using the perplexity on the four AAC-like test sets. As shown in 
Figure 4-5, the Turk-based word LM outperformed the Switchboard-based word LM 
for all the test sets except for the SwitchTest set. This result was consistent with the 
findings reported by Vertanen and Kristensson (2011), who compared a 4-gram 
Turk-based word LM with a 4-gram Switchboard-based word LM. Thus, it was 
decided to integrate the trigram Turk-based word LM into the final phoneme-based 
word prediction module for extrinsic evaluation. 
Results from the comparisons of phoneme and word LMs demonstrated that the 
Turk-based AAC-like corpus generally modelled conversational AAC better than the 
Switchboard corpus at both phoneme-level and word-level. Therefore, it could 
                                                
13 http://www.aactext.org/imagine/lm_mix_top3_3gram_abs0.0.arpa.gz, accessed 15 August 2012 
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potentially be utilised as a good data source for conversational AAC language 
modelling.  
 
 
Figure 4-5. Perplexity of the trigram Switchboard-based and Turk-based word LMs 
on the four test sets 
 
4.3.5.2 Hit Rate 
The trigram Turk-based word LM was stored in an SQLite indexed database and 
embedded in the phoneme-based word prediction module, which was programmed in 
Objective-C. To perform word prediction given a phoneme prefix, the system first 
search for a set of matching words in the Phonics dictionary. In the SCHWA_OFF 
mode, the phoneme prefix is input to the auto-correction function to generate 
alternative prefixes, which are then used to look up matching words in the 
dictionary. If there is no matching word, an unknown word (denoted as <unk>) is 
returned. The matching words are then input to the word language model to calculate 
their probabilities based on up to two prior words. 
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The hit rate (HR) of word prediction was computed for prediction list lengths 1-15 in 
two conditions: (1) after the first phoneme is entered; (2) after the first two 
phonemes are entered: 
HR = Number of times the intended word is predictedNumber of words ×  100%  (Eq. 4-5) 
Figure 4-6 shows the hit rates of word prediction in the SCHWA_OFF and 
SCHWA_ON modes on the four test sets. As expected, the hit rates improved as the 
prediction list length (L) increased. Table 4-4 summarises the average hit rates for 
several list lengths for 1-phoneme and 2-phoneme prefixes. At L=5, the average hit 
rates were 93.4% in the SCHWA_OFF mode and 93.8% in the SCHWA_ON mode 
after the first two phonemes are entered. This means that in most cases, the intended 
word is predicted after two keystrokes. The SCHWA_ON mode achieved higher hit 
rates than the SCHWA_OFF mode in all cases. However, the hit rate differences 
between these two modes were very small (<1%), which implies that the auto-
correction mechanism was effective. 
L 
SCHWA_OFF SCHWA_ON 
1-phoneme 2-phoneme 1-phoneme 2-phoneme 
1 57.2% 81.6% 57.5% 82.0% 
5 80.8% 93.4% 81.4% 93.8% 
10 86.8% 95.0% 87.1% 95.4% 
15 89.0% 95.6% 89.3% 96.1% 
 
Table 4-4. Average hit rates of phoneme-based word prediction 
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Figure 4-6. Hit rates of the word prediction for prediction list lengths 1-15 in the 
SWCHA_ON and SCHWA_OFF modes for 1-phoneme and 2-phoneme prefixes. 
 
4.4 Theoretical Evaluation 
AAC users with physical impairments often experience difficulties in accessing a 
large number of keys on conventional full-sized keyboards. To address this problem, 
previous research has proposed the use of reduced keyboards (i.e. keyboards on 
which each key is assigned a group of characters, such as the 12-key mobile phone 
keyboard) (Arnott and Javed, 1992, Kushler, 1998). Character prediction and word 
prediction can be applied to these keyboards to disambiguate characters on each key. 
The present study adopted this idea by simulating a hypothetical 12-key phoneme 
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keyboard and evaluated the potential of incorporating the Phonics prediction model 
into the keyboard. 
4.4.1 Phoneme-based Predictive Interface 
The 12-key phoneme keyboard, to be called the Phonics keyboard, contains 8 
phoneme keys, which represent 3 vowel groups and 5 consonant groups. These 
groups, introduced in the PhonicStick™ talking joystick (Lindström and Peronius, 
2010, Black et al., 2008), are formed according to the manner of articulation of the 
phonemes. Figure 4-7a illustrates the phoneme keyboard layout and Table 4-5 
presents details of the phonemes within each phoneme group. Each key represents 
three to seven phonemes; the schwa phoneme is excluded. The phonemes on each 
key are initially arranged in decreasing order of unigram probabilities estimated by 
the Turk-based phoneme LM.  
 
Figure 4-7. Phoneme-based reduced keyboard 
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Phoneme Group Phonemes 
Front Vowels /i/  /ee/  /e/  /ue/  /ai/ 
Open Vowels /ie/  /a/  /er/  /u/  /ar/ 
Rounded Back Vowels /o/  /oo2/  /oa/  /ou/  /or/  /oi/  /oo1/ 
Voiceless Plosives /t/  /ck/  /p/  /x/  /qu/ 
Voiced Plosives /d/  /b/  /g/ 
Nasals and Approximants /n/  /l/  /m/  /r/  /w/  /ng/  /y/ 
Voiceless Fricatives /s/  /h/  /f/  /sh/  /th2/  /ch/ 
Voiced Fricatives /z/  /th1/  /v/  /j/ 
 
Table 4-5. Phonemes within each phoneme group, initially sorted in descending 
order of unigram probabilities 
 
The keyboard provides four phoneme entry modes, namely the MULTITAP, the 
Phoneme Prediction (PP), the Word Prediction (WP), and the Phoneme Prediction + 
Word Prediction (PP+WP) modes. In the MULTITAP mode, the user enters a 
phoneme by pressing a corresponding key repeatedly until the intended phoneme 
appears (e.g. pressing the ‘Voiceless Plosives’ key 3 times to enter /p/). In the PP 
mode, the keyboard utilises the phoneme prediction module in its SCHWA_OFF 
mode to predict probable next phonemes. Each time the user presses a key the 
phoneme prediction is applied to permute the order of the phonemes on the pressed 
key based on their likelihood of being the user’s intended phoneme. The most 
probable phoneme is presented to the user first. If the prediction is correct, the user 
simply continues to enter the next phoneme. If the prediction is incorrect, the user 
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can repeatedly press the key to advance through the next most probable phonemes 
until the correct phoneme is selected.  
In the WP mode, the order of phonemes on each key remains unchanged (i.e. the 
phoneme prediction is not applied) while the keyboard uses the word prediction 
module to predict the currently entered word. After each phoneme selection, a list of 
up to 5 predicted words is presented to the user. Word predictions are only offered 
after the first phoneme of a new word is entered. It is assumed that the predicted 
words are automatically spoken out to the user, one at a time. Once the intended 
word has been spoken out, the user can press the NEXT key to add the word and a 
following space to the current sentence. 
The PP + WP mode is the combination of the PP and WP modes in which both 
phoneme prediction and word prediction are utilised. 
4.4.2 Results 
The prediction system was theoretically evaluated using two commonly used 
metrics: keystroke savings and keystrokes per character (also known as 
keystroke efficiency). The evaluation was based on a simulation of a ‘perfect’ user 
who would never make a mistake while entering a trial text and always select the 
desired phoneme or word as soon as it is visually or aurally presented in the 
prediction list.  
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4.4.2.1 Keystroke Savings 
Keystroke Savings (KS) is defined as the percentage of keystrokes that the user 
saves by using prediction methods compared to using the baseline MULTITAP 
method: 
KS = 1 - KeystrokesPREDICTIONKeystrokesMULTITAP
!
"
#
$
%
&×  100%  (Eq. 4-6) 
The KS was computed on the four test sets for three phoneme entry methods: (1) PP, 
(2) WP, (3) PP + WP. 
As shown in Figure 4-8, a combined phoneme and word prediction method (i.e. the 
PP + WP mode) performed the best with a substantial average keystroke saving of 
57.4%. Using only word prediction (i.e. the WP mode) led to a 46.8% average KS 
while using only phoneme prediction (i.e. the PP mode) resulted in 31.1% average 
KS. 
 
Figure 4-8. Keystroke Savings (KS) for prediction methods on the four test sets 
101 
 
 
4.4.2.2 Keystrokes Per Character 
Keystrokes per character (KSPC), also known as keystroke efficiency, is defined as 
the average number of keystrokes required to produce a character in the test set: 
KSPC = KeystrokesNumber of characters (including spaces)  (Eq. 4-7) 
The evaluation of KSPC allows for the comparison of the Phonics keyboard with 
existing character-based reduced keyboards. The KSPC was computed for the four 
phoneme entry modes: (1) MULTITAP, (2) PP, (3) WP, (4) PP + WP. For 
comparison, the KSPC was also calculated for a standard 12-key mobile phone 
alphabetic keyboard (Figure 4-7b), which uses the character-based multi-tap method 
for text entry.  
As shown in Figure 4-9, the frequency-based Phonics keyboard outperformed the 
standard mobile phone keyboard even when no prediction methods are applied (i.e. 
in the MULTITAP mode). At an average KSPC of 1.580, the Phonics keyboard 
required 18.6% fewer keystrokes per character than the mobile phone multi-tap 
keyboard (KSPC=1.941). There are two reasons that might explain this result. First, 
on average one phoneme represents more than one character (in the Phonics 
dictionary, the character/phoneme ratio is 1.208). Second, the Phonics keyboard’s 
phonemes were initially ordered by the unigram frequencies.  
When applying only phoneme prediction, the average KSPC decreased to 1.088, 
which closely approaches the KSPC of a QWERTY keyboard (KSPC=1). The KSPC 
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further reduced to 0.840 with solely word prediction and 0.674 with combined 
phoneme and word prediction.  
 
Figure 4-9. Keystrokes Per Character (KSPC) for different text entry methods on the 
four test sets. 
 
4.5 Summary 
This chapter has described the development and theoretical evaluation of the Phonics 
prediction model, which provides predictions at both phoneme and word levels based 
on statistical language modelling techniques. The following is a summary of the key 
points covered in the chapter: 
• Phoneme prediction and phoneme-based word prediction were based on N-
gram language models (LMs). A number of LMs were constructed for 
various LM orders on two different corpora. These LMs were initially 
evaluated using perplexity on a various test sets to determine the best 
performing models. The final prediction system utilised a 6-gram phoneme 
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mixture model and a 3-gram word mixture model trained on a large set of 
AAC-like data assembled from Twitter, Blog, and Usenet datasets.  
• Hit rate measurement was used to demonstrate how the prediction accuracy 
improved as the prediction list length increased. However, a large prediction 
list might result in an increased time and cognitive workload required from 
the user to scan the list and select the desired item. Therefore, hit rate data 
need to be combined with empirical experiments with real users in order to 
determine an appropriate prediction list length.  
• The prediction model was theoretically evaluated on a hypothetical 12-key 
reduced phoneme keyboard using a simulation program. A computational 
experiment showed that a substantial potential keystroke saving of 57.4% 
could be achieved by applying a combined phoneme and word prediction to 
the keyboard. Using word prediction alone proved to be more effective than 
using phoneme prediction alone, in terms of keystroke savings. 
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Chapter 5. iSCAN: A Phoneme-based Predictive Communication 
System 
5.1 Introduction 
Having developed and theoretically evaluated the potential of the phoneme-based 
Phonics prediction model through the use of a simulated interface in Chapter 4, the 
next stage of the research is to conduct empirical studies on how the prediction 
model can be incorporated into an actual phoneme-based AAC system to improve 
user performance. In preparing for these studies, a novel phoneme-based predictive 
communication system has been developed. The system, known as iSCAN 
(Interactive Sound-based Communication Aid for Non-speakers), uses the prediction 
model to implement two predictive features, namely dynamic phoneme layout and 
word auto-completion. This chapter presents the design and implementation of 
iSCAN, describing its functionality, interaction design, rate enhancement strategies, 
and synthesised speech output. Also discussed in the chapter is a user study 
performed to evaluate the intelligibility of the phoneme-based synthesised speech. 
5.2 System Overview 
5.2.1 System Functionality 
iSCAN aims to enable the user to access the 42 phonemes in the Jolly Phonics’s 
phoneme set (Lloyd, 1998) and combine phonemes into spoken words and sentences 
with support of predictive features. Towards this aim, a set of essential functional 
requirements to be implemented in iSCAN was specified, as introduced below. 
These requirements cover the basic functionality provided in the existing phoneme-
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based AAC systems, including the REACH Sound-It-Out Phonetic Keyboard™ 
(Schroeder, 2005) and the PhonicStick™ (Black et al., 2008), with additional 
functions to support individual phoneme manipulation operations. 
Phoneme Selection and Manipulation 
• The system shall enable the user to listen to each spoken phoneme in the 
Jolly Phonics’s phoneme set. 
• The system shall enable the user to select a spoken phoneme from the 42 
phonemes of the phoneme set. 
• The system shall enable the user to insert a selected phoneme into a specified 
location in the currently selected phoneme string. 
• The system shall enable the user to delete a specified phoneme in the 
currently selected phoneme string. 
• The system shall enable the user to replace a specified phoneme in the 
currently selected phoneme string with a newly selected phoneme. 
Phoneme Blending 
• The system shall be able to blend all the currently selected phonemes into 
speech output after each phoneme selection using a speech synthesiser. 
Word and Sentence Creation and Deletion 
• The system shall provide the user with a ‘Speak current word’ option that 
translates the currently selected phoneme string into a spoken word using the 
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Phonics dictionary and adds the word to the current sentence. If there is no 
word matching the phoneme string, the system shall blend the selected 
phonemes into spoken output and display an unknown pseudo-word. 
• The system shall enable the user to speak the current sentence using a speech 
synthesiser. 
• The system shall enable the user to delete the current word. 
• The system shall enable the user to delete the current sentence to start a new 
sentence. 
Rate enhancement features 
• The system shall predict the probable next phonemes given the previously 
selected phonemes and present the prediction results to the user in such a way 
that allows for faster access to the most probable next phonemes. 
• The system shall predict the word being entered based on the current 
phoneme prefix and prior words and speak the predicted words out to the 
user for selection. 
5.2.2 Design Justification 
The design of iSCAN was motivated by the following principles: 
Small number of selection targets. The majority of AAC users also have severe 
motor impairments and hence often experience difficulties in accessing interfaces 
containing a large number of selection targets (e.g. buttons or keys). For example, 
many motor-impaired users are unable to use a direct selection method to access 
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physical or on-screen keyboards, due to the lack of fine motor skills required to 
precisely point over small targets amongst the large set of keys. Although alternative 
access methods, such as scanning, can be employed to facilitate target acquisition, 
the efficiency of these methods tends to decrease as the number of selection targets 
increases. Therefore, in the interface design of iSCAN, it was intended to enable the 
users to access the phoneme set using a minimal number of selection targets. 
Support various input devices. AAC users with motor impairments often utilise a 
wide range of input devices, such as touch screen, joysticks, trackballs, eye tracking 
devices, or switches, to control their AAC systems. iSCAN’s design, therefore, 
should be easily adapted to effectively support the use of those devices.  
Avoid using separate lists to present prediction results. Most existing predictive 
systems display the predicted items in a separate vertical or horizontal list. This 
requires users to scan the prediction list to search for their desired item. Previous 
research has suggested that the perceptual and cognitive overhead associated with 
this scanning process and the costs of shifting attention between the prediction list 
and the character layout may outweigh the keystroke savings offered by prediction 
(Koester and Levine, 1996). Thus, the present research aimed to find an appropriate 
method of displaying the prediction results without using a list-based presentation. 
5.3 Interaction Design 
5.3.1 Phoneme Layout 
In iSCAN, the Jolly Phonics’s phoneme set is arranged onto an eight-slice two-layer 
pie menu adapted from the PhonicStick™ joystick interface (Black et al., 2008). 
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This design provides the users with access to the 42 phonemes by using only 9 
selection targets, including the 8 slices and the centre circle of the pie menu. In 
addition, this 8-direction gestural interface design can also be easily adapted for 
various input devices, such as joystick, touch-screen, and eye tracking systems. 
The 42 spoken phonemes are classified into 7 groups and mapped onto 7 directions 
on the front layer of the pie menu (Figure 5-1a). The phoneme groups consist of 3 
vowel groups and 4 consonant groups, each of which contains from 5 to 7 phonemes. 
These groups are colour coded, with warm colours for vowels and cool colours for 
consonants (Figure 5-1a). Each phoneme is represented by a picture selected from 
the Jolly Phonics’ resources and optionally a letter or digraph. The groups are 
formed according to the manner of articulation and based on the groupings used in 
the PhonicStick™ with modifications to reduce the number of groups from 8 to 7. 
The remaining direction of the front layer of the menu (i.e. West direction) is 
reserved for the functional group, which contains 5 primary functions, including 
‘Speak current word’, ‘Delete current word’, ‘Delete last phoneme’, ‘Speak current 
sentence’, and ‘Delete current sentence’. These are the main functions provided in 
the PhonicStick™ (Black et al., 2008) and the REACH Sound-It-Out Phonetic 
Keyboard™ (Schroeder, 2005). By incorporating the primary functions into the pie 
menu, the design allows for a uniform selection operation for both the phonemes and 
the functions and reduces the needs for the user to shift attention between the 
functional components and the phoneme set. 
Selecting a phoneme or functional group on the front layer switches the pie menu to 
the secondary layer, which displays all items within the group. Each secondary layer 
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contains a maximum of 7 item slices and at least one empty slice, which is treated as 
an ‘escape’ route to allow the user to leave the layer without selecting any items 
(Figure 5-1b). Details of the 8 secondary layer layouts can be found in Appendix B. 
  
      a. Initial Front Layer                      b. ‘Plosives’ Phoneme Layer 
  
  c. Navigating to ‘/g/’                                    d. Updated Front Layer 
Figure 5-1. Four stages of the pie menu in the process of selecting the phoneme ‘/g/’ 
in ‘good’ 
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5.3.2 Phoneme Entry Method 
The phoneme entry consists of three steps, including: (1) selecting the correct 
phoneme group from the front layer; (2) navigating the secondary layer to search for 
the intended phoneme; (3) moving back to the centre circle of the menu to confirm 
the selection and redisplay the front layer. The design supports phoneme entry via 
either tapping or continuous gestures, thereby accommodating both novice and 
expert users. 
Figure 5-1 depicts an example of the transition of the pie menu through four stages 
in the process of selecting phoneme /g/, the initial phoneme of ‘good’, assuming that 
‘good’ is the first word of the user’s new sentence. Before the user starts creating a 
new sentence, the phonemes within each group are initially ordered based on their 
probabilities of being the first phoneme in a sentence (calculated from the phoneme 
language model). The phoneme with the highest probability of entry within each 
group is chosen as the representative of the group and displayed on the 
corresponding slice on the front layer (Figure 5-1a).  
To enter phoneme ‘/g/’, the user first selects the ‘Plosives’ group located at the South 
direction of the front layer of the pie menu. This can be done either by tapping the 
corresponding slice or by sliding from the centre circle towards the South direction. 
Once the user has entered the ‘Plosives’ group, the menu switches to the phoneme 
layer displaying all phonemes within the group (Figure 5-1b). The user navigates 
anticlockwise to access phoneme ‘/g/’ using tapping or sliding gestures (see Figure 
5-1c). Auditory and visual feedback is provided to facilitate the navigation process. 
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Once the target phoneme has been found, the user navigates back to the centre circle 
to confirm the selection and switches back to the front layer (Figure 5-1d).  
5.3.2.1 Phoneme Manipulation 
While the primary functions included in the pie menu are sufficient for the users to 
create words and sentences, the system also provides the users with additional 
functionality to access and manipulate individual phonemes in the currently selected 
phoneme string. As the user taps on a phoneme in the currently selected phoneme 
string, the phoneme manipulation menu will be displayed, offering the user with 
options to (1) delete the chosen phoneme, (2) replace the chosen phoneme with a 
new phoneme, (3) insert a new phoneme after the chosen phoneme (see Figure 5-2). 
 
Figure 5-2. iSCAN interface with the Phoneme Manipulation Menu displayed when 
the user has tapped on a phoneme in the currently selected phoneme string 
 
112 
 
5.4 Rate Enhancement Strategies 
iSCAN uses the 6-gram phoneme language model of the Phonics prediction model to 
dynamically optimise the phoneme layout after each phoneme selection to allow for 
faster access to highly probable next phonemes. Each time the user has selected a 
phoneme, the system also attempts to automatically complete the word currently 
being entered using the word language model. This allows users to complete a word 
without entering every single phoneme. 
5.4.1 Dynamic Phoneme Layout 
After each phoneme selection, the system recalculates the probability of entry of 
each phoneme based on the previously entered phonemes and rearranges the 
phonemes within each group accordingly. The phoneme with the highest probability 
of entry in each group is chosen as the new representative of the group and placed on 
the front layer of the pie menu. The remaining phonemes in the group are relocated 
in such a way that phonemes with higher probabilities are closer to the representative 
phoneme and hence require fewer movements to navigate to from the representative 
phoneme. The location of the groups on the front layer, however, remains 
unchanged, thereby reducing the cognitive overhead associated with dynamic 
layouts. Figure 5-1d shows the updated front layer displayed after the user has 
selected phoneme ‘/g/’. Phoneme ‘/oo/’, the next phoneme in the target word ‘good’, 
has appeared on the front layer as the new representative of the ‘Rounded back 
vowels’ group and can be selected by simply tapping or sliding to the slice at the 
North East direction then moving back to the centre circle. 
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5.4.2 Phoneme-based Word Auto-completion 
After each phoneme selection, the system inputs the current phoneme prefix into a 
basic auto-correction function to generate alternative phoneme prefixes. The auto-
correction function employs a limited set of phoneme insertion and replacement 
rules to deal with the schwa phoneme (as described in Section 4.3.2.2 of Chapter 4) 
and some common mistakes in phonetic spelling. For example, in the previous study 
on phonological awareness intervention for nonspeaking adults (Trinh, 2011) (see 
Section 2.6 of Chapter 2), it was observed that the  participants often had difficulties 
in distinguishing between phonemes ‘/s/’ and ‘/z/’ in word-ending position. Thus, a 
new rule was added to generate alternative suffixes by replacing ‘/s/’ with ‘/z/’ in this 
position. The alternative prefixes and the original prefix are then used to look up a 
list of matching words in our pronunciation dictionary. If there is no matching word, 
the system simply blends the selected phonemes together using a speech synthesiser 
to generate speech output. Otherwise, the matching words are input into the 3-gram 
word language model of the Phonics prediction model to calculate their probabilities 
based on up to two prior words. The word with the highest probability is spoken out 
to the user for selection. If prediction is correct, the user can add the predicted word 
and a following whitespace to the current sentence by selecting the ‘Speak current 
word’ function located at the west direction on the front layer (see Figure 5-1d) then 
moving back to the centre circle. The phoneme layout is updated thereafter based on 
the newly added word. If the prediction is incorrect, the user can simply ignore the 
predicted word and continue entering the next phoneme of the intended word. By 
offering only one spoken prediction, the system eliminated the cognitive and 
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perceptual load imposed on the user to scan a multi-word prediction list to search for 
the desired word. 
5.4.3 Computational Experiments 
5.4.3.1 Dynamic Phoneme Layout 
The accuracy of the dynamic phoneme arrangement was theoretically evaluated 
using hit rate. Hit rate (HR) is defined as the percentage of times that the desired 
phoneme appears within a specified distance D in a group, wherein D is defined as 
the distance between a phoneme in the group and the group’s representative 
phoneme. The representative phoneme is located at distance D=0 while the two 
phonemes next to the representative phonemes are located at distance D=1. A 
phoneme is said to be within a distance D if its distance to the representative 
phoneme is smaller than or equal to D. The hit rates were calculated on four AAC-
like test sets, including the Specialists, Communication, SwitchTest, and TurkTest 
test sets (see Section 4.3.3.2 of Chapter 4 for detailed descriptions of these test sets). 
Figure 5-3 shows the hit rates of the dynamic phoneme layout for distances D=0 and 
D=1 on the four test sets. At D=0, the average hit rate for the four test sets was 
71.8%, which means that the user has a 71.8% chance of seeing the desired phoneme 
on the front layer of the pie menu. At D=1, the average hit rate increased to 93.4%. 
This shows that in most cases the intended phoneme is either the first phoneme or 
next to the first phoneme that the user encounters after entering the phoneme group.  
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Figure 5-3. Hit rates of the dynamic phoneme layout for distances D=0 and D=1 on 
the four test sets 
 
5.4.3.2 Phoneme-based Word Auto-completion 
The accuracy of the word auto-completion feature was estimated using hit rate for 1-
4 phoneme prefixes. Figure 5-4 shows the hit rates of word auto-completion on the 
Specialists, Communication, SwitchTest, and TurkTest test sets. The average hit rate 
for the four test sets for 1-phoneme prefix was 57.2%, which means that the user has 
a 57.2% chance of having the intended word completed after entering just the initial 
phoneme of the word. The average hit rate increased to 81.6% after the first two 
phonemes are entered, and rose to 90.8% and 96.5% for 3-phoneme and 4-phoneme 
prefixes respectively. 
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Figure 5-4. Hit rates of the word auto-completion for 1-4 phoneme prefixes on the 
four test sets 
 
5.5 Speech Output: Phoneme-To-Speech Synthesis Study 
In the development of a phoneme-based communication system such as iSCAN, it is 
essential to identify an efficient method of generating highly intelligible speech 
output from phoneme input. The need for being able to produce speech from any 
phoneme sequences suggests that digitised speech (as used in the PhonicStick™ 
(Black et al., 2008)) is inappropriate as it would be impractical to pre-record and 
store all possible combinations of the 42 phonemes. Although text-to-speech 
synthesisers (TTS) have been extensively used in many existing AAC systems, there 
have been no published studies to date which examine how well these TTS could 
perform given a restricted set of 42 phonemes from Jolly Phonics that are 
specifically intended for literacy teaching.  
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Thus, the present research aimed to address the question of whether state of the art 
speech synthesisers can be incorporated into a phoneme-based communication 
system to produce highly intelligible speech, given input selected from the Jolly 
Phonics’s phoneme set. In answering this question, the research investigated the 
feasibility of accessing and customising existing TTS systems at phonemic level to 
implement a phoneme-to-speech synthesiser. Speech perception tests were 
conducted to evaluate the intelligibility of synthetic speech produced by the resultant 
synthesiser in comparison to natural speech. 
5.5.1 Implementation of a Phoneme-To-Speech Synthesiser 
Two text-to-speech engines were integrated into the phoneme-to-speech synthesiser, 
including CereVoice14 and Microsoft TTS15. These are two high quality unit-
selection TTS engines that have currently been integrated into a number of 
commercial applications. Microsoft Speech API (SAPI5) was used to access the two 
TTS engines at phonemic level. The CereVoice engine could also be accessed using 
the CereVoice Engine SDK.  
The synthesiser consists of a phoneme-mapping component, which converts the Jolly 
Phonics’s phonemes used for educational purposes to the corresponding phonemes 
used in the TTS engines. Due to the variation in the phoneme sets across different 
TTS engines, it was essential to implement a separate phoneme-mapping function for 
each engine incorporated in the system. Output of the phoneme-mapping procedure 
would then be streamed into the digital signal processing (DSP) component of either 
                                                
14 CereProc Ltd., http://www.cereproc.com/en/products/sdk, accessed 20 September 2012 
15 Microsoft Corp., http://msdn.microsoft.com/en-us/library/dd266409.aspx, accessed 20 
September 2012 
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the CereVoice or the Microsoft TTS engine via the SAPI5 interface to generate 
acoustic waveforms of the synthesised speech. Options to adjust the duration, pitch, 
and volume of the synthetic speech were also implemented, enabling the researcher 
to examine the effect of different settings of those parameters on the quality of the 
speech output. 
5.5.2 Evaluation 
A speech perception study was conducted to compare the speech intelligibility of 
three voices, including: (1) a synthetic voice produced by the phoneme-to-speech 
synthesiser using the CereVoice engine; (2) a synthetic voice produced by the 
phoneme-to-speech synthesiser using the Microsoft TTS engine; (3) a human voice. 
The study aimed to evaluate the phoneme and single word intelligibility, which was 
determined by the ability of human listeners to correctly identify isolated spoken 
words. Ethical approval for the study was obtained from the University of Dundee’s 
School of Computing Ethics Committee (see Appendix C).  
5.5.2.1 Participants 
Thirty English native speakers with reported normal hearing (16 female, 14 male, 
aged from 18-60, Mean=28.5, SD=12.5) volunteered to participate in the study. The 
participants were recruited from within the University of Dundee via internal emails. 
5.5.2.2 Procedure and Apparatus 
The evaluation consisted of two sessions, each of which lasted between 15-30 
minutes, as described below: 
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Session 1: Closed-Response Modified Rhyme Test 
Method. In this session the participants were asked to complete a closed-response 
Modified Rhyme Test (MRT), a well-established test for evaluating the phoneme 
intelligibility of synthetic speech (House et al., 1965). Each participant was asked to 
listen to a list of 50 monosyllabic words, each of which consists of an initial 
consonant, a middle vowel, and a final consonant. After hearing each word, they 
were required to select the word they think they heard from a set of six similar-
sounding words, which differ from the correct answer by a single phoneme in either 
initial or final position. 
Stimuli. 50 monosyllabic words in list A of the MRT’s 300-word set were selected 
for testing. The selected words were recorded in three voices, including the two 
synthetic voices (i.e. CereVoice and Microsoft TTS) and a female English native 
speaker. The recording of the synthetic voices was completed using a function of the 
phoneme-to-speech synthesiser, which produces synthesised output from phoneme 
sequences and saves the output to .wav files. The recording of the natural speaker 
was setup in a quiet room where the speaker was seated in front of a stereo 
microphone. The speaker was asked to wear a headphone and read the 50 words 
continuously into the microphone, which was plugged into a computer running the 
Audacity audio recording software. The recorded speech was then segmented into 50 
.wav files corresponding to the 50 words in the word list. 
A computer program was written in C# to automate the MRT process (see Figure 5-
5). The program has a function to play the word list to the participants, one word at a 
time. After playing a word, it displays a set of six similar-sounding alternatives from 
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which the participants have to select the word they think they heard. The location of 
the correct answer within each six-alternative set was randomised. The participant’s 
percent correct was automatically calculated by the program and stored in a text file 
together with all of the participant’s answers.  
Procedure. In this session, a between-subjects design was employed. Three groups 
of ten participants each were randomly assigned to three conditions: CereVoice, 
Microsoft TTS, and the human voice. The evaluation was conducted in a quiet 
environment where the participants were seated in front of a computer that runs the 
MRT program, wearing headphones. On-screen instructions explaining how to 
complete the test were provided. The session started with a practice session during 
which the participants were instructed to complete three sample words before 
proceeding to the actual test.  
  
 a. The MRT program   b. The WRT program  
Figure 5-5. The user interface of the modified rhyme test (MRT) and the word 
recognition test (WRT) programs 
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Session 2: Open-response Word Recognition Test (WRT) 
Method. This test aimed to evaluate the single word intelligibility of the synthetic 
speech. The participants were asked to listen to a list of 90 words of varying 
phonemic lengths and complexity, including both mono- and multi-syllabic words. 
After hearing each word, they were instructed to enter the word they think they heard 
into a textbox instead of choosing the correct answer from a closed-response set.  
Stimuli. Thirty 90-word lists were prepared, one for each participant. Each word list 
was a combination of three 30-word sub-lists, each of which was spoken by one of 
the three tested voices (i.e. CereVoice, Microsoft TTS, and human voice). These 30-
word sub-lists were randomised from a 150-word base list, which was selected from 
the Schonell’s Essential Spelling list (Schonell, 2000) and recorded using the same 
methods and equipment described in Session 1. All the randomised word sub-lists 
were automatically checked using a computer program to ensure that they were 
compatible in terms of phonemic lengths and complexity. The word ordering in each 
90-word list was also randomised to ensure that there were no more than two 
consecutive words spoken by the same voice. 
Procedure. In this session, a within-subjects design was employed. The session was 
conducted upon the completion of Session 1 using the same procedure as in Session 
1, including on-screen instructions and a practice session with 5 sample words 
followed by the actual test. At the end of the session, the participants were invited to 
check the results with the author to verify whether their incorrect answers could be 
classified as misspelling or mishearing. 
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5.5.2.3 Results and Discussion 
The speech intelligibility of the tested voices was evaluated in two dimensions, 
including phoneme intelligibility and single word intelligibility. The phoneme 
intelligibility was determined by the mean percentage of correct answers for the 
closed-response MRT. The single word intelligibility was determined by the mean 
percentage of correct answers for the open-response WRT. Results of the evaluation 
are summarised in Table 5-1. Overall, the results showed relatively high degrees of 
both phoneme and single word intelligibilities of the two synthetic voices produced 
by the phoneme-to-speech synthesiser. This demonstrated the potential of 
incorporating synthetic speech into phoneme-based communication systems. 
Voice 
MRT WRT 
Mean SD Mean SD 
CereVoice 92.60% 2.32 84.06% 8.62 
Microsoft TTS 87.80% 4.56 86.44% 7.97 
Human Voice 98.80% 1.40 97.89% 3.09 
 
Table 5-1. Average percent correct of the modified rhyme test (MRT) and word 
recognition test (WRT) for the two synthetic voices and the human voice 
 
Results of two one-way ANOVA tests showed that the speech intelligibility differed 
significantly across the three voices at both phoneme level (F2,27= 32.38, p < .0001 
for the MRT) and single word level (F2,58= 40.85, p < .0001 for the WRT). Post-hoc 
analysis using pairwise comparisons indicated that the human voice was 
significantly more intelligible than the two synthetic voices at both phoneme (M = 
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98.80%, SD=1.40) and single word levels (M=97.89%, SD=3.09), p < .0001. The 
phoneme intelligibility of the CereVoice voice (M=92.60%, SD=2.32) was 
significantly higher than that of the Microsoft TTS voice (M = 87.80%, SD = 4.56), 
p = .012. However, the difference between the single word intelligibility of these two 
synthetic voices was not statistically significant at p < .05. Detailed analysis of the 
speech intelligibility is provided in Appendix C. 
Further analysis was conducted on the results of the MRT to compute the recognition 
error rates for different phoneme groups, which could help identify the phoneme 
error patterns for the tested synthetic voices. Table 5-2 presents results of the percent 
errors by phoneme groups for the two synthetic voices (note that vowels were not 
included in the analysis as the MRT was focused on testing the intelligibility of 
consonants, which were considered more problematic for speech synthesis (House et 
al., 1965)).  
Phoneme Group Percent Error (%) 
CereVoice Microsoft TTS 
Stops 13.33 26.39 
Fricatives and affricates 5.0 4.51 
Approximants 0 0.83 
Nasals 20.0 5.56 
 
Table 5-2. Percentage of recognition errors by phoneme groups for two synthetic 
voices 
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High percent errors on stop sounds (/b/, /g/, /d/, /p/, /t/, /ck/) were reported for both 
CereVoice and Microsoft TTS. CereVoice also had a considerable number of errors 
on nasal sounds (/n/, /m/, /ng/), while both voices achieved very low error rates for 
approximants (/w/, /r/, /l/). These results were consistent with the findings reported 
in previous studies on phoneme intelligibility of synthetic voices (House et al., 1965, 
Venkatagiri, 2005). This confirms the need for further research in the field of speech 
synthesis technology to improve the modelling of the stop and nasal sounds in the 
speech synthesisers. 
5.6 Implementation of iSCAN 
Following the positive user feedback on the Apple’s iPad platform gathered from the 
phonological awareness intervention study, it was decided to implement a prototype 
of iSCAN on the Apple’s iPad providing the user with touch screen access method. 
Speech output is generated using the CereVoice’s speech synthesis engine, which 
was shown to achieve high degrees of phoneme intelligibility and single word 
intelligibility in the speech perception study. The prototype contains various setting 
options to adjust the phoneme layout, speech synthesis parameters, and rate 
enhancement features. Due to the memory and processing power constraints of the 
iPad, the prototype incorporates a reduced version of the Phonics dictionary, which 
contains 50,000 top entries with highest unigram probabilities of the full dictionary. 
5.7 Summary 
In preparing for the empirical evaluation of the phoneme-based prediction methods, 
a phoneme-based predictive communication system, called iSCAN, was instantiated: 
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• iSCAN enables the user to access the 42 phonemes from Jolly Phonics via a 
pie-menu interface adapted from the PhonicStick™ joystick. 
• iSCAN uses the Phonics prediction model described in Chapter 4 to perform 
prediction at both phoneme and word levels. The model’s phoneme 
predictions are used to dynamically rearrange the phoneme interface layout to 
allow for faster access to the most probable next phonemes. The word 
creation process is further supported by a phoneme-based word auto-
completion feature, which predicts the word being entered based on the 
current phoneme prefix and prior words. 
• A phoneme-to-speech synthesis module was implemented and integrated into 
iSCAN to allow for automatic generation of synthetic speech from phoneme 
sequences. Results of a speech perception study with 30 non-disabled adults 
demonstrated a relatively high degree of speech intelligibility produced by 
the synthesiser.  The study also highlighted the need for future work on 
improving the modelling of stop and nasal phonemes within speech 
synthesisers. 
• A prototype of iSCAN was implemented on the Apple’s iPad providing the 
user with touch-screen access method. 
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Chapter 6. Evaluations of iSCAN 
6.1 Introduction 
In order to evaluate the usability of the iSCAN prototype, a series of user studies was 
devised and conducted. The aim of the studies is twofold: (1) to demonstrate 
empirical evidence of the potential of the phoneme-based predictive features to 
improve the usability of iSCAN; (2) to investigate whether AAC users with limited 
literacy skills can generate novel words and utterances using a phoneme-based 
predictive communication aid. This chapter reports on the evaluation results of 
iSCAN obtained from these studies and discusses the lessons learned from each 
study. 
Due to the challenge in finding and recruiting interested nonspeaking participants as 
well as the significant amount of time, support and resources required to execute 
studies with AAC users, it was infeasible for the present research to evaluate iSCAN 
in a large-scale study with a substantial number of representative AAC users. 
Instead, iSCAN was evaluated in a three-session formative study with 16 non-
disabled participants and two longitudinal case studies with two adults who have 
cerebral palsy. While the formative study served as a preliminary evaluation of the 
predictive methods, the longitudinal case studies allowed the usability of iSCAN and 
its predictive features to be validated with representative users, which is essential in 
accessibility research (Sears and Hanson, 2012). Previous research has also reported 
that long-term use is critical for accurate evaluations of prediction techniques 
(Magnuson and Hunnicutt, 2002, Newell et al., 1992). 
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6.2 Formative Study 
A lab-based study with non-disabled participants was conducted to compare the 
usability of iSCAN to its non-predictive version. Although this group of participants 
is not the target audience of iSCAN, the results of this study could be considered as a 
preliminary assessment of the potential of the predictive methods to enhance the user 
performance of iSCAN. In addition, the user feedback gathered from this study 
enabled the author to identify several usability issues that should be addressed before 
proceeding to the longitudinal studies with representative AAC users. Ethical 
approval for the study was obtained from the University of Dundee’s School of 
Computing Ethics Committee. 
6.2.1 Participants 
16 university students (9 male, 7 female, aged from 19-42, M=24, SD=5.3) 
participated in the study. All participants were native speakers of English with no 
severe speech, physical, perceptual, or intellectual impairments. Of these 
participants, 11 were Scottish, 3 were English, 1 was Northern Irish, and 1 was 
Zimbabwean. The diversity of participants’ accents allowed the author to assess the 
impact of pronunciation variations on the accuracy of the accent-specific Phonics 
prediction model. The participants were recruited from within the University of 
Dundee and were compensated £15 for their participation. 
6.2.2 Apparatus 
For evaluation, a prototype of iSCAN was implemented on the Apple’s iPad 2 with 
speech output generated by the CereVoice’s speech synthesiser (see Figure 6-1). The 
prototype supports two settings, namely predictive and non-predictive settings. In 
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the predictive setting, the dynamic phoneme layout and word auto-completion 
features are switched on. The participants select phonemes from the dynamic 
phoneme layout and are offered one predicted spoken word per entered phoneme. In 
the non-predictive setting, these two features are switched off. The participants enter 
phonemes using a static phoneme layout and can hear the blending of all the selected 
phonemes after each phoneme selection.  
 
             a. Front Layer                   b. ‘Plosives’ Phoneme Layer 
Figure 6-1. The first prototype iSCAN running on the Apple’s iPad 2 – The colours 
of the non-empty slices remain unchanged throughout the operations of iSCAN, 
thereby reducing the amount of visual changes when switching between the front 
layer and the phoneme layers16 
 
To aid the transition between the non-predictive and predictive settings, the same 
starting phoneme layout was used in both settings, i.e. the phoneme layout is initially 
optimised based on their probabilities of being the first phoneme in a new sentence. 
                                                
16 This prototype uses the Jolly Phonics’ original symbol set for phoneme representations. Changes 
were made to the symbol set based on the user feedback obtained from this formative study. See 
pages 139-140 for more details. 
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This layout remains unchanged in the non-predictive setting while it is dynamically 
updated in the predictive setting. As all participants are literate, it was decided not to 
associate phonemes with letters in both settings to minimise potential confusion 
between phonetic spelling and orthographic spelling.  
The prototype was instrumented to present a randomly generated set of spoken test 
phrases to each participant, one at a time, during the experiment. These phrases were 
short conversational phrases derived from the Specialists test set, a collection of 
context specific communicative messages recommended by AAC professionals 
previously described in Chapter 4. Each phrase consists of 3-5 words (10-12 
phonemes) and was pre-recorded using a Scottish English voice. The prototype also 
contained a logging function to record all user input, including all time-stamped 
phoneme input and touch information.  
6.2.3 Procedure 
The study was a within-subjects design and consisted of three sessions. Each session 
lasted between 30-45 minutes, with at least 2 hours and at most 2 days between 
sessions, and was videotaped. Sessions 1 and 2 were training sessions and session 3 
was the testing session: 
Session 1: Participants were given instructions on the phoneme layout and the key 
functionality of the prototype using the non-predictive setting. The phoneme groups 
were given more ‘user-friendly’ names when introduced to the participants (e.g. 
plosive consonants were called ‘poppy’ sounds). The participants were asked to 
carry out a set of tasks, such as ‘finding phonemes’ and ‘creating sentences’ tasks, 
which were designed to familiarise them with the system (see Appendix D). At the 
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end of the session, the participants were instructed to create two spoken phrases 
using the non-predictive setting. 
Session 2: At the beginning of the session, the participants were instructed to create 
three spoken phrases using the non-predictive setting. Thereafter, they were first 
introduced to the dynamic phoneme layout feature and then to the word auto-
completion feature of the predictive setting. At the end of the session, the 
participants were instructed to create five spoken phrases spoken by the prototype 
using the predictive setting.  
Session 3: The participants were asked to create a randomly generated set of spoken 
phrases in both non-predictive and predictive settings. For each setting, they were 
given one practice phrase and five test phrases (see Appendix D for the phrase sets). 
The participants were instructed to create the phrases as quickly and accurately as 
possible. After the prototype spoke a phrase, the participants could repeatedly listen 
to the phrase by tapping a button on the screen. The order of settings was 
counterbalanced. At the end of the session, the participants took part in a brief 
interview during which they provided feedback on the two settings. 
6.2.4 Results and Discussion 
6.2.4.1 Entry Speeds 
The entry speed of the participants was measured in both words per minute (WPM) 
and phonemes per minute (PPM). Results of the entry speeds (see Table 6-1) showed 
that the use of the predictive features led to a 108.4% increase in average PPM and a 
109.2% increase in average WPM. Data analysis using the repeated measures 
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ANOVA test indicated that there was a significant difference between the entry 
speeds of the non-predictive and the predictive settings, both in terms of PPM (F1,15 
= 79.35, p < .0001, partial η2=0.84), and WPM (F1,15 = 90.10, p < .0001, partial 
η2=0.86). Raw data of each participant’s entry rates and detailed analysis of the 
entry speeds are included in Appendix D. 
Setting 
Phonemes per Minute 
(PPM) 
Words per Minute 
(WPM) 
Mean SD Mean SD 
Non-predictive 11.07 2.74 3.0 0.82 
Predictive 23.07 6.07 6.29 1.67 
 
Table 6-1. Average phoneme entry rate and average word entry rate for the non-
predictive and the predictive settings 
 
6.2.4.2 Error Rates 
The error rate of the participants was measured in both phoneme error rate (PER) 
and word error rate (WER). Results of the error rates (Table 6-2) showed that the 
predictive features led to a 79.0% reduction in average PER and a 78.8% reduction 
in average WER. Data analysis using the repeated measures ANOVA test 
demonstrated that the use of the predictive features had a significant effect on both 
PER (F1,15 = 16.12, p = .001, partial η2=0.52), and WER (F1,15 = 12.07, p = .003, 
partial η2=0.45). Raw data of each participant’s error rates and detailed analysis of 
the error rates are provided in Appendix D. 
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Setting 
Phoneme Error Rate 
(PER) 
Word Error Rate 
(WER) 
Mean SD Mean SD 
Non-predictive 9.19% 6.76 17.15% 13.83 
Predictive 1.93% 1.91 3.63% 4.63 
 
Table 6-2. Average phoneme error rate and average word error rate for the non-
predictive and predictive settings 
 
6.2.4.3 Subjective Preferences 
At the end of session 3, the participants were asked to provide feedback on the two 
predictive features of the system and specify their preferences for the two settings.  
Dynamic phoneme layout. 13 of 16 participants reported that the dynamic phoneme 
layout was helpful; a number of them indicated that it saved them the effort of 
navigating the layout to search for the intended phonemes. Participant P7, for 
instance, remarked: “That probably helps me a lot more, because I can never 
remember which sound is in which category. By bringing it to the front, I don’t have 
to search through two or maybe three different ones, I can first of all look at the 
circle to see if it is there and a lot of the times it was there” [P7]. For some of these 
participants, the dynamic layout also provided indications of what the correct 
phonemes might be – “I know even if it is not the first sound it will be just around it” 
[P6], which was “very helpful when I got stuck” [P2]. One participant also noted that 
this feature was “very good when you want to go back and change things… because 
I knew what the first one was and what the last one was, it made sense to write them 
and then when I went back to the middle the suggestions were better, they seemed to 
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be more appropriate” [P2]. This is because when the participant chose to replace a 
previously selected phoneme, the system took into account not only its prior 
phonemes but also its following phonemes, thereby updating the layout to offer 
suggestions that are more suitable for the current context.  
3 of 16 participants, however, commented that this dynamic layout was distracting. 
Participants P5 and P12 explained that after using the static layout, they had learned 
to associate each phoneme group with its representative picture on the front layer 
(e.g. the ‘plosive consonants’ group was associated with the picture of a drum, which 
represents the phoneme ‘/d/’). Thus, on switching to the dynamic layout, they got 
confused when the representative pictures suddenly changed and they no longer 
recognised where the groups were. Both participants, however, stated that it was 
useful when the correct phonemes appeared on the front layer – “it was very helpful 
when it changed to the right thing… but it confused me when it changed to the wrong 
one” [P12]. The remaining participant, P4, suggested: “I think it is better for 
beginners. But the more advanced you become, I think you just want to sit down and 
do it without prediction” [P4]. The participant indicated that as he started to 
memorise the location of the phonemes and the movement patterns to reach each 
phoneme while using the static layout, he found it quicker to locate the intended 
phonemes based on his established memory rather than to navigate the constantly 
changing interface. 
Word auto-completion. Highly positive feedback was reported on the word auto-
completion feature, with 15 of 16 participants stating that it was useful. Many of 
them highly praised the accuracy of this feature and commented that it really 
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speeded up the word creation process. For some, this feature also assisted them in 
determining whether their phoneme selection was correct – “I know that if it was it 
then the prediction would have picked it up” [P4]. One of these 15 participants, 
however, noted that the prediction could cause confusion, as “sometimes it gets 
ahead of itself… and I got confused with all the sounds that came up” [P6]. 
Pronunciation variants due to different user accents could also be problematic, as one 
participant remarked that the prediction “helped most of the time… but sometimes I 
felt like the system disagreed with how I pronounced” [P11]. As this participant has 
an English accent, he needed to modify his pronunciation for several words in order 
to match the Edinburgh-accented dictionary used in the system; otherwise the word 
auto-completion feature could not offer correct suggestions. 
Only one participant found the word auto-completion feature frustrating, reporting 
that it sometimes gave her incorrect suggestions – “the way I say things is different 
than what it is in there, so sometimes it wasn’t picking up what I was saying” [P10]. 
This happened because there were a few instances that the participant chose incorrect 
phonemes and thus the system repeatedly offered her incorrect predictions without 
detecting her mistakes.  
Overall preferences. The two predictive features were shown to well complement 
each other, as all participants liked at least one of the two features. As a result, all 16 
participants stated that they preferred the predictive setting to the non-predictive 
setting.   
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6.2.5 Lessons Learned 
In sum, the results of this study demonstrated that the two phoneme-based predictive 
methods led to significant improvements in user performance, both in terms of entry 
rate and accuracy. Qualitative data obtained from the participants’ feedback 
indicated that both the dynamic phoneme layout and word auto-completion features 
were well received by the majority of the participants. These features were reported 
to not only enhance the communication rate but also assist the users in identifying 
correct phonemes, which could potentially be helpful to users with phonological 
awareness difficulties. 
The study highlighted three noteworthy usability issues that should be addressed in 
future research on phoneme-based predictive communication systems.  
Firstly, learning the groupings of the phonemes and the location of each group 
within a short time frame was shown to be a challenging task, especially with the 
introduction of the dynamic phoneme layout. Starting with the static layout, the 
participants tended to recognise each phoneme group by the picture of its 
representative phoneme. Thus, they lost their initial cues when switching to the 
dynamic layout on which the representative phonemes were continually changing. 
While many participants could quickly adapt to the dynamic layout by learning to 
associate the phoneme groups with their locations and colour codes instead of 
pictures, several participants faced difficulties during this adaptation. Potential 
solutions for this issue might involve providing enhanced visual cues to facilitate the 
learning of the groupings, coupled with early and direct instructions that reinforce 
the association of the phoneme groups with locations and colours. 
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Secondly, the mismatches between the pronunciations stored in the Phonics 
dictionary and the user’s pronunciations could lead to inaccurate word auto-
completion suggestions, causing confusion and frustration to the users. The ultimate 
solutions for this issue could be the development of a robust auto-correction 
mechanism to handle common pronunciation variants or an adaptive system that 
automatically tailors its pronunciation dictionary according to each user’s accent. 
Such solutions are beyond the scope of this thesis. However, the current Phonics 
prediction model had provided facilities to generate accent-specific dictionaries, as 
described in Section 4.3.2.1 of Chapter 4. Thus, in the next studies, it is essential to 
ensure that that the pre-built Phonics dictionary would be generated in an accent that 
closely matches each participant’s accent. 
Thirdly, the use of graphical symbols to represent phonemes deserves further 
investigation. The current version of iSCAN utilises the Jolly Phonics’ picture sets 
for phoneme representations. Feedback from the participants indicated that while the 
majority of the pictures were self-explained, several of them caused confusion even 
after being further clarified by the author. A well-cited example of such confusing 
pictures is the picture of a sink that represents the phoneme ‘/g/’ (see Figure 6-1b). 
Creating a novel graphical symbol set that could represent the phonemes in a 
consistent and intuitive manner is an exciting challenge. Such a symbol set may not 
only improve the usability of iSCAN but also support the phonics teaching. 
However, it requires significant designing effort and expertise, and therefore is 
beyond the scope of this thesis. 
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6.3 Case Study 1 
The formative study demonstrated the usability of iSCAN with a group of non-
disabled individuals whose cognitive, physical, and phonological awareness (PA) 
abilities might be different from those of iSCAN’s target users. The next step was to 
test the usability of iSCAN in longitudinal case studies with representative users. 
The goals of these studies were: (1) to compare the usability of the non-predictive 
and predictive settings, (2) to investigate whether iSCAN could provide effective 
communication support for nonspeaking people with limited literacy. This section 
discusses a series of studies conducted within the first case study with a nonspeaking 
adult during a 4-month period. 
6.3.1 Participant: Alex 
Alex was a 41-year-old Scottish male with severe speech and motor impairments due 
to cerebral palsy, who had previously participated in the PA intervention study 
described in Section 2.4 of Chapter 2. Results of the post-intervention literacy and 
PA tests conducted approximately five months prior to the present study confirmed 
that he had considerable spelling difficulties, as he only scored 30% for the spelling 
real words task (see Figure 6-2). Alex demonstrated relatively good reading real 
words, phoneme blending and phoneme analysis skills. However, he performed 
poorly on the phoneme-counting task, which requires him to count the number of 
phonemes in a spoken word. Prior to the study, he indicated that he had difficulty 
saying sounds in his head, which suggests that he might have problems with 
subvocal rehearsal. As part of the PA intervention study, Alex’s cognitive ability 
was assessed using the Raven’s Coloured Progressive Matrices test (Raven and 
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Court, 1998) and an adapted version of the Digit Span test from the Wechsler Adult 
Intelligence Scale-III (Wechsler, 1997). Results of these tests revealed that he 
possibly has working memory deficits. 
 
Figure 6-2. Alex’s results of the literacy and phonological awareness tests 
 
Alex has been using a 400-word paperboard for more than 30 years as his primary 
means of communication. He reported infrequent use of voice output communication 
aids (VOCAs), primarily for telephone conversation and occasionally for group 
discussion. He has used two VOCAs, including the Say-It! SAM™17 communicator 
and the Assistive Chat18 application on Apple’s iPad. Alex is an experienced 
prediction user, as he heavily relies on word prediction to generate messages in both 
                                                
17 Words+, http://words-plus.com/products, accessed 8 December 2012 
18 Assistive Apps, https://itunes.apple.com/us/app/assistive-chat/id379891874?mt=8, 
accessed 8 December 2012 
139 
 
of those systems. He also uses the WordQ19 word prediction program for writing on 
his laptop. Prior to this study, Alex had no experience using a phoneme-based 
system for communication.  
6.3.2 Study 1: Predictive vs. Non-predictive 
6.3.2.1 Procedure 
The aim of this study was to compare the usability of the non-predictive and the 
predictive settings. The study used the same procedure described in the formative 
study and included two training sessions and one testing session. Each session lasted 
45-70 minutes and was videotaped. These sessions were conducted at Alex’s home 
over two consecutive days. The first training session was conducted on day one. The 
second training session and the final testing session were conducted on day two, 
separated by about 2 hours. In the testing session, Alex used the predictive setting 
first, followed by the non-predictive setting.  
6.3.2.2 Apparatus 
In response to the lessons learned from the formative study, two minor modifications 
were implemented to the user interface design of iSCAN. Specifically, the colour 
scheme of the phoneme layout was refined in which distinctive colour codes were 
employed to discriminate between different phoneme groups while all phoneme 
slices within each group were assigned a uniform colour code, thereby reinforcing 
the phoneme grouping (see Figure 6-3). In addition, three phoneme pictures were 
changed based on the user feedback gathered from the formative study, including the 
pictures for phonemes /g/, /th1/ and /th2/ (See Appendix B). Similar to the formative 
                                                
19 GoQ Software, http://www.goqsoftware.com/products/, accessed 8 December 2012 
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study, letters were not included in phoneme representations to minimise potential 
confusion between phonetic spelling and orthographic spelling. As Alex is Scottish, 
the Edinburgh-accented Phonics pronunciation dictionary was used.  
 
    a. Front Layer           b. ‘Plosives’ Phoneme Layer 
Figure 6-3. The second prototype iSCAN running on Apple’s iPad 2 – All phoneme 
slices within each phoneme group were assigned a uniform colour 
 
6.3.2.3 Results and Discussion 
Alex completed the transcription task using the predictive setting but not in the non-
predictive setting. After creating one practice phrase and one test phrase in the non-
predictive setting, Alex expressed a strong preference for the predictive setting and 
stated that he did not want to proceed with the non-predictive setting. Using the 
predictive setting, Alex achieved an average entry speed of 6.04 PPM (3.35% PER) 
and 1.72 WPM (0.0% WER) (note that the difference between PER and WER was 
due to our auto-correction mechanism described in Section 5.4.2 of Chapter 5). For 
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comparison, Alex’s entry speed for the one completed test phrase in the non-
predictive setting was 2.35 PPM (21.43% PER) and 0.74 WPM (75.0% WER).  
6.3.3 Study 2: Extended Training 
6.3.3.1 Procedure 
Results of Study 1 demonstrated that the predictive methods led to improved 
usability of iSCAN. However, Alex’s entry speed was still very slow even with 
prediction. Therefore, it was decided to conduct additional sessions with him using 
the predictive setting to assess his performance after extended hours of practice. 
Previous research has also reported that long-term use is critical for accurate 
evaluations of prediction (Magnuson and Hunnicutt, 2002, Newell et al., 1992). 
13 additional sessions were conducted over an 11-day period using the predictive 
setting. Each session lasted 20-40 minutes, with at least two hours and at most two 
days between sessions and no more than two sessions per day. Each session began 
with a 5-minute warm-up during which Alex was asked to create his own words and 
sentences. Thereafter, Alex was asked to transcribe ten test phrases as quickly and 
accurately as possible. The study used the same prototype from Study 1.  
6.3.3.2 Results and Discussion 
Entry speeds. Figure 6-4 shows Alex’s improvement in phoneme entry speed over 
the 13 sessions. His word entry speeds are presented in Figure 6-5. His speeds for 
session 1 were 4.45 PPM and 1.22 WPM. On the 13th session, his speeds increased to 
18.53 PPM and 4.82 WPM. A speed of 4.82 WPM is not an improvement compared 
to the frequently cited communication rate of 2-10 words per minute of AAC users. 
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However, it is noteworthy considering the small number of practice hours Alex 
required to reach this speed.  
Alex’s learning curves (i.e. the red lines in Figures 6-4 and 6-5) were modelled by 
the power law of learning in the form of y = axb, where y is entry speed, x is session, 
a is initial speed and b reflects learning rate. This method was employed in a number 
of text entry evaluation papers, such as (Wobbrock and Myers, 2006b, MacKenzie 
and Zhang, 1999). The specific regression equations for Alex’s learning curves were:  
PPM: y = 4.5769x0.4762 R2 = 0.8075 
WPM: y = 1.2514x0.4702 R2 = 0.7784 
These learning curves demonstrated Alex’s relatively fast improvement rate over the 
13 sessions. 
 
Figure 6-4. Alex’s entry speeds as PPM over sessions 1-13 
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Figure 6-5. Alex’s entry speeds as WPM over sessions 1-13 
 
Error rates. Figure 6-6 shows Alex’s phoneme error rates over the 13 sessions. His 
word error rates are displayed in Figure 6-7. Overall, his error rates were extremely 
low as he corrected almost all errors. The average PER over the sessions was 0.66% 
(SD=0.65) and the average WER was 1.31% (SD=2.23). The effect of the auto-
correction mechanism was clearly shown in sessions 2, 3, 7, 8 in which incorrect 
phonemes were auto-corrected, resulting in 0.0% WER. 
 
Figure 6-6. Alex’s phoneme error rates over sessions 1-13 
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Figure 6-7. Alex’ word error rates over sessions 1-13 
 
6.3.4 Study 3: Comparative Evaluation 
6.3.4.1 Procedure 
The purpose of this study was to compare the usability of the predictive iSCAN 
prototype with the two orthographic-based predictive systems that Alex has been 
using for communication, including the Say-It! SAM™ communicator and the 
Assistive Chat iPad application (see Figure 6-8). Alex has used the Say-It! SAM™ 
communicator for over 4 years and started using Assistive Chat at around the same 
time of the commencement of Study 1. Say-It! SAM™ provides 8 word predictions, 
organized into 2 columns of 4 predictions each, after each character entry. Assistive 
Chat provides 4 word predictions after each character entry. Both systems offer word 
predictions even before the first character of a new word is entered.  
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      a. Say-It! SAM™                    b. Assistive Chat 
Figure 6-8. Alex’s orthographic-based predictive communication systems 
 
Alex’s performance using the Say-It! SAM™ and the Assistive Chat were evaluated 
in a transcription task. The study consisted of two sessions, each of which lasted 40-
60 minutes and was videotaped: 
Session 1: The session started with a 5-minute warm-up during which Alex was 
asked to create his own words and sentences using Say-It! SAM™. He was then 
asked to transcribe a set of 10 test phrases as quickly and accurately as possible. 
These test phrases were the same test phrases used in the 13th session of Study 2 and 
were spoken by the iSCAN prototype. This session was conducted approximately 
two hours after the completion of the 13th session of Study 2. 
Session 2: The session was conducted 6 days after session 1. Following a 5-minute 
warm-up, Alex was asked to transcribe 10 test phrases used in session 1 as quickly 
and accurately as possible using Assistive Chat. At the end of this session, Alex took 
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part in a brief interview in which he ranked Say-It! SAM™, Assistive Chat, and 
iSCAN in his order of preferences.  
The time taken by Alex to enter each test phrase was recorded using a stopwatch and 
was verified using the video recordings. As this study commenced only two hours 
after the 13th session of Study 2, no separate session was conducted to re-evaluate 
iSCAN. Instead, the entry speeds and error rates of the Say-It! SAM™ and Assistive 
Chat were compared with those reported in the 13th session of Study 2. 
6.3.4.2 Results and Discussion 
Entry speeds. Alex’s average entry speeds over the 10 test phrases were only 
calculated as WPM as it was not suitable to measure PPM for Say-It! SAM™ and 
Assistive Chat. In this task, Alex achieved the following entry speeds: Assistive Chat 
(M=5.44, SD=3.37), iSCAN (M=4.82, SD=2.63), and Say-It! SAM™ (M=2.78, 
SD=1.78). 
Error rates. Average WER over the 10 test phrases was as follows:  iSCAN 
(M=0.0%, SD=0.0), Assistive Chat (M=11.67%, SD=21.94), Say-It! SAM™ 
(M=19.17%, SD=20.81).  
As Alex has learned orthographic spelling through memorization, he struggled to 
derive the spellings of unfamiliar words. Therefore, whenever he encountered an 
unfamiliar word in the test phrases, he either skipped it by choosing a random word 
from the prediction list or attempted to replace it with a familiar word of similar 
meanings. This explains his high error rates for the two orthographic-based systems. 
With iSCAN, however, he has developed a strategy of listening to target words and 
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sounding the words out using his dysarthric speech to identify the target phonemes, 
rather than relying on memorization. He was also able to confirm whether his 
phoneme selection was correct by listening to the blending of all selected phonemes. 
As a result, he showed greater confidence dealing with unfamiliar words using our 
system and thus attempted to complete all the target words. 
User preference. At the end of the study, Alex was asked to rank the three evaluated 
communication systems in his order of preference. He placed the Say-It! SAM™ 
last, which was not surprising considering its low entry speed and high error rate. 
Alex ultimately chose iSCAN over Assistive Chat, stating that he would like to use it 
for learning new words. This decision can partly be explained by his positive 
experience using iSCAN to produce many novel words during his 16 sessions. He 
also reported that difficulties in selecting the intended words from the prediction list 
in the two orthographic-based systems resulted from his reading problems and thus 
he preferred the word auto-completion feature of iSCAN. 
6.3.5 Study 4: In-the-Wild Evaluation 
6.3.5.1 Procedure 
Moving beyond the controlled laboratory experiments with transcription tasks, this 
study aimed to evaluate the usability of the predictive iSCAN in realistic 
conversational settings. In this in-the-wild study, Alex was given iSCAN to use in 
his own time for 15 weeks from December 2011 to March 2012. During this period, 
all usage data, including time-stamped touch data and generated messages were 
recorded in a database. To ensure privacy, a button was added onto the iSCAN 
interface to enable Alex to toggle the data logging facility when desired.  
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In addition, two minor modifications were implemented in iSCAN according to 
Alex’s suggestions. First, letters were included in the phoneme representations, as 
Alex reasoned that the inclusion of letters would aid in phoneme recognition, 
especially after a long hiatus period. He also indicated that he was well aware of the 
phoneme-based principle of iSCAN. However, when encountering a familiar word, 
he would still think about its orthographic spelling initially regardless of the absence 
of letters. Thus, it was believed that the presence of letters at this stage would be 
unlikely to increase or decrease the potential confusion between phonetic spelling 
and orthographic spelling. The second modification was the addition of phoneme 
blending feedback during the phoneme navigation process. As the users navigate to 
each candidate phoneme on a phoneme layer, the system blends the previously 
selected phonemes with the currently accessed phoneme into speech output. This 
automatic phoneme blending provides an extra auditory cue that helps the users 
confirm the correct phoneme before moving back to the centre circle to select it, 
which could be particularly beneficial for users who have difficulties in sequencing 
phonemes in their head. 
Although the data collected through this study did not allow for a rigorous evaluation 
of Alex’s entry speed and accuracy, they provided insights into whether and how 
iSCAN could support Alex in creating spontaneous messages of his own 
communication style. Furthermore, the data enabled the author to quantify the hit 
rates and phoneme selection savings gained by the predictive features. 
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6.3.5.2 Results and Discussion 
Usage time. Figure 6-9 illustrates iSCAN’s running time by Alex over the 15 weeks. 
 
Figure 6-9. iSCAN’s usage time by Alex over 15 weeks 
 
The database recorded a total of 11.01 hours of iSCAN’s running time over the 15 
weeks. Alex used iSCAN every week apart from week 2. Although it was a 
relatively small amount of usage time, it was a promising sign considering that 
Alex’s primary means of communication was his paperboard. iSCAN was reported 
to be used for telephone conversations and occasionally for communication in the car 
with his support workers.  
Message generation. Alex constructed 114 sentences (657 words, including 
individual words that were not part of a sentence). Table 6-3 provides examples of 
Alex’s sentences. While these sentences are grammatically similar to those created 
by Alex using his paperboard and well reflect his communication style, they also 
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contain words that were not available in the paperboard. This demonstrates iSCAN’s 
powerful capability of facilitating users in composing novel linguistic items. 
Sentences 
I see you tomorrow at school 
Happy Christmas 
I will have tickets to see band queen 
I want to go see batman 
How are your holiday in Spain 
I want this summer is hot 
I feel ill today 
I really sick weather 
I with girlfriend watch films on the computer 
What you think you can help me go to swim tomorrow 
 
Table 6-3. Examples of messages generated by Alex using iSCAN 
 
Phoneme selection saving (PS). PS is defined as the percentage of phonemes that 
are auto-completed by the word auto-completion feature. Of the 1801 phonemes 
required to create the 657 words, 1022 phonemes were manually entered by Alex 
and 779 phonemes were auto-completed, representing 43.3% phoneme selection 
saving. Figure 6-10 illustrates the phoneme selection savings of the 15 weeks. Week 
2 was omitted because Alex did not use iSCAN. 
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Figure 6-10. Phoneme selection savings computed from Alex’s phoneme entry over 
15 weeks. Week 2 was omitted because Alex did not use iSCAN. 
 
Hit rates of word auto-completion.  Figure 6-11 displays the hit rates of the word 
auto-completion feature for 1-4 phoneme prefixes over the 15 weeks (readers can 
revisit Section 5.4.3 of Chapter 5 for the definition of hit rates).  
 
Figure 6-11. Hit rates of the word auto-completion for 1-4 phoneme prefixes on 
Alex’s phoneme entry over 15 weeks. 
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Of the 657 words composed by Alex, 60.3% were completed after the entry of the 
first phonemes. The hit rate substantially increased to 88.3% after the first two 
phonemes were entered. For comparison, the theoretical hit rates computed in 
Section 5.4.3.2 were 57.2% for 1-phoneme prefix and 81.6% for 2-phoneme prefix. 
Hit rates of dynamic phoneme layout. Figure 6-12 depicts the hit rates of the 
dynamic phoneme layout for distances D=0 and D=1 over the 15 weeks.  
 
Figure 6-12. Hit rates of the dynamic phoneme layout on Alex’s phoneme entry over 
15 weeks. Week 2 was omitted because Alex did not use iSCAN. 
 
Of all 1022 phonemes manually entered by Alex, 64.5% appeared on the front layer 
of the pie menu as the representative phonemes of the corresponding groups (D=0) 
and 88.0% appeared either as the representative phonemes or next to the 
representative phonemes (D=1). If the static phoneme layout had been used, these hit 
rates would have been 40.1% at D=0 and 72.0% at D=1.  
153 
 
6.3.6 Lessons Learned 
Overall, results of the study series with Alex further strengthened the evidence of the 
positive effects of the phoneme-based prediction methods on user performance. Data 
collected from these studies demonstrated the potential of iSCAN to provide an 
effective means of generating novel words and messages for AAC users with literacy 
difficulties.  
Through observations and Alex’s feedback gathered throughout the studies, the 
author identified two major issues that should be addressed in subsequent case 
studies. The first and biggest issue is the steep learning curve involved in Study 1. 
Learning the full set of 42 phonemes in one session and completing the transcription 
tasks for evaluation within three sessions were proved to be very challenging tasks. 
During the three sessions of Study 1 and beginning sessions of Study 2, Alex 
displayed signs of frustration as he experienced great difficulties in learning to create 
target sentences from phonemes and in finding intended phonemes on the pie menu. 
This highlights the need for an appropriate strategy to ease the learning curve, which 
is particularly important when testing the system on other users with lower cognitive 
ability who would likely experience more challenges with the steep learning curve. 
A potential solution for this issue might require extending the training period in 
Study 1 with the employment of a step-by-step approach to introduce the phoneme 
set combined with appropriate levels of scaffolding during the initial training 
sessions. 
The second noted issue relates to the study methodology. Apart from the first two 
sessions, all sessions in the first three studies were testing sessions during which the 
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participant was asked to create a set of pre-defined sentences as quickly and 
accurately as possible. While this procedure allowed for a rigorous evaluation of 
entry speed and accuracy, which is essential, it placed the participant under the 
pressure of competing for speed with little time and freedom to ‘play’ with the 
system and explore how it worked. For such a novel system as iSCAN, it is crucial 
to ensure sufficient exploring time to help the users build up their familiarity with 
the system. It is also important to provide the participants with opportunities to 
create their own sentences as soon as possible instead of delaying it to the in-the-
wild study. Therefore, the study design should be revised to soften emphasis on 
quantitative data collection, especially at the early training stage, while maximising 
learning space and promoting self-practice. This could be achieved by combining 
controlled experiments using transcription tasks with more relaxing free-form 
writing sessions during which the participants are encouraged to ‘play’ with the 
system and practice constructing their personal messages. 
6.4 Case Study 2 
This section discusses the second case study conducted with a female nonspeaking 
participant over a 6-week period. This study shared the same goals with the previous 
studies: (1) to evaluate the usability of the predictive setting against the non-
predictive setting, (2) to investigate whether the participant could generate novel 
words and messages effectively using iSCAN. 
6.4.1 Participant 2: Katie 
Katie was a 46-year-old Scottish female with severe speech and motor impairments 
due to cerebral palsy, who had previously participated in the PA intervention study 
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described in Section 2.6 of Chapter 2. Results of the post-intervention assessment 
conducted approximately eight months prior to the present study showed that her 
literacy and PA skills were poorer than those of Alex (see Figure 6-13). Katie 
experienced severe spelling difficulties, as she only scored 5% for the spelling real 
words task. In terms of letter knowledge, Katie struggled to distinguish between 
letter ‘b’ and ‘d’. While Katie had improved her reading real words, blending real 
words, and phoneme analysis skills to relatively good levels post-intervention, her 
phoneme counting score remained low at 25.0%. Results of the Raven’s Coloured 
Progressive Matrices test (Raven and Court, 1998) and the adapted Digit Span test 
(Wechsler, 1997) demonstrated that she has working memory deficits. Her scores for 
these tests were also lower than those of Alex, implying that her cognitive ability is 
possibly more limited than that of Alex. 
 
Figure 6-13. Katie’s results of the literacy and phonological awareness tests 
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Katie’s primary means of daily communication is her dysarthric speech combined 
with body language and facial expressions. Katie had learned Blissymbolics during 
her childhood and used the symbol-based version of Say-It! SAM™ infrequently 
before it stopped working. Unlike Alex, Katie was a novice prediction user. Prior to 
this study, she had no experience using a phoneme-based system for communication.  
6.4.2 Apparatus 
 
Figure 6-14. 7 phoneme groups gradually exposed in three steps, from left to right:  
Step 1 – ‘Open Vowels’ and ‘Plosives’ groups; Step 2 – Addition of ‘Front Vowels’ 
and ‘Nasals and Approximants’ groups; Step 3 – Full phoneme groups.  
 
This study used the same prototype from Alex’s in-the-wild study with one 
modification. A new feature was implemented to enable the users to change the 
visibility of each phoneme group on the pie menu, thereby allowing for a gradual 
introduction of the phoneme groups. Specifically, the seven phoneme groups were 
exposed in three steps, as shown in Figure 6-14. At each step, at least one vowel 
group and one consonant group were introduced. Letters were included in the 
phoneme representation to aid phoneme recognition. 
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6.4.3 Procedure 
Taking into account Katie’s language, literacy, and cognitive abilities as well as 
being guided by the lessons learned from the first case study, a more relaxing 
procedure was designed with an extended training period during which Katie could 
practice creating linguistic items with scaffolding support from the author. The study 
consisted of 11 sessions, including 8 training sessions and 3 testing sessions, 
conducted at the university laboratory. Each session lasted between 40-60 minutes, 
with at least two days and at most five days between sessions, and was videotaped. 
To encourage self-practice and maximise learning opportunities, Katie was also 
given iSCAN to use in her own time: 
Sessions 1-3: The participant was introduced to the phoneme groups and layout in 
the three-step process previously described. In session 1, only the ‘Open Vowels’ 
and the ‘Plosives’ groups were visible. In session 2, the ‘Front Vowels’ and ‘Nasals 
and Approximants’ were added. In session 3, all phoneme groups were presented. 
During each session, the participant was instructed to create a set of 30 words of 2 to 
4 phoneme lengths, using the non-predictive setting.  
Session 4: At the beginning of the session, the participant was instructed to create 
one phrase of her choice and transcribe one pre-specified spoken phrase using the 
non-predictive setting. Thereafter, she was introduced to the dynamic phoneme 
layout feature followed by the word auto-completion feature of the predictive setting. 
At the end of the session, the participant was instructed to use the predictive setting 
to create ten short spoken phrases extracted from the Specialists test set. Upon 
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completing this session, the participant was asked to indicate her preference for the 
two settings. 
Sessions 5-8: These sessions were intended to enable the participant to practice 
creating phrases using the predictive features. Each session was divided into two 
sections, each of which lasted approximately 30 minutes. In the first section, the 
participant was instructed to transcribe ten spoken phrases from the Specialists test 
set using the predictive setting. These phrases were organised into themes, including 
‘opinions and perspectives’, ‘requests for specific information’, and ‘requests for 
assistance’. The second section employed a free-form writing procedure during 
which the participant was encouraged to construct her own phrases and used iSCAN 
to converse with the author.  
Sessions 9-11: In these testing sessions, the participant was asked to create a 
randomly generated set of spoken phrases as quickly and accurately as possible using 
the non-predictive and predictive settings. To avoid fatigue, the originally planned 
procedure was to divide the testing for each setting into two sessions, each of which 
had the time limit of approximately 30 minutes. In each session, the participant was 
given one practice phrase and a maximum of ten test phrases. The sessions ended 
either when the participant has completed all the test phrases or when the time limit 
was reached. However, after the first two testing sessions with the predictive setting 
followed by the first testing session with the non-predictive setting, the participant 
showed signs of frustration and greatly struggled to complete the tasks. Thus, it was 
decided to terminate the study without conducting the second testing session of the 
non-predictive setting. 
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6.4.4 Results and Discussion 
6.4.4.1 Predictive vs. Non-predictive 
During each of the two testing sessions of the predictive setting, Katie completed 
one practice phrase and four test phrases. In the first testing session of the non-
predictive setting, she completed one practice phrase and two test phrases. At the end 
of this session, Katie expressed her preference for the predictive setting. As 
previously mentioned, Katie experienced great difficulties completing the testing 
task, particularly in the non-predictive setting’s session. Therefore, the second 
testing session of the non-predictive setting was not proceeded with. 
Katie’s average entry speeds and error rates using the predictive setting in the two 
testing sessions were as follows:  
• Session 1: 3.78 PPM (0.0% PER) and 1.02 WPM (0.0% WER) 
• Session 2: 4.52 PPM (1.78% PER) and 1.22 WPM (0.0% WER) 
The average entry speed and error rate over these two sessions were 4.15 PPM 
(0.89% PER) and 1.12 WPM (0.0% WER). For comparison, Katie’s performance in 
the first testing session of the non-predictive setting was 1.45 PPM (34.34% PER) 
and 0.37 WPM (79.17% WER). These results further evidenced the effectiveness of 
the predictive methods in improving the usability of iSCAN, in terms of entry rates, 
accuracy, and user preference. Similar to the other users of iSCAN, Katie’s error 
rates were extremely low, highlighting the distinct advantage of prediction in error 
reduction. It should be noted, however, that her entry speed was still very slow, even 
with the prediction support. Throughout the three testing sessions, Katie showed low 
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confidence when using the system independently without scaffolding. She expressed 
signs of frustration when the word auto-completion repeatedly provided undesired 
suggestions as a result of her incorrect phoneme input. These signs became 
considerably more visible in the non-predictive session when she struggled to 
identify the correct phonemes. Further research is therefore required to improve the 
user experience of Katie and other users of similar capacity.  
6.4.4.2 Usage Time 
Figure 6-15 illustrates iSCAN’s weekly running time by Katie over 6 weeks. 
 
Figure 6-15. iSCAN’s usage time by Katie over 6 weeks 
 
A total of 15.39 hours of iSCAN’s running time was recorded in the database over 
the 6 weeks, including 9.44 hours of laboratory-based sessions and 5.95 hours of 
Katie’s self-practice at home. Katie did not use iSCAN for communication while she 
was at work or at the university beyond the lab-based sessions. Her primary 
communication method remained her dysarthric speech supplemented by facial 
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expressions and body language. Katie indicated that she practiced using iSCAN at 
home either on her own or with support of her parents. Figure 6-15 illustrates 
iSCAN’s weekly running time by Katie over the 6 weeks. 
6.4.4.3 Novel Linguistic Item Generation 
Over the 6 weeks, Katie composed 49 sentences and 451 words (including 78 words 
generated using the non-predictive setting and 373 words generated using the 
predictive setting). These were the novel linguistic items constructed in the free-form 
writing sections of Sessions 5-8 (during which she used iSCAN in conversations 
with the author) and in Katie’s self-practice time (items created for the transcription 
task were excluded). It should be noted that the 49 sentences only contained those 
recorded when Katie selected the ‘Speak current sentence’ function. It was observed 
that Katie frequently composed individual words of a sentence without selecting the 
‘Speak current sentence’ to play back the whole sentence upon completion. 
Therefore, the actual number of generated sentences was possibly higher than what 
reported here. Considering Katie’s very limited previous experience and success in 
composing conversational items, these numbers of sentences and words 
demonstrated the potential of iSCAN to provide a viable means of generating novel 
linguistic items for people with poor literacy skills. 
Table 6-4 provides examples of Katie’s personal messages. All of these messages 
were generated using the predictive setting. The majority of Katie’s messages were 
relatively understandable and were generally better structured compared to the 1- or 
2-word utterances that Katie usually vocalised using her dysarthric speech. The 
messages composed during her self-practice time tended to be more well-formed 
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than those of her free-form writing sessions. The creation of these messages, 
however, might involve scaffolding from her parents. 
Free-form Writing Messages Self-practice Messages 
Hi Ha How are you 
Fine I enjoyed it 
My best friend I love going on holiday 
Hand art Sailing dad boat 
I play with computer I love my dog 
I like going out How much is the blue shirt 
I love reading Please come home 
I go out home I’m waiting here 
Parent go out Have a good night 
I help you I want a cup of tea 
 
Table 6-4. Examples of Katie’s personal messages composed using iSCAN 
 
6.4.4.4 Phoneme Selection Saving (PS)  
Of the 1052 phonemes that made up the 373 words composed during Katie’s free-
form writing sessions and self-practice time using the predictive setting, 636 
phonemes were manually entered by Katie and 416 phonemes were auto-completed. 
This translates into 39.5% phoneme selection saving, which is slightly lower than the 
phoneme selection saving reported in Alex’s in-the-wild study. Figure 6-16 graphs 
the phoneme selection savings of the 6 weeks. Week 1 was omitted because the 
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predictive setting had not been introduced during that week. The PS peaked at week 
3, which was also the week that Katie composed the most words (224 words).  
 
Figure 6-16. Phoneme selection savings computed from Katie’s phoneme entry over 
6 weeks. Week 1 was omitted because Katie did not use the predictive setting. 
 
6.4.4.5 Hit Rates of Word Auto-completion 
Figure 6-17 presents the hit rates of word auto-completion for 1-4 phonemes prefixes 
calculated on Katie’s phoneme entry over the 6 weeks. Of the 373 words composed 
by Katie, 63.0% were completed just after the initial phonemes were entered. This 
hit rate is higher than that reported in Alex’s in-the-wild study (HR = 58.6%) and 
that computed in theoretical evaluation (HR = 57.2%). The hit rate increased to 
81.8% after the first two phonemes were entered, which is similar to what estimated 
from the theoretical evaluation (HR= 81.6%) but lower than that reported in Alex’s 
case (HR=88.3%). 
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Figure 6-17. Hit rates of the word auto-completion for 1-4 phoneme prefixes on 
Katie’s phoneme entry over 6 weeks. 
 
6.4.4.6 Hit Rates of Dynamic Phoneme Layout 
Of the 636 phonemes manually entered by Katie, 54.7% appeared on the front layer 
of the pie menu as the representative phonemes (D=0) and 82.1% appeared either as 
the representative phonemes or next to the representative phonemes (D=1). If the 
static phoneme layout had been used, these hit rates would have been 30.8% at D=0 
and 70.0% at D=1. The hit rates of the dynamic phoneme layout are, however, still 
notably lower than those reported in Alex’s in-the-wild study (64.5% at D=0 and 
88.0% for D=1) and those computed through the theoretical evaluations  (71.8% at 
D=0 and 93.4% at D=1). Figure 6-18 depicts the hit rates for distances D=0 and D=1 
over the 6 weeks. The hit rates suffered a sudden drop in week 4. During this week, 
Katie only constructed 1 sentence and 19 words, 4 of which were non-words that the 
phoneme prediction model did not work effectively on.  
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Figure 6-18. Hit rates of the dynamic phoneme layout on Katie’s phoneme entry 
over 6 weeks. Week 1 was omitted because Katie did not use the predictive setting. 
 
6.4.5 Lessons Learned 
Results of the 6-week study with Katie combining controlled experiments with in-
the-wild evaluation further confirmed the effectiveness of the predictive features in 
improving the usability of phoneme-based communication systems. Using the 
predictive iSCAN, Katie was able to compose a set of novel personal messages. 
Although the number of messages was limited, it was a noteworthy achievement 
considering that she had not used any composition-based communication devices 
previously. Katie, however, still experienced notable difficulties using the system. 
The study revealed two issues of the predictive methods that should be addressed in 
the future studies to enhance the user experience. 
The first issue relates to the dilemma arose when the word auto-completion provided 
an inaccurate suggestion. In these situations, the participant had to make a decision 
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of whether their selected phonemes were incorrect or the desired word was not at the 
top of the predicted list and hence was not offered by the word auto-completion. For 
novice users who have low confidence in their phonological awareness skills and 
have not gained mastery of the prediction system, this can be a hard decision. In 
Katie’s case, she typically opted to remove her selected phonemes and searched for 
replacements even when her original input was correct, which was time consuming 
and caused frustration. Thus, further research is required to reduce this dilemma, 
potentially by increasing the accuracy and “trustworthiness” of the prediction, and 
better guide the users in their decision making process.   
Secondly, both Alex and Katie had significant difficulties identifying vowels in 
spoken words. In many cases, the second phoneme in a word is a vowel. Thus, when 
a word was not autocompleted after the first phoneme entry, the participants often 
struggled to correctly select the next phoneme. In Katie’s case, she often employed 
an exhaustive search strategy, which involved accessing all available phonemes and 
listening to the phoneme blending until the desired phoneme was identified. Thus, 
further research should explore methods to reduce the need for vowel selection, 
potentially by increasing the accuracy of prediction for 1-phoneme prefix, while 
facilitating users in vowel selection as well as phoneme selection in general.  
6.5 Summary 
To evaluate the usability of iSCAN and its predictive features, a series of empirical 
studies, including a formative study with 16 non-disabled participants and two 
longitudinal case studies with two AAC users, were conducted. Results of these 
studies demonstrated that: 
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• The phoneme-based predictive methods led to considerable improvements in 
user performance, both in terms of entry speed and accuracy. This result was 
validated in both controlled experiments and in-the-wild evaluations. 
• iSCAN had the potential to provide a viable means of generating novel 
linguistic items for AAC users with limited literacy skills. Both the AAC 
users who participated in these studies were able to compose novel words and 
messages in real time conversational settings. However, they still 
experienced difficulties using the system. 
• Two notable issues, including the dilemma caused by word auto-completion 
and the challenge of vowel selection, were identified for further research. 
168 
 
Chapter 7. The Development and Evaluation of iSCAN-2 
7.1 Introduction 
Having been informed by the lessons learned from the empirical studies presented in 
Chapter 6, two major modifications to the design of iSCAN’s predictive features 
have been proposed. The next iteration of iSCAN, known as iSCAN-2, incorporates 
two new predictive features, namely dynamic phoneme set reduction and word 
prediction pie menu. This chapter describes the design of these features and reports 
on two longitudinal case studies conducted to evaluate the usability of the newly 
developed prototype. 
7.2 Modifications of Rate Enhancement Strategies 
In addition to the dynamic phoneme layout, iSCAN-2 greys out highly improbable 
next phonemes after each phoneme selection to further aid the users in phoneme 
selection. To increase the accuracy of the word completion, the system provides a 5-
word prediction pie menu from which the user can select the desired word. The 
prediction menu was carefully designed with the aim to minimise the cognitive and 
perceptual workload involved in scanning a multi-word list and accommodate users 
with limited literacy skills.  
7.2.1 Dynamic Phoneme Set Reduction 
One of the issues highlighted in the previous studies on iSCAN is the considerable 
time and cognitive effort required from the user to search for the correct phonemes 
from the 42-phoneme set. Users with adequate PA skills could often narrow their 
search down into a small group of highly probable phonemes from which they could 
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identify the correct selection by listening to the phoneme blending. Users with 
limited PA skills, however, often performed a more exhaustive and undirected search 
that involved accessing many highly improbable phonemes (e.g. searching for the 
next phoneme in the vowel groups while the last entered phoneme was a vowel).  
iSCAN-2 aims to assist the users in narrowing their search space by displaying a 
reduced set of up to 20 available phonemes after each phoneme selection. The 
system first rearranges the 42 phonemes within each group using the mechanism of 
the dynamic phoneme layout. The phoneme set is then checked against the Phonics 
dictionary to grey out all phonemes that do not follow the current phoneme prefix. 
Subsequently, the system sorts all the remaining available phonemes in descending 
order of probability of entry estimated from the 6-gram phoneme language model. A 
maximum of 20 phonemes with highest probabilities are kept unchanged while the 
remaining phonemes are greyed out. Note that the goal of this feature is to provide 
the users with additional visual cues that could result in a more guided and efficient 
search process without strictly limiting their choices. Therefore, the greyed out 
phonemes are not completely disabled; the user is still allowed to access and select 
them should they wish to. Figure 7-1 shows the updated phoneme layout displayed 
after the user has selected phoneme ‘/th/’. Three of the seven phoneme groups did 
not contain any phonemes in the list of most probable phonemes and hence were 
marked as highly improbable. When accessing the ‘Rounded Back Vowels’ 
phoneme group, five of the seven phonemes of the group were greyed out, thereby 
facilitating the users in reducing their search scope. The system also provides the 
users with an option to remove the phoneme images and letters on the greyed-out 
phonemes should they have become a distraction. 
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     a. Front Layer              b. ‘Rounded Back Vowels’ Layer 
Figure 7-1. The reduced set of available phonemes after the user has entered the 
phoneme ‘/th/’: (a) The front layer with three phoneme groups being greyed out; (b) 
The ‘Rounded Back Vowels’ (i.e. ‘Round Mouth Sounds’) phoneme layer with five 
phonemes being greyed out.  
  
7.2.2 Word Prediction Pie Menu 
The lessons learned from the previous studies on iSCAN with the nonspeaking 
participants underlined the need to enhance the accuracy of the word-based 
prediction to better support novice users with limited PA skills who often rely 
heavily on prediction. iSCAN-2 employs the simplest strategy to address this issue 
by increasing the number of suggested words from 1 (as in the word auto-
completion) to 5, which is the commonly used prediction list length in the existing 
predictive systems.  
Most existing predictive systems display the predicted words in a separate vertical or 
horizontal list, requiring the users to scan the prediction list to search for their 
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intended word. Previous research has indicated that the perceptual and cognitive 
workload associated with this scanning process and the costs of shifting one’s eye 
gazes between the prediction list and the character layout may outweigh the 
keystroke savings offered by prediction (Koester and Levine, 1996). In an attempt to 
minimise the effects of these potential drawbacks, iSCAN-2 offers a 5-word 
prediction pie menu that appears as an intermediate layer between the front layer and 
the phoneme layer of the phoneme layout.  
Figure 7-2 illustrates the process of creating the word ‘change’ in the sentence ‘I’ll 
change it’ with the prediction layer. Once the user has selected the first phoneme 
‘/ch/’ and moved back to the centre circle, the pie menu switches to the prediction 
layer displaying up to 5 most probable words (Figure 7-2b). The predicted words are 
arranged symmetrically around the most probable word in such a way that words 
with higher probabilities are closer to the centre and hence require fewer movements 
to navigate to. The most probable word is automatically highlighted and spoken out 
to the user for selection by default. To select the target word, the user navigates 
clockwise to access the word ‘change’ using tapping or sliding gestures (see Figure 
7-2c). Audio feedback is provided throughout the navigation process, thereby aiding 
users with limited reading skills. Once the target word has been identified, the user 
navigates back to the centre circle to confirm the selection and switches back to the 
front layer. The system adds the selected word and a following whitespace to the 
current sentence and updates the front layer based on the newly added word (Figure 
7-2d). If the target word has not appeared on the prediction menu, the user can 
navigate to the empty slice (i.e. the black area) of the menu to escape from the 
prediction layer and switches back to the front layer.  
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      a. Selecting phoneme ‘/ch/’      b. 5-word prediction menu 
        
        c. Navigating to ‘change’                           d. Updated Front Layer 
Figure 7-2. Four stages of the pie menu in the process of creating the word ‘change’ 
using word prediction 
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7.2.3 Computational Experiments 
7.2.3.1 Dynamic Phoneme Set Reduction 
The decision of limiting the size of the available phoneme set to 20 most probable 
phonemes was informed by a theoretical evaluation of the hit rate for different 
phoneme set sizes, in which the hit rate is defined as the percentage of times that the 
intended phonemes appear in the available phoneme set. The hit rate of the dynamic 
phoneme set reduction feature was evaluated on four test sets, including the 
Specialist, Communication, SwitchTest, and TurkTest sets (readers can refer to 
Section 4.3.3.1 of Chapter 4 for the descriptions of these test sets). Figure 7-3 graphs 
the average hit rates for the four test sets for phoneme set sizes 1-30. The system 
achieved a very high average hit rate of 97.2% for the 20-phoneme set. Beyond this 
size, the gain in the hit rate was relatively small at the cost of a wider phoneme 
search space.  
 
Figure 7-3. Average hit rates of the dynamic phoneme set reduction for reduced 
phoneme set sizes 1-30. 
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7.2.3.2 Word Prediction Pie Menu 
The accuracy of the 5-word prediction was estimated using hit rate for 1-4 phoneme 
prefixes on the Specialists, Communication, SwitchTest, and TurkTest test sets. 
Figure 7-4 displays the average hit rates for the four test sets of the 5-word 
prediction in comparison with those of the word auto-completion feature of iSCAN. 
The average hit rate of the 5-word prediction for 1-phoneme prefix was 80.8%, 
which shows that the user has an 80.8% chance of having the intended word 
completed after entering just the initial phoneme of the word. This was a remarkable 
improvement from the 57.2% hit rate of the word auto-completion. The average hit 
rate substantially increased to 93.4% after the entry of the first two phonemes, and 
reached 97.5% and 98.6% for 3-phoneme and 4-phoneme prefixes respectively. 
 
Figure 7-4. Average hit rates of the word auto-completion and the 5-word prediction 
pie menu 
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7.3 Evaluation 
iSCAN-2 was evaluated in the longitudinal case studies with the two nonspeaking 
participants, Alex and Katie, who had previously used the original iSCAN (see 
Chapter 6 for detailed information of the participants and their previous experiences 
with iSCAN). The goals of these studies were: (1) to evaluate the usability of 
iSCAN-2 against its preceding version, (2) to investigate the potential of iSCAN-2 to 
provide effective communication support for nonspeaking users with literacy deficits 
in realistic conversational settings. This section discusses the evaluation results of 
iSCAN-2 collected from both controlled experiments and in-the-wild studies.  
7.3.1 Case Study 1: Alex 
Alex was the first nonspeaking user of iSCAN, who had used it for four months in 
both laboratory-based and in-the-wild settings prior to this study.  
7.3.1.1 Study 1: Comparative Evaluation 
The aim of the study was to compare the usability of three prototype settings: (1) 
predictive iSCAN-2 with the dynamic phoneme layout, dynamic phoneme set 
reduction, and 5-word prediction menu, (2) predictive iSCAN with the dynamic 
phoneme layout and word auto-completion, (3) non-predictive iSCAN in which all 
predictive features are switched off. 
7.3.1.1.1 Procedure 
The study consisted of four sessions conducted in the university laboratory over two 
days. The first session was a training session conducted on the first day, the 
remaining three sessions were the testing sessions conducted on the second day with 
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10-15 minute breaks between sessions. Each session lasted between 20-35 minutes 
and was videotaped: 
Session 1: Alex was given instructions on the dynamic phoneme set reduction and 
the 5-word prediction menu of iSCAN-2. Thereafter, he was instructed to use the 
predictive iSCAN-2 to compose two messages of his own choices and subsequently 
transcribe a set of ten randomly generated spoken phrases derived from the 
Specialists set.  
Sessions 2-4: In these testing sessions, Alex was asked to transcribe a randomly 
generated set of spoken phrases as quickly and accurately as possible using the three 
tested prototype settings. Alex used the predictive iSCAN in Session 2, followed by 
the non-predictive iSCAN in Session 3 and the predictive iSCAN-2 in Session 4. To 
avoid fatigue, a time limit of approximately 30 minutes was set for each session. In 
each session, Alex was given one practice phrase and nine test phrases. The sessions 
ended either when the participant has completed all the test phrases or when the time 
limit expired. The participant could also request to terminate the sessions at any time 
he wished. At the end of Session 4, Alex was invited to provide feedback on the 
tested prototypes. 
7.3.1.1.2 Results and Discussion 
Alex completed all the test phrases in Session 2 and Session 4 using the predictive 
iSCAN and predictive iSCAN-2. After spending approximately 20 minutes in 
Session 3 to complete one practice phrase and three test phrases using the non-
predictive iSCAN, Alex indicated that he would like to proceed to the next session 
with the predictive iSCAN-2. Thus, Session 3 was terminated before the time limit. 
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Alex’s average entry speeds and error rates computed from the three testing sessions 
were as follows: 
• Predictive iSCAN-2: 15.71 PPM (0.0% PER) and 4.19 WPM (0.0% WER) 
• Predictive iSCAN:  9.75 PPM (14.30% PER) and 2.54 WPM (19.26% WER) 
• Non-predictive iSCAN: 3.81 PPM (21.43% PER) and 1.14 WPM (50.0% 
WER) (these results were calculated for the only three test phrases completed 
during Session 3). 
iSCAN-2 with its newly implemented predictive features was shown to have 
improved the user performance, both in terms of entry rate and accuracy, compared 
to the predictive iSCAN and the non-predictive iSCAN. Alex gave a ‘thumbs up’ to 
both predictive features of iSCAN-2 and expressed his particular preference for the 
5-word prediction pie menu, explaining that he liked to be able to see and hear the 
suggested words before confirming his selection. It should be noted, however, that 
the entry speed and error rate of the predictive iSCAN were considerably lower than 
those reported in Alex’s previous studies on iSCAN (see Chapter 6). For 
comparison, Alex’s performance in the last session of his extended training study 
with iSCAN was 4.82 WPM (0.0% WER). It appears that the lack of explicit training 
and the need to re-familiarising with the testing procedure might have an impact on 
these results. These results might also be subject to learning effects. 
7.3.1.2 Study 2: In-the-Wild Evaluation 
This study allowed for the evaluation of the usability of the predictive iSCAN-2 and 
its predictive features in realistic communication scenarios. 
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7.3.1.2.1 Procedure 
Alex was given the predictive iSCAN-2 prototype to use in his own time from end of 
March 2012 to end of October 2012. Similar to the previous in-the-wild studies, all 
usage data, including time-stamped touch data and generated messages were 
recorded in a database. A button was added onto the interface to enable Alex to 
switch off the data logging facility at any time he wished. 
7.3.1.2.2 Results and Discussion 
Usage time. A total of 3.01 hours of iSCAN-2’s running time was recorded in the 
database from March 2012 until end of August 2012. Alex did not use the system 
afterwards. Most of his usage was during the first 11 weeks of the study; he used the 
system very rarely thereafter (less than 5 minutes in total from mid June to August), 
as shown in Figure 7-5. 
 
Figure 7-5. iSCAN-2’s usage time by Alex from March 2012 to August 2012 
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Message generation. During the 3.01 hours of software running time, Alex 
composed 75 sentences (504 words, including both sentences’ words and individuals 
words that were not part of a sentence). Table 7-1 provides a sample of Alex’s 
communicative messages constructed using iSCAN-2. These messages were 
relatively well-understandable and contained novel words that were not available for 
selection in his paperboard, which was his primary means of communication. This 
evidences the potential of iSCAN-2 to support the creation of novel linguistic items 
in spontaneous conversational settings. 
The average entry speed over the 75 composed sentences was 12.06 PPM (SD=6.63) 
and 3.08 WPM (SD=1.68). For comparison, Alex constructed 114 sentences (657 
words) during 11.01 hours of iSCAN’s running time in the previous in-the-wild 
study (see Chapter 6). The average entry rate computed on this 114-sentence set was 
5.92 PPM (SD=5.74) and 1.61 WPM (SD=1.69).  
Sentences 
I want a night go to Paris 
I might go see my brother and his little boy 
I with my friend went to the beach tonight 
I’m happy my new software on map 
It hurts my legs 
I will get new clothes at weekend 
Next week I will go to see a band in concert 
I will play live music on Friday 
Where I might meet you on Sunday night to go dancing 
Why you keep your car at your dad 
 
Table 7-1. Examples of Alex’s personal messages composed using iSCAN-2 
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Note that in the analysis of entry rates, the entry duration of a sentence was 
calculated from the time the user has started accessing a phoneme layer to find the 
first phoneme of the sentence to the time the user has moved back to the centre circle 
from the ‘Speak current sentence’ pie. A closer inspection of the sentence sets 
revealed that, in some instances, there were extremely long pauses between words of 
a sentence as well as between finishing all the words and moving back to the centre 
to confirm the sentence completion. These pauses cost dramatic increases in the 
entry duration of the sentences. In attempt to obtain a more accurate assessment of 
the entry rates, the author manually inspected the sentence sets to remove all 
sentences containing such excessive pauses.  This clean-up process retained 72 
sentences of iSCAN-2 and 94 sentences of iSCAN. The average entry speeds 
calculated on these cleaned-up sentences were: iSCAN-2 (12.56 PPM (SD=6.28) and 
3.21 WPM (SD=1.58)), iSCAN (7.18 PPM (SD=5.57) and 1.95 WPM (SD=1.67)).  
The results computed from both the raw data and cleaned-up data suggest that 
iSCAN-2 led to faster sentence creation compared to iSCAN. Although the nature of 
the in-the-wild studies did not allow for a rigorous evaluation of the entry rates, these 
results could be considered as an indication of the improved efficiency achieved 
using iSCAN-2 in comparison with its previous version.  
Phoneme selection saving (PS). PS is defined as the percentage of phonemes that 
are auto-completed by the 5-word prediction feature. Of the 1458 phonemes that 
made up the 504 words, 523 phonemes were manually entered by Alex and 935 
phonemes were auto-completed by the word prediction feature, representing 64.1% 
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phoneme selection saving. This is a remarkable improvement compared to the 43.3% 
phoneme selection saving reported in the previous in-the-wild evaluation using 
iSCAN’s word auto-completion feature.  
Hit rates of 5-word prediction. Figure 7-6 presents the hit rates of the 5-word 
prediction pie menu for 1-4 phoneme prefixes (readers can revisit Section 5.4.3 of 
Chapter 5 for the definition of hit rates). Of the 504 words composed by Alex, 85.5% 
were completed after the entry of the first phonemes and 97.4% were completed after 
the first two phonemes were entered. This is a substantial enhancement compared to 
the 60.3% hit rate for 1-phoneme prefix and 88.3% for 2-phoneme prefix achieved 
by iSCAN’s word auto-completion feature.  
 
Figure 7-6. Hit rates of the 5-word prediction menu for 1-4 phoneme prefixes on 
Alex’s phoneme entry using iSCAN-2. 
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7.3.2 Case Study 2: Katie 
Katie was the second nonspeaking user of iSCAN, who achieved lower scores than 
Alex in the PA, literacy, and cognitive assessments. Katie previously participated in 
a 6-week study on iSCAN during which she used the system in both lab-based and 
home-based settings (readers can refer to Chapter 6 for more details of the study). 
While Katie was able to create novel conversational messages using iSCAN with 
support of its predictive features, she still experienced great difficulties using the 
system. 
7.3.2.1 Study 1: Comparative Evaluation 
This study shared the same goal with the first study of Alex’s case study as it aimed 
to evaluate the usability of the predictive iSCAN-2 against the predictive iSCAN and 
the non-predictive iSCAN prototypes. The study used the same prototypes from the 
Case Study 1 with Alex. 
7.3.2.1.1 Procedure 
The study consisted of two sessions conducted over two days with a 2-day gap 
between the sessions. The first session lasted approximately 30 minutes while the 
second session lasted approximately 60 minutes, both of which were videotaped: 
Session 1: At the beginning of this training session, Katie was given instructions on 
the dynamic phoneme set reduction and the 5-word prediction menu of iSCAN-2. 
Subsequently, she was instructed to use the predictive iSCAN-2 to compose her own 
messages. Katie’s initial feedback on the newly introduced predictive features was 
gathered at the end of the session. 
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Session 2: This testing session of iSCAN-2 was intended to start with a 5-minute 
warm-up during which Katie could practice creating her personal messages before 
proceeding to the testing task. However, this warm-up time was extended to a 30-
minute of novel message composition using iSCAN-2 as Katie was engaging in a 
conversation with the author. Subsequently, she proceeded to the testing section 
during which she was asked to transcribe a set of spoken phrases as quickly and 
accurately as possible. This phrase set, which contained one practice phrase and nine 
test phrases, was the same set used in Session 4 of Alex’s comparative evaluation. 
The session was set to terminate either when Katie has completed all the test phrases 
or when the time limit of approximately 30 minutes has expired. Katie’s feedback on 
iSCAN-2 was collected throughout the session. 
As this study commenced only five days after the completion of Katie’s last testing 
session with iSCAN, no separate sessions were conducted to re-evaluate the 
predictive iSCAN and the non-predictive iSCAN. Instead, the entry speeds and error 
rates of the predictive iSCAN-2 were compared with those reported in Sessions 9-11 
of Katie’s previous study on iSCAN (readers can revisit Section 6.4 of Chapter 6 for 
a detailed discussion of that study). 
7.3.2.1.2 Results and Discussion 
Katie completed all the test phrases within the time limit using the predictive 
iSCAN-2. Her entry speeds and error rates for the three prototype settings were as 
follows: 
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1. Predictive iSCAN-2: 11.18 PPM (0.0%PER) and 2.89 WPM (0.0% WER). 
2. Predictive iSCAN: This setting was evaluated in two testing sessions of the 
Katie’s previous study with iSCAN: 
• Session 1: 3.78 PPM (0.0% PER) and 1.02 WPM (0.0% WER). 
• Session 2: 4.52 PPM (1.78% PER) and 1.22 WPM (0.0% WER). 
3. Non-predictive iSCAN: 1.45 PPM (34.34% PER) and 0.37 WPM (79.17% 
WER). 
These results suggest that the use of the dynamic phoneme set reduction and 5-word 
prediction menu features led to improved user performance, both in terms of entry 
rates and accuracy. During the study, Katie expressed her strong preference for the 
predictive iSCAN-2. Using the prototype, she composed her spoken comment on 
iSCAN-2: “It’s better”. More than once during the study, she used her body 
language to indicate her particular preference for the 5-word prediction pie menu. 
However, there were several instances that Katie was slightly confused when the 
dynamic phoneme set reduction greyed out all the 42 phonemes because Katie tried 
to spell out a person’s name using orthographic spelling instead of phonetic spelling. 
Thus, further research is required to address this usability issue.  
7.3.2.2 Study 2: Extended Training 
While the first study served as a formative evaluation of iSCAN-2 and its predictive 
features, the present study aimed to seek evidence of the usability of iSCAN-2 
through Katie’s long-term usage. The purpose of the study was twofold: (1) to assess 
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Katie’s performance on iSCAN-2 after extended hours of practice, (2) to investigate 
the usability of iSCAN-2 in realistic conversational scenarios. 
7.3.2.2.1 Procedure 
9 additional sessions were conducted over a 2-month period using the same 
predictive iSCAN-2 prototype from Study 1. Most sessions lasted between 45-60 
minutes except for Session 2 that lasted approximately 2 hours. There were at least 
two days and at most two weeks between sessions. All sessions were videotaped. 
Each session contained a testing section lasted up to 30 minutes during which Katie 
was asked to transcribe a randomly generated set of ten phrases, including one 
practice phrase and nine test phrases, as quickly as possible. This section enabled the 
author to formally quantify Katie’s performance with extended training. 
During the remaining time of each session, Katie was encouraged to use iSCAN-2 to 
engage in spontaneous conversations with the author. Katie was also given several 
common social scenarios, such as ‘going to restaurants’ or ‘meeting new friends’, 
and was instructed to compose messages that she thought she might need in such 
scenarios. In addition to lab sessions, Katie was also given the prototype to use in her 
own time. 
7.3.2.2.2 Results and Discussion 
Entry speeds. Figures 7-7 and 7-8 present Katie’s entry speeds analysised from the 
transcription test over the 9 sessions. Katie’s average entry rate over the sessions was 
10.64 PPM (SD=2.55) and 2.95 WPM (SD=0.79). Session 8 was an outlier wherein 
Katie achieved a remarkable increase in the entry speed to 17.13 PPM and 5.02 
WPM. This was probably because the subjective level of difficulty of this session’s 
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test set was unintentionally lower than those in other sessions in Katie’s case. High 
motivation could also be a contributing factor of this result.  
Katie’s learning curves (i.e. the red lines in Figures 7-7 and 7-8) were modelled by 
the power law of learning in the form of y = axb, where y is entry speed, x is session, 
a is initial speed and b reflects learning rate, as done in (Wobbrock and Myers, 
2006b, MacKenzie and Zhang, 1999). The specific regression equations for Katie’s 
learning curves were:  
PPM: y = 9.3787x0.0746 R2 = 0.0702 
WPM: y = 2.5349x0.091 R2 = 0.0935 
These relatively flat learning curves demonstrated Katie’s slow improvement rate, 
which could partly be accounted for by her cognitive deficits. 
 
Figure 7-7. Katie’s entry speeds as PPM over sessions 1-9 
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Figure 7-8. Katie’s entry speeds as WPM over sessions 1-9 
 
Error rates. Figure 7-9 illustrates Katie’s phoneme error rates in the transcription 
test over the 9 sessions. Her word error rates are displayed in Figure 7-10. Overall, 
Katie achieved extremely low error rates with support of the predictive features. This 
further emphasises the distinct advantage of the predictive methods in facilitating 
error-free message composition. The average PER over the sessions was 0.83% 
(SD=1.12) and the average WER was 0.62% (SD=1.85). The effect of the auto-
correction mechanism was clearly shown in sessions 2, 4, 7 in which incorrect 
phonemes were auto-corrected, resulting in 0.0% WER. 
Usage time. Figure 7-11 illustrates iSCAN-2’s usage time by Katie over the 2 
months of extended training. A total of 14.37 hours of iSCAN-2’s running time was 
recorded in the database during this period, including 8.80 hours of laboratory-based 
sessions and 5.57 hours of Katie’s self-practice at home. This means that outside the 
lab sessions Katie only spent an average of 5.57 minutes using iSCAN-2 in her own 
time, which was a reduction compared to her daily self-practice time reported in her 
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previous study with iSCAN (see Chapter 6). In that study, Katie spent 5.95 hours 
practising using iSCAN in her own time over 6 weeks, which could be translated 
into 8.49 minutes of average daily usage time.  
 
Figure 7-9. Katie’s phoneme error rates over sessions 1-9 
 
 
Figure 7-10. Katie’s word error rates over sessions 1-9 
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Figure 7-11. iSCAN-2’s usage time by Katie over 8 weeks 
 
Message generation. Over the 2 months, Katie composed 78 sentences (365 words, 
including both sentences’ words and single words that were spoken individually 
rather than as part of a sentence). These were the novel linguistic items constructed 
in Katie’s conversations with the author during Sessions 1-9 and in her own time. 
Note that this 78-sentence set only contained those recorded after Katie has selected 
the ‘Speak current sentence’ function and moved back to the centre circle to confirm 
the sentence completion. A closer inspection of the dataset showed that Katie 
frequently composed individual words of a sentence without selecting the ‘Speak 
current sentence’ function. Therefore, the actual number of generated sentences 
should be higher than what reported here. Table 7-2 provides examples of Katie’s 
spontaneous conversational messages generated both during the lab sessions and in 
the wild. The majority of the messages were reasonably understandable although 
many of them were not grammatically correct.   
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Table 7-3 presents Katie’s average entry speeds computed from the 78-sentence set 
and its cleaned-up version, which retained 71 sentences of the original set (readers 
can revisit Section 7.3.1.2.2 for an explanation of the clean-up process). For 
comparison, her average entry speeds over the 49-sentence set and its 42-sentence 
cleaned-up version composed during Katie’s previous study with iSCAN were also 
provided.  It should be emphasised that, due to the nature of the in-the-wild studies, 
these results should not be treated as a rigorous quantification of the entry rates. 
However, they could serve as an indicator of the improved communication rate 
achieved by iSCAN-2 compared to its previous version. 
Within Lab Sessions In the Wild 
He fell I’m fine with mum dad 
I go out for meals Lynn and Brian I wish my hair color red 
Hi I want can coke please I want cake too bright 
I party No way 
Music was loud What happened 
I got headache I’m happy where we do I 
She got sore throat I will you watch 
Mom got me bracelet It was good 
When you do at weekends But why do they the movie 
What you work What volunteer busy day 
 
Table 7-2. Examples of Katie’s conversational messages composed using iSCAN-2 
during lab-based sessions and in-the-wild settings 
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Prototype 
Raw Sentence Set Cleaned-up Sentence Set 
PPM WPM PPM WPM 
iSCAN 
2.66 
(SD=3.0) 
0.65 
(SD=0.75) 
3.06 
(SD=3.03) 
0.76 
(SD= 0.75) 
iSCAN-2 
4.33  
(SD=4.65) 
1.04 
(SD=1.09) 
4.76 
(SD=4.66) 
1.15 
(SD=1.09) 
 
Table 7-3. Katie’s average entry rates as phonemes per minute (PPM) and words per 
minute (WPM) over the novel sentence sets composed using iSCAN-2 and iSCAN 
 
Phoneme selection saving (PS). Of the 1057 phonemes that made up Katie’s 365 
words, 426 phonemes were manually entered by Katie and 631 phonemes were auto-
completed by the 5-word prediction feature, representing 59.7% PS. This is lower 
than the 64.1% PS reported in the study with Alex, which was probably because 
Katie often created personal names that were unavailable in the Phonics dictionary or 
were assigned a low probability of occurrence. However, it is still a remarkable 
improvement compared to the 39.5% PS reported in her previous study with 
iSCAN’s word auto-completion feature.  
Hit rates of 5-word prediction. Figure 7-12 presents the hit rates of the 5-word 
prediction pie menu for 1-4 phoneme prefixes. Of the 365 words composed by Katie, 
77.5% were completed after the entry of the first phonemes and 92.6% were 
completed after the first two phonemes were entered. Although these hit rates are 
lower than those estimated in the computational experiments, they still demonstrate a 
considerable enhancement compared to the 63.0% hit rate for 1-phoneme prefix and 
81.8% for 2-phoneme prefix obtained by iSCAN’s word auto-completion feature. 
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Figure 7-12. Hit rates of the 5-word prediction menu for 1-4 phoneme prefixes on 
Katie’s phoneme entry using iSCAN-2 
 
7.3.2.3 Study 3: Post-training In-the-wild Evaluation 
7.3.2.3.1 Procedure 
Upon the completion of the lab-based sessions, Katie was given the same iSCAN-2 
prototype from Study 2 to use in her own time for 5.5 months from the end of May 
2012 to the beginning of November 2012. A 30-minute checkpoint session was 
conducted in mid October 2012 (i.e. approximately 4.5 months after the 
commencement of this study), during which Katie used iSCAN-2 to converse with 
the author and discuss her experience of participating in the studies with iSCAN and 
iSCAN-2.  
7.3.2.3.2 Results and Discussion 
Katie’s usage data recorded in the database revealed that Katie did not use the 
system apart from on the day of the checkpoint session and on the last day of the 
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study. Only 9 sentences (49 words) were generated during the 5.5 months. On 
discussion with the author, she indicated that she did not use it to communicate with 
her family at home. This was not surprising considering that she has been 
communicating effectively with them using her dysarthric speech supplemented by 
her facial expressions and body language while her communication rate with 
iSCAN-2 was still very slow. Katie, however, repeatedly expressed that she would 
like to have the system on her mobile phone or iPod rather than on the iPad so that 
she could carry it around more easily.  
Although Katie did not use the system before the checkpoint session, she 
demonstrated that she still remembered how to use it and was able to compose her 
messages during the session. Katie used the system to describe her experience of 
participating in the studies: “I like it”, “good fun”. This evidences the high 
memorability of the system. 
7.4 Final Phonological Awareness Assessment 
7.4.1 Procedure 
Towards the end of the research, the PA and literacy skills of Alex and Katie were 
reassessed using the same assessment battery described in Section 2.6 of Chapter 2. 
The aim of the assessment was to explore the potential effects of using a phoneme-
based communication system on the user’s PA and literacy skills. The assessment 
was conducted in two sessions, each lasted 45-60 minutes. The letter name 
knowledge, letter-sound correspondence, spelling real words, and reading real words 
tests were carried out in Session 1. In Session 2, the 4 PA tests, including blending 
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real words, blending non-words, phoneme analysis, and phoneme counting, were 
conducted.  
Both Alex and Katie completed the PA intervention study described in Chapter 2, 
during which their PA and literacy skills were assessed before the intervention and 
one week after the intervention. Alex, who participated in an 11-month study with 
iSCAN and iSCAN-2, undertook the final PA and literacy tests in August 2012, 14 
months after completing the PA intervention study. Katie, who participated in a 9-
month study with iSCAN and iSCAN-2, undertook the final tests in October 2012, 
16 months after the completion of her PA intervention.  
7.4.2 Results and Discussion 
Tables 7-4 and 7-5 provide the final PA and literacy assessment results of Alex and 
Katie. For comparison, their assessment results prior to the PA intervention and 1-
week after the PA intervention (as reported in Chapter 2) are also included.  
7.4.2.1 Alex 
Compared to the results of 1-week post-intervention assessment, Alex achieved 
improvements in 5 tasks, including letter name knowledge, reading real words, 
blending non-words, phoneme analysis, and phoneme counting. However, these 
improvements were marginal. His performance on the phoneme analysis task was 
actually unchanged while his blending non-words score slightly decreased compared 
to those recorded before the intervention. He maintained a maximum score for the 
letter-sound correspondence while his spelling score remained at 30% across all the 
three test phases. This suggests that both the PA intervention and the use of iSCAN 
prototypes did not have any effects on his spelling skill. His score for the final 
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blending real words test suffered a decrease compared to his 1-week post-
intervention result; it was reverted to what he achieved before the PA intervention.  
Assessment Task Pre-
intervention 
1-week Post-
intervention 
14-month Post-
intervention 
Letter name knowledge 100.0% 96.2% 100.0% 
Letter-sound 
correspondence 
88.0% 100.0% 100.0% 
Spelling real words 30.0% 30.0% 30.0% 
Reading real words 92.5% 90.0% 95.0% 
Blending real words 80.0% 100.0% 80.0% 
Blending non-words 100.0% 90.0% 95.0% 
Phoneme analysis 83.3% 75.0% 83.3% 
Phoneme counting 41.7% 41.7% 50.0% 
 
Table 7-4. Alex’s PA and literacy assessment results before and after the PA 
intervention 
 
7.4.2.2 Katie 
Compared to the 1-week post-intervention assessment results, Katie achieved 
improvements on the spelling real words and blending non-words and phoneme 
counting tasks. While her improvements for the spelling and blending non-words 
tasks were minimal, she achieved a considerable improvement on the phoneme 
counting task, raising her score from 25% to 50% in the final test. Her reading and 
phoneme analysis remained unchanged while her scores for the letter name 
knowledge, letter-sound correspondence, and blending real words tasks suffered a 
slight reduction. 
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Assessment Task Pre-
intervention 
1-week Post-
intervention 
16-month Post-
intervention 
Letter name knowledge 84.6% 88.5% 84.6% 
Letter-sound 
correspondence 
72.0% 100.0% 92.0% 
Spelling real words 5.0% 5.0% 10.0% 
Reading real words 72.5% 80.0% 80.0% 
Blending real words 80.0% 100.0% 90.0% 
Blending non-words 70.0% 65.0% 70.0% 
Phoneme analysis 58.3% 83.3% 83.3% 
Phoneme counting 8.3% 25.0% 50.0% 
 
Table 7-5. Katie’s PA and literacy assessment results before and after the PA 
intervention 
 
7.4.2.3 Discussion 
The assessment results of both Alex and Katie indicated that the use of the iSCAN 
prototypes had very limited or no positive effects on their PA and literacy skills. 
Katie’s improvement on the phoneme-counting task was the only noticeable 
evidence of the iSCAN usage’s positive impact revealed through the tests. With a 
limited number of participants and the presence of ceiling effects, it is difficult to 
interpret and generalise the results. Further studies with a larger number of 
participants and a more rigorous study design are therefore required to fully 
understand this issue. 
7.5 Summary 
In response to the lessons learned from Chapter 6, a new iSCAN prototype was 
developed, known as iSCAN-2, which offers two new predictive features, namely 
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dynamic phoneme set reduction and 5-word prediction pie menu. iSCAN-2 was 
evaluated in two longitudinal case studies with two AAC users who had previously 
used the original iSCAN. Results of these studies demonstrated that: 
• iSCAN-2 exhibited an improved usability over the original predictive iSCAN 
and non-predictive iSCAN, in terms of efficiency, accuracy, and user 
preference. This result was clearly evidenced in both controlled experiments 
with transcription tasks and realistic conversational settings with novel 
message composition tasks. 
• In particular, the 5-word prediction pie menu demonstrated a considerably 
enhanced usability over the iSCAN’s word auto-completion feature, both in 
terms of phoneme selection saving and user performance. This highlights the 
vital impact of word prediction sizes and interface design on the usability of 
predictive systems. 
• While both participants were able to compose novel, spontaneous messages 
in real time conversations with an improved efficiency, their communication 
rates were still relatively slow. Results analysed from the cleaned-up datasets 
showed that one participant achieved a communication rate of 3.21 WPM 
while the second participant only communicated at a rate of 1.15 WPM.  
• Results of the final PA and literacy assessment of both participants showed 
that the use of the iSCAN prototypes had very marginal or no positive effects 
on their PA and literacy skills. Future research with an extended number of 
participants is required to further investigate this issue. 
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Chapter 8. Conclusions and Future Work 
8.1 Introduction 
This chapter begins with a summary of the research conducted in the thesis, 
highlighting its contribution to knowledge. Subsequently, main findings of the 
research are discussed in relation to the research questions outlined in the first 
chapter and potential directions for future research are proposed.  
8.2 Overview of Research 
The thesis has investigated how prediction methods can be employed to improve the 
usability of phoneme-based communication systems. Although prediction strategies 
have been extensively utilised in orthographic-based AAC systems for rate 
enhancement, very limited work has explored the effectiveness of such strategies to 
facilitate phoneme entry and phoneme-based word creation processes. To the 
author’s knowledge, this is the first empirical research into the application of 
phoneme-based prediction in the AAC field.  
Building on the literature of existing orthographic-based prediction techniques, the 
thesis identified key issues in adapting these techniques to phoneme-based entry and 
addressed these issues through the development and evaluation of the Phonics 
statistical prediction model. By performing computational experiments with a 
hypothetical interface, the thesis has produced preliminary theoretical evidence of 
the potential efficacy of the phoneme-based predictions, forming the basis for further 
empirical work on this topic.  
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Moving beyond the theoretical evaluations, the thesis examined the usability of the 
phoneme-based predictions by incorporating the prediction model into a practical 
communication system, namely iSCAN. Different prototypes of iSCAN were 
developed and evaluated in a series of user studies, including a formative study with 
non-disabled participants and two longitudinal case studies with two AAC users who 
have limited literacy skills. The evaluation approach combined both controlled 
experiments and in-the-wild deployment, allowing for a comprehensive assessment 
of the efficiency, accuracy, and user satisfaction of the developed prototypes. 
Through these evaluations, the thesis has established empirical evidence of the 
impact of the predictive methods on the usability of phoneme-based AAC systems. 
In addition, it has also contributed to the understanding of the potential of predictive 
phoneme-based AAC systems to support novel message composition for a large 
proportion of AAC users who experience literacy difficulties. 
8.3 Phoneme-based Prediction Models 
Motivated by the extensive body of research into the application of Natural 
Language Processing (NLP) techniques to orthographic-based predictions, the first 
research question of the thesis addressed the adoption of these techniques in the 
context of phoneme-based entry: 
Question 1 
Can Natural Language Processing techniques that have been successfully 
applied to orthographic-based prediction systems be adopted to develop 
phoneme-based prediction methods? 
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The thesis has demonstrated, through the development and evaluation of the Phonics 
prediction model, that it is theoretically feasible to provide context-sensitive 
predictions at both phoneme and word levels based on robust statistical language 
modelling techniques commonly used in orthographic-based predictions. 
The Phonics model employs a 6-gram phoneme language model to predict probable 
next phonemes given the previously entered phonemes. Using a pronunciation 
dictionary and a 3-gram word language model, it also predicts the word currently 
being entered given the current phoneme prefix and prior words. Results of a 
computational experiment illustrated that the model led to a potential keystroke 
saving of 57.4% when integrated into a simulated 12-key phoneme keyboard.  
8.3.1 Discussion 
8.3.1.1 Phoneme-based Statistical Prediction 
The thesis underlined two key challenges in adopting the statistical language 
modelling techniques for phoneme-based predictions. 
The first challenge concerns the variation in phoneme sets and word pronunciations. 
The development of a phoneme-based statistical prediction system requires a 
pronunciation dictionary, which should be created using the specific phoneme set 
provided in the system. However, unlike traditional orthographic-based AAC 
systems that operate on a standard character set, different phoneme-based systems 
tend to use slightly different phoneme sets. The selection of phoneme sets might be 
influenced by a number of usability factors, such as the intended user group’s 
characteristics (e.g. PA and literacy skills, cognitive ability and user accents) and the 
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application purpose of the system, be it a literacy learning tool or a typing interface. 
In many instances, there might be no pronunciation dictionaries readily available for 
the chosen phoneme sets. This raises the need for an effective method to 
automatically generate pronunciation dictionaries for each specific phoneme set. 
Moreover, while orthographic spelling is standardised, phonetic spelling can vary 
across different regional accents. Therefore, the generated pronunciation dictionaries 
should be accent-specific to accommodate those pronunciation variants. Through the 
creation of the Phonics dictionary, the thesis has demonstrated that this issue can be 
tackled using a systematic approach to dictionary generation, which involves the use 
of the Unisyn base lexicon (Fitt, 2000), a phoneme mapping function, and an auto-
correction mechanism to handle phoneme mismatches unresolved after the phoneme 
mapping. 
The second issue concerns the training corpora required to construct the phoneme 
and word language models. Finding a substantial corpus for conversational AAC 
language modelling has been a long-standing challenge in the field, due to the 
absence of a large set of genuine AAC communications that are publicly available. 
To address this problem, the thesis experimented with two alternative data sources 
previously investigated in orthographic-based AAC prediction research, including 
the Switchboard corpus (Godfrey et al., 1992) and the Turk-based corpus (Vertanen 
and Kristensson, 2011). The Switchboard corpus is a collection of English telephone 
conversations (Godfrey et al., 1992) while the Turk-based corpus consists of AAC-
like messages collected from Twitter, Blog, and Usenet datasets recently released by 
Vertanen and Kristensson (2011). Through comparative evaluations using the 
perplexity metric, the thesis has illustrated that the Turk-based corpus generally 
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modelled conversational AAC better than the Switchboard corpus at both phoneme-
level and word-level. Therefore, it could potentially be employed as a good training 
data source for phoneme-based AAC predictive systems. 
8.3.1.2 Prediction Accuracy 
Using hit rate measurement on both phoneme prediction and phoneme-based word 
prediction, the thesis has demonstrated the degree to which the prediction accuracy 
improved as the prediction list length increased. However, a large prediction list 
might result in an increased time and cognitive workload required from the user to 
scan the list and select the desired item. Therefore, hit rate data need to be combined 
with empirical experiments involving representative users in order to determine an 
appropriate prediction list length. 
Results of the theoretical evaluation on the hypothetical 12-key phoneme keyboard 
showed that a combined phoneme and word prediction method performed the best 
while using word prediction alone proved to be more effective than using phoneme 
prediction alone, in terms of keystroke savings. These results could serve as an initial 
reference for the decision of which prediction strategies should be utilised in each 
specific practical application. Applications with sufficient computational and 
memory resources might consider incorporating both phoneme prediction and word 
prediction to maximise the potential keystroke savings. Other applications with 
inadequate resources to accommodate both phoneme and word language models 
might contemplate prioritising word prediction over phoneme prediction. 
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8.3.2 Future Research 
The thesis outlines two complementary research directions to extend the current 
phoneme-based statistical prediction model: 
8.3.2.1 Automatic Phoneme-to-Grapheme Conversion 
Further studies are required to investigate how advanced NLP techniques, such as 
the joint-multigram model (Bisani and Ney, 2008), can be applied to automatically 
generate orthographic spellings for out-of-vocabulary (OOV) words (i.e. words 
whose pronunciations are not available in the pronunciation dictionary). The current 
prediction model simply returns a pre-defined placeholder (‘<unk>’) when detecting 
OOV words. While these words can still be spoken out by synthesising their 
phoneme strings, it is potentially more beneficial to suggest actual spellings than to 
use such as placeholder.  
8.3.2.2 Leveraging Word Prediction for Phoneme Prediction 
The current prediction model relies on a 6-gram phoneme language model to 
perform single phoneme prediction. An alternative approach that deserves future 
research is to explore how word prediction can be used to indirectly predict 
phonemes, much in the same way that it was previously used to predict characters 
(Lesher and Rinkus, 2002b). It can be argued that the gain in prediction accuracy 
using this approach can also be achieved by simply increasing the N-gram order of 
the phoneme language model. However, it allows the phoneme-based systems to 
leverage an existing word language model to perform predictions at both phoneme-
level and word-level. Therefore, it could be particularly useful for applications with 
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strict computational and memory constraints that cannot afford both language 
models. 
8.4 Prediction Strategies in Phoneme-based Communication Systems 
Having established the theoretical foundation for the phoneme-based predictions, the 
principle research question of the thesis examined the effectiveness of these 
prediction strategies when applied to practical phoneme-based communication 
systems: 
Question 2 
Can prediction techniques be employed to improve the usability of 
phoneme-based communication aids? 
Through the development and empirical evaluation of iSCAN prototypes, the thesis 
has illustrated that well-designed phoneme-based predictive methods can lead to 
substantial improvements in the system usability, in terms of efficiency, accuracy, 
and user satisfaction. 
During the course of the thesis, two major prototypes of iSCAN were developed, 
namely iSCAN and iSCAN-2. iSCAN employs the Phonics prediction model to 
implement the dynamic phoneme layout and the word auto-completion features. 
iSCAN-2, implemented based on the lessons learned from the iSCAN evaluations, 
provides the users with three predictive features, including the dynamic phoneme 
layout, dynamic phoneme set reduction, and 5-word prediction pie menu. iSCAN 
was evaluated in a formative study with 16 non-disabled participants, a 4-month 
study with Alex and a 6-week study with Katie, both of whom were AAC users with 
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cerebral palsy and limited literacy skills. iSCAN-2 was evaluated in a 7-month study 
with Alex and a 7.5-month study with Katie. Results of these studies evidenced the 
improved usability of both iSCAN and iSCAN-2 compared to their non-predictive 
versions, clearly demonstrating the effects of the predictive features on the system 
usability. iSCAN-2 was shown to have enhanced user experience compared to 
iSCAN, highlighting the impact of user interface factors such as prediction list 
length on the usability of the predictive methods. 
8.4.1 Discussion 
8.4.1.1 Physical Workload Reduction 
Results of both longitudinal case studies with Alex and Katie showed that the use of 
the phoneme-based word-level prediction features resulted in considerable phoneme 
selection savings (PS) and hence could reduce the physical workload imposed on the 
user during the word creation process. The iSCAN’s word auto-completion feature, 
which offers only one word prediction, led to 43.3% PS in Alex’s case and 39.5% in 
Katie’s case. By offering 5 word suggestions using a 5-word prediction pie menu, 
iSCAN-2 increased the PS to 64.1% for Alex and 59.7% for Katie. In addition, using 
the dynamic phoneme layout, the number of times that the intended phonemes 
appeared on the front layer of the iSCAN’s interface increased by approximately 
24.0% over the static phoneme layout in both Alex and Katie’s cases. Thus, it 
lessened the user’s physical effort required to navigate inside each phoneme group to 
select the desired phonemes. The physical workload reduction obtained from these 
predictive features would be particularly beneficial to users with severe physical 
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impairments, whose each movement is not only slow but also very difficult and 
tiring.  
8.4.1.2 Entry Rates 
Previous research into orthographic-based predictions has indicated that these 
methods might not result in entry rate enhancements due to the cognitive and 
perceptual overhead associated with scanning the prediction list to select the desired 
item (Venkatagiri, 1993, Magnuson and Hunnicutt, 2002). In contrast, results of all 
the comparative evaluations conducted in this thesis demonstrated that the predictive 
features of iSCAN and iSCAN-2 led to noticeable improvements in the entry rates.  
Results of the formative study with 16 non-disabled participants on iSCAN reported 
that the average entry rate increased from 3.0 WPM without prediction to 6.29 WPM 
with prediction, reflecting a significant increase of 109.2% in the entry rate. Data 
from a comparative evaluation with Alex using a transcription task showed that his 
entry rate improved from 1.14 WPM without prediction to 2.54 WPM with iSCAN 
and 4.19 WPM with iSCAN-2. In Katie’s case, her entry rate raised from 0.37 WPM 
without prediction to 1.12 WPM with iSCAN and 2.89 WPM with iSCAN-2. 
iSCAN-2, with the addition of the dynamic phoneme set reduction and the use of the 
5-word prediction instead of the word auto-completion, was shown to have enhanced 
the entry rate over iSCAN for both Alex and Katie. These results strongly suggest 
that the predictive methods, when properly designed to maintain high prediction 
accuracy while minimising the cognitive and perceptual workload, can lead to an 
improved entry rate.  
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8.4.1.3 Accuracy 
Not only increasing the user’s entry speed, the predictive methods was shown to also 
enhance the quality of the created messages. Analysis of the phoneme error rates 
(PER) and word error rates (WER) conducted throughout the thesis confirmed that 
the predictive features led to substantial improvements in the accuracy of the user’s 
phoneme and word entries.  
Results of the formative study on iSCAN with the non-disabled participants reported 
that the predictive methods led to 78.8% reduction in WER. Results of a comparative 
study with Alex showed that his WER decreased from 50.0% without prediction to 
19.26% with iSCAN and 0.0% with iSCAN-2. Katie also achieved very low error 
rates with support of the predictions. In a comparative evaluation, she obtained 0.0% 
WER with both iSCAN and iSCAN-2, while her error rate without prediction was 
79.17%. Beyond the comparative studies, both Alex and Katie also maintained 
extremely low error rates during the extended training sessions with iSCAN and 
iSCAN-2. Alex’s average WER during his 13 training sessions with iSCAN was 
1.31% while Katie’s average WER during her 9 training sessions with iSCAN-2 was 
0.62%. Besides the word-level prediction features, the auto-correction function 
integrated in the Phonics prediction model also contributed to the low error rates of 
iSCAN and iSCAN-2. 
8.4.1.4 User Experience 
Considering the increased entry speed and the reduced error rate, it was not 
surprising that both iSCAN and iSCAN-2 were preferred over their non-predictive 
version by all the participants in all the comparative evaluations conducted 
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throughout the thesis. Overall, all the predictive features were very positively 
received in most cases. However, they could also cause some negative experiences in 
some instances. 
Feedback from the non-disabled participants involved in the formative study on 
iSCAN indicated that its predictive features did not only speed up the word creation 
process but also provided indications of where the correct phonemes might be and 
whether their phoneme selection was correct. For instance, one participant 
commented on the usefulness of the dynamic phoneme layout: “I know even if it is 
the first sound it will be just around it”, while another participant remarked on the 
word auto-completion: “I know that if it was it then the prediction would have 
picked it up”. However, these predictive features could sometimes be distracting and 
confusing, as noted: “sometimes it gets ahead of itself… and I got confused with all 
the sounds that came up”. Although the prediction model has attempted to mitigate 
the issue of pronunciation variations in different accents by using accent-specific 
dictionaries, it appeared that this issue was not completely eliminated and caused 
unpleasant feelings in some cases. For example, one participant stated: “sometimes I 
felt like the system disagreed with how I pronounced”. 
While Alex and Katie expressed their strong preference for iSCAN over its non-
predictive version, both of them, especially Katie, still experienced noticeable 
difficulties and frustration using the system even with predictions. Their undesirable 
experiences with iSCAN could mainly be accounted for by the difficulties in 
identifying vowels and the inadequate accuracy of the word auto-completion. Their 
experiences were notably improved with iSCAN-2, which supports a more guided 
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phoneme search and enhanced word-level prediction accuracy. Both Alex and Katie 
displayed their particular preference for the 5-word prediction pie menu of iSCAN-2 
over the word auto-completion. They appeared to enjoy the high accuracy of the 5-
word prediction and had little or no problems selecting the desired word from the pie 
menu with support of the auditory feedback. This suggests that, for users with 
limited PA skills who rely heavily on the predictions, it is crucial to maintain high 
prediction accuracy even at the cost of the perceptual, physical, and cognitive 
workload required to scan the multi-word list. However, experiments with 
representative users should be conducted to determine an appropriate prediction list 
length and careful considerations should be dedicated to the design of the 
presentation of the prediction results in order to minimise such workload and 
facilitate the scanning process.  
8.4.2 Future Research 
8.4.2.1 Large-scale User Studies 
An apparent limitation of this thesis was the limited number of representative users 
participating in the studies. Although the case studies with Alex and Katie allowed 
iSCAN and iSCAN-2 to be evaluated through long-term usage in both lab-based and 
in-the-wild settings, it is difficult to generalise the results obtained with only two 
users. Thus, further studies involving a larger number of AAC users, who represent a 
wider range of age, cognitive ability, PA and literacy skills (including both children 
and adults), are required to strengthen and extend the findings.   
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8.4.2.2 Alternative User Interfaces 
Throughout the thesis, all the predictive methods were evaluated on a novel pie-
menu interface adapted from the PhonicStick™ talking joystick (Black et al., 2008). 
Future research is therefore needed to further explore the efficacy of the predictive 
strategies when applied to other types of user interface, such as the conventional 
keyboard employed in the REACH Sound-It-Out Phonetic Keyboard™ (Schroeder, 
2005). In addition, other forms of predictions, such as phoneme disambiguation and 
phoneme-based word-level disambiguation, also deserve attention in future research. 
8.5 Phoneme-based Novel Message Composition 
The final question of the thesis focussed on the potential of predictive phoneme-
based communication aids to facilitate novel message composition for AAC users 
with limited literacy: 
Question 3 
Can individuals with SSI and literacy difficulties generate novel words and 
messages using a phoneme-based predictive communication aid? 
Through the case studies with Alex and Katie on iSCAN and iSCAN-2, the thesis 
has illustrated that, with support of robust predictive strategies and appropriate levels 
of training, phoneme-based communication aids can provide a viable means of 
producing novel and spontaneous conversational items for individuals with SSI and 
limited literacy skills.  
Data collected from the training sessions and in-the-wild studies with Alex and Katie 
showed that both participants were able to create novel and spontaneous 
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communicative messages in realistic conversational settings. The generated 
messages spanned a number of topics, from daily activities, needs and wants, 
emotions, to holidays and hobbies. The majority of these messages, although not 
always grammatically correct, were understandable. However, as with other 
composition-based AAC systems, phoneme-based communication aids still suffer 
from slow communication rate and the need for intensive training, even with the 
assistance of the predictive features. 
8.5.1 Discussion 
8.5.1.1 Phoneme-based vs. Orthographic-based Message Composition 
A distinct advantage of the phoneme-based message composition over the 
orthographic-based approach is that it allows the users to identify correct phonemes 
by listening to the phoneme blending rather than through memorisation. This 
advantage was clearly evidenced in a comparative study with Alex in which iSCAN 
was evaluated against Alex’s two orthographic-based AAC systems. As Alex has 
learned orthographic spelling through memorisation, he struggled to derive the 
orthographic spellings of unfamiliar words. With iSCAN, however, he has developed 
a strategy of sounding the intended words out using his dysarthric speech to identify 
the target phonemes, rather than relying on memorisation. He was also able to 
confirm whether his phoneme selection was correct by listening to the speech 
synthesis of all selected phonemes. As a result, he stated that he preferred iSCAN to 
his orthographic-based systems for learning new words. Katie, who did not use any 
orthographic-based systems for communication due to her very limited literacy, was 
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observed to also employ a similar strategy to successfully create many novel words 
using iSCAN and iSCAN-2.  
However, on several occasions such as group gatherings during which Alex was 
asked to introduce himself, Alex was observed to use the Assistive Chat, one of his 
orthographic-based predictive AAC applications on the iPad, rather than using 
iSCAN or iSCAN-2. It appears that for familiar words that existed in his 
orthographic vocabulary, he was more confident and hence might prefer using the 
orthographic spelling. Phoneme-based word creation might therefore be more 
suitable for novel words that are out of the user’s orthographic vocabulary. 
Moreover, the constant auditory feedback provided by the iSCAN prototypes to 
facilitate the word creation process might prevent it from being an ideal choice for 
some situations such as group discussions. 
8.5.1.2 Training Requirements and Communication Rate 
Both Alex and Katie required intensive training to familiarise with the iSCAN 
prototypes, although the amount of training was varied depending on the 
participants’ cognitive, PA and literacy skills. Alex participated in a total of 16 
training sessions conducted over approximately 2 weeks before he was given iSCAN 
to use in the wild. While his learning curve demonstrated a relatively fast 
improvement rate, he acknowledged that the beginning sessions were very difficult. 
Katie, who has more limited cognitive, PA and literacy skills than those of Alex, 
took part in a 6-week study with iSCAN combining 11 lab-based sessions with self-
practice at home. With this amount of practice, she still struggled using iSCAN to 
generate novel messages without assistance. Katie further participated in a 2-month 
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training with iSCAN-2 combining 10 lab-based sessions and in-the-wild usage, 
before she was given iSCAN-2 to use in her own time for 5.5 months. Although she 
demonstrated an immediate enhancement in confidence and efficiency in creating 
novel messages from the first session with iSCAN-2, her learning curve drawn from 
the subsequent training sessions showed a relatively slow improvement rate.  
With training, Alex and Katie were able to create novel and spontaneous 
conversational messages, however at slow communication rates. Data analysis of in-
the-wild usage of Alex showed that he achieved an average communication rate of 
3.21 WPM using iSCAN-2. Analysis of messages that Katie generated during 
conversations with the author and in her own time showed that she communicated at 
an average rate of 1.15 WPM.  
8.5.2 Future Research 
8.5.2.1 Orthographic-Phonetic Hybrid Systems 
A very interesting future research direction is to explore how to combine 
orthographic entry and phonetic entry into a single communication system, enabling 
the users to spell out familiar words using letters while sounding out novel words of 
which they do not know the orthographic spelling. Ideally, the system should even 
allow for a combined orthographic and phonetic spelling in a single word, e.g. the 
user could start spelling a word, then switch to sounding out if needed. A major 
challenge in designing such a system is to develop an effective hybrid prediction 
model that could support a seamless transition between the two entry methods and 
continue to offer accurate predictions. Future research is also required to design an 
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appropriate user interface that allows the users to access both character and phoneme 
sets with minimal physical, cognitive and learning demands. 
8.6 Summary 
To conclude, outcomes of the thesis suggest that the use of robust and well-designed 
prediction strategies can enhance the usability of phoneme-based communication 
systems. With support of predictions and appropriate level of training, phoneme-
based predictive communication systems have the potential to provide a viable 
means of generating novel and spontaneous conversational items for a large 
proportion of AAC users who experience literacy difficulties. 
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Appendices 
Appendix A: Phonological Awareness and Literacy Assessment Battery 
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Appendix B: iSCAN Phoneme Layouts 
The phonemes are represented by symbols selected from the Jolly Phonics literacy 
programme. Three symbols were changed based on the user feedback gathered from 
the user studies, specifically: 
• ‘/g/’: original symbol: a sink – new symbol: a pair of goggles 
• ‘/th1/’: original symbol: two clowns – new symbol: a man pointing to a 
direction representing the word ‘that’ (as /th1/ is the first phoneme in ‘that’) 
• ‘/th2/’: original symbol: two clowns (same as the symbol for /th1/)– new 
symbol: number 3 (as /th2/ is the first phoneme in the word ‘three’) 
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Appendix C: Phoneme-to-Speech Synthesis Study 
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Appendix D: Evaluations of iSCAN 
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