Abstract. For a real number q ∈ (1, 2) and x ∈ [0, 1/(q − 1)], the infinite sequence
Introduction
Given q ∈ (1, 2) and a real x ∈ I q := [0, 1/(q − 1)] we call the infinite sequence (d i ) a q-expansion of x if
Expansions in non-integer bases were pioneered by Rényi [15] and Parry [14] . It is well known that for each q ∈ (1, 2) almost every x ∈ I q has uncountably many q-expansions (see, e.g., [3, 6, 16] ). In particular, for q ∈ (1, q G ) all except two endpoints of I q have continuum of qexpansions, where q G = (1 + √ 5)/2. However, for q > q G there exists infinitely many numbers x ∈ I q having a unique q-expansion (see [7] ).
Furthermore, Glendinning and Sidorov [9] showed that there exists a constant q KL ≈ 1.78723, called the Komornik-Loreti constant, such that the set U q of numbers x having a unique q-expansion has positive Hausdorff dimension if q > q KL , while U q is at most countable if q < q KL . Recently, Kong and Li [13] gave the Hausdorff dimension of U q for q ∈ (1, 2) (see also Komornik et al. [11] ). For more information we refer to the papers [12, 5] and surveys [18, 10] .
Unlike the integer base expansions, it was discovered by Erdős et al. [7, 8] that for q ∈ (1, 2) and m = 1, 2, · · · or ℵ 0 there exists x ∈ I q having exactly m different q-expansions. We denote by B m the set of all such q's, i.e., B m is the set of q ∈ (1, 2) such that there exists x ∈ I q having exactly m different q-expansions.
The following results on B m are due to Sidorov and Baker [1, 2, 7, 17] .
Theorem 1.1.
(1) The smallest element of B 2 is q 2 ≈ 1.71064, the appropriate root of
(2) The smallest element of B k , k ≥ 3, is q f ≈ 1.75488, the appropriate root of x 3 = 2x 2 − x + 1;
(3) The smallest element of B ℵ 0 is q G = (1 + √ 5)/2, and the second smallest element of B ℵ 0 is q ℵ 0 ≈ 1.64541, the appropriate root of
It was asked by Baker [1] whether q 2 ∈ B ℵ 0 ? In this paper we provide a negative answer to this question.
Sidorov [17] showed that there exists a sequence q (n) ∈ B ℵ 0 , n ≥ 1, strictly decreasing to q 2 , and later Baker [1] proved that B ℵ 0 ∩ (1, q f ] \ {q 2 } is a discrete set. By using [1, Theorem 4.5] and Theorem 1.2 we have the following structure of B ℵ 0 .
is a discrete set containing countably infinite many elements. Furthermore, B ℵ 0 is not closed.
It was shown in [1, Theorem 4.1] that if x ∈ I q 2 has uncountable q 2 -expansions, then x has continuum of q 2 -expansions. By using Theorems 1.1 and 1.2 we have the following corollary. Corollary 1.4. Let x ∈ I q 2 . Then x has a unique q 2 -expansion, two q 2 -expansions, or continuum of q 2 -expansions.
Denote by M k the set of x ∈ I q 2 having exactly k different q 2 -expansions. Then Corollary 1.4 says that M k = ∅ for k ≥ 3, and any x ∈ I q 2 \ (M 1 ∪ M 2 ) has continuum of q 2 -expansions. The set M 1 was investigated by Glendinning and Sidorov [9] . In Theorem 3.6 we will give a complete description of M 2 . Interestingly, we find that M 1 is the set of all accumulation points of M 2 (see Corollary 3.7).
The structure of this paper is arranged as follows. In Section 2 we classify the branching points and recall some results on countable expansions. In Section 3 we give a complete description of points in I q 2 having exactly two different q 2 -expansions. The proof of Theorem 1.2 will be given in Section 4.
branching points
For q ∈ (1, 2) and x ∈ I q = [0, 1/(q − 1)] we denote by Σ q (x) the set of all q-expansions of x, i.e.,
where {0, 1} ∞ means the set of sequence (c i ) with c i ∈ {0, 1} for all i ≥ 1. We will always write Σ(x) instead of Σ q (x) if no confusion arises for q.
For n ≥ 1 let {0, 1} n be the set of words c 1 · · · c n with c i ∈ {0, 1}, and we write for {0, 1}
* the set of all finite words c 1 · · · c n ∈ {0, 1} n for all n ≥ 1. For two finite words For q ∈ (1, 2) we consider the following expanding maps
Note that 1/q < 1/(q 2 − q), and the interval
is called the switch region of {T q,0 , T q,1 } (see [4] ). This is because for x ∈ S q we have a choice between T q,0 and T q,1 . For a point x ∈ I q , if
* such that
Here |A| denotes the cardinality of a set A. In particular, for n = 0 we set T q,d 1 ···dn as the identity map. For q ∈ (1, 2) we classify the points in S q in the following way:
• Let A 1 (q) be the set of points x ∈ S q satisfying |Σ(T q,0 (x))| < ∞ and |Σ(T q,1 (x))| < ∞;
• Let A 2 (q) be the set of points x ∈ S q satisfying |Σ(T q,s (x))| < ∞ and |Σ(T q,1−s (x))| = ∞ for some s ∈ {0, 1}; • Let A 3 (q) be the set of points x ∈ S q satisfying |Σ(T q,0 (x))| = ∞ and |Σ(T q,1 (x))| = ∞.
Recall from [1] that a point x ∈ I q with |Σ(x)| = ∞ is called a q-null infinite point if all of its branching points belong to A 2 (q). Clearly, if x is a q-null infinite point, then so are its branching points.
For q ∈ (1, 2) let
The following lemma is shown by Baker [1, Lemmas 2.7 and 3.1].
two q 2 -expansions
In the remainder part of the paper we will fix q = q 2 ≈ 1.71064. By Theorem 1.1 it follows that points in I q 2 can probably have a unique q 2 -expansion, two q 2 -expansions, countably infinite many q 2 -expansions, or continuum of q 2 -expansions. In this paper we will show that the third case can not occur, i.e., points in I q 2 can not have countably infinite many q 2 -expansions.
Recall in Section 1 that M k is the set of x ∈ I q 2 having exactly k different q 2 -expansions. We denote by M ′ k the set of corresponding
We point out that a number
The following lemma for M 1 was shown by Glendinning and Sidorov [9, Theorem 2].
Lemma 3.1.
Now we turn to the investigation of M 2 . This will be done by a sequel of lemmas. The complete description of M 2 will be given in Theorem 3.6. Interestingly, we prove in Corollary 3.7 that the set of all accumulation points of M 2 is exactly M 1 . Therefore, we conclude that M 2 is a discrete set containing countably infinite many elements. Furthermore, M 2 is not closed.
Recall that A 1 = A 1 (q 2 ) is the set of x ∈ S q 2 such that both |Σ(T 0 (x))| and |Σ(T 1 (x))| are finite. Here and in the sequel we will write T s instead of T q 2 ,s for s ∈ {0, 1}. By Theorem 1.1 it follows that A 1 is the set of x ∈ S q 2 such that
In the following lemma we show that A 1 contains only two points.
. By Lemma 3.1 it follows that x must be of the form
Note that q 2 > q G . One can easily check for j, k = 0, 1 that
and (01
Equivalently, q 2 should be a positive root of the equation
for some j, k ≥ 1. Simplifying the above equation it suffices to show that q 2 is a positive root of
One can easily check that q 2 satisfies the above equation for (j, k) = (1, 3) or (j, k) = (3, 1), and in this case
We will finish the proof by showing that (j, k) = (1, 3) and (3, 1) are the only two cases such that (3.1) holds for q = q 2 . 2) . This implies that Equation (3.1) has a unique solution in [ √ 2, 2), and we denote it by q j,k . The proof will be finished by the following observation:
(i) for each j ≥ 1 the sequence q j,k is strictly increasing as k → ∞; (ii) for each k ≥ 1 the sequence q j,k is strictly increasing as j → ∞.
By symmetry we only give the proof of (i). For simplicity we write q k = q j,k . Then by (3.1) we have
This implies q k < q k+1 , since f is strictly increasing in [ √ 2, 2).
Based on Lemma 3.2 we give a characterization of M 2 .
Lemma 3.3. x ∈ M 2 if, and only if, there exists a finite word d 1 · · · d n ∈ {0, 1} n with n ≥ 0 such that
Proof. The sufficiency follows by Lemma 3.2. For the necessity, we take x ∈ M 2 , and let (a i ) and (b i ) be the two q 2 -expansions of x, i.e.,
Let k ≥ 1 be the least integer such that a k = b k . Then
, and therefore
Moreover, for any i < k − 1 we have T a 1 ···a i (x) / ∈ S q 2 , since otherwise the point x will have more than two q 2 -expansions which contradicts to x ∈ M 2 . Therefore, the necessity follows by taking
Then by Lemma 3.2 we obtain that
Furthermore, for all 0 ≤ i < n we have T d 1 ···d i (x) / ∈ S q 2 if, and only if,
By using Lemma 3.3 this implies 1/(q 2 − 1) − x ∈ M 2 .
In terms of Lemma 3.3 we still need to investigate all of those finite words
By Lemmas 3.2 and 3.4 it suffices to consider the case for (c
. Then the following conditions hold.
Proof. By symmetry we only prove (A) and (C).
First we prove (A). Suppose d 1 d 2 = 00. Then n ≥ 3, and by Lemma 3.3 it suffices to prove that
where
It is obvious that
This implies f 0 (π(η n )) / ∈ S q 2 . Note that
, for any (a i ) ∈ {0, 1} ∞ . By Lemma 3.3 it follows that the word 111 can not appear in η n = 00d 3 · · · d n (10) ∞ , and therefore,
This implies 1
.
So, (A) is verified. Now we turn to the proof of (C). Suppose
∞ . Then by Lemma 3.3 it follows that the word 000 can not appear in η n = 01d 3 · · · d n (10) ∞ , and therefore
This implies that
Therefore, (C) holds. Now we give a complete description of M 2 based on Lemmas 3.2-3.5.
Theorem 3.6.
Proof. By Lemma 3.5 it follows that
for all m ≥ 0 and k ≥ 1. Then by Lemmas 3.4 we obtain the "⊇" part.
For the "⊆" part, we take x ∈ M 2 . Then by Lemmas 3.2 and 3.3 there exists a word
for any 0 ≤ i < n. Without loss of generality we assume T d 1 ···dn (x) = (01(10) ∞ ) q 2 . Then
and hence by Lemma 3.5 it follows that
By Lemma 3.1 and Theorem 3.6 we have the following connection between M 1 and M 2 . By Theorem 3.6 and Corollary 3.7 it follows that M 2 is a discrete set containing countably infinite many elements. Furthermore, M 2 is not closed. This is opposite to M 1 , since we know by Lemma 3.1 that M 1 is not discrete but closed.
Proof of Theorem 1.2
In this section we will prove q 2 / ∈ B ℵ 0 . In terms of Proposition 2.2, it suffices to prove that A 2 ∩ J q 2 contains no q 2 -null infinite points, where
Recall that A 2 is the set of x ∈ S q 2 such that |Σ(T s (x))| < ∞ and |Σ(T 1−s (x))| = ∞ for some s ∈ {0, 1}. By Theorem 1.1 it follows that T s (x) ∈ M 1 ∪ M 2 , and therefore
In the following lemma we give a characterization of A 2 ∩ J q 2 . For a real number r and a set A we define r − A = {r − a : a ∈ A}. Lemma 4.1.
for m = 1, 3, and
for m = 2, 4.
Then by Lemma 3.1 we obtain that
Furthermore, by Theorem 3.6 and (4.1) it follows that
Hence, the lemma follows by Lemma 3.2 that
and by Theorem 1.1 that
Let N be the set of all q 2 -null infinite points. The following lemma says that N is symmetric. Proof. Note that for s ∈ {0, 1} we have
Furthermore, one can show that
and therefore
Hence, the lemma follows by the definition of q 2 -null infinite points.
In the following lemma we prove that the elements in A 2 ∩ J q 2 have a monotonicity property. Lemma 4.3.
(1) For each m ≥ 1, we have for k → ∞ that
(2) A 2 ∩ J q 2 ⊆ H, where
Proof. Recall from (3.2) that ε k = (01) k (10) ∞ . Then the monotonicity in (1) can be verified directly. Moreover, the proof of (2) follows by Lemma 4.1 and the monotonicity in (1).
In order to prove Theorem 1.2 we need some numerical calculation. By (3.2) we obtain
Then by Lemma 4.3 we give the approximate values for intervals of H in Table 1 . Now we turn to the proof of q 2 / ∈ B ℵ 0 . By Proposition 2.2 it suffices to prove that A 2 ∩J q 2 contains no q 2 -null infinite points. Then by Lemmas 4.1 and 4.2 we only needs to show that E m ∩ N = ∅ for m = 1, 2, 3, 4, where E m is defined in Lemma 4.1.
Our approach to prove E m ∩N = ∅ is as follows. If x ∈ E m ∩N , then T d 1 ···dn (x) ∈ J q 2 implies that T d 1 ···dn (x) ∈ A 2 . So, to exclude a point x ∈ E m from N it suffices to prove that there exists a word
Lemma 4.4. E m ∩ N = ∅ for m = 1 and 3.
Proof. Recall from Lemma 4.1 that
for m = 1, 3. By (4.2) and using q 4 2 = 2q 2 2 + q 2 + 1 it follows that for any k ≥ 1 we have
where the last inclusion follows by Proof. Recall from Lemma 4.1 that
for m = 2, 4. Then by using the monotonicity in Lemma 4.3 one can show that (01 3 ε 1 ) q 2 < T 0 2 1 ((01 3 ε 4 ) q 2 ) < (01 3 ε 2 ) q 2 , which, together with Lemma 4.1, implies that T 0 2 1 ((01 3 ε 4 ) q 2 ) ∈ J q 2 \A 2 .
Therefore, (01 3 ε 4 ) q 2 / ∈ N . Similarly, one can show by using Lemmas 4.1 and 4.3 that all of these numbers T 0 2 1 ((01 3 ε 1 ) q 2 ) ≈ 0.746083, T 0 2 1 ((01 3 ε 2 ) q 2 ) ≈ 0.69757 and T 0 2 1 ((01 3 ε 3 ) q 2 ) ≈ 0.680992 belong to J q 2 \A 2 . Hence, (01 3 ε k ) q 2 / ∈ N for all k ≥ 1.
Symmetrically, by (4.2) and using q as k → ∞. This yields that (01 4 (10) ∞ ) q 2 / ∈ N . In a similar way as above we can prove that (01 5 ε k ) q 2 / ∈ N for all k ≥ 1. Furthermore, the proof of (10 2 ε k ) q 2 , (10 4 ε k ) q 2 / ∈ N for all k ≥ 1,
