Introduction
In this paper we combine continuity properties of the evolution of the second order ordinary differential equation
with Brouwer's fixed point theorem to establish existence of a solution x satisfying conditions of the form (1.2)
x(0) = U (x(1)),ẋ(0) = V (ẋ(1)).
Here σ is a positive real number, the function f satisfies the well known Hartman's condition and U , V are Y -compatible, in the sense that they satisfy U x · V y 0 for all (x, y) ∈ Y with x · y 0, for a certain Y specified in the text. (Dot denotes inner product.) For instance, if A is an invertible n × n matrix and B is any positive multiple of the transpose of the inverse A −1 , then the pair A, B is Ycompatible, with Y being the whole space $ n × $ n . The problem under investigation has been inspired by the periodic problem concerning (1.1), for which the literature is voluminous, as well as by the ones presented in [3], [9] . Notice that in [9] the existence of a Sturm-Liouville boundary value problem is investigated, by transforming the problem into the equivalent form Lx = Gx and then applying Leray-Schauder's continuation theorem. This represents one among the three approaches most widely used in discussing existence of solutions of (1.1) satisfying additional conditions, such as boundary value conditions, periodicity, cost functionals, etc. The second is to examine the existence of a fixed point for an integral operator defined on the family of functions which satisfy some additional conditions. In this case the wellknown shooting method is usually applied. And the third is to show that the set of solutions contains an element satisfying the conditions. To follow the last approach several methods have been developed, as, for example (in case of boundary value conditions), methods based on upper and lower solutions, or degree theory arguments (see, e.g., [7], [8] and the references therein), or Ważewski's topological method (see, e.g., [4] ). In occasion we would like to refer to [4, p. 338] , where by using Ważewski's method it was shown that if in (1.1) the function f satisfies Hartman's condition for all t 0, x and y = 0, then there is a t 0 > 0 such that x(t) · x(t) is nonincreasing for all t t 0 , where x(t) is the solution of equation (1.1). In this paper we do use Hartman's condition and give more information on the solutions. Also methods based on the application of fixed point theorems applied to the Poincaré-like mapping give good results. For a two-point boundary value problem concerning a more general differential equation in a Hilbert space discussed by the authors in [6] Schauder's fixed point theorem is used. Here we have to mention [3] , where the existence of a solution x of a similar problem is discussed with the functions U and V being replaced by nonsingular n × n-square matrices Q 0 and Q 1 such that the former is orthogonal and the pair (Q 0 , Q 1 ) satisfies the inequalities x · Q 0 Q −1 1 y 0 and x · (Q 0 + Q −1 1 )y 0 for all vectors x, y ∈ $ n with x · y 0. The proof of the results are based on a technique of [1], where the degree theory is used. Our purpose here is to provide sufficient conditions for the existence of solutions of the problem (1.1)-(1.2). Furthermore, our method, which is analytical (Brouwer's fixed point theorem is used), permits us to get information on the location of the solutions. Indeed, under quite natural conditions we are able to obtain C 1 bounds for the solutions.
We denote by I σ and I the (so-called time-) intervals [−σ, 1 + σ] and [0, 1] respectively of the real line $ . Also we let E σ and E be the sets I σ × $ n × $ n and
