In the context of current efforts around Semantic-Web languages, the combination of classical theories in classical first-order logic (and in particular of ontologies in various description logics) with rule languages rooted in logic programming is receiving considerable attention. Existing approaches such as SWRL, dl-programs, and DL+log, differ significantly in the way ontologies interact with (nonmonotonic) rules bases. In this paper, we identify fundamental representational issues which need to be addressed by such combinations and formulate a number of formal principles which help to characterize and classify existing and possible future approaches to the combination of rules and classical theories. We use the formal principles to explicate the underlying assumptions of current approaches. Finally, we propose a number of settings, based on our analysis of the representational issues and the fundamental principles underlying current approaches.
Introduction
The question of combining different knowledge-representation formalisms is recently gaining increasing interest in the context of the Semantic-Web initiative. While the W3C recommendation of the OWL Web ontology language [DS04] has been around for over two years, attention is now shifting towards defining a rule language for the Semantic Web which integrates with OWL. From a formal point of view, OWL (DL) can be seen as a syntactic variant of an expressive description logic [BCM + 03], viz. SHOIN (D) [HPS03] , which is a decidable subset of classical first-order logic. In this sense, OWL follows the tradition of earlier classical ontology languages such as KIF [GF92] or, more recently, the ISO Common Logic [Del06] effort. 1 Declarative rule languages, on the contrary, are usually based on logic-programming methods, adopting a non-classical semantics via minimal Herbrand models. Additionally, such languages often include extensions with nonmonotonic negation [GRS91, GL88] . The main differences between classical logic and rule-based languages are assumptions concerning an open vs. a closed domain and non-uniqueness vs. uniqueness of names. Combinations of ontologies, or, more generally, first-order (FO) theories, and rule bases need to take these differences into account.
There have recently been several proposals for integrating such classical ontologies (FO theories) and rule bases (e.g., [Ros05a, Ros06, ELST04, HPSB + 04, MSS04]). Each of these approaches overcomes the differences between the paradigms in a different way, often without making the underlying assumptions of the semantics of the combination explicit.
In this paper, we study general representational issues when dealing with a combination of classical theories and rule-based languages. In particular, we specify a number of formal principles such a combination must obey, taking the fundamental differences between the classical semantics and the semantics of rule-based languages into account, as well as the different kinds of interaction between them. Furthermore, we propose a number of generic settings for such a combination, which help clarify and classify possible approaches. As formal languages underlying the classical component (ontology) and the rules component of a combined knowledge base we consider here classical first-order logic with equality and disjunctive logic programs under the stable-model semantics [GL88, GL91] , respectively.
We stress that we do not consider extensions of a classical formalism with nonmonotonic features such as default logic [Rei87] , autoepistemic logic [Moo85] , or circumscription [McC86, Lif94a] , but start our observations based on existing approaches which combine standard semantics for the ontology and rules components.
Preliminaries
We start with a brief review of the basic elements of classical first-order logic with equality and disjunctive logic programs under the stable-model semantics. As we will see in the next section, both formalisms generalize those considered in the major approaches to combining rules and ontologies.
First-Order Logic
A first-order language L consists of all formulas over a signature Σ = (F, P), where F and P are countable sets of function and predicate symbols, respectively, and a countably infinite set V of variable symbols. Each f ∈ F and each p ∈ P has an associated arity n ≥ 0; 0-ary function symbols are also called constants.
Terms of L are either constants, variables, or constructed terms of form f (t 1 , .., t n ), where f is an n-ary function symbol and t 1 , ..., t n are terms. An atomic formula is either a predicate p(t 1 , ..., t n ), with p being an n-ary predicate symbol, or t 1 = t 2 , where t 1 , ..., t n are terms in L. Variable-free terms (or atomic formulas) are called ground. A ground term is also referred to as a name.
Complex formulas are constructed in the usual way using the connectives ¬, ∧, ∨, and ⊃, the quantifiers ∃ and ∀ and the auxiliary symbols "(" and ")." A variable occurrence is called free if it does not occur in the scope of a quantifier. A formula is open if it has free variables, closed otherwise. Closed formulas are also called sentences of L. By ∀φ and ∃φ we denote the universal and existential closure of a formula φ, respectively.
An interpretation of a language L is a tuple I = U, · I , where U is a nonempty set (called domain) and · I is a mapping which assigns a function f I : U n → U to every n-ary function symbol f ∈ F and a relation p I ⊆ U n to every n-ary predicate symbol p ∈ P.
A variable assignment B for an interpretation I is a mapping which assigns an element x B ∈ U to every variable x ∈ V. A variable assignment B ′ is an x-variant of B if y B = y B ′ for every variable y ∈ V such that y = x. A variable substitution β is a set of form {x 1 /t 1 , ..., x k /t k }, where x 1 , ..., x k ∈ V are distinct variables and t 1 , ..., t k are names of L. A variable substition is total if it contains x/n for every variable x ∈ V. 2 Given a variable assignment B and substitution β, if β = {x/t | x ∈ V, t I = x B , for some name t}, then β is associated with B.
The application of a variable substitution β to some term, formula, or theory is defined as follows: for a variable x, xβ = t, if β contains some x/t, and xβ = x otherwise; for a formula φ(x 1 , ..., x n ), where x 1 , ..., x n are the free variables of φ, φ(x 1 , ..., x n )β = φ(x 1 β, ..., x n β); for a set Φ = {φ 1 , ..., φ n } of formulas, Φβ = {φ 1 β, ..., φ n β}.
Note that each assignment may have, depending on the interpretation, several associated variable substitutions.
Example 1. Consider a language L with constants F = {a, b, c}, and an interpretation I = U, · I with U = {k, l, m} and such that a I = k, b I = l, and c I = l. The variable assignment B is defined as follows: x B = k, y B = l, and z B = m. B has two associated variable substitutions, β 1 = {x/a, y/b} and β 2 = {x/a, y/c}, but no total associated variable substitution since m is an unnamed individual.
Given an interpretation I = U, · I , a variable assignment B, and a term t of L, t I,B is defined as follows: x I,B = x B , for a variable x, and t I,B = f I (t I,B 1 , ..., t I,B n ), for t = f (t 1 , ..., t n ). An individual k ∈ U which is represented by at least one name t in the language, i.e., such that t I = k, is called a named individual, otherwise unnamed.
An interpretation I = U, · I satisfies an atomic formula p(t 1 , ..., t n ) relative to a variable assignment B, denoted I, B |= p(t 1 , ..., t n ), if (t
2 . This is extended to arbitrary formulas as usual. In particular, we have that I, B |= ∀xφ 1 (resp., I, B |= ∃xφ 1 ) iff for every (resp., for some) B ′ which is an x-variant of B, I, B ′ |= φ 1 holds.
An interpretation I is a model of φ, denoted I |= φ, if I, B |= φ, for every variable assignment B. This definition is straighforwardly extended to the case of first-order theories. Given a theory Φ and a formula φ over L, Φ entails φ, denoted Φ |= φ, iff, for all interpretations I in L such that I |= Φ, I |= φ holds.
Logic Programs
A disjunctive logic program P consists of rules of form
where h 1 , . . . , h l , b 1 , . . . , b n are atomic formulas. H(r) = {h 1 , ..., h l } is the set of head atoms of r, B + (r) = {b 1 , ..., b m } is the set of positive body atoms of r, and B − (r) = {b m+1 , ..., b n } is the set of negative body atoms of r. If l = 1, then r is a normal rule. If every rule in r ∈ P is normal, then P is normal. If B − (r) = ∅, then r is positive. If every rule r ∈ P is positive, then P is positive.
Let Σ P denote a first-order signature which is a superset of the function, predicate, and variable symbols which occur in P and let L P denote the first-order language based on Σ P . The Herbrand universe U H of L P is the set of all ground terms over Σ P . The Herbrand base B H of L P is the set of all atomic formulas which can be formed using the predicate symbols of Σ P and the terms in U H . A Herbrand interpretation M is a subset of B H . With a little abuse of notation, we can view M equivalently as a first-order interpretation U H , · I , where · I is such that t 1 , ..., t n ∈ p I iff p(t 1 , ..., t n ) ∈ M , for an n-ary predicate symbol p and ground terms t 1 , ..., t n . Depending on the context, we view M either as a set of atoms of L P or as a first-order interpretation of L P .
The grounding of a logic program P , denoted gr(P ), is the union of all possible ground instantiations of P , obtained by replacing each variable in r with a term in U H , for each rule r ∈ P .
Let P be a positive logic program. A Herbrand interpretation M of P is a model of P if, for every rule r ∈ gr(P ),
Every positive normal logic program has a single minimal Herbrand model, which is the intersection of all Herbrand models.
Following Gelfond and Lifschitz [GL88] , the reduct of a logic program P with respect to an interpretation M , denoted P M , is obtained from gr(P ) by deleting (i) each rule with a literal not b in its body with b ∈ M , and (ii) all negative body literals in the remaining rules. If M is a minimal Herbrand model of the reduct P M , then M is a stable model of P .
Example 2. Consider the following program P :
A disjunctive logic program P is consistent if it has a stable model. Furthermore, P cautiously entails a ground atomic formula α if α ∈ M for every stable model M of P . As well, P bravely entails a ground atomic formula α if α ∈ M for some stable model M of P .
The stable-model semantics [GL88] , also referred to as the answer-set semantics, coincides with the minimal Herbrand-model semantics [Llo87] for positive programs, with the perfect-model semantics [Prz89] , the well-founded semantics [GRS91] for locally stratified programs, and with the well-founded semantics in case the well-founded model is total [GL88, GRS91] .
Current Approaches for Combining Knowledge Bases
We are concerned in this paper with knowledge bases which combine classical first-order logic and rules. A combined knowledge base KB = Φ, P consists of
• a first-order theory (the classical component) Φ, which is a set of formulas in some first-order language L Φ with signature Σ Φ , and
• a disjunctive logic program (the rules component) P with signature Σ P .
The combined signature of KB, denoted Σ KB , is the union of Σ Φ and Σ P . Several kinds of interactions between FO theories (or ontologies) and rules require a separation between predicates "belonging to" the FO theory component and predicates "belonging to" the rules component. We refer to predicate symbols in Σ Φ as classical predicates and predicates in Σ P as rules predicates. Unless mentioned otherwise, the sets of classical and rules predicates are assumed to be disjoint. Classical atoms are atomic formulas with a classical predicate and rules atoms are atomic formulas with a rules predicate. All of the approaches mentioned in this paper allow classical predicates to occur in logic programs, but do not allow rules predicates to occur in the FO theory.
In the remainder of this section we give a short survey of the most prominent approaches to combining FO theories and rules.
SWRL and Subsets SWRL [HPS04] is an extension of OWL DL, which corresponds to the description logic SHOIN (D), with function-free Horn-like rules. 3 SWRL allows conjunctions of atomic concepts and roles (unary and binary predicates), as well complex concept descriptions in the heads and bodies of rules. We assume here that rules in a SWRL knowledge base are positive Horn formulas. This is no real limitation, since complex concept descriptions may be replaced with new concepts which are defined equivalently to the complex descriptions in the FO theory, and rules with a conjunction of atoms in the head may be split into several rules.
A SWRL knowledge base KB = Φ, P can be seen as consisting of an FO theory Φ (a SHOIN (D) ontology), and a rules component P , which in turn consists of a set of positive, normal rules where atoms may be either unary, binary or (in)equality predicates. An interpretation I satisfies KB iff I |= Φ ∪ P , where |= is the classical first-order satisfaction relation. The ontology and the rules are thus interpreted as a single first-order theory.
Notice that SWRL does not distinguish between description logic (DL) predicates and rule predicates. There is full interaction between the DL component and the rules component. As was shown in the seminal work about CARIN [LR98] , an unlimited interaction between Horn rules and DLs leads to undecidability of key inference tasks, which also holds for the restricted form of rules allowed in SWRL. In order to recover decidability, one could either reduce the expressiveness of the DL or of the rules component (cf. [FT04] for a short survey on a number of restrictions which recover decidability; these restrictions reach from only allowing the expressive intersection of DLs and Horn rules [GHVD03] to leaving full syntactic freedom for the DL, but restricting Horn rules to so-called DL-safe rules [MSS04] or tree-shaped rules [HNV05] ).
A drawback of SWRL from a representational point-of-view is that it does not allow the integration of nonmonotonic logic programs with ontologies. The approaches mentioned in the remainder of this section do allow the consideration of nonmonotonic rules in a combined knowledge base.
DL+log and its predecessors AL-log [DLNS98] is an approach to integrating the description logic ALC with positive (non-disjunctive) datalog. This approach was extended to the case of disjunctive datalog with negation under the stable-model semantics in [Ros99] and further generalized to the case of arbitrary classical ontology languages in [Ros05a] . The latest successor in this chain is DL+log , which allows a tighter integration of rules and ontologies than the earlier approaches. In this short survey, we will restrict ourselves to DL+log .
The integration of rules and ontologies in a DL+log knowledge base KB = Φ, P roughly works as follows. The classical predicates are interpreted in a classical interpretation I. The reduct of the program P with respect to I "evaluates" all classical atoms according to their truth value in I. The resulting program, denoted P I , does not contain any classical predicates. This program is evaluated using the stable-model semantics as usual. For each model of the classical component, there may be zero, one, or multiple stable models M of the rules component. Models of the combined knowledge base KB are then of the form I ∪ M for each model I of Φ and stable model M . One consequence of this definition is that if there is no stable model M for I, then there is no combined model I ∪ M . In this way, the logic program can restrict the set of classical models, which is a form of interaction from the rules to the FO theory.
A ground atom is a consequence of the combined knowledge base iff it is true in every combined model. In order to use the standard definitions of stable models, DL+log imposes the standard-names assumption, which assumes a one-to-one correspondence between names in the language and individuals in the domain of each interpretation. Another restriction is that classical predicates are not allowed to occur negatively in rule bodies. Furthermore, DL+log defines the weak DL-safeness restriction on variables in rules in order to retain decidability of reasoning. Each variable which occurs in the head of a rule must occur in a positive rules atom in the body. This ensures that only conclusions are drawn about individuals in the Herbrand universe. The "weak" in "weak safeness" refers to the fact that there may be variables in classical atoms in the body of a rule which do not occur in any atom in the head. This allows to express conjunctive queries over a DL knowledge base in the body of a rule, while still keeping the combined formalism decidable.
As for the various variants of safeness restrictions mentioned so far, one may argue that these restrictions are really limiting, because variables can to a large extent only range over constants which occur in the rules component. However, it is often argued that one could easily add a predicate to the rules component and add a fact O(a) for each constant a which occurs in the classical component. One could then add O(x) to the body of each rule for each unsafe variable x, as proposed for instance in [MSS04] .
dl-programs
In contrast to the DL+log approach, the rules in a dl-program [ELST04] do not interact with the FO theory based on single models, but rather using a clean interface which allows the exchange of ground atoms. This approach relies also on the stable-models semantics, but there is a more strict separation between the classical component and the rules component.
The interaction between the classical component and the rules component is through special query predicates in the bodies of rules, called dl-atoms. Allowed queries are concept membership, role membership, and concept inclusion. The approach allows a bidirectional flow of information: dl-atoms allow to "extend" the extensions of unary and binary rules predicates in the DL knowledge base, to be taken into account for the query to be answered.
As is the case for DL+log , dl-programs distinguish between classical predicates and rules predicates; in dl-programs, the distinction between DL predicates and rules predicates is made implicitly-the only places where classical predicates occur in rules are the dl-atoms.
The semantics of dl-programs is defined with respect to ground logic programs. However, unlike for usual logic programs, the grounding of dl-programs is not computed with respect to the Herbrand universe of the logic program, but with respect to some arbitrary signature Σ, which might be the combined signature of the classical component and the rule component. The extended Herbrand base of a dl-program consists of all the atoms which can be constructed using the predicate and constant symbols in the signature Σ. An interpretation M is a subset of the extended Herbrand base. A ground dl-atom can be viewed as a set S M of facts together with a ground query Q(c), where Q is a (possibly negated) unary or binary predicate and c is a constant or a binary tuple of constants, respectively. A dl-atom is true in M with respect to a FO theory
Truth of regular atoms in the program is determined in the usual way, i.e., a ground atom α is true in M iff α ∈ M . DL atoms can be removed from the ground program based on their truth value in M with respect to Φ: rules with a dl-atom in the body which is false in M with respect to Φ are removed from the program and the dl-atoms in the bodies of the remaining rules are removed. The stable-model semantics for the resulting normal program is then defined as usual.
Representational Issues of Combined Knowledge Bases
As we have seen in the previous section, the semantics of a combined knowledge base is defined differently for the different approaches. It is not immediately clear from the definitions what the implications are of using a particular semantics and what the expected behavior is of the combination. When defining such a semantics of a combined knowledge base KB, different representational issues arise which have to be dealt with. These issues stem from the different underlying assumptions in the formalisms such as open vs. closed-world assumption and unique vs. non-unique names assumption. Our main concerns are (i) the form of the domain of discourse for the quantification of the variables in the logicprogram rules, (ii) implications of the unique-names assumption in the logic program, (iii) the notion of interaction from the theory to the logic program, and (iv) the notion of interaction from the rules to the theory. Each approach to combining rules and FO theory makes, either implicitly or explicitly, particular choices to deal with these issues in the definition of its semantics. In this section, we make these choices explicit by defining a number of formal principles which may underlie the semantics of a combined knowledge base.
Domain of Discourse
The semantics of logic programs is usually defined with respect to a fixed domain, viz. the Herbrand universe. An important property which holds for interpretations based on the Herbrand universe is domain closure [Rei80] , which means that the domain of each interpretation is limited to the Herbrand universe. In a combined knowledge base, one may want to take individuals outside of this fixed domain into account. This would require taking a larger domain of the models of P into account.
A straightforward approach is to simply use the Herbrand universe of L P . A drawback of this approach is that the only statements derived from Φ which are taken into account in P are the statements which involve names in the Herbrand universe. Consider the first-order theory Φ = {p(a)} and the logic program P = {r(b), q(x) ← p(x)}, where a is not in Σ P . In case the variable in P quantifies only over the Herbrand universe U H of L P , q(a) cannot be concluded, since a is not in U H .
An extension of this approach, which allows to consider also the names in Φ, is to consider an extended Herbrand universe, where the extended Herbrand universe consists of all names (i.e., ground terms) of the combined signature Σ KB . In this case, statements in Φ involving names which are not in the Herbrand universe of L P are also taken into account. When considering an extended Herbrand universe as the domain of discourse, q(a) could be concluded in the previous example. The potential drawback which remains with this approach is that unnamed individuals are not considered, as is demonstrated in the following example. The drawback can be overcome, however, by allowing arbitrary domains as the domain of discourse for P .
Example 3. Consider P = {q ← p(x)} and Φ = {∃xp(x)}. If the domain of discourse of P is an extended Herbrand base, q can not be concluded, because there is no name t such that p(t) can be concluded.
We will now formally define a number of principles concerning the domain of discourse of the rules component of a combined knowledge base. Notice that Principles 1.1 and 1.2 coincide in case the names of the signatures Σ P and Σ KB coincide. The principles can be forced to coincide by extending Σ P to include all ground terms of Σ KB (see e.g. [MSS04] ); note that this may lead to an infinite logic program in case the signature is infinite.
Principle 1.1 (Herbrand universe). Given a combined knowledge base
Providing the standard-names assumption applies to the combined knowledge base, Principles 1.2 and 1.3 coincide, since then there is a one-to-one correspondence of names in the language and individuals in the domain.
Uniqueness of Names
Herbrand interpretations satisfy the unique-names assumption, i.e., for any two distinct ground terms in the Herbrand universe, their interpretations are distinct as well. There are, however, approaches which adopt a less restrictive view by axiomatizing a special equality predicate [Rei80] . In such a case, there is a notion of default inequality: two ground terms are assumed to be unequal, unless equality between the terms can be derived.
The unique-names assumption does not hold in general for first-order interpretations. Several names in the language may be interpreted as the same individual in the domain (see, e.g., Example 1). Therefore, one may want to adopt a less restrictive view on uniqueness of names in the rules component of a combined knowledge base. We distinguish between maintaining the unique-names assumption, axiomatizing a special equality predicate, and discarding the unique-names assumption:
Principle 2.1 (Uniqueness of names). Given a combined knowledge base Φ, P , for every interpretation U, · I of L P and every pair of distinct names t 1 , t 2 of L P , t I 1 = t I 2 holds.
Principle 2.2 (Special equality predicate). Given a combined knowledge base Φ, P , a special binary equality predicate eq (cf. [Rei80] ) is axiomatized as part of P .
Principle 2.3 (No uniqueness of names). The unique-names assumption does not apply.
Notice that Principles 1.1 and 1.2 enforce the unique-names assumption in the rules component; they cannot be combined with Principle 2.3. Notice further that in case a special equality predicate is axiomatized in P , it is generally desirable that if equality between two individuals is derived from Φ, this information is also available in P . As proposed in [Ros05b] , the predicate eq may be defined in terms of equality = in the classical component.
Interaction from First-Order Theories to Rules
Interaction between a first-order theory and a set of rules can take place in two directions: (a) from the FO theory to the rules and (b) from the rules to the FO theory. In this section, we consider the interaction from the FO theory to the rules; we discuss interaction from the rules to the FO theory in the next section.
We extend the notion of a logic program to distinguish between the uses of classical predicates and rules predicates. A logic program with classical atoms P consists of a set of rules of form By interaction from the FO theory to the rules we mean the conditions under which the classical atoms in the body of a rule are true or false. We distinguish two basic principles a combined knowledge base may obey with respect to the interaction from FO theories to rules: interaction based on single models and interaction based on entailment. In the former case, the truth of CB(r) corresponds to satisfaction in a single model I of the classical component Φ; in the latter case, the truth of CB + (r) and CB − (r) is determined by entailment or non-entailment from Φ, respectively. These notions of interaction are generalizations of the notions of interaction as defined in DL+log [Ros06] and dl-programs [ELST04] , respectively, as we shall see in the next section.
We now define the principles formally:
The classical component of the body of a rule r ∈ P is entailed by Φ with respect to a variable substitution β, denoted Φ |= CB(r)β, iff Φ |= CB + (r)β and Φ |= CB − (r)β.
An interpretation M e-satisfies a rule r with respect to a variable assignment B and Φ, denoted M, B |= Φ r, iff, for some variable substitution β associated with B, M, B |= RB(r) and Φ |= CB(r)β only if M, B |= H(r).
M is an e-model of r with respect to Φ iff M, B |= Φ r, for every variable assignment B. Furthermore, M is an e-model of P with respect to Φ iff M |= Φ r, for every rule r ∈ P .
Note that in case P is a ground program, the variable assignments and substitutions can be disregarded in the definitions of the principles.
Providing the combined knowledge base obeys Principle 1.1 or Principle 1.2, the variable assignment B is equivalent to its associated variable substitution β: M, B |= α iff M |= αβ, with x/t ∈ β iff x B = t, and the logic program P is actually equivalent to its ground instantiation with respect to U H or the ground terms of Σ KB , respectively. Thus, the only case where the variable assignment is crucial in the definitions is when variables in the rule may quantify over arbitrary domains, i.e., when KB obeys Principle 1.3.
Stable Models for Logic Programs in Combined Knowledge Bases
In order to capture the nonmonotonic aspects of the rules components, we need to define which models are actually the intended models of P . We do this by extending the notion of stable models [GL88] to the case of logic programs in combined knowledge bases. For the definition of stable models, we assume the domain of discourse in an (extended) Herbrand universe (Principle 1.1 or 1.2). We first need to define the ground instantiation of P .
We augment the definition of gr(P ) to obtain gr KB y (P ) as follows, where y is either H (in case of Principle 1.1) or KB (in case of Principle 1.2): gr KB y (P ) is the union of all possible ground instantiations of r which are obtained by replacing each variable which occurs in a rules predicate by a term in U y , for each rule r ∈ P .
We can now define the notion of a stable model for the logic program P in a combined knowledge base KB = Φ, P in view of Principle 3.1 (resp., Principle 3.2): Let M be an s-model (resp., e-model) of P with respect to I (resp., Φ), the reduct of P with respect to M , denoted P M I (resp., P M Φ ) is obtained from gr KB y(P ) by removing
• every rule r such that I |= ∃CB(r) (resp., Φ |= ∃CB(r)),
• the classical component from every remaining rule,
• every rule r such that B − (r) ∩ M = ∅, and
• the negative body literals from the remaining rules.
Then, M is a stable s-model (resp., stable e-model) of P with respect to I (resp., Φ) iff M restricted to rules predicates is a minimal Herbrand model of P M I (resp., P M Φ ). The following example shows that there is a difference between the two principles already in simple cases.
Example 4. Consider the combined knowledge base KB = Φ, P with Φ = {p ∨ q} and P = {r ← p, r ← q}. Note that Φ entails neither p nor q.
For the case of interaction based on single models of Φ, r is included in each of the (stable) models of P with respect to every model of Φ, since we know that for each model of Φ, either p or q (or both) is true. In case the interaction is based on entailment, r is not included in the single stable e-model of P with respect to Φ, because neither p nor q is entailed by Φ.
In the case of interaction based on single models, classical predicates are always interpreted classically, 4 and it is not possible to use "real" nonmonotonic negation over classical predicates or rules predicates which depend on them. The example shows that P has at least one stable model which does not include q(b) (viz. M 1 ), whereas one might expect q(b) to be included in every stable model, because p(b) is never known to be true.
The following example shows that there might be a discrepancy when there is interaction based on entailment and there is no unique-names assumption in Φ, but it does hold in P . 
Interaction from Rules to First-Order Theories
We now consider the interaction from the rules to the FO theory. We assume that the head H(r) of a rule r may contain classical atoms.
Similar to the interaction from FO theories to rules, we distinguish between interaction based on single models and interaction based on entailment. In the case of interaction based on single models, a model M of L P constrains the set of allowed models of Φ; in the case of interaction based on entailment, we join the conclusions about classical predicates which can be drawn from the logic program with the FO theory. This allows to take conclusions from the logic program into account when determining entailments of the FO theory. We say that I respects M iff, for every classical predicate p, p J ⊆ p I . Furthermore, I is an s-model of Φ with respect to M iff I |= Φ and I respects M .
For the principle of interaction based on entailment, we view the model M of a program P as a set of ground atoms that are known to be true; we do not consider the negative part of the model. Φ e-entails a formula φ with respect to a model M of L P iff Φ ∪ M |= φ.
Note that this principle views a model as a set of ground atoms and thus it can only be applied if there is a one-to-one correspondence between names in the language and elements of the domain. Thus, either Principle 1.1 or 1.2 must apply. The combination of the Principles 4.2 and 3.2 yields the following definition of the model of a program:
An interpretation M is an e-model of a rule r with respect to a variable assignment B with associated variable substitution β and a FO theory Φ iff M, B |= H(r) whenever M, B |= RB(r) and Φ e-entails CB(r)β with respect to M .
Stable Models for Logic Programs in Combined Knowledge Bases
We now extend the notion of a stable model introduced in the previous section. First, we need to slightly adapt the definition of a reduct of P , as before: Let x be either an s-model I of Φ with respect to M or Φ. Then, P M x is obtained from gr KB y (P ), where y is either H (in case of Principle 1.1) or KB (in case of Principle 1.2), by removing
• every rule r such that x |= ∃CB(r) if x = I, or such that x |= ∃CB(r) with respect to M if x = Φ,
• the classical component from the body of every remaining rule,
• the classical component from the head of every rule r such that x |= ∀CH(r) if x = I, or such that x |= ∀CH(r) with respect to M if x = Φ,
• every rule r such that x |= ∀CH(r) if x = I, or such that x |= ∀CH(r) with respect to M if x = Φ, in case CH(r) = ∅,
Then, M is a stable s-model (resp., stable e-model) of P iff M restricted to the rules predicates is a minimal Herbrand model of P M I (resp., P M Φ ).
The following example demonstrates the difference between the two kinds of interaction:
Example 7. Consider the combined knowledge base KB = Φ, P with Φ = {p(a) ∨ p(b)} and P = {q ← p(a), not q; r ← p(b)}, where p is a classical predicate and q is a rules predicate. The combined knowledge base has the standard, and implied unique-names assumption. 2 Both dl-programs and DL+log may be extended with an equality predicate. 
Representational Issues in Current Approaches
We can now compare current approaches to integrating description logics and logic programs with respect to the representational issues analyzed above. The three approaches we have selected for the comparison are SWRL [HPSB + 04, HPS04], dl-programs [ELST04] , and DL+log [Ros06] . These approaches are generalizations of a number of other approaches as discussed in Section 3. The results of the classification are summarized in Table 1 . In the remainder of this section, we describe the principles of the mentioned approaches in more detail. We conclude with a few remarks about stable models in these approaches.
Domain of discourse
The domain of discourse for SWRL rules is simply the domain of the first-order interpretation of the SWRL FO theory (Principle 1.3) . Thus, the variables in the SWRL rules quantify both over the named and the unnamed individuals in the DL component of the knowledge base. SWRL rules do not adhere to the uniquenames assumption: several names may refer to the same individual, unless inequality between individuals is explicitly asserted. SWRL does explicitly distinguish between classical predicates and rules predicates. In fact, all predicates in a SWRL knowledge base are classical predicates.
In dl-programs, the domain of discourse corresponds one-to-one with a set of constants in some signature Σ. Typically, and most generally, this signature would be the combined signature Σ KB and thus the variables in the rules may range over names in the combined signature (Principle 1.2) .
DL+log has the standard-names assumption for the entire combined knowledge base. Additionally, it is assumed that there is always an infinite number of constant identifiers available in the signature Σ Φ and thus in Σ KB . According to the definition of combined knowledge bases in DL+log , the domain of discourse of rules in P is the set of constants in the combined signature (Principle 1.2). However, there is a restriction on the use of variables in DL+log, the weak DL-safeness: every variable which occurs in an atom in the head must occur in a positive rules atom in the body. This effectively ensures that each variable which occurs in a rules predicate quantifies only over the names of L P . Variables which only occur in classical predicates in the body of a rule may quantify over all names in Σ KB . Thus, depending on where a variable occurs in a rule, the domain of discourse is either the Herbrand universe U P H (Principle 1.1) or the set of names in the combined signature Σ KB (Principle 1.2).
Uniqueness of Names
SWRL knowledge bases do not assume the unique-names assumption (Principle 2.3), although it can be axiomatized by asserting inequality between every set of distinct constant symbols in Σ KB . SWRL allows the use of the equality symbol in P . One could view this as a special equality predicate, although it does not require a special axiomatization, since it is a built into the semantics. All the usual equality axioms are obviously valid in SWRL. One could thus take the point of view that there is an equality predicate in the language and this is a classical predicate and thus SWRL combines the Principles 2.2 and 2.3.
The unique-names assumption holds for the rules in a dl-program (Principle 2.1). Combined with the fact that the domain simply consists of all names of the combined signature, uniqueness of names is assumed even if two names are equal in every model of the FO theory. We illustrated this discrepancy earlier in Example 6. A possible way to overcome this discrepancy is to axiomatize an equality predicate eq in the logic program (Principle 2.2) and to define it in terms of equality statements which are derived from the FO theory:
The unique-names assumption holds in any DL+log knowledge base and thus also in the rules component (Principle 2.1). One might allow arbitrary domains for Φ. As pointed out in [Ros05b] , one may overcome the unique-names assumption by axiomatizing an equality predicate in P , and treating it as a classical predicate (Principle 2.2), similar to the axiomatization for dl-programs proposed above.
Interaction between First-Order Theories and Rules
In SWRL, interaction from FO theories to rules, and from rules to FO theories, is based on single models (Principles 3.1, 4.1), since the rules and DL components in SWRL are simply part of one first-order theory. SWRL actually defines one model for both the FO theory and the rules. In terms of combined knowledge bases which we use in this paper, one could equivalently say that all predicates are classical predicates. The models for the FO theory and the rules share the same domain. Finally, an interpretation I is a model of KB = Φ, P iff I is an s-model of Φ with respect to every s-model M of P which shares the domain of I.
Interaction between rules and FO theories in dl-program in both directions is based on entailment (Principles 3.2, 4.2). A (ground) dl-atom in the body of a rule in P is true if it is entailed by Φ. The interaction from rules to FO theories diverges somewhat from the description of Principle 3.2. Namely, classical predicates are not allowed to occur in the heads of rules in P . Instead, dl-atoms allow the possibility to select which part of a model M of P should be taken into account when determining truth of the dl-atom. 6 In other words, a ground dl-atom α is true in a model M with respect to FO theory Φ iff Φ ∪ q(M ) |= α, where q(M ) is either (a) a subset of M , (b) the negation of a subset of M , (c) the negation of a subset of the Herbrand base which is not in M , or (d) a composition of any of the above.
In DL+log , interaction between FO theories and rules is based on single models (Principles 3.1 and 4.1), as is the case for SWRL. A model I is an s-model only if there is an s-model M of P which respects I and I respects M . The other direction also holds if M is additionally a stable s-model of P with respect to I.
Stable Models in Current Approaches
SWRL does not have the notion of stable models. This is to be expected since the language does not allow default negation. A formula φ is entailed by a SWRL knowledge base KB if every model of KB is a model of φ.
In dl-programs, a model M is a stable e-model of P with respect to Φ if it is the minimal model of the reduct P M Φ with slightly more complicated conditions for the dl-atoms, since their form needs to be taken into account. Entailment is then defined as follows: P bravely entails a ground atom α if α is true in some stable model of P and P skeptically entails α if α is true in all stable models of P .
In DL+log , a model M is a stable model of P if it is the minimal model of the reduct P M I . A ground atom α is entailed by KB if (a) it is true in every s-model of Φ, in case α is a classical atom, or (b) it is true in every stable s-model of P , in case α is a rules atom.
Settings for Combining Classical Logic and Rules
Based on the analysis of the representational issues in Section 4 and as an abstraction of current approaches to combining rules and FO theories, we define three generic settings for the integration of rules and FO theories. These settings help to classify existing and future approaches to such combinations. Additionally, they help to clarify the space of possible solutions for the integration of FO theories and rules with respect to the way they resolve the representational issues we have pointed out in this paper.
The three settings we have identified are:
1. In the minimal interface setting, the logic program and the FO theory are viewed as separate components and are only connected through a minimal interface which consists of the exchange of entailments. The dl-programs approach [ELST04] falls in this setting.
2. Building an integrated model, where the rules and the logic program are integrated to a large extent, although there is a separation in the vocabulary between classical predicate and rules predicates. The integrated model is the union of two models, one for the FO theory and one for the rules, which share the same domain. DL+log [Ros06] and SWRL [HPS04] fall in this setting, with the caveat that SWRL does not allow negation in the rules component.
3. A final possible setting is full integration, where there is no separation between classical predicates and rules predicates; this makes it possible, among other things, to express nonmonotonic negation over classical predicates. We are not aware of current approaches which fall in this setting, but we can imagine approaches along this line, possibly based on first-order nonmonotonic logics [Lif90, Lif94a, Kon91] .
The main distinction between the first and second setting is interaction based on single models (Setting 2) versus interaction based on entailment (Setting 1). In the third setting, there is not so much interaction, but rather full integration: one can no longer really distinguish between the FO theory and the rules. is not based on current approaches, but we see this setting as a possible development towards a tighter integration of FO theories and (nonmonotonic) logic programs. Table 2 summarizes the settings and their representational principles.
Related Work
Franconi and Tessaris [FT04] survey three approaches to combining (the DL subset of) classical logic with rules. The three approaches are (i) (subsets of) SWRL, (ii) dl-programs, and (iii) epistemic rules [DLN + 98]. The latter are a formalization of procedural rules which can be found in practical knowledge-representation systems. Franconi and Tessaris show that all three approaches coincide in case the DL component is empty and the rules component is positive, but that they diverge quickly when adding trivial axioms to the DL component. While Franconi and Tessaris look at the problem of combining classical logic and rules from the point of view of several existing approaches, we surveyed the fundamental issues which may arise when combining classical logic with rules and classified existing approaches accordingly.
Variants of logic-programming semantics without the domain-closure assumption have been studied in the logic-programming literature. In [GP93] , the stable-model semantics is extended to open domains by extending the language with an infinite sequence of new constants. Open logic programs (see, e.g., [VBDDS97] ) distinguish between defined and undefined predicates. The defined predicates are given a completion semantics, similar to Clark's completion [Cla78] , and equality is axiomatized in the language. The resulting theory is then given a first-order semantics. Open logic programs were adapted to open answerset semantics in [HVNV05] .
It is worthwhile to mention some approaches which propose to use rule-based formalisms (possibly with extended domains) to reason about classical logic, and especially about description-logic theories. [MSS04] proposes to use disjunctive datalog to reason about the description logic SHIQ, extended with DL-safe SWRL rules.
[HNV05] uses extended conceptual logic programs to reason with expressive description logics combined with DL-safe rules. [GHVD03] proposes a subset of a description logic which can be directly interpreted as a logic program. Open logic programs have been used in [VBDDS97] We have identified a number of fundamental representational issues which arise in combinations of FO theories and rules. For each of these issues, we have defined a number of formal principles which a combination of rules and ontologies may obey. These principles help to explicate the underlying assumptions of the semantics of such a combination. They show the consequences of the choices which were taken in the design of the combination and help to characterize approaches to combining rules and FO theories according to their expressive power and their underlying assumptions.
We have used the formal principles to characterize several leading approaches to combining rules with (description-logic) ontologies. These approaches are SWRL [HPS04] , dl-programs [ELST04] , and DL+log [Ros06] . It turns out that SWRL and DL+log are quite similar concerning their representational principles, although the approaches might seem quite different on the surface; both approaches specify the interaction between ontologies and rules based on single models, but SWRL does not allow nonmonotonic negation in the rules. The dl-programs approach has quite different underlying assumptions: the interaction between the ontology and logic program is restricted to entailment of ground facts.
Based on the formal principles, the relations between the formal principles, and generalizing existing approaches, we have defined a number of general settings for the integration of rules and ontologies. An approach may define a minimal interface between the FO theory and the rule base, the semantics may be based on integrated models, or the approach enables full integration, eliminating the distinction between classical and rules predicates. These settings mainly differ in the notion of interaction between FO theories and rules. In the minimal interface setting, interaction is based on entailment, whereas in the integrated models setting, the models of the FO theory and the rule base are combined to define an integrated semantics. The full integration setting requires a unified formalism which can capture both classical first-order theories and nonmonotonic logic programs.
Besides the representational principles defined in this paper, an approach to combining rules and ontologies has of course other properties which are of potential interest. To wit, computational properties such as decidability and complexity, which are concerns in several existing approaches (e.g. [LR98, Ros05a, Ros06, ELST04]), are of particular interest. Another issue in such combinations is the ease of implementation and availability of reasoning techniques. For example, the approach in [Ros05a] allows to reduce reasoning with combined knowledge bases to standard reasoning services in answer-set programming (ASP) and description-logic engines, whereas the extension to DL+log [Ros06] requires non-standard reasoning services for description logics (checking containment of conjunctive queries in unions of conjunctive queries).
Finally, dl-programs [ELST04] allow a simple extension of existing algorithms for answer-set programming, using standard reasoning services of description-logic reasoners.
Our future work consists of taking the above-mentioned types of principles into account for the classification of approaches to combining FO theories and rules. Furthermore, we will continue to classify upcoming approaches and consider the combination of nonmonotonic ontology languages (e.g. [BLW06, DLN + 98, DNR02, BH95]), including ontology languages with transitive closure (e.g. DLR reg [CGL98] ), with rules.
Nonmonotonic logics seem a promising vehicle for an even tighter integration of FO theories and (nonmonotonic) logic programs than dl-programs or DL+log , in the setting of full integration. One could think of an extension of a nonmonotonic description logic. For example, [MR06] contains a proposal for extending the MKNF-DL [DNR02] , which is based on the propositional subset of the bimodal nonmonotonic logic MBNF [Lif94b] , with nonmonotonic rules. Other nonmonotonic logics which one might consider are, for example, default logic [Rei87, Lif90] , circumscription [McC86, Lif94a] , and autoepistemic logic [Moo85, Kon91] .
So far we have considered rules components with the stable-model semantics [GL88, GL91] . In future work we may consider the well-founded semantics [GRS91] for arbitrary programs. Additionally, the combination of production rules with ontologies is recently receiving some attention in the context of the W3C Rule Interchange Format (RIF) Working Group 7 . One might consider characterizing combinations of production rules with ontologies, although there are semantic challenges for such a characterization.
