Let µ be a Gaussian measure on a separable Banach space. We prove a tight link between the logarithmic small ball probabilities of µ and certain moment generating functions. Based upon this link we provide a new lower bound for the distortion-rate function (DRF) against the small ball function. This allows us to use results of the theory of small ball probabilities to deduce lower bounds for the DRF. In particular, we obtain the correct weak asymptotics of the distortion rate function in many important cases (e.g. Brownian motion).
Introduction and summary of results
We study the high resolution coding problem for (infinite-dimensional) Gaussian measures on separable Banach spaces. In the sequel, (E, · ) denotes a separable Banach space and µ denotes a centered Gaussian measure on the Borel sets of E. Moreover, we let X be an E-valued µ-distributed random vector (r.v.) defined on a probability space (Ω, F, P). E-mail address: dereich@math.tu-berlin.de (S. Dereich).
We study the best achievable quality of an approximation X, the reconstruction, for the original X, under certain information constraints parameterized by the rate r 0:
(1) X takes at most e r distinct values (quantization). (2) X has entropy less than r (entropy coding). (3) X is such that the Shannon mutual information between X and X is less than r (Shannon coding).
The constraints above are ordered increasingly in the sense that reconstructions satisfying condition (1) also satisfy condition (2) , and those satisfying condition (2) satisfy condition (3).
In [1] (see also [2, Theorem 3.1.2]) the quantization problem was related to small ball probabilities. It was found that, if the small ball function ϕ(ε) := − log µ B(0, ε) , ε >0, satisfies ϕ −1 (ε) ≈ ϕ −1 (2ε) as ε ↓ 0, then for all moments q 1 one has
where the infimum is taken over all E-valued random vectors X satisfying the quantization constraint (1).
Here and elsewhere we write f ∼ g iff lim
If X satisfies the quantization constraint, then there exists a prefix-free code Υ : range( X) → {0, 1} * , with length(Υ ( X)) 1 + r/ log 2 a.s., which gives a worst case bound on the complexity. Here, range( X) denotes the range of the discrete r.v. X. A broader class of reconstructions is admitted when considering entropy coding. In that case, Huffman coding yields a prefix-free code Υ : range( X) → {0, 1} * with E[length(Υ ( X))] < 1 + r/ log 2, which is an average case complexity bound. The last information constraint (mutual information constraint) leads to the distortion rate function (DRF). Due to Shannon's source coding theorem, this is the asymptotically best achievable average distortion induced by certain block codes under single letter distortion measures. For more details concerning information theory we refer the reader to the monograph by Cover and Thomas [3] .
If the underlying space E is a Hilbert space, then the comparison of coding quantities induced by the different constraints is possible. In that case the asymptotics of the problems are determined by the eigenvalues, (λ n ) n∈N , of the covariance operator of µ. Essentially, one sees that the strong asymptotics coincide for any moment q 2 and any of the above constraints, if the eigenvalues satisfy
which is the case for many important examples. These results were derived in the author's dissertation [2] (see also [4] ) and will be published in a forthcoming article. The main results of this article are a new lower bound for the distortion rate function and a tight relation between small ball probabilities (SBPs) and certain Legendre transforms. We shall see that in our framework, the known lower bound for the quantization problem remains valid for the distortion rate function. In particular, the technique of using block codes (as done in the source coding theorem) does not change the asymptotic rate of the coding problem.
Let us now give the main notation. We denote by H( X) the entropy of a random vector X, i.e. H( X) = − x P( X = x) log P( X = x) if X is supported by a discrete set and H( X) = ∞ otherwise. Moreover, the Shannon mutual information between X and X is denoted by I (X; X), i.e.
I (X; X)
else. The information constraints (1) and (3) from above induce the following approximation quantities for the rate r 0 and the moment q > 0,
We will not consider entropy coding any further, since the corresponding approximation quantity lies between D and D (q) . Strictly speaking, the quantity D depends on the underlying probability space (Ω, F, P). In order to suppress this dependence, we assume that (Ω, F, P) is sufficiently rich. More explicitly, we assume that for any probability kernel K from E to E there exists an E-valued random vector X such that for two Borel sets A and B of E,
Here P X denotes the probability distribution of X. Now we are in a position to state the main theorems. 
The new lower bound implies
as r → ∞.
The proof of Theorem 1.1 relies on a tight relation between a particular moment generating function and small ball probabilities for Gaussian measures, obtained in Section 3. Theorem 1.3. For η > 0, there exists a universal constant r 0 = r 0 (η) 0 such that the following holds: Let X be an arbitrary Gaussian random vector in an arbitrary separable Banach space (E, · ), and let x ∈ E, ε > 0 and q 1, then one has
where
In order to prove Theorem 1.1, a weaker statement than Theorem 1.3 would suffice. However, the link provided above is useful beyond the application in this article. In fact, it is one of the main tools needed to infer the strong asymptotics in the Hilbert space setting [2, Section 6].
The article is organized as follows. In Section 2, we use results of information theory to lower bound the DRF against some particular Legendre transform which represents a measure for the mass concentration of µ around 0. In the following section, a concentration property of Gaussian measures (the Ehrhard inequality) is used to relate the small ball function to the former Legendre transform. Then follows a proof of Theorem 1.3. Next, we combine all results and prove Theorems 1.1 and 1.2. In the last section, we state some of the numerous known results on small ball probabilities and give the corresponding estimates for the distortion-rate function.
A lower bound for the distortion-rate function
In this section we provide an estimate of D(r, 1) against an inverse of a particular Legendre transform.
Lemma 2.1. For r 0 it is true that
In order to prove the lemma, we use results of information theory which can be found, for instance, in Dembo and Kontoyiannis [5] . In particular, we adopt their notation.
Let P be an arbitrary measure on the Borel sets of E and let ρ : E × E → [0, ∞) be a Borel measurable function. For d 0, we define the rate-distortion function of the information source (P , ρ) by 
Proof. Let Q ∈ M 1 (E), d 0 and
where the infimum is taken over all probability measures 
where the infimum is taken over all E 2 -valued random vectors (X, Y ) with L(X) = P and
Let now
Then Theorem 2 of [5] implies that for d 0,
Due to Jensen's inequality one obtains that, for any Q ∈ M 1 (E) and θ 0,
, and with (2) and (3) we arrive at
Proof of Lemma 2.1. Choose ρ(x, y) = x − y , x, y ∈ E, and P = µ and let R(·) as in (1) . Note that for θ 0
due to the Anderson inequality. Hence, the definitions of Λ of Lemmas 2.2 and 2.1 coincide. Next, the definition of R(·) implies that
Consequently,
SBPs and moment generating functions
The objective of this section is to prove Theorem 1.3. We need the following notation. Let x ∈ E and let τ : [0, ∞) → [0, ∞) be a Young function, i.e. τ is convex, one-to-one and satisfies τ (0) = 0. Denote, for t > 0 and θ ∈ R,
The proof of Theorem 1.3 is based on the following two lemmas.
Lemma 3.1. For t ∈ (0, 1/2), set
h(t) = 2 log(1/t) (Φ −1 (t)) 2 , where Φ(s) = (2π) −1/2 s −∞ e −u 2 /2
du, s ∈ R, and let h(0) = lim t↓0 h(t) = 1. It is true that
for all t > 0 with F (t) < 1/2.
Proof. For every θ 0 and t > 0, one has by the Markov inequality
Therefore,
We proceed with the proof of the second inequality. Suppose first that t 0 > 0 is such that P(Z t 0 ) = 0 and fix p ∈ (0, 1) arbitrarily. Then there exists ε > 0 such that P(Z < t 0 + ε) p. Consequently, for θ 0,
Since p ∈ (0, 1) was arbitrary, it follows that Λ * (t 0 ) = ∞. Now let t 0 > 0 with P(Z t 0 ) ∈ (0, 1/2). In order to show the second inequality, we let G(t) = P( X − x t), t > 0, and consider the function
Note that Φ −1 • G is concave. In fact, the Ehrhard inequality (see [6, Theorem 4.2.2]) implies that for γ ∈ (0, 1) and t 1 , t 2 0
Since τ −1 is concave and Φ −1 •G is monotonically increasing, it follows that f is concave. Let now q denote a tangent of the graph of f at the point (t 0 , f (t 0 )). Represent q in the form q(t) = (t − m)s, where m, s > 0 are appropriate constants. Next, N denotes a standard normal r.v. and we associate q with the random variable Z q = q −1 (N ) = N/s + m. Z q has distribution function Φ • q and, hence, it is a normal r.v. on R. Note, that F (t) = Φ • f (t). Consequently, the distribution function of the r.v. f −1 (N ) equals F . We assume without loss of generality that Z = f −1 (N ). Since q is a tangent of the concave function f , one has q f . Thus we conclude that
for every t > 0. On the other hand, one has Λ q (θ ) = (θ/s) 2 /2 + mθ and, for t ∈ (0, m],
Noticing that t 0 < m, one obtains
Hence,
The convergence lim t↓0 h(t) = 1 is established in the lemma below. 2 Lemma 3.2.
where o denotes the Landau symbol.
Proof. In order to prove the lemma, we derive the asymptotics of (Φ −1 (ε)) 2 as ε ↓ 0. Consider the functions
Both functions are one-to-one and possess inverse functions g −1 andg −1 . We denote by Φ = Φ| (−∞,0) the function Φ restricted to the domain (−∞, 0) and observe that
Since Φ(t) ∼ (2π) −1/2 e −t 2 /2 /(−t) as t → −∞, one has,
The latter function is regularly varying, hence its inverse is again regularly varying and satisfies (see Bingham et al. [7, p. 28] )
We denote by η(ε) the term in the above brackets, i.e. η(ε)
which implies the assertion. 2
Proof of Theorem 1.3. For t log 2, leth(t) = h(e −t ). Due to Lemma 3.2 there exists t 0 log 2 such that
log t t for all t t 0 . Let now x ∈ E and q 1 arbitrary, and consider τ (u) := u q , F (ε) := − log P( X − x q ε), ε > 0, and Λ * x as in the statement of the theorem. From now on we assume that ε > 0 is such that F (ε) t 0 . Then Lemma 3.1 implies that
Next, note that f : u → log u u is monotonically decreasing on the interval [e, ∞). Consequently, if Λ * x (ε) e, one has
whereas if Λ * x (θ ) < e, then
Altogether, we obtain for ε > 0 arbitrary and r 0 :
Notice that the value of r 0 depends on η > 0 only so that the proof is complete. 2
A lower bound for the DRF
In this section, we combine the previous results to prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. Let ε > 0, Λ(θ ) = log E[e θ X ] for θ 0, and denote by Λ * the Legendre transform of Λ. According to Theorem 1.3, there exists r 0 1 such that
for all d > 0. Moreover, by Lemma 2.1 it holds for r r 0 ,
Note that ϕ : R + → R + is invertible, hence
for all r r 0 . Moreover, for any q 1 and any E-valued r.v. 
The proof is elementary and is contained, for instance, in [2, Lemma 3.1.4]. In fact, this implies the assertion, since ϕ −1 is decreasing and convex. 2
Known results about small ball probabilities
In the past years, considerable effort has been put into the determination of the asymptotic behavior of the small ball function for centered Gaussian measures on Banach spaces. Beside quantization, these results can be used to derive certain kinds of laws of the iterated logarithm, and to get hold of certain metric entropies. An overview on the topic can be found in Li and Shao [8] . Below we summarize some results and give the corresponding estimates for the coding quantities.
Wiener measure
We consider the Wiener measure µ on various separable Banach spaces E: and extended a result of Talagrand [14] , who solved the small ball problem for γ = (1, 1) , i.e. in the case where X is a 2-dimensional Brownian sheet.
