Abstract -We analyze a communication network with several types of calls. A wide class of conservative service disciplines is considered and we give an ergodicity criterion for a communication network with conservative service disciplines. Exponentially fast convergence to stationary equilibrium is proved.
where pi(k) is the load of type k at the ith node and pi is the total load over all call types at the zth node.
It turns out that if the inequalities Pl < 1, p 2 < 1, Pl (2) + P2(l) < 1 (1.2) are fulfilled, then the communication network is ergodic under any conservative service discipline. We also prove that the Markov chain that describes the network has the exponential convergence property. It means that the time t transition probabilities exponentially fast converge to the stationary probabilities as t -> oo (Theorem 1). If conditions (1.2) are not fulfilled, i.e., the left-hand side of one of the inequalities is strictly greater than 1, one can give an example of the conservative service discipline with absolute priorities where the network is not ergodic (Theorem 2). It is observed in [7] that the standard ergodicity conditions pi < 1, p 2 < 1 are not sufficient in this case. An ergodicity criterion was not obtained in [7] for this case.
We also consider other disciplines with absolute priorities and show that the conditions pi < 1, p 2 < 1 are sufficient for ergodicity (Theorem 3).
It is proved in [7] that the standard ergodicity conditions are sufficient for the network with FCFS (first come-first serve) discipline at both nodes.
MAIN DEFINITIONS AND RESULTS
Let us define a class of conservative service disciplines. We suppose that the complete information about the queues in the network is available. For every call in the network the following characteristics are assumed to be known: a position in queue, a type, a total service time, a residual service time. The state of the i\h node is represented by the vector q = (n^tj.Sj, j = l,...,z t ), where nj is the type of the jth call in the queue, tj is the residual service time, Sj is the total service time and x, is the queue size at the ith node. The difference Sj -tj is the received service time, i.e., an amount of service time which the j\h call has been received. The collection 9 = fe, i = l,2) (2.1) gives the complete description of the queues in the network. The disciplines under study depend on these data. We suppose that only one call can be served at every moment and the call being served is at the first position (j = 1). After arrival at a server a call can remain in the server for some period which will be referred to as the call sojourn time. If the call has not been served for this period, then it leaves the server but remains in the queue. It is supposed that losses of calls are impossible. Call sojourn times are assumed to be exponentially distributed random variables. These random variables are independent of call service times and received service times. If a call sojourn time is infinite, then the parameters of the respective exponential distributions are assumed to beO.
Consider moments when a call arrives at some queue, leaves some node or the sojourn time of a current call runs out. We call such moments the events. Describe possible changes at nodes when the events are occurred. If a new call arrives, then the queue size increases by 1. If a call sojourn time runs out, then queue size is not changed. If a call leaves a queue, then the queue size decreases by 1. Besides that, rearrangements of calls in the queues can take place with conservation of residual service times, total service times and types. These rearrangements are arbitrary functions of g, where q is defined by (2.1). Observe that an interruption of a call service can take place when the events are occurred. The above class of disciplines we denote by T>, and the discipline at the ith node, by ΖΧ'λ Then the collection D = (jD (1) ,£> (2) )e£>x£> defines the service discipline in the whole network. Let us note that disciplines with absolute priorities are included in the above class. We define now all possible disciplines with absolute priorities for the network under study: under the discipline D\(p) calls of the first type have absolute priority at both nodes; under D 2 (p) calls of the second type have absolute priority at both nodes; under DS(P) calls of the first type have absolute priority at the first node and calls of the second type have absolute priority at the second node, and under D 4 (p) calls of the first type have absolute priority at the second node and calls of the second type have absolute priority at the first node.
Let us fix some discipline D e Ί> χ Ί). We have supposed that all service times have exponential distribution and calls arrive in the Poisson stream. Then the network is represented by a continuous time Markov chain ^ with the state space A\ χ A 2 , where ΑΪ is the set of vectors a, = {ni,...,n r .}, and Uj is the type of the jti\ call in the i\h queue, Xi is the queue size in the ith node.
Let us consider all possible transitions in the network: an arrival of a call of the first (the second) type at the first (the second) node, a departure of a call of the first (the second) type from the network, a departure of a call of the first (the second) type from the first (the second) node and its arrival at the second (the first) node. For example, let a call of the first type leave the first node and arrive at the second node. Then the length of the vector OL\ decreases by 1 and a rearrangement of calls hi the first queue is occurred in accordance with a given service discipline. The length of the vector 0.2 increases by 1 and a new vector a 2 is defined in accordance with a given service discipline. For example, if we use LIFO (last in-first out) discipline then a new call will be placed in the first position. Besides that, rearrangements of calls are possible when the sojourn time of a current call in a server runs out but these transitions do not change queue sizes.
The chain ?/ t is defined by transition rates λ α/ ?, where α, β e A\ χ A 2 . Let us define a discrete time Markov chain η η with the transition probabilities 
is a special one requiring additional analysis.
For the disciplines D\(p), £h(p)> ^3(33) we have arvothei situation. 
PROOF OF THEOREM 1
Further we use the following functions of η η . Let £ η ,»(&) be the number of calls of type k at the ith node at time n, and x n>t be the type of the call being served at time n. Define the random sequences such that
We construct a Liapunov function <7(χ) depending only on a vector z such that for some ε > 0 and m e Z+ Ι6 = *)<σ(ζ)-ε (3.1)
for all χ G Z+ \ B, where B is a finite set. Then ergodicity will follow from Foster's criterion [8] . Moreover, following [3] we give two constructions of Liapunov functions.
First construction. Let us first define linear functions of x:
If the network is in the state x, then the server at the ith node needs on the average the time A iik (x) to service all calls of type k. Define also the linear functions
and
where Si > 0, i = 1, 2, are small parameters which will be chosen in a special manner.
To construct the Liapunov function, we need the following lemmas.
Lemma 3.1. If p\ < 1, p2 < 1, then there exist parameters ε, 81,82 > 0 such that
Proof. Let i = 1 and a call of the first type be in progress at a given moment, i.e., κ η> ι = 1. Then the one-step mean increment of the function G(£ n ) is ξ η ) | f n , t -> 0) = (1 -for sufficiently small Si. If a. call of the second type is in progress at a given moment, i.e., κ η ,ι = 2, then ίΐΛ(1)/»ι(2) < 0 for all δι > 0.
In the case i = 2 analogous inequalities are fulfilled.
Consider now the two-dimensional faces Af> = {z 2 (AO = 0, *!<*) > 0},
If χ 6 Af \ the second node is empty; if χ 6 A.f\ the first node is empty. The inequality is fulfilled, since it is equivalent to the inequality
which holds for sufficiently small £ 2 . The case χ G Λ^2 ) is considered in the same way.
Let us define the Liapunov function i(a;),G2(ai)), (3.7) where the functions GI(Z), Ga(x) are defined by (3.4) . Suppose that a point χ G Z+ is sufficiently far from the faces kf\ \f\ i.e., the queue sizes x, are large at both nodes. Second construction. This construction gives rise to a one-step Liapunov function, i.e., m = l in formula (3.1). To do this, let us define the vectors where α e Αι χ .4 2 and fc, is the type of call being in progress at a given moment. Thus, the one-step mean jump vectors depend only on the types of the calls which are served at a given moment and do not depend on the service discipline. Now we construct the first vector field in R+ [6] , which is multi-valued in this case. The set of vectors corresponds to the point χ Ε Λ^2 ) (i.e., the first node is empty). Here the vectors Af (*i, fe), Α/!(*ι), M 2 (Jb 2 ) are defined by (3.8) .
Consider the level surfaces of the function G(x). These surfaces are piecewise linear surfaces, since by the construction G(x) is a piecewise linear function. Consider the surface of level 1
= {x: G(x) = I}.
Then S = Si U 5 2 , where
Take the hyperplanes PH Gi(x) = 1, P 2 : G 2 (x) = 1 and the corresponding half-spaces
It is easy to see that S is the surface of the two-face corner Pf Π P 2 in R* , and 5i, S 2 are the faces of this corner. It is convenient to reformulate Lemmas 3.1 and 3.2 as follows.
Lemma 3.5. Any vector of sets N(x), NI(X) with an initial point on P\ lies in Pf and any vector of sets N(x), NI(X) with an initial point on PI lies in PJ.

Lemma 3.6. The face S\ does not intersect the coordinate face Λ^2
) and the face 82 does not intersect the coordinate face \f . Now we use smoothing to construct a smooth surface 3(ε) which is an approximation for the piecewise linear surface S.
Lemma 3.7. For any ε > 0 there exists a smooth convex hypersurface S(e) which satisfies the following conditions: for any χ G S (ε) p(x, S) < ε, for any χ G S ρ(χ,3(ε))<ε, where p(x,y) is the Euclidean metric.
Proof. One can find a linear transformation such that the faces Si, 82 are orthogonal in a new basis. Therefore it is enough to consider the case where the faces are orthogonal. We use the cylindrical surface S(e) to smooth the surface S in some neighbourhood of the intersection S 0 = Si Π S 2 . Let 5 0 (ε) be the intersection of S(e) with this neighbourhood. Extending S 0 (e) we obtain the smooth convex hypersurface S(e) which satisfies the conditions of the lemma. Using the almost linearity principle [9] , we obtain that G(x) is a Liapunov function with m = 1.
To prove exponential estimates (2.2) and (2.3) we need some results from [8] . Let us consider a Markov chain with a countable state space S and with transition probabilities Pij. We suppose that the following conditions are fulfilled: there exist a non-negative function /,· on S and a positive integer m such that 
To prove estimates (2.2), (2.3) it is sufficient to verify conditions (i)-(iii)
. Condition (iii) has already been verified. Condition (ii) follows from the boundedness of jumps of £ n . Condition (i) holds since our Liapunov function is piecewise linear.
PROOF OF THEOREM 2
In the case of disciplines with absolute priorities the communication network under study is represented by a random walk in Z 4 . Ergodic properties of a general random walk in Z+ have been studied in [5] . We apply the methods suggested in [5] to analyze our particular case. Now we recall some definitions from [5] . Let us consider a discrete time homogeneous Markov chain. The set of states is We define the first vector field to be constant on any Λ:
Let us define the induced chain. For any Λ we choose an arbitrary point α G Λ Π Ζ\ and draw a plane C A of dimension 4 -|Λ| which is perpendicular to Λ and contains the point a. We define the induced chain with the state space (7 Λ and transition probabilities APxy = Pxy + Υ,Ρχζ, X,J/ G C A ,
*tv
where the summation is performed over all z G Z+ such that the straight line connecting z and y is perpendicular to C A . We call the face Λ ergodic if the induced chain is ergodic. For an ergodic induced chain let ΤΓ Λ (Ζ) be the stationary probabilities. We introduce the induced vector V A by setting
For Λ = { 1, . . . , 4} we call Λ ergodic and put
Now we construct the second vector field for the random walk which represents the network under study. Let us consider the three-dimensional faces
The two-dimensional face
is the intersection of faces Λ^3 ) and Λ^3 . The vectors of the first vector field on faces Af\ Af } are equal to , respectively. It means that the union of faces Af ) and A 2 3) is the set of essential states of the random walk. So it is sufficient to consider the random walk on these faces. . For this face the induced chain is the simplest onedimensional random walk which jumps up 1 with probability cAi and down 1 with probability c//i(l), where c = (Ai + /^(l))'
1 . The stationary probability that such random walk is not in the state 0 is equal to Therefore in accordance with (4.1)
Substituting the expressions for the vectors M 2
, M 2 (2) and taking their projections on the face Af \ we obtain = A 2 e 2 (2) + (λ! The vector V^ is computed in the same way.
Remark that since only one component of each vector M/ 3) is negative, there are no other two-dimensional ergodic faces and there are no one-dimensional faces.
We define the second vector field V(x) to be constant on any ergodic face Λ
Now we define the second vector field on non-ergodic faces. It can be multi-valued. We say that Λ is an outgoing face for ΛΙ, ΛΙ C Λ, if all coordinates V* for i G Λ \ ΛΙ are positive. If χ £ ΛΙ, where ΛΙ is non-ergodic, then V(x) takes all values VX for which Λ is an outgoing face. For example, two vectors V^\V^ correspond to the face Λ$. Further, the second vector field will be denoted by V. Therefore one can suppose that a starting point lies on the faces A?\ A^, for example, χ e A^\ On this face the vector of the second field is V^ which lies on the three-dimensional face A.f\ So we move along the vector V? (3) until we reach the twodimensional face \f\ Further, we move along the vector V 2 on the face A^2
) and reach a point y lying on the one-dimensional face A^.
It is easy to compute that
The second vector field on the face A^ is equal to V/ 3 \ where vf® lies on the threedimensional face AJ 3) . Therefore, we move along the vector l// 3) until reach the twouimensional face λ^ and then, moving along the vector V^2
) on this face, we reach a point χ belonging to the face A^. Thus, the cycle has been finished. We have again reached the face A^J we have started from.
The inequality
is equivalent to the inequality
Pl (2)
Therefore we never reach 0 moving along trajectories of the field V.
To prove that the network is transient, we take the Liapunov function F(x) to be equal to the reaching time of state 0 starting at χ and moving along trajectories of the field V in reverse direction. It is clear that for some 6 > 0
where V(x) is a vector of the field V in the point x. Then from Theorem 2.1 [8] it follows that the random walk is transient. The proof is analogous to the proof of Lemma 3.3.
Remark 5.1. One can construct a one-step Liapunov function, i.e., inequality (5.1) is fulfilled for m = 1, in the same way as it has been done in the proof of Theorem 1.
The exponential estimates of the form (2.2), (2.3) are deduced from existence of the Liapunov function in finite steps in the same way as in Theorem 1.
The disciplines D\(p\ D 2 (p) are considered by analogy with the above case. Moreover, a solution of this problem with the help of explicit formulae is known for the general networks [10] .
