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Abstract
Patro, Chhayakanta. PhD. The University of Memphis. August, 2016. The Effect of TopDown Compensation on Speech Perception Using Simulated Cochlear Implant Processing and
Post-Lingual Cochlear Implant Users. Major Professor: Dr. Lisa Lucks Mendel.
In suboptimal listening environments when noise hinders the continuity of the speech, the
normal auditory-cognitive system perceptually integrates available speech information and “fills
in” missing information with help from higher level feedback mechanisms. However, individuals
with cochlear implants (CIs) find it difficult and effortful to understand interrupted speech
compared to their normal hearing (NH) counterparts. Little is known about CI listeners’ ability to
restore missing speech when they are exposed to challenging listening environments. In this
dissertation, three experimental paradigms were used to evaluate listeners’ ability to utilize their
acquired linguistic skills in normal hearing individuals using simulated cochlear implant
processing and in individuals with cochlear implants. In the first experiment, listeners’ abilities
to use semantic context when speech was intact or interrupted was evaluated under various
spectral resolution conditions. The results suggested that higher level processing facilitates
speech perception up to a point but it fails to facilitate speech understanding when speech signals
are significantly degraded. In the second experiment, high level processing was investigated
using the phonemic restoration effect where sentences were interrupted with and without filler
noise at different interruption rates. Both groups failed to show top-down restoration, except the
CI users showed some amount of higher level processing at the lowest interruption rate. In the
third experiment, a gated word recognition task was used and listeners with CIs required
comparatively more acoustic-phonetic information to recognize a word than the NH listeners. In
the final experiment, when speech was presented in noise, both groups relied significantly on
contextual cues to perceive the speech. Overall, the results from successive experiments
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indicated CI users rely heavily on contextual cues when they are available. However, when they
listen to speech with severe degradations, they may not benefit from semantic context as the
incoming speech does not provide enough information to trigger top-down processes. If the
signal fidelity (spectral resolution) is improved, their benefit from higher level linguistic
feedback processes can be maximized.
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Chapter 1
General Introduction
According to the National Institute on Deafness and Other Communication Disorders, as
of 2012, approximately 324,200 people worldwide have received cochlear implants (CIs) since
the devices were introduced in the early 1980s. Since their introduction, CIs have become a great
success story as they have become a standard and viable method of intervention for patients with
severe to profound sensorineural hearing loss. Candidates for these devices are those who obtain
little or no benefit from conventional amplification. Several CI systems have been developed
over the years by different manufacturers, and all have the following components in common: a
microphone that picks up sounds from the environment, a signal processor that transforms
speech input into electrical replicas as precisely as possible, a transmission link that conveys the
transformed electrical signals to the implanted electrodes, and an electrode array that consists of
multiple electrodes that are inserted into the cochlea to electrically stimulate the auditory nerve.
This electric transformation of acoustic signals then activates the auditory nerve, which then
sends the signals to the brain where the listener attempts to understand the spoken message. CIs
attempt to simulate natural sound processing like the normal auditory mechanism, where sound
creates an electric current that stimulates the auditory nerve.
CIs can provide relatively high levels of speech perception in quiet, however, a
tremendous amount of variability in speech perception can be encountered among CI users
(Kiefer et al., 1998; Zeng, 2004; Peterson et al., 2010). Speech recognition improvements
following implantation range from good speech understanding to no improvement at all, and
listeners with CIs typically display poor speech perception in noise because in adverse listening
conditions, the spectro-temporal composition of the spoken message is degraded. Additionally,
1

these informational acoustic components are further corrupted due to potential limitations that
are inherent to CIs that include distorted tonotopic maps (Fu and Shannon, 1999; Peterson et al.,
2010), imperfect electrode placement (Başkent and Shannon, 2006), improper electrode-neuron
interface (Nelson et al., 2003; Qin and Oxenham, 2003), reduced electrode channels (Qin and
Oxenham, 2003) and channel interactions among the implanted electrodes (Chatterjee and
Shannon, 1998).
Speech perception is conceptualized to be the bi-product of the complex interplay
between bottom-up processing and top-down processing. Bottom-up processing is also known as
data driven processing because perception is assumed to be based on low level sensory
information and the incoming speech signal incorporating meaningful auditory cues that are
essential for recognition (Cutler et al., 1987; Rönnberg et al., 2013). allowing listeners to rely on
feedback from high level processing to compensate for degradations in the speech signal
(Sohoglu et al., 2014). This dissertation addresses a salient gap in research on these high level
lexical processing abilities in listeners with CIs. Multiple paradigms were used to assess different
levels of processing spanning from sentence level semantic skills to word level lexical access.
The studies described here focus on exploring how well post-lingually deafened CI users
implement such processing in comparison to those with normal hearing who listened to CI
simulated speech. The first paper explored the interaction between highly degraded bottomup/low level processing of speech information and top-down/high level compensatory
mechanisms by investigating the effects of semantic context on the perception of interrupted and
uninterrupted speech under various spectral reduction conditions. Research suggests listeners
with CIs face greater difficulty in recognizing interrupted sentences because such speech is
further degraded due to poor spectral resolution that is inherent to implant systems (Başkent,
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2012). Further, studies suggest that feedback from higher level processes can be enhanced under
higher spectral resolution conditions (Başkent, 2012). The first paper further explored the role of
contextual cues on the perception of interrupted sentences under spectral degradation conditions
that are specific to CI systems. It was hypothesized that when the signal was poorly represented
(spectral resolution was reduced), listeners would show greater use of contextual information to
understand speech. In addition, it was hypothesized that further degradations in lower level cues
(by adding interruptions) would restrict the use of semantic contextual information.
The second paper was a follow-up investigation that explored top-down compensation
ability in actual post-lingually deafened CI users and compared their performance to individuals
with NH who listened to CI simulations. The purpose was to determine whether the two groups
of listeners exhibited the phonemic restoration (PR) effect which occurs when listeners correctly
restore missing speech that is momentarily interrupted by extraneous noise (Warren, 1970).
Based on previous simulation studies (Başkent, 2012; Bhargava et al., 2014), it was
hypothesized that the NH listeners would show limited or no PR effect because the CI simulation
would further degrade acoustic cues when the interrupted speech was presented under poor
spectral resolution conditions. In addition, it was hypothesized that the post-lingual CI users
would display comparable or even better PR to that of NH individuals because CI users are more
acclimatized to electrical stimulation and spectrally degraded stimuli.
Two additional experimental paradigms were used to evaluate speech perception in these
post-lingually deafened CI users and NH listeners. This additional chapter presents preliminary
findings from these studies and is included to further explore the interactive nature between feedforward and feedback mechanisms. One of the experimental paradigms evaluated lexical access
by presenting successive segments of a word to determine how much of the speech signal was
3

necessary before the word was correctly identified. Evaluation of gated word recognition for
lexical access provided additional insight into these listeners’ use of feedback mechanisms
because such a task required the interaction between available sensory information and lexical
abilities. In the last experimental paradigm, the role of contextual cues on the perception of
speech was investigated by determining listeners’ perception of low- and high-predictability
sentences presented in noise. This paradigm provided additional insight into the amount of
contextual benefit these listeners’ received and applied to their speech perception abilities.
Overall, these studies examined the role that cognitive resources in general and acquired
linguistic abilities in particular, play in compensating for the loss of acoustic information when
speech is degraded. Demographic characteristics such as duration of deafness, and device related
complexities, such as electrode placement, are shown to affect the success of CIs, however, these
factors do not fully explain the variability in speech recognition performance. These studies
examined the important role that higher level processing also plays in speech recognition and
more so when explaining speech perception if acoustic information is degraded.

4

Chapter 2
ROLE OF CONTEXTUAL CUES ON THE PERCEPTION OF SPECTRALLY
REDUCED INTERRUPTED SPEECH
I.

INTRODUCTION
In everyday listening, individuals listen to speech under conditions that are less than

optimal. As a result, portions of a spoken message are masked, disrupted, and/or essential
acoustic-phonetic cues are obliterated and thus not available to the auditory system. These
speech degradations are present to some extent in everyday listening environments (Helfer and
Wilber, 1990). Despite these multiple degradations, listeners with normal hearing (NH) can still
understand speech with little or no effort by utilizing their linguistic expertise, semantic context
and other lexical constraints (Warren, 1970; Bashford et al., 1996). It is also evident from the
literature that contextual information helps listeners compensate for degraded acoustic
information (Miller et al., 1951; Kalikow et al., 1977; Sheldon et al., 2008). That is, when parts
of a sentence are missing (interrupted speech), listeners can still perceive speech utilizing
semantic context quite effortlessly (Sivonen et al., 2006) because semantic context includes
meaning, grammar and knowledge about the direction of conversation (Boothroyd and Nittrouer,
1988). However, it is yet to be explored how interrupted speech is further degraded by a cochlear
implant (CI) system and how lexical knowledge activated by syntactic or semantic context work
together to facilitate speech perception. The present study focuses on the ability of CI listeners to
utilize semantic context when understanding spectrally reduced interrupted/uninterrupted speech.
A.

SPECTRAL REDUCTION AND SPEECH PERCEPTION

Conversational speech carries important acoustic information in spectral and temporal
domains (Smith et al., 2002). However, speech coding devices can only crudely encode these
5

spectral and temporal cues and remove a massive amount of acoustic information before
transferring signals to the electrode array (Zeng et al., 2004; Lorenzi et al., 2009). Specifically,
the implant system receives only temporal envelope information whereas the finer acoustic
details (temporal fine structure) are often not conveyed efficiently. Furthermore, for listeners
with CIs, the spectral resolution of the spoken message is degraded due to a distorted tonotopic
map (Fu and Shannon, 1999), improper electrode placement (Başkent and Shannon, 2006;
Holden et al., 2013), electrode-neuron interface (Qin and Oxenham, 2003; Khan et al., 2005;
Bierer et al., 2011), reduced electrode channels (Friesen et al., 2001) and channel interactions
among the implanted electrodes (Chatterjee and Shannon, 1998). As a result, CI users receive
spectrally reduced speech that contributes significantly to the problems that they face on a
regular basis (Dorman et al., 1998; Qin and Oxenham, 2003; Stickney et al., 2004). However,
conversational speech is often redundant which allows listeners to rely on the remaining acoustic
cues to achieve robust communication (Cooke, 2006). Therefore is enough research evidence
available to conclude that dramatic reduction of spectral information in a speech signal does not
cause poor speech recognition especially in quiet listening environments (Shannon et al., 1995).
However, a greater amount of spectral information is required to perceive speech in noise.
Friesen et al. (2001) reported that a larger number of channels are required for CI users to
achieve speech recognition performance in noise compared to that in quiet. Studies have shown
that 4–16 spectral channels are necessary to achieve near normal speech recognition performance
depending on the type and difficulty of speech materials (phonemes, words or sentences) and
listening conditions (e.g., quiet or noise) used (Shannon et al., 1995; Shannon et al., 2004; Zeng
et al., 2004; Başkent and Shannon, 2006).
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B.

SPEECH INTERRUPTION AND SPEECH PERCEPTION
In this study listeners’ reliance on contextual cues to perceive periodically interrupted

speech presented under variable spectral reductions was evaluated. Evaluating the perception of
interrupted speech enables us to understand the ability of listeners to make use of partially
available speech signals. Understanding interrupted speech requires perceptual integration of
available speech information and implementation of higher level processing. The residual
sensory information in interrupted incoming speech provides useful auditory cues and enables
perceptual systems to analyze the acoustic features that are embedded in the speech
signals(Norris, 1994). In addition, feedback processes facilitate prior knowledge and higher-level
linguistic expertise to help interpret the degraded speech signal (McClelland and Elman, 1986).
To comprehend speech in adverse listening conditions, much of the literature favors this
interactive nature of feed-forward and feedback processing (McClelland and Elman, 1986;
Sohoglu et al., 2014) to perceive degraded speech signals (Rönnberg et al., 2013). In other
words, listeners use feedback processing to integrate available acoustic cues (degraded or intact),
form of an auditory object, reconstruct the missing information and extract the meaning. Thus,
perception of interrupted speech requires integration of available speech information and
restoration of missing information in order to form meaningful perceptual objects (Warren,
1970).
The presence of context has been shown to substantially facilitate feedback from higher
level processes when feed-forward cues are reduced (Pollack and Pickett, 1964).Several studies
have explored the effects of sentential context on the intelligibility of final (key) words (Pichora‐
Fuller et al., 1995; Dubno et al., 2000; Sheldon et al., 2008) The Speech Perception in Noise
(SPIN) sentences (Kalikow et al., 1977; Bilger, 1984) were specifically developed to include
7

sentences with final words that are predictable from the sentence context. The facilitation of topdown processing is influenced profoundly by semantic context since speech is redundant, and
listeners use those contextual cues to restore interrupted speech.
In addition to utilizing the sentential context, listeners also use auditory cues both before
and after the interrupted portions of speech to predict the obliterated speech information. The
phonemic restoration (PR) effect refers to the process in which listeners perceive spoken
sentences as intact even though some parts of them have been replaced by extraneous sounds
(Warren, 1970; Bashford and Warren, 1979; Grosjean, 1980; Verschuure and Brocaar, 1983;
Bashford et al., 1992; Bashford et al., 1996). Many underlying mechanisms have been proposed
for this improvement in speech recognition with the addition of filler noise. Huggins (1964)
reported that the filler noise masks the interrupted segments and thus we are less affected by the
detrimental effects of speech interruptions. This explanation emphasizes that the feed-forward
process is responsible for the PR effect. Alternatively, the top-down point of view explains that
the cognitive processes are triggered by contextual cues and a continuous percept emerges with
the introduction of filler noise (Bashford and Warren, 1979; Bashford et al., 1992).
Today, there is converging evidence suggesting that both feed-forward and feedback
processes are responsible for the PR effect (Warren, 1970; Repp, 1992; Riecke et al., 2007;
Riecke et al., 2009). The PR effect does not occur if the missing phoneme is replaced with
silence, suggesting that context alone is not sufficient to compensate for the deficiencies in the
speech input. However, other studies demonstrated that listener expectation and linguistic and
acoustic context can also play important roles in PR (Warren and Sherman, 1974; Bashford and
Warren, 1979; Bashford et al., 1992). These important findings suggest that interaction between
feedback and feed-forward processing takes place to restore missing elements in a speech stream.
8

Recent studies suggested that cognitive processes are involved in the phonemic restoration
mechanism, but magnitude of cognitive involvement is still not clear. In the current study,
semantic context was explored to determine how it activates feedback processes under spectrally
reduced conditions.
Individuals who use implantable auditory prostheses receive speech signals that are
spectrally degraded and often lacking fully transmitted temporal fine structure (Nelson et al.,
2003; Başkent and Chatterjee, 2010; Chatterjee et al., 2010). Given that the process of top-down
compensation demands the involvement of the cognitive mechanism, further degradations in the
perceived speech signals (due to hearing loss or signal processing in CIs) can restrict and
negatively affect such higher level processing (Miller and Licklider, 1950; Başkent and
Chatterjee, 2010; Başkent, 2012; Bhargava and Başkent, 2012). Limited interaction between
highly degraded lower-level speech cues and feedback mechanisms is expected because the
speech signals do not contain the essential acoustic details to trigger lexical access. As a result,
speech understanding becomes challenging for CI users in adverse listening situations with
background noise (Stickney et al., 2004). Research suggests listeners with CIs face greater
difficulty in recognizing interrupted sentences (Nelson et al., 2003) because the interrupted
speech is further affected by spectral degradations that are inherent to implant systems (Başkent,
2012). Furthermore, studies suggest that top-down compensation ability can be enhanced under
higher spectral resolution conditions (Başkent and Chatterjee, 2010; Başkent, 2012).
The purpose of the current study was to evaluate the perception of low- and highpredictability sentences in listeners with normal hearing under simulated CI conditions of
variable spectral resolution and interruption. It was hypothesized that when the signal was
poorly represented (spectral resolution was reduced), listeners would show greater use of
9

contextual information to understand speech. In addition, it was hypothesized that further
degradations in the acoustic cues (by adding interruptions) would restrict the use of semantic
contextual information.
II.

METHOD

A.

PARTICIPANTS
Twenty adults (10 men and 10 women), who were native speakers of American English,

participated in this study. The participants were gender matched to control for the possibility that
females take advantage of contextual cues more than men especially when speech is degraded
(Liederman et al., 2011). All participants had hearing sensitivity within normal limits reflected
by air conduction thresholds < 20 dB HL at the audiometric frequencies from 250 to 8000 Hz
and normal middle ear function as evidenced by Type A tympanograms bilaterally. The
participants had no known history of otologic, speech and language, or psychological problems.
We tested adult subjects whose age ranged from 20 to 41 years (M=24.7) to rule out age related
cognitive decline which can have an adverse effect on higher level processing.
B.

STIMULI
The Revised Speech Perception in Noise (R-SPIN) test (Bilger, 1984) was used which

consists of low-predictability (LP) and high-predictability (HP) sentences. The LP sentences
provide no contextual cues and the HP sentences provide semantic cues for final word
recognition. The R-SPIN is composed of 50 meaningful and non-meaningful sentences that
require the listener to recognize the last word in each sentence. The HP sentences (25 items)
provide semantic cues that help to predict the key word. The LP sentences (25 items) provide
limited semantic contextual information making it difficult to predict the final key word. In the
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HP sentences, the last word matches the content of the sentence, for example, “Zebras have
black and white stripes.” However, in the LP sentences, the last word does not match the
content of the sentence, for example, “They were talking about the stripes.” As shown from
these examples, the target word is the same in both HP and LP sentences but the content leading
to the target word is different. The HP and LP sentences within a given list are randomly
distributed which minimizes any potential learning effects. Each R-SPIN sentence is five to
seven words long and contains words with up to four syllables. The eight R-SPIN lists are all
statistically equivalent, so regardless of which list is used, the same results would be expected.
The original R-SPIN sentences were recorded from a single male talker and the multi-talker
babble was produced by mixing continuously read text from 12 talker samples. The original
multi-talker babble was used as a competing noise for the baseline condition in this study. The
R-SPIN sentence lists were edited and scaled using Adobe Audition Version 3.0 to ensure that
the RMS amplitude for all the stimuli would be at the same level. A 1 kHz calibration tone was
inserted prior to each list to calibrate the VU meter deflection to “0.” The amplitude level of the
calibration tone was matched with the unprocessed R-SPIN sentences, so that the actual test
stimuli could be presented at the desired signal-to-noise (SNR) level.
The present study involved a baseline condition and three experimental conditions. In the
baseline condition, the stimuli from the R-SPIN were presented in their traditional way in multitalker babble at a +8 dB SNR. The remaining three conditions served as the experimental
conditions: Periodically Interrupted speech (PI), Spectrally Reduced (SR) speech and
Periodically Interrupted and Spectrally Reduced (PI+SR) speech. For the PI condition, all the RSPIN sentences were processed digitally using MATLAB to generate interrupted speech. The
sentences were periodically interrupted so that 50% of the speech was replaced by noise. This
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was done by multiplying the speech sentence with a square wave of 1.5 Hz and the duty cycle
was set at 50%. These specific interruption parameters were chosen based on previous studies
(Powers and Wilcox, 1977). A 5 msec raised-cosine ramp was used to reduce spectral splatter.
The periodic interruptions were replaced by a speech-shaped noise (produced from the long-term
speech spectrum of the R-SPIN sentences), because this noise produces a strong restoration
effect (Bashford and Warren, 1979). The filler noise was produced by applying the same periodic
square wave with inverted phase. Then the interrupted speech and the filler noise was added to
produce our test stimuli. The interrupted speech and the filler noise were combined in such a way
that there was minimal overlap. Specifically, for restoration to occur, the filler noise level must
be high enough to mask the silent interruptions. However, if the noise level is excessively high,
there is the possibility of masking the available neighboring speech segments. Keeping these
points in mind, speech modulated noise was used as the noise that replaced the gaps, and the
level for the interruption noise was set at -10 dB SNR based on previous studies (Başkent,
2012).
For the SR condition, all of the R-SPIN sentences were noise-band-vocoded offline into
4, 8, and 16 channel noise bands using the Tiger CIS program developed by Qian-Jie Fu, Tiger
speech Technology (House Ear Institute). The Tiger CIS program uses methods similar to the
published standards (Shannon et al., 1995). The R-SPIN stimuli were first band passed to limit
the input range between 200 and 700 Hz and were then divided into the desired number of bands
(4, 8 or 16) using Butterworth filters with 24 dB/octave roll off. The cutoff frequencies of the
filters were determined based on Greenwood’s mapping function (Greenwood, 1990). The
temporal envelope of each band was extracted using a half-wave rectifier and a 400 Hz low-pass
filter. The envelope extracted from each band was then used to amplitude-modulate a white noise
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signal with the same bandwidth as the original signal band. Finally, the bands were combined to
produce the noise-vocoded stimuli. For the PI+SR condition, the R-SPIN stimuli were first
interrupted with the speech-shaped noise similar to the PI condition and then the sentences were
further manipulated using the noise-band vocoder processing (4-8-16) channels from the SR
condition. Specifically, a maximum of 16 (mild spectral reduction) channels was chosen because
this amount of spectral resolution easily allows NH listeners to achieve typical speech perception
when assessed using a sentence recognition task.
C.

PROCEDURE
Prior to participation in the study, the participants were informed about the purpose and

procedures of the study and informed consent was signed. Participants then underwent
tympanometry using a calibrated middle ear analyzer (GSI-38) to ensure they had normal middle
ear function (Type A tympanogram with acoustic reflexes present). Pure tone audiometry was
carried out to confirm that thresholds were within the normal range. All testing was completed in
a sound-treated room and noise levels were maintained within permissible limits, as per ANSI
S3.1-1999 (American National Standards Institute, 2003). The stimuli were routed from a Dell
Precision (M4700) laptop to a calibrated two-channel diagnostic audiometer [GSI-61] and then
to the sound field speaker to present the stimuli of interest. The listeners were seated in the sound
treated booth facing the speaker (0-degree azimuth at 1-meter distance).
All eight lists of sentences from the R-SPIN were used as test stimuli, and each of the 8
lists was modified 8 different ways for the following 8 conditions: Baseline, PI, SR4, SR8, SR16,
PI+SR4, PI+SR8, and PI+SR16. We first randomized the lists and then randomized the
condition, such that each participant heard only one modified list per condition to minimize
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learning and practice effects. Thus, all 8 lists from the R-SPIN were presented in the following 4
conditions:
Condition 1: Baseline (B) – R-SPIN with multi-talker babble at +8 SNR
Condition 2: Periodic Interruption (PI)
Condition 3: Spectral Reduction (SR)
o SR4
o SR8
o SR16
Condition 4: (PI+SR, periodically interrupted and spectrally reduced)
o PI+SR4
o PI+SR8
o PI+SR16
The speech stimuli were presented at 70 dB SPL for all conditions. For the baseline
condition the stimuli were presented at +8 dB SNR with multi-talker babble. The interruption
noise for the PI and PI+SR conditions was presented at -10 dB SNR. The listeners were
instructed to verbally repeat what they heard after each sentence was presented. No training was
provided prior to actual testing because research has shown that there is strong and rapid
improvement in speech recognition performance after systematic training (Benard and Başkent,
2013). Each sentence was presented only once, and guessing and repeating all parts of the
sentences were encouraged. With these instructions, even if some parts of the sentence were
perceived ambiguously, the listeners had the chance to report what they thought they heard and
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no feedback was provided during data collection. The accuracy of perceiving the final words in
the sentence was determined. All verbal responses were recorded using a digital audio recorder
(Marantz Model PMD660 portable solid state) for inter-judge scoring reliability which was
calculated using the formula: (agreements / [agreements + disagreements]) X 100%. Each
experimental session lasted 90-105 minutes and the participants were compensated for their
participation.
III.

RESULTS
The percentage of final words correctly recognized was computed for each participant for

each contextual condition type (HP and LP) in each experimental condition. To stabilize the
error of variance and avoid ceiling and/or floor effects, we converted the percent-correct scores
for each subject in each condition to rationalized arcsine units (Studebaker, 1985) for statistical
analysis. RAUs were converted back to percent correct for display of the data.
A.

BASELINE CONDITION
Baseline performance was determined by comparing listeners’ speech perception for the

HP and LP sentences at +8 dB SNR which is displayed in Figure 1. A paired-samples t-test was
conducted to compare sentence recognition ability for the HP and LP conditions. There was a
statistically significant difference in the percent correct RAU scores for the HP and LP
conditions indicating that performance on the HP sentences was significantly better than the LP
sentences; t (19) =19.78, p = < 0.001. These results suggest that contextual cues do have an
effect on speech perception in noise. Specifically, these participants took advantage of contextual
cues and performed better for the HP sentences than the LP sentences when they were presented
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at +8 dB SNR. Furthermore, the effect size for this analysis was found to exceed Cohen’s
convention for a large effect (d = 6.98).

Figure 1. Mean percent correct scores for HP and LP sentences in the baseline condition, (+8 dB
SNR). Error bars reflect +/- 1 standard deviations (SD) around the mean.
B.

PI CONDITION
Mean percent correct scores for the HP and LP R-SPIN sentences in the PI condition are

shown in Figure 2. A paired-samples t-test was conducted to compare sentence recognition
ability for the HP and LP sentences that were periodically interrupted. There was a significant
difference in the percent correct RAU scores for HP and LP conditions indicating that
performance on the HP sentences was significantly better than the LP sentences; t (19) = 19.52, p
= < 0.001. These results suggest that listeners used contextual cues to restore the missing
elements in a speech stream as they performed better for the HP sentences than the LP sentences.
Again, the effect size for this analysis was found to exceed Cohen’s convention for a large effect
(d = 4.54).
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Figure 2. Mean percent correct scores for HP and LP sentences in the PI condition. Error bars
reflect +/- 1 SD around the mean.
C.

SPECTRAL REDUCTION CONDITION
The effects of contextual cues and spectral reduction on speech perception were analyzed

using a 3x2 repeated measures ANOVA (3 SR conditions: 4, 8, and 16; 2 contextual conditions:
HP and LP) with a within-subjects design. The results, shown in Figure 3a, indicate there was a
significant main effect for number of channels (F (2, 38) = 101.57, p<0.001, power = 1.00)
which showed that sentence recognition performance increased significantly for each
incremental addition of more spectral channels. In other words, the addition of more channels of
spectral information resulted in better sentence recognition regardless of the level of
predictability (HP or LP). There also was a significant main effect of contextual cues on sentence
recognition (F (1, 19) = 669.62, p< 0.001, power =1.00). In addition, there was a significant
interaction effect between spectral reduction and contextual cues (F (2, 38) = 50.27, p < 0.001,
power = 1.0) which indicates the speech recognition scores for different contextual conditions
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depended on the spectral reduction condition. A post hoc pairwise multiple comparison Tukey
test was applied to further understand this interaction effect and the results revealed that
contextual benefit for the lowest spectral resolution (SR4) was significantly higher (p<0.001)
than the other two spectral conditions (SR8 – p<0.01 and SR16 – p<0.05).
Figure 3b displays the mean percent contextual benefit (Performance for HP minus
Performance for LP) under various spectral reduction conditions. Contextual benefit for the SR4
condition (M = 42.20, SD = 8.56) was significantly higher than for the SR8 (M = 24.40, SD =
10.13) and SR16 conditions (M = 12.40, SD = 7.45). As shown in Fig. 3b, perception of HP
sentences under the SR16 condition was near the ceiling and likely contributed to the reduction
in contextual benefit. Given the potential impact of ceiling effects to these findings in the SR16
condition, the speech perception scores for the SR4 and SR8 conditions were re-analyzed to be
sure they did not have a negative impact on the interaction effects found. Using a 2x2 repeated
measures ANOVA (2 SR conditions and 2 contextual conditions) with a within-subjects design,
a significant main effect was found for number of channels (F (1, 19) = 47.92, p<0.001, power =
1.00) and contextual cues on sentence recognition (F (1, 19) = 560.30, p< 0.001, power =1.00).
Again, a significant interaction effect was observed between spectral reduction and contextual
cues (F (1, 19) = 30.40, p < 0.001, power = 1.0). The post hoc analysis suggested that contextual
benefit for the SR8 condition was less than that for the SR4 condition. Hence, even with no
ceiling effect in the SR4 and SR8 conditions, the benefit from contextual cues decreased as the
spectral resolution was improved.
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Figure 3a. Mean percent correct scores for HP and LP sentences under variable spectral
reduction conditions (SR4, SR8 and SR16). Error bars reflect +/- 1 SD around the means. The
figure also shows that there was a significant main effect for both SR (p<0.001) and context
(p<0.001).
Figure 3b. The mean percent contextual benefit (Performance for HP – Performance for LP)
under various spectral reduction conditions (SR4, SR8 and SR16). Error bars reflect +/- 1 SD
around the means.
D.

SPECTRALLY REDUCED INTERRUPTED SPEECH
Figure 4a shows the mean percent correct scores for periodically interrupted HP and LP

sentences under variable spectral reduction conditions. The role of contextual cues on spectral
reduction for interrupted sentences was analyzed using a 3x2 (3 SR conditions: SR4, SR8, and
SR16; 2 contextual conditions: HP and LP) repeated measures ANOVA applied with the withinsubjects design. There was a significant main effect of spectral reduction (F (3, 57) = 717.96,
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p<0.001, power = 1.00) which shows that the sentence recognition performance increased
significantly for each incremental increase in spectral channels. There also was a significant
main effect of contextual cues (F (1, 19) = 397.0, p< 0.001, power =1.00) showing that listeners
benefitted from the contextual cues and performed better for the HP sentences overall regardless
of the SR condition. The interaction was also significant for different spectral conditions (F
(2.17, 41.29) = 69.91, p < 0.001, power = 1.0) indicating that the speech recognition performance
for interrupted speech varied across the spectral conditions. A post hoc pairwise multiple
comparison Tukey test again showed that contextual benefit improved for the perception of
interrupted sentences as the spectral resolution was increased from SR 4 (p<0.05) to SR 8
(p<0.01) to SR 16 (p<0.001).
Figure 4b displays the mean percent contextual benefit (Performance for HP –
Performance for LP) for interrupted speech under various spectral reduction conditions.
Contextual benefit for the PI+SR16 condition (M = 32.60, SD = 10.57) was significantly better
than for the PI+SR8 (M = 21.30, SD = 4.56) and PI+SR4 conditions (M = 0.00, SD = 0.00). The
PI+SR4 condition suffered from floor effects where listeners’ speech recognition scores were
very poor regardless of the contextual condition. Data that did not suffer from the floor effect
(PI+SR8 and PI+SR16 conditions) were re-analyzed using a 2x2 repeated measures ANOVA (2
SR conditions and 2 contextual conditions) with a within-subjects design. The results indicated
that there was a significant main effect for number of channels (F (1, 19) = 121.43, p<0.001,
power = 1.00) and contextual cues on sentence recognition (F (1, 19) = 395.43, p< 0.001, power
=1.00). In addition, a significant interaction effect was found between spectral reduction and
contextual cues (F (1, 19) = 627.20, p < 0.001, power = 1.0). The post hoc analysis suggested
that contextual benefit for the PI+SR16 condition was higher than that of the PI+SR8 condition.
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Therefore, the results in combination suggest that the benefit from the contextual cues for the
perception of periodically interrupted speech increased as the spectral resolution was improved.

Figure 4a. Mean percent correct scores for periodically interrupted HP and LP sentences under
variable spectral reduction conditions (4, 8 and 16 channels). Error bars reflect +/- 1 SD around
the means. There were significant main effects for both SR (p<0.001) and context (p<0.001).
Figure 4b. The mean percent contextual benefit (Performance for HP – Performance for LP) for
periodically interrupted speech under various spectral reduction conditions (4, 8 and 16
channels). Error bars reflect +/- 1 SD around the means.
IV.

DISCUSSION

A.

ROLE OF CONTEXTUAL CUES
The current study was designed to investigate the effects of semantic context on the

perception of interrupted and uninterrupted speech under various spectral reduction conditions.
Specifically, context driven perceptual skills when lower level speech was spectrally reduced
and/or periodically interrupted were examined. However, prior to determining the listeners’
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performance for the spectral reduction conditions, the role of contextual cues on their speech
recognition performance in the presence of background noise (baseline condition) was examined,
and the results showed that listeners benefited tremendously when the speech was contextually
rich. These results are in agreement with earlier studies that looked at the role of context (Bilger,
1984). Typically, NH individuals perform 20 to 30 percentage points better for HP sentences
compared to LP sentences in background noise (Boothroyd and Nittrouer, 1988).
The role of contextual cues on the perception of periodically interrupted speech (with the
noise replacing the silent intervals) was also evaluated, and again the results suggested that
listeners greatly benefited from semantic context (shown by the large effect size). Such results
were not unexpected because earlier research that evaluated the PR effect has also shown that
contextual cues profoundly influence phonemic restoration (Bashford et al., 1992), and listeners
rely on contextual cues to perceptually integrate the available speech segments and form a
meaningful auditory object in light of contextual evidence. For example, Sivonen et al. (2006)
reported that sentence recognition is faster and more accurate when the sentence is highly
predictable compared to less predictable sentences. Kidd and Humes (2012) reported that HP
sentences were perceived better than LP sentences when they were interrupted with silent
intervals regardless of interruption rate, age of subjects and hearing status. It is evident from the
current study and available literature that the availability of semantic cues leading to key words
in HP sentences enhanced speech recognition performance even when they were interrupted
because listeners were able to generate correct hypotheses regarding the probable contents of
distorted segments.
In the SR condition, the role of semantic context on the perception of spectrally degraded
speech was evaluated by processing the speech stimuli using a vocoding technique that roughly
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mimics the quality of speech as perceived by CI users. This type of signal degradation reduces
the contribution of fine acoustic detailing (fine-structure cues) by preserving the overall envelope
cues. The main effect found for spectral reduction suggested that as the number channels
increased, speech recognition improved for both HP and LP sentences. These results were also
not surprising and were in agreement with the previous literature (Shannon et al., 1995) because
envelope cues carry important acoustic information that is essential for spoken language
comprehension (Shannon et al., 1995).
Our results suggested that the presence of semantic context contributed to speech
perception in general especially in the presence of degraded speech which is in agreement with
prior research (Pichora‐Fuller et al., 1995). This finding is particularly relevant for people who
struggle with everyday listening difficulties when a speaker suddenly introduces a change of
topic during a conversation. However, such compensation using semantic context may not be
required if there are sufficient acoustic cues available to convey the speech optimally. For the
SR16 condition, listeners’ performance with HP sentences reached 99%. It is likely the ceiling
effect in that condition contributed to the reduction in contextual benefit, at least partially.
Ardoint et al. (2014) suggested that performance at ceiling when speech is not significantly
degraded may result in misleading conclusions. Thus, our conclusions are limited regarding the
effect of spectral reduction on the speech recognition performance for HP and LP sentences for
the SR4 and SR8 conditions that did not reach ceiling so as not to suggest that the findings could
have been a result of experimental manipulation.
B.

ENVELOPE INFORMATION
The vocoding technique used in this study involved an envelope extraction method, and

studies have shown that speech recognition relies heavily (at least in quiet) on the temporal
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envelope. For example, envelope information carries important linguistic cues such as suprasegmental information (Rosen, 1992). The envelope information also contains co-articulation
and intonation pattern information which also contributes to overall sentence recognition. As the
number of spectral channels was increased, more channel-specific envelope information was
available to the listeners. Hence it became easier for the listeners to understand speech based on
the available acoustic-phonetic details, and recognition for the contextually incongruent
sentences also became easier.
C.

LISTENING EFFORT AND COGNITIVE LOAD
Speech perception was easier, faster and effortless when the speech signal was not

degraded. In the current study, reduced reliance on the semantic context under improved spectral
resolution could also be attributed to reduced listening effort because fewer cognitive resources
were engaged when the incoming speech was clear. An experiment by Wagner et al. (2016)
investigated the effect of sentential context on the time course and listening effort for speech
processing using natural and simulated CI speech. Their results suggested that benefit from
semantic context for the simulated speech was less efficient and considerably delayed compared
to natural speech. The presence of noise or degradations in a speech input increased cognitive
load and resulted in effortful listening. Spectral resolution used in the current experiment
resulted in degradations that have been shown to burden available cognitive resources that
contribute to speech perception (Başkent, 2012) and might require substantial reliance on
contextual cues. CI users seem to make use of a maximum of 8 (or even fewer) spectral
channels, regardless of the number of active electrodes (Henry and Turner, 2003). The results
from the present study demonstrated that acoustic information conveyed by such spectral
resolution still demanded contextual support as participants in this study benefited from semantic
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context. Given that speech performance by NH listeners with 8-channel CI vocoded simulation
was similar to that of high-performing CI users (Friesen et al., 2001) , it is fair to assume that
actual CI users heavily rely on the contextual evidence in these situations to achieve speech
perception.
D.

CONTEXTUAL BENEFIT
The most challenging experimental condition looked at the role contextual cues play to

perceive periodically interrupted speech (with noise replacing the gaps) when presented under
variable conditions of spectral reduction. For the PI+SR4 condition, a floor effect was observed,
suggesting that signal degradation (speech interruption and spectral reduction) played an
important role. Hence, the observed reduction in contextual benefit (no benefit) could be
attributed to significant degradation in the speech signal and not due to the contextual cues per
se. However, the results from the current study suggest that the contextually driven higher level
processing failed to operate when the lower level speech information was degraded substantially.
These results are in agreement with the results reported by Başkent (2012). It is possible that the
inferior performance observed here for the PI+SR4 condition could also be attributed to the form
of vocoding technique used in this study. The speech signals were interrupted using speechshaped noise before vocoder processing and when the signal was further processed using a noise
band vocoder, the residual (uninterrupted) speech segments became very noisy thereby making
the quality of the signal significantly reduced, and listeners found it difficult to understand.
Perhaps an alternative form of vocoding technique to simulate CIs, such as sine-wave vocoding,
may have improved the overall quality, and the resulting speech may have been less noisy.
In this study, speech was periodically interrupted and replaced with noise bursts.
Listeners’ ability to perceive such speech is often described as “continuity illusion” because the
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“auditory-cognitive” mechanism functions efficiently to restore (i.e., perceptually complete)
missing segments and listeners find it difficult to judge the speech segments that are physically
absent (Bashford and Warren, 1979; Verschuure and Brocaar, 1983). The findings from the
present study highlight that listeners failed to integrate residual speech information under
reduced spectral conditions.
E.

INTERRUPTION RATE
Samuel (1981) showed that many levels of matching or interactivity between stimulus

acoustics and prior knowledge gives rise to restoration of obliterated speech segments. An
interruption rate of 1.5 Hz (slow rate) and 50% duty cycles were used here which resulted in
omission of a significant portion of a given sentence. Omission of segments in a sentence
demands excessive reliance on the semantic context to restore the missing segments. On the
other hand, a faster interruption rate with higher duty cycle would have resulted in smaller gaps
(only few phonemes or features omitted) in the speech signal, which could be easily restored
using word context. The impoverished perception for the interrupted speech in this study in
general and the PI+SR condition in particular could be attributed to the duty cycle and
interruption rate used to generate the interrupted speech. By using such interruption
configurations (in this study – 1.5 Hz rate and 50% duty cycle), the role of semantics for
perceptual restoration could actually be evaluated. The results from the PI condition
complimented this claim and showed that listeners relied greatly on the semantic context to
perceptually restore and perceive interrupted speech. If the listeners were using only word
context, they would have perceived the LP sentences equally well.
However, with further degradations in the spectral domain, speech information was
significantly reduced which affected contextual benefit adversely. Shafiro et al. (2011a)reported
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that increasing the complexity to speech interruption by introducing a secondary degradation
(additional gating) may affect speech perception significantly. They did not observe any
advantage of sentence stimuli over words when dual gating was used. These findings are in
agreement with the results from this study even though a different type of secondary speech
degradation (spectral reduction) was used. With the addition of more spectral channels, however,
listeners were able to utilize the feed-forward process efficiently and hence the contextual cues
became relevant. Since CI users have access to a maximum of 8 channels in routine listening
environments and the results for PI+SR8 conditions showed that listeners performed poorly on
the perception of interrupted speech, semantic context seemed to be less helpful. Hence, it can be
assumed that CI users may find it difficult to understand speech when they have access to speech
that is interrupted with maskers. Since, we simulated the CIs using vocoders and included
participants who had normal hearing, factors such as the duration of hearing loss, complications
resulting from the CI surgical procedure and cognitive decline due to deafness were not studied
here. Such complications are expected to limit speech perception even further.
Listeners’ ability to understand temporally altered or interrupted speech has been studied
thoroughly and it is well documented that CI users find it difficult to understand interrupted
speech (Nelson et al., 2003). Bhargava et al. (2014) measured the PR effect in three groups: CI
users, NH listeners, and simulated CI listeners using an interruption rate of 1.5 Hz and 50% and
75% duty cycles. The results showed that both CI users and simulated CI listener groups showed
small amounts of PR. However, the largest PR benefit was observed for the NH group (in the
50% duty cycle) condition. They also observed continuity illusion especially when the speech
was minimally interrupted. Their results suggested that both CI and NH listeners can use
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feedback processing, but degraded speech cues in CI listeners alter the interaction between lower
level and higher level processes.
V.

SUMMARY
The findings from the present experiment extend current knowledge regarding why CI

users find it difficult to understand interrupted speech. In summary, these findings explored the
complex interplay between feedback and feed-forward processing. Interactive models of speech
perception (McClelland and Elman, 1986) support this view that feedback processes compensate
for the degraded signal (Sohoglu et al., 2014). However, further spectral degradations imposed
by hearing loss or CIs make it difficult for higher level processes to compensate. These results in
combination suggested that this compensation could be maximized if spectral resolution was
improved, and by conveying increased spectral detail, contextually driven feedback processing
became better. Hence techniques (such as virtual channels) that have been proposed to improve
spectral resolution regardless the number of physical electrodes, could be explored to improve
overall speech perception in noise.
VI.

CONCLUSION
With advancements in CI technology, speech recognition performance has improved

considerably over the years. Higher level processing can be explored with the help of
contextual cues under minimal spectral resolution but higher resolution is required if the
incoming speech is degraded. Future research will involve optimizing spectral and temporal
parameters and evaluating perceptual reconstruction for interrupted speech in actual users of CIs.
In addition, the efficiency of new generation CI technologies in strengthening top-down
compensation when speech is degraded will be evaluated.
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Chapter 3
PHONEMIC RESTORATION EFFECT IN POST-LINGUALLY DEAFENED ADULTS
WITH COCHLEAR IMPLANTS
I.

INTRODUCTION

A.

PHONEMIC RESTORATION
Everyday listening is subjected to various noise interferences such as other talkers

(Cherry, 1953), and one’s ability to understand such challenging speech can be attributed in part
to the redundancy in the speech signal (Cooke, 2006). For instance, in his seminal experiment,
Warren (1970) demonstrated that listeners can correctly restore missing speech that is
momentarily interrupted by extraneous foreground noise. Warren named this process “phonemic
restoration” (PR) because listeners appeared to “hear” the obliterated speech. Since its
identification, the PR effect has been used extensively as an experimental paradigm to gain
insight into the auditory-cognitive relationship, because this illusionary percept is achieved by
extraction of peripheral speech acoustics and implementation of higher level processes (Warren,
1970; Warren and Sherman, 1974; Bashford and Warren, 1979; Verschuure and Brocaar, 1983;
Bashford et al., 1992; Kashino, 2006). Listeners with typical auditory-cognitive integrity resolve
imperfections in the soundscape, integrate available acoustic cues, and extract meaning in noisy
environments with the help of their higher level processing skills. However, cochlear implant
(CI) patients typically experience more difficulty in challenging listening environments (Friesen
et al., 2001; Van Deun et al., 2010). This can be partly due to their failure to integrate available
acoustic cues and/or restore missing speech information (i.e., inefficient coordination between
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auditory and cognitive mechanisms). In this study, the PR paradigm was employed to study CI
recipients’ ability to maintain a coherent perceptual representation of interrupted speech.
The debate on whether the PR effect is strictly a feedback phenomenon is rather
inconclusive to date (Warren, 1970; Repp, 1992; Riecke et al., 2009; Riecke et al., 2012). The
bottom-up viewpoint to explain the PR effect emerged from the very first experiment itself.
Warren (1970) reported that PR does not take place when a silent interval is used to replace a
speech sound. However, if the very same silent interval is replaced with a noise burst, it results in
an illusionary percept suggesting that for the missing phoneme to be restored, sufficient speech
information is needed. Further, Bashford et al. (1996) reported that the PR effect can be
strengthened by using a noise burst that replaces the silent interval) which reflects similar
acoustic characteristics as the target speech. Another explanation that strengthens the feedforward point of view is presented by Huggins (1964) who stated that superior performance for
speech interrupted by noise bursts could be due to inaudibility of the temporal gaps. In other
words, when the speech is interrupted by silent intervals, it becomes less intelligible, but when it
is interrupted by noise, the silent intervals become inaudible and perception improves. Taken
together, these studies provide convincing evidence that lower level acoustic-phonetic
compositions of the incoming speech play a significant role in the restoration process.
However, evidence for the feedback influence on PR is also very convincing because
lexical knowledge profoundly influences the process of restoration and listeners take advantage
of their linguistic experience to restore missing speech segments based on subsequent context
and direction of the conversation (Bashford et al., 1992; Sivonen et al., 2006).
Electrophysiological data support the notion that the PR effect originates above the auditory
periphery (Bashford et al., 1992; Petkov et al., 2007; Riecke et al., 2012) and occurs within the
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central auditory processing system (Micheyl et al., 2003; Petkov et al., 2007; Riecke et al., 2007;
2009) suggesting that cognitive involvement modulates (i.e., perceptually completes) restoration
of speech segments that are affected by interfering noise.
Perceptual restoration is achieved as a result of the complicated interplay between
feedback and feed-forward processing. Much of the literature favors the notion of the interactive
nature of speech perception (Sohoglu et al., 2014) especially when speech is degraded in adverse
listening conditions (Golumbic et al., 2012; Rönnberg et al., 2013). Similarly, to perceive
interrupted speech, listeners manage to exploit the inherent redundancies of incoming speech and
use the remaining low-level speech cues to obtain influence from higher level lexical experience.
Thus, PR demands active interaction between the higher level and lower lever processes, because
integrating important acoustic cues is necessary to trigger higher level processing. Ultimately
this allows reconstruction of the missing information which leads to the understanding of its
meaning in the presence of noise (Warren, 1970; Powers and Wilcox, 1977; Kashino, 2006;
Shahin et al., 2009).
For listeners with CIs, the interactive nature of speech perception is compromised and
feedback processes are faced with serious challenges especially in noisy conditions because of
reduced acoustic cues that are intrinsic to the prosthetic system. Specifically, the finer acoustic
details (temporal fine structure) are often discarded and only envelope cues are conveyed in CIs.
Additionally, spectral resolution may also be degraded due to tonotopic mismatch (Fu and
Shannon, 1999), improper electrode-neuron interface (Qin and Oxenham, 2003; Khan et al.,
2005; Bierer et al., 2011), surgical complications such as imperfect electrode placement (Başkent
and Shannon, 2006; Holden et al., 2013) and channel interactions (Chatterjee and Shannon,
1998). With all of these degradations in the spectral domain, the quality of the intact
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(uninterrupted) speech signal is greatly reduced, hence it is not surprising that the top-down
compensatory process is hindered. As a result, the magnitude of the PR effect is substantially
reduced (or even absent) due to further reduction in feed-forward cues.
B.

SPECTRAL RESOLUTION
Several variables need to be considered when studying the PR effect including spectral

resolution, interruption rate, the role of aging, and talker-related characteristics. Baskent (2012)
studied the role of spectral resolution on the strength of the PR effect using a noise-band vocoder
in normal hearing (NH) listeners and observed the PR effect only at higher spectral resolution
conditions (32 channels). In the same experiment, it was found that added acoustic information
in the low frequencies (electroacoustic stimulation) can improve the PR benefit (even with 16
channels). Furthermore, Bhargava et al. (2014) investigated the PR effect in NH adults using
unprocessed (full spectrum) stimuli and vocoder stimuli (8 channels) and compared their
performance with actual CI users. Their results suggested that restoration was largest for the NH
group for unprocessed stimuli. They observed some amount of restoration in NH subjects for the
vocoder stimuli and high performing CI users. These findings in combination imply that the
difficulty in PR in individuals with CIs can be partially due to poor spectral resolution.
Additionally, most CI users found it difficult to understand speech in noise, even though they
performed very well in quiet (Fu et al., 1998; Nelson et al., 2003; Stickney et al., 2004). As a
result, there is large variation in speech perception abilities among CI users following
implantation (Blamey et al., 2013). This inferior performance in noisy conditions could be
attributed to deficiencies in restoring the missing speech. However, the results reported by
Bhargava et al. (2014) are somewhat encouraging because at least the high-performing CI users
showed some level of perceptual restoration.
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C.

INTERRUPTION RATE
In addition to spectral resolution, interruption rate has been shown to affect perception of

interrupted speech and the PR effect (Miller and Licklider, 1950; Powers and Wilcox, 1977;
Nelson et al., 2003; Başkent and Chatterjee, 2010; Wang and Humes, 2010; Başkent, 2012;
Bhargava et al., 2014). Listeners with normal auditory-cognitive integrity showed good speech
recognition performance for slow (<2 Hz) and fast (>4 Hz) interruption rates, and poorer
performance for rates between 2 and 4 Hz (Shafiro et al., 2011b; Shafiro et al., 2015). Slow
interruption rates yielded superior performance because listeners took advantage of the
remaining words and restored physically missing words based on semantic context. Additionally,
with faster interruption rates, multiple phonemes in the words are available to the auditory
system which makes it easier for listeners to recognize the interrupted sentence. In the current
investigation multiple interruption rates (1, 5, 10 and 15 Hz) were used to study the effect of
interruption rate on the PR effect. Rates that have been reported to show poor recognition
performance were not used to avoid floor effects.
D.

THE ROLE OF AGING
The role of aging is another important factor to consider when studying PR because it is

well documented that aging influences a listener’s ability to recognize degraded speech (Pichora‐
Fuller et al., 1995; Salthouse, 1996; Pichora-Fuller and Souza, 2003; Humes and Dubno, 2010;
Kidd and Humes, 2012). Older listeners (with or without hearing loss) appear to rely more on
their higher level processes than their younger counterparts when they hear degraded speech
(Pichora‐Fuller et al., 1995; Pichora-Fuller and Souza, 2003; Humes, 2007). Specifically, aging
appears to impact perception of interrupted speech (Kidd and Humes, 2012). In the current study,

33

the age range of the participants was restricted from 20-50 years of age to rule out age related
cognitive decline.
E.

TALKER-RELATED CHARACTERISTICS
Finally, talker-related characteristics (indexical properties of speech) are also found to

influence processing of speech (Johnson and Mullennix, 1997). Listeners adopt these properties
rapidly, and these features are encoded into memory (Palmeri et al., 1993; Nygaard et al., 1995)
which makes it easier to access the lexicon based on the talker’s voice (Nygaard et al., 1994).
Talker-related characteristics include: speaker’s gender, native accent, regional dialect, and rate
of speech. To address these talker-related characteristics, the AzBio sentence test (Spahr and
Dorman, 2004) was used in this study. The AzBio is a validated test that uses sentences
conversationally produced speech by four talkers (two males and two females) using a General
American English dialect spoken at a normal conversational rate. Gifford et al. (2008) reported
that results from the AzBio test were highly correlated with word recognition scores, and that
sentence materials used in this test did not suffer from ceiling effects.
The purpose of the current study was to evaluate top-down compensation ability in postlingual CI users and compare their performance with individuals with NH who listened to CI
simulations using the PR paradigm. Based on simulation studies by Baskent (2012) and
Bhargava et al. (2014), it was hypothesized that the NH listeners would show limited or no PR
effect because the lower level cues would be further degraded when interrupted speech was
presented under poor spectral resolution conditions. In addition, it was hypothesized that the
post-lingual CI users would show some PR effect because earlier studies that reported no PR
benefit included both pre- and post-lingual CI users. Post-lingually deafened adults should
display comparable and/or better PR to that of NH individuals and previously reported evidence
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(Bhargava et al., 2014), because their deafness occurred after they acquired language allowing
them to take advantage of the sensitive period for language acquisition and brain plasticity. With
the knowledge that CI users are acclimatized to electrical stimulation after implantation and NH
listeners are less acclimatized to spectrally degraded stimuli, it was hypothesized that the CI
group would show similar or better PR than the NH group.
II.

METHODS
Study protocols were approved by the University of Memphis Institutional Review

Board. All participants signed an informed consent and were compensated for their time. Data
collection was carried out at the University of Memphis Speech Perception Assessment
Laboratory.
A.

PARTICIPANTS
The present experiment evaluated the PR effect in two listening groups: post-lingually

deafened CI users as well as age and gender matched NH adults. The ear of stimulus presentation
in the NH group was matched with the ear of implantation for the CI group to minimize the
binaural advantage in the NH group. Nine adults (5 females, 4 males; 29 to 49 years; M =39.6)
with post-lingual onset of bilateral severe-to-profound sensorineural hearing loss (hearing
thresholds ranged from 71 dB HL to “no response”) and 9 adults with NH (5 females, 4 males)
whose age ranged from 23 to 48 years of age (M = 38) served as participants in the control group
and experimental group, respectively. A t-test revealed no significant different in age between
the two groups (p>0.05). All participants were native speakers of American English with no
second language or sign language experience. In addition, the age of the participants in both
groups was limited to below 50 years to minimize the influence of age-related cognitive decline.
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All subjects of appropriate age who fulfilled the hearing criteria, who could complete the tests
needed to collect the data, and who spoke English as their first language were included. At the
time of testing, all subjects had normal middle ear function as evidenced by Type A
tympanograms bilaterally.
The control group included NH individuals with hearing sensitivity within normal limits
reflected by air conduction thresholds better than 20 dB HL at the audiometric frequencies from
250 to 8000 Hz. The participants had no known history of otologic, speech and language, or
psychological problems. One of the participants reported mental health issues and was thus
excluded from the study. In the experimental group, the CI users’ age of onset of hearing loss
was 5 years or greater. All CI participants were more than two years post-implantation to
maximize the chances of acclimatization to their device parameters. No subjects had reports of
ossified cochleae or any other inner ear malformations to maintain homogeneity within the
experimental group. Subjects who used any other types of implantable devices (middle ear
implants, bone anchored hearing aids, hybrid implants and/or brainstem implants) in conjunction
with CIs were not included. In addition, subjects who use bimodal amplification (a hearing aid in
the non-implanted ear) or bilateral implantation were not included to minimize the benefits
related to binaural hearing. All of the participants in the experimental group used their CIs set to
their prescribed settings. Prior to research participation, monosyllabic word recognition ability
was evaluated and all CI users’ scores for the CNC word lists indicated 80% or better
performance. Table 1 shows the demographic details of the experimental group.
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Table 1. Demographic details of experimental group
Subject Gender Age
No.

Manufacturer
Age of
Ear of
Onset Implantation
of
Hearing
Loss
(years)

CI 1

Male

29

7

Right

Advanced
Bionics

HiRes90K IdioPathic

CI 2

Female

37

9

Right

Cochlear

CI24RE

Progressive
SNHL

CI 3

Female

41

11

Left

Med-El

SONATA

Hereditary
+ Noise
Exposure

CI 4

Female

32

10

Right

Cochlear

CI24RE

Progressive
SNHL

CI 5

Female

49

12

Left

Advance
Bionics

HiRes90K Otitis
Media

CI 6

Male

41

12

Left

Advance
Bionics

HiRes90K Hereditary

CI 7

Male

37

14

Left

Advance
Bionics

HiRes90K Idiopathic

CI 8

Female

48

13

Right

Advance
Bionics

HiRes90K Otosclerosis

CI 9

Male

43

17

Right

Cochlear

CI24RE

B.

Internal
Device

Cause of
Hearing
Loss

Sudden HL

STIMULI
The NH participants listened to “acoustic simulations of CI processing,” using a noise-

band vocoder that is widely used to simulate CIs (Shannon et al., 1995). To account for the
spectral and temporal degradation introduced by a CI system, the stimuli used for the NH control
group was processed through an 8-channel noise-band vocoder. Eight spectral channels can
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account for various spectral degradations experienced by CI users due to the factors listed above
(tonotopic mismatch, improper electrode-neuron interface, imperfect electrode placement and
channel interactions). Earlier reports have suggested that CI users seem to make use of a
maximum of 8 (or fewer) spectral channels, regardless of the number of implanted electrodes
(Friesen et al., 2001; Henry and Turner, 2003), and speech recognition performance by NH
listeners with 8-channel CI simulation is similar to that of high-performing CI users (Friesen et
al., 2001).
Before manipulating the experimental stimuli, as per each experimental condition
described below, the root mean square (RMS) output of all recorded stimuli was equalized and
set to -23.01dB, and the stimuli were then scaled to equalize the amplitude levels. The vocoder
processing was carried out using Angel Simulator software
(http://angelsim.emilyfufoundation.org/). The Angel simulator uses a bank of band-pass
Butterworth filters (36 dB/octave, 6th order), with cutoff frequencies for the analysis determined
based on Greenwood’s mapping function using an average cochlear length of 35 mm with an
equal distance between filter cutoffs (Greenwood, 1990). The lower- and upper-frequency
boundaries were set to equal those used by the CI listeners (188 Hz and 7938 Hz respectively;
similar to those used in Cochlear Nucleus speech processors). Half-wave rectification and a lowpass Butterworth filter (cutoff frequency of 160 Hz, 18 dB/octave) were used to extract the
envelope of the acoustic waveform from the 8 analysis filters. The noise carrier of each channel
was then modulated using the extracted envelope for that channel.
Stimuli in the AzBio sentence test (Spahr and Dorman, 2004) were modified as required
by the different experimental conditions. The AzBio test includes 20 lists of everyday sentences,
and each word in every sentence is scored as a key word. The sentences are contextually rich,
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and earlier studies have shown that highly contextual sentences are perceived more easily than
sentences with low context when interrupted (Sivonen et al., 2006; Groppe et al., 2010). All 8
lists of the AzBio test were used in this experiment, four of which were interrupted with silence
and the other four had the interruptions replaced with noise. The latter conditions were expected
to produce improvements in speech perception compared to the former because the added noise
bursts were hypothesized to produce an illusionary restoration of the missing segments.
Therefore, any improvements in speech perception scores with the addition of noise were
considered as the predictor of top-down compensation, namely the PR benefit.
All stimuli were processed digitally using MATLAB (R2010b) and were manipulated
similar to those in Baskent (2012) which were interrupted with silent intervals (with or without
the noise replacing those silent intervals) for various interruption rates. Speech-shaped noise
produced from the long-term average speech spectrum of the AzBio sentences, was used as the
filler noise for the interrupted portions of the sentences, because it was expected to produce a
strong phonemic restoration effect (Bashford and Warren, 1979; Kashino, 2006). The entire
sentence was interrupted because scoring was based on the perception of key words. For the
interrupted sentences with silent intervals, the sentences were amplitude-modulated with a
periodic square wave (1-15 Hz interruption rate, 75 % duty cycle and 5-ms raised cosine ramp).
We specifically chose to use a duty cycle of 75% because earlier studies that have used a 50%
duty cycle have reported little or no PR benefit in CI users (Bhargava, 2014) or in those listening
to CI simulation (Başkent, 2012). Also, this increased duty cycle was expected to make larger
fragments of speech available for the listener which would strengthen the availability of lower
level cues. The sentences were amplitude-modulated with a periodic square wave, the filler noise
was amplitude-modulated with a reverse periodic square wave, and both were combined to
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produce interrupted speech with noise. Since the purpose of using the filler noise was to mask
the silent portions of the signal, for the PR effect to occur the filler noise level had to be loud
enough to mask the silent interruptions. However, if the noise level was excessively high,
neighboring speech segments would be masked and there would likely be no PR effect. Keeping
these points in mind, the level for the filler noise was set at -10 dB SNR based on previous
studies (Başkent, 2012).
C.

PROCEDURE
Prior to participation in the study, the participants were informed about the purpose and

procedures of the study and then informed consent was signed. Participants then underwent
tympanometry to make sure they had normal middle ear function (Type A tympanogram with
acoustic reflexes present), and pure tone audiometry was carried out to confirm that thresholds
were within the normal range for the control group and reflective of a severe-to-profound
sensorineural hearing loss for the experimental group. The stimuli were routed from a laptop
(Dell Precision M4700) to a calibrated diagnostic audiometer [GSI-61] and then to a sound field
speaker. The listeners were seated in a sound treated booth facing the speaker (0-degree azimuth
at 1-meter distance). All testing was completed in a sound-treated room and the noise levels were
maintained within permissible limits, as per ANSI S3.1-1999 (American National Standards
Institute, 2003).
All AzBio lists were manipulated for each test condition which included 4 different
interruption rates (1, 5, 10 and 15 Hz) for silent interruption and the same rates for noise
interruption. First, the AzBio lists were randomized, and then the conditions were randomized,
such that each participant heard only one modified list per condition in order to minimize
learning and practice effects. Thus, all 8 lists from the AzBio were presented randomly in the
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following 8 conditions: 1Hz silent, 5Hz silent, 10Hz silent, 15Hz silent, 1Hz noise, 5Hz noise,
10Hz noise and 15Hz noise. The presentation level was 60 dB SPL for all conditions. For the
noise conditions, the level of interrupter noise was set at 70 dB (i.e., -10dB SNR). The listeners
were given written instructions to verbally repeat all the words they heard after each sentence
was presented. No training was provided prior to actual testing, each sentence was presented
only once, and guessing of the sentences was encouraged. Scoring was determined by the
accuracy of perceiving the key words. Each experimental session lasted 90 -120 minutes. All
listener responses were digitally recorded using a digital audio recorder (Marantz Model
PMD660 portable solid state digital recorder) for reliability purposes. To ensure accuracy in
scoring, inter-judge scoring reliability was conducted on 30% of the data (15% NH, 15% CI).
Using the following formula: (agreements / [agreements + disagreements]) X 100%), inter-judge
scoring reliability was 95%.
III.

RESULTS
Within and between group comparisons were conducted to determine whether or not the

PR effect (difference between recognition scores for interruption with silence and noise) was
present within the NH and CI groups and whether performance was different for each group.
Because the PR effect is very small (it ranged from 0 -10% in this study) when noise bursts
replace silent intervals, percent correct key word scores were calculated and then converted to
RAUs [rationalized-arcsine-units; (Studebaker, 1985)]. RAUs were used for statistical analysis to
stabilize the error of variance and reduce floor effects. RAUs were then converted back to
percent correct for display of the data for clinical implications. First, the RAU conversions were
submitted to a 2 X 4 repeated measures Analysis of Variance (ANOVA): 2 interruption types
[silence & noise] and 4 interruption rates (1Hz, 5Hz, 10Hz & 15 Hz) to determine the PR effects
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for each group (NH and CI). Then, PR effect scores were submitted to a mixed ANOVA with
one between factor (NH vs CI) and one within subjects’ factor (interruption rate).
Figure 5 shows the mean percent correct scores for periodically interrupted speech with
silence and noise under various interruption rates for the NH group. Although statistical
comparisons were made using RAUs, mean percent correct scores are plotted on the figure for
relevancy. The 2X4 repeated measures ANOVA revealed no significant main effect of
interruption rate [F (3, 24) = 0.57, p= 0.064] which suggests that sentence recognition
performance did not change significantly as a result of changes/increases in the interruption rate
for the NH group. Secondly, there was no significant main effect of interruption type [F (1, 8) =
0.13, p=0. 072] indicating that the NH group did not benefit with the addition of filler noise to
the silent intervals when they heard vocoder speech. In addition, there was no interaction effect
[F (3, 24) = 0.15, p=0.069] suggesting that there was not a substantial improvement in the
sentence recognition scores with the addition of filler noise, even as the interruption rate was
changed.
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Figure 5. Mean percent correct scores for AzBio sentences with silent and noise interruptions for
the NH group across interruption rates. Error bars reflect +/- 1 standard deviation (SD) around
the mean. There was no significant PR effect at any of the interruption rates.
Figure 6 shows the mean percent correct scores for interrupted speech with silence and
noise under various interruption rates for the CI group. Again, statistical comparisons were made
using RAUs, however mean percent correct scores are plotted on the figure. There was a
significant main effect of interruption rate [F (3, 24) = 16.54, p<0.05] which suggests that
sentence recognition performance varied significantly with the change in interruption rate for the
CI listeners. In addition, a significant main effect of interruption type [F (1, 8) = 10.38, p<0.05]
was found indicated that the CI group displayed superior performance with the addition of noise
in the silent intervals. There was also a significant interaction effect between interruption rate
and interruption type [F (3, 24) = 0.15, p<0.05]. A Bonferroni post-hoc pairwise comparison
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indicated the PR effect was significantly greater for the slowest (1 Hz) interruption rate (p<0.05)
in comparison to all other rates.

Figure 6. Mean percent correct scores for AzBio sentences with silent and noise interruptions for
the CI group across interruption rates. Error bars reflect +/- 1 standard deviation (SD) around the
mean. A significant PR effect (p<0.05) was observed only for the interruption rate of 1 Hz.
Lastly, the PR effect for each group was calculated by computing the improvement in
RAUs with the addition of noise. Figure 7 shows the PR effect for different interruption rates in
both the NH and CI groups. The Mixed ANOVA revealed there was a main effect of hearing
group [F (1, 16) = 9.41, p<0.05], with the CI group performing significantly better than the NH
group. There was no significant main effect of interruption rate [F (3, 48) = 1.48, p>0.05],
however, there was a significant interaction effect [F (3, 48) = 2.60, p<0.05]. A Bonferroni posthoc pairwise comparison indicated the difference in PR effect between groups was greatest at the
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slowest (1 Hz) interruption rate (p<0.05). Neither group displayed any difference in PR effect for
higher interruption rates (p>0.05).

Figure 7. Mean PR effect in RAUs for AzBio sentences for the CI and NH groups across
interruption rates. Error bars reflect +/- 1 standard deviation (SD) around the mean.
IV.

DISCUSSION
The main focus of the current investigation was to evaluate the PR effect in individuals

with NH and CIs in order to have a better understanding of the higher level processing skills
used by individuals with CIs. In a typical auditory scene, lower level cues are severely degraded
for CI listeners primarily due to noise or reverberation and further due to degradations that are
integral to CIs. Comparisons were made to determine how each group relied on top-down
restoration of speech when it was spectrally degraded. The PR effect was also investigated by
using multiple interruption rates to explore different linguistic factors (i.e., slow rates provide
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more semantic context, and faster interruption rates allow more phonemes to be available for
processing).
A.

SPECTRAL RESOLUTION
These results are in agreement with earlier studies that suggested limited or no PR effect

with reduced spectral resolution, especially with an 8 channel noise band vocoder (Başkent and
Chatterjee, 2010; Başkent, 2012; Bhargava et al., 2014). Such findings suggest that the quality of
remaining uninterrupted portions play an important role in top-down restoration. These results
were expected because further degradation in the spectral domain for feed forward cues work
against the restoration of missing speech. This inadequate restoration benefit under spectral
degradations indeed contributes to inferior performance displayed by CI users in noisy
environments because CI listeners hear degraded speech under reduced spectral resolution due to
the factors mentioned above that are integral to CI systems. When speech signals are processed
using a noise-band vocoder, noisy speech is also produced. Although it was hypothesized that it
would be difficult for these listeners to locate the interruptions when the filler noise was added to
the interruptions and an illusionary percept would occur, contrary to this assumption, listeners’
performance did not improve when filler noise replaced the silent intervals.
The poor performance reported in earlier investigations (Başkent, 2012; Bhargava et al.,
2014) could be attributed to the duty cycle used (50%) because only half of the incoming speech
was available to the auditory system. In the present experiment, however, we used a duty cycle
of 75% and thus increased the amount of speech information left uninterrupted which resulted in
improvements in speech recognition scores. However, because the remaining speech was
spectrally degraded, the feedback mechanisms were still inadequate to restore the missing

46

segments, and a significant improvement in recognition score was not observed with the addition
of noise (i.e., PR effect). Bhargava et al. (2014) also investigated PR for speech interrupted with
a 75% duty cycle under degraded spectral resolution at -10 dB SNR (the SNR used in this study),
and similarly did not observe a significant PR effect except in one condition at 0 dB signal to
noise ratio.

B.

INTERRUPTION RATES
The addition of noise to the silent intervals did not result in a significant improvement in

speech recognition scores for individuals with CIs at any interruption rate except for the lowest
interruption condition (1 Hz). Other research also reported that CI users found it difficult to
understand speech when silent intervals were added to the speech stream (Nelson et al., 2003;
Başkent and Chatterjee, 2010; Chatterjee et al., 2010). However, when filler noise bursts
replaced those silent intervals, CI users were also able to perceptually restore the missing speech
(Bhargava et al., 2014). In the present study, this finding was only observed for interrupted
speech with lower interruption rates (1 Hz in this case). These results are interesting because at a
slow interruption rate, large chunks of speech information (even words) are eliminated. Yet,
these CI listeners were still able to obtain enough contextual cues from the remaining speech
segments that were uninterrupted to understand the signal. These results can be attributed to the
CI users’ reliance on contextual cues because prior evidence has shown that hearing-impaired
listeners use semantic context to compensate for obliterated speech making it easier for lexical
access and hence their PR was stronger (Dubno et al., 2000; Wingfield et al., 2000).
Research has shown that NH individuals perform better using faster interruption rates
because they can access multiple glimpses per word (Miller and Licklider, 1950; Wang and
Humes, 2010). Perhaps individuals with CIs fail to do well with faster interruption rates because
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their glimpses are of reduced quality that may be lacking important periodicity and fine structure
information, so they must utilize semantic context better when they hear speech that is of
reduced quality. Therefore, when noise was added to the silent intervals, the feedback processes
were exploited better for the CI subjects who made the restoration process robust with the help of
semantic context. In addition, individuals with CIs performed better when noise replaced the
silent gaps because longer intact segments were available to the auditory system.
C.

NORMAL HEARING AND COCHLEAR IMPLANT LISTENERS
The group comparison for the PR effect suggested that CI users performed as well as NH

listeners with an even greater PR effect at slower interruption rates. Overall, both groups
performed poorly (around 60%) for the interrupted speech (with or without noise filler) even
though their word recognition scores were above 85% because when a spoken sentence was
interrupted, the continuity of the speech was hindered and acoustic cues were further reduced
due to the loss of spectral details and finer temporal information. Therefore, CI users and NH
listeners subjected to vocoder simulation found it difficult to restore the missing speech.
However, speech recognition scores obtained by both the groups remained above average
because they had access to critical temporal envelope information that carried important
linguistic information (Rosen, 1992). The envelope conveyed prosody, co-articulation and
intonation pattern information which also likely contributed to overall sentence recognition.
Despite the addition of the interruptions, many of these acoustic cues remained available in the
intact portions of speech helping the listeners successfully predict the interrupted speech.
The comparable performance for the interrupted speech displayed by CI users could be
due to acclimatization following implantation. Post-lingually deafened CI users acclimatize to
these novel prosthetic devices very well and are able to exploit their linguistic experience
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(developed during their previous hearing experience) when they listen to spectrally degraded
speech. Benard and Baskent (2013) observed a significant improvement in recognition of
spectrally reduced interrupted speech with and without filler noise. This post-training
improvement suggested that CI users could make better use of restoration mechanisms with
training. Longer-term exposure may have stronger training effects and produce better PR. In
addition, individuals with CIs usually have experience hearing interrupted noisy speech and
hence they might be better able to restore the missing speech compared to NH listeners who do
not listen to vocoded sentences in their everyday communication. Therefore, when NH listeners
attended to spectrally reduced speech, they found it difficult to understand and thus harder to
exploit lexical constraints. In addition, the CI users who participated in this study developed their
hearing loss after they had already developed a variety of essential language skills (Kral and
Sharma, 2012) that may have helped their perceptual restoration process.
One of the limitations of the current investigation is the use of only a single duty cycle,
which limits the generalizability of these findings across all listeners with CIs. Future studies
will include multiple duty cycles and SNRs. Also, only post-lingually deafened CI users with
very good word recognition scores were included in this study, hence similar results cannot
necessarily be expected for pre-lingually deafened CI users or poorer performers. Bhargava et al.
(2014) reported PR also depends on the loudness of the filler noise, so the results from this study
are limited in their generalizability. Further investigation using different noise levels would be
interesting because some amount of PR was observed with the addition of noise in each
interruption rate but the magnitude of PR did not reach the level of significance. Additionally,
though assumptions were made regarding CI users’ perception of speech under adverse listening
conditions, such results cannot be generalized to different types of speech degradations such as
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noise and reverberation. Lastly, each group consisted of a small number of participants (N = 9),
hence a larger sample with well-matched demographics would improve the external validity of
these findings. Despite these limitations, few studies have explored the PR effect in CI users for
a wide range of interruption rates, and the current study provides important insights regarding the
use of available speech information by post-lingual users.
V.

CONCLUSION
This study explored the complex interplay between lower level and higher level

processing, and the results showed that higher level processes failed to operate when interrupted
speech was degraded due to CI (or vocoded) processing. Overall results suggested that listeners
with CIs and NH (with vocoded speech) did not display the PR effect in most of the testing
conditions except at the 1 Hz interruption rate for the CI group. The fact that these CI listeners
used semantic context to restore missing speech better than the NH listeners when the
interruption rate was lowest suggests that CI listeners were better able to take advantage of such
cues even under degraded listening conditions as long as enough feed-forward cues were
available. Thus, attempts must be made to convey acoustic details whenever possible so that the
PR process can function effectively. This experiment extends current knowledge regarding why
CI users find it difficult to understand interrupted speech because the results imply that improper
transmission of acoustic cues affects PR. CI users can utilize feedback processing mechanisms
to restore missing speech only when they have access to essential speech acoustics. The overall
finding in this study that poor performance under reduced spectral resolution can partially
explain poor performance displayed by listeners with CIs could help in optimization and
development of newer processing schemes. Future research will investigate the effect of novel
signal processing schemes that can improve spectral resolution on top-down restoration. In
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addition, future studies will investigate top-down restoration abilities in bilateral and bimodal
users as well as with electro-acoustic stimulation.
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Chapter 4
EVIDENCE FROM OTHER PARADIGMS:
RECOGNITION OF GATED WORDS BY POST-LINGUALLY DEAFENED ADULTS
WITH COCHLEAR IMPLANTS
I.

INTRODUCTION
Accurate understanding of conversational speech requires efficient and rapid

identification of the words embedded in a spoken message, especially in listening situations that
are less than optimal. Listeners with normal hearing typically recognize spoken words
effortlessly at least in quiet listening environments but may require more cognitive effort in the
presence of background noise (Hervais-Adelman et al., 2012; Rönnberg et al., 2013). The
process of recognizing a spoken word starts from identification of a string of phonemes,
grouping them to form words, and extracting meaning. Models of word recognition claim that a
word is recognized when an input acoustic signal matches with a phonological-lexical
representation stored in long-term memory. However, most of the models of spoken word
recognition claim that the initial segments of a word activate a set of lexical candidates, and
listeners recognize words even before they “hear” the whole word (Marslen-Wilson and Welsh,
1978; Marslen-Wilson, 1987; Slowiaczek et al., 1987; Dirks et al., 2001). It is widely shown
through computational modelling (McClelland and Elman, 1986) and behavioral speech
recognition paradigms (Luce and Pisoni, 1998) that word recognition occurs when an input
acoustic signal matches with its lexical representation (Lively et al., 1994; Norris, 2000). In fact,
the initial segments of words trigger a cohort of words that are activated, and the activated cohort
of words following the recognition of initial segments forms from the mental lexicon. When a
mismatch occurs, a word candidate drops out from the competition. This process continues until
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a single word candidate is chosen that best matches the sensory input. Hence, determination of a
“winning candidate” requires interaction between available sensory information (lower level)
and lexical (higher level) abilities (Warren and Marslen-Wilson, 1987) due to the specific and
restricted competition process. The nature of this competition process is restricted because words
are activated based on the initial acoustic input, and not all the words that are available in the
lexicon are activated.
The gating paradigm which was introduced by Grosjean (1980), is a direct way to assess
the assumptions regarding word recognition being a competitive process. In the gating task,
listeners are presented successive fragments of a target word and asked to indicate what they
think the target word is (Grosjean, 1980; Tyler and Wessels, 1983; Cotton and Grosjean, 1984;
Tyler and Wessels, 1985; Marslen-Wilson, 1987). Listeners are presented limited acoustic cues
and are expected to use their higher level skills to compensate for the missing information. The
extent of top-down compensation is studied in terms of isolation points (IP). IP refers to the
exact point in the word when a listener is able to correctly guess it. In other words, the less time
it takes to predict a word, the sooner the listener reaches the IP. If the target word is not correctly
identified, presentation will be continued until the entire target word is presented. When a word
is not repeated correctly, even after presenting the whole speech stimulus, its total duration plus
one gate size will be estimated as the IP (Elliott et al., 1987; Walley et al., 1995; Metsala, 1997;
Hardison, 2005). Interactive models of word recognition (McClelland and Elman, 1986) claim
that lexical knowledge influences even at the feature level to excite/inhibit the activation of
words, thereby facilitating the recognition of words. Thus, such lexical guidance actually
supplements recognition based on the recognized spectro-temporal features. The word activation
depends on the frequency, lexical density and the feed-forward information provided by the
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phonetic signal. Since the fragments are presented in small (33 msec) segments, it is logical to
expect that we can evaluate the interaction between higher level lexical codes and the presented
spectro-temporal features with this paradigm.
For listeners with CIs, the process of speech perception is compromised and higher level
processes are faced with enormous challenges especially under sub-optimal conditions. The
problem stems from the signal processing strategy itself where the finer acoustic details (temporal
fine structure) are often not conveyed and thus acoustic information is severely limited. In addition,
spectral resolution may also be degraded due to a mismatched tonotopic map (Fu and Shannon,
1999), reduced neural survival (Qin and Oxenham, 2003; Khan et al., 2005) and channel
interactions (Chatterjee and Shannon, 1998). Because of such degradations in acoustic cues,
listeners rely heavily on higher level processing. In the present study, top-down compensation
ability was studied in post-lingual CI users and their performance was compared to individuals
with NH who listened to CI simulations using a gated word recognition paradigm. It was
hypothesized that both the NH listeners as well as the CI listeners would show limited top-down
compensation due to the reduction in semantic context.
II.

METHODS

A.

PARTICIPANTS
Data for this experiment were collected in conjunction with the earlier study on the

phonemic restoration effect (Chapter 3). Gated word recognition was evaluated in two listening
groups: post-lingually deafened CI users as well as age and gender matched NH adults. Please
refer to the Chapter 3 for subject demographics and selection criteria.
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B.

PROCEDURE
The NH participants listened to “acoustic simulations of CI processing,” using a noise-

band vocoder that is widely used to simulate CIs (Shannon et al., 1995). The same 8 channel
vocoder processing used in the PR experiment was applied in the gating paradigm using
monosyllabic word stimuli from the CNC test (Peterson and Lehiste, 1962). This test is
phonemically balanced, and although the test is composed of different words in different lists,
the frequency of occurrence of the phonemes within a given list depicts the frequency of
occurrence of those phonemes in real life.
Phonotactic probability, frequency of occurrence, and neighborhood density of the CNCs
were determined using an on-line calculator developed by Storkel & Hoover [(2010);
http://www.bncdnet.ku.edu/cml/info_ccc.vi)]. Their neighborhood density calculator was used to
calculate the number of neighbors of a given word, and a word list was created comprising 20
words chosen from all CNC lists. Only nouns were chosen because the verbs would impose the
possibility of tense issues which would lead to confusion. Also words that had an average
neighborhood size (i.e., 4-5 similar sounding lexical word candidates) were included. The gate
size in the present study was set to 33.33 msec as used by Moradi et al. (2014) who conducted a
series of pilot studies to determine an optimal gate size. Initially, Moradi et al. (2014) used a gate
size of 16.67 msec starting from the first consonant and observed that the participants
complained of exhaustion and loss of motivation which ultimately lengthened the test
administration time unnecessarily. Hence, a 33.33ms gate size was used in this study, and the
gating started from the second phoneme of each word to shorten the administration time. As a
result, the shortlisted words were digitally processed using MATLAB and gated in progressive
33.33 msec fragments to evaluate each participant’s IP.
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The stimuli were presented through a calibrated sound field speaker at a level of 65 dB
SPL similar to the PR experiment. The participants were instructed that they would hear initial
segments of the target, and graduated aspects of the stimuli would be presented in a progressive
manner. Participants were asked to identify the target word after each signal frame, regardless of
their confidence about the identification of the stimulus. Guessing was encouraged. Their verbal
responses were digitally recorded similar to the PR experiment. After identification, three more
signal frames were presented to make sure that the word was recognized correctly and not a mere
guess. If the target word was not correctly recognized, progressive presentation of signal frames
was continued until the entire target word was presented. IP for a given word was calculated based
on the exact point where the participant started to recognize the target word. When a word was not
identified correctly, even after the presentation of the entire word, the total duration of the word
plus one gate size was used as to estimate the IP.
III.

RESULTS AND DISCUSSION
Figure 8 shows the mean IPs for the gated word recognition tasks for both groups. Group

comparisons for mean IP between the NH and CI groups revealed that the mean IP of the NH
group (M = 452.95 msec, SD = 99.66 msec) was significantly shorter than that of the CI group
(M = 521.30 msec, SD = 97.05 msec) for word identification, t (38) = 2.91, p < 0.05. Listeners
with CIs needed to hear most of the word compared to the NH listeners before they could
correctly identify it.
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Fig 8: Mean IP scores for CNC words for the NH group and CI group. Error bars reflect +/- 1
standard deviation (SD) around the mean.
Lexical access helps understand the different stages of word recognition where early
phonetic segments trigger lexical influence. The results suggested that CI listeners failed to
predict words based on available initial segments of words as efficiently as the NH listeners. The
signal conveyed via the CI system was too degraded to encode enough necessary acoustic
phonetic cues for identification by the listeners with CIs. Even though the NH group heard the
stimuli under similar reduced spectral conditions using vocoded speech, they still performed
better than the CI group because they were able to use the available speech cues more efficiently
and access their mental lexicon. In Chapter 3 during phonemic restoration, listeners with CIs
relied tremendously on semantic context. With the gating paradigm, the lack of semantic context
at the word level affected performance by the CI group. The inferior performance displayed by
the CI group could be attributed to the additional degradations in feed-forward cues due to
limited surviving neurons, the proximity of the electrodes to the available neurons, possible
channel interactions due to current spread, and surgical complications. Such additional speech
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degradations were not experienced by the NH group. In general, the loss of acoustic information
forced the listeners with CIs to use feedback processes (contextual cues) in order to achieve
successful word comprehension.
ROLE OF CONTEXTUAL CUES ON THE PERCEPTION OF SPEECH IN NOISE
I.

INTRODUCTION
Semantic context in a spoken message contributes to higher level processing effects

which are known to influence speech recognition because they exploits word knowledge,
grammar, situational awareness, knowledge about the topic of conversation and help listeners
compensate for ambiguous speech information (Miller et al., 1951; Miller and Isard, 1963;
Kalikow et al., 1977). Listeners more easily recognize words in sentences than isolated words
due to the added contextual cues available in sentences (Boothroyd and Nittrouer, 1988; Grant
and Seitz, 2000). NH listeners typically perform 20 to 35 percentage points higher for sentences
that are highly predictable compared to low predictability sentences (Boothroyd and Nittrouer,
1988), and it is evident from the literature that contextual information helps listeners compensate
for degraded acoustic information (Miller et al., 1951; Kalikow et al., 1977; Wingfield, 1996;
Sheldon et al., 2008).
The Speech Perception in Noise (SPIN) Test was specifically developed to address both
auditory and lexical processes as well as the role of context involved in speech understanding
(Kalikow et al., 1977) and was later revised by Bilger (1984). Recognition of sensory
information includes the perceptual analysis of available acoustic cues (feed-forward
processing), whereas implementation of lexical knowledge involves higher level processing
(Kalikow et al., 1977). The core idea of evaluating both lower level and higher level processing
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led to the development of the SPIN that contains high-predictability (HP) and low-predictability
(LP) sentences. HP sentences carry contextual cues to identity the target word (e.g., “Zebras have
black and white stripes”) and LP sentences carry no contextual cues (e.g., “They were talking
about the stripes”). Listeners rely on their lower level processing ability to perceive LP sentences
(because the sentences are out of context), whereas listeners utilize their linguistic skills or
higher level processing to perceive HP sentences (because sentences are in context). Thus,
studying the increase in speech perception scores for contextual sentences compared to scores for
sentences void of context will contribute to overall understanding of the higher level processing
abilities of an individual.
Utilization of contextual cues has been evaluated thoroughly by investigating the
recognition of differences in performance for HP and LP sentences (Pichora‐Fuller et al., 1995;
Dubno et al., 2000; Obleser and Kotz, 2011). The present investigation focused on evaluating
contextual benefit (the difference in speech recognition performance between contextually rich
and contextually poor sentences) to gain insight into the ability of listeners to integrate words
and understand a spoken message. In this final paradigm, top-down compensation (contextual
benefit) was measured by determining the difference in speech perception performance for LP
and HP sentences at different levels of background noise (+10 dB, +5 dB and 0 dB SNRs) for
listeners with CIs and NH. It was hypothesized that listeners with CIs would rely more on
contextual cues than the NH listeners because CI users have less access to acoustic cues.
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II.

METHODS

A.

PARTICIPANTS
Data for this experiment were collected in conjunction with the earlier study on the

phonemic restoration effect and gating. Contextual benefit was evaluated in two listening groups:
post-lingually deafened CI users as well as age and gender matched NH adults. Please refer to
Chapter 3 for subject demographics and selection criteria.
B.

PROCEDURE
The original SPIN was developed as a test for evaluating hearing impairment for speech

in noise using sentence stimuli. The SPIN contains ten lists of 50 sentences each that were
constructed to be statistically equivalent. The SPIN was later evaluated by Bilger (1984) who
found that some of the lists were not equivalent. As a result, the Revised SPIN (R-SPIN) Test
was developed which consisted of eight equivalent lists composed of 50 meaningful and nonmeaningful sentences that require the listener to recognize the last word in each sentence. The
meaningful sentences (25 items), which are termed high predictability (HP), provide syntactic,
semantic, and prosodic cues in the sentences that help predict the key (final) word in the
sentence. The non-meaningful sentences (25 items), which are termed low-predictability (LP), do
not provide any contextual information in the sentences that helps predict the final key word.
The first three R-SPIN lists were presented to the subjects in both groups at three signalto-ratios (SNR: +10 dB, +5 dB and 0 dB). Contextual benefit was calculated by determining the
difference between the total key words perceived correctly for HP and LP sentences in each SNR
condition. The presentation level for the target stimuli was set at 65 dB SPL and the noise level
was manipulated according to the test conditions. The listeners were instructed to verbally repeat
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what they heard after each sentence was presented. Each sentence was presented only once, and
guessing and repeating all parts of the sentences were encouraged. The accuracy of perceiving
the final word in the sentence was determined for both contextual conditions. All verbal
responses were recorded using a digital sound recorder (Marantz Professional HD/CD [CDR
420]) for scoring and reliability purposes.
III.

RESULTS AND DISCUSSION
Within group comparisons were conducted to determine whether or not each of the

groups benefitted from semantic context. Percent correct scores are plotted for the NH and CI
groups in Figures 9 & 10, respectively. The percent correct scores were submitted to a 2 X 3
repeated measures ANOVA (2 contextual conditions [HP & LP] and 3 SNRs (+10, +5 and 0 dB)
to determine the contextual benefits for each group (NH and CI).
Figure 9 shows the mean percent correct scores with and without semantic context under
various SNRs for the NH group. The repeated measures ANOVA indicated that there was a
significant main effect of context [F (1, 8) = 108.34, p<0.001] which shows that sentence
recognition performance for the HP sentences was significantly better than that for the LP
sentences. There was also a significant main effect of SNR [F (2, 16) = 37.20, p<0.001]. A
significant interaction effect was observed [F (2, 16) = 4.81, p<0.01] suggesting that the listeners
showed variability in the amount of contextual benefit they had for different SNRs. A Bonferroni
post-hoc pairwise comparison showed contextual benefit was higher for +10dB SNR (p<0.05)
than the other two SNR conditions (p>0.05).
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Figure 9: Mean percent correct scores for speech perception in noise with and without semantic
context under various SNRs for the NH group.
For the CI group, a significant main effect of contextual cues [F (1, 8) = 63.60, p<0.001]
was also found suggesting that sentence recognition performance was better for the HP than the
LP sentences. Again, there was a significant main effect of SNR [F (2, 16) = 125.56,
p<0.001]and a significant interaction effect between SNR and context [F (2, 16) = 4.16, p<0.05].
A Bonferroni post-hoc pair wise comparison revealed that contextual benefit decreased as the
SNR became more difficult (+10 dB SNR = p < 0.001, +5 dB SNR = p < 0.01 and 0 dB SNR = p
< 0.05).
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Figure 10: Mean percent correct scores for R-SPIN sentences with and without contextual cues
in the CI group across the SNRs. Error bars reflect +/- 1 standard deviation (SD) around the
mean.
Lastly, contextual benefit for each group was calculated by computing the difference in
percent correct scores for HP and LP sentences. To further identify which hearing group showed
higher reliance on semantic context, a between group comparison was conducted across the
SNRs. Figure 3 shows the contextual benefit for different SNRs in both the NH and CI groups.
The results from the Mixed ANOVA revealed there was a main effect of hearing group [F (1, 8)
= 57.53, p<0.001], showing that the CI group relied on contextual cues significantly more than
the NH group. There was also a significant main effect of SNR [F (2, 16) = 32.51, p<0.001 and a
significant interaction effect [F (2, 16) = 7.69, p<0.05]. A Bonferroni post-hoc pairwise
comparison revealed the difference in contextual benefit achieved by both the CI and NH groups
was highest at +10 dB SNR (p<0.001). The CI group also showed higher reliance on contextual
63

cues than the NH group in the other SNR conditions as well (+5 dB SNR = p<0.01 and 0 dB
SNR = p<0.05).

Figure 11: Mean contextual benefit for the CI and NH groups across the SNRs. Error bars reflect
+/- 1 standard deviation (SD) around the mean.
These results showed that both groups benefitted from contextual cues in background
noise when they had access to enough acoustic cues because their contextual benefit was
significantly greater for the most favorable listening situation (+10dB SNR). That means when
the SNR was less favorable (+5dB SNR and 0 dB SNR), lower level cues were greatly degraded
and were not enough to trigger feedback influence. In addition, the between group results
indicated that the CI group relied heavily on contextual cues likely because of their longer-term
exposure to the CI speech and their need to rely on higher level processes to exploit lexical
constraints on a regular basis. Current day CI processing strategies convey essential temporal
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cues (such as the amplitude envelope), and these cues play an important role in coding a wide
variety of acoustic cues. These conveyed acoustic-phonetic cues are further degraded when
presented in presence of noise, forcing the reliance on contextual cues. These results in
combination indicate improvement in the spectral resolution and/or coding of other temporal
details (such as periodicity cues and fine structure cues) may not trigger the need for higher level
processing; however, when acoustic cues are severely degraded, access to contextual cues is
necessary to improve speech perception in noise.
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Chapter 5
GENERAL CONCLUSION
This body of research was conceptualized by me and the dissertation project was the
logical next step after the pre-candidacy project (see chapter 2: first manuscript). The primary
mentor and other faculty advisors contributed significantly to the study design. The student
researcher was also responsible for data collection, statistical analyses, interpreting the results,
and writing the papers. The primary research advisor provided valuable feedback at each stage of
the process and is also a co-author on both manuscripts. Data were also collected using other
research paradigms that test the same construct (top-down compensation) in conjunction with the
studies reported here, and those findings will be published later.
The two papers and preliminary evidence from other paradigms included in this
dissertation focused on top-down compensation ability in NH adults listening to simulated CI
speech and pre-lingually deafened individuals with CIs. Top-down compensation ability is
extremely important for understanding speech in noisy environments and more so for individuals
with CIs because the transmitted electrical signal lacks essential speech details. These
investigations studied listeners’ abilities to use such higher level processing skills to perceive
speech that was degraded, temporally interrupted, and gated. Comprehension of temporally
interrupted speech requires the ability to take advantage of remaining speech segments, integrate
them, utilize acquired language experience and extract meaning. Therefore, studying these
listeners’ comprehension of interrupted sentences provided a better understanding of their higher
level processing abilities.
In the first paper, it was observed that NH listeners exposed to vocoded CI speech signals
achieved high levels of performance when interrupted speech was contextually rich. Listeners
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successfully relied on contextual cues to perceptually integrate available speech segments and
form a meaningful auditory object when the spectral conditions were poor. However, when the
number of spectral channels was increased, the presence of additional feed-forward cues in the
signal reduced listeners’ reliance on contextual cues. Listeners sought the help of semantic
context when speech was significantly degraded to understand the uninterrupted speech, but
were less reliant on context when sufficient lower level cues were available. These findings
implied that the presence of additional degradations in the spectral domain (which is typical in
individuals with hearing impairment and CIs), forces listeners’ reliance on higher level
processing to successfully perceive speech.
In the second paper, top-down compensation ability was examined using a phonemic
restoration paradigm in actual pre-lingually deafened CI users in comparison to NH individuals
who listened to vocoded speech. The overall results suggested that both groups showed poor use
of higher level processing using multiple interruption rates. The only condition where some
amount of top-down restoration was observed was at the lowest interruption rate and only for the
CI users. Given previous research suggesting CI users performed poorly when they attempted to
understand interrupted speech, it was surprising to observe such results. However, these findings
indicate that these CI users were capable of using higher level processing if contextual cues were
made available to them. Such a result supports what was found in the first experiment that
showed access to contextual cues was possible if the spectral resolution was improved (see
chapter 2). In addition, comparisons to NH listeners examining top-down restoration revealed
that CI listeners displayed somewhat better restoration skills. These results can be attributed to
the advantage CI users have due to acclimatization to the prosthetic device and improved speech
encoding by current-day CI systems. However, there was only a small amount of restoration
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benefit observed in the CI group, so improvements are still necessary and should be maximized
with further improvement in signal transmission.
In Chapter 4, top-down compensation abilities involved in word recognition were
investigated using a gated word recognition task. The same two groups who participated in the
PR study participated in this investigation. The IPs (isolation points in time taken for each
participant to recognize the word) were computed for each word in both groups. The mean IPs
were compared to understand the lexical abilities displayed by both groups. The results
suggested that the mean IP was significantly lower for the NH listeners than the CI users
suggesting that listeners with CIs required comparatively more acoustic-phonetic information to
recognize a word. This inferior performance on word processing can have serious implications
on perceiving speech in adverse listening conditions because successful speech comprehension
includes rapid and accurate recognition of words that are embedded in a spoken message.
Chapter 4 also includes a comparative analysis between reliance on semantic context displayed
by both the groups (CI and NH) when they listened to degraded speech. The test stimuli were
presented with various levels of multi-talker babble (+10 dB, +5 dB and 0 dB SNR). The overall
results indicated that both groups benefitted from contextual cues in background noise, and their
contextual benefit was significantly greater for the higher SNR compared to the lower SNR. The
between group results indicated that the CI group relied heavily on contextual cues likely
because of their longer-term exposure to CI speech and their need to rely on feedback processes
to exploit lexical constraints on a regular basis.
The findings from this series of experiments are in agreement with Bidelman and Patro
(2016) who studied the sub-cortical mechanism underlying perceptual continuity. Results from
that study showed that auditory brainstem nuclei retain some illusory auditory continuity percept
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even before engagement of cortical mechanisms and support the notion that lower level
processes are important for feedback from higher level processes. While the intervention of CIs
has become popular among individuals with hearing impairment, post-implantation success still
varies tremendously across CI users. Indeed, demographic factors and signal processing features
have been shown to influence success with the device especially when listeners try to understand
speech in challenging listening situations. However, these factors still fail to cover all sources of
variance. Based on the findings from the present experiments, it is clear that higher level
processing mechanisms clearly play an important role in speech perception and in the variability
in performance with prosthetic devices.
Future studies will investigate the effect of preserved acoustic hearing in the low
frequencies on top-down compensation (simulated electro-acoustic stimulation) because
additional low frequency hearing can influence speech perception in noise for CI users. Based on
the findings from the first paper (Chapter 2), future research will investigate the effects of
improving spectral resolution in CI patients using virtual channels to determine their effect on
the perception of temporally interrupted speech. The results from the second paper (Chapter 3)
indicated CI users showed better perceptual restoration and this improved performance was
attributed to their acclimatization to their prosthetic device. Future studies will investigate
gradual progress over time on higher level compensatory skills following implantation.
A complex time-varying speech input is converted into a meaningful spoken message
with the influence of cognitive abilities, and a fascinating aspect of human communication is that
“hearing” sounds is not enough; understanding the meaning is the ultimate goal. Optimum
performance with CIs can be ensured through improved surgical techniques, enhanced signal
processing strategies and customized post-implant rehabilitation. However, the performance of
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CI users can be enriched even more if the highly impoverished input meets the expectations set
by the brain.
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