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Doctoral Dissertation
Voice Conversion Based on Deep Learning
TORU NAKASHIKA
Voice conversion (VC) is a technique to modify source speaker’s speech as if
it was spoken by a target speaker. Specific information in the speech of a source
speaker is transformed into that of a target speaker while retaining linguistic
information. VC techniques have recently attracted much attention in speech-
signal processing, since they have been applied to various tasks such as speech
enhancement and helping for articlulation disorders.
In recent years, many approaches for VC were proposed while the results were
not ideal. Gaussian mixture models (GMMs) are most widely used for VC, and a
number of improvements have been proposed. However, GMM-based approaches
were not sufficient for capturing complex information in speech data because the
conversion function was based on linear transformation.
The thesis proposes VC methods that rely on non-linear transformation func-
tions using deep learning approaches. Deep learning has now become a hot topic
in machine learning and signal processing with its great success. The thesis in-
cludes four approaches to realize VC based on deep learning. The first approach
uses a joint density model of a restricted Boltzmann machine (RBM), which is a
basic probabilistic model used in deep learning, for capturing joint distribution of
source speaker’s speech and target speaker’s speech. Secondly, speaker dependent
models of RBMs are used. Thirdly, conditional RBMs (CRBMs) are alternatively
used, considering time series data. Finally, recurrent temporal RBMs (RTRBMs)
are used for capturing latent temporal dependencies. Every approach uses RBMs
to represent latent features, leading to non-linear stacked (deep) conversion.
The experimental results show that every proposed methods provided much
better performance than the conventional GMM-based approach in terms of sub-
jective and objective criteria.
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Chapter 1
Introduction
1.1 Background
Voice conversion (VC) techniques, by which specific information in the speech
of a source speaker is transformed into that of a target speaker while retaining
linguistic information, have recently attracted much attention in speech-signal
processing. VC allows us to convert the speech signal uttered by a source speaker
to as the target speaker. VC techniques have been applied to various tasks. The
most commonly used case is speech synthesis from a text, where personalized
voices are created from existing person’s speech using VC. VC techniques are
also used for speech enhancement [2], emotion conversion [3], speaking assistance
[4], and other applications [5, 6].
However, VC is a challenging task due to the fact that there is no unique cor-
rect answer. Every time a source speaker utters the same sentence, the observed
spectrum is different. Furthermore, the perception of the conversion quality is
subjective. Therefore, listening tests that take much time must be used for evalu-
ation of the VC systems. Some objective measures such as mel-cepstral distortion
(MCD) or spectral distortion improvement ratio (SDIR) are also used to comple-
ment the subjective evaluation [7].
In general, speech includes linguistic and nonlinguistic infomation. It is con-
sidered that some hints of speaker identity exist in the nonlinguistic information
more than in the linguistic information. The nonlinguistic factors can be catego-
rized into two parts: sociological and physiological factors. Sociological factors,
including the place of birth, the social class, and the age of the speaker, mainly
affect prosodic features (pitch contour, duration, rhythm, etc). On the other
hand, physiological factors (the shape of the vocal tract) directly affect the spec-
tral information and determine the individuality. It is reported that the most
important acoustic features to identify the speaker include the third formant, the
fourth formant, the fundamental frequency, and the closing phase of the glottal
1
Figure 1.1: Flowchart of a typical VC system.
wave [8].
The most existing VC systems deal with the conversion of spectral features,
and that will be focused on in this thesis. However, prosodic features, such as
fundamental frequency (F0), can also be seen as importnat factors of speaker
identity. Helander et al. showed that when the true prosody features are used,
we can recognize the person who is familiar to us [9]. Nevertheless, we obtain
good results from a simple stastical mean and variance scaling methods for F0
conversion. More advanced F0 conversion methods have also been proposed [10,
11, 12]
1.2 Approaches
Most VC systems have a system flow as shown in Figure 1.1. The system can
broadly be divided into two stages: training and conversion stage. Both stages
begin with feature extraction. In this process, acoustic features, such as such
as mel-frequency cepstral coefficients (MFCC), cepstral coefficients (CC), or lin-
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ear prediction coefficients (LPC), are extracted from the speech signals. In the
training stage, the extracted time-series features are aligned to adjust the time
positions of the source speaker’s features and those of the target speaker’s features
(such alined data is called parallel data). Therefore, typical VC systems require
the pairs of speech signals uttering the same sentence by a source and a target
speakers. Dynamic programming (DP) [13] is often used for the alignment pro-
cess. Any stastical models or nonstastical models are trained using the obtained
parallel data. In conversion stage, the acoustic features are extracted from source
speaker’s speech and feed to the model, resulting in the acoustic features that is
supposed to be the target speakers’ one. Finally, the features are back-projected
into a speech signal. In such way, we obtain converted speech.
For the models, various statistical approaches have been studied, including
those discussed in [14, 15]. Among these approaches, mapping methods based
on the Gaussian mixture model (GMM) [16] are widely used, and a number
of improvements have been proposed. Some of the approaches do not require
parallel data, because they use a GMM-adaptation technique [17], eigen-voice
GMM [18, 19] or probabilistic integration model [20].
However, GMM-based approaches rely on “shallow” voice conversion—methods
are based on piecewise-linear transformation. Because the shape of the vocal tract
is generally non-linear, non-linear voice conversion is more compatible with hu-
man speech. To capture the characteristics of speech more precisely, a deeper
non-linear architecture with more hidden layers is required. One example of
deeper VC methods was proposed by Desai et al. [21] based on neural networks
(NN). In GMM-based approaches, the conversion is achieved so as to maximize
the conditional probability calculated from a joint probability of source and tar-
get speech, where the joint model is trained beforehand. In contrast, NN-based
approaches directly train the conditional probability, which converts the feature
vector of a source speaker to that of a target speaker. These discriminative ap-
proaches have been shown to perform better than generative approaches, such as
GMM-based approaches, in speech recognition and synthesis, as well as in VC
[22, 23]. For these reasons, NN-based approaches achieve relatively high perfor-
mance if the training samples are carefully prepared [21].
These approaches often suffer from over-smoothing or over-fitting problems.
GMM-based approaches represent acoustic features using multiple Gaussian dis-
tributions, which are estimated by averaging observations with similar context
descriptions in the training. Therefore, the outputs of a GMM distribute near the
modes (means) of the Gaussians, which leads to problems with over-smoothing.
Furthermore, over-fitting problems arise when we give more Gaussian mixtures
due to precise estimation of the observed distribution. In NN-based approaches,
the model is often over-fitted due to its complexity. The model exaggerates small
fluctuations in the unknown data if the amount of training data is not sufficient
3
for the number of parameters.
Some methods have been proposed for alleviating the over-smoothing of GMMs,
such as the global variance model [24], a minimizing-divergence model [25], and
post-filtering [26]. Other approaches that reduce over-smoothing have also been
proposed, such as canonical correlation analysis (CCA) [27] and an exemplar-
based VC system using NMF (non-negative matrix factorization) [28, 29]. In our
earlier work [30], we proposed a new VC technique that copes with over-fitting
problems in NN-based approaches using a combination of speaker-dependent re-
stricted Boltzmann machines (RBMs) [31] (or deep belief nets; DBN [32]), which
capture high-order features in an unsupervised manner, and concatenating NNs.
These graphical models are better than GMMs at representing the distribution of
high-dimensional observations with cross-dimension correlations in speech synthe-
sis [33] and in speech recognition [34]. Since Hinton et al. introduced an effective
training algorithm for the DBN in 2006 [32], the use of deep learning has rapidly
spread in the field of signal processing, as well as in speech signal processing.
RBMs (or DBNs) have been used, for example, for recognition of handwritten
characters [32], recognition of 3-D objects [35], and machine transliteration [36].
1.3 Purpose
The objective of this work is to get an overview of the current VC methods
and to develop our own solution. In this paper, we extend our earlier work in [30]
to systematically capture time information as well as latent (deep) relationships
between source-speaker and target-speaker features in a single network. We do
this by combining speaker-dependent recurrent temporal restricted Boltzmann
machines (RTRBMs [37]) and a concatenating NN. An RTRBM, which is an
extension of an RBM, is a non-linear probabilistic model used to capture temporal
dependencies in time-series data. Despite its simplicity, this model does a good
job of describing meaningful sequences such as video [37] and music [38]. In
our approach, we first train two RTRBMs: one exclusively for the source and one
exclusively for the target speakers. We train them independently using segmented
training data prepared for each speaker. Then we train an NN using the projected
features. Finally we fine-tune the networks as a single recurrent NN. Because the
training data for the source speaker RTRBM includes various phonemes particular
to the speaker, the speaker-dependent network tries to capture the abstractions to
maximally express the training data with abundant speaker-specific information
and less phonological information. Furthermore, the network receives a collection
of time-series feature vectors with the conditional models, enabling it to discover
temporal correlations in the high-order space. Therefore, we expect that the
features of these time-dependent, high-order spaces can be converted much more
4
easily than can the voice features of the original cepstrum-based space.
1.4 Related works
Similar research can be found in [1] and [39]. Wu et al. employed a con-
ditional restricted Boltzmann machine (CRBM), another model for representing
time-series data that was proposed by Taylor et al. [40] for capturing linear and
non-linear relationships between source and target features [1]. Chen et al. also
used an RBM to model the joint spectral distribution instead of using a conven-
tional joint-density GMM [39]. Unlike these approaches, which are based on joint
models, our method trains two exclusive RTRBMs, one for each speaker.
1.5 Outline
Starting in the Chapter 2, we list some basic ideas and technologies related to
voice conversion. Chapters 3 describes three conventional methods on voice con-
version: GMM-based approach, NN-based approach, and NMF-based approach.
In Chapter 4, the algorithm for voice conversion using a JD-RBM is described
in details. Details about the voice conversion using speaker-dependent models
in deep-learning-based framework are provided in Chapter 5, which will be the
basic method in this thesis. The extendend models considering time-related in-
formation are described in Chapter 6 using speaker-dependent CRBMs, and in
Chapter 7 using speaker-dependent RTRBMs. Finally, Chapter 8 concludes the
thesis.
5
Chapter 2
Acoustic Features and Basics
In this chapter, we review common acousitc features used in voice conversion
or other speech applications. First, cepstrum analysis, which is the basic idea to
extract important information from a speech signal, is presented. Secondly, we
will talk about MFCC, which is well-known features in speech signal processing.
Finally, analyzing method of speech using STRAIGHT is presented.
2.1 Cepstrum
Frequency
Po
w
er
Source (Vocal cord vibration)
 
Frequency
Po
w
er
Filter (Vocal tract)
=
Frequency
Po
w
er
Speech sound
Figure 2.1: Source filter model: speech sound can be generated by multiplying
spectra of the vocal cord vibration (source) and spectra of the vocal tract (filter).
Speech signal is generated from vibration of the vocal cord. The vibration
passes a vocal tract of the speaker, and arrives at the listner’s ears or microphones.
When we vibrate our vocal cords and change the shapes of our mouthes and
vocal tracts, the sounds of various phonemes such as /a/ or /i/ can be generated.
This speech generating process is modeled as a source filter model (Figure 2.1).
The filter associated with the vocal tract is called formant, and the fundamental
frequency from the vibration is called pitch. In speech signal processing, the
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information related to the formant that determines phonemes is fairly important.
Therefore, when the system recognizes a given speech, we can obtain better results
with the formant information than with the original spectrum.
One well-known approach for extracting formants is cepstrum analysis [41].
The cepstrum is obtained as follows: 1) execute Fourier transform to the given
speech, 2) take absolute and logarithm, and 3) execute inverse Fourier transform.
Letting G(ω) and H(ω) be spectrum of vocal cord and spectrum of vocal tract,
respectively, the spectrum of the speech S(ω) is represented as:
S(ω) = G(ω) ·H(ω). (2.1)
When we apply logarithm and inverse Fourier transform to Eq. (2.1), we obtain
log |S(ω)| = log |G(ω)|+ log |H(ω)| (2.2)
and
Scep(d) = DFT
−1{log |S(ω)|} (2.3)
= DFT−1{log |G(ω)|}+DFT−1{log |H(ω)|}, (2.4)
where Scep(d) indicates the dth cepstrum (d is quefrency axis).
When we regard each spectra in Figure 2.1 as a signal, we notice that the vocal
cord G(ω) is a signal that rapidly changes, and the vocal tract H(ω) is a signal
that slowly changes, in constrast. By applying inverse Fourier transform to these
signals, DFT−1{log |G(ω)|} appears in high quefrency and DFT−1{log |H(ω)|}
appears in low quefrency. Furthermore, as Eq. (2.4) shows, a speech signal is rep-
resented as a sum of the vocal cord information and the vocal tract information.
Therefore, the vocal tract information DFT−1{log |H(ω)|} can be easily obtained
by simple substruction. In other words, the formant information is extracted by
liftering (low-pass filtering in quefrency) as shown in Figure 2.2.
2.2 MFCC
The cepstrum features introduced in the previous section was obtained as
linear log spectrum (therefore, it is also called linear frequency cepstral coeffi-
cient; LFCC). On the other hand, there is another formant extraction method
called mel-frequency cepstrum coefficients (MFCC) [42]. MFCC is extracted from
the transformation on the mel-scale, which approximates the human-auditory-
sensitive scale to pitches.
When we, human-beings, hear something, the auditory sensitivity gets poorer
as the pitch is higher. That means our frequency resolution is very low in high
7
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Figure 2.2: Formant extraction using cepstrum analysis. This example uses a
speech signal where “a” is uttered.
frequency and high in low frequency. The relationship is not linear; but non-linear
as approximated by
f ′ = 1127.01048 log(1 +
f
700
), (2.5)
where f ′ is called mel frequency. Typically, we use filter-bank representation
instead of using the coefficients themselves. In the MFCC approach, mel-filter-
banks as shown in Figure 2.3 are used. Each filter has a triangle shape, and
outputs the sum value of the multiplication. The power spectrum on the mel-
scale frequency M(i) is obtained by
M(i) =
f ′i+1∑
f=f ′i−1
Wi(f) · |X(f)|2. (2.6)
From Eq. (2.6), the MFCC can be calculated as follows:
Mcep(d) = DFT
−1{logM(i)}. (2.7)
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Figure 2.3: Mel-scale filter banks.
MFCC contains some useful information to represent the speech with small
numbbers of dimensions; therefore, most works in speech signal processing, specif-
ically in speech recognition, deal with the features. However, as the MFCC is
based on filter-bank calculation, it is in general difficult to reconstruct the speech
signal from the obtained MFCC (because the values in a filter-bank are summed
up with the weights.) Milner and Shao proposed an approximation approach for
the speech reconstruction from MFCC using a source-filter model [43]. Other
approaches such as an approach using z-transform [44, 45] and an approach using
a mel log spectral approximation (MLSA) filter [46] have also been proposed.
2.3 STRAIGHT
F0
Aperiodic
Spectrum
Speech signal
Modified Spectrum
Modified signal
Modify
A
nalyze
Synthesize
Modified F0
Modify
Figure 2.4: Modifying a speech signal using STRAIGHT.
STRAIGHT [47, 48] is a package tool provided by Kawahara that analyzes,
modify, and synthesizes speech, written as MATLAB codes. The tool extracts
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three components from a speech signal: spectrum parameters, fundamental fre-
quencies and aperiodic parameters. The analysis and synthesis quality is fairly
high, so many researchers in speech signal processing loves to use it. Figure 2.4
depicts the common way to use the STRAIGHT for modifying a speech signal.
The spectrum features extracted using STRAIGHT resembles formant informa-
tion in cepstrum analysis. Therefore, in voice conversion, we usually modify the
spectrum features and the F0 to as the desired ones (we do not change the ape-
riodic features in the synthesis stage). The spectrum features are also reffered
as STRAIGHT spectrum, STRAIGHT parameters, or just spectrum. In the re-
maining of this thesis, we refer to spectrum as the spectrum parameters extracted
from a speech signal using STRAIGHT.
We can also extract MFCC features from the STRAIGHT spectrum. As
discussed in the previous section, the (approximate) MFCC can further be back-
projected into the spectrum space. The raw spectrum obtained using STRAIGHT
tends to be high-dimensional. If we focus on modifying acoustic features in MFCC
space after executing STRAIGHT, we can reduce the dimensional sizes of the
interest features, which leads to high performance in estimation of a model, and
obtain high-quality speech sound.
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Chapter 3
Conventional VC methods
This chapter presents conventional voice conversion (VC) methods—approaches
based on Gaussian mixture models (GMMs), approaches based on neural net-
works (NN), and approaches based on non-negative matrix factorization (NMF).
These approaches will be compared with the proposed methods in the remaining
chapters. The problems of each method are also declared in this chapter.
As discussed in section 1.2, in order to estimate the models, most existing VC
approaches need sets of speech signals where the same sentences are uttered by
a souce speaker and a target speaker. Furthermore, the training data must be
aligned at the frame level. The aligned data is called parallel data, and is often
obtained using dynamic programming (DP), or saying dynamic time warping
(DTW) [13, 16, 49]. Such feature vectors are used for training each model. Let
us refer the D-dimensional feature vectors at each frame of the source speaker
and the target speaker as x and y, respectively. Assuming that the parallel data
includes T frames, training data consists of the source speaker’s set X 3 {xt}Tt=1
and the target speaker’s set Y 3 {yt}Tt=1.
3.1 GMM-based VC
3.1.1 Gaussian mixture model (GMM)
A Gaussian mixture model (GMM) is a statistical probabilistic model for rep-
resenting the observed data that can be categorized into sub-components. Each
component is represented as a multivariate Gaussian distributionN (x;µ,Σ) with
parameters of a D-dimensional mean vector µ and a variance matrix Σ, which is
defined as
N (x;µ,Σ) = 1√
(2pi)D|Σ| exp
(
−1
2
(x− µ)TΣ−1(x− µ)
)
, (3.1)
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where x, µ, and Σ have the elements as follows:
x =

x1
x2
...
xD
 , µ =

µ1
µ2
...
µD
 , Σ =

σ211 σ
2
12 · · · σ21D
σ221 σ
2
22
...
...
. . .
...
σ2D1 · · · · · · σ2DD
 , (3.2)
and (·)T and | · | indicate transpose and determinant of a matrix, respectively.
GMM represents the overall distribution of the data using weighted sum of
the components. The probability density function (pdf) of GMM is defined as
p(x|Θ) =
M∑
m=1
αmN (x;µm,Σm), (3.3)
where M indicates the number of mixtures. Θ is a set of parameters of GMM,
which contains αm, µm, and Σm for all m.
p(x| )
x
p(x)
0
Figure 3.1: Example of a Gaussian mixture model (M = 2).
Figure 3.1 shows an example of a one-dimensional GMM that has 2 compo-
nents with a solid line. The GMM was obtained by weighted sum of two Gaussian
distributions depicted with the dotted lines.
The GMM parameters can be estimated using the expectation-maximization
(EM) algorithm [50]. The algorithm repeats E-step (expectation) and M-step
(maxmization) by turns. First, all parametes are randomly initialized. In the
E-step, we calculate a Q-function (expectation of log-likelihood) defined as
Q(Θˆ|Θ) = E[log p(x,m|Θˆ)]p(m|x,Θ)
=
M∑
m=1
p(m|x,Θ) log p(x,m|Θˆ), (3.4)
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where
p(x,m|Θˆ) =
N∏
n=1
p(xn,m|Θˆ)
=
N∏
n=1
αˆmN (xn; µˆm, Σˆm). (3.5)
Therefore, Eq. (3.4) becomes
Q(Θˆ|Θ) =
∑
k
∑
n
p(m = k|xn,Θ) log αˆk
+
∑
k
∑
n
p(m = k|xn,Θ) logN (xn; µˆk, Σˆk). (3.6)
In the M-step, update rules for each parameter are derived so as to maximize
the Q-function (Eq. (3.6)). The derived update rules are
αˆk =
1
N
N∑
n=1
p(k|xn,Θ), (3.7)
µˆk =
∑
n p(k|xn,Θ)xn∑
n p(k|xn,Θ)
, (3.8)
Σˆk =
∑
n p(k|xn,Θ)(xn − µˆk)(xn − µˆk)T∑
n p(k|xn,Θ)
, (3.9)
where p(k|xn,Θ) is a probability that xn is sampled from the kth component,
which is calculated by
p(k|xn,Θ) = αkN (xn;µk,Σk)∑
k αkN (xn;µk,Σk)
. (3.10)
3.1.2 Methodology
When it comes to voice conversion based on GMM, we model a joint proba-
bility of a source speaker and a target speaker using GMM. Therefore, this model
is called joint density GMM (JD-GMM). In the training stage of the JD-GMM,
we use a joint vector z that concatenates a source speaker’s vector x and a target
speaker’s vector y (i.e. z = [xTyT ]T ). The probability p(z) is modeled using
GMM as follows:
p(z|Θ(z)) =
M∑
m=1
αmN (z;µ(z)m ,Σ(z)m ), (3.11)
13
where µ
(z)
m and Σ
(z)
m consist of
µ(z)m =
[
µ
(x)
m
µ
(y)
m
]
, Σ(z)m =
[
Σ
(xx)
m Σ
(xy)
m
Σ
(yx)
m Σ
(yy)
m
]
. (3.12)
The parameters µ
(x)
m and Σ
(xx)
m , and the parameters µ
(y)
m and Σ
(yy)
m correspond
to the source speaker’s Gaussian distribution and the target speaker’s Gaussian
distribution, respectively. The parameter Σ
(xy)
m (= Σ
(yx)
m
T
) indicates a covariance
matrix between the observed data x and y. In voice conversion, we usually use a
diagonal matrix for Σ
(xx)
m , Σ
(xy)
m , and Σ
(xx)
m because full-covariance matrices bring
a lot of parameters to estimate.
On the conversion stage (assuming that the parameters Θ(z) have already
been estimated), we consider the probability of y given an input x. That is
p(y|x,Θ(z)) =
M∑
m=1
p(m;x,Θ(z))p(y;x,m,Θ(z)). (3.13)
The probabilities on the right side in Eq. (3.13) are represented as
p(m;x,Θ(z)) =
αmN (x;µ(x)m ,Σ(xx)m )∑M
m=1N (x;µ(x)m ,Σ(xx)m )
(3.14)
p(y;x,m,Θ(z)) = N (y;E(y|x)m ,D(y|x)m ) (3.15)
E(y|x)m = µ
(y)
m +Σ
(yx)
m (Σ
(xx)
m )
−1(x− µ(x)m ) (3.16)
D(y|x)m = Σ
(yy)
m −Σ(yx)m (Σ(xx)m )−1Σ(xy)m . (3.17)
Using the probability in Eq. (3.13), we can estimate the most probable y as
follows:
yˆ = argmax
y
p(y|x,Θ(z))
=
M∑
m=1
p(m;x,Θ(z)) argmax
y
p(y;x,m,Θ(z))
=
M∑
m=1
p(m;x,Θ(z))E(y|x)m . (3.18)
As Eq. (3.18) shows, the conversion function using JD-GMM is based on the
linear transformation (the weighted sum).
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3.1.3 Problems
It is often reported that the GMM-based voice conversion includes over-
smoothing problems and over-fitting problems. The over-smoothing arises be-
cause the parameters of multiple Gaussian components are estimated by averag-
ing the observations with similar context descriptions. As a result, the outputs
distribute near the modes of each component. The over-fitting problems come
from its complexity. When we give more Gaussian components, the model is
over-fitted to the training data.
3.2 NN-based VC
3.2.1 Neural network (NN)
...
Layer 1 Layer
· · · · · ·
Layer Layer L
Input layer Hidden layers Output layer
Unit i
...
...
...
Unit j
f (l)j
ll   1
w(l)ij
Figure 3.2: A feedforward neural network (NN).
A neural network (NN) is a mathematical model that imitates biological ner-
vous neurons. Various types of NN have been proposed, and most of them aim
to train and extract latent patterns in the given data. In this thesis, we focus
on a multi-layered feedforward type of NN (it is called a multi-layer perceptron;
MLP [51]) and refer this type as NN. This model is used for recognizing patterns,
extracting rules, predicting sequence data, and mining data.
An NN that feeds D-dimensional inputs and producesM -dimensional outputs
has a hierarchical structure that stacks multiple layers (L layers) as shown in
Figure 3.2. The first layer, the last layer, and the middle layers are called an
input layer, an output layer, and hidden layers, respectively.
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Assume that the lth layer has Ll units. In the feedforward NN, each unit in
the lth recieves information from the units in the previous layer (l−1th layer) and
sends the output information to the units in the following layer (l + 1th layer).
The connection between two units has the unique weight. Let us denote w
(l)
ij is
the weight from the ith unit in the l − 1th layer to the jth unit in the lth layer,
where 2 < l ≤ L, 1 ≤ i ≤ Ll−1, 1 ≤ j ≤ Ll. Given outputs of each unit in the
l − 1th layer v(l−1) = [v(l−1)1 , · · · , v(l−1)Ll−1 ] ∈ RLl−1 , the output value of the jth unit
in the lth layer v
(l)
j can be calculated as
v
(l)
j = f(u
(l)
j ) (3.19)
= f(
Ll−1∑
i=1
w
(l)
ij v
(l−1)
i + b
(l)
j ), (3.20)
where f(·) denotes an activate function and b(l)j indicates a bias parameter for
v
(l)
j . There are a number of common activate functions such as an identity func-
tion (Eq. (3.21), Figure 3.3(a)), a step function (Eq. (3.22), Figure 3.3(b)), a
sigmoid function (Eq. (3.23), Figure 3.3(c)), a hyperbolic function (Eq. (3.24),
Figure 3.3(d)), and a softmax function (Eq. (3.25)), each of them defined as
follows.
f(x) = x (3.21)
f(x) =
{
0 (x < 0)
1 (x ≥ 0) (3.22)
f(x) =
1
1− e−x (3.23)
f(x) =
ex − e−x
ex + e−x
(3.24)
f(x) =
ex∑
i e
xi
(3.25)
The most often-used activation function is a sigmoid function. One reason is
that it is differentiable. This charastaristics is helpful on parameter estimation.
Furthermore, it can limit the range of outputs from zero to one; it behaves like a
step function. On the other hand, an identity function is often used for regression
when we want real-valued outputs.
Sometimes it would be easier to understand when vector representation is
used. The output vector in the lth layer v(l) = [v
(l)
1 , · · · , v(l)Ll ] ∈ RLl is represented
as in Eq. (3.26) rather than in Eq. (3.19).
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Figure 3.3: Activate functions in use with an NN.
v(l) = f(u(l)) (3.26)
= f(W (l)v(l−1) + b(l)) (3.27)
Here,W (l) = [w
(l)
ij ] ∈ RLl−1×Ll and b(l) ∈ RLl are weight parameters and bias pa-
rameters, respectively. Now f(·) becomes an element-wise version of the activate
functions defined before. For example, a sigmoid function is rewritten as
f(x) = S(x) = 1
1− e−x . (3.28)
For estimating the parameters of an NN (W (l) and b(l)), backpropagation
algorithm [52, 53] is often used. Given an N number of training data {xn,yn}Nn=1,
the algorithm tries to reduce the errors between the target yn and the output of
the network v
(L)
n , which is defined as follows:
E =
∑
n
en (3.29)
=
1
2
∑
n
|yn − v(L)n |2. (3.30)
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In general, it is difficult to estimate the parameters that minimize the total error
E globally. Typically, a steepest descent method is used for finding local minima.
The method starts from random initialization for each element (w) in W , and
performs iterative updates as follows:
w ← w − µ∂E
∂w
, (3.31)
where µ indicates a learning rate (typically, 0 < µ ≤ 1) and determines the speed
of convergence.
In backpropagation algorithm, the errors on the higher layer are propagated
to the lower layer. Using a sigmoid activate function, the partial gradient to
weights on the top layer ∂E
∂w
(L)
ij
, for instance, is calculated as
∂E
∂w
(L)
ij
=
∑
n
(yjn − vjn)
∂vj
(L)
n
∂w
(L)
ij
. (3.32)
From Eq. (3.19),
∂v
(L)
j
∂w
(L)
ij
=
∂v
(L)
j
∂u
(L)
j
∂u
(L)
j
∂w
(L)
ij
(3.33)
= S(u(L)j )(1− S(u(L)j ))v(L−1)i , (3.34)
hence, Eq. (3.32) becomes
∂E
∂w
(L)
ij
=
∑
n
−(yjn − vjn)S(uj(L)n )(1− S(uj(L)n ))vi(L−1)n (3.35)
=
∑
n
δj
(L)
n vi
(L−1)
n , (3.36)
where δ
(L)
j = −(yj − vj)S(u(L)j )(1− S(u(L)j )) behaves like errors and is backprop-
agated as discussed in the following.
For the weight parameters in the L − 1th layer, the partial gradient can be
calculated as
∂E
∂w
(L−1)
jk
=
∑
n
∑
j′
δj′
(L)
n
∂vj′
(L−1)
n
∂w
(L−1)
jk
(3.37)
=
∑
n
∑
j′
δj′
(L)
n w
(L−1)
j′k S(uk(L−1)n )(1− S(uk(L−1)n ))vj(L−2)n (3.38)
=
∑
n
δk
(L−1)
n vj
(L−2)
n , (3.39)
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where δ
(L−1)
k = (
∑
j′ δ
(L)
j′ w
(L−1)
j′k )S(u(L−1)k )(1−S(u(L−1)k )), which is calculated using
the errors propagated from the higher layer (δ
(L)
j′ ).
To generalize, we can derive the following partial gradients for any layers.
∂E
∂w
(l)
ij
=
∑
n
δj
(l)
n vi
(l−1)
n (3.40)
δ
(l)
j =
{
−(yj − vj)S(u(l)j )(1− S(u(l)j )) (l = L)
(
∑
j′ δ
(l+1)
j′ w
(l)
ij′)S(u(l)j )(1− S(u(l)j )) (l = 2, · · · , L− 1)
(3.41)
3.2.2 Methodology
x y
x y
(a) Unit-driven representation
(b) Layer-driven representation
Figure 3.4: Voice conversion using a neural network.
It is straightforward to adapt an NN for voice conversion. A feedforward NN
is used to obtain the mapping function from the source speaker’s vector to the
target speaker’s vector [21, 54].
Figure 3.4 shows a five-layered NN that inputs the source vector x and outputs
the target vector y. Figure 3.4(b) simplifies the representation of Figure 3.4(a),
and both of them show the same structure of the NN (the arrows in Figure 3.4(b)
indicate full-connected relations). In general, the output y is a real-valued vector;
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therefore, an identity function is used for the activate function in the highest layer
of the NN. For the other layers (hidden layers), non-linear differentiable functions
such as a sigmoid function or a hyperbolic function are used. When we choose a
sigmoid activate function, the convert function using the five-layered NN forms
y =W (4)S(W (3)S(W (2)S(W (1)x+ b(1)) + b(2)) + b(3)) + b(4), (3.42)
where {W (l), b(l)} are the parameters of the lth layer. The parameters can be
estimated using backpropagation algorithm discussed in the previous section.
To simplify the notation in Eq. 3.42, we define a symbol
⊙N
n=1 that denotes
composition of N functions. Using the symbol, Eq. 3.42 can be rewritten as
y =W (4)(
3⊙
l=1
S(W (l)x+ b(l))) + b(4). (3.43)
Now we derive a general formulation for voice conversion using an NN with
L layers as follows:
y =
L−1⊙
l=1
f (l)(W (l)x+ b(l)), (3.44)
where f (l)(·) denotes an arbitrary element-wise activate function for the lth layer.
3.2.3 Problems
In the similar manner to the problems on GMM-based voice conversion, the
NN-based voice conversion is often suffered from over-fitting. If the amount
of training data is not enough to the number of parameters, the trained NN
is influenced by small fluctuations in the unknown data. Furthermore, over-
smoothing problems also occur due to the forced-alignment using dynamic time
warping. This is easy to imagine when we consider that after forced-alignment,
we have different target vectors to the same source vector. As a result, the
parameters are estimated so that the output of the network gets close to the
average vector of them (the over-smoothed vector).
The most significant problem of NN-based voice conversion is that it is difficult
to estimate the weight parameters correctly when the network has a number of
hidden layers (a deep architecture). As Eqs. (3.40)(3.41) indicate, the errors at
the higher layer are propagated into the lower layers. Specifically, the lowest
layer accumulates all the errors propagated from the following layer, which also
conveys the erros from the next layer, etc. Therefore, they may reach poor local
minima that are close to the randomly-initialized values and far from the global
minima.
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3.3 NMF-based VC
3.3.1 Non-negative matrix factorization (NMF)
X W
H
   D
T R
R
T
D
Figure 3.5: Non-negative matrix factorization.
Non-negative matrix factorization (NMF) [55] is a matrix decomposition method
under non-negative constranints. In audio signal processing, NMF is widly used
for source separation [56, 57], speech enhancement [58, 59], speech recogni-
tion [60], automatic music transcription [61, 62, 63, 64], and voice conversion
[28, 29, 65, 66, 67, 68]. Common use of NMF in these approaches is that the
observed signal is represented as a linear combination of atoms (also called exem-
plars or dictionaries), which are trained beforehand. Thanks to the non-negative
constraints, a small number of atoms are selected and combined. Therefore,
NMF can also be seen as a tool of sparse coding [69, 70], though there exist NMF
algorithms that contains explicit sparse constraints [71, 72, 73].
The basic idea to decompose a matrix X ∈ RD×T is to find two matrices
W ∈ RD×R and H ∈ RR×T that minimize the distance between X and WH
under non-negative constraints. Figure 3.5 depicts the decomposition process of
NMF. In NMF, W is called a basis matrix, and contains R number of atoms
(dictionaries, or bases) in columns. H is called an activity matrix, and indicates
the activity of each atom in time. The decomposition process is formulated as
W ,H = argmin
W ,H
D(X|WH) (3.45)
s.t. W ,H ≥ 0, (3.46)
where · ≥ 0 indicates that all elements in the matrix are greater than or equal to
zero. D(A|B) denotes the distance between the two matrices; typically, the Eu-
clidian distance DEUC(A|B) or the Kullback-Leibler (KL) divergence DKL(A|B)
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is used. They are, respectively, defined as
DEUC(A|B) = ||A−B||2 =
∑
ij
(Aij −Bij)2 (3.47)
DKL(A|B) =
∑
ij
Aij log
Aij
Bij
− Aij +Bij, (3.48)
where Aij denotes the ith-row jth-column element in the matrix A.
Now let us consider the case where the Euclidian distance is used. Using
Eq. (3.47), the objective function of NMF becomes
DEUC(X|WH) =
∑
dt
(Xdt − (WH)dt)2
=
∑
dt
(X2dt − 2Xdt(WH)dt + (WH)2dt)
=
∑
dt
(X2dt − 2Xdt
∑
r
WdrHrt + (
∑
r
WdrHrt)
2) (3.49)
The third term in Eq. (3.49) (
∑
rWdrHrt)
2 is difficult to derive partial differ-
ential. Therefore, an auxiliary function GEUC that satisfies GEUC(W ,H ,λ) ≥
DEUC(X|WH) is used, which is defined as follows
GEUC(W ,H ,λ) ,
∑
dt
(X2dt − 2Xdt
∑
r
WdrHrt +
∑
r
W 2drH
2
rt
λdrt
) (3.50)
s.t. ∀λdrt ≥ 0,
∑
d,r,t
λdrt = 1. (3.51)
Applying Lagrange multipliers, we obtain the following update rules:
λdrt ← argmin
λdrt
GEUC =
WdrHrt∑
r′ Wdr′Hr′t
(3.52)
Wdr ← argmin
Wdr
GEUC =
∑
tXdtHrt∑
t
H2rt
λdrt
(3.53)
Hrt ← argmin
Hrt
GEUC =
∑
dXdtWdr∑
d
W 2dr
λdrt
. (3.54)
Replacing λdrt in Eqs. (3.53)(3.54) with Eq. (3.52), we finally obtain the common
update rules for Euclidian-distance-based NMF as follows:
Wdr ← Wdr
∑
tXdtHrt∑
tHrt
∑
r′ Wdr′Hr′t
(3.55)
Hrt ← Hrt
∑
dXdtWdr∑
dWdr
∑
r′ Wdr′Hr′t
(3.56)
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Similarly, we can derive update rules for KL-based NMF using an auxiliary
function GKL, that is
GKL(W ,H ,λ)
,
∑
dt
(Xdt logXdt −Xdt
∑
r
λdrt log
WdrHrt
λdrt
−Xdt +
∑
r
WdrHrt) (3.57)
s.t. ∀λdrt ≥ 0,
∑
d,r,t
λdrt = 1. (3.58)
The derived update rules for the KL-based NMF are:
Wdr ← Wdr
∑
t
XdtHrtP
r′ Wdr′Hr′t∑
tHrt
(3.59)
Hrt ← Hrt
∑
d
XdtWdrP
r′ Wdr′Hr′t∑
dWdr
. (3.60)
Sometimes the update rules in matrix-wise representation is useful and easy to
see. They are:
W ←W 
X
WH
HT
1D×THT
(3.61)
H ←H  W
T X
WH
W T1D×T
, (3.62)
where  and ·· denote element-wise multiplication and division, respectively,
and 1N×M indicates a matrix with the size of N ×M whose elements are all one.
3.3.2 Exemplar-based approach
Figure 3.6 shows the system flow of voice conversion using NMF [28, 65, 66].
The symbols in Figure 3.6: X(∈ RD×T ), Y (∈ RD×T ), W s(∈ RD×R), W t(∈
RD×R), Hs(∈ RR×T ), and H t(∈ RR×T ) indicate a source feature matrix (spec-
trogram), a target spectrogram, source dictionaries, target dictionaries, a source
activity matrix, and a target activity matrix, respectively. A voice conversion
system using exemplar-based NMF simply uses raw parallel (aligned) training
data for dictionaries {W s,W t}. Given a source spectrogram X, the process of
voice conversion begins with obtaining an activity matrix Hs using the source
dictionaries W s. Because a large number of dictionaries are used (R  T ) in
the common exemplar-based approaches, it is better to make the activity matrix
sparse. Therefore, sparse NMF (SNMF [72, 73]) is used for estimating an activ-
ity matrix in voice converion, rather than using Eq. (3.62). Using SNMF, the
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 Y
W s
W t Ht
Hs
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Source spectrogram
Target spectrogram
Source dictionaries
Target dictionaries
Activity matrix
Figure 3.6: Flow of voice conversion based on NMF.
activity matrix Hs is obtained so as to minimize the following cost function:
D(X|W sHs) + κ||Hs||1 s.t. Hs ≥ 0, (3.63)
where || · ||1 indicates l1 norm, and κ(≥ 0) determines the sparsity. When us-
ing KL-divergence for D(X|W sHs), we can derive the similar update rule to
Eq. (3.62) as follows:
Hs ←Hs  W
sT X
W sHs
W sT1D×T + κ1R×T
. (3.64)
Iteratively updating Hs using Eq. (3.64) until it converges (remaining the dic-
tionaries W s unchanged), we obtain the optimum activity matrix Hˆs. In the
exemplar-based approach, the obtained matrix Hˆs is used as an target speak-
ers’s activity matrix without any change; i.e., H t = Hˆs. Finally, we obtain
the target features (spectrogram) by multiplying the target dictionaries and the
activity matrix as follows:
Y =W tHˆs. (3.65)
The interesting point of voice conversion using the exemplar-based NMF is
that it assumes the activity matrix obtained from the source features must be the
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same as the activity matrix for the target features (the two activity matrices are
different from each other actually, though). The idea comes from the fact that the
two matrices share with the same prosodic information via parallel dictionaries.
3.3.3 Spectral-mapping approach
X  
 Y
W s
W t Ht
Hs
Decompose
Source spectrogram
Target spectrogram
Source dictionaries
Target dictionaries
Activity matrix
Decompose
=Aligned
Figure 3.7: Estimating parallel dictionaries in the spectral-mapping-based NMF
framework.
In the exemplar-based NMF approach, parallel dictionaries {W s,W t} were
picked from the aligned training data without any change. Here, in the spectral-
mapping-based approach [67, 68], the dictionaries are obtained from the training
based on iterative updates. Figure 3.7 shows the training process of the parallel
dictionaries.
This approach assumes that the activity matrix of the source speaker Hs is
completely equivalent to the activity matrix of the target speaker H t (Hs =
H t =H). And then, given parallel training data {X,Y }, we estimate and train
the dictionaries {W s,W t} with updating H as well. The dictionaries and the
activity matrix are estimated so that they minimize the cost function defined as
D(X|W sH) +D(Y |W tH) + κ||Hs||1 s.t. W s,W t,H ≥ 0. (3.66)
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Again, κ is a sparsity term and experimentally determined. If we use KL-
divergence for D(X|W sH) and D(Y |W tH), we obtain
DKL(X|W sH) +DKL(Y |W tH)
=
D∑
d=1
T∑
t=1
(
Xdt log
Xdt
(W sH)dt
−Xdt + (W sH)dt
)
+
D∑
d=1
T∑
t=1
(
Ydt log
Ydt
(W tH)dt
− Ydt + (W tH)dt
)
=
2D∑
d=1
T∑
t=1
[XY
]
dt
log
[
X
Y
]
dt[
W sH
W tH
]
dt
−
[
X
Y
]
dt
+
[
W sH
W tH
]
dt

=
2D∑
d=1
T∑
t=1
[XY
]
dt
log
[
X
Y
]
dt([
W s
W t
]
H
)
dt
−
[
X
Y
]
dt
+
([
W s
W t
]
H
)
dt

=
2D∑
d=1
T∑
t=1
(
Zdt log
Zdt
(WH)dt
− Zdt + (WH)dt
)
, (3.67)
whereZ =
[
X
Y
]
andW =
[
W s
W t
]
are parallel training data and parallel dictionar-
ies, respectively. As Eq. (3.67) indicates, the optimization problem in Eq. (3.66)
results in finding the optimum element of W and H given a matrix Z. There-
fore, using Eqs. (3.61)(3.64), iterative update rules forW (W s andW t) and H
become:
W s ←W s 
X
W sH
HT
1D×THT
(3.68)
W t ←W t 
Y
W tH
HT
1D×THT
(3.69)
H ←H  W
T Z
WH
W T12D×T + κ1R×T
(3.70)
=H  W
sT X
W sH
+W t
T Y
W tH
W sT1D×T +W tT1D×T + κ1R×T
. (3.71)
The conversion process is the same as that of the exemplar-based approach.
Given the test data (a source spectrogram), we first compute an activity matrix
using the source dictionaries, and then construct a target spectrogram using the
target dictionaries.
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3.3.4 Problems
The NMF-based voice conversion in the exemplar-based approach does not
use any statistical training. Therefore, an over-smoothing problem does not oc-
cur unlike GMM-based or NN-based approaches. However, this approach tends
to be time-consuming and difficult to execute in real-time, because thousands of
dictionaries are used in the conversion process. On the other hand, a spectral-
mapping-based approach uses much less dictionaries in conversion. In this ap-
proach, however, over-smoothing arises due to the stastical training.
The other serious problem is that NMF-based approaches can not treat with
negative-valued data. For instance, MFCCs, which allows negative values, can not
be fed as input features in these approaches. In [28, 29, 65, 66, 67, 68], they used
magunitude (power) spectum or STRAIGHT spectrum for the acoustic features.
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Chapter 4
VC Using a Joint Density RBM
In this chapter, a voice conversion method using a joint density restricted
Boltzmann machine (JD-RBM) is described. The method is viewed as a sparse-
representation-based approach, which is related to the NMF-based voice conver-
sion discussed in Chapter 3.
4.1 Sparse-representation-based VC
x y
 1  3
 
D1x D1yD3x D3y
 
Figure 4.1: Voice conversion based on sparse representation.
In voice conversion, the system converts an acoustic vector of the source
speaker x ∈ RD into the target speaker’s vector y ∈ RD. In sparse-representation-
based voice conversion, the target vector y is obtained using a sparse vector
α ∈ RK , ‖α‖0  K that is calculated from the source vector x, instead of
directly estimating the target vector from the source vector.
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In this approach, K pairs of the source speaker’s dictionaries Dx ∈ RD×K and
the target speaker’s dictionaries Dy ∈ RD×K (parallel dictionaries) are trained
beforehand. Given an input vector of the source speaker, the converted target
speaker’s vector y is obtained using the trained parallel dictionaries as shown
in Figure 4.1. In the conversion stage, we first calculate a sparse vector α that
satisfies
x ≈ f(Dxα), (4.1)
and then we obtain the target speaker’s vector as follows:
y ≈ f(Dyα), (4.2)
where f(·) indicates an arbitrary function.
Most sparse-representation-based approaches use training exemplars without
changes for the parallel dictionaries Dx,Dy [28, 74, 75]. For the calculation of
the sparse vector α, there are various approaches that can be used, such as L1
normalization [74], K-nearest neighbors algorithm [75], and sparse non-negative
matrix factorization (NMF) [28, 29, 65, 66]. As discussed in Chapter 3, another
approach based on sparse NMF has also been proposed that uses trained paral-
lel dictionaries so that the sparse vectors for the source and the target are the
same [67, 68]. The above-mentioned sparse-representation-based voice conversion
methods are based on linear function (f(·) are linear functions in Eqs. (4.1)(4.2)).
4.2 Restricted Boltzmann Machine (RBM)
v
h
Figure 4.2: Graphical representation of an RBM.
A restricted Boltzmann machine (RBM) is an undirected graphical model that
defines the distribution of visible variables with binary hidden (latent) variables
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as shown in Figure 4.2. There are two layers: a visible layer and a hidden layer,
and each unit is fully connected to each other, except for the units in the same
layer1. An RBM was originally introduced as a method of representing binary-
valued data (Bernoulli-Bernoulli RBM; BB-RBM) [31, 78], and it later came to
be used to deal with real-valued data (such as acoustic features) known as a
Gaussian-Bernoulli RBM (GB-RBM) [79]. In this section, we first introduce the
basic BB-RBM, and then explain the GB-RBM, which is more applicable to the
real applications.
4.2.1 BB-RBM
4.2.1.1 Principle
BB-RBMs treat with binary inputs and hidden states. The joint proba-
bility of visible states v = [v1, · · · , vI ]T, vi ∈ {0, 1} and hidden states h =
[h1, · · · , hI ]T, vi ∈ {0, 1} is defined with an energy function EBB as follows:
p(v,h;Θ) =
1
Z(Θ)
e−EBB(v,h;Θ) (4.3)
EBB(v,h;Θ) = −bTv − cTh− vTWh, (4.4)
where Z(Θ) =
∑
v,h e
−EBB(v,h;Θ) is the normalization constant. The parameters
of the BB-RBM (Θ) include b ∈ RI , c ∈ RJ , and W ∈ RI×J , which denote
the bias vector of the visible units, the bias vector of the hidden units, and the
weight parameters, respectively. The weight Wij 3W indicates the strength of
the connection between the ith visible unit and the jth hidden unit.
The most helpful characteristic of RBMs, which has no connections between
units in the same layer, is that the integral over all possible states of each layer
can be representation as a product of one-dimensional integrals. This enables us
to calculate the conditional probabilities p(v|h) and p(v|h) easily. That is:
p(h|v) =
∏
j
p(hj|v) (4.5)
and
p(v|h) =
∏
i
p(vi|h). (4.6)
Each conditional probability p(hj|v) and p(vi|h) forms Bernoulli distribution as
follows:
p(hj|v) = B(hj;S(cj + vTW:j)) (4.7)
1The model that allows the connection between the units in the same layer has also been
proposed, named Boltzmann machine (BM) [76, 77].
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and
p(vi|h) = B(vi;S(bi +Wi:h)), (4.8)
respectively, where B(·; p) denotes the Bernoulli distribution with success prob-
ability p. Wi: and W:j denote the ith row vector and the jth column vector of
the matrix W , respectively. For more details on Eqs. (4.5)(4.6)(4.7)(4.8), see
Appendix.
It would be useful to define multivariant Bernoulli distribution (independent
variables, though). Using notation B(x;p) as multivariant Bernoulli distribution
with the success probabilities p ∈ RD, each of which corresponds to the variable
in x ∈ RD, we represent the conditional probability distribution as follows:
p(h|v) = B(h;S(c+W Tv)) (4.9)
p(v|h) = B(v;S(b+Wh)). (4.10)
As shown above, it is fairly easy to compute the expectation value E{h|v}
and the conditionaly probablity that the hidden variables all takes values of one
given visible units p(h = 1|v) as follows:
E{h|v} =
∏
j
E{hj|v} (4.11)
=
∏
j
0 · p(hj = 0|v) + 1 · p(hj = 1|v) (4.12)
=
∏
j
p(hj = 1|v) (4.13)
= p(h = 1|v) (4.14)
= S(c+W Tv). (4.15)
Similarly, the conditional expectation value of v and probability that all visible
units set to one given hidden units become simple equations:
E{v|h} = p(v = 1|h) (4.16)
= S(b+Wh). (4.17)
4.2.1.2 Training the parameters
Various training methods for RBMs have been proposed. The most funda-
mental approach is standard maximum likelihood estimation (MLE). Given a
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training data set {vn}Nn=1, the log-likelihood of the BB-RBM is calculated as
L(Θ) = log p(v1,v2, · · · ,vN ;Θ) (4.18)
= log
N∏
n=1
p(vn;Θ) (4.19)
=
N∑
n=1
log p(vn;Θ) (4.20)
=
N∑
n=1
log
∑
h
p(vn,h;Θ) (4.21)
=
N∑
n=1
log
∑
h
1
Z(Θ)
e−EBB(vn,h;Θ) (4.22)
=
N∑
n=1
log
∑
h
e−EBB(vn,h;Θ) −
N∑
n=1
logZ(Θ) (4.23)
=
N∑
n=1
log
∑
h
e−EBB(vn,h;Θ) −N log
∑
v′,h′
e−EBB(v
′,h′;Θ). (4.24)
In MLE, the parameters are usually optimized using gradient descent-based meth-
ods. The gradient of the likelihood L(Θ) with respect to the parameter θ ∈ Θ is
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given by
∂L(Θ)
∂θ
=
∂
∂θ
(
N∑
n=1
log
∑
h
e−EBB(vn,h;Θ)
)
− ∂
∂θ
(
N log
∑
v′,h′
e−EBB(v
′,h′;Θ)
)
(4.25)
=
N∑
n=1
∑
h
∂
∂θ
e−EBB(vn,h;Θ)∑
h e
−EBB(vn,h;Θ) −N
∑
v′,h′
∂
∂θ
e−EBB(v
′,h′;Θ)∑
v′,h′ e
−EBB(v′,h′;Θ) (4.26)
= −
N∑
n=1
∑
h e
−EBB(vn,h;Θ) ∂EBB(vn,h;Θ)
∂θ∑
h e
−EBB(vn,h;Θ) +N
∑
v′,h′ e
−EBB(v′,h′;Θ) ∂EBB(v′,h′;Θ)
∂θ∑
v′,h′ e
−EBB(v′,h′;Θ)
(4.27)
= −
N∑
n=1
∑
h Z(Θ)p(vn,h;Θ)
∂EBB(vn,h;Θ)
∂θ∑
h Z(Θ)p(vn,h;Θ)
+N
∑
v′,h′ Z(Θ)p(v
′,h′;Θ)∂EBB(v
′,h′;Θ)
∂θ
Z(Θ)
(4.28)
= −
N∑
n=1
∑
h p(vn,h;Θ)
∂EBB(vn,h;Θ)
∂θ
p(vn;Θ)
+N
∑
v′,h′
p(v′,h′;Θ)
∂EBB(v
′,h′;Θ)
∂θ
(4.29)
= −
N∑
n=1
∑
h
p(vn,h;Θ)
p(vn;Θ)
∂EBB(vn,h;Θ)
∂θ
+N
∑
v′,h′
p(v′,h′;Θ)
∂EBB(v
′,h′;Θ)
∂θ
(4.30)
=
N∑
n=1
(
−
∑
h
p(h|vn;Θ)∂EBB(vn,h;Θ)
∂θ
)
−
N∑
n=1
(
−
∑
v′,h′
p(v′,h′;Θ)
∂EBB(v
′,h′;Θ)
∂θ
)
(4.31)
=
N∑
n=1
(
−E{∂EBB(vn,h;Θ)
∂θ
|vn}
)
−
N∑
n=1
(
−E{∂EBB(v
′,h′;Θ)
∂θ
}
)
.
(4.32)
Therefore, the gradient for the normalized likelihood L′(Θ) = L(Θ)
N
is given by
∂L′(Θ)
∂θ
=
1
N
· ∂L(Θ)
∂θ
(4.33)
=
1
N
N∑
n=1
(
−E{∂EBB(vn,h;Θ)
∂θ
|vn}
)
− 1
N
N∑
n=1
(
−E{∂EBB(v
′,h′;Θ)
∂θ
}
)
(4.34)
= 〈−∂EBB(v,h;Θ)
∂θ
〉data − 〈−∂EBB(v
′,h′;Θ)
∂θ
〉model, (4.35)
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where 〈·〉data and 〈·〉model indicate expectations of input data and the inner model,
respectively.
However, it is usually difficult to compute the second term in Eq. (4.35),
because it contains exponentially-expanded terms (it requires caluculation for
all combinations of p(v′,h′;Θ)∂EBB(v,h
′;Θ)
∂θ
in terms of v′ and h′). One popular
and effective solution is to use contrastive divergence (CD) learning algorithm
[80] proposed by Hinton. In this approach, by repeating random sampling of
h′ ∼ p(h|v′) and v′ ∼ p(v|h′) one after the other starting from the observation
v0n = vn (Gibbs sampling), we approximate the value of 〈−∂EBB(v
′,h′;Θ)
∂θ
〉model
using the samples (as shown in Figure 4.3, we obtain a sample h0n ∼ p(h|vn)
firstly, a sample v1n ∼ p(v|h0n) secondly, a sample h1n ∼ p(h|v1n) thirdly, etc).
h1n
v1n v
2
n
· · ·
vkn
hknh
0
n
v0n
Figure 4.3: Visualizatin of CD learning method.
In CD learning, we run k steps of the Gibbs sampling and approximate the sec-
ond term in Eq. (4.35) using the kth samples of v and h (the approximation of the
second term is represented as 〈−∂EBB(v,h;Θ)
∂θ
〉recon. , 1N
∑N
n=1
(
−E{∂EBB(vkn,hkn;Θ)
∂θ
}
)
).
The gradient for the objective function LCD in CD learning with respective to θ
is written as
∂LCD(Θ)
∂θ
= 〈−∂EBB(v,h;Θ)
∂θ
〉data − 〈−∂EBB(v,h;Θ)
∂θ
〉recon.. (4.36)
The important thing in CD learning is that the objective function LCD actu-
ally does not represent the likelihood anymore, but the gap between two KL-
divergencies (called contrastive divergence) as follows:
LCD(Θ) ∝ DKL(q({vn})|p(v;Θ))−DKL(p({vkn};Θ)|p(v;Θ)), (4.37)
where q({vn}) indicates empirical distribution of the observations {vn}.
The CD method is based on Gibbs sampling. Hence, it is guaranteed that
the closer samples to the true ones we can obtain, the more k is increased
(p({vk→∞n };Θ) → p(v;Θ))). However, it is known that even if we run only
one step of sampling (k = 1), it performs quite well [80]. In this thesis as well,
k = 1 is used. Other approaches, such as the method using Markov chain Monte
Carlo (MCMC), persistent contrastive divergence (PCD) [81] as a variant of CD
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learning, parallel tempering [82], annealed importance sampling [83], maximum
pseudo-likelihood [84], ratio matching [85], and neural autoregressive distribu-
tion estimator (NADE) [86], have been also proposed to estimate the parameters
effectively or overcome the difficulties in RBMs.
The negative gradient of EBB with respect to each parameter, which appears
twice in the gradient of the objective function as in Eq. (4.36), can be easily
derived as follows:
−∂EBB(v,h)
∂W
= vhT (4.38)
−∂EBB(v,h)
∂b
= v (4.39)
−∂EBB(v,h)
∂c
= h. (4.40)
In general, a gradient-ascent-based approach uses the following update rule
to find the local maxima:
θ ← θ + ηθ ∂L(Θ)
∂θ
, (4.41)
where ηθ > 0 indicates a learning rate with respect to the parameter θ that
determines the speed of convergence.
Summarizing the above equations (Eqs. (4.36)(4.38)(4.39)(4.40)(4.41)), the
update rules for each parameter of a BB-RBM using the CD learning method
are:
W ←W + ηW (〈vhT〉data − 〈vhT〉recon.) (4.42)
b← b+ ηb(〈v〉data − 〈v〉recon.) (4.43)
c← c+ ηc(〈h〉data − 〈h〉recon.). (4.44)
4.2.2 GB-RBM
BB-RBMs discussed in the previous section modeled no more than binary-
valued observations; actual data such as natural images and speech signals are
not binary-valued but real-valued, though. Therefore, a variant of the BB-RBMs,
a Gaussian-Bernoulli RBM (GB-RBM) has been proposed [79], which treats with
real-valued data.
However, it has been reported that the original GB-RBM had some difficulties
because the training of the parameters was unstable [32, 87, 88]. Later, an
improved learning method for GB-RBM was proposed by Cho et al. [89] to
overcome the difficulties.
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In literature dealing with the improved GB-RBM [89], the joint probability
p(v,h) of real-valued visible units v = [v1, · · · , vI ]T, vi ∈ R and binary-valued
hidden units h = [h1, · · · , hJ ]T, hj ∈ {0, 1} is defined as follows:
p(v,h) =
1
Z
e−E(v,h) (4.45)
E(v,h) =
∥∥∥∥v − b2σ
∥∥∥∥2 − cTh− ( vσ2)TWh (4.46)
Z =
∑
v,h
e−E(v,h), (4.47)
where ‖ · ‖2 denotes L2 norm. W ∈ RI×J , σ ∈ RI×1, b ∈ RI×1, and c ∈ RJ×1
are model parameters of the GB-RBM, indicating the weight matrix between
visible units and hidden units, the standard deviations associated with Gaussian
visible units, a bias vector of the visible units, and a bias vector of hidden units,
respectively. The fraction bar in Eq. (4.46) denotes the element-wise division.
Because there are no connections between visible units or between hidden
units, the conditional probabilities p(h|v) and p(v|h) form simple equations as
follows:
p(hj = 1|v) = S
(
cj +
( v
σ2
)T
W:j
)
(4.48)
p(vi = v|h) = N
(
v | bi +Wi:h, σ2i
)
, (4.49)
where S(·) andN (·|µ, σ2) indicate an element-wise sigmoid function and Gaussian
probability density function with the mean µ and variance σ2.
For parameter estimation, the log-likelihood of a collection of visible units
L = log∏n p(vn) is used as an evaluation function. Differentiating partially with
respect to each parameter, we obtain:
∂L
∂Wij
= 〈vihj
σ2i
〉data − 〈vihj
σ2i
〉model (4.50)
∂L
∂bi
= 〈 vi
σ2i
〉data − 〈 vi
σ2i
〉model (4.51)
∂L
∂cj
= 〈hj〉data − 〈hj〉model, (4.52)
where 〈·〉data and 〈·〉model indicate expectations of input data and the inner model,
respectively. However, it is generally difficult to compute the second term, so, as
discussed in the previous section, the expected reconstructed data 〈·〉recon. is used
instead (CD learning algorithm).
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In the improved GB-RBM, the variance parameter σ2i is replaced as σ
2
i = e
zi
so as to constrain the variance to a non-zero value and provide stability in training
the parameters. Under this modification, the gradient with respect to zi becomes
∂L
∂zi
= e−zi〈(vi − bi)
2
2
− viWi:h〉data
− e−zi〈(vi − bi)
2
2
− viWi:h〉model. (4.53)
Using Eqs. (4.50), (4.51), (4.52), and (4.53), each parameter can be updated
by stochastic gradient descent with a fixed learning rate starting from initial
values just as in the case of BB-RBMs.
4.3 A JD-RBM for parallel dictionary learning
and iterative estimation algorithm
 1
x y
 
 
D1x D1y
Figure 4.4: A joint density RBM for voice conversion. Each hidden unit connects
with the dictionaries of the source and the target speaker.
Our voice conversion system uses a joint density RBM to train parallel dic-
tionaries Dx, Dy and estimate sparse vectors α at the same time as shown in
Figure 4.4. As discussed in the previous section, an RBM is a two-layer net-
work that consists of a visible layer and a hidden layer, characterized in that
bi-directional connections exist only between visible and hidden units. As shown
in Figure 4.4, the RBM that feeds a concatenated vector of source speaker’s
features x and target speaker’s features y can be regarded as a network where
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a dictionary-selection weight αi connects to both x and y with weights of ith
dictionaries Dix and Diy, respectively.
Given parallel training data (x,y), we define a joint probability of x,y,α as
follows:
p(x,y,α;Dx,Dy) = 1
Z
e−E(x,y,α;Dx,Dy) (4.54)
E(x,y,α;Dx,Dy) =
∥∥∥∥x− bx2σx
∥∥∥∥2 + ∥∥∥∥y − by2σy
∥∥∥∥2 (4.55)
−cTα−
(
x
σ2x
)T
Dxα−
(
y
σ2y
)T
Dyα
where Z =
∑
x,y,α e
−E(x,y,α) indicates a normalization term, and c is a bias
parameter vector of a dictionary-selection weights. bx and σx indicate bias and
deviation parameters of the source speaker’s acoustic features, respectively, and
by and σy indicate bias and deviation parameters of the target speaker’s features,
respectively. The dictionariesDx,Dy (and the other parameters) can be estimated
by maximizing a likelihood L = p(x,y) = ∑α p(x,y,α) from Eq. (4.54). By
partially differentiating the likelihood with respect to each dictionary, we obtain:
∂L
∂Dxdk
= 〈xdαk
σx2d
〉data − 〈xdαk
σx2d
〉model (4.56)
∂L
∂Dydk
= 〈ydαk
σy2d
〉data − 〈ydαk
σy2d
〉model. (4.57)
As discussed before, we make practical use of an approximation method (CD
learning) to calculate the second terms of Eqs. (4.56)(4.57). For the other pa-
rameters, we can also derive the gradients the same as in Eqs. (4.51)(4.52)(4.53).
When it comes to conversion, we estimate the target speaker’s vector yˆ by
repeating forward inference and backward inference of an RBM as shown in Fig-
ure ??. Given an initial vector y0, we first calculate the expectation values of
dictionary-selection weights α using the probability that each dictionary is se-
lected:
p(α = 1|x,y) = S(DTx (
x
σ2x
) +DTy (
y
σ2y
) + c). (4.58)
Secondly, the expectation values of y are calculated using αˆ. The conditional
probability of y is given from backward inference of an RBM as follows:
p(y|α) = N (y|Dyα+ by,σ2y). (4.59)
Repeating the above-mentioned procedures (estimation of α and y) R times,
we iteratively obtain the converted vector yˆ. Although several approaches for
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Input: Dictionaries Dx, Dy, a source speaker’s vector x and an initial target
vector y0
Output: Estimated target speaker’s vector yˆ
Initialize: Set the initial values as yˆ = y0.
Repeat the following updates R times:
1. αˆ , E{α}p(α|x,yˆ) = S(DTx ( xσ2x ) +D
T
y (
yˆ
σ2y
) + c)
2. yˆ , E{α}p(y|αˆ) = Dyαˆ+ by
Figure 4.5: Iterative estimation algorithm of the target vector using a joint density
RBM.
determining the initial vector y0 can be considered (e.g., an approach that uses
the source feature vector x, or estimated values obtained from another methods
such as GMM), we use a zero vector 0 in this paper.
Similar to SMNMF (spectral mapping NMF [68]), our voice conversion method
optimizes the likelihood of the training data as well as the likelihood of the
dictionary-selection vector as shown in Eq. (4.54). The most obvious difference is
that our approach uses a non-linear function for estimating a dictionary-selection
vector as in Eq. (4.58), while SMNMF still uses a linear function. Further-
more, while SMNMF is restricted to input non-negative values, our approach
can feed real values without constraints. In particular, MFCC, which tends
to distribute monomodally, will go together with our approach that assumes
Gaussian-distributed inputs.
4.4 Experiments
4.4.1 Conditions
VC experiments were conducted using the ATR Japanese speech database
[90], comparing our method (joint density restricted Boltzmann machines, or
“JDRBM”) with the conventional sparse-representation-based voice conversion
that uses exemplar-based NMF [28] (“NN”), and spectral-mapping-based NMF
[68] (“SMNMF”) and, for a reference, the well-known GMM-based approach (64
mixtures). From this database, a male speaker (identified with “MMY”) and a
female speaker (“FTK”) were selected and used for the source and target speak-
ers, respectively. As an acoustic feature vector for the proposed method and
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Table 4.1: Performance of each method.
Joint density RBM (Proposed) Spectral mapping (NMF) Exemplar-based (NMF) GMM
Method JDRBM-96 JDRBM-192 JDRBM-384 SMNMF-1000 SMNMF-2500 EXNMF-1000 EXNMF-58426 GMM-64
SDIR (dB) 5.21 5.32 4.45 5.14 4.68 4.91 5.23 4.11
GMM, 24-dimensional MFCC features were calculated from STRAIGHT spectra
[48] using filter-theory [43] to decode the MFCC back to STRAIGHT spectra
in the synthesis stage. For NMF-based approaches, 513-dimensional vectors of
STRAIGHT spectra were used. The parallel data of the source/target speak-
ers processed by Dynamic Programming were created from 216 word utterances
(58,426 frames) in the dataset, and were used for the training of each method.
For the objective test, 25 sentences (about 100 sec. long) that were not included
in the training data were arbitrarily selected from the database. The RBM was
trained using gradient descent (ascent) with a learning rate of 0.01 and mo-
mentum of 0.9 for all parameters, with the number of epochs being 400. We
changed the number of hidden units as 96, 192, and 384, and evaluated their
performance (referred to as “JDRBM-96”, “JDRBM-192”, and “JDRBM-384”,
respectively). The converted vector was obtained after R = 5 iterations (already
converged). For spectral-mapping-based NMF, we changed the number of bases
as 1,000 (“SMNMF-1000”) and 2,500 (“SMNMF-2500”). For exemplar-based
NMF, we compared the case where all training frames were used (“EXNMF-
58426”) and the case where 1,000 frames were arbitrarily used from the training
data (“EXNMF-1000”).
For the objective evaluation, SDIR (spectral distortion improvement ratio)
was used to measure how the converted vector is improved to resemble the original
source vector. The SDIR is defined as follows:
SDIR[dB] = 10 log10
∑
d |X t(d)−Xs(d)|2∑
d |X t(d)− Xˆ t(d)|2
, (4.60)
whereX t(d), Xs(d) and Xˆ t(d) denote the dth original target spectra, the source
spectra and the converted spectra (spectra obtained from the converted MFCC),
respectively. The larger the value of SDIR is, the greater the improvement in the
converted spectra. We calculated the SDIR for each frame in the training data,
and averaged the SDIR values for the final evaluation.
4.4.2 Results and discussion
We summarize the experimental results of each method in Table 4.1. As
shown in Table 4.1, the proposed approach (“JDRBM-192”) outperformed the
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other methods. The differences between the proposed approach and SMNMF
are the types of input features and the gate functions in Eqs. (4.1)(4.2). The
reason for the improvement is attributed to the fact that the proposed approach,
which inputs real-valued data and uses non-linear gate functions, is able to repre-
sent input features better than SMNMF. When we compare within the proposed
methods, we can see that the performance degrades when the number of hidden
units is too large (“JDRBM-384”) or too small (“JDRBM-96”). This is because
the JDRBM where the number of hidden units is too small could not represent
the input data sufficiently, and the JDRBM where the number of hidden units is
too large was over-fitted.
Figure 4.6 shows an example of the spectrogram converted using the proposed
method “JDRBM-192”, along with the spectrograms of the source speech and
the target speech, and expected values of the dictionary-selection vectors. In
particular, as shown in Figure 4.6(d), even though the proposed approach does
not explicitly use any constraints related to sparsity, the estimated α seems very
sparse (almost all of the values in α are zero). This is due to the fact that an
RBM characteristically naturally makes the hidden units sparse in the process
where the model parameters are estimated so that the hidden units do not capture
redundant information between each other.
4.5 Summary
This chapter presented a voice conversion method using a joint density RBM
as an alternative tool of a sparse-representation-based approach where only a few
dictionaries are used for the converted-voice generation. The proposed method
demonstrated better performance compared with the conventional sparse-representation-
based approach (spectral-mapping NMF and exemplar-based NMF) and the well-
known GMM-based approach. In the future, we will study a method that auto-
matically decides the appropriate number of hidden units since the number seems
important. Furthermore, we will extend the proposed method to have a deeper
architecture using a deep Boltzmann machine [91] or such, so that it captures
more complex information in the data.
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Figure 4.6: Examples of voice conversion using an utterance “ureshii hazuga
yukkuri netemo irarenai”. (a) Spectrogram of the male source speaker, (b) spec-
trogram of the female target speaker, (c) converted spectrogram obtained by
JRBM-192, and (d) expectation values of the estimated α (vertical and horizon-
tal axes indicate the index and the time, respectively).
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Chapter 5
VC Using Speaker-Dependent
RBMs
In this chapter, a VC method based on capturing speaker-dependent high-
order features that is created using RBMs is presented. In this approach, a source
speech is converted to the target one through the high-order space, expecting
that such high-order representation makes the conversion easier than the original
spectrum space. This chapter investigates the VC approach using a single stack
of RBMs or their stacked version (deep belief networks; DBNs [32]), for capturing
the latent representation. First we will give some explanation the VC technique
using speaker-dependent RBMs, and then VC with speaker-dependent DBNs as
its extension.
5.1 Methodology
In the proposed approach, we first train two exclusive RBMs (or DBNs) pre-
pared either for the source or for the target speakers to obtain the high-level
spaces that capture abstractions for each speech. It can be considered that be-
cause the training data for the source speaker RBMs, for instance, includes var-
ious phonemes of the speaker, the networks try to capture the abstractions to
maximally express the training data that have abundant speaker individuality
information and less phonological information. Therefore, we can expect that it
is easier to convert the feature vectors in these speaker-individuality-emphasized
high-order spaces than the original spectrum-based space, alleviating the over-
fitting or over-smoothing effect.
Fig. 5.1 shows a flow of the proposed method, where an input vector (spectrum
or MFCC) of the source speaker (s) is converted to that of a target speaker (t) in
the high-order space using RBMs. We prepare different RBMs for source speech
43
  x     y
NNst
  x    y
W (1)st W
(2)
st
    
W (1)st W
(2)
st
x  x  y y 
Copy Copy Copy
RBMs RBMt
Ws
WTs W
T
t
Wt
Ws
WTt
Figure 5.1: The proposed voice conversion architecture, combined with two
different RBMs and a concatenating NN. A source feature vector x is fed to
RBMs, NNst, and RBMt in order, and then converted to a target vector y. This
figure shows an example of architectures with one hidden layer in the NN. σ
indicates a standard sigmoid function.
and target speech (RBMs and RBMt, respectively) so as to capture the speaker-
individuality information. All the RBMs are trained using only the corresponding
speaker’s training data. As discussed in the previous chapter, RBMs share the
weights (tied-weights) between bottom-up and top-down. Given weight param-
eter matrices Ws and Wt for RBMs and RBMt, respectively, each bottom-up
conversion (encoding) functions ζs(z) and ζt(z) can be represented by:
ζi(z) = S(Wiz), i ∈ {s, t}. (5.1)
Similarly, given a high-order feature vector at the hidden layer, a top-down
conversion (decoding) function ζ−1i (z) that brings it back to the original (spec-
trum) space is given by:
ζ−1i (z) = S(W Ti z). (5.2)
In the proposed approach, the compact-represented input vector calculated
using Eq. (5.1) is converted into the high-order target space using (L+ 1) layers
perceptron NNst (L is a small number; less than about 2). Once the weight
parameters W
(l)
st (l = 1, 2, . . . , L) of NNst are estimated beforehand, an input
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vector can be converted to:
ηst(z) =
L⊙
l=1
η
(l)
st (z) (5.3)
η
(l)
st (z) = S(W (l)st z) (5.4)
where
⊙L
l=1 denotes composition of L functions in this thesis. For instance,⊙2
l=1 η
(l)
st (z) = S(W (2)st S(W (1)st z)) if we give 2 hidden layers.
Summarizing the above, a conversion function of the proposed method from
a source speech x to a target speech y is given by:
y = ζ−1t (ηst(ζs(x))) (5.5)
=
L+2⊙
l=1
S(W (l)x) (5.6)
where W (l) denotes an element of a set of weight parameters W :
W = {W (l)}L+2l=1 (5.7)
= {Ws,W (1)st , · · · ,W (L)st ,WtT}. (5.8)
As Eq. (5.6) indicates, the proposed conversion method is based on the com-
posite function of multiple different non-linear functions. On the other hand, a
conventional GMM-based approach converts the source features x as in Eq. (3.18),
which shows it to be an additive model of non-linear functions. Therefore, it is
expected that the proposed composite model has a richer expression than the
conventional GMM-based method.
5.1.1 Training the networks
In order to train the whole VC network as shown in Fig. 5.1, we carry out
three-step training. First, we train RBMs for each speaker independently using
non-parallel training data. Then, parallel data (x for the source speaker and y
for the target speaker in Fig. 5.1) are fed to each of the RBMs and the obtained
high-order features (x′ and y′) are used for the training of the concatenating
NN (NNst). Finally, the parameters of the network are fine-tuned using the
acousitical parallel data (x and y).
After training two RBMs for source and target speakers, we train a converting-
in-high-order-space NNst using parallel speeches {xn,yn}Nn=1 of source/target
speakers. Weight parameters of NNst are estimated so as to minimize the error
between the output ηst(ζs(xn)) and the target vector ζt(yn) in a common way of
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NN. Finally, each parameter of each whole network (RBMs, RBMt and NNst) is
fine-tuned by back-propagation using the raw parallel data as described above.
The above-mentioned training technique can be applied to binary-valued train-
ing data, though acoustic features, such as MFCC, are generally real-valued. One
approach to feeding real-valued data to the network is to use GB-RBMs [32] as dis-
cussed in the previous chapter. However, we could not achieve high performance
with this approach in the experiments (Section 5.2.2) because the GB-RBM was
not well suited to the task due to its limited representation ability. Therefore, in
the proposed approach, we first use a sigmoid function to give soft-binary’ values
to the training data, then train the BB-RBMs, and finally de-binarize the outputs
using an inverse of a sigmoid function defined as
σ−1(z) = − log
(
1
z
− 1
)
. (5.9)
5.1.2 Extension for deeper network
We can easily extend the VC network to be deeper by alternating the speaker-
dependent RBMs with DBNs [32]. A DBN stacks multiple RBMs layer-by-layer
as shown in Figure 5.2(b). As shown in Figure 5.2(a), after estimating the pa-
rameters for the first RBM W1, we estimate the parameters for the following
RBM W2, regarding the inferred hidden units in the first RBM (E(h|v)) as the
visible units in the second RBM. This procedure is repeated layer-by-layer until
the highest layer is reached. Stacking such RBMs many times, it can represent
more complex features because the higher-layer RBM detects abstractions from
the information propagated from the lower-layer RBM. When estimatingW2, we
do not go back to the first RBM and not modify W1. Therefore, as shown in
Figure 5.2(b), the parameters on the top RBM (W3) is bi-directional, while the
other parameters (W1 and W2) are undirectional.
As for the deeper architecture of the proposed model, speaker-dependent
DBNs are used instead of speaker-dependent RBMs. By replacing the encod-
ing function ζi(z) in Eq. (5.1) and the decoding function ζ
(−1)
i (z) in Eq. (5.2)
with
ζi(z) =
L′⊙
l=1
S(W (l)i z) (5.10)
ζ−1i (z) =
L′⊙
l=1
S(W (L′−l+1)i
T
z), (5.11)
repectively, where L′ is the number of layers for each DBN.
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Figure 5.2: The process of estimating the parametersW1,W2, andW3 (a), and
the visualization of a DBN (b).
5.2 Experiments
5.2.1 Setup
Voice conversion experiments were conducted using the ATR Japanese speech
database [90], comparing the proposed method with the well-known GMM-based
approach and conventional NN-based voice conversion. In order to evaluate the
proposed method under various conditions, we tested male-to-female (the speak-
ers are identified with MMY and FTK, respectively), female-to-female (FKN and
FTK), and male-to-male (MMY and MHT) patterns.
As an input vector, 24-dimensional MFCC features were calculated from
STRAIGHT spectra [48] using filter-theory [43] so as to decode the MFCC back
to STRAIGHT spectra in the synthesis stage. For the GMM-based approach
(64 mixtures), delta (24 dimension) and delta-delta (24 dimension) features were
further calculated in a common way of GMM-based VC, and concatenated them
as a super vector (totally 72 dimension).
The parallel data of the source/target speakers processed by dynamic pro-
gramming were created from 216 word utterances in the dataset, and used for
the training. Note that the parallel data were prepared for NN and GMM, and
two speaker-wise RBMs were trained independently1 using the separated data
1However, in the proposed approach, the parallel data were used in the fine-tuning step.
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of the parallel data for each speaker (the amount of parallel training data and
the training data for the RBMs is the same, respectively). The learning rate
and the number of epochs in the gradient decent-based training of RBMs were
0.05 and 100, respectively. Various architectures of RBMs and NN were tested in
subsection 5.2.3. For the objective test, 20 sentences (about 70 sec. long) were
arbitrarily selected from the database. These sentences were not included in the
training data.
For the objective evaluation, MCD was used, which measures how the con-
verted vector is close to the target vector in the mel-cepstral space. The MCD is
defined as below:
MCD[dB] =
10
ln 10
√√√√2 24∑
d=1
(cd − c′d)2 (5.12)
where cd and c
′
d denote the dth original target MFCC and the converted MFCC,
respectively. The smaller the value of MCD is, the closer the converted spectra
are to the target spectra. The MCD was calculated for each frame in the training
data, and averaged them for the final evaluation.
5.2.2 BB-RBM vs. GB-RBM
In this section, the performances of a Bernoulli-Bernoulli RBM (BB-RBM)
and a Gaussian-Bernoulli RBM (GB-RBM) are compared on the VC task just for
the reference. For the GB-RBM, the hyper-parameters did not change as in the
case of BB-RBM except that the learning rate became 0.001. The partial gradient
for the variance σ can be derived, as well as the other parameters; however the
variance parameters are constrained to be positive and difficult to estimate in a
normal way. Therefore, we take the common approach where the training data
are first normalized to have a zero mean and unit variance and those parameters
are fixed as in many existing works [87, 92, 93]. In this preliminary experiment,
“arc. 2” were used, which is shown in Table 5.1 for both architectures and 10k
training data.
The averaged MCD obtained from the BB-RBM and the GB-RBM were 4.88
and 5.31, respectively, which means that the BB-RBM performed better than the
GB-RBM. The joint probability density of a GB-RBM can be rewritten as a linear
superposition of Gaussians and its representation is quite limited in that it only
captures a parallelepiped distribution, as discussed in [94]. The acoustic features,
MFCC, distribute with a non-parallelepiped shape and may not be captured by
the GB-RBM. On the other hand, the soft-binarized training data using a sigmoid
function distribute like a Bernoulli distribution. Therefore, we obtained a better
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Table 5.1: Various architectures for the preliminary experiment.
Arcs. NN Proposed Layers Params.
arc. 1 [24-24-24-24] [24:24-24:24] 4 1,800
arc. 2 [24-48-48-24] [24:48-48:24] 4 4,728
arc. 3 [24-24-24-24-24-24] [24:24:24-24:24:24] 6 3,000
arc. 4 [24-48-24-48-24] [24:48-24-48:24] 5 4,752
arc. 5 [24-72-72-24] [24:72-72:24] 4 8,808
arc. 6 [24-72-24-24-72-24] [24:72:24-24:72:24] 6 7,704
arc. 7 [24-24-72-72-24-24] [24:24:72-72:24:24] 6 10,008
result when using the BB-RBM than the GB-RBM in the experiment. BB-RBMs
will be used in the following experiments.
5.2.3 Changing the architectures
5.2.3.1 NN-based methods
4.25
4.75
5.25
5.75
6.25
arc.1 arc.2 arc.3 arc.4 arc.5 arc.6 arc.7
M
C
D
NN Proposed
Figure 5.3: Averaged mel-cepstral distortion of various methods with changing
network architectures in NN-based VC and the proposed approach (N=10,000).
First we investigated how the proposed approach works as the architecture of
the VC network changes, comparing to the conventional NN-based VC with the
same architecture.
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In this preliminary experiment, we compared 7 type of architectures and
change the number of layers and the number of nodes in each layer as listed
in Table 5.1. The values in Table 1 indicate the number of nodes from the source
layer to the target layer, providing with the number of hidden layers and the
number of parameters for each architecture. For the proposed method in partic-
ular, the numbers are described like [RBM (or DBN) for source - Concatenating
NN - RBM (or DBN) for target].
Fig. 5.3 compares averaged MCD obtained from each architecture. When we
look at the relationship between the conversion performance and the number of
parameters, the architectures with a large number of parameters do not neces-
sarily perform well. For example, “arc. 1”, which has the smallest number of
parameters, outperformed “arc. 7”, which has the largest number of parameters,
for NN and the proposed method. The number of hidden layers seems to be
a more important factor than the parameters; i.e., whether the architecture is
deep or shallow. Although we expected that the deeper architecture would per-
form better, as shown in Fig. 5.3, the deeper architecture (such as “arc. 3” or
“arc. 6”) does not always provide better results than shallower architectures in
the proposed method, while the 6-layer architecture “arc. 3” performed best in
the conventional NN approach. One reason for this is that the deeper architec-
tures depend on DBNs that estimate the parameters as an undirected model only
in the highest layer and the parameters as directed models in the other layers.
Hence, some errors might occur when using the transposed weight matrix (as
the undirected-model parameters in all layers) to the target speaker’s acoustic
features in the decoding stage. The best-performed architecture in the proposed
method was “arc. 2”; hence for all the remaining experiments reported in this
paper, the four layer architecture “arc. 2” is used.
5.2.3.2 GMM-based method
We further investigated the GMM-based voice conversion to confirm the per-
formance when we change the number of mixtures (8, 16, 32, 64 and 128 mix-
tures). Just as we did in the preliminary experiment of the network-based meth-
ods, we compared the performances of these methods fixing the number of training
data to 10,000.
Fig. 5.4 shows the voice conversion accuracies when using the GMM with
various mixtures. As shown in the figure, the GMM with 64 mixtures performed
best of all. Therefore, we used mixtures of 64 for GMM-based voice conversion
in the evaluation experiments described in Section 5.2.4.
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Figure 5.4: Averaged mel-cepstral distortion of GMM-based VC when changing
the number of mixtures (N=10,000).
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Figure 5.5: Averaged mel-cepstral distortion of male-to-female voice conversion
for each method.
5.2.4 Voice conversion evaluation
In this section, we evaluate the proposed method comparing it with con-
ventional GMM and NN using objective and subjective criteria for each pair of
speakers, by changing the number of training frames.
Fig. 5.5, Fig. 5.6 and Fig. 5.7 summarize the experimental results for the
test data, comparing each method with respect to objective criteria for male-
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Figure 5.6: Averaged mel-cepstral distortion of female-to-female voice conversion
for each method.
to-female, female-to-female, and male-to-male voice conversion, respectively. As
shown in these figures, the proposed approach (“Proposed”) outperformed both
the conventional methods (GMM and NN) in every case. The reason for the
improvement can be considered to be the result of the fact that the high-order
conversion system (which makes use of RBMs) could capture and convert the
abstractions of speaker individualities better than other methods. Especially
the proposed method works well when the number of the training data is small
compared with the NN approach; the conventional method suffered from the
results of over-fitting caused by a shortage of training data, whereas the proposed
model did not. The most interesting point is that in the case of male-to-male VC
(Fig. 5.7), both GMM and NN approaches are strongly influenced by the training
data, and were over-fitted to particular frames in the training data, providing
worse performance at N = 6k than at the smaller number of training frames.
However, the proposed model, which is based on the feature extraction in high-
order latent spaces, obtained very stable result in that case (at N = 6k).
For the subjective evaluation, MOS (mean opinion score) listening tests were
conducted, where 6 subjects listened to pairs of an original target speech (gen-
erated from analysis-by-synthesis) and the converted speeches for each method
(the proposed method, GMM and NN), and then selected how close the converted
speech sounded to the original one in terms of speaker individuality on a 5-point
scale (5: excellent, 4: good, 3: fair, 2: poor, 1: bad). Since we want to com-
pare the accuracy of spectral conversion, we processed Dynamic Programming on
each test sentence, converted only spectrum features, and synthesized converted
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Figure 5.7: Averaged mel-cepstral distortion of male-to-male voice conversion
for each method.
speeches with the same pitches as the target speech. That would be helpful for
the listeners to concentrate on the differences in the spectra. The results of the
preference tests are shown in Fig. 5.8. As shown in Fig. 5.8, the proposed ap-
proach performed better than the conventional GMM and NN methods in the
subjective criterion as well. However, we could not find any significance between
the proposed method and GMM in terms of auditory sense when we look at
the confidence intervals, though the figures show significant improvements to the
conventional NN approach. This is considered to be due to discontinuous sound
caused by the lack of dynamic features in the proposed method.
5.3 Summary
In this chapter, we presented a voice conversion technique using speaker-
dependent RBMs to generate the high-order eigen space of the speaker, where
it captures the abstractions of speaker individuality. The experimental results
showed the efficacy of the proposed method, in comparison to a conventional
GMM-based and NN-based approach. Since a DBN does not contain all bidirec-
tional weights, it might produce some erros in the decoding stage. In the future,
we will alternately use speaker-dependent deep Boltzmann machines (DBMs) in-
stead of using DBNs, which have bidirectional weights.
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Figure 5.8: MOS scores on male-to-female voice conversion. The error bars show
95% confidence intervals.
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Chapter 6
VC Using Speaker-Dependent
CRBMs
In this chapter, an extension of the VC method described in Chapter 5 is
presented. The proposed method here extends to systematically capture time
information as well as latent (deep) relationships between a source speaker’s and
a target speaker’s features in a single network. This is accomplished by combining
speaker-dependent conditional restricted Boltzmann machines (CRBMs) and a
concatenating NN. This capture starts from introduction of CRBMs, explains
the proposed approach, and ends with the experimental evaluation.
6.1 Conditional Restricted Boltzmann Machine
(CRBM)
A CRBM is an extended version of RBM proposed by Taylor et al. [40], and is
suitable for the representation of time series data. As shown in Figure 6.1, in addi-
tion to the use of an undirected model as in RBM, CRBM also employs directed
models from a collection of previous visible units V ′(t) = {v(p)}t−1p=t−P , v(p) =
[v
(p)
1 , · · · , v(p)I ]T , v(p)i ∈ R to binary hidden units h(t) = [h(t)1 , · · · , h(t)J ]T , h(t)j ∈
{0, 1} and to the current visible units v(t) = [v(t)1 , · · · , v(t)I ]T , v(t)i ∈ R at the cur-
rent frame t, where P is the number of previous frames from the current frame
taken into account. In this model, there are three types of parameters to be esti-
mated: Wv′pv ∈ RI×I (a directed weight matrix from v(t−p) to v(t)),Wv′ph ∈ RI×J
(a directed weight matrix from v(t−p) to h(t)), and Wvh ∈ RI×J (an undirected
weight matrix between v(t) and h(t)). These weights are estimated using con-
trastive divergence in a similar manner to an RBM by maximizing the likelihood
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Figure 6.1: Graphical representation of a standard RBM (a) and a CRBM with
P = 1 (b).
L = log∏t p(v(t)|V ′(t)), where
p(v(t)|V ′(t)) = 1
Z
∑
h(t)
e−E(v
(t),h(t)|V ′(t)) (6.1)
Z =
∑
v(t),h(t)
e−E(v
(t),h(t)|V ′(t)). (6.2)
Inspired by the improvement learning method of a GBRBM, the energy func-
tion E is defined as follows:
E(v(t),h(t)|V ′(t)) (6.3)
=
∥∥∥∥v(t) − b′(t)2σ
∥∥∥∥2 − c′(t)Th(t) − (v(t)σ2
)T
Wvhh
(t)
b′(t) = b+
∑
p
W Tv′pvv
(t−p) (6.4)
c′(t) = c+
∑
p
W Tv′phv
(t−p). (6.5)
We obtain the following partial differential equations to the log-likelihood L:
∂L
∂(Wv′pv)i′i
= 〈v
(t)
i v
(t−p)
i′
σ2i
〉data − 〈v
(t)
i v
(t−p)
i′
σ2i
〉model (6.6)
∂L
∂(Wv′ph)i′j
= 〈v(t−p)i′ h(t)j 〉data − 〈v(t−p)i′ h(t)j 〉model. (6.7)
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The second terms 〈·〉model can be replaced with the reconstructed values 〈·〉recon.
using CD learning just as RBMs. The other parameters related to the undirected
model (Wvh(= W ), b, c, and σ (or z)) are also calculated from Eqs. (4.50),
(4.51), (4.52), and (4.53) by proper substitution of variables. Once the parameters
are estimated, forward inference (the conditional probability of h(t) given v(t) and
V ′(t)) and backward inference (the conditional probability of v(t) given h(t) and
V ′(t)) are respectively written as:
p(h
(t)
j = 1|v(t),V ′(t)) = S
(
cj + v
(t)TWvh:j +
∑
p
v(t−p)
T
Wv′ph:j
)
(6.8)
p(v
(t)
i = v|h(t),V ′(t)) = N
(
v|bi + h(t)TW Tvhi: +
∑
p
v(t−p)
T
Wv′pv:j , σ
2
i
)
(6.9)
6.2 Methodology
A CRBM is a non-linear probabilistic model used to represent time series
data consisting of three factors: (i) an undirected model between binary latent
variables and the current visible variables, (ii) a directed model from the previous
visible variables to the current visible variables, and (iii) a directed model from the
previous visible variables to the latent variables as seen in the previous section.
In the proposed approach, we first train two exclusive CRBMs for the source
and the target speakers independently using segmented training data prepared
for each speaker, then train an NN using the projected features, and finally fine-
tune the networks as a single network for VC. Because the training data for
the source speaker CRBM include various phonemes particular to the speaker,
the speaker-dependent network tries to capture the abstractions to maximally
express the training data that have abundant speaker individuality information
and less phoneme-related information. Furthermore, the network captures time-
series features with the directed models (ii) and (iii), enabling it to discover
temporal correlations at the same time. Therefore, it is expected that if feature
conversion is conducted in such time-related individuality-emphasized high-order
spaces, it is much easier to convert voice features than if the original spectrum-
based space is used.
Figure 6.2 shows an overview of the proposed voice conversion system where
P = 1 is used. In the proposed approach, we independently train CRBMs for
each speaker beforehand as shown in Figure 6.2(a). Variables x(t) and y(t) (x(t−1)
and y(t−1)) represent acoustic feature vectors (e.g. visible units in a CRBM), such
as MFCC, at frame t (at frame t− 1) for a source speaker and a target speaker,
respectively.
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Figure 6.2: A flow chart of the proposed voice conversion system. (a) CRBMs
for a source speaker (below) and a target speaker (above), (b) the proposed
voice conversion architecture combining the two pre-trained speaker-dependent
CRBMs with a concatenating NN.
For the source speaker, for instance, the parameter matrixWxh is, along with
Wx′h andWx′x, estimated so as to maximize the probability of T chained training
samples p(x) =
∏T
t=1 p(x
(t)|x(t−1)). Using these matrices, an input vector x(t) at
frame t given the previous vector x(t−1) is projected into the speaker-dependent
latent space that captures speaker-individualities. The latent features h
(t)
x can be
calculated using mean-field approximation as follows:
h(t)x = S
(
Wxhx
(t) +Wx′hx
(t−1) + cx
)
(6.10)
from Eq. (7.8), where cx is a bias vector of forward inference for the source
speaker. Because each unit in the hidden vector h
(t)
x is independent from the
others (due to the nature of RBM), it captures the common characteristics in
the visible units. The training data usually include various phonemes and un-
varying speaker-specific features; thus, we expect that the extracted features in
h
(t)
x represent speaker-individual information. Since we estimate the time-related
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matrices Wx′h and Wx′x jointly with the static term Wxh as shown in Eq. (6.3)
using the training data, they capture time-related information and Wxh can fo-
cus on capturing other static information. This means that the obtained features
in the hidden units h
(t)
x also help to capture time-related speaker-individualities.
The above discussion applies to the target speaker, and the hidden vector for the
target y(t) is obtained in the same manner as in Eq. (6.10):
h(t)y = S
(
Wyhy
(t) +Wy′hy
(t−1) + cy
)
(6.11)
where cy is a bias vector for the target speaker.
In the proposed approach, we convert such individuality-emphasized features
(from h
(t)
x to h
(t)
y ) using a neural network (NN) that has L + 2 layers (L is the
number of hidden layers; typically, L is 0 or 1) as shown in Figure 6.2(b). To
train the NN, we use the parallel training set {xt,yt}T ′t=0 where T ′ is the number
of frames of the parallel data1. During the training stage of the NN, the projected
vectors of the source speaker’s acoustic features h
(t)
x are used as inputs, and the
projected vectors of the corresponding target speaker’s features h
(t)
y are used as
outputs. Weight parameters of the NN {Wl,dl}Ll=0 are estimated to minimize the
error between the output η(h
(t)
x ) and the target vector h
(t)
y as is typical for a NN.
Once the weight parameters are estimated, an input vector h
(t)
x is converted to:
η(h(t)x ) =
L⊙
l=0
ηl(h
(t)
x ) (6.12)
ηl(h
(t)
x ) = S(Wlh(t)x + dl), (6.13)
where
⊙L
l=0 denotes the composition of L + 1 functions as seen in the previous
chapter.
To convert the output of the NN to the acoustic features of the target speaker,
we simply use backward inference of a CRBM using Eq. (7.9), resulting in:
p(y(t)|h(t)y ,y(t−1)) = S(W Tyhh(t)y +Wy′yy(t−1) + by) (6.14)
where by is a bias vector of backward inference for the target speaker.
Generalizing and summarizing the above discussion, a voice conversion func-
tion of the proposed method from a source acoustic vector x(t) to a target vec-
tor y(t) at frame t, given the previous vectors X ′(t) = {x(t−p)})Pp=1 and Y ′(t) =
{y(t−p)}Pp=1, is written as:
y(t) =
L+2⊙
k=0
S(W(k)x(t) + a(k)(X ′(t),Y ′(t))) (6.15)
1For sake of simplicity, we used the same parallel data for both training of the CRBMs and
the NN in the proposed experiments (T ′ = T ).
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where W(k) and a(k)(X ′(t),Y ′(t)) denote elements of a set of the proposed model
parameters Θ = {W ∪A}:
W = {W(k)}L+2k=0 (6.16)
= {Wxh,W0, · · · ,WL,WyhT} (6.17)
A = {a(k)(X ′(t),Y ′(t))}L+2k=0 (6.18)
= {cx +
∑
p
Wx′hx
(t−p),d0, (6.19)
· · · ,dL, by +
∑
p
Wy′yy
(t−p)}. (6.20)
The conversion function shown in Eq. (7.13) implies a dynamic model of a
(L+4)-layer network with sigmoid activated functions. Therefore, regarding it as
a recurrent neural network (RNN), we can fine-tune each parameter of the entire
network by back-propagation through time (BPTT) using the acoustic parallel
data.
As Eq. (7.13) indicates, we need a current acoustic vector from a source
speaker, and previous vectors from both a source speaker and a target speaker to
estimate the target speaker’s current acoustic vector. However, we never know
the correct previous vector of the target speaker, so in practice, we use the last
converted (estimated) vectors as the previous target vector iteratively, starting
from a zero vector. We confirmed that this approach worked well through the
preliminary experiments.
Again, when we compare the proposed method with a conventional GMM-
based approach [95], while the GMM method is an additive model of piecewise
linear functions, the proposed approach is based on the composite function of
multiple different non-linear functions feeding time-series data. Therefore, it is
expected that the proposed composite model can represent more complex rela-
tionships than the conventional GMM-based method and other static network
approaches [21, 30].
6.3 Related work
It is worth noting that we compare the proposed method with the conven-
tional method proposed by Wu et al. in [1], that also employed a conventional
restricted Boltzmann machine (CRBM) for VC. Figure 6.3 shows the comparison
of graphical models among three methods. Wu’s method directly uses CRBM to
estimate the target features y(t) from the input x(t) along with the latent fea-
tures h(t) to capture the linear and non-linear relationship between the source
and the target features (Figure 6.3(b)). On the other hand, the proposed method
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Figure 6.3: Model structures of the related systems. (a) speaker-dependent-RBM
model discussed in Chapter 5, (b) CRBM proposed in [1], and (c) the proposed
method, speaker-dependent CRBM.
(Figure 6.3(c)) uses two CRBMs for each of the source and the target speakers
to obtain their latent features h
(t)
x and h
(t)
y , capturing time-related information
(from t − 1 to t frames). Connecting the latent features using a neural network
(NN), the entire conversion network of the proposed method consequently forms a
deep architecture. The previous previous approach [30] discussed in Section 5 has
a deep network similar to that of the proposed method (Figure 6.3(a)); however,
the difference is that it involves time-related relationships in the network.
Since the acoustic signals we are targeting are time-series data, the model that
captures time-related information will provide us with the better performance.
6.4 Experiments
6.4.1 Conditions
In the experiments, we conducted voice conversion using the ATR Japanese
speech database [90], comparing the proposed method (speaker-dependent re-
stricted Boltzmann machines; say “SD-CRBM”) with four methods: the well-
known GMM-based approach (“GMM”), conventional NN-based voice conver-
sion [21] (“NN”), the previous approach (speaker-dependent RBM) appeared in
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Chapter 5 (“SD-RBM”), and, for a reference, a recurrent neural network with
randomly-initialized weights (“RNN”). In order to evaluate the proposed method
under various circumstances, we tested male-to-female (the source and the tar-
get speakers are identified with MMY and FTK in the database, respectively),
female-to-female (FKN and FTK), and male-to-male (MMY and MHT) patterns.
For an input vector, 24-dimensional MFCC features were calculated from
STRAIGHT spectra [48] using filter-theory [43] to decode the MFCC back to
STRAIGHT spectra in the synthesis stage. Unlike the previous work [30], we
processed the obtained MFCC with ZCA (zero component analysis) whitening
[88], where we confirmed it worked better than without whitening, especially for
“NN”. The parallel data of the source/target speakers processed by Dynamic
Programming were created from 216 word utterances in the dataset, and were
used for the training of each method. (Note that two CRBMs for “SD-CRBM”
and two RBMs for “SD-RBM” can be trained without the necessity of using
parallel data, although we used the same parallel training data for the CRBMs
and the RBMs in this research.)
The network-based approaches (“SD-CRBM”, “SD-RBM”, “NN” and “RNN”)
were trained using gradient descent with a learning rate of 0.01 and momentum
of 0.9, with the number of epochs being 400. Other configurations, such as the
number of hidden units, will be discussed in the following section.
For the objective test, 15 sentences (about 60 sec. long) that were not included
in the training data were arbitrarily selected from the database (identified with
SDA01∼SDA15). For the objective evaluation, MCD was used to measure how
close the converted vector is to the target vector in mel-cepstral space. We
calculated the MCD for each frame in the training data, and averaged the MCD
values for the final evaluation.
For the subjective evaluation, ABX listening tests were conducted, where
nine participants listened to pairs of converted speech signals produced using the
proposed approach (“SD-CRBM”) and the converted speech signals produced
by the other methods (“SD-RBM”, “NN”, “RNN”, and “GMM”) along with an
original target speech signal (generated from analysis-by-synthesis) They then
selected the better one in terms of speaker identity (how well they can recognize
the speaker from the converted speech) and speech quality (how clear and natural
the converted speech is).
6.4.2 Determining appropriate parameters
In this section, we report preliminary experiments in which we tested various
models with different hyper parameters to determine the appropriate ones. All
models were trained using N = 20, 000 frames from the male-to-female train-
ing data, and evaluated using a development set of 5 sentences (identified with
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SDA16∼SDA20 in the database) that were not included in either the training set
or the test set.
6.4.2.1 Network-based methods
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Figure 6.4: Changing hidden units. The values show averaged mel-cepstral
distortion with varying numbers of hidden units J for all network-based methods
(N = 20, 000).
Here we will see how the proposed approach works as the number of hidden
units J in each hidden layer changes, comparing it to four network-based methods
(“SD-CRBM”, “SD-RBM”, “NN” and “RNN”). In this preliminary experiment,
three architectural patterns were tested, where J = 24, 48, and 72. We used
L = 0, which forms a four-layer network for all methods (for example, when
J = 48 is used, the numbers of units in “NN” from the input/source layer to
the output/target layer become 24, 48, 48, and 24 in order). For “SD-CRBM”,
P = 1 is used (1 delay for “RNN” as well), which means we take into account
only one previous frame.
Figure 6.4 compares the averaged MCD obtained for each architecture. As
shown in Figure 6.4, the proposed method “SD-CRBM” performed best of all the
methods for each case. The interesting point is that the more hidden units the
network has, the better performance it provides for “SD-CRBM” and “RNN”,
while it is the other way around for “SD-RBM” and “NN”. This is considered to
be due to over-fitting to the training data for “SD-RBM” and “NN” when the
number of parameters is large (e.g. J = 72), while “SD-CRBM” and “RNN” still
required parameters to fit the models that capture time-series data.
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For the remaining experiments in this paper, the best architectures for each
method were used; i.e., J = 24 for “SD-RBM” and “NN”, and J = 72 for “SD-
CRBM” and “RNN”.
6.4.2.2 GMM-based method
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Figure 6.5: Changing mixtures. The values show averaged mel-cepstral distortion
with varying numbers of mixtures M for GMM method (N = 20, 000).
For the GMM-based voice conversion (“GMM”), we tried and evaluated five
mixtures (8, 16, 32, 64, 128 mixtures) to determine an appropriate number of
mixtures. Figure 6.5 shows the averaged MCDs over the development set when
using the GMM with various mixtures. As shown in the figure, the GMM with
64 mixtures performed best of all. Therefore, we used mixtures of 64 for “GMM”
in the evaluation experiments described in Section 7.3.3.
6.4.2.3 The number of previous frames
We further investigated the performance of the proposed method “SD-CRBM”
with the hidden units of J = 72, changing the number of previous frames in the
CRBM as P = 1, 2, 3, 4, 5. The evaluation results are described in Figure 6.6,
showing the averaged MCDs obtained from each case. As shown in Figure 6.6,
we could not necessarily obtained a better performance as the number of previous
frames increased. One reason is that the neighbor source vectors previous to the
current one contained similar information, and only a few source vectors were
required to estimate the current target vector. Therefore, the poor performance
with the larger number of previous frames (e.g. P = 4) was caused because
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Figure 6.6: Changing previous frames. The values show averaged mel-cepstral
distortion with varying numbers of previous frames P to be taken into account
for the proposed method (N = 20, 000).
the parameter estimation became more difficult as the redundant parameters
increased.
In the remaining experiments, P = 1 was used, which provided the best
performance in the preliminary experiment.
6.4.3 Evaluation
In this section, we evaluate the proposed method (“SD-CRBM”) comparing it
with four methods (“SD-RBM”, “NN”, “RNN”, and “GMM”) using objective and
subjective criteria for each pair of speakers, by changing the number of training
frames as N = 5, 000, 10, 000, 20, 000, and 40, 000.
6.4.3.1 Results
Figures 6.7, 6.8, and 6.9 summarize the experimental results for the test data,
comparing each method with respect to objective criteria for male-to-female,
female-to-female, and male-to-male voice conversion, respectively. As shown in
these Figures, the MCDs decreased as the number of training data increased in
most cases (regardless of the gender or the method). Furthermore, the proposed
approach outperformed the other methods in every case, except for the case where
N = 20, 000 in the male-to-male experiment.
Figures 6.10 and 6.11 show the results of subjective evaluation comparing each
method in terms of speaker identity and speaker quality, respectively. We also
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list the p-values produced by pairwise t-testing for each experiment in Tables 6.1
and 6.2, in terms of speaker identity and speech quality, respectively. As shown in
Figures 6.10 and 6.11, the proposed method performed better than each opponent
method in regard to mean preference score in terms of both speaker identity
and speech quality. However, as shown in Tables 6.1 and 6.2, we could not,
unfortunately, obtain a significant difference between the proposed method and
“NN” w.r.t. speaker identity, and “SD-RBM” and “RNN” w.r.t. speech quality.
Significant differences were obtained at a significance level of 0.1 in the other
cases.
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Figure 6.7: Male-to-female voice conversion results. The values show averaged
mel-cepstral distortion for each method with varying amounts of training data.
Table 6.1: P-values produced by paired t-test between the proposed method and
each method in the subjective evaluation w.r.t. speaker identity (associated with
Figure 6.10.) The values that satisfy p < 0.1 are in bold.
SD-RBM NN RNN GMM
p 0.0913 0.4417 0.0913 0.0001
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Figure 6.8: Female-to-female voice conversion results. The values show averaged
mel-cepstral distortion for each method with varying amounts of training data.
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Figure 6.9: Male-to-male voice conversion results. The values show averaged
mel-cepstral distortion for each method with varying amounts of training data.
6.4.3.2 Discussion
In objective criteria, the proposed approach (“SD-CRBM”) outperformed the
other methods, including the popular GMM-based voice conversion method, in
most cases. In subjective criteria as well, we obtained significantly better perfor-
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Figure 6.10: Subjective preference scores w.r.t. speaker identity. The proposed
method “SD-CRBM” was compared against four methods: “SD-RBM”, “NN”,
“RNN”, and “GMM”.
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Figure 6.11: Subjective preference scores w.r.t. speech quality. The proposed
method “SD-CRBM” was compared against four methods: “SD-RBM”, “NN”,
“RNN”, and “GMM”.
mance compared with each opponent, in terms of speaker identity and/or speech
quality (to be specific, in terms of both speaker identity and speech quality for
“GMM”, in terms of only speech quality for “NN”, in terms of only speaker iden-
tity for “SD-RBM” and “RNN”). The reason for the improvement is attributed
to the fact that the proposed time-involving, high-order conversion system using
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Table 6.2: P-values produced by paired t-test between the proposed method and
each method in the subjective evaluation w.r.t. speech quality (associated with
Figure 6.11.) The values that satisfy p < 0.1 are in bold.
SD-RBM NN RNN GMM
p 0.4417 0.0913 0.3299 0.0000
CRBMs is able to capture and convert the abstractions of speaker individualities
better than the other methods. In particular, as shown in Figures 6.7, 6.8 and
6.9, the proposed approach achieved high performance in MCD criteria. This is
because the CRBMs captured time-series data more appropriately and alleviated
estimation errors.
(a-1) (a-2) (b-1) (b-2)
(d-1)(c-2)(c-1) (d-2)
Figure 6.12: Estimated weights of the pre-trained RNN (·-1) and the randomly-
initialized RNN (·-2) after 400 epochs (N = 40, 000, J = 72, male-to-female).
(a-·) The weights from the previous target vector to the current target vector
Wy′y, (b-·) the weights from the second hidden layer to the current target vector
Wyh, (c-·) the weights from the current source vector to the first hidden layer
Wxh, and (d-·) the weights from the first hidden layer to the second hidden layer
W0.
One interesting point is that “NN” and “RNN”, which were based on random
initialization in weight parameters, produced unstable performance (e.g. the
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MCD by “NN” increased even as the number of training frames increased from
10,000 to 20,000 in male-to-female conversion, and the MCD by “RNN” also
increased as the number of training data changed from 20,000 to 40,000 in male-
to-male conversion). This is caused by a fall into local minima starting from the
randomly-initialized weights. Figure 6.12 shows some of the converged weights in
the network, comparing “RNN” and “SD-CRBM”, where the weights were pre-
trained using speaker-dependent CRBMs and a concatenating NN followed by
fine-tuning using RNN. As shown in Figure 6.12, the weights in “RNN” were al-
most meaningless and messy; meanwhile, we see that the weights in “SD-CRBM”
had a sparse structure and operative bases. In general, an acoustic feature vector
at the last previous frame (v(t−1)) is very similar to the feature vector at the
current frame (v(t)), and, therefore, we expect that the conversion matrix from
v(t−1) to v(t) may be close to an identity matrix. The recurrent weight obtained
by the proposed approach shown in Figure 6.12(a-1) indicates this fact.
6.5 Summary
We presented in this chapter a voice conversion method that combines speaker-
dependent conditional restricted Boltzmann machines (CRBMs) and a NN to
extract speaker-individual information for speech conversion. Through experi-
ments, we confirmed that the proposed approach is effective, especially in terms
of MCD, compared with the well-known conventional Gaussian mixture model
(GMM)-based approach, a neural network (NN)-based approach, and the previ-
ous work discussed in Chapter 5, speaker-dependent restricted Boltzmann ma-
chine (SD-RBM), (and recurrent neural network for a reference), regardless of
the gender in conversion.
We also conducted ABX experiments for subjective evaluation. The results
showed that the performance of the proposed method was not always significantly
different in comparison to NN, RNN, and SD-RBM; however, it did perform
significantly better than these methods in terms of either speaker identity or
speech quality. In the future, we will work to improve the proposed method so
that it obtains better results in regard to the sense of hearing.
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Chapter 7
VC Using Speaker-Dependent
RTRBMs
This chapter also presents a VC method as an extension of the speaker-
dependent-RBM model in Chapter 5 to consider capturing time-related informa-
tion, similar to the speaker-dependent-CRBM model in Chapter 6. The proposed
VC method uses the less phonological and more unique features obtained from
speaker-dependent recurrent temporal restricted Boltzmann machines (RTRBMs),
a family of RBMs.
7.1 Recurrent Temporal Restricted Boltzmann
Machine (RTRBM)
(b)(a)
v
h
v(t)
h(t)h(t 1)
W W
B
C
Figure 7.1: Comparison of graphical representation of a standard RBM (a) and
an RTRBM (b).
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An RTRBM is an extended RBM proposed by Sutskever et al. [37], and
is suitable for capturing and modeling temporal dependencies in sequence data.
Like an RBM, an RTRBM uses an undirected model. As shown in Figure 7.1,
an RTRBM also employs directed models from previous hidden units h(t−1) =
[h
(t−1)
1 , · · · , h(t−1)J ]T , h(t−1)j ∈ {0, 1} to current hidden units h(t) = [h(t)1 , · · · , h(t)J ]T , h(t)j ∈
{0, 1} and current visible units v(t) = [v(t)1 , · · · , v(t)I ]T , v(t)i ∈ R at the current frame
t. In this model, there are three types of parameters to be estimated: B ∈ RI×J
(a directed weight matrix from h(t−1) to v(t)), C ∈ RJ×J (a directed weight ma-
trix from h(t−1) to h(t)), and W ∈ RI×J (an undirected weight matrix between
v(t) and h(t)). Like with an RBM, the weights are estimated using contrastive
divergence by maximizing the log-likelihood L = log∏t p(v(t)|A(t)) denoted by
A(t) = {v(τ),h(τ)|τ < t}, where
p(v(t)|A(t)) = 1
Z
∑
h(t)
e−E(v
(t),h(t)|h(t−1)). (7.1)
Considering the improvement in the training as in improved GB-RBM, the energy
function of the RTRBM E becomes
E(v(t),h(t)|h(t−1))
=
∥∥∥∥v(t) − b(t)2σ
∥∥∥∥2 − c(t)Th(t) − (v(t)σ2
)T
Wh(t) (7.2)
b(t) = b+Bh(t−1) (7.3)
c(t) = c+Ch(t−1). (7.4)
The previous hidden units h(t−1) in Eqs. (7.3) and (7.4) are replaced with the
mean-field values hˆ(t−1) as follows:
hˆ(t−1) = S(c(t−1) +W T (v
(t−1)
σ2
)) (7.5)
since this approach improves the efficiency of training [37]. In this thesis, for the
initial values h(0), a zero vector is used.
We obtain the following partial differential equations for the log-likelihood:
∂L
∂Bij
= 〈v
(t)
i hˆ
(t−1)
j
σ2i
〉data − 〈
v
(t)
i hˆ
(t−1)
j
σ2i
〉model (7.6)
∂L
∂Cj′j
= 〈hˆ(t−1)j′ hˆ(t)j 〉data − 〈hˆ(t−1)j′ hˆ(t)j 〉model. (7.7)
The other parameters related to the undirected model (W , b and c) are also
calculated from Eqs. (4.50), (4.51) and (4.52) by proper substitution of variables.
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The second terms in Eqs. (7.6) and (7.7) are computed as the reconstructed
values in a way similar to that in an RBM.
After the parameters are estimated, forward inference (the conditional proba-
bility of h(t) given v(t) and h(t−1)) and backward inference (the conditional prob-
ability of v(t) given h(t) and h(t−1)) can be written as follows, respectively:
p(h
(t)
j = 1|v(t),h(t−1)) = S(c(t)j +W T:j (
v(t)
σ2
)) (7.8)
p(v
(t)
i = v|h(t),h(t−1)) = N (v|b(t)i +Wi:h(t), σ2i ). (7.9)
7.2 Methodology
x(t)
(a)
h(t)x
y(t)
h(t)y
h(t 1)x
h(t 1)y
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(b)
h(t)x
y(t)
h(t)y
h(t 1)x
h(t 1)y
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n(t)
W Tx
x(t)
y(t)
(c)
Wn1
Wn2
Figure 7.2: (a) RTRBMs for a source speaker (below) and a target speaker
(above), (b) the proposed voice conversion architecture, which combines two
speaker-dependent RTRBMs with an NN, (c) an alternative representation of
(b) that can be regarded as a recurrent NN.
The proposed method extends the previous model discussed in Chapter 5 to
systematically capture time information as well as latent (deep) relationships be-
tween source-speaker and target-speaker features in a single network. This can be
done by combining speaker-dependent recurrent temporal restricted Boltzmann
machines (RTRBMs) [37] and a concatenating NN. An RTRBM is a non-linear
probabilistic model used to capture temporal dependencies in time-series data
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as seen in the above section. Despite its simplicity, this model does a good job
of describing meaningful sequences such as video [37] and music [38]. In the
proposed approach, we first train two RTRBMs: one exclusively for the source
and one exclusively for the target speakers. We train them independently us-
ing segmented training data prepared for each speaker. Then we train an NN
using the projected features. Finally we fine-tune the networks as a single re-
current NN. Because the training data for the source speaker RTRBM includes
various phonemes particular to the speaker, the speaker-dependent network tries
to capture the abstractions to maximally express the training data with abundant
speaker-specific information and less phonological information. Furthermore, the
network receives a collection of time-series feature vectors with the conditional
models, enabling it to discover temporal correlations in the high-order space. The
speaker-dependent CRBM model discussed in Chapter 6 was also introduced to
capture time-related information. The most significant difference is that while the
CRBM model inputs multiple-frame features of the source speaker, the proposed
(RTRBM) model inputs only one frame features.
Figure 7.2 shows an overview of the proposed voice conversion system. Fig-
ure 7.2(a) shows how we independently train RTRBMs for each speaker before-
hand. Variables x(t) and y(t) (x(t−1) and y(t−1)) are acoustic feature vectors (i.e.,
visible units in RTRBM), such as mel-frequency cepstral coefficients (MFCC), at
frame t (at frame t− 1) for a source speaker and a target speaker, respectively.
For the source speaker, for example, the parameter matrices Wx, Bx, and
Cx are estimated so as to maximize the probability of a T -time sequence p(x) =∏T
t p(x
(t)|A(t)). Because each unit in the hidden vector h(t)x is independent from
the others, the units capture the common characteristics in the visible units. The
training data usually include various phonemes and unvarying speaker-specific
features; thus, it is expected that the extracted features in h
(t)
x emphasize speaker-
specific information. Furthermore, because we estimate the time-related matrices
Bx and Cx jointly with the static termWx as shown in Eq. (7.2) using the train-
ing data, the matrices capture time-related information. This means that the
obtained features in the hidden units h
(t)
x also help to capture time-related fea-
tures that are unique to speakers. An input vector x(t) at frame t is projected into
such the speaker-dependent latent space that captures speaker-individualities. In
this paper, the latent features h
(t)
x are obtained using mean-field approximation as
in Eq. (7.8). The above discussion applies to the target speaker, and the hidden
vector for the target h
(t)
y is obtained in the same manner. In the proposed ap-
proach, we convert such speaker-specific-information-emphasized features (from
h
(t)
x to h
(t)
y ) using an NN with L + 2 layers (L denotes the number of hidden
layers; typically, L is 0 or 1), as shown in Fig. 7.2(b). To train the NN, we use
the parallel training set {x(t),y(t)}T ′t=0 where T ′ denotes the number of frames of
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the parallel data.1 During the training stage of the NN, the projected vectors
of the source speaker’s acoustic features h
(t)
x are the inputs, and the projected
vectors of the corresponding target speaker’s features h
(t)
y are outputs. Weight
parameters of the NN {Wl,dl}Ll=0 are estimated to minimize the error between
the output η(h
(t)
x ) and the target vector h
(t)
y as is typical for a NN. After the
weight parameters are estimated, an input vector h
(t)
x is converted as follows:
η(h(t)x ) =
L⊙
l=0
ηl(h
(t)
x ) (7.10)
ηl(h
(t)
x ) = S(Wlh(t)x + dl). (7.11)
To convert the output of the NN to the acoustic features of the target speaker,
backward inference of an RTRBM is simply used from Eq. (7.9).
Summarizing the above discussion, a voice conversion function of the proposed
method from a source acoustic vector x(t) to a target vector y(t) at frame t is
written as:
y(t) = argmax
y(t)
p(y(t)|x(t),h(t−1)x ,h(t−1)y ) (7.12)
= a
(t)
L+2 +WL+2
L+1⊙
k=0
S(a(t)k +Wkx(t)) (7.13)
where a
(t)
k and Wk denote elements of a set of dynamic parameters Θ
(t) =
{a(t),W }:
a(t) = {a(t)k }L+2k=0 = {c(t)x ,d0, · · · ,dL, b(t)y } (7.14)
W = {Wk}L+2k=0 = {W Tx ,W0, · · · ,WL,Wy}, (7.15)
where c
(t)
x and b
(t)
y denote a forward-inference bias vector in a source speaker’s
RTRBM and a backward-inference bias vector in the target speaker’s RTRBM
obtained from Eqs. (7.4) and (7.3), respectively. h
(0)
x and h
(0)
y are zero vectors.
The conversion function shown in Eq. (7.13) implies an (L + 4)-layer recurrent
NN with sigmoid activated functions as shown in Fig. 7.2(c). Therefore, we can
fine-tune each parameter of the network of two RTRBMs and the NN by back-
propagation through time (BPTT) using acoustic parallel data.
1For sake of simplicity, the same parallel data is used for both training of the RTRBMs and
the NN in the experiments (T ′ = T ).
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7.3 Experiments
7.3.1 Conditions
In the VC experiments, we compared the proposed method (SD-RTRBM)
with three conventional methods: a well-known GMM-based approach (GMM),
an NN-based approach (NN) and the previous model [30] (in Chapter 5), which
utilized speaker-dependent RBMs for pre-training of the NN (SD-RBM). Here
we used a single-layer DBN (i.e., an RBM) for each speaker and compared these
methods. All of the network-based methods (SD-RTRBM, NN, SD-RBM) con-
tained four layers with various numbers of hidden units as discussed in the fol-
lowing section. The network-based methods were trained with a learning rate of
0.01 and momentum of 0.9, with the number of epochs being 400, using acoustic
features from the ATR Japanese speech database [90]. The parameters of the pro-
posed method and SD-RBM were fine-tuned after the training of the RTRBMs
and RBMs, respectively. In order to evaluate the proposed method under vari-
ous circumstances, we tested male-to-female (the source and the target speakers
are identified with “MMY” and “FTK” in the database, respectively), female-to-
female (“FKN” and “FTK”), and male-to-male (“MMY” and “MHT”) patterns.
24-dimensional MFCC features were used as an input vector, calculated from
STRAIGHT spectra [48] using filter-theory [43] to decode the MFCC back to
STRAIGHT spectra in the synthesis stage. Unlike the previous model (speaker-
dependent RBM), we processed the obtained MFCC with ZCA (zero component
analysis) whitening [88]. Parallel data from source and target speakers processed
by dynamic programming was obtained from 216 word utterances in the dataset.
This data was used for training. Note that the parallel data was prepared for the
NN and GMM methods, and two speaker-wise RTRBMs were trained indepen-
dently. For the objective test, 15 sentences that were not included in the training
data were arbitrarily selected from the database. For objective evaluation, MCD
(mel-cepstral distortion) was used to measure how close the converted vector was
to the target vector in the mel-cepstral space. We calculated the MCD for each
frame in the training data, and averaged them for the final evaluation.
For subjective evaluation, MOS (mean opinion score) listening tests were con-
ducted using five sentences. For the tests, seven participants listened to the orig-
inal target speech (generated from analysis-by-synthesis) and converted speech
for each method, and then selected how close the converted speech sounded to
the original speech on a 5-point scale (5: excellent; 4: good; 3: fair; 2: poor; and
1: bad).
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Figure 7.3: Average MCD with changing the number of hidden units for each
network-based method.
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Figure 7.4: Average MCD with varying numbers of mixtures for GMM method.
7.3.2 Determination of Hyper Parameters
Determining the number of hidden units in the network-based approaches
and the number of mixtures in the GMM-based approach is important for a
fair comparison. For reference, we also compared the proposed method with
a recurrent neural network (RNN), whose parameters were randomly initialized
with the same architecture as the proposed method. All models were trained using
T = 20, 000 frames from the male-to-female training data, and evaluated using
a development set of five sentences (identified with SDA16–20 in the database)
that were not included in either the training set or the test set.
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7.3.2.1 Network-based methods
In the first experiments, we used 24, 48, and 72 hidden units for the network-
based approaches and checked the performance of each method. Each network-
based method has a four-layer architecture; for example, the 48-unit NN has 24,
48, 48, and 24 units from the input layer to the output layer. Fig. 7.3 depicts the
average MCD obtained from each method, showing that the wider architecture
(such as “72”) does not always provide better results than narrower architectures
except when the proposed method is used. It is expected that this is due to
overfitting to the training data for NN and SD-RBM (though SD-RBM did not
overfit as much as NN) when the number of hidden units is large (e.g., J = 72).
RNN performed poorly, because it is based on random-initialization, while the
proposed method performed well due to the hierarchical learning algorithm.
For the remaining experiments in this paper, the best number of hidden units
for each method were used; i.e., J = 24 for “SD-RBM” and “NN,” J = 48 for
“RNN,” and J = 72 for “SD-RTRBM.”
7.3.2.2 GMM-based method
For GMM-based voice conversion, we tried and evaluated five mixtures (8, 16,
32, 64, 128 mixtures) to determine an appropriate number of mixtures. Fig. 7.4
shows the average MCDs over the development set when using the GMM with
various mixtures. As shown in the figure, the GMM with 64 mixtures performed
the best. Therefore, we used mixtures of 64 for GMM in the evaluation experi-
ments described in section 7.3.3.
7.3.3 Results and Discussion
Table 7.1: Average MOS w.r.t. similarity for each method.
SD-RTRBM SD-RBM NN GMM
2.86 2.80 2.77 2.14
Figs. 7.5, 7.6, and 7.7 summarize the experimental results for the test set, com-
paring objective criteria for male-to-female, male-to-male, and female-to-female
voice conversion, respectively, for F = 5, 000, 10, 000, 20, 000, and 40, 000 train-
ing frames. These figures also include the RNN results for reference. Table 7.1
shows the experimental results with respect to subjective criteria.
As shown in these figures and the table, the proposed approach (SD-RTRBM)
outperformed the other methods in every case (regardless of the gender). The
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Figure 7.5: Male-to-female voice conversion results. The values show average
MCD for each method with varying amounts of training data.
reason for the improvement is attributable to the fact that the time-dependent
high-order conversion system using RTRBMs is able to capture and convert the
abstractions of unique speaker characteristics better than the other methods. In
particular, as shown in Figs. 7.5, 7.6, and 7.7, the proposed approach achieved
high performance in MCD criteria. This is because the RTRBMs modeled and
captured sequence data more appropriately than the other methods and reduced
estimation errors.
One interesting point is that most of the MCDs shown in Figs. 7.5, 7.6, and
7.7 decreased as the amount of training data increased, but the MCD of NN at
F = 20, 000 in the male-to-female experiment and the MCD of RNN at F =
10, 000 in the female-to-female experiment increased with increases in training
data. This is caused by a fall into local minima starting from the randomly-
initialized weights. The proposed method provided more stable performance than
the randomly-initialized methods.
7.4 Summary
In this chapter, we presented a voice conversion method that combines speaker-
dependent RTRBMs and a NN to extract time-dependent unique speaker infor-
mation from sequence data. Using experiments, we confirmed that the proposed
approach is more effective, regardless of gender and especially in terms of MCD,
than a well-known approach using a Gaussian mixture model (GMM), an ap-
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Figure 7.6: Male-to-male voice conversion results. The values show average MCD
for each method with varying amounts of training data.
proach based on a neural network (NN), and the previous work on speaker-
dependent restricted Boltzmann machines (SD-RBMs). The proposed method
can be seen as a special way of generative initialization (training) of a recurrent
neual network (RNN). Experimental results that compared the proposed method
and a random-initialized RNN indicated that the initial values of the parameter
are fairly important for the improvement of accuracy and for stable training. In
the future, we will further investigate these relationships and improve the pro-
posed method.
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Figure 7.7: Female-to-female voice conversion results. The values show average
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Chapter 8
Conclusion
The thesis describes a new framework for voice conversion based on the
recently-fashionable deep learning methods.
In Chapter 4, a voice conversion method using a joint density RBM was pre-
sented, as an alternative tool of a sparse-representation-based approach where
only a few dictionaries are used for the converted-voice generation. The proposed
method demonstrated better performance compared with the conventional sparse-
representation-based approach (spectral-mapping NMF and exemplar-based NMF)
and the well-known GMM-based approach.
In Chapter 5, we presented a voice conversion technique using restricted Boltz-
mann machine (RBM) to generate the high-order eigen space of the speaker,
where it captures the abstractions of speaker individuality. The experimental re-
sults showed the efficacy of the proposed method, in comparison to a conventional
GMM-based and NN-based approach.
In Chapter 6, we presented in this chapter a voice conversion method that com-
bines speaker-dependent conditional restricted Boltzmann machines (CRBMs)
and a NN to extract speaker-individual information for speech conversion. Through
experiments, we confirmed that the proposed approach is effective, especially
in terms of MCD, compared with the well-known conventional Gaussian mix-
ture model (GMM)-based approach, a neural network (NN)-based approach, and
the previous work, speaker-dependent restricted Boltzmann machine (SD-RBM),
(and recurrent neural network for a reference), regardless of the gender in conver-
sion. We also conducted ABX experiments for subjective evaluation. The results
showed that the performance of the proposed method was not always significantly
different in comparison to NN, RNN, and SD-RBM; however, it did perform sig-
nificantly better than these methods in terms of either speaker identity or speech
quality.
In Chapter 7, we presented a voice conversion method that combines speaker-
dependent RTRBMs and a NN to extract time-dependent unique speaker in-
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formation from sequence data. Using experiments, we confirmed that the pro-
posed approach is more effective, regardless of gender and especially in terms of
MCD, than a well-known approach using a Gaussian mixture model (GMM), an
approach based on a neural network (NN), and the previous work on speaker-
dependent restricted Boltzmann machines (SD-RBMs). The proposed method
can be seen as a special way of generative initialization (training) of a recurrent
neual network (RNN). Experimental results that compared the proposed method
and a random-initialized RNN indicated that the initial values of the parameter
are fairly important for the improvement of accuracy and for stable training.
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Appendix
Proof of Eqs. (4.5)(4.6)(4.7)(4.8)
In BB-RBM, the joint probability of v and h is represented as
p(v,h) =
1
Z
e−EBB(v,h) (1)
=
1
Z
eb
Tv+cTh+vTWh. (2)
On the other hand, the probability of v forms:
p(v) =
∑
h′
p(v,h′) (3)
=
1
Z
∑
h′
e−EBB(v,h
′) (4)
=
1
Z
∑
h′
eb
Tv+cTh′+vTWh′ (5)
=
1
Z
eb
Tv
∑
h′
e(c
T+vTW )h′ (6)
=
1
Z
eb
Tv
∑
h′
∏
j
e(cj+v
TW:j)h
′
j (7)
=
1
Z
eb
Tv
∑
h′
e(c1+v
TW:1)h′1 × e(c2+vTW:2)h′2 × · · · × e(cJ+vTW:J )h′J (8)
=
1
Z
eb
Tv
∑
h′1
e(c1+v
TW:1)h′1 ×
∑
h′2
e(c2+v
TW:2)h′2 × · · · ×
∑
h′J
e(cJ+v
TW:J )h
′
J (9)
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=
1
Z
eb
Tv
∏
j
∑
h′j
e(cj+v
TW:j)h
′
j . (10)
Using Eqs. (2)(10), we obtain the conditional probability p(h|v) as follows:
p(h|v) = p(v,h)
p(v)
(11)
=
1
Z
eb
Tv+cTh+vTWh
1
Z
ebTv
∏
j
∑
h′j
e(cj+v
TW:j)h′j
(12)
=
eb
Tv
∏
j e
(cj+v
TW:j)hj
ebTv
∏
j
∑
h′j
e(cj+v
TW:j)h′j
(13)
=
∏
j
e(cj+v
TW:j)hj∑
h′j
e(cj+v
TW:j)h′j
(14)
=
∏
j
e(cj+v
TW:j)hj
e(cj+vTW:j)·0 + e(cj+vTW:j)·1
(15)
=
∏
j
e(cj+v
TW:j)hj
1 + ecj+vTW:j
(16)
=
∏
j
p(hj|v), (17)
where p(hj|v) = e
(cj+v
TW:j)hj
1+ecj+v
TW:j
indicates the conditional probability of the jth hid-
den unit. As Eq. (17) shows, hidden units are conditionally-independent to each
other.
Deforming the probability p(hj|v), we obtain
p(hj|v) = e
(cj+v
TW:j)hj
1 + ecj+vTW:j
(18)
=
(
ecj+v
TW:j
1 + ecj+vTW:j
)hj
·
(
1
1 + ecj+vTW:j
)1−hj
(19)
=
(
1
1 + e−(cj+vTW:j)
)hj
·
(
e−(cj+v
TW:j)
1 + e−(cj+vTW:j)
)1−hj
(20)
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=(
1
1 + e−(cj+vTW:j)
)hj
·
(
1− 1
1 + e−(cj+vTW:j)
)1−hj
(21)
=
(S(cj + vTW:j))hj · (1− S(cj + vTW:j))1−hj (22)
= B(hj;S(cj + vTW:j)), (23)
where B(·; p) denotes Bernoulli distribution with success probability p.
It is straightward to derive the conditional probability distribution p(v|h),
because the variables v and h are exchangeable with each other. That is:
p(v|h) = p(v,h)
p(h)
(24)
=
1
Z
eb
Tv+cTh+vWh
1
Z
ecTh
∏
i
∑
v′i
e(bi+Wi:h)v
′
i
(25)
=
∏
i
e(bi+Wi:h)vi
1 + ebi+Wi:h
(26)
=
∏
i
p(vi|h), (27)
where
p(vi|h) = e
(bi+Wi:h)vi
1 + ebi+Wi:h
(28)
= B(vi;S(bi +Wi:h)). (29)
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Abbreviation
BB-RBM Bernoulli-Bernoulli Restricted Boltzmann Machine
BM Boltzmann Machine
CC Cepstral Divergence
CCA Canonical Correlation Analysis
CD Contrastive Divergence
CRBM Conditional Restricted Boltzmann Machine
DBM Deep Boltzmann Machine
DBN Deep Belief Network
DP Dynamic Programming
GB-RBM Gaussian-Bernoulli Restricted Boltzmann Machine
GMM Gaussian Mixture Model
JD-GMM Joint Density Gaussian Mixture Model
JD-RBM Joint Density Restricted Boltzmann Machine
LPC Linear Prediction Coefficient
MCD Mel-Cepstral Distortion
87
MFCC Mel-Frequency Cepstral Coefficient
MLE Maximum Likelihood Estimation
MLP Multi-Layer Perceptron
MLSA Mel Log Sepctral Approximation
NMF Non-negative Matrix Factorization
NN Neural Network
RBM Restricted Boltzmann Machine
RTRBM Recurrent Temporal Restricted Boltzmann Machine
SDIR Spectral Distortion Improvement Ratio
VC Voice Conversion
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