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WEIGHTED FUSION FRAME CONSTRUCTION VIA SPECTRAL
TETRIS
PETER G. CASAZZA AND JESSE PETERSON
Abstract. Fusion frames consist of a sequence of subspaces from a Hilbert space and
corresponding positive weights so that the sum of weighted orthogonal projections onto
these subspaces is an invertible operator on the space. Given a spectrum for a desired
fusion frame operator and dimensions for subspaces, one existing method for creating unit-
weight fusion frames with these properties is the flexible and elementary procedure known
as spectral tetris. Despite the extensive literature on fusion frames, until now there has
been no construction of fusion frames with prescribed weights. In this paper we use spectral
tetris to construct more general, arbitrarily weighted fusion frames. Moreover, we provide
necessary and sufficient conditions for when a desired fusion frame can be constructed via
spectral tetris.
1. introduction
Fusion fames (initially frames of subspaces [4]) consist of a sequence of subspaces from
a Hilbert space and corresponding positive weights so that the sum of weighted orthogonal
projections onto these subspaces is an invertible operator on the space. Such structure
provides a natural mathematical framework for hierachical data processing and lends itself
to the design of systems which are robust against noise, data loss, and erasures [1, 5, 11].
With such desirable properties, fusion frames have found application to problems in sensor
networks and distributive processing just to name a few [3, 5, 10]. For the interested reader,
an in-depth listing of papers on fusion frames may be found at www.fusionframe.org (see
also www.framerc.org).
Much work on fusion frames has involved constructions of frames with specialized prop-
erties [9, 12], and specifically [8] describes efficient methods for constructing fusion frames
with prescribed subspace dimensions and prescribed fusion frame operator eigenvalues via
the so-called spectral tetris algorithm. Each of these construction methods considers only
the the unit-weight case. Also, [8] provides necessary and sufficient conditions for when
spectral tetris can generate such unit-weight fusion frames with the additional restriction
that all fusion frame operator eigevnalues lie within [2,∞). But until now, there has been
no algorithm for constructing fusion frames with prescribed weights. Our contribution in
this paper is a construction of fusion frames with prescribed weights, prescribed subspace
dimensions, and prescribed fusion frame spectra. Further, we present necessary and suffi-
cient conditions for when any fusion frame may be constructed via spectral tetris. That is,
we use spectral tetris to develop constructions for the most general classes of fusion frames
and give necessary and sufficient conditions for when this is possible.
The authors were supported by AFOSR F1ATA00183G003; NSF 1008183; and NSF ATD 1042701.
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We begin by reviewing frames, fusion frames, and the spectral tetris algorithm in Section
2. Section 3 then investigates fusion frames constructed via spectral tetris and culminates
in Theorem 3.4 which provides necessary and sufficient conditions for the existence of such
fusion frames. Finally, in Section 4, we modify the spectral tetris algorithm and provide the
first concrete constructions of a fusion frame with a prescribed frame operator spectrum,
prescribed subspace dimensions, and prescribed weights for each subspace.
2. Background and Notation
2.1. Spectral Tetris Frames. A family of vectors F = {fn}Nn=1 is called a frame for an
M-dimensional Hilbert space HM if there are constants 0 < A ≤ B <∞ satisfying
A‖f‖2 ≤
N∑
n=1
|〈f, fn〉|2 ≤ B‖f‖2, for all f ∈ HM ,
where A,B are called lower and upper frame bounds respectively. Further, if A = B, we
call such a frame a tight frame. The focus of this paper will be real frames. The synthesis
operator of a real frame {fn}Nn=1 in RM is given by F : RN → RM , Ff =
∑N
n=1 f(n)fn.
From a matrix perspective, F is the M × N matrix whose columns are the fn’s. We make
no distinction between the family of vectors F = {fn}Nn=1 and the induced M ×N synthesis
matrix. Together with the analysis operator F ∗, we have the frame operator S = FF ∗. Note
the frame bounds A,B are the largest and smallest eigenvalues of S.
The original spectral tetris algorithm developed in [9] is a powerful tool for constructing
sparse unit-norm tight frames. This original algorithm has since been generalized and mod-
ified in many ways. In [6], a straightforward extension allows the construction of unit norm
frames having a frame operator with desired eigenvalues {λm}Mm=1 ⊆ [2,∞). The authors
in [8] adapt the algorithm in the complex case to use discrete fourier transform matrices as
blocks in the construction in order to extend the range of possible eigenvalues. Most recently
[7] modified the algorithm to produce sparse frames with prescribed frame operator spec-
tra and prescribed frame vector norms, naming this new process prescribed norm sprectral
tetris construction (PNSTC). As PNSTC is a generalized version of the original spectral
tetris construction (STC) and includes STC a special case, we will refer to PNSTC simply as
STC. We recommend [6, 9] for instructive examples concerning how the original algorithm
constructs a desired synthesis matrix F from singletons and 2× 2 blocks of the form
A(x) =
[ √
x
2
√
x
2√
1−x
2
√
1−x
2
]
.
Note the rows of A(x) are orthogonal, the first row square sums to x, and columns have unit
norm.
We then recommend [7] for useful examples on how STC uses singletons and 2× 2 blocks
of the form
A(x, aℓ, aℓ+1) =


√
x(a2
ℓ
−y)
x−y
√
x(x−a2
ℓ
)
x−y√
y(x−a2
ℓ
)
x−y
√
y(a2
ℓ
−y)
x−y

 (1)
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where y = a2ℓ + a
2
ℓ+1 − x to generate a desired synthesis matrix with frame vector norms
{an}Nn=1. Note the rows of A(x, aℓ, aℓ+1) are orthogonal, the first row square sums to x,
and now the columns have norms aℓ and aℓ+1. Also in [7], the authors show such blocks
A(x, aℓ, aℓ+1) exist if and only if
a2ℓ + a
2
ℓ+1 ≥ x > 0 and (2)
a2ℓ , a
2
ℓ+1 > x or a
2
ℓ , a
2
ℓ+1 < x, (3)
and proceed to develop necessary and sufficient conditions for a frame to be constructed
from spectral tetris.
These necessary and sufficient conditions are significant in that spectral tetris cannot
construct all possible frames. Given a sequence of vector norms and eigenvalues for a frame
operator, the existence of such a frame is characterized by the Schur-Horn Theorem. That is,
these frames exist when the spectrum majorizes the norms squared. While other algorithms
[2] are able to construct all such frames, spectral tetris’s inability to do so is offset by its
simplicity and the sparcity of its constructed frames. Indeed it is this sparcity which allows
STC to be useful in fusion frame construction.
Any frame which may be obtained via STC we call a spectral tetris frame. Specifically, two
sequences {an}Nn=1 ⊆ (0,∞) and {λm}Mm=1 ⊆ (0,∞) are spectral tetris ready if
∑N
n=1 a
2
n =∑M
m=1 λm and if there is a partition 1 ≤ n1 < · · · < nM = N such that for all k = 1, . . . ,M−1
(a)
∑nk
n=1 a
2
n ≤
∑k
m=1 λm <
∑nk+1
n=1 a
2
n and
(b) if
∑nk
n=1 a
2
n <
∑k
m=1 λm, then nk+1 − nk ≥ 2 and
a2nk+2 ≥
k∑
m=1
λm −
nk∑
n=1
a2n.
Theorem 2.1. (Theorem 3.6 in [7]) STC can construct a frame with spectrum {λm}Mm=1 ⊆
(0,∞) and vector norms {an}Nn=1 ⊆ (0,∞) if and only if there exists a permutation of these
sequences such that they are spectral tetris ready.
For convenience, the most general STC algorithm is given in table 1. We note as STC
creates an M ×N synthesis matrix F , each step corresponds to a pair (m,n). We will refer
to (m,n) as the cursor location as this represents the row and column position in F for
which STC is creating entries. Note that given spectral tetris ready sequences {an}Nn=1 and
{λm}Mm=1, if the cursor is in row r, STC will insert a scalar (singleton) at the cursor location
until column ℓ where
ℓ−1∑
n=1
a2n ≤
r∑
m=1
λm <
ℓ∑
n=1
a2n. (4)
If the left side of (4) holds as an equality, STC inserts another singleton and the cursor
proceeds to row r+1, while if it does not hold as an equality, STC will create a 2× 2 block,
A = A(x, aℓ+1, aℓ+2) of the form (1). We refer to a column of a 2× 2 block as a doubleton.
We conclude our review of spectral tetris with a short example of the STC algorithm in
execution.
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STC: Spectral Tetris Construction
Parameters:
• Dimension M ∈ N.
• Number of frame elements N ∈ N.
• Eigenvalues {λm}Mm=1 and norms of the frame vectors {an}Nn=1 such that
(λm)
M
m=1 and (a
2
n)
N
n=1 are spectral tetris ready.
Algorithm:
1) Set n = 1.
2) For m = 1, . . . ,M do
3) Repeat
4) If λm ≥ a2n then
5) fn = anem.
6) λm = λm − a2n.
7) n = n+ 1.
8) else
9) If 2λm = a
2
n + a
2
n+1, then
10) fn =
√
λm
2
· (em + em+1).
11) fn+1 =
√
λm
2
· (em − em+1).
12) else
13) y = a2n + a
2
n+1 − λm.
14) fn =
√
λm(a2n−y)
λm−y
· em +
√
y(λm−a2n)
λm−y
· em+1.
15) fn+1 =
√
λn(λm−a2n)
λm−y
· em −
√
y(a2n−y)
λm−y
· em+1.
16) end.
17) λm+1 = λm+1 − (a2n + a2n+1 − λm).
18) λm = 0.
19) n = n+ 2.
20) end.
21) until λm = 0.
22) end.
Output:
• Frame (fn)Nn=1 ⊆ RM .
Table 1. The STC algorithm for constructing a frame with prescribed spec-
trum and norms.
Example 2.2. We run STC on the spectral tetris ready sequences of norms {an}4n=1 =
{1,√3,√2,√2} and eigenvalues {λm}2m=1 = {2, 6} to create a 2 × 4 synthesis matrix F .
WEIGHTED FUSION FRAME CONSTRUCTION VIA SPECTRAL TETRIS 5
The cursor begins at (1, 1) where a21 = 1 ≤ 2 = λ1, and so STC inserts a singleton. The
cursor moves to (1, 2).
1 3 2 2
⊙ * * * 2
* * * * 6
→
1 3 2 2
1 ⊙ * * 2
0 * * * 6
Now (4) is satisfied since a21 = 1 ≤ λ1 = 2 < a21 + a22 = 4. Thus STC inserts two doubletons
comprising a block of the form (1). The cursor moves to (2, 4).
1 3 2 2
1 ⊙ * * 2
0 * * * 6
→
1 3 2 2
1
√
1
3
√
2
3
0 2
0
√
8
3
−
√
4
3
⊙ 6
Then
∑4
n=1 a
2
n =
∑2
m=1 λm = 8, and STC completes the synthesis matrix F by adding a
singleton.
F =

1
√
1
3
√
2
3
0
0
√
8
3
−
√
4
3
√
2


2.2. Spectral Tetris Fusion Frames. As a frame operator is a sum of rank one projections,
fusion frames are a natural generalization of a frame of vectors to a frame of subspaces. For
an M-dimensional Hilbert space HM , subspaces {Wk}Kk=1, and positive weights {vk}Kk=1,
{Wk, vk}Kk=1 is a fusion frame for HM if there are constants 0 < A ≤ B <∞ so that
A‖f‖2 ≤
K∑
k=1
v2k‖Pkf‖2 ≤ B‖f‖, for all f ∈ HM ,
where Pk is the orthogonal projection onto Wk. We call A,B the fusion frame bounds, and if
A = B, this is a tight fusion frame. The fusion frame operator S : HM →HM is then given
by S =
∑K
k=1 ν
2
kPk.
Since spectral tetris outputs conventional frames, we need a connection between these and
fusion frames.
Theorem 2.3. For k ∈ {1, . . . , K}, let νk > 0, let Wk be a subspace of RM , and let {fk,j}dkj=1
be a tight frame for Wk with tight frame bound ν
2
k . Then the following are equivalent.
(a) {Wk, νk}Kk=1 is a fusion frame whose fusion frame operator has spectrum {λm}Mm=1.
(b) {fk,j}K,dkk=1,j=1 is a frame whose frame operator has spectrum {λm}Mm=1.
Proof. Let S be the fusion frame operator for {Wk, νk}Kk=1 and S ′ the frame operator for
{fk,j} K, dkk=1,j=1. Letting Pk be the orthogonal projection onto Wk, we have for any vector
f ∈ RM ,
Sf =
K∑
k=1
ν2kPkf =
K∑
k=1
dk∑
j=1
〈f, fk,j〉fk,j = S ′f. (5)

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Often we choose orthonormal bases for each subspace Wk. Indeed if {fk,j}dkj=1 is an or-
thonormal basis for Wk, then (5) becomes
Sf =
K∑
k=1
ν2kPkf =
K∑
k=1
dk∑
j=1
ν2k〈f, fk,j〉fk,j =
K∑
k=1
dk∑
j=1
〈f, νkfk,j〉νkfk,j, (6)
and thus every fusion frame arises from a conventional frame partitioned into equal-norm,
orthogonal sets.
In [8], where the authors assume unit-norm vectors and unit weights, this leads to the
definition of a spectral tetris fusion frame: a fusion frame {Wk, νk}Kk=1 arising from a spectral
tetris frame F = {fn}Nn=1 and a partition {Jk}Kk=1 of {1, . . . , N} so that {fn}n∈Jk is an
orthonormal basis for Wk. This is a special case of Theorem 2.3. However, since our purpose
is to drop the assumptions of unit-norm vectors and unit weights, it is not clear if similar
orthogonality properties are sufficient to encompass all fusion frames arising from a spectral
tetris construction. Since STC allows us to set more arbitrary vector norms, in the more
general case of fusion frames with non-unit weights, we instead give the following definition:
Definition 2.4. Suppose {Wk, νk}Kk=1 is a fusion frame with frame operator S. We say
{Wk, νk}Kk=1 is a spectral tetris fusion frame if there exists a spectral tetris frame F = {fn}Nn=1
with frame opertator S, and if there exists a partition {Jk}Kk=1 of {1, . . . , N} such that
{fn}n∈Jk is a tight frame for Wk with tight frame bound ν2k . Further, we say F and {Jk}Kk=1
generate {Wk, νk}Kk=1.
Since every fusion frame arises from a partition of a traditional frame, we introduce addi-
tional notation to easily identify subfamilies of frame vectors. Given a frame F = {fn}Nn=1
and a subset J ⊆ {1, . . . , N}, we denote the subfamily {fn : n ∈ J} = FJ . Since FJ is a
frame for its span, we again do not distiguish this set from its induced synthesis matrix.
3. Weighted Fusion Frame Construction
Given a sequence of eigenvalues for a fusion frame operator and a sequence of weights with
corresponding dimensions, we wish to construct a fusion fusion frame with these properties.
Using spectral tetris, the spectrum for our construction is fixed, however, vector norms are
not, and choices for our norms are not unique. This is clear by the following simple example.
Example 3.1. Consider R2 and a sequence of weights (
√
2, 1) with corresponding subspace
dimensions (2, 1). Also, suppose we want the fusion frame operator to have eigenvalues (2, 3).
We use STC to produce a variety of frames whose frame operator has this spectrum:
(a) The sequence of norms (
√
2,
√
2, 1) produces the frame
[
f1 f2 f3
]
=
[√
2 0 0
0
√
2 1
]
.
(b) The sequence of norms (1, 1,
√
2, 1) produces the frame[
g1 g2 g3 g4
]
=
[
1 1 0 0
0 0
√
2 1
]
.
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(c) The sequence of norms
(
1,
√
3
2
,
√
3
2
, 1
)
produces the frame
[
h1 h2 h3 h4
]
=
[
1
√
1
2
√
1
2
0
0 1 −1 1
]
.
A fusion frame {Wk, νk}2k=1, ν1 =
√
2, ν2 = 1, is then obtained via STC by defining W1 =
span(f1, f2), W2 = span(f3) orW1 = span(g1, g2, g3),W2 = span(g4) orW1 = span(h1, h2, h3),
W2 = span(h4). All three generate the same fusion frame.
The differences amoung constructions in this example are superficial; (b) simply splits a
vector from (a) into two colinear vectors, and (c) takes two orthogonal vectors from (b) and
combines them into a 2×2 block spanning the same 2-dimensional space. In fact, all spectral
tetris frames which generate a given fusion frame are related in this manner. Before we state
and prove this more formally as Theorem 3.3, we first give a useful proposition.
Proposition 3.2. Let F = {fn}Nn=1 be an M × N spectral tetris frame. Suppose J ⊆
{1, . . . , N} such that FJ is a tight frame for WJ = span(FJ). Let fj ∈ FJ be a doubleton;
without loss of generality, say fj, fj+1 contain a 2 × 2 block. If there exists some fj′ ∈ FJ ,
j 6= j′ such that 〈fj , fj′〉 6= 0, then fj+1 ∈ FJ .
Proof. Suppose 〈fj, fj′〉 6= 0. Let r, r + 1 denote the two rows over which fj , fj+1 contain
a block. We will assume j′ < j as the other case is proven similarly. Let {em}Mm=1 be
the eigenvectors of the frame operator FF ∗ indexed in the same order as their respective
eigenvalues in STC. We consider two cases.
Case I: Suppose fj′ is a singleton. Since 〈fj , fj′〉 6= 0 and j′ < j, this singleton ap-
pears in row r, and then span(er, er+1) ⊆ WJ . Let P be the orthogonal projection onto
span(er, er+1). Since FJ is a tight frame for WJ , PFJ is a tight frame for span(er, er+1).
Specifically PFJ(PFJ)
∗ = cI on span(er, er+1) implying rows r and r + 1 of FJ orthogonal.
Due to sparcity of STC, orthogonality can only be achieved by including the other half of
the block associated with fj . That is fj+1 ∈ FJ .
Case II: Suppose fj′ is a doubleton, and without loss of generality let fj′+1 denote the
other doubleton of the 2×2 block. We may further assume there does not exist any fn ∈ FJ
which is a singleton in rows r or r+1, for otherwise Case I would apply. Our goal will be to
show span(er, er+1) ⊆ WJ still holds. Then we can project FJ onto span(er, er+1), consider
the resulting tight frame, and the result will follow as in Case I.
Note fj′, fj′+1 form a block over rows r− 1 and r. If fj′+1 ∈ FJ then span(er−1, er) ⊆WJ ,
and all together fj′, fj′+1, fj ∈ FJ implies
span(er, er+1) ⊆ span(er−1, er, er+1) ⊆WJ . (7)
This was our goal; we would be done.
So suppose fj′+1 /∈ FJ ; Case I now necessitates there are also no singletons in row r − 1
of FJ . Let P1 be the orthogonal projection onto span(fj , fj′) ⊆ WJ , and consider the tight
frame P1FJ . Now P1FJ contains a non-zero vector P1fq, q 6= j, j′ for otherwise P1FJ is tight
frame consisting of 2 non-zero vectors, fj and fj′, spanning a 2 dimensional space. This
would require fj , fj′ be orthogonal, a contradiction. Further fq must be a doubleton since P1
projects onto a subspace of span(er−1, er, er+1), and FJ has no singletons in rows r−1, r, r+1.
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So fq ∈ FJ and supposing fq+1 completes a block with fq, this block must occur over rows
r+ 1, r+ 2 or r− 2, r− 1. We assume the latter as the other case is handled similarly. Now
if fq+1 ∈ FJ , then span(er−2, er−1) ⊆WJ , and fq, fq+1, fj′ ∈ FJ give
span(er−1, er) ⊆ span(er−2, er−1, er) ⊆ WJ (8)
Then (8) and fj′, fj′+1, fj ∈ FJ combine exactly as in (7). We would be done.
So suppose fj′+1, fq+1 /∈ FJ ; Case I again implies there are also no singletons in row r− 2.
We define P2 as the orthogonal projection onto span(fj, fj′, fq) ⊆ WJ and consider the tight
frame P2FJ . P2FJ contains a non-zero P2fq′, q
′ 6= q, j, j′. Otherwise P2FJ is a tight frame
with 3 nonzero vectors, fj , fj′, fg, spanning a 3-dimensional space requiring orthogonality,
a contradiction. As before, fq′ must be a doubleton since rows r − 2 through r have no
singletons.
Continuing this line of reasoning, at each step we have either span(er, er+1) ⊆ WJ or a
projection Pz onto a subspace of FJ where PzFJ is a tight frame with at least z+1 non-zero
vectors. Since our family of vectors is finite, we must have span(er, er+1) ⊆WJ . 
Theorem 3.3. If {Wk, ak}Kk=1 is a spectral tetris fusion frame in RM , there exists a spectral
tetris frame F = {fn}Nn=1 and a partition {Jk}Kk=1 of {1, . . . , N} generating this fusion frame
such that ‖fn‖ = ak and 〈fn, fn′〉 = 0, n, n′ ∈ Jk for each k ∈ {1, . . . , K}.
Proof. Since {Wk, ak}Kk=1 is a spectral tetris fusion frame, there exists an ordering of the
eigenvalues for the frame operator {λm}Mm=1 and a sequence of norms {bn}N ′n=1 such that STC
produces a frame G = {gn}N ′n=1, which along with a partition {Jk}Kk=1 of {1, . . . , N ′} generates
the given fusion frame. Leaving the eigenvalues unchanged, we will modify {bn}N ′n=1 so that
STC constructs a frame with the properties we desire while generating the same fusion frame.
Since the frame operator is given by
GG∗ =
K∑
k=1
GJkG
∗
Jk
,
we we may work within each GJk individually. We consider three cases.
Case I: Suppose GJk were an orthogonal set. Since each GJk is also a tight frame for Wk
with tight frame bound a2k, this implies GJk is also equal-norm with ‖fn‖ = bk = ak, n ∈ Jk.
In this case, there is nothing to change.
Case II: Suppose GJk contains vectors gi and gj which are colinear with i < j. We replace
the norms bi, bj with the single norm (bi
2 + bj
2)1/2 and run STC. This produces same frame
except with gi, gj replaced by a single vector, say f , colinear with gi, gj and with norm
(bi
2 + bj
2)1/2. We now have
G′Jk = GJk \ {gi, gj} ∪ {f}.
Comparing GJk and G
′
Jk
, it is not difficult to see row inner products and row norms are
unchanged. Thus
G′Jk(G
′
Jk
)∗ = GJkG
∗
Jk
. (9)
Case III: Suppose GJk contains a pair of vectors gi, gj, i < j which are neither orthogonal
nor colinear. Then gi or gj is a doubleton (or possibly both). Without loss of generality, let
gi be a doubleton and gi, gi+1 contain a block A(x, bi, bi+1). By Proposition 3.2, gi+1 ∈ GJk .
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Letting y = a2i + a
2
i+1 − x, replace the norm bi with x and bi+1 with y. Then spectral
tetris produces the same frame except with gi, gi+1 replaced by new vectors, say fi and fi+1,
disjointly supported singletons with norms x and y respectively. We now have
G′Jk = GJk \ {gi, gi+1} ∪ {fi, fi+1}.
Since A(x, bi, bi+1) had orthogonal rows by construction, we observe the row inner products
and row norms of G′Jk compared to GJk are unchanged. We again have (9).
By applying Case III we gain orthogonality of frame vectors, possibly at the cost of added
colinearity; we remove colinearity by Case II. By iteratively applying Cases II and III, we
arrive at a fusion frame {Wk, a2k}Kk=1 generated by a spectral tetris frame F = {fn}Nn=1 and
a partition {Jk}Kk=1 such that each FJk satisfies Case I. That is, each FJk is an orthogonal
equal-norm set. 
Since we have shown every spectral tetris fusion frame can be generated by partitioning a
spectral tetris frame into equal norm, orthogonal vectors, we are now able to give necessary
and sufficient conditions for constructing fusion frames via spectral tetris.
Theorem 3.4. Let {ak}Kk=1 be a sequence of weights, {λm}Mm=1 a sequence of eigenvalues,
and {dk}Kk=1 a sequence of dimensions. Let N =
∑K
k=1 dk, and now consider each ak repeated
dk times. We will use a double index to reference specific weights and a single index to
emphasize the ordering:
{ak,j} K, dkk=1,j=1 = {an}Nn=1.
Then spectral tetris can construct a fusion frame whose subspaces have the given weights
and dimensions, and whose frame operator has the given spectrum if and only if there exists
a spectral-tetris-ready permutation of {an}Nn=1 and {λm}Mm=1, say {aσn}Nn=1 and {λσ′m}Mm=1
whose associated partition 1 ≤ n1,≤ · · · ,≤ nM = N satisifes
(A) if
∑nk
n=1 a
2
σn <
∑k
m=1 λσ′m, then
(a) if
∑nk+1
n=1 a
2
σn <
∑k+1
m=1 λσ′m, then for ai,j, ap,q ∈ {aσn}nk+1+1n=nk , j 6= q
(b) if
∑nk+1
n=1 a
2
σn =
∑k+1
m=1 λσ′m, then for ai,j, ap,q ∈ {aσn}nk+1n=nk , j 6= q
(B) if
∑nk
n=1 a
2
σn =
∑k
m=1 λσ′m, then
(a) if
∑nk+1
n=1 a
2
σn <
∑k+1
m=1 λσ′m, then for ai,j, ap,q ∈ {aσn}nk+1+1n=nk+1, j 6= q
(b) if
∑nk+1
n=1 a
2
σn =
∑k+1
m=1 λσ′m, then for ai,j, ap,q ∈ {aσn}nk+1n=nk+1, j 6= q
for all k = 1, . . . ,M − 1.
Proof. Notice (A) applies when STC inserts a block at norm aσnk . Then (Aa) applies if a
block is also needed at aσnk+1 . In this case, {fσn}nk+1+1n=nk is the maximal set of pairwise non-
orthogonal vectors containing fσnk . Thus the statement (Aa) requires the corresponding set
of norms {aσn}nk+1+1n=nk contains no two norms ai,j, ap,q where j = q. Then (Ab), (Ba), and
(Bb) are simlilar statements which cover the remaining cases for when STC could insert
blocks or singletons at aσnk and aσ(nk+1). All together these statments simply state if STC
constructs a frame from norms {aσn}Nn=1 and eigenvalues {λσ′m}Mm=1, and f, g are two frame
elements associated with norms ai,j, ap,q with j = q, then 〈f, g〉 = 0.
With this in mind, the result follows since a spectral-tetris-ready ordering is necessary and
sufficient to build a spectral tetris frame with the desired spectrum by Theorem 2.1. Then
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a spectral tetris frame with orthogonality amoung equal-norm vectors is clearly sufficient
to generate the desired fusion frame by Theorem 2.3 (see (6) in particular). Finally, the
existence of such a spectral tetris frame is also necessary by Theorem 3.3. 
4. Concrete Construction
While Theorem 3.4 provides precise conditions for when a fusion frame can be constructed
via spectral tetris, it is difficult to apply for actual constructions. Indeed, given a spectrum
for a fusion frame operator and a sequence of weights repeated appropriately for subspace
dimensions, how does one find an appropriate spectral-tetris-ready ordering? In this section
we consider several special cases in which an appropriate ordering may be found easily leading
to concrete constructions.
We begin with a proposition which demonstrates how we may obtain a spectral-tetris-
ready ordering when the given norms are small compared to the prescribed eigenvalues.
Proposition 4.1. Given a sequence of norms {an}Nn=1, and a sequence of eigenvalues {λm}Mm=1
where
∑N
n=1 a
2
n =
∑M
m=1 λm, if
max
i,j∈{1,...,N}
(a2i + a
2
j ) ≤ min
m∈{1,...,M}
λm, (10)
then the sequences can be made spectral-tetris-ready by systematically switching adjacent
weights.
Proof. Using the sequences {an}Nn=1 and {λm}Mm=1, we need to show if STC has its cursor at
(m,n) and cannot continue, interchanging an and an+1 allows the algorithm to proceed.
Suppose the cursor is in row r. STC will insert singletons until column ℓ when (4) is
satisfied. Recall if the first inequality holds as an equality in (4), STC inserts a singleton
and the cursor proceeds to row r+1; the algorithm continues to run. If (4) does not hold as
on equality, STC will attempt to create a 2 × 2 block, A = A(x, aℓ+1, aℓ+2) of the form (1).
We must ensure such an A exists and this A allows STC to continue.
Assuming for the moment such a block exists, STC inserts A and the cursor moves to row
r + 1. STC continues as long y = a2ℓ + a
2
ℓ+1 − x ≤ λr+1, but this is always satisfied since
y ≤ a2ℓ + a2ℓ+1 ≤ max
i,j∈{1,...,N}
(a2i + a
2
j ) ≤ min
m∈{1,...,M}
λm ≤ λr+1.
Thus we need only concern ourselves with the existence of A(x, aℓ, aℓ+1). That is, we must
satisfy (2) and (3).
Note x < a2ℓ for otherwise
ℓ∑
n=1
a2n ≤
ℓ−1∑
n=1
a2n + x =
r∑
m=1
λm
violating (4). Thus (2) is always satisfied, and (3) holds if we also have x < a2ℓ+1. This
implies STC can insert a block if
r∑
m=1
λm =
ℓ−1∑
n=1
a2n + x <
ℓ−1∑
n=1
a2n + a
2
ℓ+1. (11)
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Now suppose such a block does not exist so that
∑r
m=1 λm ≥
∑ℓ−1
n=1 a
2
n + a
2
ℓ+1. Taking the
original sequence {an}Nn=1 and interchanging norms aℓ, aℓ+1, we re-index the new ordering as
{a′m}Mm=1 and have
ℓ∑
n=1
(a′n)
2 =
ℓ−1∑
n=1
a2n + a
2
ℓ+1 ≤
r∑
m=1
λm and
r∑
m=1
λm <
ℓ+1∑
n=1
a2n =
ℓ+1∑
n=1
(a′n)
2.
STC now inserts the singleton a′ℓ at (r, ℓ) since the block is now required at column ℓ + 1
according to (4). The cursor continues to (r, ℓ + 1) where STC now attempts to insert a
block A′ = A′(x′, a′ℓ+1, a
′
ℓ+2). Similar to (11), A
′ exists if
r∑
m=1
λm <
ℓ∑
n=1
(a′n)
2 + (a′ℓ+2)
2 =
ℓ−1∑
n=1
a2n + a
2
ℓ+1 + a
2
ℓ+2.
If A′ also fails to exist, switch a′ℓ+1 with a
′
ℓ+2, re-index, and STC will insert another singleton.
Continuing this line of reasoning, an appropriate block will exist when the cursor reaches
column (ℓ+ p) if
r∑
m=1
λm <
ℓ−1∑
n=1
a2n +
ℓ+p∑
n=ℓ+1
a2n =
ℓ+p∑
n=1
a2n − a2ℓ . (12)
Finally, such a p must exist due to the trace condition
∑M
m=1 λm =
∑N
n=1 a
2
n. 
Proposition 4.1 is a modification of STC which allows the algorithm to handle non-spectral-
tetris ready orderings. Moreover, the process is incredibly simple to implement: insert Table
2 between lines 13 and 14 in the STC algorithm (Table 1). For convenience, we will refer to
this procedure as spectral tetris re-ordering (STR).
STR: Spectral Tetris Re-Ordering Procedure
Call procedure between lines 13 and 14 of STC.
Parameters:
• Dimension M ∈ N.
• Number of frame elements N ∈ N.
• Eigenvalues {λm}Mm=1 and vector norms {an}Nn=1 such that
∑N
n=1 a
2
n =∑M
m=1 λm and maxi,j∈{1,...,N}(a
2
i + a
2
j ) ≤ minm∈{1,...,M} λm
Algorithm:
1) If λm > a
2
n+1, then
2) temp= an.
3) an+1 = an.
4) an+1 =temp.
5) Go to STC (5).
6) end.
Table 2. Procedure for running STC on a non-spectral-tetris-ready ordering
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With a procedure that always results in a spectral tetris ready ordering, we next find suffi-
cient conditions for when STC/STR runs and maintains orthogonality conditions (Aa,Ab, Ba,Bb)
from Theorem 3.4.
Theorem 4.2. Consider RM and a sequence of weights a1 ≤ a2 ≤ . . . ≤ ak with corre-
sponding subspace dimensions {dk}Kk=1, and a sequence of eignvalues λ1 ≤ . . . ≤ λM . Let the
doubley indexed sequence {ak,j} K, dkk=1,j=1 represent ak each repeated dk times. Now STC/STR
will build a weighted fusion frame {Wk, ak}Kk=1, dim(Wk) = dk whose frame operator has the
given spectrum if there exists an ordering {an}Nn=1 of {ak,j} K, dkk=1,j=1 such that
(a)
∑N
n=1 a
2
n =
∑M
m=1 λm
(b) a2K−1,1 + a
2
K,1 ≤ λ1
(c) If aℓ = ak,j, aℓ′ = ak′,j′ with j = j
′ and ℓ < ℓ′, then
∑ℓ′−1
n=ℓ a
2
n ≥ 2λM .
Proof. Due to the trace condition (a), condition (b), and Proposition 4.1, STC/STR will take
the orderings {an}Nn=1, {λm}Mm=1 and generate a frame {fn}Nn=1 with the desired spectrum.
In order to create subspaces Wk, we must show that given this generated frame, the final or-
dering of weights satisfies (Aa,Ab, Ba,Bb) from Theorem 3.4. Recall these are orthogonality
requirements that state any two vectors corresponding to a repeated weight are orthogonal.
Let aℓ = ak,j, aℓ′ = ak′,j′ with j = j
′ and ℓ < ℓ′ be such a repeated weight. By (b) and
(c), if s, t ∈ {ℓ, ℓ+ 1, . . . , ℓ′ − 1}, then
ℓ′−1∑
n=ℓ
a2n − (a2s + a2t ) ≥ 2λM − (a2s + a2t ) ≥ 2λM − λ1 ≥ λM . (13)
We must show fℓ and fℓ′ are orthogonal. Due to the sparcity of STC/STR in the eigenbasis
of the frame operator, we need only show these vectors are disjointly supported. Suppose
the cursor is at (r, ℓ). Worst case is if (4) holds so that STC requires a block, for then fℓ
shares support with any fn with a non-zero entries in rows r or r+1. By STR, such a block
will be inserted over weights aℓ and aℓ+p for the smallest p satisfying (12). Now we must
show nomatter how STR switches weights, when the cursor reaches the column associated
with aℓ′ , the cursor is below row r + 1.
Case I: Assume (12) is satisfied for p = 1 so that aℓ does not shift. Notice (4) and (13)
combine to produce
ℓ′−2∑
n=1
a2n =
ℓ∑
n=1
a2n +
ℓ′−1∑
n=ℓ
a2n − (a2ℓ′−1 + aℓ)2 ≥
r∑
m=1
λm + λM ≥
r+1∑
m=1
λm.
Also, for any as ∈ {an}ℓ′−1n=ℓ+1,
ℓ′−1∑
n=1
a2n − a2s =
ℓ∑
n=1
a2n +
ℓ′−1∑
n=ℓ
a2n − (a2s + a2ℓ) ≥
r+1∑
m=1
λm.
Relating these inequalities to (4) and (12), the cursor exits row r + 1 at or before weight
aℓ′−1.
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Case II: Suppose (12) is satisfied for some p 6= 1. By (4), (13), and (a)
ℓ′−3∑
n=1
a2n − a2ℓ =
ℓ∑
n=1
a2n +
(
ℓ′−1∑
n=ℓ
a2n − (a2ℓ′−1 + a2ℓ′−2)
)
− 2a2ℓ >
r∑
m=1
λm + λM − λ1 ≥
r∑
m=1
λm,
and thus p ≤ ℓ′− 3. This implies the cursor exits row r at or before aℓ′−3. If p = ℓ′− 3 there
remains room for a 2 × 2 block to exist across aℓ′−2, aℓ′−1; such a block or a singleton still
finishes row r + 1 at or before aℓ′−1 since the same inequalities from Case I hold.
Thus after running STC/STR, the orthogonality conditions (Aa,Ab, Ba,Bb) from The-
orem 3.4 are met. We have a spectral tetris frame {fn}Nn=1 = {fkj} K, dkk=1,j=1 generating the
desired fusion frame {Wk, ak}Kk=1 by setting Wk = span({fk,j}dkj=1).

One may now ask how to order the weights to achieve (c). Intuitively we would want to
space like-weights as far apart as possible in order to maximize
∑ℓ′−1
n=ℓ an. In the case of fusion
frames with equi-dimensional subspaces, the best spacing is obvious, and the hypotheses of
Theorem 4.2 simplify. We start with a tight fusion frame with equi-dimensional subspaces.
Corollary 4.3. Consider RM and a sequence of weights a1 ≤ a2 ≤ . . . ≤ ak. STC/STR can
constuct a tight weighted fusion frame with the given weights, all subspaces of dimension d,
provided
(i) a2K−1 + a
2
K ≤ λ
(ii) d/M ≤ 1/2
Proof. Begin by repeating ak each d times:
{an}Nn=1 = a1, a2, . . . , aK , a1, a2, . . . , aK , · · · , a1, a2, . . . , aK
where N = dK. In this tight-case, the trace condition requires Mλ =
∑N
n=1 a
2
n which
is condition (a) of Theorem 4.2. Condition (i) is precisely condition (b) of Theorem 4.2.
Finally by (ii) and the trace condition, for any j = 1, . . . , N −K + 1 we have
j+K−1∑
n=j
a2n =
K∑
n=1
a2n ≥ 2
d
M
K∑
n=1
an = 2λ,
which is the last condition, (c) of Theorem 4.2. Apply the theorem. 
If we drop the tight-frame requirement, the following corrolary is an obvious similar ap-
plication of Theorem 4.2.
Corollary 4.4. Consider RM , a sequence of weights, a1 ≤ a2 ≤ . . . ≤ ak, and a sequence of
eigenvalues λ1 ≤ . . . ≤ λM . STC/STR can construct a weighted fusion frame with the given
weights, all subspaces dimension d, and with the given spectrum provided
(i) d
∑K
n=1 a
2
n =
∑M
m=1 λm
(ii) a2K−1 + a
2
K ≤ λ1
(iii)
∑K
n=1 a
2
n ≥ 2λM
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Remark 4.5. In order for STC to build a desired fusion frame, a complex relationship
amoung partial sums of weights, partial sums of eigenvalues, and dimensions of our subspaces
must be satisfied according to Theorem 3.4. We simplified this relationship in Theorem
4.2 and its corollaries to achieve concrete constructions via STC/STR. While these extra
assumptions still allow a variety of fusion frames to be created, they are best suited for
fusion frames with relatively flat spectrums. For example, (i) and (iii) of Corollary 4.4 imply∑M
m=1 λm
d
≥ 2λM ,
and this can clearly be manipulated to
Average({λm}Mm=1)
2λM
≥ d
M
.
Hence if we desire STC/STR to garauntee the construction of fusion frames with relatively
large subspaces, our prescribed frame operator must have a relatively flat spectrum. However,
the conditions used here are of the correct order for practical applications. That is, we
generally do not work with large subspaces or with eigenvalues for a frame operator which
are very spread out.
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