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1. INTRODUCTION 
A generalized ordinary differential equation was introduced in 1957 by 
J. Kurzweil [S, 6, 7, 81. This concept has proved useful in dealing with 
topological dynamics, Volterra integral equations, measure differential 
equations, and systems with impulses [l, 11, 121. In [ 1, p. 2351, Zvi 
Artstein has asked the following question: Under what condition is a 
Kurzweil generalized ordinary differential equation equivalent to an 
ordinary differential equation? A Kurzweil generalized ordinary differential 
equation is based on a Kurzweil-Henstock integral, which is a nonlinear 
integral. Therefore, Artstein’s question can be rephrased as follows: Under 
what condition can a Kurzweil-Henstock nonlinear integral be expressed 
in terms of a linear integral with a kernel function? In this note, we shall 
give a definite answer to Artstein’s question. 
2. KURZWEILL-HENSTOCK INTEGRALS 
Let R be the space of all real numbers. Let U: [a, b] x [a, b] + R. A 
partition of [a, b] is a finite collection 
where rie [s;, si+ i] for each i. A gauge on [a, b] is a positive function 
6(r): [a, 6]-+ (0, co). Given a gauge 6, the partition P is S-fine if 
ti E [si, si+ 1] c (ri - 6(z,), ri + 6(zi)). With the partition P we define 
S(U, P)= 2 u(zi,si+l)- U(z,, Si). 
i= 1 
DEFINITION 1 [ 1, 3, $61. A function U: [a, 61 x [a, b] + R is said to 
be Kurzweil-Henstock integrable if there is a number A such that for any 
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E > 0, there exists a gauge s(t) defined on [a, 61 such that, for any b-line 





b DU(r, s). 
a 
If JS: DU(z, s) exists, we define 1; DU(r, s) = --ji DU(r, s). 
If we put U(r, s) = x((r)s, note that what we have defined is the (linear) 
Kurzweil-Henstock integral which is more general than the Lebesgue 
integral. If we do not assume that zi E [si, si+ ,I, then what we have defined 
is the integral of McShane type [l, lo], and moreover, it is equivalent to 
the Lebesgue integral if V(z, s) =x(t)~. In general, u(t, t)- V(r, s) 
represents the measure of the single-step function having value r on the 
interval [s, t]. The measure U(r, t) - U(r, s) is not necessarily linear in z. 
Thus, the inegral is a nonlinear integral. 
3. KURZWEIL DIFFERENTIAL EQUATIONS 
DEFINITION 2 [l, $61. Let W be an open set in R and let G: 
Wx R --+ R. The function x(r), defined on an interval containing to, is a 
solution of the Kurzweil equation 
f = DG(x, s) 
if, for every t in the domain, 
x(t) = x( to) + 1' DG(x(?), s). 
10 
Aerstein [ 1, p. 2351 has asked the following question: Under what con- 
dition the above Kurzweil generalized differential equation is equivalent to 
an ordinary differential equation 
i = g(x, s) 
or, for every t in the domain, 
x(t) = x(t,) + 1’ g(x(a), a) da. 
10 
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That is to say, under what condition is 
s’ DG(x(t), s) = j”’ g(x(a), CT) da. 
(0 10 
Theorem 1 and Theorem 2 in Section 4 will give a definite answer to this 
question. 
4. CHARACTERIZATION OF A NONLINEAR MEASURE 
Let G: Wx R --f R. We shall consider the following conditions: 
(Cl) G(0, t) - G(0, s) = 0 for any s and t; that is, the measure of the 
zero function on any interval [s, t] is zero. 
(C2) Given a compact interval [a, 61 and a compact subset Q of W, 
then, for every E > 0, there exists r] > 0 such that 
whenever Iri-cil <q with zi and rri in Q for each i and ([si, ti]}i is a 
partial division of [a, 61. 
(C3) Given a compact interval [a, 61 and a compact subset Sz of W, 
then, for every E > 0, there exists q > 0 such that 
1 i { G(Ti, ti) - G(ti, si)} 1 < E 
i=l 
whenever { [si, ti] }i is a partial division of [a, b] with total length less 
than u and ri in Q for each i. 
DEFINITION 3. A function g: W x R + R is called a Caratheodory func- 
tion if g( 0, s) is continuous for almost all s E R and g(x, . ) is measurable for 
every XE W. 
We have the following theorem. 
THEOREM 1. A function G: W x R + R satisfies Conditions (C2) and 
(C3) if and only if there exists a Carathtodory function g: W x R + R with 
G(z, t) - G(z, s) = Jrg(t, a) da 
s 
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for all T in W and all s, t in R, where g is unique and satisfies the following 
condition: For every compact subset !2 of W, there exists a function h which 
is Lebesgue integrable on every compact interval such that 
I&, s)l s h(s), for all x E 52 and almost all s. 
This theorem has been proved in [2, Theorem 31, for the case when 
G: Rx [a, b] + R and G satisfies, in addition to (C2) and (C3), Condition 
(Cl). We remark that in [a], the nonlinear measure G(r, t) - G(r, s) is 
denoted by ($(r, I), where Z= [s, t], and moreover, that Conditions (Cl), 
(C2), and (C3) are denoted by Conditions (Nl), (N4), and (N5), respec- 
tively. It is obvious that (C3) implies (N2), which is mentioned in [2]. 
Condition (N3) mentioned in [2] is trivial for the measure 
G(z, t) - G(z, s). 
The above case G: R x [a, b] + R can be easily generalized to the case 
when G: R x R + R. Now we shall use this case to prove Theorem 1. For 
brevity, in the following, the nonlinear measure G(r, t) - G(r, s) is denoted 
by #(r, I), where Z= [s, t]. 
Proof of Theorem 1 
First, note that, in view of (C3), for every ZE W and every interval 
[a, b], there exists a Lebesgue integrable function f defined on [a4 b] such 
that 
for all subintervals Z of [a, b]. Hence 
(*I 
for any partial division {Ii} of [a, b]. 
Let (52,) be a sequence of compact subsets of W such that u, Q2, = W 
and Sz,, c 52, + r for n = 1,2, . . . . For each n, define 
such that d,,(r, I) = &r, I) when r E 52, and linearly on the complement of 
Q,. Here CZ denotes the set of all compact subintervals of R. It is easy to 
see that 4, satisfies (C3). It remains to prove that 4, satisfies (C2). 
First, 4 satisfies (2) and let r~ > 0 be a number in (C2) for 4, given E > 0. 
Then (C2) holds for $, with ri and oi in Q,, and ITS- oil <q. We shall 
show that (C2) holds for I$, with ti and bi in R and Iri--rri( <r~r for some 
rll >a 
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Let { (aj, bj)} be the complement intervals of 52,. Let p be a natural 
number such that 
f Ibj-ajt <q. 
j-p+1 
Note that 
Thus, we may assume that zi and bi are in 52, c Q or zi and 0,. are in 
(a,, bj) for some j. Therefore, we shall only consider (1) when Zi and gi are 
in (ai, bj) for some j with 1 Q j < p and (2) when Zi and bi are in (aj, bj) for 
some j with ja p + 1. For Case 1, 
where C’ sums over those i such that ri and Di are in (ai, bj). In view of 
(*), the sum on the right-handside of the inequality is bounded. Thus we 
may take the first term in the above to be less than E. For Case 2, 
j=p+l 
where C’ sums over those i such that ri and bi are in (uj, bj). Consequently, 
4, satisfies (C2). If &(z, I) = tin@, I) - #J,(O, I), then 4,: R x Cl--+ R and 
satisfies conditions (Cl ), (C2), and (C3). Thus, there exists a Carathtodory 
function g,: R x R --f R such that 
for all compact intervals I and all T. Furthermore, g, satisfies all the 
properties in Theorem 1. Since d,(O, I) satisfies (C3), there exists a function 
f, which is Lebesgue integrable on every compact interval such that 
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for all compact intervals I. Consequently, 
41(~5,0 = A(~, 0 = 1, Cg,(r, 0) +fn(a)l do 
for all compact intervals Z and all ? in Qn. Note that g,(r, a) +f,(a) is 
unique for this representation and 52, c Sz,, i. Thus there exists a unique 
Caratheodory function g: W x R + R such that 





T E W and all intervals [s, t]. Furthermore g satisfies all the proper- 
Theorem 1. 
sufficiency, it is easy to prove that G satisfies (C3). It remains to 
that G satisfies (C2). For every compact subset 8 of W, define 
g&x, S) = g(x, S) if x E a and linearly on the complement of Q. Then g, : 
R x R + R. If 
G,(z, t) - Ga(t, s) = j’ g&z, u) do 
s 
then (C2) holds for G,. Consequently, it holds for G, in view of the fact 
that G(t, S) = Gn(r, S) for all r E s2 and all S. 
THEOREM 2. Let G and g be given as in Theorem 1. Then, for every 
continuous function X(T) defined on an interval Z, we have 
1, Mx(t), s) = [,&W, 0) da. 
ProoJ First, for every continuous function x(r) defined on Z, it is easy 
to prove that f, DG(x(z), S) [ 1, Lemma A.21 and j,g(x(a), a) da exist. We 
shall only prove that these two integrals are equal. By Definition 1, for 
every E > 0 there exists a gauge 6(r) such that for any &line partition of Z 
we have 
( 5 {G(X(zih si+l)-G(x(zi), Si)}-J,DG(X(r), S)/ <E* 
i=l 
Hence 
/ i j”+’ g(x(z,), a) do - 1, DG(x(r), s) / < E 
i=l s8 
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in view of Theorem 1. On the other hand, by using the dominated 
convergence theorem for Lebesgue integrals 
g(x(u), a) da - i /“+’ g(x(t,), a) do / < E. 
I=, St 
Note that we may have b-tine partition small enough such that the above 
inequality holds. Thus, 
j- Wx(r), s) = j- g@(o), a) da. 
I I 
5. EXAMPLES 
In this section, we shall give two examples. 
EXAMPLE 1. It is assumed, in [6, p. 3601, that G: Wx R -+ R satisfies 
the following conditions. 
(Al 1 IG(G t) - G(T, s)l < I4t) - &)I, 
(AZ) MT, t) - (37, s)- G(g, f) + (30, s)l G 417 - 4 1 h(t) -4s)L 
where h(t) is increasing, continuous from the left and o(r) is increasing, 
continuous, and o(O) = 0. 
It is easy to check that (A2) implies (C2). However, (Al) does not imply 
(C3), which can be shown by the following example given in [6, p. 3661. 
Let G(r, t)= t for (21 < 1, t GO; G(r, t) =0 for 171 c 1, O< t. Then G 
satisfies conditions (Al) and (A2) with h(t) =0 for t<O and h(t) = 1 for 
0 < t, and o(7) = 7. However, G does not satisfy (C3), in view of the 
equality 
IG(+, t) - G(;, s)l = 4 
whenever t < 0 and 0 <s. 
Therefore, the Kurzweil differential equation considered in [6] is a 
genuine one, i.e., it is not an ordinary differential equation. 
EXAMPLE 2. It is assumed in [ 1, p. 2301 that G: Wx R + R satisfies the 
following conditions: 
(Bl ) For every compact subset Q of W, for every E > 0, there exists 
q>O such that whenever a=s,<s,< ... <sk+l=b with b-a<? and 
ti E $2 for i = 1, 2, . . . . k, we have 
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(2) For every compact subset Q of W, there exist a constant N and a 
nondecreasing function K(S), continuous with k(O) = 0 such that 
lG(z, t)- G(z, s) - G(a, t) + G(a, s)l < 15 - ~1 K(t) - K(s)1 
and K(s + 1) - K(s) < N for every S. 
As in Example 1, it is easy to check that (B2) implies (C2). However 
(Bl) does not imply (C3), which can be shown by the following example. 
Let G(z, s)=~(s), when SE [0, 11, G(r, s)= 1, when s> 1, and 
G(z, S) = 0, when s < 0, where f(s) is Lebesgue’s singular function [4, 8.28, 
18.71. It is known that Lebesgue’s singular function is continuous and 
nondecreasing. However it is not absolutely continuous. Thus G satisfies 
conditions (Bl) and (B2), but does not satisfy condition (C3). 
Hence, the Kurzweil differential equation considered in [l] is also a 
genuine one. 
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