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Massively parallel recordings of spiking activity in cortical networks show that covariances vary
widely across pairs of neurons. Their low average is well understood, but an explanation for the wide
distribution in relation to the static (quenched) disorder of the connectivity in recurrent random
networks was so far elusive. We here derive a finite-size mean-field theory that reduces a disordered
to a highly symmetric network with fluctuating auxiliary fields. The exposed analytical relation
between the statistics of connections and the statistics of pairwise covariances shows that both,
average and dispersion of the latter, diverge at a critical coupling. At this point, a network of
nonlinear units transits from regular to chaotic dynamics. Applying these results to recordings from
the mammalian brain suggests its operation close to this edge of criticality.
PACS numbers: 87.19.lj, 64.60.an, 75.10.Nr, 05.40.-a
A network of neurons constitutes a many-particle
system with interactions mediated by directed (asymmet-
ric) and random synaptic connections. This quenched
randomness is the defining feature of a disordered system.
The large number and divergence of outgoing connections
implies that each pair of neurons receives a substantial
amount of common inputs, leading to positively corre-
lated activity on average [1, 2]. The dominant negative
feedback, which stabilizes the strongly fluctuating activ-
ity in recurrent networks [3], gives rise to active decor-
relation [4]. As a consequence, correlations are positive
on average, but close to zero [5, 6] and their mean is pre-
dicted to vanish in inverse proportion to the number of
neurons in the network [7]. On the level of individual
pairs of neurons, however, experimentally a wide distri-
bution of correlations is observed, shown in Fig. 1 for
recordings in macaque motor cortex. The mechanism re-
sponsible for the large width is beyond available theories,
which are restricted to population averages.
Functionally, correlations are important, because they
influence the information contained in the activity of neu-
ral populations [8–10]. The recent availability of mas-
sively parallel recordings of neural activity [11] poses the
question whether the joint statistics allows conclusions on
the structure and the operational regime of the network.
For example, a fundamental transition from regular to
chaotic dynamics is known to occur in large networks
at a precisely defined interaction strength, the point at
which the regular state looses linear stability [12]. High-
est computational performance [13] is expected at the
edge of this chaotic state [14].
Whether and how this critical point is reflected in pair-
wise correlations is yet unknown, because the employed
mean-field theories [3, 12, 15–17] reduce the collective
dynamics of the N interacting units to N pairwise inde-
pendent units each subject to a self-consistently deter-
mined field. Moreover, those theoretical predictions are
valid only for N → ∞. Connections in neuronal net-
works have, however, limited range, so that the effective
network size is bounded well below the size of the en-
tire brain. Understanding correlations therefore requires
us to preserve finite-size fluctuations. By a combination
of tools from spin glasses [18], large-N field theory [19],
and the functional formalism for classical stochastic sys-
tems by De Dominicis and Peliti [20], we here obtain a
mean-field theory that reduces the disordered network
to a highly symmetric network. We find that the latter
is exposed to external auxiliary fields, whose fluctuations
derive from the quenched disorder of the connections and
explain the neuron to neuron variability.
Employing the formalism, we obtain closed-form ex-
pressions for the mean and width of the distribution of
covariances and we explain why their ratio is ∝ √N .
The dependence on the structural parameters further al-
lows us to infer network parameters from the observed
activity. The equations establish a link between the dis-
tance to criticality, i.e. the spectral radius of the con-
nectivity matrix, and the width of the distribution of
covariances. The experimental data introduced in Fig. 1
strongly supports the operation of the brain close to this
critical point.
In the asynchronous irregular regime [21] resembling
cortical activity in the absence of external stimuli, inte-
gral covariances of the fluctuating and correlated network
activity x(t) around the stationary state are given by
2cij =
∫
∞
−∞
〈xi(t+ τ)xj(t)〉 dτ
=
[
(1−W)−1 D (1−WT)−1]
ij
, (1)
following from linear response theory. HereW is the con-
nectivity matrix and D is a diagonal matrix with entries
determined by the stationary mean activities of the neu-
rons. The latter expression holds for a variety of neuron
models [22], such as binary [23, 24], leaky integrate-and-
fire [25, 26], and Poisson model neurons [27]. For the
spiking models, cij is the covariance between spike counts
ni and nj (Fig. 1). Moreover, Eq. (1) is independent of
the delays d and time constants τ of the system. This
correlation structure can be regarded as originating from
the time evolution of a set of coupled Ornstein-Uhlenbeck
processes
τi
dxi(t)
dt
= −xi(t) +
N∑
j=1
Wijxj(t− dij) + ξi(t), (2)
with uncorrelated zero-mean Gaussian white noise ξ of
strength D [28].
Distributions of the covariances cij (1) over different
pairs of neurons therefore arise from distributed station-
ary mean activity across neurons (entering D) and from
the structural variability in the disordered connectivity
W. We here focus on the latter and ignore variability in
the noise level, which does not affect the mean integral
covariances and only has a minor effect on the dispersion
of integral cross-covariances.
In nature, the disordered connectivity between neurons
is cell-type specific and distance dependent. However, al-
ready a homogeneous random network (2), i.e. a network
with independent and identically distributed weights and
uniform noise (D = D · 1), exhibits widely distributed
cross-covariances with a small mean (Fig. 1). To expose
the fundamental mechanism, we here neglect the distance
dependence and cell-type specificity and focus on the ef-
fect of the disordered connectivity alone.
Arbitrary moments of activity variables obeying the
Langevin equation (2) can be derived in the Martin-
Siggia-Rose-DeDominicis path-integral formalism [20, 30]
as functional derivatives of a generating functional Z[J]
[31]. In a linear system, all frequencies are independent
such that the generating functional decomposes into a
product. The factor for zero frequency reads
Z[J] =
∫
DX p(X) exp (JTX) , (3)
where
∫ DX =∏j ∫∞−∞ dXj and p(X) is the distribution
for the integrated fluctuations X = F [x](ω = 0). Mo-
ments can be obtained as derivatives with respect to the
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Figure 1. Distribution of cross-covariances cij =
1
T
(〈ninj〉 − 〈ni〉〈nj〉) between spike counts ni in macaque
motor cortex (blue histogram) as compared to integral cross-
covariances in homogeneous networks of Ornstein-Uhlenbeck
processes with different variability σ2 of connection strengths
(red shading indicates density of histogram, red curves the an-
alytical prediction for mean and ±1 standard deviation). The
low mean and large standard deviation (blue dashed horizon-
tal lines) of experimentally observed cross-covariances (blue)
are explained by a model network (red) with high variabil-
ity of connections (σ2 ≈ 0.8). The experimental data from
155 neurons are recorded with a 100-electrode “Utah” array
(Blackrock Microsystems, Salt Lake City, UT, USA) with
400µm interelectrode distance, covering an area of 4×4 mm2.
Spike counts ni of activity are obtained within T = 400 ms
after trial start (TS) of a reach-to-grasp task [29] in 141 tri-
als (subsession: i140703-001). The data set is also available
with all details on the recording and annotations in Brochier
et al. (to be submitted to Scientific Data). Numerical so-
lution of Eq. (1) and analytical predictions for the mean (7)
and standard deviation (8) are performed with network size
N = 1000, uniform noise D = 2.97, Gaussian connectivity
N (µ = 6.5 · 10−4, σ2/N), and varying σ2 (right horizontal
axis). Data courtesy of A. Riehle and T. Brochier.
sources J. Z[J] in Eq. (3) is given by a Gaussian integral
and can thus be computed analytically
Z[J] = det (1−W)
∫
DX
∫
DX˜ eS(X,X˜)+JTX(4)
= e
1
2
JT(1−W)−1D(1−WT)
−1
J,
S(X, X˜) = X˜T (−1+W)X+ D
2
X˜TX˜, (5)
with response variables X˜, the measure
∫ DX˜ =∏
j
1
2pii
∫ i∞
−i∞
dX˜j , and the action S.
While covariances between individual neuron pairs de-
pend on the realization of the random connectivity, we
assume that their distribution, in particular the mean
cij and variance δc2ij across neurons, is self-averaging
[32]. Exchanging the order of differentiation and av-
eraging, the disorder averaged moments 〈cij〉 can be
computed from the disorder averaged generating func-
tion 〈Z[J]〉, where 〈·〉 denotes the average across an en-
semble of network realizations with given connectivity
3statistics. As the action (5) for a single realization of
W is quadratic, Wick’s theorem applies such that sec-
ond moments 〈c2ii〉 = 13 ∂
4
∂J4i
〈Z[J ]〉 for any index i and
〈c2ij〉 = 12 ∂
4
∂J2
i
∂J2
j
〈Z(J)〉 − 12 〈cii〉2 for any pair of indices
i 6= j can be expressed by fourth derivatives of 〈Z(J)〉.
The generating function formalism allows an algorith-
mic integration of the statistics of W. Ignoring insignif-
icant variations in the normalization of Z(J) [33] and
assuming independent and identically distributed entries
in W, the disorder average only affects the coupling term
in Eq. (4)
〈
eX˜
TWX
〉
=
∏
i,j
φ(X˜iXj) =
∏
i,j
exp
(
∞∑
k=1
κk
k!
(X˜iXj)
k
)
.
In the resulting cumulant expansion [20, 34] φ is the
characteristic function for a single connection Wij and
κk its k-th cumulant [35]. Independence of network
size can only be expected, if the fluctuations of the in-
put to a neuron are independent of N , requiring synap-
tic weights to scale with 1/
√
N [3, 36], such that the
cumulant expansion is an expansion in 1/
√
N . In an
Erdős-Rényi network, a single connection is drawn from
a Bernoulli distribution B(p, w) with connection prob-
ability p and weight w = N−
1
2w0. A truncation at
the second cumulant (∝ N−1) maps W to a Gaussian
connectivity N (µ, σ2/N) with µij = µ = pw0N− 12 and
σ2 = p(1− p)w20 so that
〈Z[J]〉 ∼
∫
DX
∫
DX˜ eS0(X,X˜)+Sint(X,X˜)+J
TX,
S0(X, X˜) = X˜
T (−1+ µ) X+ D
2
X˜TX˜,
Sint(X, X˜) =
σ2
2N
X˜TX˜XTX.
The second cumulant (σ2/N) is the first non-trivial con-
tribution to the second moment of covariances. While
higher cumulants of the connectivity have an impact on
higher moments of the distribution of covariances, their
effect on the first two moments is suppressed by the large
network size.
The interaction term Sint prevents an exact calculation
of the disorder-averaged generating function. A converg-
ing perturbation series can be obtained in the auxiliary
field formulation [19], where a field Q1 =
σ2
N
XTX is intro-
duced for the sum of a large number of statistically equiv-
alent activity variables. Using the Hubbard-Stratonovich
transformation
eSint(X,X˜) ∼
∫
DQ e−
N
σ2
Q1Q2+
1
2
Q1X˜
TX˜+Q2X
TX,
one obtains a free theory, i.e. quadratic action in the ac-
tivity (X) and response variables (X˜), on the background
disorder average
aux. eld formulation
Erds-Rényi all-to-all
Figure 2. Disorder average maps network with frozen vari-
ability in connections to highly symmetric network on the
background of fluctuating auxiliary fields Q, which induce
additional temporal variability (noise D(Q)) and global vari-
ability in connections (µ(Q)).
of fluctuating fields Q
〈Z[J]〉 ∼
∫
DQ e−
N
σ2
Q1Q2+ln(ZQ[J]), (6)
ZQ[J] =
∫
DX
∫
DX˜ eS0(X,X˜)+
1
2
Q1X˜
TX˜+Q2X
TX+JTX.
The large dimensional integrals of the free theory ZQ[J]
can be solved analytically yielding a two-dimensional in-
teracting theory in the auxiliary fields Q1 and Q2. The
auxiliary field formalism translates the high-dimensional
ensemble average over W to a low-dimensional average
overQ, i.e. a mapping of the local disorder in the connec-
tions to fluctuations of the global connection strength and
noise level in a highly symmetric all-to-all connected net-
work, illustrated in Fig. 2 [37]. Only in the special case
of vanishing mean connection strength µ = 0, the sys-
tem factorizes into N unconnected units, each interact-
ing with the same set of fields Q. The all-to-all network
not only captures the auto-covariance of a single neuron,
but also the cross-covariance with any other neuron.
A loopwise expansion [38–40] of the exponent in
Eq. (6) around self-consistently determined and source-
dependent saddle points Q∗J of the Q-integrals yields a
1/N expansion of 〈Z(J)〉. For large networks, the zeroth
order (tree-level in Q) is sufficient to calculate the two-
and four-point correlators that yield the leading order
contributions to the mean integral covariances
cij =
[
(1− µ)−1 D
1−R2
(
1− µT)−1]
ij
= Drγij (7)
and the variance of integral covariances
δc2ij = R
2
[
1
(1−R2)2 +
1
1−R2
]
D2rχij , (8)
with γij = δij + γ, χij =
1
N
(1 + δij +O(1/N)), γ =
O(1/N), which depend on the deterministic network
structure, the spectral radius R =
√
1 + γ σ of the con-
nectivity matrix W [41], and the noise strength Dr =
D + D(Q∗0). The latter is renormalized by the struc-
tural variability (D(Q∗0) = D
R2
1−R2 , see Fig. 2). The
average connection strength, however, is not affected
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Figure 3. Mean (dark gray) and standard deviation (light
gray) of integral auto- (a) and cross-covariances (b) for dif-
ferent spectral radii R. Solid curves indicate analytical pre-
dictions, symbols show numerical results for one realization
at each parameter setting (dots: Gaussian connectivity; open
circles: Erdős-Rényi connectivity; network size N = 1000).
(c) Predicted spectral radius of the effective connectivity of
the macaque motor cortex network as a function of network
size for given moments of experimentally observed parameters
of the covariance distribution (Fig. 1, cij = 0.12, δc2ij = 7.89,
cii = 16.16, δc2ii = 432.89). The shaded area marks the range
of biologically plausible effective network sizes corresponding
to the spatial scale of the recordings. The red dashed line
indicates the critical point R = 1.
(µ(Q∗0) = 0, see Fig. 2). While the previous expressions
are obtained from saddle points evaluated at vanishing
sources Q∗0 = Q
∗
J=0, the distinct dependence of D(Q
∗
J)
and µ(Q∗J) on the external sources J reflects fluctuations
of auxiliary fields Q across network realizations. These
fluctuations in Q1 andQ2 contribute each one term to the
dispersion of covariances in Eq. (8) with different scaling
in R. This source dependence has been neglected in the
pioneering work introducing the functional formulation
of disordered systems [39].
The mean connection strength µ determines γ and
χij and acts as a negative feedback in inhibitory or
inhibition-dominated networks [4]. While this feedback
suppresses mean cross-covariances (7), it only yields
a subleading contribution to the dispersion (8). The
spread of individual cross-covariances is therefore pre-
dominantly determined by fluctuations in connection
weights. These fluctuations cause broad distributions of
cross-covariances of both signs even in a homogeneous
network [42].
At a critical point R = 1 (Fig. 3), where the linear
system becomes unstable due to the largest eigenvalue of
the connectivity matrix W exceeding unity, we observe a
divergence of auto- and cross-covariances. In the slightly
sub-critical regime, slowly decaying fluctuations generate
individual covariances in the network much larger than
the average across neurons. The same correlation struc-
ture exists in a nonlinear network [12] with infinitesimal
additive noise, leading to fluctuating activity also in the
regular regime. In this model, the point of linear instabil-
ity coincides with a transition to chaos and a divergence
in topological complexity [43].
The analytic expressions for the moments of covari-
ances Eqs. (7) and (8) can be used to infer network
parameters from experimentally observed covariance dis-
tributions. For the highly symmetric network considered
here, the application of Wick’s theorem yields at leading
order a trivial factor two between the variance of integral
auto- and cross-covariances (see definition χij above) and
thus requires one free parameter in the inversion of Eqs.
(7) and (8). For given network size N , the spectral radius
of the effective connectivity W is predominantly deter-
mined by the width of the distribution of cross-variances
normalized by the mean auto-covariances
R2 ≈ 1−
√√√√ 1
1 +N
δc2
ij
cii2
. (9)
Distributions of covariances can therefore be used to infer
the operational regime of the network, i.e. the distance
to criticality. Fig. 3c shows that for the distribution of
covariances measured in macaque motor cortex (Fig. 1)
and biologically plausible network sizes, the linear net-
work model must operate close to criticality to explain
the data. The small change of the spectral radius in the
biologically relevant range further illustrates the robust-
ness of the result with respect to a potential bias of the
experimental estimates due to limited observation time
or the number of recorded neurons [5].
Mean integral auto-covariances (7) and the variance of
integral cross-covariances (8) are predominantly deter-
mined by the global noise level and the spectral radius.
Therefore these measures are rather insensitive to specific
deterministic features of the connectivity and distribu-
tions of noise amplitudes across neurons. This suggests
that Eq. (9) also holds qualitatively for more complicated
network topologies and variable noise levels.
In a biologically plausible Erdős-Rényi network, ran-
domness in connections is controlled by the weight of
non-zero connections. Tuning these weights of the effec-
tive connectivity by, for example, plasticity mechanisms
or external inputs to the network, one can adjust the
overall correlation structure and drive the network into a
linearly unstable regime with large transients introduced
by external perturbations.
One can use Eqs. (7) and (8) to uniquely determine the
parameters of a homogeneous network of arbitrary size
that generates distributions of covariances matching the
first two moments of experimental data (Fig. 1). An ex-
ception is the variance of integral auto-covariances that is
sensitive to the inter-neuron variability of the noise level.
A better agreement between the higher-order moments
of the experimental distributions for auto- and cross-
covariances and the model results requires more realis-
tic network topologies, such as excitatory and inhibitory
populations driven by heterogeneous noise and spatially
dependent connectivity. We have high hopes that gen-
eralizations of the formalism will turn out to be straight
forward.
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