In a recent paper, Olivier and Walrand 4] claimed that the departure process of an MMPP/M/1 queue is not a MAP unless the queue is a stationary M/M/1 queue. They also conjectured that the departure process of a MAP/PH/1 queue is not a MAP unless the queue is a stationary M/M/1 queue. We show that their proof of the rst result has an algebraic error, which leaves open the above question of whether the departure process of an MMPP/M/1 can be a MAP .
Introduction
In 2], Burke showed that the output of an M/M/1 queue is a Poisson process. This result leads to a proof of the existence of the product-form stationary distribution of a tandem network of /M/1 queues fed by a Poisson stream. The Markov-modulated Poisson process (MMPP) and the Markov arrival process (MAP) are generalisations of the Poisson process, and it is natural to ask whether a result similar to Burke's Theorem holds for MMPP/M/1 queues and MAP/M/1 queues. As was the case with the M/M/1 queue, a neat characterisation of the departure process would help with the investigation of a tandem network of /M/1 queues fed by an MMPP or a MAP.
Unfortunately it does not seem to be easy to characterise departure processes of MMPP/M/1 and MAP/M/1 queues. In 4], Theorem 2, Olivier and Walrand claimed the following result.
\The departure process of an MMPP/M/1 queue is not an MAP process unless the queue is a stationary M/M/1 queue. "
They then conjectured that the same holds for MAP/PH/1 queues. However, there is an algebraic error in the proof of Theorem 2 of Olivier and Walrand which leaves the question of whether the departure process of an MMPP/M/1 can be a MAP still open. The purpose of this note is to point out where the error lies.
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We introduce the MAP/M/1 queue and give some basic results in Section 2 using the notation and terminology of 3]. In Section 3 we give details of Olivier and Walrand's approach using nite-dimensional lters and point out the error in their approach.
MAP/M/1 queues.
A MAP is generated by a Markov chain which moves on a nite number of states which we call phases. 
A special case of a MAP is the Markov-modulated Poisson Process (MMPP), characterised by a matrix A 0 that is diagonal. This process is essentially a Poisson process in which the Poisson rate is itself a random variable dependent on a Markov process. The Poisson rates for a given MMPP are the diagonal entries of the matrix A 0 .
A nite dimensional lter.
We use the techniques of non-linear ltering, as given in Section 10:2 of 
and let Q 0 = Q ? Q 1 :
The transitions with rates Q 1 are said to be observed, while those in Q 0 are hidden. Let J(t) count the number of observed transitions up to time t, and let (t; k) = Pfx t = kjfJ(t)gg; so that (t; k) is the probability of being in state k at time t conditioned by the jump process up to time t. Also let (t) be the row vector Olivier and Walrand's proof thus has a fundamental error. Moreover, the proof cannot be corrected in a simple way, because it is, in fact, possible to satisfy equation (7) with a non-trivial MMPP/M/1 queue. We show how to do this below.
A special case of a MAP is a PH -renewal process with m underlying phases (see 
It can be easily shown that this MMPP along with any service rate > 1 and the matrices Q 0 0 and Q 1 0 given above, satisfy equation (7).
It must be noted however that equation (7) is necessary but not su cient for the output process to be equivalent to a MAP. A necessary and su cient condition is The authors' experience indicates that it seems to be hard to construct a MAP/M/1 queue whose output is a non-trivial MAP. We conjecture that Olivier and Walrand's result is true. However, until a valid proof is given, the question must remain open.
