Abstract-This paper describes a new algorithm for the 3-D
INTRODUCTION
The converted-measurement Kalman filter (CMKF) is a popular solution to the nonlinear-estimation problem of tracking a target, whose 3-D kinematics are described in Cartesian coordinates, given spherical position measurements [1] - [3] . The 3-D CMKF algorithm converts the spherical position measurement to Cartesian coordinates using the familiar nonlinear mapping between the two coordinate systems, yielding a measurement model that is a linear function of the target's Cartesian state. The CMKF then performs target tracking entirely in Cartesian coordinates using the classical Kalman-filtering algorithm.
As shown in [1] , the nonlinear transformation of an unbiased spherical measurement to a raw Cartesian converted measurement creates a bias in the raw converted measurement's error. Debiasing the raw converted measurement with this bias produces an unbiased converted measurement for the classical Kalman-filter tracking algorithm. After the raw converted measurement is debiased, the CMKF algorithm requires only the accurate determination of the debiased converted measurement's error covariance to employ the classical Kalman-filter tracking algorithm to maximum effect.
As a direct extension of [4] to the 3-D case, Suchomski's original work in this area [1] derived explicit expressions for the raw converted measurement's true error bias and the debiased converted measurement's true error covariance. Debiasing the raw converted measurement with the raw converted measurement's true error bias and employing the debiased converted measurement's true error covariance in the classical Kalman-filter tracking algorithm comprise the ideal debiased 3-D CMKF algorithm. However, Suchomski showed the true bias and covariance to be functions of the target's true position coordinates which are clearly unavailable in practice. In response to this obvious problem, Suchomski conditioned the mean of the raw converted measurement's true error bias and the mean of the debiased converted measurement's true error covariance on the readily available spherical measurement to obtain practical bias and covariance approximations.
The unbiased CMKF (UCMKF) subsequently developed by Longbin, Ziaoquan, Yiyu, Kang, and Bar-Shalom [2] utilized a practical measurement conversion that produced an unbiased converted measurement by multiplying the raw converted measurement by a vector of bias-elimination factors. However, Longbin et al. showed the unbiased converted measurement's true error covariance to be a function of the target's true position. The UCMKF's corresponding practical approximation to the unbiased converted measurement's true error covariance resulted from conditioning the covariance of the unbiased converted measurement (rather than the unbiased converted measurement's error) on the spherical measurement.
Duan, Han, and Li [3] later showed the approach of [2] to have a mathematical incompatibility between the derivations of the UCMKF's unbiased converted measurement and the approximate converted-measurement error covariance. Duan, Han, and Li's corrected algorithm, now known as the modified unbiased CMKF (MUCMKF), debiased the UCMKF's already unbiased converted measurement with the spherical-measurement-conditioned unbiased converted measurement's error bias. Additionally, Duan, Han, and Li derived the corresponding convertedmeasurement-error covariance conditioned strictly on the spherical measurement to complete the MUCMKF's specifications.
This paper describes an innovative yet practical CMKF algorithm which more accurately emulates Suchomski's ideal debiased 3-D CMKF. Specifically, the new CMKF algorithm uses a three-stage process to compute the essential converted-measurement-error statistics conditioned on the more accurate of the two practically available targetposition estimates rather than exclusively on the spherical position measurement. First, at each processing index, the new CMKF algorithm determines the more accurate of (1) the sensor's spherical position measurement and (2) the CMKF's Cartesian position prediction. Second, the new CMKF algorithm calculates the raw converted measurement's error bias conditioned on the chosen targetposition estimate; the new CMKF algorithm then debiases the raw converted measurement with this calculated bias. Third, the new CMKF algorithm calculates the debiased converted measurement's error covariance conditioned on the chosen target-position estimate. The paper shows the CMKF algorithm which results from conditioning the raw converted measurement's error bias and the corresponding debiased converted measurement's error covariance exclusively on the spherical measurement to be mathematically equivalent to the 3-D MUCMKF. More importantly, the paper proposes a novel method, based on the unscented transformation (UT) [5] , for closely approximating the raw converted measurement's error bias and the corresponding debiased converted measurement's error covariance conditioned on the CMKF's Cartesian position prediction since this target-position estimate is often more accurate than the sensor's spherical position measurement [4] . Section 2 reviews the technical background germane to spherical-to-Cartesian measurement conversion and its application to the CMKF. Section 3 provides a detailed mathematical description of the new CMKF algorithm. Section 4 presents simulation results which demonstrate the new CMKF algorithm's improved tracking performance and statistical credibility over those of the 3-D MUCMKF. Section 4 also compares the computational requirements of the new CMKF algorithm with those of the 3-D MUCMKF algorithm. Section 5 summarizes the paper's significant contributions and the new CMKF algorithm's advantages and disadvantages. 
TECHNICAL BACKGROUND
Since the target's true Cartesian position is 
Suchomski [1] derived the raw converted measurement's true error bias
with which (4) can be debiased to produce an unbiased converted measurement. Suchomski also derived the corresponding debiased converted measurement's true error covariance 
which is necessary for the classical Kalman-filter algorithm. However, since (6) and (7) depend upon the target's true range, azimuth, and elevation, realizable CMKFs cannot use these expressions. The next section presents a new approach to practically approximating (6) and (7).
THE NEW CMKF ALGORITHM
This section develops a new 3-D CMKF algorithm in three parts on the assumption that better CMKF performance results from conditioning the raw converted measurement's error bias and the debiased converted measurement's error covariance on the most accurate available target-position estimate. The first part derives explicit expressions for the raw converted measurement's error bias and the debiased converted measurement's error covariance, when those quantities are conditioned on the spherical measurement. This part also shows the corresponding sphericalmeasurement-conditioned CMKF to be mathematically equivalent to the 3-D MUCMKF. The second part presents a technique, based on applications of the UT, for closely approximating the raw converted measurement's error bias and the debiased converted measurement's error covariance conditioned on the CMKF's Cartesian position prediction. The third part describes a test which, for each processing index, chooses between the sensor's spherical position measurement and the CMKF's Cartesian position prediction for the target-position estimate on which the raw converted measurement's error bias and the debiased converted measurement's error covariance should be conditioned.
Converted-Measurement-Error Statistics Conditioned on the Sensor's Spherical Position Measurement
The spherical-measurement-conditioned bias of the raw converted measurement's error is (
with elements 
respectively. The corresponding spherical-measurementconditioned covariance of the debiased converted measurement's error is 
and 
Using basic trigonometric identities and (5) 
respectively.
cos 2 
Substituting (28)- (31) into (22)- (27) produces precisely the elements of p R , the 3-D MUCMKF's convertedmeasurement-error covariance [3] . Furthermore, the 3-D MUCMKF's final converted-measurement elements are specified as [3] ( ) ( ) ( ) Given a particular target-kinematics model and a particular filter-initialization method, a CMKF algorithm's full description requires only (1) the final form of the converted measurement (whether raw, debiased, or unbiased) and (2) the employed error covariance of the converted measurement's final form. Thus, the CMKF algorithm which results from conditioning the raw converted measurement's error bias and the debiased converted measurement's error covariance exclusively on the spherical measurement is mathematically equivalent to the 3-D MUCMKF since both algorithms use exactly the same final converted-measurement form and exactly the same converted-measurement error covariance.
Converted-Measurement-Error Statistics Conditioned on the CMKF's Cartesian Position Prediction
This section describes a technique for conditioning the raw converted measurement's error bias and the debiased converted measurement's error covariance on the CMKF's Cartesian position prediction. To obtain the desired bias and covariance expressions, we first assume the CMKF's Cartesian position prediction can be modeled as
where
⎦ is a zero-mean error with covariance
We use the covariance of the position elements of the CMKF's Cartesian state prediction as a practically available approximation to (39). Mathematically, at processing index 
is the 3-D CMKF's measurement matrix and 
Substituting (42) into (1) 
Solving (38) 
and ( 
Using the elements of (44) and (45), the raw converted measurement's error bias, when conditioned on the CMKF's Cartesian position prediction, is
,
and ( ) 
SIMULATION RESULTS
To test the performance of the new CMKF against the 3-D MUCMKF, we consider two test cases analogous to the two test cases used by [3] with 10000 Monte-Carlo runs. Specifically, for both cases, the sensor takes 200 range, azimuth, and elevation measurements with a measurement interval of 1 s. The sensor's range-error standard deviation is 100 m, and the azimuth-error and elevation-error standard deviations are both 2.5°. Two independent draws from a Gaussian distribution with mean 10 km and standard deviation 100 m determine the target's initial x and y position components, and an independent draw from a Gaussian distribution with mean 1 km and standard deviation 100 m determines the target's initial z position component. Additionally, two independent draws from a Gaussian distribution with mean 20 m/s and standard deviation 10 m/s determine the target's initial x and y velocity components, and an independent draw from a Gaussian distribution with mean 10 m/s and standard deviation 5 m/s determines the target's initial z velocity component. The target's three acceleration-disturbance components are independent, zero-mean, white, Gaussian noises with standard deviation 0.01 m/s 2 . Case 1 uses the nearly-constant-velocity target-kinematics model (eq. (2-297) of [6] ) for each of the three Cartesian dimensions. Case 2 uses the 2-D nearly-coordinated-turn targetkinematics model of [7] with a known turn rate of 0.1 rad/s in the x and y dimensions and the nearly-constant-velocity target kinematics model (eq. (2-297) of [6] ) for the z dimension. The 3-D MUCMKF algorithm required an average time of 0.23151 ms to execute a single iteration using MATLAB version 7.4 on an Intel® Core™ 2 Duo CPU T7300 running at 1.99 GHz with 2 GB of RAM. Using the same hardware and software, the new 3-D CMKF algorithm required an average time of 0.51077 ms to execute a single iteration when the raw converted measurement's error bias and the debiased converted measurement's error covariance are conditioned on the CMKF's Cartesian position prediction. Thus, the performance improvements shown in Figures 1-4 come at the cost of significantly increased computational time required to compute the UT-approximated outputdistribution means.
CONCLUSIONS
The work documented in this paper offers four significant contributions to the field of CMKF tracking. First, the paper derives explicit expressions for the raw converted measurement's error bias and the debiased converted measurement's error covariance when these quantities are conditioned on the spherical measurement. Second, the paper shows the application of the spherical-measurementconditioned bias and covariance expressions results in a CMKF mathematically equivalent to the 3-D MUCMKF. Third, the paper describes a novel application of the UT to approximately solve the problem of conditioning the raw converted measurement's error bias and the debiased converted measurement's error covariance on the CMKF's Cartesian position prediction. Fourth, the paper adapts a previously published decision metric to automatically choose the more accurate target-position estimate-either the sensor's spherical position measurement or the CMKF's Cartesian position prediction-at each processing index, thus allowing the integration of the two conditioning techniques into a single algorithm.
The new CMKF algorithm described in this paper yields noticeably better RMS tracking performance and statistical credibility when compared with the 3-D MUCMKF or, equivalently, a 3-D CMKF which conditions the raw converted measurement's error bias and the debiased converted measurement's error covariance strictly on the spherical measurement. However, the new algorithm's improved performance comes at the cost of additional computations required for several UT calculations since the CMKF's Cartesian position prediction is usually more accurate than the sensor's spherical position measurement.
