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Nomenclature and Notation
A rating matrix from n users for m items is denoted by a boldface capital, e.g.,
X. Each row of the matrix is a vector of a user’s ratings for all items while each
column is a vector of ratings from all users for a specific item. Vectors are denoted
by boldface lowercases, i.e., u. A boldface capital and lowercase with indices in their
subscript are respectively used for an entry of a matrix and a vector. Table 1 lists
all other symbols we thoroughly use in this thesis.
xviii
Table 1 : Symbols and their descriptions
Symbol Description
X(i) Rating matrix from i-th dataset
U(i) The first dimension factor of X(i)
V(0) Common parts of the coupled factors
V(i) Domain-specific parts of the coupled factor of X(i)
S(i) Weighting factor of X(i)
AT Transpose of A
A† Moore-Penrose pseudo inverse of A
I The identity matrix
‖A‖ Frobenius norm
n, m, p Dimension length
c Number of common clusters in coupled factors
r Rank of decomposition
ΩX Number of observations in X
∂
∂x
Partial derivative with respect to x
L Loss function
λ Regularization parameter
× Multiplication
x, x, X, X A scalar, a vector, a matrix and a tensor
N Mode of a tensor
M Number of machine
K Number of tensor
T Number of iteration
I1 × I2 × · · · × IN Dimension of N -mode tensor X
|Ω|, Xi1,i2,...,iN Observed data size of X and its entries
X(n) Mode nth of X
X
(n)
in
Slice in of X
(n) - all entries X
(n)
∗,...,∗,in,∗,...,∗
U(n) nth mode factor of X
u
(n)
in
inth row of factor U
(n)
V(2) 2nd mode factor of Y
v
(2)
j2
j2th row of factor V
(2) - all entries V
(2)
∗,j2
U1, U2,...,UK Factors of tensor X1, X1, XK
I1 × I2 × · · · × INK Dimension of NK-mode tensor XK
|Ω|K , XKi1,i2,...,iNK Observed data size of XK and its entries
Abstract
E-commerce businesses increasingly depend on recommendation systems to intro-
duce personalized services and products to their target customers. Achieving ac-
curate recommendations requires a sufficient understanding of user preferences and
item characteristics. Given the current innovations on the Web, coupled datasets
are abundantly available across domains. An analysis of these datasets can provide
a broader knowledge to understand the underlying relationship between users and
items. This thorough understanding results in more collaborative filtering power
and leads to a higher recommendation accuracy.
However, how to effectively use this knowledge for recommendation is still a
challenging problem. In this research, we propose to exploit both explicit and
implicit similarities extracted from latent factors across domains with matrix tri-
factorization. On the coupled dimensions, common parts of the coupled factors
across domains are shared among them. At the same time, their domain-specific
parts are preserved. We show that such a configuration of both common and domain-
specific parts benefits cross-domain recommendations significantly. Moreover, on the
non-coupled dimensions, the middle factor of the tri-factorization is proposed to use
to match the closely related clusters across datasets and align the matched ones to
transfer cross-domain implicit similarities, further improving the recommendation.
Furthermore, when dealing with data coupled from different sources, the scalabil-
ity of the analytical method is another significant concern. We design a distributed
factorization model that can scale up as the observed data across domains increases.
Our data parallelism, based on Apache Spark, enables the model to have the small-
est communication cost. Also, the model is equipped with an optimized solver that
converges faster. We demonstrate that these key features stabilize our model’s per-
xx
formance when the data grows.
Validated on real-world datasets, our developed model outperforms the existing
algorithms regarding recommendation accuracy and scalability. These empirical
results illustrate the potential of our research in exploiting both explicit and implicit
similarities across domains for improving recommendation performance.
