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Abstract
By using relatively weakly compactness conditions, we obtain existence theorems of fixed points
for discontinuous multivalued increasing operators in Banach spaces. As an application, we utilize
the results obtained in Section 2 to lead to the existence principles for integral inclusions of Ham-
merstein type multivalued maps.
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1. Introduction
Fixed point theorems for multivalued operators in Banach spaces are widely investigated
and have found various applications of integral and differential inclusions (see [1–4]). Var-
ious new methods in study of them have been given. For example, in [1], by using the
measure of noncompactness, the existence of multiple fixed points for the continuous and
contractive multivalued maps has been discussed. In [2,3], the fixed point theorems of
Mönch type [7] has been extended to multivalued maps with convex and compact values.
Nishnainidze [6] first defined and studied the multivalued increasing operators and stated
the extensions of Tarskii’s theorem and of a theorem of Krasnoselskii to the multivalued
case, which have been improved and generalized in [5], and some simple results on fixed
points have been given. Chang and Ma [4] investigated the existence of coupled fixed
points for mixed monotone condensing multivalued operators. The purpose of this paper is
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operators. By introducing a new partial ordering in Banach spaces and using a quite weak
weakly compactness condition instead of the measure of noncompactness, moreover, in
the present paper the continuity of operators is not assumed. To illustrate the applicabil-
ity of our theory we present a result which guarantees the existence of a solution to the
Hammerstein integral inclusions of the form
u(t) ∈
T∫
0
k(t, s)g
(
s, u(s)
)
ds a.e. on [0, T ].
For the sake of convenience, we first recall some preliminaries about ordered Banach
spaces.
Let (E, | · |) be a Banach space with a partial ordering “” introduced by a cone P ofE,
that is, x  y iff y − x ∈ P . Take u0 ∈E and let K = {x ∈ E | x  u0} be a given ordered
set of E. The ordered interval of E is written as [u,v] = {x ∈E: u x  v}.
For two subsets A,B of E we write A<B if
∀a ∈A ∃b ∈ B such that a  b. (1)
A multivalued operator T :M ⊂ E → 2E \ {∅} is said to be increasing if x, y ∈ M ,
x  y , implies T x  Ty .
Throughout this paper we always denote with →˙ the weak convergence, with lim(w)
the weak limit, and with wcl(B) the weak closure of the set B .
The following lemmas are due to [8].
Lemma 1 [8]. Let {xn} ⊂ E, {yn} ⊂ E with xn  yn for n= 1,2, . . . , and xn→˙x¯, yn→˙y¯.
Then x¯  y¯ .
Lemma 2 [8]. Let B be a totally ordered and weakly relatively compact subset of E. Then
there exists x∗ ∈ wcl(B) such that x  x∗ for all x ∈B .
2. Results based on the weak closure
In this section we impose the following hypothesis on the operator A.
(H) Let C = {xn} ⊂K . If C is countable and totally ordered and C ⊂ wcl({x1} ∪A(C)),
then C is weakly relatively compact.
SetR = {x ∈K | there exists u ∈Ax such that x  u} and for any x ∈R define that
C(x)= {x,u1, u2, . . . , un, . . .}, D(x)=wcl
(
C(x)
)
,
where ui (i = 1,2, . . .) is given as follows: since x ∈ R, there exists u1 ∈ Ax such that
x  u1. In virtue of the monotonicity of A, there exists u2 ∈Au1 such that u1  u2. On the
analogy of this process, there exists un ∈Aun−1 such that un−1  un for n= 2,3, . . . .
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responds C(x), moreover, corresponds D(x). For given x ∈R, we denote with C(x) and
D(x) the families of C(x) and D(x) as above, respectively. Define
X(x)= {u: there exists D(x) ∈ D(x) such that u ∈D(x)}.
Throughout this paper we always assume that the multivalued increasing operatorA has
nonempty weakly closed value and Ax is totally ordered subset for any x ∈K .
Lemma 3. Let A be an increasing operator and satisfy u0 Au0. If hypothesis (H) holds,
then any C(x) ∈ C(x) is weakly relatively compact and there exists an unique limiting
point w(x) of C(x) such that
w(x)= lim(w)
n→∞
un,
x w(x) x∗ for some x∗ ∈Aw(x),
D(x)= C(x)∪ {w(x)}.
Proof. It is clear that C(x) is increasing and C(x) ⊂ {x} ∪ A(C(x)), so, from condi-
tion (H) it follows that C(x) = {x,u1, u2, . . .} is weakly relatively compact. In virtue of
[8, Lemma 1.1.3], there exists w(x) ∈E such that un→˙w(x) for n→∞ and un  w(x).
For any ui ∈ C(x) \ {x}, from ui ∈ A(ui−1) and ui−1  w(x) there exists x ′i ∈ A(w(x))
such that ui  x ′i . Note that A(w(x)) is totally ordered. Let xi = max{x ′1, x ′2, . . . , x ′i};
we obtain that the sequence {xi} is increasing and xi > ui for i = 1,2, . . . . Let M =
{w(x), x1, x2, . . . , xn, . . .}; then M ⊂ wcl({w(x)} ∪ A(M)). Condition (H) guarantees
that M is weakly relatively compact, which implies that there exists x∗ ∈ E such that
x∗ = limn→∞(w)xn. Applying that A is weakly closed value, we have that x∗ ∈A(w(x))
and by Lemma 1, x∗  xn  un for n = 1,2, . . . , which shows that w(x) x∗. It is easy
to prove remains of this lemma. ✷
Remark 1. If the operatorA satisfies continuity, then we need not assume that Ax (x ∈K)
is totally ordered subset.
For the sake of convenience, throughout this paper w(x) always stand for the limiting
points of C(x). For given x ∈ R, the sets W(x) stand for all w(x) given by Lemma 1,
then W is an increasing map. Now for any un ∈ C(x) we have D(un) ⊂ D(x). Clearly,
W(un)⊂W(x).
Define
Z = {D(x): x ∈R}.
It is obvious that D(u0) ∈ Z. A relation “1” on Z is defined as follows (it is easy to see
that (Z,1) is a partially ordered set):
D(x)=D(y) ⇔ x = y, w(x)=w(y),
D(x) <1 D(y) ⇔ x  y, w(x)w(y), and
here at least one strictly inequality holds.
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u v if D(x) <1 D(y).
Define
S = {D(x): x ∈R}.
Obviously, D(u0) ∈ S, i.e., S is nonempty if A is increasing. Now we denote 2 as a
relation on S defined by, for any D(x), D(y) ∈ S,
(1) D(x)= D(y) ⇔ x = y;
(2) D(x) <2 D(y) ⇔ (a) ∀D(x) ∈ D(x), there exists D(y) ∈ D(y) such that D(x) <1
D(y) and (b) there exists a countable at most and totally ordered subset Q⊂R such
that
(b1) ∀q ∈Q (i) x < q < y if x < y; (ii) supW(x) < q < infW(y) if x = y;
(b2) For (b1)(i), there exists D(x) ∈ D(x) such that
w(x)= inf(Q∪ {y}), y ∈ wcl
({
w(x)
} ∪ ⋃
q∈Q
W(q)
)
,
y w(x), {y}W(q) (∀q ∈Q);
for (b1)(ii), we have
supW(x) inf
⋃
q∈Q
W(q), infW(y) sup
⋃
q∈Q
W(q);
(b3)
⋃
q∈QX(q) is a totally ordered set and satisfies
⋃
q∈Q
X(q)⊂wcl
(
W(x) ∪A
( ⋃
q∈Q
X(q)
))
.
Q is called a link of linking D(x) with D(y).
Remark 3. If A is increasing, then from Lemma 1 it follows that w(x) w(y) whenever
x  y .
Remark 4. (b2) may be satisfied. In fact, we can take empty set as a link of linkingD(x) and D(y). Thus, D(x) <2 D(y) implies that for any D(x) ∈ D(x) we can find
D(y) ∈ D(y) such that D(x) <1 D(y). Thus we take w(x) = y . Besides, Q can be
a finite set, e.g., Q = {q1, q2, . . . , qm} with q1 < q2 < · · · < qm; then q1 = infW(x),
y = supW(qm). (b3) and condition (H) ensure ⋃q∈QX(q) to be weakly relatively com-
pact, so, from Lemma 2, y in (b2) exists.
Lemma 4. The relation “2” satisfies that
(i) D(x)2 D(x);
(ii) D(x)2 D(y) and D(y)2 D(x) ⇒ D(x)= D(y);
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Therefore, (S,2) is a partially ordered set.
Proof. (i) and (ii) are satisfied. Trivial by (1) and (2)(a). To prove (iii), for any given
D(x) ∈ D(x) we take D(y) ∈ D(y) such that D(x)1 D(y) and we can find D(z) ∈ D(z)
such that D(y) 1 D(z). It is sufficient to assume that the above equalities do not hold.
The definition of <1 guarantees that
x  y  z, (2)
w(x)w(y)w(z). (3)
The links linking D(x) with D(y) and linking D(y) with D(z) are written, respectively,
as Q′ and Q′′. Let Q =Q′ ∪Q′′ ∪ {y} for any q ′ ∈Q′, q ′′ ∈Q′′. If none of equalities in
(2) hold, then by (b1) we have
x < q ′ < y, y < q ′′ < z.
If at least one equality in (2) holds, for instance, x = y , then (b1) and (b2) show that
w(x) q ′ w(y), w(y) q ′′ < z.
Hence, Q is a countable totally ordered subset satisfying (b) and (b1). We prove that Q
satisfies (b2). It is clear that the following consequences are true, i.e., w(x)= inf(Q∪{z}),
z  w(y)  w(x), and z ∈ wcl({w(y)} ∪⋃q ′′∈Q′′ W(q ′′)) ⊂ wcl({w(x)} ∪⋃q∈QW(q)).
Trivially, {z} W(q) for all q ∈Q by {z} W(q ′′), and it is easy to see that W(q ′′) 
W(q ′) for all q ′ ∈Q′.
Finally, we prove that Q satisfies (b3). For ∀x1, x2 ∈⋃q∈QX(q), there exist q ′, q ′′ ∈Q
with q ′  q ′′ (because Q is totally ordered) and D(q ′) ∈ D(q ′), D(q ′′) ∈ D(q ′′) such that
x1 ∈D(q ′), x2 ∈D(q ′′). If q ′, q ′′ ∈Q′ (or q ′, q ′′ ∈Q′′), then x1 and x2 are ordered by (b3).
If q ′ ∈Q′, q ′′ ∈Q′′, from (b1) and (b2) it follows that D(q ′) <1 D(q ′′), which shows that
x1  w(q ′)  q ′′  x2. To conclude,
⋃
q∈QX(q) is totally ordered. Noting that both Q′
and Q′′ are weakly relatively compact, by (b2) it is easy to see that
W(y)⊂wcl(A(X(y))). (4)
Thus, we have
⋃
q∈Q
X(q)=
( ⋃
q∈Q′
X(q)
)
∪
( ⋃
q∈Q′′
X(q)
)
∪X(y)
⊂wcl
(
W(x)∪A
( ⋃
q∈Q′
X(q)
))
∪wcl
(
w(y)∪A
( ⋃
q∈Q′′
X(q)
))
∪X(y)
⊂wcl
(
W(x)∪A
( ⋃
′
X(q)
))
q∈Q
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(
W(y)∪A
( ⋃
q∈Q′′
X(q)
))
∪wcl(A(X(y)))
⊂
(
W(x)∪A
( ⋃
q∈Q
X(q)
))
.
This shows thatQ satisfies (b3). Consequently, D(x) <2 D(z),which completes this proof.✷
Theorem 1. If the operator A satisfies hypothesis (H) and
(H1) {u0}Au0,
(H2) A is increasing,
then A admits at least one fixed point, i.e., there exists x ∈R with x ∈A(x).
Proof. If S has a maximal element D(x∗), then x∗ is a fixed point of A. In fact, since
x∗ ∈ R, we can find u ∈ A(x∗) such that x∗  u. From the definition of C(x∗) we can
let u ∈D(x∗) ∈ D(x∗). Hence, by Lemma 1 we have u  w(x∗). We claim that x∗ = u.
Suppose that x∗ < u; then x∗ <w(x∗) and D(x∗) <1 D(w(x∗)). Take empty set as a link
of linking D(x∗) with D(w(x∗)). We have D(x∗) <2 D(w(x∗)), which contradicts the
definition of maximal element.
To prove the existence of maximal element of S, by Zorn’s lemma, it is sufficient to
show that every totally ordered subset of S has an upper bound. Let M be any such a subset
of S. To this purpose, we consider N =⋃D(x)∈M X(x). Obviously, N ⊂ K . We claim
that N is totally ordered. Indeed, for any y1, y2 ∈ N, there exist D(x1), D(x2) ∈M and
D(x1) ∈ D(x1), D(x2) ∈ D(x2) such that y1 ∈D(x1), y2 ∈D(x2). If D(x1)=D(x2), then
y1, y2 are ordered. Otherwise, we can assume that forD(x1) < D(x2), thus, from Lemma 3
and (b2) it follows that y1 w(x1) x2  y2. Conclusively, N is a totally ordered subset.
We shall prove that N is weakly relatively compact. It is enough to prove that for any
given strictly monotone sequence {yn} of N there is a weakly convergent subsequence. By
the definition of N , there exists D(xn) ∈M and D(xn) ∈ D(xn) such that yn ∈D(xn) for
n= 1,2, . . . . For any x ∈R, from Krein–Smulian’s theorem it follows that D(x) is weakly
relatively compact. It is sufficient to consider the fact that there exists a subsequence of {yn}
(without loss of generality, we may assume it is {yn} itself) such that yn /∈D(xm) (n =m).
(10) If {yn} is strictly increasing, then yi < yi+1 (i = 1,2, . . .). We claim that
D(x1) <2 D(x2) <2 · · ·<2 D(xn) <2 · · · .
If it is contrary, there exists some i such that D(xi+1) 2 D(xi). It is easy to know thatD(xi+1) = D(xi). (b2) implies that w(xi+1)  xi , therefore, yi+1  w(xi+1)  xi  yi .
This contradicts that {yn} is increasing. The claim follows.
Let us take Qi as the link of linking D(xi+1) with D(xi) for i = 1,2, . . . . Let
C =
∞⋃(
X(xi)∪
( ⋃
X(q)
))
;i=1 q∈Qi
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z ∈X(xj)∪ (⋃q∈Qj X(q)). If z= xj , by means of (b2) and
W(xj−1) ∈wcl
(
A
(
X(xj−1)
))
, (5)
we have
z ∈ wcl
(
W(xj−1)∪A
( ⋃
q∈Qj−1
X(q)
))
⊂wcl
(
A
(
X(xj−1)
)∪A
( ⋃
q∈Qj−1
X(q)
))
=wcl
(
A
(
X(xj−1)∪
( ⋃
q∈Qj−1
X(q)
)))
⊂wcl(A(C)).
If z ∈ X(xj ) with z = xj , then z ∈ wcl(A(X(xj ))) ⊂ wcl(A(C)). If z ∈ ⋃q∈Qj X(q)
with z /∈ X(xj), then from condition (b3) it follows that z ∈ wcl(A(⋃q∈Qj X(q))) ⊂
wcl(A(C)). To sum up, C ⊂ {x1} ⊂wcl(A(C))⊂wcl({x1} ∪A(C)), which, applying con-
dition (H), yields that C is weakly relatively compact. Hence, {yn} has a weakly convergent
subsequence.
(20) Similarly we can prove that {yn} has a weakly convergent subsequence when {yn}
is decreasing. Hence, we get that N is weakly relatively compact.
By Lemma 2 there exists x∗ ∈ wclN such that y  x∗ for each y ∈ N . We shall prove
that D(x∗) is an upper bound of M . We consider the following two cases.
Case 1. If x∗ ∈N , then there exists D(x) ∈M and D(x) ∈ D(x) such that x∗ ∈D(x),
which implies that x∗  w(x). On the other hand, since w(x) ∈ N , we have w(x)  x∗.
This shows that x∗ = w(x). Taking empty set as a link of linking D(x) with D(w(x)),
we have that D(x)2 D(w(x))= D(x∗). Given D(u) ∈M , in virtue of M being totally
ordered, or D(u) 2 D(x) which implies D(u) 2 D(x∗); or D(x) <2 D(u), which, ap-
plying (b2), yields w(x) u. Therefore, x∗  w(x) u. Noting that u ∈N , we have that
u x∗. Conclusively, u= x∗, so, by (a) we have D(x∗)= D(u). This shows that D(x∗) is
an upper bound of M .
Case 2. If x∗ /∈ N , by means of Eberlein’s theorem, there exists an infinite sequence
{un} ⊂N such that x∗ = lim(w)n→∞un. By N being totally ordered, we can denote vn =
max{u1, u2, . . . , un}. It is easy to see that {vn} ⊂N is increasing and x∗ = lim(w)n→∞vn.
Noting that vn Avn Ax∗, letting n go to infinity, by Lemma 1 we have that x∗ Ax∗,
that is, x∗ ∈R. Taking D(zn) ∈M and D(zn) ∈ D(zn) such that vn ∈D(zn), n= 1,2, . . . .
Step 1. There exists n0 such that vn ∈D(zn0 ) for n n0. Since D(zn0 ) is weakly closed,
we have x∗ ∈ D(zn0). By the same way as Case 1 we can prove that D(x∗) is an upper
bound of M .
Step 2. Suppose that for each n there exists n1  n such that vn1 /∈D(zn). We have
z1  v1 w(z1) z2  v2 w(z2) · · · .
In virtue of the weakly relatively compactness of N , we have
x∗ = lim(w) vn = lim(w) zn = lim(w)w(zn).
n→∞ n→∞ n→∞
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n=i (Qn ∪ {zn+i}) for i = 1,2, . . . . It is easy to see that Q′i is a countable totally ordered
subset of R. From Lemma 1 it follows that zi < q < x∗ (∀q ∈Q′i ), w(zi)= inf({zi+1} ∪
Qi)= inf({x∗} ∪Q′i ), and x∗ = limn→∞(w)w(zn) ∈ wcl({w(zi)} ∪
⋃
q∈Q′i W(q)). Simi-
larly to (10) we can show that Q′i is a link of linking D(zi) with D(x∗). This shows thatD(zi) <2 D(x∗) for i = 1,2, . . . . Finally, by the similar way as [10] we can prove thatD(x∗) is an upper bound of M . The proof is completed. ✷
Corollary 1. Let E be a weakly sequentially completed Banach space, P a normal cone. If
the operator A is bounded and satisfies conditions (H1) and (H2), then A has at least one
fixed point on K .
Proof. It is sufficient to prove that condition (H) holds. Under these hypotheses, every
bounded subset is weakly relatively compact (see [8]), which implies that (H) is true. ✷
3. Results based on the strongly closure
In this section, cl(B) stands for the (strongly) closure in accordance with the norm of B .
The following hypotheses will be used in this section:
(H0) There exists u0 ∈E such that {u0}Au0 and W(u0)⊂ cl(A(X(u0)));
(H′) If C = {xn} ⊂K is countable, totally ordered, and C ⊂ cl({x1} ∪ A(C)), then C is
weakly relatively compact.
Let S′ = {D(x) | x ∈R, W(x)⊂ cl(A(X(x)))}. If A is increasing, then D(u0) ∈ S′, i.e.,
S′ is nonempty. Define a relation “′2” on S′ as follows.
For any D(x), D(y) ∈ S′, all hypotheses are the same as those in Section 2, except
(b′1) ∀q ∈Q (i) x < q  y if x < y; (ii) is the same as (b1)(ii);
(b′2) For (b′1)(i), there exists D(x) ∈ D(x) such that
w(x)= inf(Q∪ {y}), y ∈ cl
({
w(x)
} ∪ ⋃
q∈Q
W(q)
)
,
y w(x), {y}W(q) (∀q ∈Q);
for (b′1)(ii), we have
supW(x) inf
⋃
q∈Q
W(q), infW(y) sup
⋃
q∈Q
W(q);
(b′3)
⋃
q∈QX(q) is a totally ordered set and satisfies
⋃
q∈Q
X(q)⊂ cl
(
W(x) ∪A
( ⋃
q∈Q
X(q)
))
.
We observe that the following result is true if “wcl” is written as “cl” in (4).
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Theorem 2. Assume that conditions (H0), (H2), and (H′) hold; then A has at least one
fixed point on K .
Proof. Obviously, the maximal element of S′ is the fixed point of A. In order to prove
that S′ has a maximal element, by Zorn’s lemma, it is enough to show every totally ordered
subset M of S′ has upper bound. Let us write Q′i in Step 2 of the proof of Theorem 1 as
Q′i =
∞⋃
n=i
(
Qn ∪ {zn+1} ∪ {x∗}
)
, i = 1,2, . . . .
It is easy to show that x∗ ∈ cl({w(zi)} ∪⋃q∈Q′i W(q)). The rest of this proof is the same
as that of Theorem 1 except we write “cl” instead of “wcl” in (5). ✷
Theorem 3. Assume that the operator A satisfies
(H3) There exists v0 ∈K such that {v0}Av0.
If condition (H2) and one of the following hypotheses hold, then A has maximal and mini-
mal fixed points on [u0, v0].
(a1) (H1) and (H) hold;
(a2) (H0) and (H′) hold.
Corollary 2. Let conditions (H1)–(H3) hold. Assume A satisfies one of the following hy-
potheses; then A has maximal and minimal fixed points on [u0, v0].
(h1) P is a regular cone;
(h2) If C = {xn} ⊂K is countable totally ordered subset and C ⊂ cl({x1} ∪ A(C)), then
C is relatively compact subset;
(h3) A([u0, v0]) is a weakly relatively compact set;
(h4) [u0, v0] is a bounded ordered interval, and for any countable noncompact subset
C ⊂ [u0, v0], we have α(A(C)) < α(C), where α(·) denotes Kuratowskii’s noncom-
pactness measure.
Proof. (h2) implies (H0) and (H′) hold. The rest is clear. ✷
Remark 5. (h2) is the main condition of [10] for single-valued operators, moreover, [10]
specially points out that (h2) can be weakened to (H′) if P is normal cone. Hence the
results presented here extend and improve the corresponding results of [10].
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To illustrate the ideas involved in Theorem 2 we discuss the Hammerstein integral in-
clusions of the form
u(t) ∈
T∫
0
k(t, s)g
(
s, u(s)
)
ds on [0, T ]. (6)
Here k is a real single-valued function, while g : [0, T ] × E → 2E is a multivalued map
with nonempty, weakly closed values.
Let 0 < T <∞, I = [0, T ], p ∈ [1,∞] and let q ∈ [0,∞], and r ∈ [1,∞] be the conju-
gate exponent of q , that is 1/q + 1/r = 1. Let |u|p = (
∫ T
0 |u(s)|p ds)1/p denote the norm
of the space Lp(I,E). For u,v ∈ Lp(I,E) stipulate that u v if and only if u(t)  v(t)
with all t ∈ I . Consider the Nemitsky multivalued operator associated to g, p, and q ,
G :Lp(I,E)→ 2Lq(I,E) given by
G(u)= {w ∈ Lq(I,E): w(s) ∈ g(s, u(s)) a.e. on I}.
Also consider the linear integral operator of kernel k, S :Lq(I,E)→Lp(I,E) given by
S(u)=
T∫
0
k(t, s)u(s) ds.
Thus, the inclusion of Hammerstein type (6) is transformed into the form
u ∈ SG(u), u ∈ Lp(I,E). (7)
Lemma 5 [9]. Let p ∈ [1,∞]. Suppose that M ⊂ Lp(I,E) is countable and there exists
some v ∈ Lp(I,R+)with |u(t)| v(t) a.e. on I for all u ∈M . IfM(t) is relatively compact
in E for a.e. t ∈ I , then M is weakly relatively compact in Lp(I,E).
In order to prove that (7) has a solution in E, we assume:
(S1) The function k : I 2 → R+ satisfies that k(t, ·) ∈ Lr(I), and t → |k(t, ·)|r belongs to
Lp(I).
(S2) g(· , x) has a strongly measurable selection on I for each x ∈E.
(S3) g(t, u) is increasing with regard to u for fixed t ∈ [0, T ] and totally ordered subset in
E for every u ∈E and t ∈ [0, T ].
(S4) There exists u0 ∈ Lp(I,E) such that {u0(t)} g(t, u0(t)) for every t ∈ I .
(S5) sup{|w(t)|: w(t) ∈ g(t, x)} a(t) a.e. on I , for all x ∈E. Here a ∈ Lq(I,R+).
(S6) There exists a function ω : I ×R+ → R+ such that for almost every t ∈ I ,
α
(
g(t,M)
)
 ω
(
t, α(M)
)
with every set M ⊂ E satisfying sup{|x|: x ∈M} a(t) with a(t) given as in (S5).
In addition ϕ = 0 is the unique solution in Lp(I,R+) to the inequality
ϕ(t)
∫
I
k(t, s)ω
(
s, ϕ(s)
)
ds a.e. on I.
Here α is Kuratowskii’s measure of noncompactness on E.
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Proof. Let A= SG and let the ordered set K be defined by {x ∈E: x  u0}. We seek to
apply Theorem 1. Note that (S4) guarantees that {u0}G(u0). From (S1) it follows that
{u0}Au0, i.e., (H1) is true. (S3) guarantees that A is increasing and totally ordered in E,
therefore, (H2) holds. Finally, we check condition (H). Suppose that the set C = {xn} ⊂K
is countable, totally ordered, and satisfies C ⊂wcl({x1}∪A(C)). We have to prove that the
set C is weakly relatively compact. Since C is countable, we can find a countable set V =
{vn: n 1} ⊂A(C) with C ⊂wcl({x1} ∪V ). Then there exists xn ∈ C and wn ∈Lq(I,E)
with
vn = S(wn) and wn ∈G(xn).
From (S5) with vn ∈ V and Hölder’s inequality, it follows that
∣∣vn(t)− v1(t)∣∣= ∣∣S(wn)(t)− S(w1)(t)∣∣
∫
I
k(t, s)
∣∣wn(s)−w1(s)∣∣ds

∫
I
k(t, s)
[∣∣wn(s)∣∣+ ∣∣w1(s)∣∣]ds 
∫
I
2a(t)k(t, s) ds
 2|a|q
∣∣k(t, ·)∣∣
r
.
Hence∣∣vn(t)∣∣ ∣∣v1(t)∣∣+ 2|a|q∣∣k(t, ·)∣∣r =: h(t) a.e. on I (8)
for every n  1. From C ⊂ wcl({x1} ∪ V ) it follows that (8) is also true with any xn ∈ C
instead of vn. By [11], it is easy to see that α({wn(t): n 1}) ∈L[I,R+] and
α
(
V (t)
)
 2
∫
I
k(t, s)α
({
wn(s): n 1
})
ds. (9)
Now by (9) we have that
α
(
C(t)
)
 α
(
V (t)
)

∫
I
k(t, s)α
({
wn(s): n 1
})
ds,
while by means of (S6) we have
α
({
wn(s): n 1
})
 α
(
g
(
s,C(s)
))
 ω
(
s,α
(
C(s)
))
.
It yields
α
(
C(t)
)

∫
I
k(t, s)ω
(
s,α
(
C(s)
))
ds.
By means of (S6) again we obtain that α(C(t)) = 0 a.e. t ∈ I . This implies that C(t)
is relatively compact for almost every t ∈ I . In virtue of Lemma 5 we obtain that C is
weakly relatively compact, which implies that condition (H) in Theorem 1 is satisfied.
Consequently, the operator A has a fixed point in R and this proof is completed. ✷
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proved that (7) has at least one solution (see [3, Theorem 4.2]). So, the results presented
here extend and improve the corresponding results of [3].
Moreover, we have
Corollary 3. Assume that (S1)–(S6) hold. In addition suppose that the following condition
holds:
(S4) There exists v0 ∈Lp(I,E) such that {v0(t)} g(t, v0(t)) for every t ∈ I .
Then (7) has maximal and minimal solutions on [u0, v0].
Proof. Let A be given as in the proof of Theorem 4. Then it is easy to prove that A
satisfies all conditions of Theorem 3. Therefore, A has maximal and minimal fixed points
on [u0, v0]. It is clear that the fixed point of A is the solution of (7). ✷
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