We present in this paper an algorithm for identifying satellites in DNA sequences. Satellites (simple, micro, or mini) are repeats in number between 30 and as many as 1,000,000 whose lengths vary between 2 and hundreds of base pairs and that appear, with some mutations, in tandem along the sequence. We concentrate here on short to moderately long (up to 30-40 base pairs) approximate tandem repeats where copies may differ up to ǫ = 15-20% from a consensus model of the repeating unit (implying individual units may vary by 2ǫ from each other). The algorithm is composed of two parts. The first one consists of a filter that basically eliminates all regions whose probability of containing a satellite is less than one in 10 4 when ǫ = 10%. The second part realizes an exhaustive exploration of the space of all possible models for the repeating units present in the sequence. It therefore has the advantage over previous work of being able to report a consensus model, say m, of the repeated unit as well as the span of the satellite. The first phase was designed for efficiency and takes only O(n) time where n is the length of the sequence. The second phase was designed for sensitivity and takes time O(n · N (e, k)) in the worst case where k is the length of the repeating unit m, e = ⌊ǫk⌋ is the number of differences allowed between each repeat unit and the model m, and N (e, k) is the maximum number of words that are not more than e differences from another word of length k. That is, N (e, k) is the maximum size of an e-neighborhood of a string of length k. Experiments reveal the second phase to be considerably faster in practice than the worst-case complexity bound suggests. Finally, the present algorithm is easily adapted to finding tandem repeats in protein sequences, as well as extended to identifying mixed direct-inverse tandem repeats.
Introduction
We present an algorithm for identifying a series of tandem repeats in DNA sequences, that is a sequence of repeats that are adjacent in the sequence. Such tandemly repeated units are divided into three categories depending on the length of the repeated element, the span of the repeat region, and location within the chromosome [3] . Repeats occurring in or near the centromeres and telomeres are called simply satellites. Their span is large, up to a million bases, and the length of the repeated element varies greatly, anywhere from 5 to a few hundreds of base pairs. In the remaining, euchromatic region, of the chromosome the kinds of presence of inverted repeats flanked by direct ones [21] . Finally, the algorithm presented here may easily be extended to deal with tandem repeats in protein sequences as well. This paper is organized as follows. We start by introducing some definitions, in particular concerning models, trains and wagons, and formally state the problem we propose to solve. We then describe the two phases of the algorithm in sections 3 (filter) and 4 (satellite identification). Satellites once found may be evaluated and this is shown in section 5. In section 6, we discuss some by-products of our algorithm and present an extension to deal with mixed/inverse tandem repeats [21] . Finally, in section 7 we give some performance results and an example of application.
Definitions and Statement of the Problem
In all that follows, we let s be the DNA target sequence in which satellites are being sought. We assume that s is of length n and over the DNA alphabet Σ = {A, C, G, T }. A prefix model of a satellite is a string m, not necessarily present itself in s, that approximately matches a train of wagons as alluded to in the introduction. Proceeding formally, let the e-neighborhood of m, N (e, m), be the set of all strings not more than e differences away from m, i.e., strings that can be transformed into m in at most e insertions, deletions, and substitutions. Recall that e is termed the edit-distance between the strings in question. Any substring of s that is also in N (e, m) is called a wagon of m. A train of m is a sequence of wagons u 1 , u 2 , . . . , u p ordered by their starting positions in s and such that:
Property 1: p ≥ min repeat where min repeat is a parameter chosen by the user that indicates the minimum number of elements a repeating region must contain. A prefix-model m is said to be valid if there is at least one train of m in the sequence s. Similarly, a train, when viewed simply as a sequence of substrings of s, is valid if it is the train for some model m. A prefix-model represents the invariant that must be true as we progressively search for our final goal, which is to arrive at a consensus-model. This is a prefix model that further satisfies the following:
Property 3: left ui+1 − right ui ∈ GAP where right u is the position of the right-end of wagon u, and GAP = {y : y ∈ ∪ x∈[0,max jump−1] x× [min range, max range]}. Note that 0 ∈ GAP. This guarantees that, when jumps are not authorized, the repeats found are effectively tandem.
Observe that the parameter max jump allows us to deal with very badly conserved elements inside a satellite (by actually not counting them) while we require that the satellite be relatively well conserved overall. Since mutations affecting a unit concern indels as well as substitutions, it may be interesting to work with a variant of the above properties where JUMP and GAP are defined as follows:
where g ≥ e is a value chosen by the user. The idea is to allow the length of the badly conserved elements to vary more than is permitted for the detected wagons. Finally, one can further extend the model m to be what was called a weighted combinatorial cover over Σ as in [19] , effectively permitting one to find repeated patterns including the class of limited-regular expressions [22] .
We conclude this section with the statement of our version of the satellite problem:
The Satellite Model Problem: Given a sequence s and parameters min repeat, min range, max range, max jump, and e (possibly also g), find all consensus models m that are valid for s, and for each such m, report a set of disjoint "fittest" trains realizing it.
Filtering
When an exhaustive search through progressively longer prefix models fails to end at a final consensus model, then we can be guaranteed that a repeat meeting the constraints of the problem parameters does not occur. While we show that such searches can be performed surprisingly efficiently, it is still desirable in most cases to first attempt to filter out all portions of s from further consideration with a certain empirical guarantee that little may be missed by doing so. The basic idea behind the filtering step is that, if there is a satellite m r , then in the dynamic programming matrix of s against itself, there should be a local alignment of length p · (r − i) centered on diagonal i · p for i ∈ [1, r − 1] and p = |m|. The similarity in these local alignments and the extent to which they lie on the given diagonal or at least near it, depends on the fidelity of the repeat units in the satellite. Generally, these off-diagonal alignments, corresponding to offset copies of the satellite, are strong enough to detect, provided the difference between the offset copies is at most 30-40%, which translates to a 15-20% difference between the repeat prototype and the instances in the satellite.
The specific heuristic we arrived at is to incrementally compute the local dynamic programming matrix of s versus itself in a scan of s, where after scanning s i we have the matrix in the triangle (i − band, i − band) to (i − band, i) to (i, i). The parameter band is chosen so that it is at least max{3.5 · max range, 50}, thus guaranteeing that at least three of the off-diagonal alignments of the satellite will be in the triangular region. Clearly, the total time taken is O(n · max range) as the algorithm computes an O(max range) band about the diagonal.
For each potential period p of interest we compute the sum, S(p), of the values in all the cells in diagonals
Effectively, we are taking the sum of the values in a 2 · w(p) strip about each off-diagonal at period p, within the triangle. We keep this sum for each p ∈ [min range, max range] at an additional factor of O(w(max range) − w(min range)) over the cost of dynamic programming in the band. What one expects is that in regions occupied by a satellite of period p, S(p) is significantly larger than it is when the sequence is random, to the point where one can distinguish between the two. Table 1 shows the results of a number of experiments. We ran 1000 trials on either a random sequence, or one containing a length 4, 8, or 16 repeat at various fidelities ǫ. For the local alignment objective, we used a scoring scheme that scored matches 1, and differences −2. In all cases, it is only till one gets to ǫ = 20% that the distribution of random scores and those of the satellite filter scores begin to overlap, and only then by .2% of the 1000 trials with the indicated separating values. On several experiments with 10,000 trials, we were able to get only 1 overlap with ǫ at 10%, supporting our claim that the filter misses only 1 in 10 4 satellites at that fidelity.
Identifying the Satellites

Idea
As in previous papers where a simpler form of models was used [18] [19] , satellite models are constructed by increasing lengths, that is, a valid prefix-model of length k + 1 is obtained from its prefix of length k. In order to determine if a model is valid, we must have some representation of the train or wagons that make it so. There are two possibilities:
• we can keep track of each validating train and its associated wagons, or
• we can keep track of individual wagons, and, on the fly, determine if they can be combined into validating trains.
The first possibility is appealing because model extension is straightforward. We would just have to verify, for each wagon of each train, whether it can be extended in relation to the extended model, and then count how many wagons remain to see whether the train it belonged to remains a valid one. However, there are generally many overlapping trains involving many of the same wagons for a given model. Common wagons may therefore be present more than once in the list of occurrences of m if this is kept as a list of trains. So this approach entails redundancies that lead to an inefficient algorithm. We thus take the second approach, of keeping track of wagons and determining if they can be assembled into trains as needed.
The rules of prefix-model extension are given in Lemma 4.1 below. A wagon is identified by a triple (i, j, d) indicating that it is the substring s i+1 s i+2 . . . s j of s and is d ≤ e differences from its model. Thus i is the position of the left-end of the wagon, and j its right-end. Note carefully that in our convention, position i is between s i and s i+1 . 
) is a wagon of m and s i+1 = α.
For each prefix-model m, we keep a list of the wagons of m that are in at least one train validating m. We describe such wagons as being valid with respect to m. When we extend a model (to the left) to m ′ = αm, we perform two tasks:
• First, determine which valid wagons of m can be extended as above to become wagons of m ′ .
• Second, of these newly determined wagons of m ′ , keep only those that are valid with respect to m ′ . This requires effectively assemblying wagons into trains, something that is not needed in an approach that would keep track of trains directly.
Note that we need not actually enumerate the trains in the second step, we simply must determine if a wagon is part of one. This will allow us to perform an extension step in time linear with the length of the sequence.
As a final insight, consider the directed graph G = (V, E) where V is the set of all valid wagons and there is an edge from wagon u to v if left v − left u ∈ JUMP. Then a wagon u is valid if it is part of a path of length min repeat or more in G. Determining this is quite simple as the graph is clearly acyclic. In the computation that will follow, we will effectively compute the length of the longest path to u in Lcnt u and the length of the longest path from u in Rcnt u . If Lcnt u + Rcnt u > min repeat then u is valid.
Basic Procedure
We encode the collection of all wagons of m in a set, L m ⊆ {0, 1 . . . , n}, and an (n + 1) × (2e + 1)-element array D m as follows:
1. i ∈ L m if and only if i is the left-end of at least one wagon valid with respect to m.
for each
is the edit distance of m from wagon s i+1 s i+2 . . .s i+|m|+δ .
Recall we adopted the convention that a wagon consisting of symbols s i+1 s i+2 . . . s j has its left-end at index i and its right-end at index j, i.e. a position is between symbols, position i being between s i and s i+1 . Intuitively, L m gives the left-ends of all valid wagons which is all we need to verify Properties 1 and 2. D m gives us the distances we need for extending models, together with the right-ends needed for verifying Property 3. Formally, (i,
The complete algorithm is given in Figure 1 . When Extend(αm) is called, it is assumed that L m is known along with the relevant D m values. The routine computes these items for the extension αm and recursively for the extensions thereof. Lines 0-5 compute the set of left-ends of wagons for αm derivable from wagons of m that are valid. While Lemma 4.1 gives us a way to do so, we instead use dynamic programming to compute all extensions simultaneously. We thus prefer to think of the algorithm as adding the last row to the dynamic programming matrix of s versus αm. At the start L m gives all the positions in row |m| that have value e or less (and are valid) and D m gives their values. From these, we compute the positions in row |m| + 1 in the obvious sparse fashion to arrive at L αm and the values D αm .
for β ∈ Σ do 17.
Extend(βαm) } } Figure 1 : Sketch of procedure for satellite model extension.
Once wagons have been extended when possible, we have to eliminate those that are no longer valid. This is performed by Lines 6 to 11. We compute, for each position i ∈ L αm , the maximum number of wagons in a train starting with a wagon whose left-end is at i in Rcnt[i] (including itself), and the maximum number of wagons in a train ending with a wagon whose left-end is at i in Lcnt [i] . The necessary recurrences are given in Lines 7 and 9 of the algorithm where we recall that JUMP = {y : y ∈ x∈ [1,max jump] 
is the length of the longest train containing a wagon whose left-end is at position i.
Clearly Lines 6-9 take O(|L αm ||JUMP|) time. However, when L αm is a very large fraction of n, one can maintain an Rcnt(Lcnt)-prioritized queue of the positions in (i + JUMP) ∩ L αm , to obtain an O(n · max jump · log |JUMP|) bound.
Finally in the remaining steps, Lines 12-17, the algorithm calls Record to record potential models and then recursively tries to extend the model if possible. The routine Record to be described in the next section, confirms that the model is a consensus model by verifying Property 3 and recording the intervals spanned by trains valid for the consensus model, if any.
Complexity
Proposition 4.3: The time complexity of the algorithm is bounded above by O(n · max range 2 · max jump · N (e, max range)). Its space requirement is at most O(n · max range · e).
Proof While it is difficult to characterize the number of times the procedure Extend is called, it is still possible to arrive at an upper bound on the time taken by the algorithm of Figure 1 .
We start with the observation that O(|JUMP| + e) time is spent on a given left-end position for each prefix model matching the string beginning at that position. The factor e comes from Lines 2 and 3 while |JUMP| is the number of back or forward elements that have to be examined in order to determine, for each wagon, the length of the longest train it may belong to (Lines 9 and 11). The number of prefix models that could match a given position with e or less errors is by definition Σ max range k=1
N (e, k) where N (e, k) is the maximum number of words that are not more than e differences from another word of length k. That is, N (e, k) is the maximum size of an e-neighborhood of a string of length k. Thus the total time taken by the algorithm is bounded above by O(n · (|JUMP| + e) · max range · N (e, max range)) = O(n · max range 2 · max jump · N (e, max range)) as e < max range. The space requirement is that of keeping all the information concerning at most max range models at a time (a model m and all its prefixes). It is therefore on the order of at most O(n · max range · e) as only O(ne) storage is required to record the left-end positions and edit-distance at each possible right-end. 2
Observe that, as we showed in earlier work, [20] , N (e, k) is bounded from above by k e |Σ| e . Note also that the worst-case time analysis just given is very pessimistic. Essentially, the algorithm explores the trie of all words. As it gets deeper into the trie, it is very likely that no validating train will exist for the current model and one will backtrack on the trie. A probabilistic analysis is beyond the scope of the current paper, but the times reported in the empirical section certainly confirm this intuition.
Consensus Model Verification and Evaluation
Consensus Model Verification and Its Spans
Recall that our final goal is to arrive at consensus models, that is, at prefix models that further verify One should note that such a set of overlapping wagons/trains for a given model does indeed frequently occur. As an example if s = AGAAAAAAAGAATTTAGAAGAACAA, and the search parameters are e = 1, min repeat = 3, min range = 2, max range = 4, and max jump = 1, then G ′ for the model m = AGA consists of two components whose trains span the intervals [1, 12] and [16, 25] . For instance, the left-end position sequences (1,4,7), (1,4,7,10), (4,7,10), (1,4,6,8,10), (1,3,6), (1,3,6,9) , (3, 6, 9) , (16, 19, 22) , (16, 18, 20, 22) 
Selecting Models to Report: Model Fitness
It often happens that the same, or approximately the same region corresponds to more than one consensus model, e.g. models ACA, ATA, and AAA are also valid for the two satellite spans in the example of the previous subsection. It is also often the case that the models are permuted versions of one another, e.g. models AGA, GAA and AAG. Furthermore, the models covering a given span can have different lengths, e.g. AGAA also covers the span [1, 12] above. Finally, it may happen that one model is a power of the other: if, for instance, the minimum number of repeats in the example is lowered to 2, then both AGA and AGAAGA = AGA 2 are valid models, and we say that AGA is a root of AGAAGA. Frequently, models having overlapping satellite spans will differ in terms of a few wagons at the beginning or end of trains, and possibly of a few wagons in the middle when jumps are allowed.
In light of these observations, we have chosen to combine all overlapping spans into one large span and to associate with it all the models contributing satellite spans to it. This merging of the intervals takes place as the spans for individual models are found by Record so that at the completion of the algorithm of Figures 1  and 2 , we have a list of disjoint intervals of s called satellite regions and for each region R, the set, M R , of models having a satellite span within R.
Given that M R frequently contains more than a single model, we rank each m ∈ M R according to the fitness of its match to R, which we define as the best scoring alignment between (m) ⋆ and a substring of R under a user-specified scoring scheme δ. The efficient comparison of the regular expression (m) ⋆ (matching zero or more repetitions of m) was introduced by Myers and Miller [14] for any regular expression, and a later reincarnation of their work for the case of this special pattern type became popularly known as wrap around
7. "All positions in R and L m are unmarked." 8. for j ∈ R do 9. if "j is unmarked" and
RM ark(j) 12.
"Merge satellite span (I, J, m) with global region-and-models list." } } Figure 2 : Procedure to determine if m is a consensus model and calculate its satellite spans. dynamic programming [11] . A ranking of models according to such a fitness score for the region relegates secondary model matches, due to a fidelity mismatch between ǫ and that of the satellite, to the back of the list. Moreover, we further avoid reporting permutations or powers or roots of one another, by always picking the fitter of any two such models and removing the other. The complexity of this post-processing phase is dominated by the search for consensus models.
6 By-Products and Extension
By-Products
One of the by-products of the approach we introduced here for finding satellites is that our algorithm is also capable of identifying periodic, or approximately periodic repeats that may be non-contiguous. These correspond to prefix models, i.e. to models that verify Properties 1 and 2 but not necessarily Property 3.
Of course, wrap-around dynamic programming as given in subsection 5.2 cannot then be used to examine the fitness of the trains reported. One possibility would be to select the train for which the sum of the scores of the wagons is optimal and report this as the fitness of the model. An alternative to this could be to measure a model m fitness by comparing the regular expression (mΣ p−|m| ) ⋆ against the satellite span where p denotes the period of the repeat.
As suggested in the definitions, we can also extend the model m to permit finding repeated patterns that include the class of limited-regular expressions [22] . This allows for an easy adaptation of the algorithm that is particularly interesting for dealing with proteins. The search for tandem (or periodic) repeats in such molecules can then be performed in exactly the same way. An example of a simple application of this is given in section 7.2.
Tandem Direct and Inverted Repeats
A more substantial modification of the algorithm permits us to treat the presence of inverted repeats amongst the direct ones when these occur in tandem. The exercise of doing so entails distinguishing between direct and inverted wagons, extending Properties 2 and 3 to accommodate the inverted wagons, and then modifying the basic algorithm of Figures 1 and 2 accordingly. The extension of Properties 2 and 3 gives raise to the following new versions:
A wagon is now identified by a quadruple (i, j, d, f ) where the additional variable f is a flag indicating whether we are dealing with a direct or an inverted occurrence. Lemma 6.2 thus becomes: (f = indirect) at least one of the following conditions is true:
The only thing that needs changing in the algorithms of Figures 1 and 2 are the lines concerning train and contiguity checking. These are lines 6 to 9 in Figure 1 and lines 3 to 5 (and corresponding computations for Lcnt[i] mentioned in Line 6) in Figure 2 . We sketch in Figure 3 how lines 6 and 7 in Figure 1 should now read. Modifying the remaining parts is done in a similar way.
Finally, for this version of the problem, fitness would be measured by comparing the regular expression (m|m)
⋆ against the satellite span where m denotes the inverse of model m. 
Applications
Some Empirical Performance Results
We chose to present an empirical evaluation of the performance of our algorithm by searching all the chromosomes of yeast Saccharomyces cerivisiae for satellites. We used for this a fairly spread out variety of parameter sets that we list in Table 2 . The sequences were retrieved from the following WEB address: ftp://ftp.mips.embnet.org/pub/yeast/. In Table 3 , we give the execution times obtained on a Dec Alpha 4000 5/466 for each run of our algorithm combined with the filter prepass. A longer execution than the average appearing in the table indicates in general that a satellite verifying the input parameters has been found and the algorithm needs then more time to finely build the corresponding consensus model. This is typically the case of chromosome IX as we show in next subsection. Conversely, a shorter time than the average usually means there is no satellite in the sequence that verifies the parameters even approximately and the search thus ends earlier.
A More Fully Developed Example
We now develop in fuller detail an example of application and use the results obtained to discuss some points of the algorithm.
The example is drawn from chromosome IX of yeast Saccharomyces cerivisiae. Figure 4 shows a tandem repeat starting at position 391 131 (in the sequence as recovered from the WEB address given above) of the chromosome. This repeat is composed of 41 full units, 16 of which present a deletion of 9 bp. as against the other elements. Apart from this, the repeat is well conserved overall (on average one mutated base per element), except for the first six units and for the last one. The repeat is located inside a coding region (in the other strand) and Figure 5 shows the DNA repeat (inversed and complemented) together with its corresponding translation. The translated repeat is part of a glucoamylase s1/s2 precursor protein (SwissProt identification: AMYH YEAST). Table 5 gives a summary of the consensus for the DNA repeat (as determined by the majority rule) and of the fittest satellite models found by us concerning this repeat under a scoring scheme that is as follows: matches, +1, mismatches, −1, and indels, −2 (it is thus more permissive of mismatches than indels). The other parameters of the algorithm were set as indicated in Table 4 .
The results in Table 5 follow the order in which we obtained them as we progressively refined the parameters to get to the final, possibly correct, model for the repeat. Observe that, although the intervals of lengths we worked with in our first runs of the algorithm were too short to capture the consensus model for the satellite, we were nevertheless able, thanks to the fact that bad wagons were allowed to be jumped, to notice something of interest was present in the region. We managed even to get the satellite prefix model and span approximately right.
That we were getting various slightly different models with close enough scores may, on the other hand, have hinted to the fact that we were not accurately constraining our search, in particular concerning the period of repeat. However, it will often be the case that there will be more than one model for a satellite region not only because we are setting the parameters wrong for the identification of a given tandem repeat, but also because it is not clear what template or prototype sequence the repeated units came from. This could suggest working with an edit distance, even a weighted one, as a similarity measure between repeats GTTGCTAGAGGAAGATGGGGTTGGTACTGGTGCTACAGAGCTTTC  AGTGGTGGAGCTGGAT  ACTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTTGATGGGGTTGGTACTGGAACAGAAGAGCTTTC  AGTGCTAGAGCTGAATGGGGTTGAAGATGGAGCGGAGGAAGTGAT  GTTGCTAGAGGAAGATGGGGTTGGTACTGGTGCTACAGAGCTTTC  AGTAGTAGAGCTTGATGGGGTTGGTACTGGAGCAGAAGAGCTTTC  GGTAGTAGAGCTGGATGGAGTTGGCACTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTGGATGGAGTTGGTACTGGAGCAGAAGAGCTTTC  AGTGGTAGAGCTGG  TT  ACTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTGGATGGAGTTGGTACTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTGGATGGAGTTGGTACTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTGGATGGAGTTGGTACTGGAGCAGAAGAGCTTTC  AGTGGTAGAGCTGG  TT  ACTGGAGCAGAAGAGCTTTC  AGTGGTAGAGCTGG  TT  ACTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTGGATGGAGTTGGTACTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTGGATGGGGTTGGTACTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTGGATGGAGTTGGTACTGGAGCAGAAGAGCTTTC  AGTGGTAGAGCTGG  TT  ACTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTTGATGGGGTTGGAGCTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTTGATGGAGTTGGTACTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTTGATGGAGTTGGCACTGGAGCAGAAGAGCTTTC  AGTGGTGGAGCTGG  TT  ACTGGAGTAGAAGAGCTTTC  AGTAGTAGAGCTGGATGGAGTTGGTACTGGAGCAGAAGAGCTTTC  AGTGGTAGAGCTGG  TT  ACTGGAGCAGAAGAGCTTTC  AGTGGTGGAGCTTGATGGGGTTGGAGCTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTGGATGGAGTTGGTACTGGAGCAGAAGAGCTTTC  AGTGGTAGAGCTGG  TT  ACTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTGGATGGAGTTGGTACTGGAGCAGAAGAGCTTTC  AGTGGTAGAGCTGG  TT  ACTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTGGATGGAGTTGGTACTGGAGCAGAAGAGCTTTC  AGTGGTAGAGCTGG  TT  ACTGGAGCAGAAGAGCTTTC  AGTGGTAGAGCTGG  TT  ACTGGAGCAGAAGAGCTTTC  AGTGGTAGAGCTGG  TT  ACTGGAGCAGAAGAGCTTTC  AGTGGTAGAGCTGG  TT  ACTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTGGATGGAGTTGGTACTGGAGCAGAAGAGCTTTC  AGTGGTAGAGCTGG  TT  ACTGGAGCAGAAGAGCTTTC  AGTGGTAGAGCTGG  TT  ACTGGAGCAGAAGAGCTTTC  AGTAGTAGAGCTTGATGGGGTTGGTACTGGAGCAGAAGAGCTTTC  AGTGGTAGAGCTGG  TT may not be the best way of capturing the whole flavor of such repeats.
Locating the repeat after translation is, in this case, a slightly easier affair as some of the substitutions at the DNA level occur at silent positions. Table 6 gives a summary of the consensus for the protein repeat (again, as determined by the majority rule) and of the fittest satellite model found by us concerning this repeat under the same scoring scheme as above (other schemes, in particular using substitution weight matrices, may also be employed). The parameters used for the algorithm in this case were set as follows: e = 1 (subs. only), g = 1, min repeat = 15, min range = 13, max range = 18, max jump = 4.
Future Work
We have presented an algorithm for identifying tandem repeats that is both efficient and sensitive. It requires only approximate knowledge of the length of the repeating unit and no knowledge at all of the repeat itself.
A model for such a repeat, that may itself not occur in the sequence, is constructed simultaneously with the search. The approach introduced here may also handle periodic repetitions that are not contiguous and/or involve inversions.
The current algorithm is most appropriate for identifying short or moderately long repetitions and is not meant to treat the problem of very long (composed of hundreds of bases) repeats such as results from duplication, transposition or inversion events. Other methods have to be elaborated in this case, and this is one of the areas of research we wish to explore in future.
A subtle problem not considered in this paper either concerns the ability to more finely analyze the mutational structure of a repeat. Answers to questions such as: is there a regularity in the distribution of mutated positions of a tandem array, or in the nature of the mutations observed, may prove interesting biologically. These are challenging problems, as it is often difficult even to decide which model among those found best represents the possible originator of a repeat. As suggested, working with an edit distance may not be the best way to get at this originator and more phylogenetically appropriate similarity metrics may be required. These issues are biologically important but we do not know yet how to treat them algorithmically.
Finally, we have as yet not attempted to evaluate the statistical pertinence of the models found. This is a significant aspect of the analysis of the results of our algorithm and will be undertaken in a subsequent work. Table 1 : Filter discrimination between random and satellite sequence.
Repeat
Parameter Set e min repeat min range max range max jump 1  1 50  2  10  2  2  1 50  2  10  3  3  2 50  10  20  2  4  2 50  10  20  3  5  2 50  20  30  2  6 2 50 20 30 Table 3 : Execution times (in seconds) of the algorithm on a Dec Alpha 4000 5/466 for the parameter sets given in Table 2 .
Parameter Set e g min repeat min range max range max jump Table 5 concerning the 45 bp satellite in Chromosome IX of Yeast.
