Abstract Importance sampling (IS) is recognized as an efficient technique in reducing the simulation run time needed to estimate low bit error rates (BER's) in digital communication systems. In this paper, we present an IS stochastic technique for the efficient simulation of adaptive systems which employ diversity in the presence of frequency nonselective slow Rayleigh fading and AWGN. After accounting for the overhead of the optimization algorithm, average speed-up factors of up to 6 orders of magnitude (over conventional Monte Carlo (MC)) were attained for error probabilities as low as
Introduction
As the demand for wireless data communications increases, so will the need for low bit error rate (BER) wireless links. Since the wireless channel is frequently characterized by Rayleigh fading and AWGN, adaptive reception as well as diversity combining schemes [I] are techniques useful for mitigating time variations in the channel and of achieving lower BER's for data applications. Unfortunately, this added complexity makes closed form analysis of the BER infeasible and renders MC simulation as the primary substitute for performance evaluation.
IS techniques are frequently applied to significantly reduce simulation run time for a given estimator precision. This substantial reduction, however, is normally accompanied by the difficulty of specifying an efficient IS scheme and the corresponding optimal parameter settings. For the diversity system considered in here, the cumulative memory behavior of the adaptive receiver, the decision-directed phenomenon, and the nonlinearity of the adaptive algorithm render analytical optimization techniques as ineffective. In addition, it is unclear if and how numerical optimization (large deviations) techniques [2, 31 are applicable in this case.
The main contribution of this paper is to introduce a stochastic IS methodology for the efficient simulation of systems characterized by diversity and adaptive receivers in the presence of nonselective slow Rayleigh fading and AWGN. This IS stochastic gradient descent (SGD) algorithm, which we first presented in [4] , is utilizedin here to determine the near-optimal IS parameters that characterize the dominant fading process. A fourth order diversity system was simulated at three different time instants and using the corresponding optimal IS parameters. In addition, two signaling formats were considered, BPSK and QPSK. After accounting for the overhead of the optimization algorithm, average speed-up factors of up to 6 orders of magnitude (over conventional Monte Carlo (MC)) were attained for error probabilities as low as IO-".
S y s t e m Description
mitted over L independent diversity channels, where Consider a carrier-modulated real-valued signal S ( t ) trans- exp(jw,t) where E,"==, d ( k ) g ( t -E T ) is the complex lowpass envelope with d ( k ) being the kth data symbol (real or complex), and g ( t ) being the impulse response of the transmit filter. w e is the carrier frequency in rad/sec. Each channel introduces a frequency nonselective and slow Rayleigh fading in addition to AWGN. The equivalent lowpass and complex time-varying impulse response of each channel is given by [6] h ; ( T , t ) = C ; ( t ) 6 ( T ) ,
where for i = 1,. , . , L , ci(t) is a complex-valued Gaussian random process. The slow fading process is assumed to be constant for the duration of one symbol period [I, 61. Employing this piecewise constant approximation for the fading process, the received signal over the i t R channel can be expressed as [l, 61
where [E,"==, c i ( k ) d ( k ) g ( t -kT) + n ; ( t ) ] represents the received complex lowpass envelope. The fading gain of the ith (1 5 i 5 L) fading channel c ; ( k ) is a complex Gaussian random variable (CGRV) with E(ci(k)) = 0 and E(Ic;(k)I2) = 2c2. For i # j, c ; ( k ) and c j ( k ) are independent processes. In this paper, the complex fading process c ; ( k ) = a;(k) -j-jb;(k) has an even Doppler power spectrum [6] which implies that (ai(k)) and {bi(k)} are independent Gaussian processes with a zero mean and an identical autocorrelation function R(l), where
The fading model assumed in this paper obeys a first order Markovian process [I, 51, namely
The Correlation parameter p is a measure of the rate of the fading channel fluctuations. This parameter is primarily determined by the product of the symbol period 2' and the fading bandwidth f d (i.e., the 3dB cutoff frequency of the Doppler power spectrum). In the case of a first order Butterworth The complex additive noise a t the ith antenna is given by n ; ( t ) , where each n i ( t ) is a complex AWGN process, with E(ni(t)]+ = 0 and E { n ; ( t ) n i H ( t
(" denotes the complex conjugate), with n i ( t ) and n j ( t ) being independent processes for i # j .
The received signal is demodulated by a local carrier exp(-jwet), match-filtered by g(T -I!), and sampled every T seconds. Thus, the resulting ith output (input to the ith equalizer) during the kth symbol period is given by
In the above equation, it is assumed that the transmit filter i s normalized (i.e., 1, lg(t)12dt = I), therefore, E(ln;(k)12} = No* A block diagram of the the digital communication system described above is depicted in Fig. 1 .
A partially coherent reception technique was employed in [l] using a decision-directed adaptive Kalman filter. This receiver assumes full knowledge of the statistics of the incoming signal. In this paper, a decision-directed recursive least square [a] adaptive receiver is utilized to compensate for the fading process on the ith diversity. this partially coherent algorithm does not assume any prior knowledge of the statistics of the input signal, and is therefore more practical to implement. Define the rand0111 data vector at instant as
. Also, define the ith com-
ponding vector of the iid random
(k) are defined in a fashion similar to C ( k ) . In addition, define the received random vector a t instant k as The output of the ith adaptive receiver for the kth trans-
where Fc, is the number of symbols used to train the equalization algorithm (training sequence), and 6 is a small positive number. 0 < A 5 1 represents the forgetting factor of the algorithm. The purpose of this factor is to weight the most recent symbols more heavily and thus allow the equalizer to track t h e variations in the channel. The input to the decision device is given by
At the end of the training period, a decision-directed adaptive algorithm is employed whereby decisions made on the output sequence { y ( k ) } (i.e., {h(k)}) are used to replace the actual transmitted symbol sequence {d(k)}. This will effectively aid the adaptive receiver in tracking channel variations, but may increasingly hinder the tracking capability with time due error propagation. This error propagation effect will be demonstrated later on when considering a fourth order diversity example.
IS Formulation
The adaptive system considered in the previous section clearly possesses a cumulative memory behavior as evident from (11). This behavior is quite common to all adaptive algorithms where the decision made at each time instant L utilizes a weighted version of all the past received samples up to time zero. In addition to this behavior, the decision-directed phenomenon, the strong correlation present in the input signal, and the nonlinearity of the adaptive algorithm make closed form analysis of the BER infeasible. As an alternative, MC simulation is commonly applied t o estimate the BER performance.
Since the statistical distribution of the complex random vector X ( k ) is dependent on the correlation parameter p and the power in the fading process 2 2 , it would be appropriate to denote its corresponding probability density function (pdf) as was only chosen to explicitly show the dependence on 0 since for most practical cases and cases where IS is applicable (i.e., high signal to noise ratio (SNR)), the slow Rayleigh fading process is the dominant factor. Therefore, we consider biasing only the fading processes A ( k ) and B ( k ) leaving the AWGN random process N ( k ) unbiased. In addition, the parameter vector 0 is related to the biasing scheme which we adopt.
Let the expectation with respect to the marginal pdf f x c b , ( X ( k ) , @ ] be denoted as E L , @ { . } . The subscript k is used to emphasize the time-dependent nature of the expectation. In addition, let I(G(X(12)) be equal to 1 when the detected symbol is in error and zero otherwise, where G(X(l2)) is given by ( 1 2 ) .
The probability of making a decision error at some time instant k is given by the following instantaneous BER expression
where l q k ) is the indicator function of the set dll(k) = { X ( k ) : I t G ( X ( k ) ) ) = 11.
To apply I S , note that ( For a given relative precision a, > 0, the simulation is terminated when the condition J m / P ( k , @ ) 5 a, is satisfied.
O p t i m i z i n g the IS Distribution
Two important issues are worth addressing at this point.
First, noi,e that for i = 1,. . . , L , the in-phase and quadrature
Gaussian processes Ai(k) and B,(k) are identically modified according, to the parameter vector 0 * ( k ) . This is the case since A,(k) and B;(k) are equally weighted in the real and imaginary parts of y;(k) in (11). In addition, each of the random processes {Ai(k)}:=l and {Bi(k)}fZ1 must be equally biased as well since. according to (12), the output y ( k ) is the sum of the equally weighted iid outputs {~i ( k ) } : =~. This implies that the modification of the underlying density function f x ( , , ( X ( k ) , 0) is entirely governed by the parameter vector 0 " ( k ) . Second, observe that altering the parameter vector 0 implies that the adopted IS simulation technique is performed under a modified Markov chain distribution [2, 31.
In orcler to attain a significant reduction in the number of detector decisions N X needed to estimate P(k, 0) with a given accuracy, the optimal parameter setting O&(k) which minimises the variance in (23) must be determined. Since a closed form expression of (23) is not available, analytical optimization techniques are rendered ineffective. In addition, having a zero mean random process X ( k ) and X ( k ) = 0 E n ( k ) coupled with the presence of a decision-directed phenomenon and the complexi1,y of the adaptive algorithm make it unclear how numerical o~ptimization (large deviations) techniques [2, 31 can be modified to accommodate the current application.
As an alternative, the IS SGD algorithm which we first presented in As (an example, consider a second, and a fourth order diversity systems with BPSK signaling and a per-diversity SNR of 7 = ,PO dB. The equalizer was trained using a fixed training sequence of 12 symbols and the BER was measured 10 symbols after training (Le., P(22, e)). Due t o the absence of intersymbo1 interference (ISI) and the symmetry of the signal constellation ablout the origin, the probability of error is insensitive to the choice of the data sequence after the training period. This effectively results in an optimal IS setting that is sequenceindependent, as was empirically verified. In each case, 0 was chosen to attain a high P ( 2 2 , O ) . Since the BER being considered is lhigh, the improvement due t o IS will not be significant, and the optimal vector is identified by the convergence of the SGD algorithm.
The search for the near-optimal vector 0&,,(22) was executed iteratively using the SGD algorithm with Nx = 1000 decisionis per estimate of V @ * ( k ) V { p ( k , 0)) per iteration. The step size p(n) a t the nth iteration was chosen according to h On the lath iteration, this step size will result in a maximum incremental or decremental change of A to the components of the parameter vector @ * ( k , n ) . As observed in [4, 113, selecting a small A will result in a slow convergence but a higher accuracy in locating the optimal setting as opposed to a larger A that yields a faster convergence rate but may cause some deviation from the the correct path of the gradient descent. of the adaptive algorithm X was set equal to p, and 6 = 4 x loW6.
The results are shown in Table 1 . O ' ( k ) M O&(k, n). For each case Considered in Table 1 , the optimal IS autocorrelation function R:pt(l, k) yields a less correlated fading signal, as compared to R(I), with a reduced mean power (i.e., less SNR). This effectively translates into an increase in the Doppler frequency bandwidth (i.e., faster fading) and a reduction in the energy of the iading power spectrum. Two important observations can be deduced from Table 1 . First, the raw error count a t the optimal IS setting decreases as the diversity order increases. Moreover, it was experimentally observed that the error count corresponding to the different diversities in Table 1 is roughly maintained at the same level for different values of p and k.
Second, note that the optimal parameter vector approximately satisfies the following equation
where k = 22. In fact, as our empirical results will show later, the above equation holds for other time instants as well, and its accuracy increases as the correlation parameter p approaches unity. Clearly, the above equation can be exploited to transform a 2-D search into a 1-D search, however, we only chose to utilize the above equation in identifying a good starting point prior to conducting the SGD search.
Thus, for a given SNR, a correlation function R(I) = ~~p " / ! a time instant le1 2 k,, and a diversity order L , the nearoptimal parameter setting O&*(k), or equivalently, the nearoptimal autocorrelation function R:pt(ll kl ) is determined as follows:
a Choose a p p < p and a U' = U such that @ ( k l , O ' ) E lo-'. 
where
a Perform a 2-dimensional search using the SGD algorithm
The optimal setting O:pi(kl) can then be used as the starting point of the SGD algorithm to locate the optimal parameters at a time instant ka > kl, and so on. The power in the fading signal was always normalized to unity (E(lci(le)/') = 1). The symbol rate was set to 50 KHz, the to locate S : p t ( k l ) fading bandwidth f~ was assumed to be 2.2 Hz which corresponds to p = .9999, and a SNR of y = 30 dB was considered. In addition, two signaling formats were considered, BPSK and QPSK. In each case, the forgetting factor of the adaptive algorithm X was set equal to the correlation parameter p and 6 = 4 x lo-'. The starting point for the first entry in Table 2 was O'(22,l) = [.9476, .0313] which was determined using Table l and Eq. (32). In addition, for the given 0, y, and le, the near-optimal IS parameters determined for the BPSK case were also used as a starting point for the QPSK case. In each case, the step size was chosen according to (29) and the values of A ranged from 0.0003 to 0.001.
The estimates of the variance V{P(le,S)) and the instantaneous BER P ( k , O ) were computed using an ensemble of NE = 50 estimates of N x = 1000 decisions per estimate.
The time-dependent speed-up factor S p ( k ) , corresponding to V{p(k, 0)) and the estimator in (22), was calculated according to
(33)
where N M C is the conventional MC number of decisions required to attain the same accuracy as our IS scheme. N M C was computed based on a 95% confidence interval. The overhead (in number of decisions) was not included in the computations of the speed-up factor. The reduction in speed-up factors due to overhead ranged from 1 to 2.5 orders of magnitude. T h i s reduction is clearly dependent on the choice of A.
Several interesting observations can be made from the results in Tables 2 and 3 . First note the increase in p(le,O) as time (k) increases. This increase is due to the error propagation effect of the decision-directed algorithm ( i.e., feeding back erroneous decisions while updating the adaptive algorithm). As time increases, P ( k , @ ) will also increase until it eventually reaches an intolerable rate, and transmitting a new training sequence would become necessary to improve the adaptation algorithm. This signaling technique which periodically interleaves training and data sequences is frequently used by adaptive algorithms [6, $1. In addition, observe that the increase in P ( k , 0 ) is also accompanied by a decrease in S,(k) as would have been expected. Any further decrease in S,(le) might also be attributed to an increase in the memory of the algorithm as k increases
Another two important observations pertaining to the optimal IS setting O:p,,(k) are the decrease in the bias as le increases, and how well O:p,,(k) satisfies Eq. (30). 
