The imperfect array degrades the direction finding performance. In this paper, we 1 investigate the direction finding problem in uniform linear array (ULA) system with unknown 2 mutual coupling effect between antennas. By exploiting the target sparsity in the spatial domain, step is adopted by deriving the estimation expressions for all the unknown parameters theoretically.
ULA System for Direction Finding

82
We consider the direction finding problem in the uniform linear array (ULA) system, where N antennas are adopted and the inter-antenna element spacing is d. As shown in Fig. 1 , K unknown signals with different directions (θ k , K = 0, 1, . . . , K − 1) are received by the ULA. Thus, the received signals in the N antennas can be expressed as
Ca(θ k )s k (t) + n(t) = CAs(t) + n(t),
where the matrix C ∈ C N×N denotes the mutual coupling matrix, and the signals are collected into a vector s(t) s 0 (t), s 1 (t), . . . , s K−1 (t)
T with the k-th signal being s k (t). Then, the received signals in the ULA antennas can be expressed as y(t) y 0 (t), y 1 (t), . . . , y N−1 (t)
T , and the zero-mean additive white Gaussian noise (AWGN) with the variance being σ 2 n is n(t) n 0 (t), n 1 (t), . . . , n N−1 (t) T . In this paper, we suppose that the noise variance σ 2 n is unknown. A ∈ C N×K denotes the steering matrix for the K signals, and can be expressed as A a(θ 0 ), a(θ 1 ), . . . , a(θ K−1 ) ,
where the steering vector for the k-th signal can be written as a(θ k ) a 0 (θ k ), a 1 (θ k ), . . . , a N−1 (θ k ) T , 83 a n (θ k ) = e j2π nd λ sin θ k , and λ denotes the wavelength.
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In this paper, we consider the direction finding problem with unknown mutual coupling effect between antennas, and the mutual coupling effect can be described usually by a symmetric Toeplitz matrix [29] . As expressed in (1), the mutual coupling matrix can be represented as 
where c n (n = 1, 2, . . . , N − 1) denotes the mutual coupling coefficient between the n 1 -th antenna and 85 the n 2 -th antenna, and |n 1 − n 2 | = n.
The signal model in (1) is a contiiuous domain model, and after the uniform sampling, a discrete model can be obtained in a matrix form as
where the sampling interval is T s , the number of the samples is M. Y ∈ C N×M , S ∈ C K×M and 
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However, the system model in (4) is hard to solve directly with the unknown mutual coupling matrix C, so we try to express the matrix C in a vector form. The mutual coupling matrix in (3) can be described alternatively by a vector c as C = Toeplitz{c}, where c 1, c 1 , . . . , c N−1 T is the first column of C, and Toeplitz{·} denotes the Toeplitz transformation. Therefore, after the simplification, the received signals during the m-th sampling interval in (4) can be rewritten as
where the mutual coupling effect is expressed by a vector c, and we use a matrix Q ∈ C N×KN to 91 rearrange the steering matrix A.
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According to the lemma in [29, 31, 32] , the matrix Q in (5) can be obtained as
The k-th sub-matrix
Therefore, by collecting the M samples into a matrix, the received signals in (4) can be finally rewritten as
In this paper, we will propose a high resolution method to estimate the directions (θ 0 , θ 1 ,. . . ,θ K−1 ) 
Direction Finding Method Based on Sparse Bayesian Learning
96
In this section, we propose a novel SBL-based method to estimate the directions (named Direction
97
Finding based on SBL with Mutual Coupling effect, DFSMC). The sparse model will be established 98 first, and the DFSMC will be proposed with the distribution assumptions of unknown parameters. Since the received signals are sparse in the spatial domain, we propose a sparse-based model to estimate the directions with unknown mutual coupling effect. In the sparse-based model, the dictionary matrix must be established first, so an over-complete dictionary matrix can be formulated by discretizing the signal direction uniformly in the spatial domain
where ζ u denotes the u-th discretized direction (u = 0, 1, . . . , U − 1), U denotes the number of 101 discretized directions, the grid size is defined as δ |ζ u+1 − ζ u |, and we use a vector to contain 102 all the discretized directions ζ ζ 0 , ζ 1 , . . . , ζ U−1 .
With the discretized directions and the system model in (9), a sparse-based on-grid direction finding model can be expressed as
where X is a sparse matrix
The structure of sparse matrix X is shown in Fig. 2 , and the sparse vectors (x 0 , x 1 , . . . , x M−1 ) have the same support sets. When the direction of the k-th received signal θ k is equal to the u k -th discretized direction ζ u k , we have X u k ,m = S k,m , so the u-th row and m-th column of X is The sparse-based model in (12) assumes that the directions of received signals are exactly on the discretized grids. However, in the practical direction finding system, when the direction θ k is not on the discretized grids, the direction θ k can be represented by ζ u k , which is a grid nearest to θ k . Thus, the corresponding matrix Q(θ k ) in (2) can be approximated by
where the first-order derivative is defined as Ω(ζ u k )
For example, as shown in Fig. 3 ,
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the direction of signal s k (t) is θ k , and the nearest grid is ζ 3 . Thus, the corresponding matrix
Therefore, with the approximation in (14), the received signal in (9) can be approximated by a sparse-based off-grid model
where
. . , Ξ U−1 , and the u-th submatrix of Ξ is denoted as Ξ u Ω(ζ u ). Additionally, a vector ν ∈ R U×1 is used to represent the off-grid directions, and the u-th entry is
Finally, an off-grid sparse-based model is formulated for the direction finding problem in (15). We mutual coupling vector c, the noise variance σ 2 n and the off-grid vector ν will also be estimated. 
Distribution Assumptions
111
In the proposed DFSMC method, the sparse Bayesian learning theory is adopted, and the method 112 is established based on the distribution assumptions of all the unknown parameters. We assume that 113 the unknown parameters follow the following distributions:
114
• Noise N: Gaussian distribution;
115
• The precision of noise variance α n : Gamma distribution;
116
• Sparse matrix X: Gaussian distribution;
117
• The precision of signal variance ι: Gamma distribution;
118
• Mutual coupling vector c: Gaussian distribution;
119
• The precision of mutual coupling variance ϑ: Gamma distribution;
120
• Off-grid vector ν: Uniform distribution. The relationships between all the unknown parameters are given in Fig. 4 , and we will describe the 122 distributions more clear in the following contents. When the received signals are independent between different samples, with the assumption of circular symmetric white Gaussian noise, the distribution of noise can be expressed as
where σ 2 n denotes the noise variance, and the complex Gaussian distribution with the mean being µ and the covariance matrix being Σ is expressed as
The distribution of noise variance σ 2 n 125
In this paper, the noise variance is unknown. Since the Gamma distribution is a conjugate prior of Gaussian distribution, the posterior distribution also follows a Gamma distribution. Therefore, using the Gamma distribution can simplify the following analysis. With the unknown noise variance σ 2 n , we use a Gamma distribution to describe the precision of noise variance α n σ −2 n , and we have the following Gamma distribution
where a and b are the hyperparameters for α n , and g(α n ; a, b)
The distribution of sparse matrix
128
With the independent received signals S among samples, we can assume that the sparse matrix X follows a zero-mean Gaussian distribution
where the covariance matrix Λ x ∈ R U×U is a diagonal matrix with the u-th diagonal entry being σ 2 x,u . , where ι u σ −2 x,u , so ι can be expressed by a Gamma prior
where c and d are the hyperparmaters for ι. With the unknown mutual coupling vector, when the mutual coupling coefficients are independent between antennas, the distribution of mutual coupling vector c can be expressed as a Gaussian distribution
where the covariance matrix Λ c ∈ R N×N is a diagonal matrix with the n-th diagonal entry being σ 2 c,n . 
where both e and f are the hyperparameters of ϑ. We can assume that the off-grid vector ν follows a uniform distribution, and the distribution of ν u can be expressed as
where the uniform distribution is defined as
DFSMC method 137
With the distribution assumptions of unknown parameters, a novel direction finding method 138 based on the SBL is proposed with the unknown mutual coupling effect, named DFSMC. In the 139 SBL-based method, the posterior probabilities for all the unknown parameters are theoretically derived.
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To estimate the directions, we formulate the following problem to maximize the posterior probability℘
where a set ℘ X, ν, c, σ 2 n , ι, ϑ is used to contain all the unknown parameters. However, the problem (26) is too complex and cannot be solved directly. The expectation maximum (EM)-based method is used to realize the proposed DFSMC method. Additionally, with the received signal Y, the joint distribution with unknown parameters can be expressed as
The details to estimate all unknown parameters are given as follows. Given the received signal Y and the parameters (℘\X) excepting X, the the posterior of X can be expressed as
where both p(Y|℘) and p(X|ι) follow Gaussian distributions, and can be calculated as
Therefore, the posterior of X is also a Gaussian function
where the mean µ m and covariance matrix Σ X are obtained from (29) and (30) as
and we define the following function
Additionally, to simplify the notations, the u-th entry of µ m is denoted as µ u,m , and we can collect all 143 the mean µ m as a matrix µ µ 0 , µ 1 , . . . , µ M−1 .
To estimate the other unknown parameters ℘\X, with (27), we can formulate the following likelihood function
where we just use E {·} to represent E X|Y,ν,α n ,ι,ϑ {·}. Thus, the EM-based method can be used to estimate vector and matrix are given as the following lemma.
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Lemma 1. With both the complex vectors (u ∈ C P×1 , v ∈ C P×1 ) and the complex matrix A ∈ C M×P being the function of a complex vector x ∈ C N×1 , the following derivations can be obtained Ignoring terms independent thereof in L(ν, c, α n , ι, ϑ), we can obtain the following likelihood function for the mutual coupling vector c
where we have
and
150
To estimate the mutual coupling vector c, we can maximize the likelihood function L(c), and we haveĉ
Therefore, by setting ∂L(c) ∂c = 0, the mutual coupling vector can be obtained. We can calculate
In (41),
∂c can be calculated as follows.
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• For
: With the derivations of complex vector and matrix in Appendix A,
is a row vector, and the n-th entry can be calculated as
Additionally, we can calculate
where e N n is a N × 1 vector with the n-th entry being 1 and other entries being 0. Therefore, the the n-th entry in (42) can be simplified as
and we finally have the derivation of G 1 (c, ν) as
• ∂G 2,m (c,ν) ∂c can be simplified as
• ∂G 3 (c)
∂c can be simplified as
Therefore, with (41), the mutual coupling vector can be finally estimated aŝ
and we define P(ν, µ m ) Ψ(ν)(µ m ⊗ I N ). Ignoring terms independent thereof in L(ν, c, α n , ι, ϑ), we can obtain the likelihood function of ι as
Then, the precision of signal variance can be estimated byι = arg max ι L(ι).
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By setting ∂L(ι) ∂ι = 0, the u-th entry of ι can be obtained aŝ
In the iterative algorithm, (50) can be rewritten aŝ
whereι i+1 u andι i u are the esitmated results at the (i + 1)-th and the i-th iterations, respectively. Ignoring terms independent thereof in L(ν, c, α n , ι, ϑ), we can obtain the likelihood function
The precision of noise variance can be estimated bŷ
By setting
In the iterative algorithm, (54) can be rewritten aŝ
whereα i+1 n andα i n are the esitmated results at the (i + 1)-th and the i-th iterations, respectively. Ignoring terms independent thereof in L(ν, c, α n , ι, ϑ), we can obtain the likelihood function
The precision of mutual coupling variance can be estimated byθ = arg max ϑ L(ϑ).
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By setting ∂L(ϑ) ∂ϑ = 0, we can obtain the n-th entry of ϑ aŝ Ignoring terms independent thereof in L(ν, c, α n , ι, ϑ), we can obtain the likelihood function
The off-grid vector can be estimated bŷ
Then,
with the unknown mutual coupling effect. In the proposed DFSMC algorithm, after the iterations,
164
we can obtain the spatial spectrum P X of the sparse matrix X from the received signal Y. Then, by 
Simulation Results
168
Extensive simulation results have been conducted. All experiments are conducted in Matlab R2017b on a PC with a 2.9 GHz Intel Core i5 and 8 GB of RAM, and Matlab codes have been Algorithm 1 DFSMC algorithm for direction finding with the unknown mutual coupling effect 1: Input: received signal Y, the number of samples M, the numbers of iterations N 1 , N 2 and N 3 dictionary matrix D, the first order derivative of dictionary matrix Ξ. Usually, we have N 1 = 10 3 , N 2 = 300, N 3 = 50, b = d = f = 10 −3 , and a = c = e = 1 + b.
Obtain T(ν, c) from (34).
6:
Obtain the mean µ m (m = 0, 1, . . . , M − 1) and covariance matrix Σ X from (32) and (33), respectively.
7:
Update the precision of noise varianceα n from (55).
8:
Update the precision of signal varianceι from (51).
9:
Obtain the spatial spectrum P X = 1 Update the precision of mutual coupling varianceθ from (57).
26:
Update the mutual coupling vectorĉ from (46). 
Parameter Value
The signal-to-noise ratio (SNR) 20 dB
The number of samples M 100
The number of antennas N 20
The number of signals K 3
The space between antennas d 0.5 wavelength made available online at https://drive.google.com/drive/folders/1XwzbNtHXfjTrN4-wylAhGICwIY3u3K1. The mutual coupling effect can be generated by the following expression
, and we use the parameter α c in dB to measure the 169 mutual coupling effect between adjacent antennas. Additionally, we use the independent Gaussian 170 distribution to generate the received signals, and for the m-th sample in the n-th antenna, we have 171 s n,m ∼ CN √ 2e j π 2 , 1 .
172
In this paper, to compare with the state-of-art direction estimation methods, we compare the
173
proposed DFSMC method with the following algorithms:
• CS-SBL 1 , the Bayesian compressive sensing method proposed in [16] .
175
• OGSBI 2 , the off-grid sparse Bayesian inference method proposed in [19] .
176
• MUSIC, the multiple signal classification method [1, 2] .
177
With the simulation parameters in Table 1 and the the mutual coupling between adjacent antennas 178 being α c = −8 dB, the spatial spectrum is given in Fig. 6 , where the proposed DFSMC is compared 179 with MUSIC, CS-SBL and OGSBI methods. The estimated directions for K = 3 signals are given 180 in Table 2 . Additionally, the iteration processes of DFSMC, CS-SBL, and OGSBI methods are also 181 given in Fig. 5 . With both the mutual coupling effect and off-grid, the proposed DFSMC method is 182 advantageous in this scenario.
183
As shown in parameters.
191
The estimated spatial spectrum is shown in Fig. 6 . It can be seen that the positions of peak spectrum are closer to the ground-truth directions using the DFSMC method than the OGSBI, CS-SBL and MUSIC methods. The corresponding estimated directions are given in Table 2 . When we use the following expression to measure the estimation performance can also achieve much better performance than existing methods.
204
With the 100 trails, the direction estimation performance with different SNRs is given in Fig. 9 , where we use the following root-mean-square error (RMSE) expression to measure the estimation performance 
Conclusions
225
The direction finding problem with the unknown mutual coupling effect has been investigated 226 in this paper. The novel DFSMC method has been proposed to estimate the directions, the means, With A and u being the function of x, we can obtain the entry in m-th row and n-th column of ∂Au ∂x as 
