Helios is the first (to our knowledge) modeling language for global optimization using interval analysis. Helios makes it possible to state global optimization problems almost as in scientific papers and textbooks and is guaranteed to find all isolated solutions in constraint-solving problems and all global optima in optimization problems. Helios statements are compiled to Newton, a constraint logic programming language using constraint satisfaction and interval analysis techniques and their efficiency is comparable to direct programming in Newton.
Introduction
Many applications in science and engineering (e.g., chemistry, robotics, economics, mechanics) require to solve global optimization problems: i.e., finding all isolated solutions to a system of nonlinear real constraints or finding the minimum value of a nonlinear function subject to nonlinear constraints. These problems are difficult due to their inherent computational complexity (i.e., they are NP-hard) and due to the numerical issues involved to ensure termination and to guarantee correctness (i.e., finding all solutions or the global optimum). Note also that many challenging and important applications in this area involve problems with less than 20 variables.
There are a variety of global optimization methods and a recent survey may be found in [13] . Two techniques which are generally recommended for difficult, highly nonlinear, problems are continuation (e.g. [27, 35] ) and interval methods [7-10,12,1+16, 17,22,28,31] .
Continuation methods work in the domain of complex numbers and are effective for system of constraints not involving more than 20 variables, since they follow as many computation paths as the degree of the constraint systems. Interval methods work directly with real numbers and recent results [33] have shown that they are comparable in efficiency to continuation methods on their benchmarks. In addition, they have been applied to larger problems, since they are not inherently limited by the degree of the system.
Interval techniques are now in use in a variety of constraint logic programming (CLP) languages. The integration of interval methods in CLP originates from the pioneering work of Cleary [4] and BNR-Prolog [29] . It was further investigated in CLP(BNR) [2] , where real, integer, and Boolean constraints were considered. More recently, the constraint programming language Newton [l, 341 showed that techniques from numerical analysis and artificial intelligence [19, 21] can be combined in a CLP language to support state-of-the-art algorithms [33] .
CLP languages based on intervals offer a number of attractive features. The development time of interesting applications is generally small due to the availability of the constraint solver, the nondeterminism of the language which makes it easy to implement branch and prune algorithms, and the symbolic nature of the language which makes it easy to construct and preprocess the constraints. However, CLP languages can still be far from the original statements used by scientists and engineers to describe these applications. For instance, recursive predicates must be defined to generate the problem constraints and data structures must be built to represent sets and arrays of variables and constants. These mundane activities prevent CLP languages from being accessible to users who are not computer scientists or not familiar with logic programming. This limitation can be addressed by building a modeling language on top of CLP languages. Modeling languages (e.g. GAMS [3] , AMPL [6] , LINDO) have been the topic of much investigation in the mathematical programming community in the last 15 years, since they are convenient front-ends for linear programming and sometimes nonlinear programming; see [5] for an early overview of these languages and their advantages. Modeling languages are attractive tools because they make it possible to write problem statements that are almost identical to mathematical descriptions of the applications.
These high-level declarative statements are then converted into a description of a set of constraints that is used by some linear programming or nonlinear programming solver.
We take this approach in this paper and we describe the design and implementation of Helios, a modeling language for global optimization which serves as a front-end for the CLP language Newton. As a consequence, Helios enables users to state global optimization problems using traditional notations from textbooks and scientific papers.
These statements are then translated into Newton programs which, when executed, solve the original Helios statements.
From a design standpoint, Helios was inspired by the modeling language AMPL [6] and it contains features such as ranges, sets, constants, functions, and aggregation operators which are also present in [6] . However, it differs from AMPL, and other modeling languages we are aware of, on a number of important points.
Perhaps the most important novelty in Helios is its sound semantic foundation.
Traditionally, the semantic of modeling languages is presented informally by means of examples without reference to a constraint solver. Although this is probably appropriate for linear programming, it is not fully satisfactory for global optimization. If the specification of the underlying solver is not given, the nature of application domain and the fact that nonlinear solvers have fundamentally different functionalities make it impossible for users to interpret the results. Indeed, some solvers may give incorrect results on constraint-solving examples or they may converge to a local minimum for a minimization problem or to a point that is not even optimal in any sense. In Helios, this limitation is addressed by providing a set of minimal requirements that any implementation should address. These requirements give a precise meaning to the results and some useful information on the modeling issues. In addition, we show that any implementation satisfying these requirements has some nice soundness and completeness properties. As a consequence, Helios becomes independent from its underlying solver, not only at the syntactic level, but also at the semantic level.
A second novelty, which is a consequence of our sound foundation, is the output of an Helios statement. Contrary to other modeling languages that we are aware of, the output of Helios is a set of solution-boxes which associates a small interval with each variable of the statement. These solution-boxes are guaranteed to contain all solutions (resp. global optima) for constraint-solving (resp. optimization) problems and, in many cases, Helios is also capable of proving the existence of solutions in these boxes. In contrast, AMPL returns values for the variables and does not provide any guarantee on nonlinear programs. Helios also contains new modeling concepts such as the notions of soft constraints and new environmental tools for monitoring the computation.
From an implementation standpoint, our current implementation takes the somewhat unusual step of generating Newton programs which, when executed, solve the original statements. Informally speaking, the resulting Newton program queries the user for some input values, builds data structures for constants, variables, functions, ranges, and sets, produces a set of primitive constraints, and solve these constraints using a branch and prune algorithm. This approach has the advantage of simplifying the implementation of Helios, while inducing only a negligible overhead over Newton. The reduction in development time comes from the support for memory management, nondeterminism, symbolic manipulation, and constraint solving in Helios. The small overhead comes from the fact that the compilation process is linear in the size of the statement, while the constraint generation step is linear in the size of the constraint system generated for reasonable statements (i.e., statements using all objects they declare).
The contributions of this paper can thus be summarized as follows: 1. It presents Helios, the first (to our knowledge) modeling language for global optimization using interval analysis. Altough Helios contains many features from existing modeling languages, it differs from them by its sound semantic foundation and its guarantees on the soundness and completeness of its results.
2. It indicates that Helios can be compiled into Newton programs which, when executed, exhibit a performance comparable to direct programming in Newton and thus to state-of-the-art interval and continuation methods.
The rest of this paper is organized as follows. Section 2 is a gentle and informal presentation of Helios. Section 3 describes the semantics of Helios formally and prove various soundness and completeness properties. Section 4 describes the implementation of Helios and justifies formally why Helios induces a marginal overhead over Newton in general. Section 5 reports some experimental results of Helios.
Section 6 discusses related work, while Section 7 concludes the paper.
A tour of Helios
This section presents a gentle introduction to Helios through a number of examples.
It contains an informal description of the syntax, the functionality, and the performance of Helios on a number of well-known problems.
Getting started
As mentioned previously, Helios is a modeling language which enables nonlinear statements to be stated almost as in textbooks and scientific papers. Let us start by solving some conceptually easy nonlinear problems in Helios.
Consider the problem of finding all roots of the function x4-12x3+47x2-60x+24 in the interval [0, 108] . This problem can be modeled in Helios as follows:
solve system all EQ: x-4 -12 * x-3 + 47 * x-2 -60 * x + 24 = 0;
The variable section declares a variable x whose range is [0, lo*]. The body section contains the keywords solve system to specify that a system of constraints must be solved. The keyword all indicates that all solutions must be found. If only one solution is desired, the keyword one must be used instead. The next line specifies the constraint of the problem. The constraint is preceded by its name (in this case EQ) for reasons that will become clear later on.
The output of Helios for a nonlinear problem is a solution-box, i.e., the association of a small interval with each of the problem variables. Helios guarantees (modulo implementation errors) that all solutions are located in the solution-boxes. For instance, the execution of Helios on the above problem produces the following solutionboxes: x -12x3 +47x2 -60x+24.1, Helios does not return any (SAFE or POSSIBLE) solution-boxes, which means that the function has no root in the given interval.
Consider now a multivariate problem with consists of finding the intersection of a circle and a parabola as specified by the equations x2+y* = 1, x2 = y.
The problem can be stated in Helios as follows:
. le8] ; y in [-Ie8. . le81 ;
Body :
solve system all Circle:
x-2 + y-2 = 1;
Parabola:
x-2 = y;
The variable section declares variables x and y. The body section defines the two constraints. Helios returns the following solution-boxes for this problem:
, -0.786151377757421 y = 10.61803398874989 , 0.618033988749901
' All computation times given in this paper are on the SUN-SPARC-10 running Solaris.
The compilation time for this example is 0.07 s and the execution time is 0.32 s.
Array of variables
The same problem can be defined in terms of arrays. Assume that the problem consists of finding the solution to the two equations x: +x; = 1, x; =x2.
The closest Helios statement is as follows:
Variable :
solve system all Circle :
The variable section declares an array of two variables which is then used in the body section. The output of Helios on this problem is as follows:
The compilation time for this example is 0.7 s and the execution time is 0.32s. The above statement uses a l-dimensional array of variables. As we will see later on, Helios also supports multi-dimensional arrays.
Generic constraints
In nonlinear applications, it is frequent to encounter the same constraints applied to different sets of variables. The range section defines a range idx which stands for Cl. .61. This range is used subsequently to define the two arrays of variables and the generic constraint in a concise way.
Input parameters
Some kinematics applications are based on models which are parametrized by the number of joints in the robots. The availability of arrays and generic constraints opens the possibility to define statements that are generic as well. The execution of this statement queries users with the message Number of Joints: to obtain the value N which is then used to define the ranges, variables, and constraints of the problem.
Helios statements often contain integer and real numbers. It is good practice in general to isolate them in some specific part of the statement. This reduces the risk of errors and makes it easier to modify the statement subsequently. The constant section describes four constants that are then used in the body section. ways to initialize arrays of constants which will be illustrated in the next example. Note also that Helios supports a number of predefined constants such as rc and e. These will also be illustrated later in the paper.
Aggregation operators
Consider now a traditional problem from numerical analysis: the discretization of a nonlinear integral equation [24] . The objective is to find the zeros of the functions fk(~~, . . ,x,)( 1 <k <m) defined as follows: which defines an array of constants t Cl1 , . . ,t [ml and initializes it to h, 2*h, . . ., m*h. The performance of Helios on this example is given in Fig. 3 . We separate the compilation time, the time to generate constraints, the solving time. Note that the time for generating the constraints is essentially linear in the size of the constraint system. Body: minimize
The output of Helios for this problem (which has a single global minimum) is as follows:
The interval depicted below Global Bound encloses the value of the global minimum.
The rest of the display shows the solution-box. Helios also displays upper bounds as they are found in the implementation, although this is not shown in the above example. Another interesting application from [IS] is the minimization of the function
For n = 10, the function has 10" local minima but a single global minimum. Fig. 4 depicts the Helios statement which involves several of the features of the languages:
input constant, minimization, function, and summation. In addition, it uses a trigonometic function (i.e., sin) and a predefined constant pi. Helios seems to be essentially quadratic in the number of variables on this problem as shown in Fig. 5 .
Input :
int n : "Number of variables"; Range : idx = Cl. .n] ;
Variable:
x :
Body : 
Constrained optimization
Helios also supports the solving of constrained optimization problems, i.e., the minimization or maximization of a (nonlinear) function subject to a set of (nonlinear) constraints. Once again, the basic idea is to transform the optimization problem into a constraint-solving problem by imposing necessary conditions satisfied by all global optima. In particular, Helios applies the "so-called" Fritz-John conditions (a generalization of the Kuhn-Tucker necessary conditions for optimality) and the requirement that any candidate solution should not be worse than any previously found solution.
Helios is guaranteed to return all global optima and an interval enclosing the value of the objective function for these optima. It is thus a global search method as was already the case for unconstrained optimization:
subject to 
I I. Soft constraints
In many applications, some particular properties of the problem or of its solutions can be stated in terms of constraints. A typical example is the use of constraints to remove symmetries by imposing an ordering on some variables. These constraints could be added directly to the Helios statement. Unfortunately, they may sometimes interfere with the ability of Helios to prove existence of solutions. To remove this limitation, Helios supports the concept of soft constraints. Soft constraints behave in essentially the same way as standard constraints, except that they are ignored when proving existence of solutions. This distinction captures the special nature of these "redundant" constraints. Consider, for instance, the statement from neurophysiology that we have seen before.
Body : solve system all
It is easy to see that, if (v,, . . , ug) is a solution, so is (01, us, v4, v3,vg, vg). As a consequence, adding the constraint x[ll <= x[21 will remove some symmetries in the problem, while not affecting our ability to find the solutions. The Helios statement implementing this idea is as follows:
with soft constraint
Symmetries also appear in optimization problems. Consider the following statement:
Variable : Body:
with soft constraint R: xc11 <= xc21;
Pragmas
Helios also contains a number of pragmas which can be used to control the execution of the underlying constraint-solving algorithm. These pragmas are not fundamental to the efficiency of Helios in general and are almost never used in our benchmarks. specifies that the solution-box should be smaller in width than le-6. The default value of this pragma is le-8. It is used when a certain width is requested by the problem statement or to overwrite the default to improve our ability to obtain proofs of existence.
The pragma split specifies the heuristics used to split a box in the branch and prune algorithm used in the implementation.
The default is round robin which is almost always the best strategy for our set of benchmarks. The default can be overwritten by specifying largest first to select the largest box as the next box to split. In general, this strategy is outperformed by round robin. Note that both strategies are standard in interval analysis.
Display
The display section describes the output of Helios.
By default, Helios returns the list of solution-boxes and each solution-box associates an interval with each problem variable. In addition, in optimization problems, Helios displays an interval bounding the global optima. The display section enables to overwrite this default. In particular, it make it possible to specify l which variables to display; a which constraint to display; l whether to display the value of the objective function on each solution-box in optimization problems.
By specifying a subset of the variables, it is possible to visualize only those variables of interest. This is valuable whenever the additional variables have been introduced to factorize some expressions in the hope of improving efficiency. For instance, the kinematics example presented previously could be written as can be inserted just after the body section.
Helios also supports the display of constraints for each solution. For a given solution-box, displaying a constraint consists of displaying the evaluation of its leftand right-sides over the solution-box and of computing the difference between these two intervals. The ability to display constraints is valuable for a number of reasons. On the one hand, the display may expose some numerical problems of the statement, e.g., the intervals resulting of the evaluation of each side may be large. This suggests that the problem is not numerically stable and that another modeling should be proposed.
On the other hand, displaying constraints indicates which constraints are tight, which is of special interest in optimization problems. Consider the constrained optimization problem from [l l] depicted in Fig. 6 . The output of Helios for this problem is as follows: Display: to 17.1 l xl + 38.2 * x2 t 204.2 + x3 + 212.3 + x4 t 623.4 + x5 + 1496.5 * x6 -169 * xi * x3 -3680 * x3 * x5 -3810 * x4 + x5 -18600 * x4 * x6 -24300 * x5 + x6 >= bl; 17.9 * xl + 36.8 l x2 t 113.9 * x3 + 169.7 * x4 t 337.8 t x6 + 1385.2 * x6 -139 * xl * x3 -2450 * x4 * x5 -16600 l x4 * x6 -17200 * x6 * x6 >= b2; -273 l x2 -70 l x4 -819 l x6 + 26000 * x4 t x5 >= b3; 159.9 * xl -311 + X2 + 687 * x4 t 391 * x5 + 2198 * x6 -14000 * xl l x6 >= b4; constraint: Cl,CZ,C3,C4; The display indicates that the first constraint is most probably tight while the remaining ones are not. Note also that there is no evidence that the problem is unstable numerically.
Finally, it may be useful in optimization problems to evaluate the objective function on each of the solution-boxes.
Once again, this gives some indication of the precision of the solution and its numerical reliability. For instance, the unconstrained optimization produces the following display: Note also that Helios contains some vocabulary execution. The facilities enable users to debug the their statements.
for describing how to monitor the correctness and the performance of
Scoping rules
To complete the description of Helios, it is necessary to specify the scoping rules of the language. These rules specify when an identifier is defined and which object it refers to. For instance, in a statement such as Constant :
int n = 3;
x : array[l.
.21 in C-10,101 ;
Body :
it is important to specify which object the identifier n refers to in the expression n + xCn1. The scoping rules are given in three steps. First, the various scopes of Helios are described. Second, the visibility of each identifier is specified. Finally, the scoperesolution algorithm is described. Note that these scoping rules implement automatically our convention that an identifier must be defined before being used.
The various scopes appearing in an Helios statement are as follows:
l The outermost scope, called the global scope, which will eventually contains all variables, constants, ranges, sets, functions, and constraints opens at the beginning of the statement and terminates at the end of the statement.
l A constant, function, or set declaration opens a new scope which is closed at the next semi-colon.
l A set definition opens a new scope that is closed at the definition. l An aggregation operator opens a new scope that is closed at the end of the expression it applies to.
The following rules specify when an identifier becomes visible in a given scope.
l Constant, range, set, variable, function, and constraint identifiers become visible in the global scope at the end of their declarations (i.e., the first occurrence of a semicolon).
l Index variables in generic constants, generic sets, or functions become visible in the innermost scope at the next equality symbol.
l Index variables in an aggregation operator or in a constraint becomes visible in the innermost scope at the end of the signature containing them.
The scope-resolution algorithm, which associates an object (if any) with an identifier, implements the traditional hiding rule. The identifier is first looked up in the innermost scope. If it is not found, the algorithm is applied recursively in the parent scope. The algorithm terminates unsuccessfully if it is applied in the global scope and the identifier is not declared in this outermost scope.
The semantics of Helios
Traditionally, the semantics of modeling language is presented informally in terms of examples as in the previous section. This approach is probably appropriate for modeling languages which serves as front-ends for linear programming given the simplicity of the translation process. However, this approach is much less satisfactory for global optimization because of the nature of global optimization (e.g., a solution may not be representable exactly on a computer) and the fundamentally different functionalities of nonlinear solvers. Indeed, some solvers may produce incorrect results on some systems of constraints, may converge to a local minimum in a minimization problem or even to a point that is not optimal in any sense. As a consequence, the semantics of the modeling language strongly depends on the underlying constraint solver. Without a specification of the solver, users have no reasonable way to interpret the results or to use the system properly. As a consequence, these modeling languages achieve independence of the language and the solver only at a syntactic level.
In Helios, we recognize this potential problem and we describe the semantics of the language in a precise way. The semantics imposes certain requirements on the implementation, it provides users with a number of guarantees on the results of an Helios statement, and it helps them in formulating their statements. As a consequence, the semantics is a step towards independence both at the syntactic and semantic levels.
The rest of this section is organized as follows. Section 3.1 briefly discussed how to transform the Helios statement into a set of constraints. Section 3.2 describes some background on interval analysis. Sections 3.3-3.5 describe the semantics of constraint solving, unconstrained minimization, and constrained minimization, respectively.
Translation
The semantics of an Helios statement is given in two steps. In a first step, the Helios statement is transformed into a set of constraints.
In a second step, the Helios statement is given a meaning in terms of these constraints. The translation of the Helios statement into a set of constraints is discussed in some detail in the implementation section and we will not formalize it in detail. It mainly consists of applying a number of rewriting rules of the form l replace a constant by its defining body; l replace a range by the set of elements it denotes; l replace a generic object by a set of individual objects; l unfold aggregate operators. The output of the translation is a set of constraints (possibly with an objective function to minimize) written in a language whose abstract syntax is specified by the following It is useful at this point to emphasize that the way constraints are written may have a significant impact on the efficiency and accuracy of Helios. This is the main reason for formalizing the language in which constraints are written.
Interval arithmetic
We now turn to some basic notions of interval arithmetic that are necessary to define the semantics of Helios.
We consider !Rm = !R U {-co, cm} the set of real numbers extended with the two infinity symbols and the natural extension of the relation < to this set. We also consider a finite subset B of 9F containing -co,co,O. In practice, 9 corresponds to the floating-point numbers used in the implementation. An interval [a,b] with a, b E 9 is the set of real numbers {r E R / a<r<b}.
Definition 1 (Interval).
The set of intervals is denoted by 9 and is ordered by set inclusion.
Definition 2 (Approximation).
Let S be a subset of 8. The approximation of S, denoted by 3 or q S, is the smallest interval I such that S C Z. We often write i: instead of {r} for r E 32.
In the following, we denote real numbers by the letters r, v, F-numbers by the letters a, b, l,m, u, intervals by the letter I, real functions by the letters f,g interval functions the letters F, G, relations over the reals by the letter c, and interval relations by the letter C, all possibly subscripted. We use a+ (resp. a-) to denote the smallest (resp. largest) F-number strictly greater (resp. smaller) than the F-number a. To capture outward rounding, we use [rj (resp. LrJ) to return the smallest (resp. largest) F-number greater (resp. smaller) or equal to the real number r. We also use I' to denote a box (Ii,. . . ,I,) and r' to denote a tuple (rl,. . . , m). Note that a tuple of n intervals denotes a set of n-dimensional points. A canonical interval is an interval of the form [I, I] is an interval extension of the equality relation on real numbers.
It is important to stress that a real function (resp.) can be extended in many ways.
For instance, the interval function @ is the most precise interval extension of addition (i.e., it returns the smallest possible interval containing all real results) while a function always returning [-co,co] would be the least accurate. It is useful to formalize this concept of optimality precisely.
Definition 4 (Optimal interval extensions).
The optimal interval extension of : Y' + 9 of a function extension of f : 32" + 82 is defined as follows: of@) = o{f(?) 1 r'E f}.
The optimal interval relation oc : F + Boo1 of a relation c : 32" + Boo1 is defined as follows: oc = (7 ( lrlc#0}.
The above definitions can be generalized to partial functions (e.g. [28] ).
Definition 5 (Interval extension of partial functions).
F : .P ---f .f is an interval extension of ,f : D C !P + R if
(1) VfEn: r'E7* f(r')EF (7),
An interval relation C : 9" --) Boo1 is an interval extension of a relation c :
In the following, we assume fixed interval extensions for the basic real operators (for instance, the interval extension of + is defined by 6~) and the basic real relations =, 3. In addition, we overload the real symbols and use them for their interval extensions.
We also assume that interval functions and interval relations are defined using a similar abstract syntax and semantics except that real variables (i.e., xi) are replaced by interval variables (i.e., X;) and rational numbers by intervals. We use CONSTRAINT and FUNCTION to denote the set of interval constraints and functions. Given the interval extensions for the basic operators, it is easy to obtain interval extensions for the constraints of the language. The simplest extension of a function (resp. of a constraint) is its natural interval extension. Informally speaking, it consists of replacing each number by the smallest interval enclosing it, each real variable by an interval variable, each real operation by its fixed interval extension and each real relation by its fixed interval extension. In the following, if f (resp. c) is a real function (resp. constraint), we denote by f (resp. 2) its natural extension.
Example 2 (Natural interval extension). The natural interval extension of the function XI (~2 + x3) is the interval function Xi (X2 +X3
). The natural interval extension of the constraint XI (x2 + x3 ) = 0 is the interval constraint Xi (X2 + Xs ) z 0.
The advantage of this extension is that it preserves the way constraints are written and hence users of the system can choose constraint representations particularly appropriate for the problem at hand. Formally, it can be defined as follows. 
. The natetral extension of a function f (resp. a constraint c) de~ned in our abstract language is an interval extension off (resp. c).
Proof. The proof is by induction on the structure of the function. The result holds for the basic cases (i.e., variables and numbers). Consider now an expression of the form ft + fz. By induction,
G: r'EL+fi(r')E~(Q, VI: r' E I'=+ f2(?) E S(Y)
Since interval addition is an interval extension of real addition, we have that fl (r') + .#-N) f z(r) + Zfr') and the result follows. The other cases are similar. q
Other interval extensions (e.g., centered forms} exist and have been studied extensively (e.g. (281).
Semantics of constraint solving
In this section, we define the semantics of constraint solving in Helios. The semantics imposes a requirement on the output of Helios to be satisfied by any implementation but it leaves conside~ble latitude on how to enforce this requirement. The semantics is defined in terms of two notions. Recall that we assume that all constraints are defined over variables xi,. . . ,x,, . 
Definition 7 (Interval solution and approximation).

Proposition 2. Let Y be a system of constraint and 6 be a range. If F is a solution to ,ip in &, then there exists a box i in $(F,I$) (req. in A(Y,I$)) such that FE z
Proof. If r' is a solution to 9 in &, then there exists a canonical box i such that r' E iC 1;. Since 7 is a solution, c(Y) holds for all c E Y and hence oc(f) and Z(i) hold by definition of interval extensions. cl Interval solutions are the best boxes that we can hope for but it may be impossible to obtain them in general due to numerical errors. Specifying an upper bound is also important, since otherwise an Helios implementation could simply return all canonical boxes. Interval approximations are particularly appropriate as a basis for the upper bound, since they are easy to obtain and since they respect the way constraints are written. In a sense, interval approximations provides a quaiity assurance that is controlled by users. We are now in position to define the semantics of constraint solving in Helios. The key idea is that Helios returns a set of canonical boxes which contains at least all interval solutions and at most all interval approximations,
Specification 1 (semantics of Helios for constraint sulving). Given a set Y of constraints and an initial range Z; for the variables, Helios returns a set H(Y,&) of canonical boxes satisfying
Note that it is not difficult to design a naive implementation of Helios: simply enumerate all the canonical intervals and select those which are interval approximations. The algorithm is guaranteed to terminate whenever the floating-point system is finite. Reasonable implementations may be based on implicit enumeration and may use a variety of pruning techniques. For instance, traditional interval methods uses the interval Newton method as a pruning technique during implicit enumeration, while Newton uses a consistency condition called box-consistency. The following theorem indicates that Helios cannot miss any solution.
Theorem 1 (Completeness of Helios). Let 27 be a set of constraints and let & be the initial range for the variables. If P is a solution to 9 in I;;, then there exists a box 7 in N(Y,I$) such that 7~ I'.
Proof. Direct consequence of Proposition 2. cl
semantics of unconstrained optimization
We now turn to the semantics of unconstrained minimization in Helios. Unconstrained maximization is defined in a similar way. The key notion in this context is the concept of interval minimum. 
The set of interval minima of f for F in & is denoted by Smin( f, F, 4).
The following proposition is the basis of the soundness and completeness result for Helios.
Proposition 3. Let f be a function, F be an interval extension of f, and & be an initial range:
1
. CThe value f" =min{f(?)
/PC&} belongs to m~n(f,F,~).
If r' is a global minimum, there exists an interval minimum 7 such that 7 E 17
Proof. 
If r' is a global mi~irn~, there exists a box f E Smin( f, 6) such that r' E I'.
Proof. Direct consequence of Proposition 3. Cl
Note that the requirement that the initial range contains at least one global minima of the function (without range constraints) is never used. It is however useful to make this ass~ption to obtain faster implementations of Helios.
Semantics of constrained optimization
We now turn to the semantics of constrained minimization in Helios. This semantics is a combination of the semantics for constraint solving and ~cons~~ned optimization. In addition, it requires the following new notion.
Definition 9 (Safe box)
. Let Y be a set of constraints. A safe box for Y is a box containing at least one real solution of 9.
There are a variety of techniques for finding safe boxes nume~cally (see, for instance, [28] for an overview of some of them). In the following, we assume that a set of safe boxes is given to the system. 3
Definition 10 (Interval minimum). Let f be a function, 9 be a system of constraints, & be a range, and B be a set of safe boxes for Y in G and let P be the set of interval solutions (resp. approximations) of 9' in 1;. The interval minimum value (resp. approximation) of f subject to 9' in & for B is an interval [I, u] , denoted by omin(f, Y,&,B) (resp. &&(f, 9, Ii, B)) such that I = mi; I~$(of(l)) (resp. I = n$lef(f^(Zj))
An interval minimum (resp. min-approximation) of f subject to 9' in & for B is a canonical box 7 E P such that
We also denote by oSmin(f,F,g) (resp. S%&(f,F,6)) the set of interval minima (resp. min-approximations). Proof. We only prove points 1 and 2. The proofs for points 3 and 4 are similar. We are in a position to give the specification of Helios for constrained minimization and to prove its soundness and completeness. 
I. f* E min(f,~,~,~). 2. Zf r' is a global minimum, there exists a box I" E Smin(f, Y,&, B) such that r'E r7
Proof. Direct consequence of Proposition 4. q
Pragmatic.5
The above desc~ption assumes that results must be of maximal precision. In practice, it may not be necessary to reach this accuracy and, as mentioned previously, Helios allows users to specify the size of the solution-boxes. In this case, the semantics remains the same, except that canonical boxes becomes boxes of the required precision. Another useful convention is also to allow Helios to return safe boxes whenever they are found, even if the required precision is not obtained. It is easy to generalize the semantics to include this functionality.
The implementation of Helios
The purpose of this section is to sketch the implementation of Helios using Newton, a constraint logic programming language over nonlinear constraints. The key idea behind the implementation is to generate a Newton program which, when executed, returns the results of Helios statement.
A complete description of Newton is available in [34] . However, for the purpose of this paper, it is almost always su~~ient to view Newton as Prolog enhanced with a number of predefined predicates for solving nonlinear constraints and for optimizing an objective function subject to a system of constraints. In other words, the constraintsolving aspects of Newton are encapsulated in predicates of the form solveSystem(Constrai.nts) and minimize(Function,Constraints). 4 The implementation of these predicates is based on a branch and prune algo~thm described in [33] which is an implementation of the semantics of Helios using the concept of box-consistency to prune the search space.
Because of the functionalities of Newton, the main task of the implementation is the translation described in Section 3.1. This translation is performed in two steps:
1. The Helios statement is parsed and a Newton program is generated. 2. The Newton program is executed, it generates a set of constraints, and solves them using one of the predefined predicates. This approach to the implementation of Newton has a number of benefits. First, the symbolic nature of constraint logic programming makes the generation of constraints reasonably easy, since memory management issues are abstracted away. Second, the support of Newton for constraint solving and nondete~inism simplifies the implementation of the solver substantially. Finally, the overall implementation is efficient since the generation of constraints is proportional to the size of the constraint system generated (for reasonable Helios statements).
The rest of this section focuses some of the code generation aspects, since it is somewhat non-standard to generate code in such a high-level language. More details on the implementation can be found in the technical report version of this paper. Fig. 7 presents the top-level part of the code generated by the Helios compiler.
Overview of code generation
Executing predicate top solves the problem described by the corresponding Helios statement. The body of the clause creates a number of arrays to store the constants, functions, and variables of the Helios statement. There is also an array Scope that is used to implement generic constants, functions, and constraints as well as the product and sum operators. All these arrays are collected in a single data structure, the environment, which is used by all other parts of the generated program. The remaining goals in the body of top (except the last one which calls the constraint solver) correspond to the code generated for the various Helios sections: the input, constant, variable, function, and body sections. The rest of this section studies some of these goals in some detail.
A Note on Notation. The Newton code generated by the compiler often contains compiler constants which depends on the particular Helios statement being compiled.
For instance, each name in Helios is associated with a natural number which represents an index in an array. We take the convention of depicting these compiler constants in italics to improve readibility. The top-level of the code depicted in Fig. 7 illustrates this already. 
The input section
The compilation of the input section generates code that queries the user for the values of the input constants and that stores these values in the array Constant. As mentioned previously, the compiler (in the parsing phase) associates a natural number with each name in an Helios statement: this name is used as the index in the array. and assume that 0 and 1 are the natural numbers associated with n and m. The code generated is as follows:
heliosReadInteger('Number of rows:',Local),
heliosReadInteger('Number of columns:',Local), put (Constant, 1 ,Local) ,
Informally speaking, predicate inputs reads the value of the constant n and stores it in the array Constant at index 0, while predicate input, reads the value of the constant m and stores it in the array Constant at index 1. The two predicates are chained together to read the two constants.
The constant section
The compilation of the constant section follows the same basic idea as the code for the input section. The main difference is of course that the value of the constant is not read from the user; rather it is defined by an expression that must be evaluated. In addition, the constant itself can be an array or it can be generic, which complicates the compilation substantially. These details are abstracted inside predicates of the form generateConstantj(Global,Value) which generates the value for the jth constant. We now consider the implementation of this predicate for each of the three kinds of constants: individual, array, and generic.
We assume that the constants are of type real; the same compilation process applies to integer constants. Arrays: An array of constants is also assigned a single entry in the array Constant.
Individual constants:
Of course, the value of this entry does not represent a number but rather an array. In addition, multi-dimensional arrays are represented as arrays of one-dimensional arrays as in Pascal compilers. Fig. 8 illustrates these principles on a 3-dimensional array. The purpose of the generated code is thus to create and initialize this array. Consider the The code generated is as follows:
The interesting part is of course predicate generateconstanta which constructs a list of the dimensions and then calls the library function 1ibBuildArray
to construct the array. The rest of the body creates the list of values in a hierarchical way and calls the library function 1ibFillArray to initialize the array.
Generic constants: The compilation of generic constants follows essentially the same pattern as array of constants. There are however some important differences which complicate code generation. Consider, for instance, the Helios code Constant : fooCi in tl..nl,j in El..lOJI = i-j; Two main differences with an array of constants can be observed. First, the dimension of the array is not necessarily fixed at compile time (e.g. n may be an input parameter). Second, and most important, the value for each position in the array is not given, but rather it must be computed from the expression on the right-hand side. The general pattern for predicate generat&onstanti in the case of generic constants is as follows:
Predicate colloctj is responsible for collecting the dimension of the array. Predicate f illArrayk is responsible for filling the array and is the most difficult part in this case. Filling the array is the most difficult part as mentioned, since the expression must be evaluated for all tuples of indices. The code generated for this step makes use of the array Scope. An index into this array is associated with each of the formal parameters and the corresponding entry holds the current value of the parameter at any given time. The generated code associates a predicate with each dimension.
For generic constants with several parameters, there are as many predicates f illArrayi as the number of parameters and these predicates are once again chained together. The evaluation of the expression takes place at the end of the chain. For instance, the previously shown Helios code
uses two entries in the array Scope and requires the generation of three predicates fillArrayi.
The evaluation of the expression takes place in fillArray2.
Variable section
The code generation for variables is essentially the same as the code for constants. The main difference is that entries in the array Variable do not hold values but rather free variables (that may have been constrained to take their values in some ranges).
Function section
The code generation for the function section once again follows closely the code generation for constants. The main difference is that entries in array Function do not contain numbers but rather expressions, since functions can contain variables. From a code generation standpoint, this does not introduce any complication, since it suffices to omit the evaluation code and to return the expression itself as the result. Consider, for instance, the Helios code Function:
foo(i in [I. .nl,j in Cl. .41) = xCi1 + j;
The entry co~esponding to foo in the array Function simply contains the expression depicted in Fig. 9 .
The body section
The compilation of the body section is responsible for generating the code to create the constraints. Recall that constraints can be individual or generic as was the case for constants and functions. The overall pattern for code generation is based on similar ideas as the code for constants and functions, except that all constraints must be collected. The collecting process is performed efficiently using difference-lists by using the following general pattern to generate n constraints: genThis~onstraintk(Global,Reault,Tail), collocti+l (Global ,Tail) .
collect,+,z (Global, Cl 1.
It remains to describe the generation of a constraint which possibly contains references to arrays, constants, and variables, may call user-defined functions, and may use product and sum operators. The code generated obviously depends on the kind of objects encountered. where objectClass denotes the array Constant or the array Variable depending on the type of reference encountered. otherwise. This suggests the generation of a recursive predicate that makes a case analysis to filter the value of the index variable.
Complexity results
We now justify more formally why the implementation of Helios is efficient and, in fact, comparable in efficiency with a Newton program with the same functionality. Proof. Direct consequence of the fact that the compiler produces a constant number of instructions per node of the syntax tree. 0
The second result concerns the generation of the constraints. An Helios statement denotes a set of constraints in our abstract language (and possibly an evaluation ftmction). Informally speaking, the constraint generation part of the Newton program runs in time linear in the size of the generated constraints. However, the formal result should account for the fact that the statement can define generic objects that are never used in the constraints, sets which fiiter all their elements, and other sin~la~ties of this nature. Proof. The proof is by inspection of the various code patterns. 0
These two results indicate that the Helios implementation is essentially comparable in efficiency with a program directly written in Newton, since this last program should generate the same set of constraints. This explains the small overhead of Helios compared to Newton.
Ex~rimental results
We now turn to the experimental resuhs of Helios on traditional benchmarks. We consider successively equation solving, unconstrained optimization, and constrained optimization.
We start with experimental resuits of Helios on a variety of standard benchmarks for equation solving. The benchmarks were taken from papers on numerical analysis [24] , interval analysis [lo, 12,231, and continuation methods [35, 27, 26, 20] . Complete details on the benchm~~ can be found in 133,341. We also compare Helios with a traditional interval method using the Hansen-Segupta's operator, range testing, and branching. This method uses the same implemen~tion technology as Helios and is denoted by HRB in the following. 5 Finally, we compare Helios with a state-of-the-art continuation method [35] , denoted by CONT in the following. Note that all results given in this section were obtained by running Helios on a Sun Spare 10 workstation to obtain all solutions. In addition, the final intervals must have widths smaller than 10~*. The results are summarized in Table 1 . For each benchmark, we give the number of variables (v), the total degree of the system (d), 6 the initial range for the variables, the times in seconds to compile the Helios statement (Helios (C)), to generate the constraints (Helios (G)), and to solve them in Helios (Helios (S)), as well as 5 Some interval methods such as [9] are more sophistical than HRB but the sophistication aims at speeding up the computation near a solution. Our main contribution is completely orthogonai and aims at speeding up the computation when far from a solution and hence comparing it to HRB is meaningful. 6The degree of the system is the product of the degree of each equation which is the highest degree of product terms. the solving times for the other two methods. Note that the times for the continuation method are on a DEC 5000/200. A space in a column means that the result is not available for the method. A question mark means that the method does not terminate in a reasonable time ( > 1 h). It is interesting to see that the compilation and generation times are almost negligible, showing that the cost of Helios over direct proving is really minimal on these benchmarks. Note that Helios solves Broyden, Morh-Cosnard, and interval benchmarks il , i2, i5 without backtracking (contrary to most interval methods we know of). Table 2 describes the results of Helios on unconstrained optimization. The benchmarks were taken mainly from [ 18, 25, 30, 32] and, for each of them, we give the number of variables, the range of the variables, the time for compilation, generation, and solving as well as the number of splits. Full details on the benchmarks can be found in [34] . The expe~mental results once again exhibit a number of interesting facts. First, compilation and generation times are in general negligible. Second, Helios is able to solve problems such as Levy5 and Levy6 in essentially linear time in the number of variables. Helios solves the problems Ratz25, Ratz27, and Ratz210 without splitting. These problems were used in [30] to study splitting strategies.
Constrained optimization
We now turn to constrained optimization problems which are, in general, very difficult to solve. Table 3 summarizes some of our computation results on some of the toughest problems from [ 111. We give the number of variables in the initial statement (u), the number of constraints (c), the times for compilation, generation and solving, and the number of splits. Note that, for a problem with n variables and m constraints, the system generates a constraint problem involving n + m variables when using the Fritz-John conditions. 
Related work
In this section, we relate Helios to the systems it is most closely related to: the modeling language AMPL and the programming language Newton.
Comparison with AMPL
We first compare Helios to AMPL, which is one of the most advanced modeling languages. Ref. [5] contains a comparison of many modeling languages including GAMS and LINDO. From a syntactic standpoint, most of these languages are, in fact, very closely related.
Since Helios was primarily inspired by AMPL, it is not surprising that many of its concepts such as ranges, constants, sets, aggregation operators, and generic objects have direct counterparts in AMPL. These concepts are in fact closely related to the traditional mathematical notations and the differences between Helios and AMPL are essentially due to personal styles of the designers. However, Helios makes a number of contributions to the field of modeling languages.
As far as the application domain is concerned, Helios is the first (to our knowledge) modeling language for global optimization based on interval analysis. As a consequence, and contrary to other modeling languages, Helios provides soundness and completeness guarantees on its results. In particular, it is guaranteed to find all isolated solutions in constraint solving problems and all global optima in optimization problems.
As far as the syntax is concerned, the main novelty of Helios is the output of the statements: Helios returns a set of solution-boxes while AMPL and the other modeling languages we are aware of returns values. The ability to return intervals is critical to guarantee the soundness and completeness properties of the results. Another novelty is the concept of soft constraints which is also motivated by our application area and our desire to produce guarantees on the results.
As far as semantic issues are concerned, Helios differs significantly from other modeling languages. Traditional modeling languages abstract the syntax of constraint solvers but their semantics strongly depend on the nonlinear solvers used in the implementation. Although this is probably not a major issue for modeling languages which act as front-ends to linear programming solvers, it becomes a significant problem for global optimization for reasons that we mentioned several times already. The semantics of Helios as presented in this paper makes it possible to abstract not only the syntax of a given solver but also its operational behavior provided that it respects our basic requirements. As a consequence, the resuIts of Helios cayl he interpreted i~de~e~dentl~ of the implementation.
It is also useful to compare the use of Helios with direct programming in Newton to understand better the practical cont~butions of Helios.
Helios was motivated by the fact that most applications of Newton come from scientists who would prefer to avoid learning a specific pro~amming language to Our results in the previous sections have also indicated that the additional functionality comes at a reasonable price: Helios statements are comparable in performance to
Newton programs. The main conceptual reason explaining this result comes from our complexity results for the compilation and constraint generation phases and from the fact that most Newton programs follow a pattern of contraint generation and choices, which seems relatively uniform across our applications. Of course, Helios is more limited than Newton: it is not a full programming language and it does not let users write their own strategies for solving a problem (e.g., decomposition techiques, choice heuristics, . . .). Some of these limitations could be removed at the expense of a more complex language. However, many problems seem in fact to require the standard search strategies only.
Conclusion
In this paper, we have introduced Helios, the first (to our knowledge) modeling language for global optimization using interval analysis. Helios makes it possible to state global optimization problems almost as in scientific papers and textbooks and is guaranteed to find all isolated solutions in constraint-solving problems and all global optima in optimization problems. Helios statements are compiled to Newton, a constraint logic programming language using constraint satisfaction and interval analysis techniques, From a user standpoint, Helios simplifies significantly the solving of these applications, while introducing a negligible overhead compared to direct programming in Newton.
From a modeling language standpoint, Helios differs from traditional modeling languages by its sound semantic foundation. We defined its semantics through a set of minimal requirements. Any implementation satisfying these requirements enjoys some nice soundness and completeness properties.
From an implementation standpoint, Helios indicates that constraint logic programming is an appropriate tool for implementing modeling languages. We showed that Helios statements can be compiled in linear time into Newton programs and that these Newt on programs generate the set of constraints denoted by the statement in time linear in the size of the set (for reasonable statements).
