Abstract. We study random two-dimensional spanning forests in the plane that can be viewed both in the discrete case and in their scaling limit as slight perturbations of an uniformly chosen spanning tree. We show how to relate this scaling limit to a stationary distribution of a natural Markov process on a state of abstract graphs with non-constant edge-weights. This simple Markov process can be viewed as a renormalization flow, so that in this two-dimensional case, one can give a rigorous meaning to the fact that there is a unique fixed point (ie. stationary distribution) in two dimensions for this renormalization flow, and when starting from any two-dimensional lattice, the renormalization flow (ie. the Markov process) converges to this fixed point (ie. converges in law to its stationary distribution).
Introduction
Phase transition and critical phenomena are now considered from the physics point of view to be a fairly settled issue, thanks to numerous important works of these last 70 years. On the mathematical side, there now exists a couple of important discrete two-dimensional models for which one can really prove that the discrete critical system converges to a continuous scaling limit (that turns out to be conformally invariant), but many fundamental problems remain unsolved. This includes the existence and the description of scaling limits for three-dimensional models, and the understanding of the universality question (for instance: How can one prove that for a given model -say the percolation model -in a given dimension, all its critical versions behave in the same way in the scaling limit, independently of the chosen lattice?).
In [21] , a fairly simple renormalization formalism is described that enables to view the conjectured scaling limits of perturbations of the critical FK-percolation models (recall that these form a family of models very closely related to Ising and Potts models) as stationary distributions of a simple Markov process on a state of discrete random weighted graphs (see [21] for more details, motivation and references). In the present paper, we explain how to implement this set-up for one of the mathematically best understood models, namely the uniform spanning tree (UST). Recall that one can interpret this model as being part of the class of critical FK-percolation models (in the limit when the parameter q governing the FK model goes to 0) and that existence of the scaling limit, its description (via SLE curves) and universality (i.e. USTs on different lattices have the same scaling limit) have been proved in two dimensions [14] , and that some partial results are even available in three dimensions [11] .
In some sense, our approach in the present paper is the analogous study -in the case of the UST -of some features of critical percolation that had been derived by Garban, Pete and Schramm [7, 8, 9] , who described the scaling limit of what one sees when one dynamically goes through the phase transition of planar percolation (when opening at random and independently the edges or sites one after the other).
Our perturbation of the UST corresponds to a simple two-step procedure: First sample a UST and then erase some of its edges uniformly at random (in a Poissonian way). One then obtains a random forest because some edges of the tree are missing. It is a uniformly cut uniform spanning tree.
Alternatively, we can view the erasing procedure in the reverse way, and let the different edges of the UST appear one after the other in random order (and possibly stop a little bit before all edges have appeared). If we now observe these edges appearing one by one (using the previously described rule) without knowing a priori what the UST is going to be, one discovers only progressively which edges are eventually going to be in the UST. The first important and simple observation is that this dynamics is in fact a simple Markov process on a set of subgraphs (i.e. on the set of forests) of the original graph, with jumps of this Markov process corresponding to the opening of an edge (i.e. to the merging of two trees into a single larger tree).
Let us spend a few lines to explain in more detail this simple discrete dynamical Markovian construction of the UST in a finite connected graph G with N vertices. At step one, sample a UST in G, and choose uniformly at random one of the N − 1 edges of this UST, that we call e 1 . Now, at time 1, we define G 1 to be the graph with vertices those of G, but with just one open edge, e 1 . Next, we want to choose a second edge. The conditional law of the UST given that e 1 has been chosen in the first step is just the distribution of the UST conditionally on the event that it contains e 1 (this is just because for each tree that contains e 1 , the probability to choose e 1 in this first step is the constant 1/(N − 1)). Hence, in order to choose the second edge e 2 , we can sample a UST in the new graph obtained when merging the extremities of e 1 and then choose an edge uniformly at random in this tree. After N − 1 such steps, one has in this way constructed a UST T on G with edges e 1 , . . . , e N −1 . It is then immediate to check that this construction of the UST is the time-reversal of the procedure where we first sample the UST T, and then erase its edges one after the other uniformly at random.
This discrete-time procedure has a simple continuous-time counterpart. Since the number of edges in a spanning tree is anyway a graph-dependent constant, one can choose the rate at which an edge e between x and y opens at a given time t to be the probability that e will eventually belong to an UST in the graph G t obtained from G by contracting all its edges that have been already open before time t. Note that this rate is just the effective resitence of the edge e in the graph G t (ie. it is the current that flows through e when a total of one unit of current is sent from the tail of e to the tip of e, see for instance [16] ).
It is easy to generalize this continuous-time Markov process construction of the UST to infinite graphs, for instance to Z d . Then, when time is getting very large, while locally (say near the origin) the structure of the graph converges to that of the UST (or the uniform spanning forest (USF) if d ≥ 5), on a very large scale L, there are still a lot of edges of the final tree (or forest) that have not yet been opened, so that the clusters that one sees are all of size much smaller than L. And if one chooses an appropriate scale L(t) (a procedure referred to as finite-size scaling), then the picture looks a little bit like the scaling limit of the UST that has been cut into multiple pieces in a Poissonian way. Hence, modulo appropriate rescaling, the picture when t → ∞ looks like a "near-critical forest".
In order to study the behavior of this Markov process in its scaling limit, we will be to introduce a slightly different setting. Each forest F in our original graph G is naturally associated to a more abstract graph S(F ) with edge-weights, the structure graph of F :
• Clusters c of F corresponds in a one-to-one way to sites s(c) of S(F ).
• When two clusters c and c are not adjacent, there is no edge joining s(c) and s(c ).
• When two clusters c and c are adjacent, then s = s(c) and s = s(c ) are joined in S(F ) by an edge (s, s ) with weight w(s, s ) given by the number of edges (of the original graph G) that connect c to c . Cutting the UST in a Poissonian way (the white edges are removed from the tree)
The previously described Markovian dynamics (F t , t ≥ 0) on the state of forests induces a Markovian dynamics (S(F t ), t ≥ 0) on this state of weighted graphs (because the only information about F t that is used to describe the future evolution of the forest can be encapsulated in s(F t )). The timeevolution for S(F t ) then corresponds to the merging of neighboring sites s and s (i.e. collapsing of the edge (s, s ) between them) that occurs at a certain rate depending on all the weights w (i.e. it depends on the entire graph S(F t )). When one collapses s and s into a site ss , then the new edge-weightsw are simply given byw(ss , s ) = w(s, s ) + w(s , s ), while the edge-weights corresponding to edges that are not adjacent to ss are left untouched. Note that if F 0 has finitely many sites, then for any large enough time, s(F t ) is just a graph with one single point and no edge (as it corresponds to the image of a tree under S). 3 We are now finally ready to describe in loose words the main results of the present paper:
(1) We will first see that the definition of our Markov process on discrete structure graphs can be extended to a space of graphs with unbounded degrees, that one can view as the space of scaling limits of discrete structure graphs. The core of the paper is then to prove that the scaling limit of the Markov process (on discrete graphs) is indeed this Markovian continuous process (it is not clear whether the scaling limit of a Markov process is Markov). This will already build on the description of the scaling limit of UST via SLE, and on the predicted convergence of the renormalized length of these branches to their continuous counterparts. (2) Then, we will observe that in the case where one focuses on the UST in the whole plane, one gets a probability measure on this space of configurations that will be invariant under a rescaling of this Markov process. This stationary measure can be interpreted as the scaling limit of near-critical planar UST (it describes random forests). Hence in the present case, one has described a setting in which renormalization makes complete rigorous sense: when one starts from a two-dimensional lattice and runs the Markov process, the graph converges locally (in distribution) to the UST, and when one looks at the graph from further and further away, it converges to the fixed point of this Markov process, that describes the near-critical scaling limit (rather than the scaling limit itself). Here is a list of some of the main technical features and tools that we shall use:
• We will use the framework introduced by Schramm [18] in order to describe the set in which our discrete objects (the UST, the near-critical forests) and their scaling limits live in: One encodes the limit of these near-critical forests to be the (countable) family of its "continuous backbone branches" (corresponding to the limit of the macroscopic branches of the cut UST).
• On this set of continuous forests, we will then define the dynamics. While the discrete dynamics are clearly Markovian, it is not obvious at all that the continuous process is (as some information may have disappeared in the scaling limit). This is the same key-problem as in the case of near-critical percolation studied in [7, 8, 9] . In order to prove this, we need a careful analysis of the discrete to continuous limiting procedure, and we shall use some stochastic comparisons between the evolutions of various graphs under our dynamics.
• We rely on the convergence of the branches of the UST (i.e. loop-erased random walks converge to SLE 2 , as proved in Lawler, Schramm, Werner [14] ) but one also needs to control the clocks of our dynamics i.e. the number of edges on these branches, as they control the time-evolution. For this, we will assume a statement that roughly says that the appropriately scaled limit of the length of long loop-erased random walks converges to a conformally covariant continuous quantity (sometimes called the "natural parametrization" of the corresponding SLE 2 ). Therefore all our theorems in the present version of the preprint are conditional results, assuming this non-trivial fact. However, current work in progress may soon prove this assumption to be correct, so that we hope to be able to turn therefore our conditional statements into plain statements in a new version of this preprint within some months.
The paper will be structured as follows:
• In Section 2, we first recall some features of UST's, briefly define Schramm's framework for scaling limits, and investigate the scaling limit of the cutting of UST's in bounded domains.
• In Section 3, we study the time-reversal of the cutting dynamics seen on "structure graphs", and state our first main result, i.e. that this time-reversal is Markovian. We then explain why the whole-plane version of these results can be interpreted in terms of a renormalization flow fixed point.
• In Section 4, we prove the technical lemmas on discrete UST events, that are needed in the previous proofs.
Let us conclude this introduction with a few words about "near-critical" models, in order to stress the fact that the near-critical forests that we construct and describe here are not exactly part of the FK-percolation family (this feature also appears in the general setup described in [21] ). Recall that the word critical (in critical models) here usually refers to the fact that one considers a oneparameter family of lattice models, and that there is a phase-transition for this "critical" value of the parameter. However, there are often more than one parameter that one can play with in order to perturb the discrete model, and therefore several possible near-critical models.
On a finite-graph, it is well known that the law P 0 of the uniform spanning tree can be viewed as the limit when p → 0+ and q = o(p) of the random cluster (or FK)-measure P p,q (indeed, the fact that q → 0 faster than p ensures that most of the mass of P p,q sits on the configurations with just one connected component, and the fact that p → 0 ensures that the system uses the minimal amount of edges).
When q → 0 and p > 0 remains fixed, the measure becomes simply P p,0+ which is critical percolation conditioned to have exactly one connected component. On the other hand, when q → 0 and p is of the same order as q, then the limit will be supported on forests (i.e. collections of trees). More precisely, when p = q, the q → 0 limit is the uniform measure on forests and when p = αq, the limit measure is the percolation measure of parameter α/(1+α) conditioned on the nonexistence of open circuits. This leads (via finite-site scaling, tuning α(N ) appropriately, and letting q → 0 and N → ∞) to a continuous model, that corresponds to a near-critical continuous uniform spanning forest, and is a perturbation of the continuous UST. However, the object obtained via such a construction will differ from the one that we study in the present paper (and that is obtained from first sampling the UST and then cutting some edges uniformly at random). Indeed, the discrete measures P α0+,0+ assign the same probability to different forests that have the same number of trees, whereas in our cutting perturbation of the UST, the weight of a configuration depends in a non-trivial way on the lengths of the boundaries between the trees in the forest (as they indicate how many possible ways there were to construct the forest by cutting a tree at random).
2. UST and UST limits 2.1. General UST Background. Let us very quickly browse through some of the standard UST features and definitions that we will use.
The uniform spanning tree (UST) T(G) on a finite connected graph G is a random subgraph of G that has been uniformly chosen among those connected subgraphs that contain all vertices of G, and are cycle-free. If G is an infinite graph, one can define a similar object T(G), the free uniform spanning forest or USF (see e.g. [6] ), as the weak limit of USTs on G n , where G n is any increasing exhaustion of G by finite connected subgraphs. Depending on the infinite graph, this uniform spanning forest can be almost surely a tree, or not. In Z d for d ≤ 4, the free spanning forest is actually a.s. a tree (and called a UST as well).
The notion of UST can be extended to weighted graphs: Let G = (V, E) be a finite graph and c : E → R + denotes its weights. Then the weighted spanning tree is the probability measure on the set of all spanning trees such that the probability to choose a tree T is proportional to e∈T c(e). If G is an infinite weighted graph, one can define the weighted free spanning forest, a probability measure on the subgraphs of G, as the weak limit of the weighted spanning tree on G n (where G n is any connected exhaustion of the weighted graph G). This definition in fact works even if the graph is not locally finite (i.e. sites are allowed to have infinitely many neighbors, and the sum of the incoming weights is even allowed to be infinite). Similarly, depending on G, this weighted free spanning forest can almost surely be a tree or not.
Suppose now that T is a spanning tree of the graph G and that V is a finite set of vertices G. We will denote by T V the minimal connected subgraph of T containing V . If F is a forest (a disjoint union of trees) of G, then we define F V as the reunion of the subtrees generated by V on all the connected components of F .
Wilson [22] provided an algorithmm to sample from the UST measure on a finite graph G, by iteratively generating branches as loop-erased random walks on the graph G: Enumerate the vertices of your graph G : x 0 , x 1 , · · · , x N . At the n-th step of the algorithmm we have constructed a tree T n ⊂ G that will eventually turn out to be T x 0 ,...,xn . Start with a single point T 0 = x 0 . To build T n , run a simple random walk X n on G started from x n and stopped upon hitting T n−1 . Consider the (chronological) loop-erasure γ n of X n , and let T n = T n−1 ∪ γ n . Then, the final tree T N has the law of a UST on G.
It is well-known that Wilson's algorithmm can be extended to (locally finite) infinite graphs such as Z d , as well as to weighted graphs (one just needs to replace the simple random walk by a random walk with non-constant conductances). This generates a random infinite forest, known as the wired spanning forest. In Z d or in graphs that are obtained from Z d by contracting or erasing some edges, the free USF and the wired USF coincide, see [6] .
At some points in the paper, we will use coupling results between USTs in various domains (this type of result is in fact instrumental in deriving the existence and properties of some of the objects mentioned above, such as the free USF).
Let us first recall ([6, Corollary 4.3-(a)]) that if one considers two connected graphs G and G with the same vertex sets, but where the set of edges of G contains the set E of edges of G , then it is possible to couple the UST in G with the UST in G in such a way that T(G) ∩ E ⊂ T(G ) almost surely.
Suppose now that I is a collection of edges of a finite graph G, and let I 1 ⊂ I 2 be two subsets of I that can be both completed into spanning trees of G by adding edges that are not in I. Let T 1 (resp. T 2 ), be the uniform spanning tree T(G) on G, conditioned on T ∩ I = I 1 (resp. on T ∩ I = I 2 ). It is then possible to couple T 1 and T 2 in such a way that T 2 ∩ I c ⊂ T 1 ∩ I c almost surely.
Indeed, one can first condition both USTs to contain all edges in I 1 and no edge in I \ I 2 (and this corresponds to just removing the edges of I \ I 2 from the graph and to collapse all edges of I 1 ). Hence, one needs only to treat the case where I 1 is empty and I 2 = I, which can be deduced from the previously mentioned result by conditioning on I ∩ T 1 .
Again, these results have fairly obvious generalizations to the case of weighted graphs (we safely leave their proofs to the readers).
2.2.
Schramm's framework. In order to describe the scaling limits of our forests, we will use the framework introduced by Oded Schramm [18] ; let us briefly review its basic features (we refer to Section 10 of [18] for details).
For a compact topological space X, let us call H(X) the set of compact subsets of X equipped with the Hausdorff topology; recall that H(X) is itself a compact space.
We call Schramm space OS in the Riemann sphereĈ the set H(Ĉ ×Ĉ × H(Ĉ)) equipped with its Hausdorff topology. Similarly, when Ω is a simply-connected bounded domain of the plane with C 1 boundary, we define
The distance of this Hausdorff topology on OS or OS Ω is denoted by d H . Note that as we took Ω to be bounded, it does not matter whether one works initially with the spherical or Euclidean distance in Ω. All these spaces are compact, so that any sequence of probability measures on those spaces possesses subsequential limits.
In the framework of uniform spanning trees and their scaling limits, one considers very special elements in OS (in particular elements G in OS with the property that if (a, b, K) ∈ G, then K is a continuous path from a to b, and (b, a, K) ∈ G). A discrete graph embedded in the plane can be encoded by its path ensemble, i.e. by a point G in the Schramm space such that G = (a, b, γ) where a, b run over all couple of points in the graph and γ runs over all simple (continuous) paths joining a to b in the graph. In particular, when a or b does not belong to the graph or if a and b are in different connected components, then there is no triplet of the form (a, b, γ) in the corresponding path ensemble.
The UST on a discrete graph embedded in the plane can then be viewed as a probability measure on OS, and by compactness, it has subsequential limits when one lets the mesh of the lattice go to zero. As we shall now recall, this subsequential limit is in fact a limit: From now on and until further notice, Ω will denote either the entire plane or a simply-connected bounded domain of the plane with C 1 boundary, and Ω δ is a simply connected discretization of it at mesh size δ (for instance in δZ 2 ; when Ω is the entire plane, just take Ω to be δZ 2 ). Let us consider the UST T(Ω δ ) and its path ensemble denoted by
The branches of uniform spanning trees are loop-erased random walks (LERW), which have been shown by Lawler, Schramm and Werner to converge to SLE 2 paths in the scaling limit (this convergence holds for paths parametrized by "Loewner capacity" which yields in particular convergence for paths up to monotone reparametrization), [14, Theorem 1.1].
As explained in [18] , the convergence of LERW to SLE 2 , together with estimates building on Wilson's algorithmm yields the convergence of the UST to its continuous limit in the Schramm space (we will refer to results and statements that are proved in other papers or preprints as "results" in order to make the distinction with the lemmas and propositions that are proved in the present paper): There exist other possible descriptions of the scaling limits of USTs (for instance via the contour process of the tree, that converges to SLE 8 ) but we will not use them here. We will just call the random object G(0) the continuous UST in Ω. Theorem 1.5 of [18] lists various properties of G(0) (that for instance explain why one can call it a random tree). In particular, for every given x, y ∈ Ω, there exists almost surely a unique ω ∈ H(Ω) such that (x, y, ω) ∈ G(0). Moreover, if x = y, then ω is almost surely a simple path, and if x = y, then ω is almost surely a single point. There are some random exceptional points, for which this uniqueness statement does not hold (these points are nonetheless well-understood, in terms of the dual tree). However, existence never fails i.e., almost surely, for any x and y, there exists at least one ω ∈ H(Ω) such that (x, y, ω) ∈ G(0).
There are several ways to approximate the continuous UST in the Schramm space by somewhat simpler (continuous) objects. It is for instance natural to consider a dense deterministic sequence of points z 1 , z 2 , . . . in Ω and to define for each n the finite subtree T z 1 ,...,zn consisting of just the branches that join z 1 , . . . , z n (we have seen that they are unique), and to see that when n → ∞, this finite tree almost surely converges to the continuous UST in OS. This last statement holds in a strong way: the finite trees approximate well the entire tree in the sense that for all ε > 0, the whole tree is formed of the finite tree T z 1 ,...,zn ε plus some paths of diameter smaller than ε with high probability. This key property was derived in [18] and we now state it more precisely.
In what follows, when Ω is the entire plane, we will use the spherical distance. We say that a subset G ε of some G ∈ OS Ω is a strong ε-approximation of G if for any point (a, b, ω) ∈ G, we can find
When G encodes the branches of a tree, approximations of this kind can be found by somehow removing the part of the branch (a, b, γ a,b ) in an ε-neighborhood of a and b (in [18] , Schramm defined the ε-trunk as a subtree of the UST where the part of the branches which are ε close to the leaves are removed. It is then obvious that the ε-trunk considered in the Schramm space is a strong approximation of G(0)). Note that, in particular the distance between G ε and G is smaller than ε. The following result is a key step in [18] towards the proof of Result A.
Result B. [18, Theorem 10.2] For any cut-off ε > 0, we can find a scale δ ε > 0, such that for any mesh size δ < δ ε and for all set of vertices (z 1 , · · · , z n ) being a δ ε -net of Ω (i.e. every point in Ω is within distance δ ε of one of the z i ), the finite tree T z 1 ,...,zn (Ω δ ) generated by z 1 , · · · , z n viewed in the Schramm space OS Ω is a strong ε-approximation of G δ (0) with probability greater than 1 − ε.
As a consequence (see [18, Corollary 10.3] ), for all ε > 0, there exists n such that the continuous subtree T z 1 ,...,zn (Ω) is a strong ε-approximation of the continuous UST G(0), with probability greater than 1 − ε.
Dual trees and boundary conditions. It is well known that for a planar graph (i.e. embedded in the plane so that no two edges cross), one can associate to each spanning tree T on the graph G a dual spanning tree on the dual graph, and that if T is sampled according to the UST measure, then the dual tree is sampled according to the UST measure in the dual graph. When G is a portion of the lattice Z 2 , then the dual graph is a portion of the lattice (Z + 1/2) 2 , with the boundary vertices identified (this corresponds to wired boundary conditions). In the discrete case, one can define G δ (0) in the Schramm space as being the dual tree of G δ (0) (i.e. the element in the Schramm space corresponding to the dual of the tree T(Ω δ )). By taking subsequential limits, one can then have convergence in distribution of the couple (G δ (0), G δ (0) ). It is explained in [18] that in fact, the limit of G δ (0) is a deterministic function of the limit of G δ (0). We again refer to [18] for details (in particular about boundary conditions for the USTs).
Building on Wilson's algorithmm, it is fairly easy to compare UST's with different boundary conditions, and to deduce the convergence (when the mesh size goes to 0) of the UST in the entire plane from the convergence in bounded domains. For instance, if one considers n points y 1 , . . . , y n in the plane, and the law of the finite tree T δ n obtained by sampling the (smallest) part of the UST in δZ 2 that contains n points on this grid that are at distance smaller than δ from y 1 , . . . , y n , then the law of this tree will converge as δ → 0 to the law of a finite SLE 2 -tree joining y 1 , . . . , y n . Furthermore, the law of this finite continuous tree is the limit when R → ∞ of the law of the corresponding tree, in the domain {z : |z| < R}.
UST and lengths of branches.
We now want to extend the previous convergence in distribution of the discrete UST to the continuous one, when one adds also the information about the lengths of the branches of tree. It is known since Rick Kenyon's paper [12] that the mean number of steps of a LERW grows like δ −5/4+o(1) as the mesh-size δ goes to 0 (see also [17, 4] for closely related sharper estimates and results).
On the other hand, it is also known that the scaling limit of LERW (i.e. SLE 2 ) is a random simple curve with Hausdorff dimension 5/4 [3] . In fact, it has been recently shown [13] than SLE 2 can be naturally parametrized (i.e. as a continuous curve) by its 5/4-dimensional Minkowski content. Recall that the d-dimensional Minkowski content of a curve γ is defined as:
provided that the limit exists.
It is natural to expect that in fact, the suitably renormalized discrete length of the LERW should converge to the 5/4-dimensional content of the limiting SLE 2 . This non-trivial fact turns out to be correct: Let Ω be a bounded simply connected domain such that 0 ∈ Ω and for each δ, recall that Ω δ is a lattice approximation of Ω in δZ 2 . Consider a loop erased random walk starting at 0 in Ω δ (i.e. the loop erasure of a simple random walk stopped when it hits ∂Ω δ ), that we view as a continuous curve that takes one unit of time to cross an edge, and denote by γ δ its time-reversal. The following result will be an essential building block in our paper, that enables us to fine-tune the scale and control the cutting procedure.
Assumption C (Branch in the wired UST). The curve t → γ δ (t/δ 5/4 ) converges in distribution towards the radial SLE 2 in Ω (starting from a point chosen with respect to the harmonic measure on ∂Ω seen from 0) in its natural parametrization, for the topology of supremum norm (in order to accommodate the fact that the paths have different time-duration, one can let them stay at the origin when they hit it).
Combining this with Wilson's algorithmm and the convergence of the discrete wired UST in bounded domains Ω yields readily the following more general result:
Consider finitely many points z 1 , . . . , z n in Ω (and at positive distance from its boundary), and for each δ an approximation of these points on δZ 2 in order to sample the tree T δ z 1 ,...,zn that joins these n points in the wired UST (note that this tree can contain "the boundary point" i.e. it can be geometrically speaking be a forest). Then, we know that when δ → 0, this tree converges in distribution to its continuous counterpart T z 1 ,...,zn .
But we know also that the Minkowski-content of a curve is a deterministic function of the curve, and of course that the arc-length is a deterministic function of a discrete curve too. The previous assumption can therefore be upgraded to the convergence of the discrete tree with arc-length parametrization (say, from the point z 1 ) because the tree is just a subset of the union of the branches described in the previous Assumption, and the Minkowski-content is a deterministic function of the continuous tree.
From this, one can deduce the analogous results for the free UST and the full-plane UST.
• The same holds for the UST with free boundary conditions. In order to see this, one can for instance notice that in the discrete case, on the event where this tree remains at a given positive distance from the boundary of the domain, the Radon-Nikodym derivative of its distribution with respect to the distribution with wired boundary conditions remains bounded, and in fact converges to a continuous expression (for instance expressed in terms of a Brownian loop-soup) in the scaling limit. This Radon-Nikodym derivative can then in fact be used to define the law of this finite SLE 2 tree (with free boundary conditions) in the continuous limit.
• The same holds for the UST in the entire plane: The Radon-Nikodym derivative of the law of the finite tree (when restricted to the set of trees that remain in the ball of radius r 1 ) between the law in the disc of radius r 2 > r 1 and in the whole plane does tend to 1 uniformly with respect to δ, as r 2 → ∞.
As already mentioned in the introduction: Most of the present version of this preprint will rely on Assumption C and on these two consequences, so that our results are conditionnal results. However, we hope to be able to update this preprint soon, and to remove this condition, based work in progress by Lawler and Viklund [15] . 2.4. Scaling limit of the cutting dynamics. In the following, Ω is either the entire plane or a simply connected bounded domain with C 1 boundary, and Ω δ denotes its discretization at mesh size δ.
Let us now define the discrete cutting procedure. Let (−τ e ) be a family of i.i.d random exponential times with mean δ −5/4 , indexed by the set of (non-oriented) edges e of Ω δ . We start at time t = 0 with a UST G δ (0) on Ω δ independent of the family (τ e ). For a fixed time t < 0, we define G δ (t) ⊆ G δ (0) to be the spanning forest that is obtained from G δ (0) by removing all the edges e with τ e ∈ (t, 0] (viewed in the Schramm space, we remove all the paths that go through at least one of these edges). This defines a nested family of forests (G δ (t)) t≤0 . Note that the limit point G δ (−∞) is a graph without edges (encoded in the Schramm space by the point v∈Ω δ (v, v, {v})). On the left hand side, the forest at time t = −1 of the dynamics with some of its clusters highlighted (the yellow edges were removed from the initial UST) and, on the right hand side, its connected components.
Let us now define the continuous counterpart of this discrete cutting procedure. We first sample (for a given Ω) the continuous UST T = G(0). For any fixed z 1 , . . . , z n , the 5/4-Minkowski content of the tree T z 1 ,...,zn is finite. We then sample a Poisson point process on this finite tree where marked points appear with (negative) time with an intensity given by this 5/4-Minkowski content. As we do this simultaneously for any finite set of points z i , we in fact are having marks appearing on the Note that when Ω is the entire plane, the underlying metric used to define the Schramm space is the spherical metric, but the cutting procedure uses the 5/4-dimensional content associated to the Euclidean metric, as it should correspond to the limit of the discrete length of the LERW on the graph. Proposition 1. The process (G δ (t)) t≤0 converges in distribution (in the sense of finite-dimensional distributions in OS Ω ) towards the process (G(t)) t≤0 .
Note that it is possible (and quasi immediate) also to state a similar result for a stronger Skorokhod-type convergence on càdlàg processes.
Proof. We fix t 0 , and ε, η > 0, and find n such that with probability greater than 1 − η, the finite subtree T n := T z 1 ,...,zn generated by z 1 , · · · , z n is a strong ε-approximation of G(0) i.e. differs from it by appending pieces of paths of diameter less than ε (by a slight abuse of notation, T n will represent the tree both as a union of branches and as a point in Schramm space). In particular, to understand the cut forest G(t) up to a distance smaller than ε, it is enough to look at what is happening inside T n . Let us denote T n (t) the cutting of the tree T n , i.e. the graph T n ∩ G(t) ∈ OS Ω .
We similarly define in the discrete setting the subgraph T δ n := T δ z 1 ,...,zn of G δ (0), and T δ n (t). Assumption C tells us that the finite subtrees T δ n , together with their length measure converge: any of the branches from z i to z j converges, in natural parametrization for the topology of supremum norm, towards branches of the continuous tree G(0).
The branches of the tree T δ n can be divided into several disjoint paths. We choose to divide it according to the intersection points of its branches (see Fig. 6 ). Thus, T δ n is seen as the reunion of N (at most and typically equal to 2n − 3) simple paths γ δ k . When the mesh size go to 0, there is a correspondence between the discrete paths γ δ k and the continuous ones (even if this can be checked to a.s. not happen, we allow for constant paths here). From Assumption C for the tree, the finitely many γ δ k converge in their natural parametrization towards their corresponding paths in the continuous tree for the topology of uniform convergence. We couple the cutting dynamics in the discrete and in the continuum in the following way: assume the mesh size is small enough so that the lengths α δ k of γ δ k are ε (to be fixed later) close to the lengths α k of γ k .
We then sample independent Poisson point processes of parameter |t 0 | on N intervals of respective lengths α k + ε , and transfer these Poisson point processes on the discrete and continuous branches using respectively the parametrization by length and the natural parametrization (e.g. in the discrete setting, when a point falls in an interval of the type [mδ 5/4 , (m + 1)δ 5/4 ), we remove the corresponding edge). We now choose ε such that with probability at least 1 − η, no point is drawn in any of the intervals [α k − ε , α k + ε ] and we work under this assumption: this allows us to be sure that there is a correspondence between discrete and continuous cut points. Note that this procedure gives a coupling of the dynamics at all time t ∈ [t 0 , 0], by associating to each point of the Poisson point processes independent uniform time labels in [t 0 , 0].
We also sample cutting points that lies outside of T δ n (resp. T n ). Nonetheless, however we have cut T n , cutting away any more points outside of it can displace it in Schramm space by a distance at most ε, as T n is a strong ε-approximation of G(0). Now choose the mesh size δ small enough such that with probability at least 1 − η, T δ n and T n are at distance ε in the distance of uniform convergence of pieces γ k in their natural parametrizations. Therefore, with probability greater than 1 − η, for all time t ∈ [t 0 , 0], the cutting points of the previous coupling are ε-close and the Hausdorff distance between T δ n (t) and T n (t) is smaller than ε. Gathering the previous estimates, on a set of probability 1−3η, for any time t ∈ [t 0 , 0], the graphs G δ (t) and G(t) are at a distance at most
, which implies the convergence of the finite-dimensional marginals.
The structure graph and the scaling limit of the glueing dynamics
Let us now focus on the flow that one obtains when one looks at the time-reversal of the cutting dynamics on some interval [t, 0]. Description of the discrete glueing dynamics. Recall that if we are observing G δ (t) for some given t < 0, we can recreate the conditional law of (G δ (s)) s∈ [t,0] in the following way: Denote by n the number of connected components of G δ (t). Let us pick uniformly a set of edges E among sets E of n edges of δZ 2 such that G δ (t)∪E is a spanning tree of Ω δ . The graph G δ (t) then evolves by iteratively gaining edges of E (picked in uniform order), at the jump times of a Poisson process conditioned on jumping n times in [t, 0] (or equivalently, edges of E appear at independent uniformly chosen times).
Let us rephrase this evolution in a way that is more tractable in the continuum limit. We first (deterministically) associate to each G δ (t) a structure graph S δ (t) as described in the introduction: Each connected component c of G δ (t) becomes a site of the structure graph S δ (t). Two neighboring (and distinct) connected components are linked by an edge in the structure graph, that carries a positive weight equal to δ 5/4 times the number of edges in Ω δ between the two connected components (edges with one end-point in each of the connected components).
It turns out that the trace of the set of edges E on the structure graph (which shows how the connected components of G δ (t) are connected in the graph G δ (0)) has the law of the weighted spanning tree T(S δ (t)) on S δ (t). This describes the Markovian evolution of the discrete glueing dynamics when seen on structure graphs (each edge that is in the weighted tree then appear uniformly at random in the interval [t, 0]).
Note that the conditional distribution of the evolution of (G δ (s)) s∈ [t,0] given the initial data G δ (t) and the evolution of the structure graph (S δ (s)) s∈[t,0] is easy to describe. When two sites c and c of S δ (s) merge, then one chooses uniformly among the edges (in the discrete lattice picture) that join c and c which one this merging corresponds to in the original graph. Definition of the continuous structure graphs. The first non-trivial job when trying to make sense of the continuous counterpart of this glueing dynamics on structure graphs is to construct the continuous structure graphs S(t): Obviously, the vertices of S(t) shall be the connected components of G(t) and edges of S(t) link two vertices (i.e. connected components) whose corresponding components have a common boundary. The candidate for the weight of these edges is (up to a constant) the 5/4-dimensional Minkowski content of the interface between the corresponding clusters. Here we can note that this interface is in fact made of portions of branches in the dual tree, which suggests that we will need to control the lengths of the branches the dual of the continuous tree. This is the purpose of the next result (we defer its proof to Section 4) that then defines, for each t ≤ 0, the weights of the structure graph S(t) and shows that they are indeed the limits of their discrete counterparts:
Proposition 2 (Weights of the continuous structure graph). Consider two given points z 0 and z 1 in Ω, and the connected components c δ 0 (t) (resp. c 0 (t)) and c δ 1 (t) (resp. c 1 (t)) of G δ (t) (resp. G(t)) that they are part of, and let l δ (z 0 , z 1 ) be the renormalized length of the interface between c δ 0 (t) and c δ 1 (t) (respectively the 5/4-dimensional Minkowski content l(z 0 , z 1 ) of the intersection between c 0 (t) and c 1 (t)) when it exists. Then, for each given t, the couple (G δ (t), l δ (z 0 , z 1 )) converges in distribution to (G(t), l(z 0 , z 1 )).
Mind that this is not a trivial fact, because the structure graphs are rather complicated: we have to handle the infinitely many microscopic clusters appearing in the scaling limit and that will squeeze in between two macroscopic ones. One point in the proof will be to control the effect of this feature.
In order to define the Markov dynamics on such structure graphs, we will need to define the (weighted) forests and trees on them. In order to do so, we will choose exhaustions (S ε (t)) ε and (S δ ε (t)) ε of the graphs S(t) and S δ (t). Recall that the limiting laws on forests (when ε → 0) do not depend on the choice for the exhaustions (see e.g. §5 of [6] ) so that we are free to choose one that is well-tailored for our purposes (and we can also use geometric information from G(t) about the size of the clusters that correspond to the vertices of the structure graphs): For all ε > 0, we define the vertex set of S δ ε (t) (resp. S ε (t)) to be the subset of the vertex set of S δ (t) (resp. S(t)) consisting of the connected components G δ (t) (resp. G(t)) that have a diameter at least ε (when Ω is the entire plane, we use the spherical metric here). The weighted edges between vertices of S δ ε (t) and S ε (t) are then exactly those of S δ (t) and S(t). From Result B, it follows that the graphs S δ ε (t) and S ε (t) are 13 almost surely finite. It is also immediate to see that (S δ ε (t)) ε (resp. (S ε (t)) ε ) exhausts S δ (t) (resp. (S(t)).
We now state the convergence of the structure graph. We use the discrete topology on finite graphs, and for a given finite graph, weights form a real vector space that we equip with its natural topology.
Corollary 3 (Discrete to continuous structure graph convergence). For each t < 0, for all but (at most) countably many positive ε, the finite random graph S δ ε (t) converges in probability to S ε (t) as the mesh size δ goes to 0.
This results follows directly from Proposition 2 (i.e. the convergence of the weights of the edges) and the convergence of G δ (t) to G(t). The presence of the constraint on ε is just to ensure that for those values of ε, almost surely no diameter of cluster in G(t) is exactly equal to ε (as this would potentially create a problem in the limit of the cut-off). As we know that there are countably many clusters, it follows that this bad scenario can anyway happen for at most countably many ε (for each fixed t). We could of course also (try to) prove that this anyway never happens, but the present result will be enough for our purposes. The proofs of those technical results are deferred to Section 4. Abstract definition of the Markovian dynamics on structure graphs. We are now ready to define the Markovian dynamics on the set of structure graphs. For a given t and a given weighted graph S(t):
• First, sample a weighted free spanning forest on S(t), and for each edge of this forest, sample independently a uniform random variable on [t, 0] that indicate when this edges appears.
• Then, construct the graph at time s ∈ [t, 0] by contracting all edges that have appeared before time s, and using the addition rule for weights (loosely speaking, when two sites s 1 and s 2 merge into a site s 1 s 2 , the new weights are given by w new (s 1 s 2 , ·) = w old (s 1 , ·)+w old (s 2 , ·). Recall that it is not a priori clear that the weighted spanning forest on the structure graph is a tree, but along our proof, we will see that in fact, it is indeed almost surely the case, when one starts this dynamics with the random graph S(t). Moreover, weights can blow up under the dynamics, depending on initial conditions. That this does not happen when we initiate our dynamics with the structure graphs of our near-critical spanning forests is a consequence of the following Theorem 4.
In this way, one defines a process (S(s)) s∈ [t,0] which is the evolution of this Markovian dynamics when applied to the random structure graphS(t) = S(t). The core of the matter is then to prove the following fact:
Theorem 4. The law of (S(s)) s∈ [t,0] is the same as that of (S(s)) s∈ [t,0] .
In loose words, the scaling limit of the Markov dynamics on discrete structure graphs is Markov, and it is described by the simple process on continuous graphs that we have described above. Mind that the theorem is also valid when Ω is the full plane.
Note that, as in the discrete case, there is a (heuristically straightforward) description of the conditional distribution of (G(s)) s∈ [t,0] given G(t). Construct first S(t) and (S(s)) s∈ [t,0] . For each concatenation of vertices s(c) and s(c ) happening on [t, 0], we choose a point w according to the uniform measure on the common boundary of c and c , measured by its 5/4-dimensional Minkowski content (this common boundary is the union of several portions of dual branches, and its content is well defined, as follows from Lemma 8). Let us call W(s) the countable set of points thus chosen that corresponds to concatenations happening before time s. For each integer n, letG n (s) be the reunion of the paths (a, b, γ), such that γ is a path from a to b that can be realized as the concatenation of at most n paths in G(t), where the points of concatenation belongs to the set W(s). We then definẽ G(s) to be the closure in OS of the reunion ∪ nGn (s). It is easy to see that (G(s)) s∈ [t,0] has the same law as the limit of the discrete dynamics (G(s)) s∈ [t,0] . Indeed each given branch (a, b, γ a,b ) ∈ G(0) However, it is trivial to turn this into a time-homogeneous Markov chain. One just needs to replace the uniformly chosen times in [t, 0] by (positive) exponential random variables ξ(e) with mean 1 (one exponential variable for each edge of the structure graph), i.e. we do the time change ξ(e) = log(t/τ (e)). Then, the edge e opens at time ξ(e) and one collapses it to form a new structure graph. As we shall now try to point out, this homogeneous-time Markov chain for structure graphs set-up turns out to be particularly interesting in the whole-plane setting.
Let us summarize the construction of the cutting dynamics (G(t)) t≤0 in the plane: Sample a continuous UST in the entire plane, and just as in the finite-volume case, define a Poisson point process on its branches, with intensity × µ where is the Lebesgue measure on (−∞, 0] and µ is the 5/4-dimensional Minkowski content measure. Then, for each t < 0, one can cut the UST on these marked points as before, which gives rise to a collection of trees G(t), and these trees are the limit when δ → 0 of their discrete counterparts G δ (t). Note that each site c of the structure graph S(t) is a cluster i.e. a subset of the plane. We know that the law of the continuous UST in the whole plane is scale-invariant. It therefore immediately follows that the processes (G(t)) t≤0 and (S(t)) t≤0 are scale-invariant too, in the following sense: For each λ > 0, we define U λ (G(t)) to be the set obtained by magnifying all clusters by a factor λ, and U λ (S(t)) the graph obtained by also magnifying all edge-weights by a factor λ 5/4 (in other words, one relabels the edges of S(t) by just multiplying them by a factor λ 5/4 . Then, the process (U λ (S(t))) t≤0 is identical in distribution to the process (S(t/λ 5/4 )) t≤0 .
Let us now define π to be the distribution of S(−1). Theorem 4 then states exactly that the process (S(−e −u )) u≥0 is obtained by letting the (time-homogeneous) Markov dynamics run from S(−1). But by the scale-invariance property, we get that (modulo relabeling of the edges of the structure graph), the distribution π is invariant under the time-homogeneous Markovian dynamic.
Finally, we can also note that if we start from the graph S 0 = Z 2 with all edge-weights equal to 1 (or any other regular planar lattice) and let the time-homogeneous Markov chain (S u ) u≥0 run until a large time U , we discover each edge of the final UST on Z 2 (independently) with probability 1 − e −U (or more exactly, rather than their edges, their "traces on the structure graphs"). In particular, with Theorem 4, this shows that (modulo relabeling of the edges of the structure graph i.e. scaling down Z 2 to δZ 2 for an appropriately chosen δ depending on U ), that as U → ∞, the law of the structure graph converges to π (in the sense of Corollary 3).
Hence, this provides the following renormalization flow description of the UST scaling limit via (a rescaling of) the time-homogeneous Markov chain P u on the state of discrete weighted graphs:
Theorem 5 (Renormalization flow description). The measure π (that describes the previous scaling limit of near critical spanning forests) is invariant under the Markov chain. Furthermore, the (time-homogeneous) Markov chain started from any deterministic periodic two-dimensional transitive lattice and properly rescaled does converge in distribution to π.
Technical estimates and proofs
4.1. First comments about the structure graphs and their convergence. Most of the remainder of this paper is now devoted to the proof of Proposition 2, that provides the convergence of the discrete structure graph weights to their continuous counterpart. In this section, we are working with the UST on the whole plane but the proofs can easily be extended to any bounded domain with C 1 boundary.
Let us now make some comments about this, and explain how to deduce Proposition 2 from two lemmas that we will then prove in the subsequent section, based on more "traditional" arm-estimates and considerations for UST.
Suppose first that z 0 and z 1 are two given points. In both the discrete and continuous settings, these two points are joined by a unique path in the UST, that has a finite (renormalized) length (or Minkowski content -by slight abuse of terminology, we will now use the word length also in the continuous case), so that the number of "cuts" on this branch (conditional on this length, and for a given t) follows a Poisson distribution. If these two points z 0 and z 1 end up in different trees at the end of the cutting procedure, then there as been a "first cut" i.e. an edge e on this path that has been removed first (when one looks back from time 0 to time t in the cutting procedure), and its law (conditional on the branch between z 0 and z 1 ) is uniform on this branch with respect to length. Mind that the edge e has a positive probability not to exist (if there were no cut on the branch).
If we consider the entire UST and removes from it just this one edge e, then one has divided the UST into two trees, one containing z 0 and the other one containing z 1 . The interface between these two trees is then described by a cycle C δ that consists of the edge e dual to e together with the branch in the dual of the UST, that joins (in the dual tree) the two extremities of e . Clearly, if one removes more edges than just e, the trees that contain z 0 and z 1 respectively will shrink (it may become empty), and the interface between these two trees can only decrease. Hence, the interface between the two clusters of G δ (t) that contain z 0 and z 1 is a subset of this cycle (and its length is bounded by that of C δ ). The same situation occurs in the continuous case. Here, when one chooses a first point z at random (according to Minkowski-content) on the UST branch joining z 0 and z 1 , one can consider the cycle C in the dual tree that joins z to itself, and when one removes more points according to the cutting dynamics, the clusters that contain the two points z 0 and z 1 will intersect along a subset of that cycle C. Note that we have a first easy lemma, that follows from Figure 7 . Sketch of the tree, of the cycle C and the cuts the convergence in distribution of C δ and from the convergence of the renormalized measure on the branch from z 0 to z 1 . In the following, B(z, r) denotes the Euclidean ball of radius r centered in z when z ∈ C and when e is an edge of C δ , B(e, r) is the ball of radius r centered at its midpoint.
Lemma 6. As η 0 → 0, the probability that either C δ ⊂ B(0, 1/η 0 ), or d(z 0 , e) < η 0 or d(z 1 , e) < η 0 occurs goes to 0 uniformly with respect to δ.
We know already that the lengths of branches in the dual tree converges to their continuous counterparts, but a little additional care will be needed when we want to deal with the length of the entire cycle C δ , because it does originate at a special point i.e. a point on the backbone of the original UST, so we need to exclude the scenario where something weird happens to length of C δ in the vicinity of this special point. This is the purpose of the next lemma: Lemma 7. Let us fix η 0 , z 0 and z 1 , and condition on the event that C δ exists, and that the three events in Lemma 6 do not occur (note that this is a conditioning on an event of positive probability, bounded from below independently of δ, and that then, the diameter of C δ is bounded from below). As η goes to 0, in the previous setting (for fixed z 0 and z 1 ), the expected (conditional) renormalized length u δ (η) of the two-sided part of C δ from e up to its first exits of the ball of radius η around the center of e , does tend to 0 uniformly with respect to δ.
Next, one can make the following observations (that can be made rigorous, but they serve here as a motivation and won't be used later, so we will not bother to do so): Suppose that in the previous scenario, one considers the continuous tree containing z 1 after cutting away just e, and that this tree is bounded (if we were in the whole plane, this means that z 1 was on the bounded side of the cut e). Lemma 7 shows that the length of C (in terms of Minkowski content) is finite, but one may wonder what the sub-tree containing z 1 does really look like at the end of the cutting procedure at time t, when one has removed from it many more cuts. One can notice that for a "typical point" on the cycle C, the (Minkowski-content) length between this point z and z 1 in the initial tree is finite. Hence, it will have a positive probability to be cut off from z 1 , but it also has a positive probability not to be cut off. Hence, the expected portion of the length of the part of C that will remain on the outer boundary of the cluster containing z 1 is in fact positive. On the other hand, a back-of-the envelope calculation (that we do not reproduce here) suggests that the total length of the tree consisting of all the branches that join z 1 to all the boundary points in C is infinite. This means that an infinite number of macroscopic pieces of C are being cut out.
The purpose of the following lemma is now to control this feature at the discrete level: Let us say that a point z of C δ is cut-out from this boundary at a scale smaller than ε if there exists a cut disconnecting z from one of the two extremities of the special edge e, in such a way that the part of the tree disconnected from e by this cut has a diameter smaller than ε. For each η > 0, we are going to define L δ to be the renormalized length of the set of points on C δ ∩ (B(0, 1/η) \ B(e, η)) that are cut-out from the interface C δ at a scale smaller than ε: Lemma 8. As ε goes to 0, in the previous setting (for fixed z 0 , z 1 and η), the expected value of L δ tends to 0 uniformly with respect to δ. We shall prove Lemmas 7 and 8 in the next section, but let us already explain now how Proposition 2 follows from them:
Proof of Proposition 2. We fix z 0 and z 1 . It suffices to control (for each η 0 ) the convergence of the weights on the event described in Lemma 6, i.e. when the interface is not too large, and when the cut e occurs neither near z 0 nor near z 1 .
Suppose that we choose a sequence δ k → 0 and graphs G δ k (t) for all k, together with G(t) on the same probability space, in such a way that the tree containing (a δ k -approximation of) z 0 (resp. z 1 ) in G δ k (t) converges almost surely to the tree containing z 0 (resp. z 1 ) in G(t). We can furthermore assume that the dual tree at time 0 converges in such a way that the renormalized lengths of branches of its finite subtrees do.
The results by Schramm on strong approximations (for the dual tree), together with Lemma 7 ensures that the renormalized lengths of the discrete circuits C δ k converge in probability to the 5/4-dimensional Minkowski content of their continuous counterpart C (and in fact the discrete circuit parametrized by renormalized length converges to the continuous one parametrized by Minkowskicontent). Let us explain in a few words why this convergence holds, as even though we know the discrete cut points converge to the continuous ones, the dual cycles they close might a priori differ on a scale η > 0 in the following situation. Consider a point z of the primal tree where three distinct branches of diameter larger than η connect to each other. Then, if we consider two cut points close to such a branching point z, the dual cycles they close can fail to merge before exiting the ball B(z, η), and as a consequence can widely differ. We actually already dealt with this issue in the proof of Proposition 1, when, for a fixed η, we provided (with high probability) a coupling of the discrete and continuous cut points processes where they are chosen not only to be close, but also in a way that respect branching points of the tree at scale η.
Let us fix ε. Denote by l δ ε (resp. l ε ) the renormalized length of the set of points in C δ (resp. C) that have not been disconnected from z 0 or z 1 at a scale larger than ε (i.e. by a cut creating a cycle of diameter larger than ε). In other words, we remove from the total length of C δ (resp. C) the contribution of all the macroscopic cuts (of diameter larger than ε). Now, the (finitely many) pieces of C δ cut by cycles of diameter larger than ε converge almost surely towards their continuous counterpart ( for the same reason that C δ converges towards C). In particular, we have that almost surely
Note also that by definition, l δ ε ≥ l δ (z 0 , z 1 ). Hence, l ε ≥ lim sup k→∞ l δ k (z 0 , z 1 ) almost surely. Lemma 8 ensures on the other hand that E(l δ k (z 0 , z 1 ) − l δ k 2ε ) goes to 0 as ε → 0 uniformly in k. By definition of the continuous dynamics and of l(z 0 , z 1 ), we know that l ε → l(z 0 , z 1 ) almost surely as ε → 0. It therefore follows from the previous inequalities that l δ k (z 0 , z 1 ) converges in distribution towards l(z 0 , z 1 ).
Arm events in UST.
Let us first recall an estimate about LERW of the type that is essential in the derivation of results involving the Minkowski-content in [1, 4, 15] : Let X and Y be two independent simple random walks on Z 2 starting at x and 0 respectively and stopped at their first exit time τ X and τ Y of the ball of radius N around the origin. Let us consider the loop erasureŶ of Y . We denote byŶ L the subpath ofŶ from its last hitting time of the ball of radius L around the origin and define Es(L, N ) :
Result D. There exists a constant C > 0 such that for all L and N with L ≤ N/2,
Proof. Note that this implies that the probabilities, say, Es(L, N ) and Es(5L, N ) are comparable. A further simple observation is that if we start a random walk anywhere in the disc of radius, say, 4L around the origin, the law of its hitting distribution of ∂B(5L) is absolutely continuous (with Radon-Nikodym derivative bounded above and below, uniformly in L) with respect to the same hitting distribution when X starts from the origin. Hence, one has for instance, using the estimate for Es (5L, N ) , that
which is a result that will be useful later on. Note that the case where L = 1 provides also directly (via Wilson's algorithmm) the probability that two distinct branches in the wired UST in B(N ) that start at the origin and next to the origin do stay disjoint until they touch the circle of radius N . By duality, this is (almost, as there is the issue of the (1/2, 1/2) translation that we will not bother to mention in the following lines) exactly the probability that for the free UST in B(N ), there exists a branch from the boundary to the boundary that goes through a given vertex x to the origin.
An event related to the previous non-intersection events, but slightly different is the following arms event A(L, N ) around the origin between scales L and N , that there exist four disjoint branches, two of the UST and two of the dual UST in alternating trigonometric order around the origin, that connect ∂B(L) to ∂B(N ) (see Fig. 9 ). L N Figure 9 . The four alternating disjoint branches in the UST. Lemma 9. Consider the UST in a discrete domain Ω ⊆ Z 2 containing B(N ), with arbitrary boundary conditions. There exists a constant C > 0 independent of Ω, N and the boundary conditions, such that for all L ≤ N/10,
The proof of this result will be based on the one hand on Result D, and on the other hand on the following simple estimate from [5] : Consider an UST T in a discrete domain Ω ⊆ Z 2 containing B(3L), with arbitrary boundary conditions. Let us call K the maximal number of paths one can find in T ∩ (B(3L) \ B(L)) that touch both circles ∂B(L) to ∂B(3L) and that are not only disjoint but also disconnected in B(3L) \ B(L).
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Result E (Consequence of Theorem 2.2 in [5] ). There exists a universal constant C (independent of L, Ω and the boundary conditions) such that E(K) < C.
Proof of Lemma 9. Let us first explain why it suffices to prove the result in the case where Ω = B(N ) with free boundary conditions. Note that (for whatever Ω and boundary conditions), when A(L, N ) occurs, then one of the following two scenarios happens:
• Two branches of the UST that cross the annulus are joined in the UST inside of B(L).
• Two branches of the dual UST that cross the annulus are joined in the UST inside of B(L).
(it may happen that the two events occur simultaneously if there are more than four disjoint crossings). Hence, by symmetry and duality, we just have to evaluate the probability of the first event. But the stochastic coupling and monotonicity for USTs in different domains shows that the probability of this event is maximal (among all domains and boundary conditions) on the ball B(N ) with free boundary conditions on its boundary ∂B(N ).
By considering now the dual tree, we want to bound the probability that, for an UST in B(N ) with wired boundary conditions, there exist two disjoint branches of the tree that joint ∂B(L) to the outer wired boundary ∂B(N ). Since the branch γ of the tree from the origin to the boundary is always a branch that crosses the annulus, we see that we are actually are after the probability that there exists another branch in the UST T (with wired boundary conditions) that stays disjoint from γ and crosses the annulus from ∂B(L) to ∂B(N ).
Let us look at the (dual) UST T in B(N ) conditioned on the branch γ as well as on all the edges of the UST inside B(3L) (let us call F this σ-field generated by γ and the part of the UST in B(3L)). Conditionally on F, the part of the UST in B(N ) \ (B(3L) ∪ γ), is just a UST in this domain with wired boundary conditions on γ ∪ ∂B(N ) and some more convoluted mixed boundary conditions on ∂B(3L) (vertices on ∂B(3L) are identified if they are connected by the UST inside of B(3L)). Let us denote by K the number of connected components of the intersection of the UST with B(3L) that do touch both ∂B(L) and ∂B(3L). Recall from Result E that the expectation of K is bounded by an absolute constant. Let us arbitrarily choose points x 1 , · · · , x K ∈ ∂B(3L) in each of these connected components. The probability that A(L, N ) holds is then bounded by the event that if we launch independent random walks (note that these walks will seem to jump around on ∂B(3L), in a way that respect the boundary conditions)X i from the x i (in order to generate branches of the UST according to Wilson's algorithmm), at least one of them will hit ∂B(N ) before γ. In other words, we get the following bound :
Let us now decompose the path ofX according to its down-and up-crossings of the annulus between ∂B(4L) and ∂B(3L). At each down-crossing, it has a probability bounded from below (say by a constant b) to disconnect B(3L) from ∂B(4L), and therefore to hit γ. We can therefore decompose the path X i according to its number N of downcrossings, and see immediately that where X is a simple random walk stopped at its first hitting of ∂B(N ). Let us call γ 5L the part of γ after its last hitting time of ∂B(5L). We trivially have, for an arbitrary point x ∈ ∂B(4L) and any given path γ, that P x (X ∩ γ = ∅ and N = 0) ≤ P x (X ∩ γ 5L = ∅). Using (1), we get the uniform bound
where C is a universal constant, which wraps up the proof.
Arm-estimates imply Lemmas 8 and 7.
Proof of Lemma 8. We can bound the expected value of the renormalized length L δ by δ 5/4 times the sum over all pairs of edges e 0 (in the dual lattice) and e 1 (in the original lattice) that are at distance at most ε of each other of the probability of the following intersection of events E(e 0 , e 1 ):
• The edge e 0 belongs to the dual cycle C δ (that appears when closing the edge e).
• The edge e 0 is at distance greater than η from e, and in the ball of radius 1/η around the origin.
• If we erase the two edges e and e 1 from the UST, the edge e 0 is no longer on the interface between the clusters that contain z 0 and z 1 .
• The edge e 1 is cut out during the cutting procedure (note that this event occurs independently of the rest, with probability δ 5/4 times a constant that depends on t).
Branch in the primal tree linking e to e 1 For any f edge in δZ 2 and l 1 ≤ l 2 , denote by A f (l 1 , l 2 ) the four arms event in the annulus B(x, l 2 ) \ B(x, l 1 ) centered at the middle point x of the edge f for the UST on δZ 2 . We have that, if we set r := d(e 0 , e 1 ), then (see Fig. 10 ):
E(e 0 , e 1 ) ⊂ A e 0 (δ/2, r/3) ∩ A e 1 (δ/2, r/3) ∩ A e 0 (2r, η).
Using the upper bounds on the probabilities of these events given by Lemma 9, together with the fact that the bounds on the first two are independent of the boundary conditions (so it is possible to first condition on the last one, and then to bound the conditional probability of the first two), we get readily that Proof of Lemma 7. The proof goes along similar lines than the previous one. We can bound the expected renormalized length by δ 5/4 times the sum over all pairs of edges e 0 (in the original lattice) and e 1 (in the dual lattice) such that r := d(e 0 , e 1 ) ≤ η of the probability of the intersection of the following events:
• The edge e 0 is η 0 -inside the UST branch from z 0 to z 1 , and it is removed by the cutting procedure.
• The edge e 1 belongs to the dual cycle that appears when closing the edge e 0 . As in the previous argument, we can note that this event (for given e 0 and e 1 ) is included in the joint occurrence of four arms events A e 0 (δ/2, r/3) ∩ A e 1 (δ/2, r/3) ∩ A e 0 (2r, η 0 ), and we can conclude using the same computation.
