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The structure of complementary series and special representations
of the groups O(n, 1) and U(n, 1).
A. M. Vershik,1) M. I. Graev2)
Abstract. We give a survey of several models of irreducible complementary series repre-
sentations and their limits, special representations, for the groups SU(n, 1) and SO(n, 1),
including new ones. These groups, whose geometrical meaning is well known, exhaust the
list of simple Lie groups for which the identity representation is not isolated in the space
of irreducible unitary representations (i.e., which do not have the Kazhdan property) and
hence there exist irreducible unitary representations of these groups — so-called “special
representations” — for which the first cohomology of the group with coefficients in these
representations is nontrivial. By technical reasons, it is more convenient to consider the
groups O(n, 1) and U(n, 1). Most part of the paper is devoted to the group U(n, 1).
The main emphasis is on the so-called commutative models of special and complemen-
tary series representations: in these models, the maximal unipotent subgroup is repre-
sented by multiplicators in the case of O(n, 1), and by the canonical model of the Heisen-
berg representations in the case of U(n, 1). Earlier, these models were studied only for the
group SL(2,R ). They are especially important for realization of nonlocal representations
of current groups, which will be considered elsewhere.
We substantially use the “density” of the irreducible representations under study of
SO(n, 1): their restrictions to the maximal parabolic subgroup P are equivalent irreducible
representations. Conversely, in order to extend an irreducible representation of P to a
representation of SO(n, 1), we must additionally define only one involution. For the group
U(n,1), the situation is similar but slightly more complicated.
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Introduction
0.1. Special representations. An irreducible unitary nonidentity representation Tg of a
group G in a Hilbert space L is called special if it can be extended to an indecomposable
reducible representation Tˆ in a one-dimensional extension L⊕{ξ} of the space L: Tˆg(h, ξ) =
(Tgh+ b(g), ξ), where the map b : G→ L satisfies the condition
b(g1g2) = b(g1) + Tg1b(g2) for any g1, g2 ∈ G.1)
Such a map is called a 1-cocycle, and the representation is indecomposable if and only if
this cocycle is nontrivial, i.e., the function b(g) cannot be written in the form b(g) = Tgξ−ξ
for any ξ ∈ L. Given a representation T of the group G, we define, in the usual way, the
additive first cohomology group H1(G,T ) of G with values in this representation: the
quotient of the additive group of cocycles by the subgroup of trivial (i.e., cohomologous to
zero) cocycles. Thus the fact that an irreducible representation T is special means that the
first cohomology with values in this representation is nontrivial.
Cocycles with values in the identity representation of a group are additive one-
dimensional characters of this group; hence for groups G having such nontrivial characters,
it is natural to consider that the identity representation is also special. In this case, the co-
homology group of the identity representation is precisely the group of additive characters
of G.
In [1], it is proved that every special nonidentity representation of a locally compact
compactly generated group cannot be separated (in the Fell–Jacobson topology) from the
identity representation; in other words, every open neighborhood of a special representation
has a nonempty intersection with every open neighborhood of the identity representation.
Thus for groups having a nonidentity special representation, the identity representation
is not isolated in the set of all unitary irreducible representations; in other words, such
groups do not have the Kazhdan property (T ). Starting from the pioneering paper [3] and
subsequent presentations (see, e.g., [4]), many studies have been devoted to groups with
the Kazhdan property (one of the recent books is [5]); but we are interested in semisimple
groups that do not have this property. In [1], the set of nonidentity irreducible unitary
representations that cannot be separated from the identity representation was called the
core, and these representations themselves, by a clear reason, were called infinitesimal
representations. As one can easily check on the example of the group of Euclidean motions,
not every infinitesimal representation is special.
1)Note that the term “special representation” in [49] has another meaning.
3It may happen that a special representation belongs to the closure of the identity rep-
resentation. This is equivalent to the fact that a special representation contains almost
invariant vectors (∀ ε > 0 ∀ g1, g2, . . . gk ∈ G ∃h ∈ L, ||Tgih− h|| < ε).
In [1], it was also conjectured that every locally compact group without property (T )
has a special representation (possibly, the identity one). This was proved by Y. Shalom
[7] (see also [5] and references therein), even in a stronger form: every such group has a
special representation, and, moreover, not only the ordinary cohomology group with values
in this representation is nontrivial, but the strict cohomology group is also nontrivial. (The
group of strict cohomologies is the quotient of the group of cocycles by the closure of the
subgroup of trivial cocycles, see [5]). However, the problem of computing the cohomology
and explicitly describing special representations, and even that of finding the number of
such representations, is far from being solved. It is known that for Abelian and nilpotent
groups, only the identity representation is special. Even for countable solvable groups, the
situation is more complicated. The cohomology group was studied in a number of papers,
see, e.g., [8] and the books [27, 29]; for the cohomology of the group of automorphisms of
a tree, see [2].
The squared norm of a 1-cocycle is a conditionally positive definite function on the
group. For semisimple groups of rank 1, such functions were described in [12] and, slightly
later and independently, in [9]. In this case, the fact that a cocycle is not cohomologous
to zero if and only if its norm, regarded as a function on the group, is unbounded, follows
from the results of [12]. In the general form, for arbitrary unitary representations, it was
apparently first proved in [6] (see also [5]).
Among the simple Lie groups, only SO(n, 1) and SU(n, 1) have special representations,
see [12]. The groups SO(n, 1), n > 2, have exactly one special representation, and the
groups SU(n, 1) and SO(2, 1) have exactly two special representations [29, pp. 168–169].
They are the subject of this paper. As to groups of rank higher than 1 and the groups
Sp(n, 1), for which the identity representation is isolated in the space of irreducible unitary
representations, similar opportunities appear for them provided that we consider nonuni-
tary representations with invariant bilinear, but not positive definite, form; in this wider
class, special representations exist for every simple Lie group, but it seems that this op-
portunity is not yet investigated in detail.
Though for groups of rank 1, special representations as such were of course known before
the paper [12], only that paper made clear their link to cohomology, as well as to unbounded
conditionally positive definite functions and the canonical state from [10]; see comments
on these two papers in [13, 11].
One of the important applications of nonidentity special representations is as follows:
using such a representation, one can construct an irreducible nonlocal unitary representa-
tion of the corresponding current group GX , i.e., the group of bounded measurable maps
X → G with pointwise multiplication, where X is a measurable space; this question is
considered in the series of papers [10, 12, 14, 15, 16, 17, 18, 19], [20, 21, 33]. However, we
do not consider these applications in this paper.2)
2)For representations of infinite-dimensional groups, see also [39, 40, 41, 42, 43, 44, 45], [22, 23, 24, 25],
and the monographs [27, 28]. See also the monographs [29, 30] and the papers [34, 26].
4This paper is devoted to irreducible unitary representations of the groups O(n, 1) and
U(n, 1), i.e., the groups of linear transformations in R n+1 and C n+1 preserving, respec-
tively, the quadratic and Hermitian forms of signature (n, 1). Note that, up to central
subgroups, they are the groups of motions of the real and complex Lobachevsky spaces
O(n, 1)/O(n) ×O(1) and U(n, 1)/U(n) × U(1).3)
We study only the special representations of the groups O(n, 1) and U(n, 1) and the
closely related complementary series representations, leaving aside the general representa-
tion theory of these groups, which is presented in an extensive literature. We place emphasis
on the properties that distinguish these representations and their realizations from other
representations; in particular,
the restriction of a special representation of the group O(n, 1) or U(n, 1) to the maximal
parabolic subgroup P remains a special irreducible representation.
Thus the study of the special representations of O(n, 1) and U(n, 1) reduces to studying
the special representations of their maximal parabolic subgroups.
The structures of the complementary series representations and the special representa-
tions in the case of U(n, 1) are richer and more beautiful than the analogous structures in
the case of O(n, 1). We consider these groups separately; the case of O(n, 1) is presented
more briefly, and the main part of the paper concerns the group U(n, 1). For representations
of the group O(n, 1), see also [18, 19].
The theorems presented in the paper describe various models of the representations
under study, including new ones.
0.2. The special representations of the groups O(n, 1) and U(n, 1) as limits of the
complementary series representations. The special representations of O(n, 1) and
U(n, 1) can be obtained by passing to the limit from the so-called complementary series
representations, which are of independent interest.
Let G be one of these groups and P be its maximal parabolic subgroup (which is unique
up to conjugation). Complementary series representations of the group G are its irreducible
unitary representations induced from one-dimensional nonunitary representations of the
subgroup P . These representations depend on a real parameter λ, which lies in the interval
(0, n−1) in the case of O(n, 1), and in the interval (0, 2n) in the case of U(n, 1). Their
description in the case of G = SL(2,K) can be found in [31] for K = R and C , and in
[32] for a non-Archimedean field K.
Complementary series representations can be realized, for example, in Hilbert spaces Lλ
of functions on the sphere S = G/P . Other realizations are described below.
At the endpoints of the interval (0, n−1) in the case of O(n, 1) and, respectively, (0, 2n)
in the case of U(n, 1), the space Lλ becomes reducible.
In the case of O(n, 1), for λ = 0 the norm ‖f‖λ in the space Lλ degenerates on a subspace
L of codimension 1. The special representation T of O(n, 1) is realized in this subspace L
with the norm
‖f‖ = lim
λ→ 0
d‖f‖λ
dλ
.
3)Replacing the groups SO(n, 1) and SU(n, 1) by their extensions O(n, 1) and U(n, 1), while not causing
any substantial changes, simplifies constructions.
5The associated nontrivial 1-cocycle is given by the formula b(g) = Tgξ − ξ, where ξ /∈ L.
For λ = n−1, the norm ‖f‖λ degenerates on a one-dimensional subspace L0. The special
representation is realized in the quotient by L0 with the norm
‖f‖0 = lim
λ→n−1
‖f‖λ.
The special irreducible unitary representations of the group O(n, 1) corresponding to the
endpoints of the interval (0, n−1) are equivalent.
In the case of U(n, 1), for λ = 0 the norm ‖f‖λ also degenerates on a subspace L of
codimension 1. In contrast to the case of O(n, 1), the norm ‖f‖ = lim
λ→ 0
d‖f‖λ
dλ in L for n > 1
degenerates on some infinite-dimensional subspace L1 ⊂ L. The Hilbert space L/L1 (with
the inherited norm) splits into the direct sum of two irreducible nonequivalent invariant
subspaces H+ and H−. The representations of the group U(n, 1) in the subspaces H+ and
H− are special representations.
For λ = 2n with n > 1, the norm ‖f‖λ degenerates on a subspace L of infinite codi-
mension. The norm ‖f‖ = lim
λ→ 2n
d‖f‖λ
dλ on L degenerates on a one-dimensional subspace
L0 ⊂ L. The representation of the group U(n, 1) in the Hilbert space L/L0 splits into the
direct sum of two nonequivalent special irreducible representations.
The special unitary representations of U(n, 1) corresponding to the endpoints of the
interval (0, 2n) are equivalent.
0.3. Matrix realizations of the groups O(n, 1), U(n, 1) and of some subgroups of
these groups. Matrix realizations of the groups O(n, 1) and U(n, 1) are determined by
the choice of a quadratic (respectively, Hermitian) form of signature (n, 1) in the space
R n+1 (respectively, C n+1). This choice is in turn equivalent to fixing a Cartan subgroup
of the corresponding group.
We realize O(n, 1) and U(n, 1) as the groups of linear transformations in R n+1 and C n+1
preserving, respectively, the quadratic form 2x1xn+1 + x
2
2 + . . . + x
2
n and the Hermitian
form x1xn+1 + xn+1x1 + |x2|2 + . . .+ |xn|2.
In this realization, elements of the groups can be written as block matrices g = ‖gij‖ of
order 3, where the diagonal blocks g11, g22, and g33 are square matrices of orders 1, n−1,
and 1, respectively. The maximal unipotent subgroups Z ⊂ O(n, 1) and H ⊂ U(n, 1) are,
respectively, the groups of matrices of the form
z =
 1 0 0−γ∗ e 0
−γγ∗2 γ 1
 , γ ∈ R n−1, and h =
 1 0 0−z∗ e 0
it− zz∗2 z 1
 , t ∈ R , z ∈ C n−1,
where e is the unit matrix of order n−1, γγ∗ = γ21 + . . .+ γ2n−1, zz∗ = |z1|2 + . . .+ |zn−1|2.
It is convenient to write elements of H as pairs (t, z), t ∈ R , z ∈ C n−1, with the
multiplication law
(t1, z1) (t2, z2) = (t1 + t2 − Im z1z∗2 , z1 + z2).
The normalizer of these subgroups is the subgroup P of lower block triangular matrices,
i.e., the maximal parabolic subgroup. It is essential that each of the groups O(n, 1) and
6U(n, 1) is algebraically generated by the elements of P and one element
s =
 0 0 10 e 0
1 0 0
 .
Thus representations of the groups O(n, 1) and U(n, 1) are completely determined by the
operators corresponding to the elements of the subgroup P and this element s.
The group P is the semidirect product P = Z ⋋D and P = H ⋋D, respectively, where
D is the subgroup of block-diagonal matrices of the form
d = diag(ǫ−1, u, ǫ), ǫ ∈ R ∗, u ∈ O(n−1), in the case of O(n, 1).
d = diag(ǫ¯−1, u, ǫ), ǫ ∈ C ∗, u ∈ U(n−1), in the case of U(n, 1).
The subgroup D can be written as the direct product D = D0 × D1, where D0 is the
maximal compact subgroup of D. In the case of U(n, 1), D0 is the subgroup of block-
diagonal matrices d = diag(ǫ, u, ǫ), |ǫ| = 1, u ∈ U(n−1), and D1 ∼= R ∗+ is the subgroup of
block-diagonal matrices of the form d = diag(r−1, e, r), r > 0. In the case of O(n, 1), the
subgroups D0 and D1 are defined in a similar way.
By P0 we denote a subgroup of P of codimension 1, namely, P0 = Z ⋋ D0 and P0 =
H ⋋D0, respectively.
0.4. The difference in the structures of complementary series representations
and special representations of the groups O(n, 1) and U(n, 1). The difference in the
structures of representations of the groups O(n, 1) and U(n, 1) is predetermined by the
structure of their maximal unipotent subgroups Z and H , respectively.
The subgroup Z ⊂ O(n, 1) is commutative and isomorphic to the additive group R n−1;
thus all irreducible representations of Z are one-dimensional. Hence in the case of O(n, 1)
there exists a model of representations in which the operators corresponding to the unipo-
tent subgroup act as multiplicators. We call it the commutative model associated with the
unipotent subgroup.
The subgroup H ⊂ U(n, 1) is isomorphic to the Heisenberg group of dimension 2n−1,
so that it has a one-parameter family of infinite-dimensional irreducible unitary represen-
tations. In this case, the analog of the commutative model for O(n, 1) is a direct integral
of multiples of irreducible infinite-dimensional subspaces of the Heisenberg group. Thus
the theory of complementary series representations and special representations of U(n, 1)
merges with the representation theory of the Heisenberg group.
Note that the Heisenberg subgroup H ⊂ U(n, 1), in contrast to the maximal unipotent
subgroup of O(n, 1), has the following remarkable property. Every infinite-dimensional irre-
ducible unitary representation of H can be (uniquely) extended to a unitary representation
of the subgroup P0 ⊂ P of codimension 1: P = P0 ⋋D1, D1 ∼= R ∗+.
It is known that the groups O(n, 1) and U(n, 1) are algebraically generated by the el-
ements of the subgroup P and one element s of order 2. Thus if the space of a unitary
representation of U(n, 1) is decomposed into a direct integral of infinite-dimensional sub-
spaces invariant and irreducible with respect to the Heisenberg subgroup H , then, in order
to describe this representation, it suffices to define only the action of the operators of the
one-parameter subgroup D1 and the operator corresponding to the element s.
70.5. Restrictions of representations of O(n, 1) and U(n, 1) to the maximal com-
pact and parabolic subgroups. The difference between O(n, 1) and U(n, 1) shows itself
also in the restrictions of complementary series representations and special representations
to the maximal compact subgroup K and the maximal parabolic subgroup P .
In both cases, the restrictions of complementary series representations to K are pairwise
equivalent and contain the identity representation with multiplicity one; the spectrum of
these restrictions is simple only in the case of O(n, 1). When passing to the special represen-
tations, in the case of O(n, 1), the identity representation vanishes; in the case of U(n, 1),
n > 1, besides the identity representation, a certain infinite-dimensional representation of
K also vanishes. Each of the remaining irreducible representations of K occurs in one of
the two special representations with multiplicity one.
In both cases, the restrictions of all complementary series representations to P are equiv-
alent to one and the same representation of P induced from the identity representation of
its block-diagonal subgroup.
In the case of O(n, 1), n > 2, this representation of P is irreducible and equivalent to the
restriction to P of the special representation. Thus on the subgroup P these representations
coincide. On the whole group O(n, 1) they differ by the action of the single operator Ts.
In the case of U(n, 1), this representation of P decomposes into a direct sum of pairwise
nonequivalent irreducible representations. The restrictions of the two special representa-
tions to P are irreducible and occur in this decomposition as two direct summands.
Observe the difference between the restrictions of complementary series representations
and special representations of the group U(n, 1) to the Heisenberg subgroup H .
The decomposition of every complementary series representation contains every infinite-
dimensional representation of the Heisenberg group with infinite multiplicity.
The sum of the two special representations of U(n, 1) decomposes into the direct integral
of all pairwise nonequivalent representations of the Heisenberg group.
In the remaining part of the Introduction we briefly describe the main results of the
paper.
0.6. Realization of the complementary series representations and the special
representation for the group O(n, 1). In § 2 we describe six models of the comple-
mentary series representations and six models of the special representation of the group
O(n, 1); these models differ by the choice of coordinate system, functional space, and the
endpoints of the interval corresponding to the complementary series.
More exactly, the invariant bilinear functional that determines the Hilbert space of the
complementary series representation T λ can be defined for any value of the parameter
λ ∈ [0, n−1]. The values λ and (n−1)−λ (that are distinct from the endpoints of the
interval) give rise to equivalent complementary series representations T λ and T n−1−λ;
their realizations are different.
This difference in the realization of T λ and T n−1−λ is especially vivid when one com-
pares the cases λ = 0 and λ = n−1, when these representations become reducible and
nonequivalent. Starting from T 0 and T n−1, we can obtain two models of the unique spe-
cial irreducible representation of the group O(n, 1). These models are different. Namely, as
observed above, for λ = 0 the special representation is realized in an invariant subspace
8of codimension 1, while for λ = n−1 it is realized in the quotient by a one-dimensional
invariant subspace.
Realization of representations also depends on the choice of coordinate system on the
sphere Sn−1 ⊂ R n. Model A uses spherical coordinates, while model B uses the local
coordinates of the punctured sphere, which determine a bijection between R n−1 and the
unipotent subgroup Z.
Thus we obtain four models for each complementary series representation and four mod-
els for the special representation of the group O(n, 1). Two of these four models of the
special representation are obtained for λ = 0, and the other two models, for λ = n−1.
Besides, one can pass to the Fourier transform in the space of model B realized in the
local coordinates. Then the operators corresponding to the unipotent subgroup Z will act as
multiplicators, and we obtain two more models of representations of O(n, 1) (models C, or
commutative models), which are especially important in applications to the representation
theory of the current group O(n, 1)X [18, 19].
In particular, this realization is convenient for obtaining an explicit formula for the
nontrivial 1-cocycle b : O(n, 1) → L0 associated with the special representation (see Sec-
tion 2.7).
In the commutative model with λ = 0, this 1-cocycle is given by the formula
b(g) = Tgξ − ξ,
where
ξ = |ξ|− 1−n2 K 1−n
2
(
√
2 |ξ|)).
Here Kρ(x) is a Bessel function (ξ is a vector that does not belong to L
0 and is invariant
under the maximal compact subgroup K of the group O(n, 1)). In particular,
ξ = e−
√
2 |ξ| for n = 2.
For each model of the complementary series representations, we explicitly describe the
spherical function and the vacuum vector ξ, i.e., a vector from the representation space
that is invariant under the maximal commutative subgroup. We also describe the em-
bedding of the spaces of complementary series representations into their tensor product.
This embedding leads to one of the constructions of representations of the current group
O(n, 1)X .
0.7. Construction of an irreducible representation of the subgroup P ⊂ U(n, 1).
In §§ 3–6 we consider representations of the group U(n, 1) and its parabolic subgroup P .
We begin in § 3 with a construction of a class of unitary representations of the group P
based on the construction of irreducible representations of the Heisenberg group H . It is
known that every infinite-dimensional unitary representation of H is determined by a real
parameter ρ 6= 0 (the Planck constant). We consider the Bargmann realization of these
representations. In this realization, the representation with parameter ρ > 0 is defined in
the Hilbert space H(ρ) of entire analytic functions f(z) on C n−1 with the norm
‖f‖2 = |ρ|n−1
∫
C
n−1
|f(z)|2 e−|ρ| |z|2 dµ(z), (0.1)
9where |z|2 = zz∗ = |z1|2 + . . . + |zn−1|2 and dµ(z) is the Lebesgue measure on C n−1. The
operators corresponding to elements h = (t0, z0) ∈ H have the form
Thf(z) = e
ρ (it0− 12 |z0|2−zz∗0 ) f(z + z0). (0.2)
Analogously, the representation with parameter ρ < 0 is defined in the Hilbert space
H(ρ) of entire antianalytic functions on C n−1 with the norm (0.1). The operators corre-
sponding to elements h = (t0, z0) ∈ H have the form
Thf(z) = e
iρt0−|ρ| ( 12 |z0|2+z0z∗) f(z + z0). (0.3)
Each of these representations can be extended to a unitary representation of the group
P0 = H ⋋ D0. Namely, the operators Td corresponding to elements d = (ǫ, u, ǫ) ∈ D0 are
given, for every ρ, by the formulas
Tdf(z) = f(ǫzu). (0.4)
To construct unitary representations of the group P , we associate with every λ > 0 direct
integrals of the spaces H(ρ):
Hλ+ =
∫ ∞
0
H(ρ) ρλ−1 dρ and Hλ− =
∫ 0
−∞
H(ρ) |ρ|λ−1 dρ.
The representations of the group P0 in these spaces can be extended to unitary represen-
tations of the group P = P0 ⋋ D1. Namely, the operators Td corresponding to elements
d = diag(r−1, e, r) ∈ D1 have the form
Tdf(ρ, z) = f(r
2ρ, r−1z) rλ. (0.5)
The representations of the group P in the spaces Hλ+ (respectively, Hλ−) defined in this
way are irreducible and pairwise equivalent; the representations in Hλ+ and Hλ− are not
equivalent.
In § 6 it is shown that these representations of the group P can be extended to special
representations of the group U(n, 1).
0.8. Representations of the group P in the spaces Hλ±. In § 4 we construct a family
of reducible unitary representations of the subgroup P ⊂ U(n, 1) in spaces Hλ+ and Hλ−.
As shown later in § 5, the representations of the subgroup P in the spaces Hλ = Hλ+⊕Hλ−
can be extended to (irreducible) complementary series representations of the whole group
U(n, 1).
The spaces Hλ± are defined as the direct integrals
Hλ+ =
∫ ∞
0
H(ρ) ρλ−1 dρ and Hλ− =
∫ 0
−∞
H(ρ) |ρ|λ−1 dρ,
where H(ρ) is the Hilbert space of all functions f(z) on C n−1 with the norm (0.1).
In H(ρ), a unitary representation of the group P0 acts; it is given by (0.2) and (0.4) for
ρ > 0, and by (0.3) and (0.4) for ρ < 0.
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The space H(ρ) decomposes into a direct sum of invariant P0-irreducible pairwise
nonequivalent subspaces:
H(ρ) =
∞⊕
m=0
Hm(ρ),
where Hm(ρ) with ρ > 0 and ρ < 0 is cyclically generated by the vectors z
k = zk11 . . . z
kn−1
n−1
and zk = zk11 . . . z
kn−1
n−1 , respectively, where k1+. . .+kn−1 = m. In particular, H0(ρ) = H(ρ).
The representation of the Heisenberg subgroup in each subspace Hm(ρ) is a multiple of
the irreducible representation with parameter ρ. The multiplicity is equal to the number
of partitions of m into the sum of n−1 nonnegative integer summands.
Each space H(ρ) has an orthogonal basis {fpq | p, q ∈ Z n−1+ } compatible with the
action of the Heisenberg group H . For every fixed p, the vectors fpq, q ∈ Z n−1+ , form
an orthogonal basis in the subspace of an irreducible representation of the group H . We
describe the matrix elements of the representations of the group P0 in the same subspace
in terms of this basis.
The representations of the group P0 in the subspaces H
λ± can be extended, according to
(0.5), to unitary representations of the group P . These spaces are reducible with respect
to P and decompose into a direct sum of P -irreducible pairwise nonequivalent subspaces:
Hλ± =
∞⊕
m=0
(Hλ±)m ,
where
(Hλ+)m =
∫ ∞
0
Hm(ρ) ρ
λ−1 dρ and (Hλ−)m =
∫ 0
−∞
Hm(ρ) |ρ|λ−1 dρ.
0.9. Models of the complementary series representations of the group U(n, 1).
In § 5, by analogy with the case of the group O(n, 1), we construct six different models of
the complementary series representations of the group U(n, 1). We start from the known
realization of these representations in a space of functions on the unitary unit sphere
S ⊂ C n (model A), and then pass to their realization in a space of functions on the
Heisenberg group H , i.e., in the space of functions ϕ(t, z) on R × C n−1 (model B).
In the next model (model C), the complementary series representations of the group
U(n, 1) are realized as direct integrals of multiples of irreducible representations of the
Heisenberg group. They are obtained by passing from functions ϕ(t, z) in model B to
functions ψ(ρ, z) on R × C n−1, which are given by the integral
ψ(ρ, z) = |ρ|−n+1 e |ρ|2 |z|2
∫ +∞
−∞
e−iρt ϕ(t, z) dt.
In this model, the space Lλ of the complementary series representation is a direct integral
of P0-invariant subspaces L(ρ):
Lλ =
∫ +∞
−∞
L(ρ) |ρ|λ−1 dρ,
11
where L(ρ) is the space of functions ψ(z) on C n−1 with the norm
‖ψ‖2ρ = |ρ|2n−2
∫
C
n−1×Cn−1
Rλ(ρ, z1, z2)ψ(ρ, z)ψ(ρ, z) dµ(z1) dµ(z2).
An explicit expression for Rλ in terms of the Bessel function K 1−λ
2
(t) is given in the main
text.
The operators of the subgroup P0 in the space L(ρ) are given by the same formulas as
for the subspace H(ρ) defined in Section 0.8.
The total number of models of each complementary series representation of the group
U(n, 1) is equal to 3 rather than 6, because the representations in the spaces Lλ and L2n−λ
are equivalent.
Let us formulate the main result of § 5. It is proved that the representations of the
subgroup P0 in the spaces L(ρ) and H(ρ) are equivalent. Thus there exists an isomorphism
of Hilbert spaces
J : H(ρ)→ L(ρ)
commuting with the operators of the group P0. Since H(ρ) =
⊕∞
m=0Hm(ρ), where Hm(ρ)
are P0-invariant irreducible pairwise nonequivalent subspaces, it follows that on each of
them the operator J is a multiple of the identity operator: J = cm id on Hm(ρ). (In the
main text, we explicitly calculate the coefficient cm.)
The isomorphism J : H(ρ)→ L(ρ) induces an isomorphism of Hilbert spaces
Hλ → Lλ
commuting with the action of the whole group P (and not only the subgroup P0 ⊂ P ).
In view of the isomorphism Hλ → Lλ, the action of the group U(n, 1) can be transferred
from the space Lλ to the space Hλ.
Thus the space Hλ can be regarded as a new model of the space of a complementary
series representation.
In this new model, the operators of the subgroup P are given by the same formulas as in
the space Lλ. Hence, to describe a representation of the group U(n, 1) in the new model,
it suffices to know only the operator Ts.
0.10. Models of the special representations of the group U(n, 1). In § 6 we construct
six models of the special representations of the group U(n, 1). They are obtained from the
models of the complementary series representations by passing to the limit as λ → 0 and
λ→ 2n.
The structure of the spaces L0 and L2n, which are the limits of the spaces Lλ of com-
plementary series representations, was already discussed in Section 0.2.
Let us describe the main model (model C, λ = 0).
The special representations of the group U(n, 1) are realized in the spaces
L+ =
∫ ∞
0
L(ρ) ρ−1 dρ, L− =
∫ 0
−∞
L(ρ) |ρ|−1 dρ.
Here L(ρ) is the quotient of the space of functions ψ(z) on C n−1 with the norm
‖ψ‖2ρ = |ρ|2n−2
∫
C
n−1×C n−1
e|ρ|(aρ(z1,z2)−|z1|
2−|z2|2) ψ(z1)ψ(z2) dµ(z1) dµ(z2),
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where
aρ(z1, z2) =
{
z1z
∗
2 for ρ > 0,
z2z
∗
1 for ρ < 0,
(0.6)
by the subspace of functions of norm 0.
The spaces L(ρ) are irreducible and pairwise nonequivalent under the action of the
Heisenberg group H . Thus the special representations of the group U(n, 1) decompose into
direct integrals of irreducible pairwise nonequivalent representations of the Heisenberg
group.
There is another realization of the special representations of U(n, 1). Namely, it is proved
that there exists an isomorphism of Hilbert spaces
H0± → L±
commuting with the action of the subgroup P , where H0± are the spaces defined in § 0.7 of
the Introduction.
In view of this isomorphism, the action of the group U(n, 1) can be transferred from the
spaces L± to the spaces H0±.
We call the realizations of the special representations of U(n, 1) in H0± the Bargmann
models. In these models, the action of the operators of the subgroup P is defined from the
beginning, so that in order to give a complete description of a representation of U(n, 1), it
suffices to determine only the action of the operator Ts.
It is establish that in the case of H0+ the action of Ts on functions of the form ρ|k| e−aρ zk,
where zk = zk11 . . . z
kn−1
n−1 , |k| = k1 + . . . + kn−1, and Re a > 0, is given by
Ts(ρ
|k| e−aρ zk) = a−|k| ρ|k| e−
ρ
a zk.
In particular, Ts(e
−aρ) = e−
ρ
a . In a similar way Ts is defined on the space H0−.
In the Bargmann model, the nontrivial 1-cocycles b± : U(n, 1)→H0± are given by
b±(g) = Tgξ± − ξ±, ξ± = χ±(ρ) e−|ρ|,
where χ± are the characteristic functions of the half-lines ρ > 0 and ρ < 0, respectively.
Since b±(g) = 0 on the maximal compact subgroup, this function is uniquely determined
by its restriction to the subgroup P1, a one-dimensional extension of the Heisenberg group
H .
0.11. Canonical representations. In the construction of the special representations of
the groups O(n, 1) and U(n, 1), one can replace the complementary series with another
one-parameter series of unitary representations, the canonical representations.
Canonical representations were first introduced in [10, 17] in connection with construct-
ing representations of the current groups O(n, 1)X and U(n, 1)X .
In Appendix 1, we first give a general definition of canonical representations for an arbi-
trary locally compact group G, and then explicitly construct the canonical representations
of the groups O(n, 1) and U(n, 1) and establish their relation to the complementary series
representations and the special representations.
In Appendix 2, we derive some formulas used in the paper.
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§ 1. The groups O(n, 1), U(n, 1) and some subgroups of these groups
1.1. The groups O(n, 1) and U(n, 1). By O(n, 1) and U(n, 1) we denote the groups of
all linear transformations in R n+1 and C n+1 preserving, respectively, the quadratic and
Hermitian forms of signature (n, 1); this condition uniquely determines the groups O(n, 1)
and U(n, 1) up to isomorphism. In what follows, we use two matrix models of these groups,
which are determined by the choice of the corresponding quadratic and Hermitian form.
1.1.1. Model a. The quadratic and Hermitian forms are, respectively,
x21 + . . .+ x
2
n − x2n+1,
|x1|2 + . . .+ |xn|2 − |xn+1|2.
In this model, elements of the groups are written as block matrices
g =
(
α β
γ δ
)
,
where the diagonal blocks α, δ are matrices of orders n and 1, respectively. In this notation,
O(n, 1) and U(n, 1) are, respectively, the groups of real and complex matrices g of order
n+ 1 satisfying the condition
gσg∗ = σ, where σ =
(
e 0
0 −1
)
, (1.1)
i.e.,
αα∗ − ββ∗ = e, αγ∗ − βδ∗ = 0, δδ∗ − γγ∗ = 1.
Here e is the unit matrix of order n and ∗ denotes conjugation, i.e., α∗ = α⊤ in the real
case, and α∗ = α⊤ in the complex case.
1.1.2. Model b. The quadratic and Hermitian forms are, respectively,
2x1xn+1 + x
2
2 + . . . + x
2
n,
x1x¯n+1 + xn+1x¯1 + |x2|2 + . . .+ |xn|2.
In this model, elements of the groups are written as block matrices
g =
g11 g12 g13g21 g22 g23
g31 g32 g33
 ,
where the diagonal blocks are matrices of orders 1, n−1, and 1, respectively. In this no-
tation, O(n, 1) and U(n, 1) are, respectively, the groups of real and complex matrices g of
order n+ 1 satisfying the condition
gsg∗ = s, s =
 0 0 10 e 0
1 0 0
 , (1.2)
where e is the unit matrix of order n−1.
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Remark. Model a is convenient for describing the maximal compact subgroup in U(n, 1).
Namely, the latter subgroup in model a consists of block-diagonal matrices g =
(
u 0
0 ǫ
)
,
where u ∈ O(n), ǫ = ±1 in the case of O(n, 1); and u ∈ U(n), ǫ ∈ C ∗ in the case of U(n, 1).
Model b, mostly used in this paper, is convenient for describing the unipotent subgroup.
1.1.3. Transition from model a to model b and vice versa. Note that the matrices σ and s
are related by
a−1sa = σ, where a =
1√
2
 1 0 −10 e 0
1 0 1
 .
It follows that the transition from model a to model b reduces to the transformation
g → aga−1. Let us give explicit formulas for this transition. For this, let us write the blocks
of matrices g =
(
α β
γ δ
)
in model a in the form
α =
(
α11 α12
α21 α22
)
, β =
(
β1
β2
)
, γ = (γ1, γ2),
where α22 is a matrix of order n−1 and β2, γ2 are, respectively, a column and a row of
length n−1. Then the transition from model a to model b is given by the following formula:
(
α β
γ δ
)
→

1
2(α11 + δ − β1 − γ1) α12−γ2√2
1
2(α11 − δ + β1 − γ1)
α21−β2√
2
α22
α21+β2√
2
1
2(α11 − δ − β1 + γ1) α12+γ2√2
1
2(α11 + δ + β1 + γ1)
 .
Conversely, the transition from model b to model a is given byg11 g12 g13g21 g22 g23
g31 g32 g33
 −→ (α β
γ δ
)
,
where
α =
(
1
2(g11 + g33 + g13 + g31)
g12+g32√
2
g21+g23√
2
g22
)
, β =
(
1
2(−g11 + g33 + g13 − g31−g21+g23√
2
)
,
γ = (
1
2
(−g11 + g33 − g13 + g31), −g12 + g32√
2
), δ =
1
2
(g11 + g33 − g13 − g31).
1.2. The subgroups Z and H. Denote by Z ⊂ O(n, 1) and H ⊂ U(n, 1) the following
subgroups of block matrices in model b:
z =
 1 0 0−γ∗ e 0
−γγ∗2 γ 1
 , γ ∈ R n−1, and h =
 1 0 0−z∗ e 0
it− zz∗2 z 1
 , t ∈ R , z ∈ C n−1,
where e is the unit matrix of order n−1. They are the maximal unipotent subgroups of
the corresponding groups. The first of them is isomorphic to the additive group R n−1; the
second one is the Heisenberg group of dimension 2n−1.
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Elements of H will be written as pairs h = (t, z) or h = (ζ, z), where ζ = it − zz∗2 . In
this notation, the product of elements of H is given by the formulas
(t, z) (t′, z′) = (t+ t′ − Im(zz′∗), z + z′)
or
(ζ, z) (ζ ′, z′) = (ζ + ζ ′ − zz′∗, z + z′).
Here and in what follows, zz′∗ = z1z′1 + . . .+ zn−1z
′
n−1.
According to the formulas for the transition from one model to the other, in model a
the subgroup H consists of block matrices h =
(
α β
γ δ
)
, where
α =
(
1 + ζ2
z√
2
− z∗√
2
e
)
, β =
(
− ζ2−z∗√
2
)
,
γ = (
ζ
2
,
z√
2
), δ = 1− ζ
2
.
(1.3)
1.3. The subgroups D, D0, and D1. Denote by D the subgroup of block-diagonal ma-
trices in model b. It consists of all block-diagonal matrices of the form
d = diag(ǫ−1, u, ǫ), ǫ ∈ R ∗, u ∈ O(n−1) in the case of O(n, 1),
d = diag(ǫ¯−1, u, ǫ), ǫ ∈ C ∗, u ∈ U(n−1) in the case of U(n, 1).
The group D decomposes into the direct product
D = D0 ×D1,
where, in the case of U(n, 1), D0 ∼= U(1) × U(n−1) is the subgroup of block-diagonal
matrices of the form
d = diag(ǫ, u, ǫ), where |ǫ| = 1, u ∈ U(n−1),
and D1 ∼= R ∗+ is the subgroup of block-diagonal matrices of the form
d = diag(r−1, e, r), where r > 0.
In the case of O(n, 1), the subgroups D0 and D1 are defined in a similar way.
1.4. The subgroups P , P0, and P1. Denote by P the normalizer of the maximal unipo-
tent subgroup, i.e., the maximal parabolic subgroup. Obviously, in model b the subgroup P
coincides with the subgroup of all lower block triangular matrices and thus can be written
as the semidirect product
P = H ⋋D.
Further, denote
P0 = H ⋋D0, P1 = H ⋋D1.
Proposition 1.1. In model b, the groups O(n, 1) and U(n, 1) are algebraically generated
by the elements of the subgroup P and the element s =
 0 0 10 e 0
1 0 0
.
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Remark. In view of this proposition, in order to describe a representation of the group
O(n, 1) or U(n, 1), it suffices to determine, apart from its restriction to the subgroup P ,
only the involution operator I corresponding to the element s.
Part 1. Representations of the group O(n, 1)
§ 2. Models of irreducible unitary complementary series representations of
the group O(n, 1) and of the special representation of this group
Every complementary series representation is determined by a real number λ from the
interval 0 < λ < n− 1. Let us describe three models of these representations.
2.1. Model A: realization in a space of functions on the unit sphere S ⊂ R n. The
unit sphere
S = {ω ∈ R n | |ω|2 ≡ ω12 + . . . + ωn2 = 1}
is a homogeneous space of the group O(n, 1). Namely, if this group is realized in matrix
model a, then its action on S is given by the formula
ωg = (ωβ + δ)−1 (ωα+ γ) for g =
(
α β
γ δ
)
.
The complementary series representation with parameter λ acts in the complex Hilbert
space Lλ of functions f(ω) on S with the norm
‖f‖2 =
∫
S×S
(1 − 〈ω, ω′〉)−λ f(ω) f(ω′) dω dω′, (2.1)
where 〈ω, ω′〉 = ω1ω′1 + . . .+ ωnω′n and dω is the invariant measure on S.
Remark. Expanding (1− 〈ω, ω′〉)−λ into a power series, we can also write the norm in the
following form:
‖f‖2 = 1
Γ(λ)
∑
k∈Z n+
Γ(λ+ |k|)
k!
∣∣∣∫
S
ωk f(ω) dω
∣∣∣2.
Here |k| =∑ ki, k! =∏ ki!, ωk =∏ωkii .
The operators T λg , g =
(
α β
γ δ
)
, of this representation are given by the formula
T λg f(ω) = f(ωg) |ωβ + δ|1−n+λ. (2.2)
The group property of these operators is a consequence of the following relation for the
function b(ω, g) = |ωβ + δ|:
b(ω, g1g2) = b(ω, g1) b(ωg1, g2) for any g1, g2 ∈ O(n, 1)
(the 1-cocycle property). The unitarity follows from the relations
1− 〈ω, ω′〉 = (1 − 〈ωg, ω′g〉) b(ω, g) b(ω′, g)
and
d(ωg)
dω
= b1−n(ω, g) for every g ∈ O(n, 1).
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Proposition 2.1. Complementary series representations T λ and T µ of the group O(n, 1)
are equivalent if and only if λ+ µ = n−1 or λ = µ.
An intertwining operator Rλ : Lλ → Ln−1−λ is given by the following formula:
(Rλf)(ω) =
∫
S
(1− 〈ω, ω′〉)−λ f(ω) dω′.
2.2. Model B: realization in a space of functions on the maximal unipotent
subgroup Z ≃ R n−1. We construct this model using matrix realization b of the group
O(n, 1). Let us define an action z → zg of the group O(n, 1) on Z by the formula
zg = z′,
where z′ ∈ Z is determined from the decomposition zg = b+z′ with b+ being an upper
block triangular matrix. In the coordinates γ ∈ R n−1 on Z and the block coordinates gij
on O(n, 1), this action is given by the following formula:
γg¯ = (−|γ|
2
2
g13 + γg23 + g33)
−1 (−|γ|
2
2
g12 + γg22 + g32), (2.3)
where gij are the entries of a block matrix g ∈ O(n, 1). In particular,
γg = γ + γ0 for g = z(γ0) ∈ Z;
γg = ǫ−1γu for g = diag(ǫ−1, u, ǫ);
γs = − 2γ|γ|2 .
Remark. The transformation γ → γg has the following geometric interpretation. Let Y be
the manifold of one-dimensional subspaces in R n+1 lying in the light cone
2x1xn+1 + x
2
2 + . . . + x
2
n = 0.
The group O(n, 1), as a group of linear transformations in R n+1, acts transitively on Y .
We use the right notation for this action: y → yg¯. Note that in another interpretation
Y is the absolute of the n-dimensional Lobachevsky space realized as the collection of
one-dimensional subspaces in R n+1 lying inside the light cone.
Let us realize Y \y0, where y0 = (1, 0, . . . , 0), as the section of the cone by the hyperplane
xn+1 = 1, i.e., as the set of points in R
n+1 of the form
(−|γ|
2
2
, γi, . . . , γn−1, 1),
where γ = (γi, . . . , γn−1) ∈ R n−1 and |γ| = (
∑
γi
2)1/2. According to this realization, there
is a natural bijection Y \ y0 → R n−1, so that the action of the group G on Y induces its
action γ → γg¯ on R n−1. We emphasize that this action is not linear.
Further, we define a function β(γ, g) by the formula
β(γ, g) = | − |γ|
2
2
g13 + γg23 + g33|, γ ∈ R n−1, g ∈ G. (2.4)
In particular,
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β(γ, g) = 1 for g ∈ Z;
β(γ, g) = |ǫ | for g = diag(ǫ−1, u, ǫ);
β(γ, s) =
|γ|2
2
.
It follows from the definition that β(γ, g) is a 1-cocycle of the group O(n, 1) with values
in R ∗, i.e.,
β(γ, g1g2) = β(γ, g1)β(γg¯1, g2) for any γ ∈ R n−1 and g1, g2 ∈ G. (2.5)
In model B, the complementary series representation with parameter λ acts in the
complex Hilbert space of functions on Z ∼= R n−1 with the scalar product
〈f1, f2〉 =
∫
R
n−1×R n−1
|γ′ − γ′′|−2λ f1(γ′) f2(γ′′) dγ′ dγ′′, (2.6)
where dγ = dγ1 . . . dγn−1 is the Lebesgue measure on R n−1. The operators of this repre-
sentation have the form
T λg f(γ) = f(γg¯)β
1−n+λ(γ, g), (2.7)
where γg¯ and β(γ, g) are given by (2.3) and (2.4), respectively. In particular,
T λz f(γ) = f(γ + γ0) for z = z(γ0) ∈ Z; (2.8)
T λd f(γ) = |ǫ|1−n+λ f(ǫ−1γu) for d = diag(ǫ−1, u, ǫ); (2.9)
T λs f(γ) = f(−
2γ
|γ|2 )
( |γ|2
2
)1−n+λ
for s =
 0 0 10 e 0
1 0 0
 . (2.10)
The group property of these operators immediately follows from property (2.5) of the
function β(γ, g); the unitarity follows from the relations
d(γg¯) = β1−n(γ, g) dγ for every g ∈ O(n, 1), (2.11)
where dγ = dγ1 . . . dγn−1, and
|γ − γ′|2 = |γg¯ − γ′g¯|2 β(γ, g)β(γ′, g) (2.12)
for any γ, γ′ ∈ R n−1 and g ∈ O(n, 1).
One can easily check (2.11) and (2.12) for elements from Z, D and for the element s.
Then it follows from the 1-cocycle property of β(γ, g) that these relations hold for every
element g ∈ O(n, 1).
Proposition 2.2. The functions F (ω) on S and f(γ) on R n−1 in models A and B are
related by
f(ω) = (1 +
|γ|2
2
)λ+1−n F (τγ), (2.13)
where τγ = ω is given by the formulas
ω1 =
1− |γ|22
1 + |γ|
2
2
, ωi =
21/2 γ
1 + |γ|
2
2
, i = 2, . . . , n.
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2.3. Commutative models of the complementary series representations. Let us
describe a new model of a complementary series representation T λ of the group O(n, 1) in
which the operators of the subgroup Z act by multiplication by functions. We call it the
commutative model with respect to the subgroup Z.
This model is obtained by passing from functions f(γ) in model B to their Fourier
transform
ϕ(ξ) =
∫
R
n−1
e i〈ξ,γ〉f(γ) dγ.
Theorem 2.1. The commutative model of a complementary series representation T λ is
realized in the Hilbert space Lλ of complex-valued functions on R n−1 with the norm
‖ϕ‖2 = 2
−2λ Γ(n−1
2
−λ)
Γ(λ)
∫
R
n−1
|ξ|1−n+2λ |ϕ(ξ)|2 dξ, |ξ| = 〈ξ, ξ〉 1/2. (2.14)
The operators of this representation are given by the formula
T λg ϕ(ξ) =
∫
R
n−1
Aλ(ξ, ξ′, g)ϕ(ξ′) dξ′, (2.15)
where
Aλ(ξ, ξ′, g) =
∫
R
n−1
e i (〈ξ,γ〉− 〈ξ
′,γg〉) β1−n+λ(γ, g) dγ. (2.16)
In particular,
T λz ϕ(ξ) = e
−i〈ξ,γ0〉 ϕ(ξ) for z = z(γ0) ∈ Z;
T λd ϕ(ξ) = |ǫ|λ ϕ(ǫ ξu) for d = diag(ǫ−1, u, ǫ).
(2.17)
Proof. In the new model, the scalar square is given by the formula
‖ϕ‖2 =
∫
R
n−1×R n−1
R(ξ, ξ′)ϕ(ξ)ϕ(ξ′) dξ dξ′,
where
R(ξ, ξ′) =
∫
R
n−1×Rn−1
|γ − γ′|−2λe i(〈ξ,γ〉− 〈ξ′,γ′〉) dγ dξ′ = δ(ξ − ξ′)
∫
R
n−1
|γ|−2λ e i〈ξ,γ〉 dξ.
Equation (2.14) is a consequence of the following relation:∫
R
n−1
|γ|−2λ e i 〈ξ,γ〉 dγ = cn
2−2λ Γ(n−12 − λ)
Γ(λ)
. |ξ|2λ−n+1, (2.18)
where the coefficient cn depends only on n. For a proof of (2.18), see Appendix 2.
The formulas for the operators of T λ in the new model can be immediately obtained
from the formulas for these operators in the original model by passing from functions f(γ)
to their Fourier transforms. 
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Proposition 2.3. In the commutative model of the representation T λ, the kernel A(ξ, ξ′) =
Aλ(ξ, ξ′, s) of the operator T λs corresponding to the element s =
0 0 10 e 0
1 0 0
 has the fol-
lowing form:
A(ξ, ξ′) = 21−λ
∫ ∞
0
cos(ξx+
2ξ′
x
)x2λ−2 dx for n = 2, (2.19)
A(ξ, ξ′) = cn2−λ
∫ ∞
0
r2λ−n |rξ + 2r−1ξ′|−n−32 Jn−3
2
(|rξ + 2r−1ξ|) dr (2.20)
for n > 2; here Jn−3
2
is a Bessel function of the second kind.
Indeed, since γs =
−2γ
|γ|2 and β(γ, s) =
|γ|2
2
, it follows from (2.16) that
A(ξ, ξ′) = 2n−1−λ
∫
R
n−1
e
i (〈ξ,γ〉+〈ξ′, 2γ
|γ|2
〉) |γ|2−2n+2λ dγ.
For n = 2, this immediately implies (2.19). For n > 2, passing to spherical coordinates, we
obtain
A(ξ, ξ′) = cn2−λ
∫ ∞
0
∫ π
0
e i |rξ+2r
−1ξ′| cosϕ r2λ−n sinn−3 ϕdϕdr.
Integrating with respect to ϕ yields (2.20).
Remark. For n = 2, the kernel A(ξ, ξ′) can be expressed in terms of Bessel functions:
A(ξ, ξ′) = c (cos(πλ))−1 |ξ′ξ−1|1/2 [J2λ−1(23/2|ξξ′|)− J1−2λ(23/2|ξξ′|)] for ξξ′ < 0,
A(ξ, ξ′) = c (cos(πλ))−1 |ξ′ξ−1|1/2 [I2λ−1(23/2|ξξ′|)− I1−2λ(23/2|ξξ′|)] for ξξ′ > 0.
2.4. Vacuum vectors and spherical functions. In the space Lλ of an arbitrary comple-
mentary series representation there exists a vector fλ invariant with respect to the maximal
compact subgroup K of the group O(n, 1), and this vector is unique up to a factor. Let us
call it the vacuum vector of this representation.
Proposition 2.4. Up to a factor, the vacuum vector fλ ∈ Lλ has the form
fλ(ω) = const in model A, (2.21)
fλ(γ) = (1 +
|γ|2
2
)λ+1−n in model B, (2.22)
fλ(ξ) = |ξ|−λ−
n−1
2 Kλ−n−1
2
(
√
2 |ξ|)) in the commutative model; (2.23)
here Kν(x) is a Bessel function, see [51, Vol. 2].
Proof. For model A, the assertion follows from the explicit formulas for the operators of
the representation T λ. By Proposition 2.2, this implies the required assertion for model B.
The expression for fλ in the commutative model can be obtained from (2.22) by the
Fourier transform. To this end, it suffices to apply the following formula:∫
R
n−1
(1 +
|γ|2
a2
)−λ e i 〈ξ,γ〉 dγ = cn
2 a
n+1
2
Γ(λ)
|ξ|λ−(n−1)/2Kn−1
2
−λ(a|ξ|). (2.24)
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A proof of (2.24) is given in Appendix 2. 
By definition, the spherical function of a complementary series representation T λ is the
function on the group O(n, 1) given by the formula
ψλ(g) = 〈T λg 1I, 1I〉 ,
where 1I is the vacuum vector with norm 1. This function uniquely determines the repre-
sentation up to equivalence.
Proposition 2.5. In matrix model a of the group O(n, 1), the spherical function is given
by the formula
ψλ(g) = cλ |β|1−
n
2 P
1−n
2
λ−n
2
(|δ|) for g =
(
α β
γ δ
)
, (2.25)
where Pµν is a Legendre function and |β| = (δ2 − 1)1/2 is the norm of a vector β ∈ R n.
Proof. Since 1I = const in model a, it follows from the description of the representation T λ
that
ψλ(g) = cλ
∫
S×S
|ωβ + δ|λ+1−n (1− 〈ω, ω′〉)−λ dω dω′ for g =
(
α β
γ δ
)
.
Integrating with respect to ω′ yields
ψλ(g) = cλ
∫
S
|ωβ + δ|λ+1−n dω.
In view of the equation |β|2 = δ2−1, this integral is a function of |δ| only. Hence it suffices
to calculate it for the matrix g ∈ O(n, 1) with the blocks
α =
(
cosh τ 0
0 e
)
, β =
(
sinh τ
0
)
, γ = (sinh τ, 0), δ = cosh τ.
Passing to the spherical coordinates on S, we obtain
ψλ(g) = cλ
∫ π
0
(sinα sinh τ + cosh τ)λ+1−n sinn−2 α dα.
The obtained integral can be expressed in terms of the Legendre function Pµν (x) according
to the following formula, see [51, Vol. 1, p. 156(7)]:
Pµν (cosh τ) =
2µ(sinh τ)−µ
π1/2 Γ(12 − µ)
∫ π
0
(sinα sinh τ + cosh τ)µ+ν (sinα)−2µ dα. 
Remark 1. The fact that the spherical functions of two equivalent representations, i.e.,
representations with parameters λ and n−1−λ, coincide is a consequence of the following
relation for the Legendre function: Pµ−ν−1(cosh τ) = P
µ
ν (cosh τ).
Remark 2. The expression for ψλ(g) in matrix model b of the group O(n, 1) is obtained by
replacing |δ| in (2.25) with 12 |g11 + g33 − g13 − g31|.
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2.5. Embedding into the tensor product.
Proposition 2.6. For any real positive numbers λ1, . . . , λm with
∑
λi < n−1 there exists
an isometric embedding
τ : Lλ →
m⊗
i=1
Lλi , λ =
∑
λi,
commuting with the action of the group O(n, 1). In model B, it is given by the formula
τf(γ1, . . . , γm) = f(γ1)
m∏
i=2
δ(γ1 − γi); (2.26)
in the commutative model, it is given by the formula
τϕ(ξ1, . . . , ξm) = ϕ(ξ1 + . . . + ξm). (2.27)
Proof. Let 〈 , 〉 and 〈 , 〉m be the scalar products in the spaces Lλ and
⊗m
i=1 L
λi , respectively,
in model B. Then, obviously,
〈τf, τf〉m =
∫
R
n−1×R n−1
m∏
i=1
|γ′ − γ′′|−2λi f(γ′) f(γ′′) dγ′ dγ′′ = 〈f, f〉.
Thus the map τ is isometric. It is obvious that it commutes with the action of O(n, 1).
The commutative model is obtained by passing from functions f in model B to their
Fourier transforms. Let ϕ(ξ) be the image of f(γ) under this transform. Let us check that
the image of τf(γ1, . . . , γm) is ϕ(ξ1 + . . . + ξm). Indeed, according to (2.26), this image is
equal to ∫
(R n−1)m
!f(γ1)
m∏
i=2
δ(γ1 − γi)
m∏
i=1
e i 〈ξi,γi〉 dγi = ϕ(ξ1 + . . . + ξm). 
Remark. This embedding leads to one of the models of an irreducible nonlocal unitary
representation of the current group O(n, 1)X , i.e., the group of measurable maps X 7→
O(n, 1), where X is a measurable space.
2.6. Models of the special representation of the group O(n, 1), n > 2. The spe-
cial irreducible unitary representation of the group O(n, 1), n > 2, is obtained from the
complementary series representations by passing to the limit as λ→ 0 or λ→ n−1.
As λ → 0, the norm ‖f‖λ in the space of a complementary series representation de-
generates on a subspace L0 of codimension 1. The special representation is realized in the
subspace L0 with the norm
‖f‖2 = lim
λ→ 0
d ‖f‖2λ
dλ
.
For λ = n−1, the norm ‖f‖λ degenerates on a one-dimensional invariant subspace L0 of
the group O(n, 1). The special representation is realized in the quotient Ln−1/L0 with the
norm
‖f‖2 = lim
λ→n−1
‖f‖2λ.
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The operators of the special representation can be obtained from the operators of comple-
mentary series representations by passing to the limit as λ→ 0 and λ→ n−1. The unitary
representations of O(n, 1) in the spaces L0 and Ln−1/L0 defined in this way are irreducible
and equivalent.
Since each of the spaces L0 and Ln−1 can be defined in three different models, we thus
obtain six different models of the special representation.
Let us explicitly describe the spaces L0 and Ln−1 in models A and B.
2.6.1. Model A. Here L0 is the subspace of functions f(ω) on the unit sphere S = Sn−1 in
R n satisfying the condition ∫
S
f(ω) dω = 0.
The norm in the space L0:
‖f‖2 = −
∫
S×S
log(1− 〈ω, ω′〉) f(ω) f(ω′) dω dω′. (2.28)
The norm in the space Ln−1 of functions on S:
‖f‖2 =
∫
S×S
(1 − 〈ω, ω′〉)−n+1 f(ω) f(ω′) dω dω′. (2.29)
The intertwining operator R : L0 → Ln−1:
(Rf)(ω) =
∫
S
log(1− 〈ω, ω′〉) f(ω′) dω′. (2.30)
Remark. In view of (2.30), the norm in L0 can be written as an integral over S:
‖f‖2 =
∫
S
(Rf)(ω) f(ω) dω.
2.6.2. Model B. Here L0 is the subspace of functions f(γ) on R n−1 satisfying the condition∫
R
n−1
f(γ) dγ = 0.
The norm in the space L0:
‖f‖2 = −
∫
R
n−1×Rn−1
log |γ − γ′| f(γ) f(γ′) dγ dγ′. (2.31)
The norm in the space Ln−1 of functions on R n−1:
‖f‖2 =
∫
R
n−1×R n−1
|γ − γ′|−2n+2 f(γ) f(γ′) dγ dγ′. (2.32)
The intertwining operator R : L0 → Ln−1:
‖f‖2 = −
∫
R
n−1
log |γ − γ′| f(γ′) dγ′. (2.33)
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2.6.3. Commutative model.
Theorem 2.2. In the commutative models corresponding to λ = 0 and λ = n−1, the special
representation of the group O(n, 1), n > 2, is realized in the Hilbert spaces of functions f(ξ)
on R n−1 with the norms
‖f‖2 =
∫
R
n−1
|f(ξ)|2 |ξ|1−n dξ and ‖f‖2 =
∫
R
n−1
|f(ξ)|2 |ξ|n−1 dξ, (2.34)
respectively.
Remark. In the exceptional case of the group O(2, 1), each of the spaces L0 and Ln−1/L0
splits into two irreducible subspaces, and we obtain not one but two special representations,
1) and 2), of this group. In model A, at each endpoint of the interval [0, 1], they are realized
in the subspaces of functions on the unit circle that are the boundary values of 1) analytic
and 2) antianalytic functions in the disk |z| < 1. This case reduces to the case of the group
U(1, 1) considered in § 6.
2.7. The nontrivial 1-cocycle associated with the special representation. The
space L of the special representation has a nontrivial 1-cocycle, i.e., a map b : O(n, 1)→ L
that satisfies the condition
b(g1g2) = b(g1) + Tg2b(g1) for any g1, g2 ∈ O(n, 1)
and cannot be written in the form b(g) = Tg ξ − ξ, ξ ∈ L.
Let us explicitly describe the 1-cocycle b in different realizations of this representation.
Theorem 2.3.
◦ The 1-cocycle b : O(n, 1)→ L0 is given by the formula
b(g) = Tgξ − ξ,
where ξ is a vector that does not belong to L0 and is invariant under the maximal
compact subgroup U of O(n, 1). The cocycle b is nontrivial.
◦ The 1-cocycle b′ : O(n, 1)→ Ln−1 is given by the formula
b′(g) = Rb(g),
where R : L0 → Ln−1 is an intertwining operator.
The cocycle b is nontrivial, because in L0 there are no U -invariant vectors.
Explicit expressions for ξ in different models can be obtained from the formulas for the
vacuum vector in the spaces of complementary series representations by passing to the
limit as λ→ 0. Namely,
ξ = const in model A,
ξ =
(
1 +
|γ|2
2
)1−n
in model B,
ξ = |ξ|− 1−n2 K 1−n
2
(
√
2 |ξ|)) in the commutative model;
here Kρ(x) is a Bessel function, see [51, Vol. 2]. In particular, ξ = e
−√2 |ξ| for n = 2.
Remark. For λ = n−1, a K-invariant vector is invariant with respect to the whole group
O(n, 1).
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Further, we have
b′(ω, g) =
∫
S
log(1− 〈ω, ω′〉) |ω′β + δ|1−n dω′ in model A,
b′(ω, g) =
∫
R
n−1
log(|γ − γ′|) · | − |γ′|22 g13 + γ′ g23 + g33|1−n dγ′ in model B.
2.8. Restriction to the maximal parabolic subgroup P .
Proposition 2.7. The restrictions of the complementary series representations T λ of the
group O(n, 1), n > 2, and of the special representation T 0 ≃ Tn−1 of this group to the
maximal parabolic subgroup P are irreducible and pairwise equivalent. In the commutative
model, an intertwining operator τ : Lλ → L0 is given by (τϕ)(ξ) = |ξ|λϕ(ξ).
The unitary representation of P arising in this way is a special representation of this
group.
Proof. In the commutative model, the representations T λ, including the special represen-
tation T 0, are realized in the Hilbert spaces Lλ with the norm
‖ϕ‖2λ =
∫
R
n−1
|ϕ(ξ)|2 |ξ| 1−n+2λ dξ.
It follows from the explicit formulas (2.17) for the operators of the subgroup P that τ is
an intertwining operator Lλ → L0. 
Remark. In order to describe the extension of this special representation of P to an arbi-
trary complementary series representation T λ, it suffices to determine only the operator
T λs .
2.9. The study of the separability of the special representations of the groups
O(n, 1) and P from the identity representations in the Fell topology. By definition,
a unitary representation T of a locally compact group G in a Hilbert space H contains
almost invariant vectors if for every compact set K ⊂ G and every ǫ > 0 there exists a unit
vector h ⊂ H such that ‖Tkh− h‖ < ǫ for all k ∈ K.
The set of all representations of G that contain almost invariant vectors coincides with
the intersection of all neighborhoods of the identity representation of G in the Fell topology
on the set of unitary representations of G.
Proposition 2.8.
1) The special representation T of the group O(n, 1) does not contain almost invariant
vectors.
2) The restriction T ′ of the representation T to the maximal parabolic subgroup P
contains almost invariant vectors.
Proof. 1) The representation T of the group O(n, 1). Let K be the maximal compact
subgroup of G = O(n, 1). Since T is a special representation, the space H does not contain
K-invariant vectors, so that ∫
K
〈Tkh, h〉 dk = 0
26
for every unit vector h ∈ H . Integrating the equation
‖Tkh− h‖2 = 2− 〈Tkh, h〉 − 〈h, Tkh〉
overK, we obtain
∫
K ‖Tkh−h‖2 dk = 2. Hence T does not contain almost invariant vectors.
2) The representation T ′ of the subgroup P . Let us use the commutative model of the
special representation of O(n, 1). Set
h(ξ) = χη(|ξ|) · |ξ|λ (λ > 0),
where χη is the characteristic function of the interval (0, η). Obviously, h(ξ) ∈ H for any
η > 0 and λ > 0. Let us check that for every compact set K ⊂ P and every ǫ > 0, and for
all sufficiently small η and λ,
‖T ′kh− h‖2 < ǫ · ‖h‖2 for k ∈ K.
Let us write elements k ∈ K in the form k = z(γ) · diag(r−1, u, r). Then
(T ′kh)(ξ) = e
−i 〈ξ,γ〉 · χη(|rξ|) |rξ|λ.
Without loss of generality we may assume that |r| < 1 on K. Under this assumption, we
have χη(|rξ|)χη(|ξ|) = χ2η(|ξ|) for |ξ| < η, whence
‖T ′kh− h‖2 = 2
∫
|ξ|<η
(h(ξ)− (T ′kh)(ξ))h(ξ) |ξ| 1−n dξ
= 2
∫
|ξ|<η
(1− |r|λ e−i 〈ξ,γ〉 )h2(ξ) |ξ| 1−n dξ.
This immediately implies the required assertion. 
Remark. The proposition remains valid for the special representations T of the group
U(n, 1) considered in § 6.
2.10. Remark on representations in real spaces. In models A and B, the operators of
the representation T λ preserve the spaces of real-valued functions. Therefore, the spaces of
complementary series representations and the space of the special representation, regarded
as linear spaces over R , split into direct sums of two invariant real Hilbert subspaces: the
spaces of functions with real and purely imaginary values, respectively. The representations
of the group O(n, 1) in these real Hilbert spaces are irreducible and equivalent.
In the commutative model, the representation space splits into a direct sum of invariant
subspaces over R : the space of functions f(ξ) + f(−ξ) and the space of functions f(ξ) −
f(−ξ).
2.11. Application of the commutative model of the special representation of
the group O(n, 1) to constructing an irreducible unitary representation of the
current group O(n, 1)X . The role of the commutative model of the special representation
of O(n, 1) manifests itself in that it leads to a natural construction of an irreducible unitary
representation of the current group O(n, 1)X , i.e., the group of measurable maps X →
O(n, 1), where X is a space with a finite measure m(x), with pointwise multiplication.
We start from the space L2(|ξ|1−n dξ), ξ ∈ R n−1, in the commutative model of the
special representation of O(n, 1), and construct a σ-finite measure ν in the space Φ∗ =
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Φ(X) of vector distributions ξ(x) = (ξ1(x), . . . , ξn−1(x)) satisfying the following invariance
properties:
1) The measure ν is invariant under the action of the group O(n− 1)X , i.e.,
dν(ξu) = dν(ξ) for every u(x) ∈ O(n − 1)X .
2) The measure ν is projectively invariant under the multiplication by any bounded
Borel function ǫ(x) ∈ (R ∗)X for which the integral ∫X |ǫ(x)| dm(x) converges,
namely,
d(ǫξ) = e
∫
X log |ǫ(x)| dm(x) dν(ξ).
In particular, dν(ǫξ) = dν(ξ) if
∫
X log |ǫ(x)| dm(x) = 0.
In view of these properties, we call ν the Lebesgue measure on Φ∗.
We construct a unitary representation of the group PX in the Hilbert space L2(ν) of
functions f(ξ) on Φ∗. By analogy with the commutative model of the special representation
of O(n, 1), elements γ(x) ∈ ZX act as multiplicators:
(Tγ f)(ξ) = e
i〈ξ,γ〉 f(ξ),
and the action of elements d = (ǫ−1, u, ǫ) ∈ DX is given by the formula
(Td f)(ξ) = e
1
2
∫
X
log |ǫ(x)| dm(x) f(ǫξu).
It is easy to check that these operators generate a representation of the whole group PX .
The unitarity of Tγ is obvious, and the unitarity of Td follows from the Lebesgue properties
of the measure ν.
The unitary representation of the group PX constructed in this way is irreducible. As
proved in [18, 19], it can be extended to a unitary representation of the whole group
O(n, 1)X .
Part 2. Representations of subgroups of the group U(n, 1)
§ 3. Representations of the Heisenberg group H and their extensions to the
groups P0 = H ⋋D0 and P = H ⋋D
This and the next sections are devoted to the description of the complementary series
representations and special representations of the group U(n, 1). We begin with a con-
struction of representations of the maximal unipotent subgroup, i.e., the Heisenberg group
H ⊂ U(n, 1), and its normalizer, the parabolic subgroup P .
3.1. Description of the irreducible unitary representations of the Heisenberg
group. It is known (see, e.g., [50]) that the irreducible unitary representations of the
Heisenberg group H break into two classes: one-dimensional representations, depending
on 2(n−1) real parameters, and infinite-dimensional ones, depending on one real param-
eter ρ 6= 0 (the Planck constant). Let us describe the Bargmann model of the infinite-
dimensional irreducible representations.
The irreducible representation with parameter ρ > 0 is realized in the Hilbert space
H(ρ) of entire analytic functions f(z) in z = (z1, . . . , zn−1) ∈ C n−1 with the norm
‖f‖2 = |ρ|n−1
∫
C
n−1
|f(z)|2 e−|ρ| |z|2 dµ(z), (3.1)
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where |z|2 = zz∗ = |z1|2 + . . . + |zn−1|2 and dµ(z) is the Lebesgue measure on C n−1
normalized by the condition ∫
C
n−1
e−|z|
2
dµ(z) = 1.
The operator Th corresponding to an element h = (t0, z0) ∈ H has the form
Thf(z) = e
ρ (it0− 12 |z0|2−zz∗0 ) f(z + z0). (3.2)
It is easy to check that these operators are unitary and satisfy the group property.
The irreducible representation with parameter ρ < 0 is realized in the Hilbert space
H(ρ) of entire antianalytic functions f(z) in z = (z1, . . . , zn−1) ∈ C n−1 with the same
norm (3.1).
The operator Th corresponding to an element h = (t0, z0) ∈ H has the form
Thf(z) = e
iρt0−|ρ| ( 12 |z0|2+z0z∗) f(z + z0). (3.3)
Note that the transition from the space H(ρ) to the space H(−ρ) reduces to replacing
f(z) by f(z).
Proposition 3.1. The representations of the Heisenberg group H in the spaces H(ρ),
ρ 6= 0, are irreducible and pairwise nonequivalent; they exhaust all infinite-dimensional
irreducible unitary representations of H.
Proposition 3.2. The monomials zk = zk11 . . . z
kn−1
n−1 and z
k = zk11 . . . z
kn−1
n−1 , k ∈ Z n−1+ ,
form orthogonal bases in the spaces H(ρ) for ρ > 0 and ρ < 0, respectively; their norms
equal
‖zk‖2 = ‖zk‖2 = k! |ρ|−|k|,
where
|k| = k1 + . . . + kn−1, k! = k1! . . . kn−1!.
In this basis, the operators Th, h = (t0, z0), for ρ > 0 have the form
Thz
k = e ρ (it0−
1
2
|z0|2)
∑
m∈Z n−1
+
akm(ρ, z0) z
m, (3.4)
where
akm(ρ, z0) = k!
∑
s
(−ρ)|m−s| zk−s0 zm−s0
s! (k − s)! (m− s)! . (3.5)
For ρ < 0, the formula for Th is analogous.
Remark. The change of variables z → z′ = |ρ|1/2z determines isomorphisms of Hilbert
spaces H(ρ) → H(1) and H(ρ) → H(−1) for ρ > 0 and ρ < 0, respectively. Thus every
irreducible infinite-dimensional representation of H with parameter ρ can be realized in
the Hilbert space of entire analytic (antianalytic) functions with the norm
‖f‖2 =
∫
C
n−1
|f(z)|2 e−|z|2 dµ(z).
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In this realization, the operators of this representation have the form
Thf(z) = e
ρ (it0− 12 |z0|2)−ρ1/2zz∗0 f(z + ρ1/2z0) for ρ > 0;
Thf(z) = e
iρt0− 12 |ρ||z0|2−|ρ|1/2z0z∗ f(z + |ρ|1/2z0) for ρ < 0.
3.2. Another expression for the norm in the spaces H(ρ).
Proposition 3.3. For every entire analytic function f(z) on C n−1, for every ρ > 0,∫
C
n−1
|f(z)|2 e−ρ|z|2 dµ(z) = ρn−1
∫
C
n−1×C n−1
f(z) f(z′) e ρ (z
′z∗−|z|2−|z′|2) dµ(z) dµ(z′). (3.6)
Analogously, for every entire antianalytic function f(z) on C n−1,∫
C
n−1
|f(z)|2 e−|ρ||z|2 dµ(z) = |ρ|n−1
∫
C
n−1×C n−1
f(z) f(z′) e |ρ| (z(z
′)∗−|z|2−|z′|2) dµ(z) dµ(z′). (3.7)
Proof. Let us prove (3.6). It suffices to prove this equation for all monomials f(z) = zk. Let
I1 and I2 be the left- and right-hand sides of (3.6), respectively, for f(z) = z
k. Obviously,
I1 = k! ρ
−|k|−n+1. On the other hand, let us substitute the power series expansion eρz0z
∗
=∑
l
ρ|l|
l! (z
′)lzl of eρz
′z∗ into the expression for I2. Observing that the terms of the resulting
sum vanish for l 6= k, we have
I2 =
ρ|k|+n−1
k!
∣∣∣∫
C
n−1
zkzk e−ρ |z|
2
dµ(z)
∣∣∣2 = ρ|k|+n−1
k!
I21 = k! ρ
−|k|−m+1.
Thus I1 = I2. The proof of (3.7) is similar. 
Corollary. The norms (3.1) in the spaces H(ρ) for ρ > 0 and ρ < 0 coincide with the
norms
‖f‖2 = ρ2n−2
∫
C
n−1×C n−1
f(z) f(z′) e ρ (z
′z∗−|z|2−|z′|2) dµ(z) dµ(z′) (3.8)
and
‖f‖2 = |ρ|2n−2
∫
C
n−1×Cn−1
f(z) f(z′) e |ρ| (z(z
′)∗−|z|2−|z′|2) dµ(z) dµ(z′), (3.9)
respectively.
Remark. On the space of all functions f(z), the norm (3.1) is strictly positive, while the
norms (3.8) and (3.9) are degenerate.
3.3. Extension of a representation of the Heisenberg group H to the group
P0 = H ⋋D0.
Proposition 3.4. The infinite-dimensional representations of the Heisenberg group H can
be extended to the group P0 = H⋋D0. Namely, in the Bargmann model H(ρ), the operators
Td corresponding to elements d = diag(ǫ, u, ǫ) ∈ D0 are given by the formula
Tdf(z) = f(ǫ
−1zu). (3.10)
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Corollary. The restriction of the representation of the group P0 in the space H(ρ) to
the subgroup U(n−1) ⊂ D0 splits into a direct sum of pairwise nonequivalent subspaces:
subspaces of homogeneous polynomials in z ∈ C n−1 for ρ > 0 and subspaces of homogeneous
polynomials in z for ρ < 0.
In particular, the representation space contains a U(n−1)-invariant vector, namely,
f(z) = const; this vector is unique up to a factor.
The explicit expression (3.1) for the norm and the expressions for the operators of the
group P0 in H(ρ) imply the following proposition.
Proposition 3.5. For every r > 0, the map f(z)→ f(r−1 z) is an isomorphism of Hilbert
spaces H(ρ) → H(r−2 ρ), which send the operators Tb, b ∈ P0, on H(ρ) to the operators
Td1 b d−11
on H(r−2 ρ), where d1 = diag(r−1, e, r).
3.4. Direct integrals of representations of the group P0 and their extensions to
representations of the parabolic group P = P0⋋D1 = H ⋋D. Let us associate with
each real number λ > 0 the following direct integrals of the Hilbert spaces H(ρ):
Hλ− =
∫ 0
−∞
H(ρ) |ρ|λ−1 dρ; Hλ+ =
∫ +∞
0
H(ρ) ρλ−1 dρ.
In more detail, Hλ+ is the Hilbert space of functions f(ρ, z) on R+ ×C n−1 that are entire
analytic in z with the norm
‖f‖2 =
∫ ∞
0
(∫
C
n−1
|f(ρ, z)|2 e−|ρ| |z|2 dµ(z)
)
ρn+λ−2 dρ. (3.11)
The space Hλ− is defined in a similar way.
The unitary representations of the group P0 in H(ρ) induce unitary representations of
this group in Hλ±.
Proposition 3.6. The representations of the group P0 in the spaces Hλ± can be extended to
unitary representations of the group P = P0⋋D1. Namely, the operators Td corresponding
to elements d ∈ D1 are given by the formula
Tdf(ρ, z) = f(r
2ρ, r−1z) rλ for d = diag(r−1, e, r), r > 0. (3.12)
Proof. The unitarity of Td follows from the definition of the norm in Hλ±. Further, Propo-
sition 3.5 implies that Td Tb Td−1 = Td b d−1 for any d ∈ D1 and b ∈ P0. Hence the operators
Td, d ∈ D1, and Tb, b ∈ P0, generate a representation of the group P . 
Proposition 3.7. The representations of the group P in the spaces Hλ+ (respectively, Hλ−)
are irreducible and pairwise equivalent. The representations in the spaces Hλ+ and Hµ− are
not equivalent.
Proof. The irreducibility immediately follows from the definition of the operators of the
subgroup D1 and the fact that the irreducible representations of P0 in the spaces H(ρ) are
pairwise nonequivalent. An intertwining operator τ : Hλ± →Hµ± has the form
τ : f(ρ, z) = |ρ| 12 (µ−λ) f(ρ, z).

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3.5. The action of the operators Tg, g ∈ P , on elements of the form fk(ρ) zk and
fk(ρ) z
k. Denote by (L+k )
λ ⊂ Hλ+ and (L−k )λ ⊂ Hλ−, k ∈ Z n−1+ , the subspaces of functions
of the form fk(ρ) z
k and fk(ρ) z
k, respectively. It follows from the definition that
Hλ± =
⊕
k∈Z n−1
+
(L±k )
λ.
Let us describe the action of the operators of the group P on elements of Lλk = (L
±
k )
λ. For
definiteness, we restrict ourselves to the case of the subspaces Hλ+.
Proposition 3.8. The action of the operators T+g corresponding to elements g = (t0, z0) ∈
H and d = diag(ǫ¯−1, u, ǫ) ∈ D on elements fk(ρ)zk ∈ L+k is given by
T+(t0,z0)(fk(ρ)z
k) =
∑
m
akm(t0, z0; ρ) z
m, (3.13)
where
akm(t0, z0; ρ) = k! e
ρ(it0− 12 |z0|2) fk(ρ)
∑
s
(−ρ)|m−s|zk−s0 z¯m−s0
s!(k − s)!(m− s)! ,
T+d (fk(ρ) z
k) = k! |ǫ|λ ǫ¯−|k|fk(|ǫ|2ρ)
∑
|l|=|k|
Lkl(u) z
l. (3.14)
Here
Lkl(u) =
∑
M(k,l)
u
mij
ij
mij!
(3.15)
and the sum in (3.15) ranges over the set M(k, l) of integer (n−1)-matrices m = ‖mij‖,
mij > 0, satisfying the conditions∑
j
mij = li,
∑
i
mij = kj .
The operators T−g act on elements from L
−
k in a similar way.
Proof. It follows from the description of the operators Tg in the space H+ that
T+
(t0,z0)
(fk(ρ) z
k) = e ρ(it0−
1
2
|z0|2) e−ρ zz
∗
0 fk(ρ) (z + z0)
k
= e ρ(it0−
1
2
|z0|2) (
∑
l
(−ρ)|l|
l!
z¯l0z
l) (k!
∑
s6k
zsz¯k−s0
s! (k − s)! ) fk(ρ)
= k! e ρ(it0−
1
2
|z0|2) fk(ρ)
∑
m
(
∑
s
(−ρ)|m−s|zk−s0 z¯m−s0
s!(k − s)!(m− s)! ) z
m.
This implies (3.13). Further, we have
T+d (fk(ρ)z
k) = |ǫ|λ fk(|ǫ|2ρ)(ǫ¯−1zu)k.
Obviously,
(ǫ¯−1zu)k = k! ǫ¯−|k|
∑
l|=|k|
Lkl(u) z
l,
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where Lkl(u) is given by (3.15). This implies (3.14). 
Remark. In § 5 we will show that the representations of the group P in the spaces H0± can
be extended to unitary representations of the whole group U(n, 1). These representations
of U(n, 1), called special representations, have nontrivial 1-cocycles.
3.6. Embeddings of the representations of the groups P0 and P in H(ρ) and Hλ±
into their tensor products.
Theorem 3.1. For any ρ1 > 0, . . . , ρm > 0 there exists a unique embedding of Hilbert
spaces
τ : H(ρ1 + . . . + ρm)→
m⊗
k=1
H(ρk) (3.16)
commuting with the action of the subgroup P0. Namely,
τf(z) = F (z1, . . . , zn) = f(ρ
−1∑ ρi zi), where ρ =∑ ρi. (3.17)
In a similar way we define the unique embedding (3.16) commuting with the action of the
subgroup P0 for any ρ1 < 0, . . . , ρm < 0.
Proof. It follows from Proposition 3.4 (corollary) that the tensor product
⊗m
k=1H(ρk)
contains a unique vector invariant under the subgroup D0. Hence there exists at most one
embedding (3.16) commuting with the action of P0. Let us show that (3.17) is the required
embedding.
By definition,
‖ τf ‖2 =
∏
ρn−1i
∫
(C n−1)m
|f(ρ−1∑ ρi zi)|2 e−∑mi=1 ρi|zi|2 ∏ dµ(zi)
=
∫
(C n−1)m
|f(ρ−1∑ ρ1/2i zi)|2 e−∑mi=1 |zi|2 ∏ dµ(zi).
Let us replace the variables z1, . . . , zm, zi ∈ C n−1, in this integral with the new variables
z = ρ−1/2
m∑
i=1
ρ
1/2
i zi and wk =
m∑
i=1
akizi, k = 1, . . . ,m−1,
where the vectors ak = (ak1, . . . , akm), k = 1, . . . ,m−1, together with the vector a =
(ρ−1/2ρ1/21 , . . . , ρ
−1/2ρ1/2m ) form an orthonormalized basis in Rm. We obtain
‖ τf ‖2 =
∫
C
n−1
|f(ρ−1/2z)|2 e−|z|2 dµ(z)
∫
(Cn−1)m−1
e−
∑m−1
i−1 |wi|2
∏
dµ(wi)
= ρn−1
∫
C
n−1
|f(z)|2 e−ρ|z|2 dµ(z) = ‖f‖2.
It follows that τ is an embedding of Hilbert spaces. One can directly check that τ commutes
with the operators of the subgroup P0. 
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Remark. It is not difficult to see that the representation of the Heisenberg group H in the
tensor product
⊗m
i=1H(ρi) is a multiple of the irreducible representation with parameter
ρ =
∑
ρi.
Theorem 3.2. For any λ1 > 0, . . . , λm > 0 there exists an embedding of Hilbert spaces
τ : Hλ+ →
m⊗
i=1
Hλi+ , λ =
∑
λi,
commuting with the action of the subgroup P . Namely,
τf(ρ, z) =
(∏Γ(λi)
Γ(λ)
)− 1
2
f(
∑
ρi, ρ
−1∑ ρi zi), (3.18)
where ρ =
∑
ρi. Similarly, for any λ1 < 0, . . . , λm < 0 there exists an embedding of Hilbert
spaces
τ : Hλ− →
m⊗
i=1
Hλi− , λ =
∑
λi,
commuting with the action of the subgroup P .
Proof. By definition,
‖τf‖2 =
(∏Γ(λi)
Γ(λ)
)−1
×
×
∫
R
m
+
(∫
(Cn−1)m
|f(∑ ρi, ρ−1∑ ρi zi)|2 e−∑ ρi |zi|2 ∏ dµ(zi)) ∏ ρn+λi−2i dρi.
In view of Theorem 3.1, it follows that
‖τf‖2 =
(∏Γ(λi)
Γ(λ)
)−1 ∫
R
m
+
(∫
C
n−1
|f(ρ, z)|2 e−ρ |z|2 dµ(z)
)
ρn−1
∏
ρλi−1i dρi.
The obtained expression can be transformed into
‖τf‖2 =
=
(∏Γ(λi)
Γ(λ)
)−1 ∫ ∞
0
(∫
C
n−1
|f(ρ, z)|2 e−ρ |z|2 dµ(z)
)
ρn+λ−2 dρ
∫
∑
ρi=1
∏
ρλi−1i dρi.
Note that the second integral equals
∏
Γ(λi)
Γ(λ) . Hence ‖τf‖ = ‖f‖, i.e., τ is an embedding.
The fact that it commutes with the action of P follows from the explicit formulas for the
corresponding operators. 
§ 4. Representations of the groups P0 and P in the spaces H(ρ) and H
λ±
4.1. Representations of the group P0 in the space H(ρ). Denote by H(ρ), ρ 6= 0,
the Hilbert space of all functions f(z) on C n−1 with the norm (3.1):
‖f‖2 = |ρ|n−1
∫
C
n−1
|f(z)|2 e−|ρ| |z|2 dµ(z).
Note that H(ρ) is spanned by the monomials zkzl, k, l ∈ Z n−1+ .
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Let us define a unitary representation of the group P0 by the same formulas as in the
case of H(ρ), i.e., by (3.2), (3.10) for ρ > 0, and by (3.3), (3.10) for ρ < 0.
In particular, H(ρ) is an invariant subspace of H(ρ).
Proposition 4.1. Theorem 3.1, concerning embeddings of the subspaces H(ρ) into their
tensor products, translates without any change to the spaces H(ρ).
4.2. Decomposition of H(ρ) into irreducible subspaces. For definiteness, consider
the case ρ > 0. Similar results for ρ < 0 can be obtained by replacing functions with their
complex conjugates.
Denote by Km, m = 0, 1, . . ., the subspace of H(ρ) consisting of all homogeneous poly-
nomials in z1, . . . , zn−1 of homogeneous degree m.
Obviously, the spaces Km are invariant, irreducible, and pairwise nonequivalent with
respect to the subgroup U(n−1) ⊂ P0. It is also clear that the spaces Km are mutu-
ally orthogonal. Note that the lowest weight vector in Km is the vector z¯
m
n−1 of weight
(0, . . . ,−m).
Definition. Denote by Hm(ρ), m = 0, 1, . . ., the invariant subspace in H(ρ) that is cycli-
cally generated by the vectors ψ ∈ Km.
In particular, H0(ρ) coincides with the space H(ρ) of entire analytic functions in zi
introduced above.
Remark. Let us give another equivalent definition of the spaces Hm(ρ). It follows immedi-
ately from the description of the representation that the operators ∂i =
∂
∂ z¯i
, i = 1, . . . , n−1,
satisfy the following commutation relations:
∂i Th = Th ∂i for all h ∈ H, (4.1)
∂i Tǫ,u = ǫ
−1 (
n−1∑
j=1
u¯ij ∂j)Tǫ,u for all (ǫ, u) ∈ D0. (4.2)
Denote by Lm(ρ), m = 0, 1, . . ., the Hilbert subspace of functions ψ ∈ H(ρ) such that
pm(∂1, . . . , ∂n−1)ψ = 0
for all homogeneous polynomials pm of degree m. Obviously, Lm(ρ) ⊂ Lm+1(ρ). In this
notation, we have
Hm(ρ) = Lm+1(ρ)⊖ Lm(ρ), m = 0, 1, . . . .
Proposition 4.2. The representations of the subgroup P0 in the spaces Hm(ρ) are irre-
ducible and pairwise nonequivalent.
Proof. Assume that Hm(m) is reducible and hence there exists a decomposition Hm(ρ) =
H1⊕H2 into invariant subspaces. Since Hm(ρ) contains a unique lowest weight vector, this
vector belongs to one of these subspaces, say,H1. But then Km ⊂ H1, whence H1 = Hm(ρ).
Since the lowest weight vectors in the spaces Hm(ρ) have different weights, these spaces
are pairwise nonequivalent. 
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Corollary. The subspaces Hm(ρ) are mutually orthogonal, and the space H(ρ) is their
direct sum:
H(ρ) =
∞⊕
m=0
Hm(ρ).
Proposition 4.3. The restriction of the representation of the group P0 in the space Hm(ρ)
to the subgroup H is a multiple of the irreducible representation of H with parameter ρ,
the multiplicity being equal to dimKm. The decomposition of Hm(ρ) into H-irreducible
subspaces can be written in the form
Hm(ρ) =
⊕
|k|=m
Hmk(ρ),
where Hmk(ρ) is the H-irreducible subspace generated by the vector z
k ∈ Km.
4.3. The orthogonal basis in Hm(ρ) associated with the action of the Heisenberg
group H. Set
fp(z) = z
p = zp11 . . . z
pn−1
n−1 , p ∈ Z n−1+ . (4.3)
It follows from the definition of the norm in H(ρ) that
‖fp‖2 = p! ρ−|p|. (4.4)
Let Lp(ρ) ⊂ H(ρ) be the H-invariant subspace cyclically generated by the vector fp(ρ).
By Proposition 4.3, the subspace Lp(ρ) is irreducible, and
Hm(ρ) =
⊕
|p|=m
Lp(ρ), H(ρ) =
⊕
p∈Z n−1
+
Lp(ρ).
Let us define an orthogonal basis in each subspace Lp(ρ). By definition, the action of
the operators Th, h = (t, z) ∈ H , on the vectors fp is given by
Thfp(z) = (z + a)
p e ρ(it−
aa∗
2
−za∗),
where zp = zp11 . . . z
pn−1
n−1 .
Definition. Let us define functions fp,q(z), p, q ∈ Z n−1+ , as the coefficients of the following
expansion:
(z + a)p e−ρ za
∗
=
∑
q∈Z n−1
+
fp,q(z) a
q, aq = aq11 . . . a
qn−1
n−1 , (4.5)
or, which is equivalent, as the coefficients of the expansion
eb(z+a)
∗−ρ za∗ =
∑
p,q∈Zn−1
+
(p!)−1 fp,q(z) bpaq. (4.6)
In particular, fp,0 = fp. It follows from this definition that
1) fp,q are polynomials in zi and zi;
2) for every fixed p, the functions fp,q linearly span Lp(ρ).
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Proposition 4.4. The polynomials fp,q are given by the following explicit expression:
fp,q(z) = p!
∑
s
(−ρ)|q−s| z
q−s zp−s
s! (p− s)! (q − s)! , (4.7)
where the sum ranges over s ∈ Z n−1+ such that s 6 p, s 6 q.
Indeed, we have
eb(z+a)
∗−ρ za∗ = ebz
∗
e(b−ρ z)a
∗
=
∑
r
brzr
r!
∑
q
(b− ρ z)qaq
q!
=
∑
r,s,q
(−ρ)|q−s| z
rzq−s
r!s!(q − s)! b
r+s aq =
∑
p,q
(∑
s
(−ρ)|q−s| zp−s zq−s
s!(p− s)!(q − s)!
)
bp aq.
This implies (4.7).
Theorem 4.1. The polynomials fp,q, |p| = m, form an orthogonal basis in Hm(ρ), m =
0, 1, . . ., and
‖fp,q‖2 = ρ
|q|
q!
‖fp‖2 for any p, q. (4.8)
Proof. The orthogonality of fp,q and fp′,q′ for p 6= p′ follows from the mutual orthogonal-
ity of the spaces Lp(ρ). Further, substituting the expression for Thfp into the equation
〈Thfp, Thfp〉 = 〈fp, fp〉, we obtain∑
q,q′
〈fp,q, fp,q′〉 aq aq′ = 〈fp, fp〉 e ρaa∗ = 〈fp, fp〉
∑
q
ρ|q|
q!
aq aq.
This implies (4.8). 
Corollary. For any p, q ∈ Z n−1+ ,
‖fpq‖2 = p!
q!
ρ|q−p|. (4.9)
4.4. Formulas for the operators of the group P0 in terms of the basis {fp,q} on
H(ρ).
Proposition 4.5. The operators Tt,a, (t, a) ∈ H, have the form
Tt,a fp,q = e
ρ(it− aa∗
2
)
∑
q′
cqq′(ρ, a) fp,q′ , (4.10)
where
cqq′(ρ, a) =
∑
s
(−ρ)|s|
s! (q − s)! (q′ − q + s)! a
saq
′−q+s (4.11)
and the sum ranges over all s ∈ Z n−1+ such that s 6 q and q′ − q + s > 0.
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Proof. For every b ∈ C n−1, we have∑
q
(Tt,afp,q(z)) b
q
= Tt,a[(z + b)
p e−ρ zb
∗
] = e ρ(it−
aa∗
2
−za∗) (z + b+ a)p e−ρ(z+a)b
∗
= e ρ(it−
aa∗
2
) (z + b+ a)p e−ρ z(b+a)
∗
e−ρab
∗
.
Since
(z + b+ a)p e−ρ z(b+a)
∗
=
∑
q′
fp,q′ (b+ a)
q′ =
∑
r,q′
q′!
r! (q′ − r)!fp,q′ b
r
aq
′−r
and e−ρab
∗
=
∑
s
(−ρ)|s|
s!
asb
s
, we obtain
∑
q
(Tt,afp,q(ρ, z)) b
q
= e ρ(it−
aa∗
2
)
∑
r,s,q′
(−ρ)|s|
r! (q′ − r)! s!a
s aq
′−r br+s.
Proposition 4.5 follows. 
To describe the operators Td, d = diag(ǫ, u, ǫ), where |ǫ| = 1, u ∈ U(n−1), we use the
polynomials introduced above in § 3.5:
Lpq(x) =
∑
M(p,q)
(∏ xlijij
lij !
)
, p, q ∈ Z n−1+ ,
where the sum ranges over the set M(p, q) of integer (n−1)-matrices m = ‖mij‖, mi,j > 0,
satisfying the condition∑
i
lij = pj for all j;
∑
j
lij = qi for all i (4.12)
(Louck polynomials). Note that these polynomials are the coefficients of the expansion
eaxb =
∑
p,q
Lpq(x) a
q bp, a, b ∈ C n−1, (4.13)
where axb =
∑n−1
i,j=1 aixijbj .
Obviously, Lpq(x) = Lqp(x
′), where the prime denotes transpose.
Note that Lpq(x) can be written as a sum over the subgroup M0 of all integer matrices
l for which all rows and all columns sum to 0:
Lpq(x) =
∑
l∈M0
(∏ xlij+l0ijij
Γ(lij + l0ij + 1)
)
,
where l0 is an arbitrary fixed integer matrix satisfying (4.12).
Proposition 4.6. The action of the operators Td, d = diag(ǫ, u, ǫ), where |ǫ| = 1, u ∈
U(n−1), on the basis vectors is given by the formula
Tǫ,u fp,q = p !ǫ
|q−p| ∑
p′,q′
q′ !Lpp′(u)Lqq′(u) fp′,q′ . (4.14)
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Proof. First of all, we have∑
q
(Tǫ,e fp,q) a
q = Tǫ,e (z + a)
p e−ρ za
∗
= (ǫz + a)p e−ρǫza
∗
= ǫ|p| (z + ǫa)p e−ρǫza
∗
= ǫ|p|
∑
q
fp,q (ǫa)
q = ǫ|q−p|
∑
q
fp,q a
q.
Hence
Tǫ,e fp,q = ǫ
|q−p| fp,q. (4.15)
Further, for every u ∈ U(n−1) we have∑
q
(T1,ufp,q) a
q = (zu+ a)p e−ρ zua
∗
= ((z + au∗)u)p e−ρ z(au
∗)∗
= p !
∑
p′
Lpp′(u) (z + au∗)p
′
e−ρ z(au
∗)∗ = p !
∑
p′,q′
Lpp′(u) fp′,q′ (au∗)q
′
= p !
∑
p′,q′,q
q′ !Lpp′(u) fp′,q′ Lq′q(u′) aq.
Therefore
T1,u fp,q = p !
∑
p′,q′
q′ !Lpp′(u)Lq′q(u′) fp′,q′ . (4.16)
Combining (4.15) and (4.16) and taking into account that Lq′q(u
′) = Lqq′(u), we obtain
(4.14). 
Remark. Observe the following property of the polynomials Lpq. The matrices
Dm(x) = ‖Dpq(x)‖|p|=|q|=m, where Dpq(x) = (p!q!)1/2 Lpq(x),
satisfy the relations
Dm(xy) = Dm(x)Dm(y). (4.17)
Relation (4.17) remains valid if we replace (p!q!)1/2 in the definition of Dpq(x) by∏n−1
i=1 p
αi
i q
βi
i , where αi + βi = 1, i = 1, . . . , n−1, in particular, if we replace (p!q!)1/2 by p!
or q!.
4.5. Representations of the group P in the spaces Hλ±. By analogy with the spaces
Hλ±, we define spaces Hλ± as the following direct integrals:
Hλ− =
∫ 0
−∞
H(ρ) |ρ|λ−1 dρ; Hλ+ =
∫ 0
−∞
H(ρ) ρλ−1 dρ.
In more detail, Hλ+ is the Hilbert space of ALL functions f(ρ, z) on R+ × C n−1 with the
norm
‖f‖2 =
∫ ∞
0
(∫
C
n−1
|f(ρ, z)|2 e−|ρ| |z|2 dµ(z)
)
ρn+λ−2 dρ. (4.18)
The space Hλ− is defined in a similar way.
The unitary representations of the group P0 in the spaces H(ρ) induce unitary repre-
sentations of this group in the spaces Hλ±.
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Proposition 4.7. The representations of the group P in the spaces Hλ± can be extended to
unitary representations of the group P = P0⋋D1. Namely, the operators Td corresponding
to elements d ∈ D are given by the formula (3.12):
Tdf(ρ, z) = f(r
2ρ, r−1z) rλ for d = diag(r−2, e, r), r > 0.
Proposition 4.8. The spaces Hλ± decompose into a direct sum of pairwise nonequivalent
P -irreducible subspaces:
Hλ± =
∞⊕
m=0
(Hλ±)m,
where
(Hλ−)m =
∫ 0
−∞
H(ρ)|ρ|λ−1 dρ, (Hλ+)m =
∫ ∞
0
H(ρ)ρλ−1 dρ.
Corollary. The representations of the group P in the spaces (Hλ+)m (respectively, (H
λ−)m)
are pairwise nonequivalent.
Proposition 4.9. Theorem 3.2, concerning embeddings of the spaces Hλ± into their tensor
product, translates without any change to the spaces Hλ±.
4.6. Another realization of representations of the groups P0 and P .
Proposition 4.10. Every Hermitian functional in the space of functions f(z) on C n−1
that is invariant with respect to the operators (3.2), (3.10) (for ρ > 0) of the group P0 can
be written in the form
Φ(f) =
∫
C
n−1×Cn−1
f(z) f(z′) eρ(z
′z∗−|z|2−|z′|2)Q(ρ|z − z′|) dµ(z) dµ(z′), (4.19)
where the kernel Q is an arbitrary (generalized) function.
In particular, if Q is the delta function, then this functional coincides, up to a factor,
with the squared norm in the space H+(ρ).
Assume that Φ is a positive definite functional and denote by H(Q, ρ) the Hilbert space
of functions f(z) on C n−1 with the norm ‖f‖2 = Φ(f). Formulas (3.2), (3.10) define a
unitary representation of the group P0 in this space.
In a similar way we define a representation of P0 in H(Q, ρ) for ρ < 0.
Proposition 4.11. If H(Q, ρ) contains all monomials zkzl, k, l ∈ Z n−1+ , and is generated
by them, then the representation of the group P0 in H(Q, ρ) is equivalent to its represen-
tation in H(ρ).
Further, let us introduce the following direct integrals of the Hilbert spaces H(Q, ρ):
Hλ+(Q) =
∫ ∞
0
H(Q, ρ) ρ2n+λ−3 dρ.
The representations of P0 in the spaces H
λ
+(Q) can be extended to unitary representations
of the group P by the same formulas as for the space Hλ+.
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Proposition 4.12. For all Q satisfying the positivity condition and the assumptions of
Proposition 4.11, and for all λ, the representation of the group P in the space Hλ+ is
equivalent to its representation in the space Hλ+.
Part 3. Representations of the group U(n, 1)
§ 5. Models of the complementary series of irreducible unitary
representations of the group U(n, 1)
Every complementary series representation is determined by a real number λ from the
interval 0 < λ < 2n. Let us describe several models of these representations.
5.1. Model A: realization in a space of functions on the unitary unit sphere
S = S2n−1 in C n. The unitary unit sphere in C n,
S : |ω| ≡ |ω1|2 + . . . + |ωn|2 = 1,
is a homogeneous space of the group U(n, 1). Namely, if this group is realized in matrix
model a (see § 1), then its action on S is given by the formula
ωg = (ωβ + δ)−1 (ωα+ γ) for g =
(
α β
γ δ
)
.
The complementary series representation with parameter λ acts in the Hilbert space Lλ
of functions f(ω) on S with the norm
‖f‖2 =
∫
S×S
|1− 〈ω, ω′〉 |−λ f(ω) f(ω′) dω dω′, (5.1)
where 〈ω, ω′〉 = ω1ω′1 + . . .+ ωnω′n and dω is the invariant measure on S.
Remark. In the interval n < λ < 2n the integral should be understood in the sense of the
regularized value, see [17].
The operators T λg , g =
(
α β
γ δ
)
, of this representation are given by the formula
T λg f(ω) = f(ωg) |ωβ + δ|λ−2n. (5.2)
The group property of these operators is a consequence of the following relation for the
function b(ω, g) = |ωβ + δ|:
b(ω, g1g2) = b(ω, g1) b(ωg1, g2) for any g1, g2 ∈ U(n, 1)
(the 1-cocycle property). The unitarity follows from the relations
|1− 〈ω, ω′〉 | = |1− 〈ωg, ω′g〉 | b(ω, g) b(ω′, g)
and
d(ωg)
dω
= b−2n(ω, g) for every g ∈ U(n, 1).
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Proposition 5.1. Complementary series representations T λ and T µ of the group U(n, 1)
are equivalent if and only if λ+ µ = 2n or λ = µ.
An intertwining operator Rλ : Lλ → L2n−λ has the form
(Rλf)(ω) =
∫
S
|1− 〈ω, ω〉 ′|−λ f(ω) dω′.
5.2. Model B: realization in a space of functions on the Heisenberg group H.
In model B we use matrix model b of the group U(n, 1).
The complementary series representation with parameter λ is realized in the Hilbert
space Lλ of functions f(h) = f(t, z) on the Heisenberg group H with the norm
‖f‖2 =
∫
H×H
R−λ(h, h′) f(h) f(h′) dh dh′, (5.3)
where R(h1, h2) = |(h1h−12 )31| and dh = dt dµ(z) is the invariant measure on H .
In the coordinate form:
R(h, h′) = |ζ + ζ¯ ′ + zz′∗| = |i(t− t′ + Im(zz′∗)− 1
2
|z − z′|2|, (5.4)
where ζ = it− zz∗2 .
To describe the operators of this representation, let us define an action of the group
U(n, 1) on H by the formula hg¯ = h′, where h′ ∈ H is determined by the relation hg = b∗h′,
b∗ ∈ sPs (the subgroup of upper block triangular matrices). In the coordinate form:
(ζ, z)g¯ = (ζ ′, z′),
where
ζ ′ = (ζg13 + zg23 + g33)−1 (ζg11 + zg21 + g31), (5.5)
z′ = (ζg13 + zg23 + g33)−1 (ζg12 + zg22 + g32). (5.6)
Further, set
β(h, g) = β(ζ, z, g) = |ζg13 + zg23 + g33| for any h ∈ H, g ∈ U(n, 1). (5.7)
The operators T λg of the group U(n, 1) in the space L
λ are given by the formula
T λg f(h) = f(hg¯)β
λ−2n(h, g). (5.8)
In particular,
T λt0,z0f(ζ, z) = f(ζ + ζ0 − zz∗0 , z + z0), (ζ0, z0) ∈ H,
T λǫ,uf(ζ, z) = f(|ǫ|−2ζ, ǫ¯−1zu) |ǫ|λ−2n, (ǫ, u) ∈ D,
T λs f(ζ, z) = f(1/ζ, z/ζ) |ζ|λ−2n.
The group property and the unitarity follow from the relations
R(h, h′) = R(hg¯, h′g¯)β(h, g)β(h′, g)
and
d(hg¯)
dh
= β−2n(h, g).
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Proposition 5.2. An intertwining operator Aλ : Lλ → L2n−λ for equivalent representa-
tions has the form
Aλ f(h) =
∫
H
R−λ(h, h′) f(h′) dh. (5.9)
Thus the following relations hold:
T 2n−λg A
λ = Aλ T λg for every g ∈ U(n, 1), (5.10)
‖f‖λ = c(λ) ‖Aλf‖2n−λ, (5.11)
that is,
R−λ(h1, h2) = c(λ)
∫
Z×Z
R−λ(h1, h′1)R
−λ(h2, h′2)R
λ−2n(h′1, h
′
2) dh
′
1 dh
′
2. (5.12)
(The integral is understood in the sense of the regularized value.)
5.3. Relation between models A and B. In matrix model b, the stationary subgroup
of the point ω0 = (1, 0, . . . , 0) ∈ S coincides with the subgroup P ∗ = sPs of upper block
triangular matrices, i.e., S = P ∗\U(n, 1). It follows that the group H is a section of the
fiber bundle τ : U(n, 1)→ S over the punctured sphere,
τ(h) = ω0h, h ∈ H.
Set
ϕ(h) = f(τh).
Proposition 5.3. The norm in the space of functions on the sphere S, written in the
coordinates h = (ζ, z), has, up to a constant factor, the following form:
‖ϕ‖2 =
∫
H×H
|ζ + ζ¯ ′ + zz′∗|−λ |1− ζ|λ−2n |1− ζ¯ ′|λ−2n ϕ(h)ϕ(h′) dh dh′. (5.13)
Proof. The relation ω = ω0h implies that for h = (ζ, z),
ω1 =
1 + ζ
1− ζ , ω
′ =
√
2z
1− ζ ,
where ω′ = (ω2, . . . , ωn). Therefore
|1− 〈ω, ω′〉 | = 2 |ζ + ζ¯ ′ + zz′∗| |1 − ζ| |1− ζ ′|.
Further, it is easy to check that the measure dω on S and the measure dh on H are related
by the formula
dω = |1− ζ|−2n dh.
Substituting these expressions into (5.1), we obtain (5.13). 
Comparing (5.13) with the expression (5.3) for the norm, we deduce the following corol-
lary.
Corollary. The function F (ω), ω ∈ S, in model A and the function f(h), h ∈ R, in model
B are related by the formula
f(h) = |1− ζ|λ−2n F (τh).
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5.4. Model C: realization in a space of functions ψ(ρ, z) on R ×C n−1. Model C of
the complementary series representations of the group U(n, 1) is obtained from the previous
one by passing from functions f(h) = f(t, z) in model B to functions ψ(ρ, z) on R ×C n−1,
where
ψ(ρ, z) = |ρ|−n+1 e |ρ|2 |z|2
∫ +∞
−∞
e−iρt f(t, z) dt.
According to the inversion formula for the Fourier transform, we have
f(t, z) = |ρ|n−1
∫ +∞
−∞
ψ(ρ, z) |ρ|n−1 e iρt− |ρ|2 |z|2 dρ.
To describe the space Lλ and the operators of the representation in this model, set
Qλ(t) = t
1−λ
2 e
t
2K 1−λ
2
(
|t|
2
), where Kν is a Bessel function, (5.14)
aρ(z1, z2) =
{
z1z
∗
2 for ρ > 0,
z2z
∗
1 for ρ < 0,
(5.15)
Rλ(ρ, z1, z2) = e
|ρ|(aρ(z1,z2)−|z1|2−|z2|2)Qλ(|ρ| |z1 − z2|2). (5.16)
Proposition 5.4. In model C, the complementary series representation T λ of the group
U(n, 1) is realized in the Hilbert space Lλ of functions ψ(ρ, z), ρ ∈ R , z ∈ C n−1, with the
norm
‖ψ‖2 = 2π
1/2
Γ(λ/2)
∫ +∞
−∞
‖ψ‖2ρ |ρ|λ−1 dρ, (5.17)
where
‖ψ‖2ρ = |ρ|2n−2
∫
C
n−1×Cn−1
Rλ(ρ, z1, z2)ψ(ρ, z)ψ(ρ, z) dµ(z1) dµ(z2). (5.18)
The operators of this representation are given by the formulas
T λt0,z0ψ(ρ, z) = e
iρ t0−|ρ|( |z0|
2
2
+aρ(z0,z)) ψ(ρ, z + z0) for (t0, z0) ∈ H, (5.19)
T λd ψ(ρ, z) =
{
ψ(ρ, ǫzu) for d = diag(ǫ, u, ǫ) ∈ D0 ,
rλ ψ(r2ρ, r−1z) for d = diag(r−1, e, r) ∈ D1,
(5.20)
T λs ψ(ρ, z) = |ρ|−n+1 e
|ρ|
2
|z|2
∫ +∞
−∞
∫ +∞
−∞
e−it(ρ+ρ
′|ζ|−2 |ρ′|n−1 |ζ|λ−2n e−
|ρ||z|2
2|ζ|2 ψ(ρ′,
z
ζ
) dt dρ′,
(5.21)
where ζ = it− |z|22 .
Proof. The formulas for the operators of T λ immediately follow from the corresponding
formulas in the previous model.
Let us derive formula (5.17) for the norm in model C.
It follows from the definition of the norm in model B that
‖ψ‖2 =
∫
F (ρ1, z1; ρ2, z2)ψ(ρ1, z1)ψ(ρ2, z2) dµ(z1) dµ(z2) |ρ1ρ2|n−1 dρ1 dρ2,
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where
F (ρ1, z1; ρ2, z2) = e
− 1
2
(|ρ1||z1|2+|ρ2||z2|2)×
×
∫ +∞
−∞
∫ +∞
−∞
ei(ρ1t1−ρ2t2) |(t1 − t2 + Im(z1z∗2))2 +
1
4
|z1 − z2|4|−λ/2 dt1 dt2
= δ(ρ1 − ρ2) 2 e−iρ1 Im(z1z∗2 )−
|ρ1|
2
(|z1|2+|z2|2)
∫ +∞
0
|t2 + 1
4
|z1 − z2|4|−λ/2 cos ρ1t dt.
According to [52, Vol. 1, p. 11, formula (7)],∫ +∞
0
(t2 + a2)−ν−
1
2 cos ρt dt =
π1/2
Γ(ν + 12)
(
|ρ|
2a
)ν Kν(a|ρ|).
Therefore
F (ρ1, z1; ρ2, z2)
= δ(ρ1 − ρ2) 2π
1/2
Γ(λ/2)
e−iρ1 Im(z1z
∗
2
)− |ρ1|
2
(|z1|2+|z2|2) (
|ρ|
|z1 − z2|2 )
λ−1
2 Kλ−1
2
(
|ρ|
2
|z1 − z2|2)
= δ(ρ1 − ρ2) 2π
1/2
Γ(λ/2)
es(ρ,z1,z2)Qλ(|ρ| |z1 − z2|2) |ρ|λ−1,
where
s(ρ, z1, z2) = −iρ1 Im(z1z∗2)−
|ρ1|
2
(|z1|2 + |z2|2)− |ρ|
2
|z1 − z2|2.
To prove (5.17), it suffices to observe that
s(ρ, z1, z2) =
{
ρ(z2z
∗
1 − |z1|2 − |z2|2) for ρ > 0,
|ρ|(z1z∗2 − |z1|2 − |z2|2) for ρ < 0.
(5.22)
The proposition is proved. 
5.5. The spaces Lλ(ρ) and their decomposition into P0-invariant subspaces. In
what follows, we will use model C of the complementary series representations.
Definition. Denote by Lλ+ and L
λ− the subspaces of functions ψ(ρ, z) ∈ Lλ concentrated,
with respect to ρ, on the half-lines ρ > 0 and ρ < 0, respectively.
By definition, Lλ+ and L
λ− are Hilbert spaces with the norms
‖ψ‖2+ =
∫ +∞
0
‖ψ‖2ρ ρλ−1 dρ and ‖ψ‖2− =
∫ 0
−∞
‖ψ‖2ρ |ρ|λ−1 dρ,
and the space Lλ is their direct sum:
Lλ = Lλ+
⊕
Lλ−.
It also follows that Lλ+ and L
λ− are direct integrals of the Hilbert spaces Lλ(ρ) of functions
ψ(z) on C n−1 with the norms ‖ψ‖ρ:
Lλ+ =
∫ +∞
0
Lλ(ρ) ρλ−1 dρ and Lλ− =
∫ 0
−∞
Lλ(ρ) |ρ|λ−1
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The explicit formulas for the operators of T λ in model C imply the following proposition.
Proposition 5.5.
1) The subspaces Lλ+ and L
λ− are invariant under the subgroup P .
2) The subspaces Lλ(ρ) are invariant under the subgroup P0.
According to (5.20), (5.19), the formulas for the operators Td, d = diag(ǫ, u, ǫ) ∈ D, and
Th, h = (t0, z0) ∈ H , do not depend on λ and have the form
Td ψ(z) = ψ(ǫ z u), Thψ(z) =

e ρ(it0−
|z0|
2
2
−zz∗
0
) ψ(z + z0) for ρ > 0,
e iρt0−|ρ|(
|z0|
2
2
−zz∗0 ) ψ(z + z0) for ρ < 0.
Let us compare the representations of the group P0 in L
λ(ρ) and H(ρ), where H(ρ) is
the space introduced in Section 4.1.
According to Proposition 4.2, the space H(ρ) decomposes into a direct sum of pairwise
nonequivalent P0-irreducible subspaces Hm(ρ):
H(ρ) =
∞⊕
m=0
Hm(ρ).
Proposition 5.6. The representations of P0 in the spaces L
λ(ρ) and H(ρ) are equivalent.
Proof. Note that the space Lλ(ρ) is linearly generated by the same polynomials in z and
z as H(ρ), and the formulas for the operators of the subgroup P0 coincide. It follows that
Lλ(ρ) is equivalent to a subspace in H(ρ). The isomorphism of Lλ(ρ) and H(ρ) follows
from the fact that the norm on Lλ(ρ) is nondegenerate. 
Corollary 1. The space Lλ(ρ) decomposes into a direct sum of pairwise nonequivalent
P0-irreducible subspaces L
λ
m(ρ):
Lλ(ρ) =
∞⊕
m=0
Lλm(ρ),
where Lλm(ρ) is the preimage of Hm(ρ) under the isomorphism J : L
λ(ρ)→ H(ρ).
Corollary 2. The intertwining operator J : Lλ(ρ) → H(ρ) is a multiple of the identity
operator on each subspace Lλm(ρ), i.e.,
Jf = cm f for every f ∈ Lm(ρ),
where cm does not depend on f .
In view of the isomorphism Lλ(ρ)→ H(ρ), as an orthogonal basis in Lλ(ρ) we can take
the same vectors fp,q(ρ, z), p, q ∈ Z n−1+ , as in H(ρ) (Theorem 4.1). It was mentioned there
that
‖fp,q‖2 = ρ
|q|
q!
‖fp‖2 for any p, q, where fp = fp,0.
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Proposition 5.7. The norm of the vector fp in the space L
λ(ρ) equals
‖ fp ‖ 2L = const ρ−|p| p!
Γ(n− λ) Γ(|p|+ λ2 )
Γ(|p|+ n− λ2 ) Γ 2(λ2 )
. (5.23)
For a proof of formula (5.23), see Appendix 2. This formula implies the following corol-
lary.
Corollary. The coefficient cm in the definition of the intertwining operator J : L
λ(ρ) →
H(ρ) is given by
c2m = c
Γ(m+ n− λ2 ) Γ 2(λ2 )
Γ(n − λ) Γ(m+ λ2 )
, (5.24)
where c does not depend on m.
Proof of the corollary. By definition, c2m =
‖f‖ 2H
‖f‖ 2L
for every f ∈ Lλm(ρ), where ‖f‖ 2H and
‖f‖ 2L are the norms of f in the subspaces Hm(ρ) and Lλm(ρ), respectively. Let f = fp,
|p| = m, i.e.,
fp =
{
zp for ρ > 0,
zp for ρ < 0.
In this case, (5.24) immediately follows from the expression (5.23) for ‖ fp ‖ 2L and the
equality ‖ fp ‖ 2H = p! ρ−|p|. 
5.6. Restriction of the complementary series representations to the subgroup
P . The isomorphisms Lλ(ρ)→ H(ρ) induce an isomorphism of Hilbert spaces
J : Lλ =
∫ +∞
−∞
Lλ(ρ) |ρ|λ−1 dρ −→ Hλ =
∫ +∞
−∞
H(ρ) |ρ|λ−1 dρ
commuting with the representation of the subgroup P0. It follows from the explicit formulas
for the operators of the subgroup P = P0 ⋋D1 that this isomorphism commutes with the
representations of the whole group P in these spaces. Recall that Hλ decomposes into a
direct sum of pairwise nonequivalent P -irreducible subspaces: Hλ =
⊕∞
m=0(H
λ±)m. This
implies the following proposition.
Proposition 5.8. The subspaces Lλ+ and L
λ− decompose into direct sums of pairwise
nonequivalent P -irreducible subspaces
Lλ± =
∞⊕
m=0
(Lλ±)m ,
where
(Lλ+)m =
∫ ∞
0
Lλm(ρ) ρ
λ−1 dρ, (Lλ−)m =
∫ 0
−∞
Lλm(ρ) |ρ|λ−1 dρ.
In view of the isomorphism Lλ → Hλ, we can transfer the action of the whole group
U(n, 1) from Lλ to Hλ.
Definition. The realization of the complementary series representations in the spaces Hλ
will be called the Bargmann model of these representations.
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We should mention two particular features of the Bargmann model:
1) In the Bargmann model, it is essential that the irreducible P0-invariant subspaces
H(ρ) occurring in the decomposition of Hλ do not depend on λ.
2) In the Bargmann model, the action of the operators of the subgroup P is defined
from the beginning; hence in order to describe a representation of the whole group
U(n, 1), it suffices to define only the action of the operator Ts.
To describe the operators Ts in the Bargmann model, we must use the decomposition
Lλ =
⊕∞
m=0((L
λ
+)m ⊕ (Lλ−)m) of the space Lλ into pairwise nonequivalent P -irreducible
subspaces. Let f±m ∈ (Lλ±)m be the components of a vector f ∈ Lλ in the subspaces (Lλ±)m.
Let us identify the elements from Lλ and Hλ and denote by TLs and T
H
s the corresponding
operators Ts. Then the action of T
H
s in H
λ is given by the formula
THs f =
∑
m
cm ((T
L
s f)
+
m + (T
L
s f)
−
m) ,
where the coefficients cm are given by (5.24).
5.7. Vacuum vectors and spherical functions.
Proposition 5.9. Up to a factor, the vacuum vector fλ in the space L
λ has the form
fλ(ω) = const in model A, (5.25)
fλ(t, z) = (t
2 + (1 + |z|
2
2 )
2)
λ
2
−n in model B, (5.26)
fλ(ρ, z) = |ρ|−
λ−1
2 e
|ρ|
2
|z|2 (1 + |z|
2
2 )
λ+1
2
−nKn−λ+1
2
(|ρ| (1 + |z|22 )) in model C. (5.27)
Proof. For model A, the assertion follows from the explicit formulas for the operators of
the representation. When we pass to model B, the vector const goes to the vector (5.26).
Finally, when we pass to model C, the vector (5.26) goes to the vector
fλ(ρ, z) = |ρ|−n+1 e
|ρ|
2
|z|2
∫ ∞
0
e−iρt (t2 + (1 +
|z|2
2
)2 )
λ
2
−n dt.
According to [52, p. 11(7)], the obtained expression coincides, up to a factor, with (5.27).

Proposition 5.10. In model A of the representation T λ, the spherical function ψλ(g) is
given by the formula
ψλ(g) = |δ|−λ F (λ
2
,
λ
2
, n, 1 − |δ|−2) for g =
(
α β
γ δ
)
, (5.28)
where F (a, b, c, x) is the Gauss hypergeometric function, see [51].
Proof. By definition,
ψλ(g) = cλ
∫
S×S
|ωβ + δ|λ−2n |1− 〈ω, ω′〉 1−λ dω dω′ for g =
(
α β
γ δ
)
.
Similarly to the case of O(n, 1), this expression can be reduced to the form
ψλ(g) = cλ
∫
S
|ω1 sinh τ + cosh τ |λ−2n dω = cλ (cosh τ)λ−2n
∫
S
|1 + aω1|λ−2n dω,
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where cosh τ = |δ|, a = sinh τcosh τ .
Let us write this integral as a power series in a. We have
|1 + aω1|λ−2n = (1 + aω1)
λ
2
−n (1 + aω1)
λ
2
−n
=
∞∑
k=0
Γ(n− λ2 + k)
Γ(n− λ2 ) k!
(−aω1)k
∞∑
l=0
Γ(n − λ2 + l)
Γ(n−λ2 ) l!
(−aω1)l.
Substituting this expression into the integral and taking into account that the integrals of
the monomials ω1ω
l
1 with k 6= l vanish, we obtain
ψλ(g) = cλ (cosh τ)
λ−2n
∞∑
k=0
Γ2(n − λ2 + k)
(k!)2
(∫
S
|ωk1 |2 dω
)
a2k.
Since
∫
S |ωk1 |2 dω = k!(k+n−1)! (see Appendix 2), it follows that
ψλ(g) = cλ (cosh τ)
λ−2n
∞∑
k=0
Γ2(n− λ2 + k)
k!(n + k − 1)! a
2k = cλ (cosh τ)
λ−2n F (n− λ2 , n− λ2n, a2),
where F (a, b, c, x) is the Gauss hypergeometric function. Since ψλ(e) = 1, we have cλ = 1.
Further, in view of the Kummer relations for the Gauss function (see [51]), we have
F (n− λ2 , n− λ2 , n, a2) = (1− a2)λ−n F (λ2 , λ2 , n, a2).
This implies (5.28). 
Remark. The above relation for the Gauss function is equivalent to the assertion that the
spherical functions of the representations with parameters λ and 2n − λ coincide (since
these representations are equivalent).
§ 6. Models of the special representations of the group U(n, 1)
6.1. Definition of the special representations. Similarly to the case of O(n, 1), the
special representations of the group U(n, 1) arise as the λ → 0 or λ → 2n limits of the
complementary series representations T λ.
Let us describe the cases λ = 0 and λ = 2n separately.
For λ = 0, the norm ‖f‖λ degenerates on a subspace L0 of codimension 1, and on this
space we can introduce the norm
‖f‖2 = lim
λ→0
d‖f‖2λ
dλ
.
In contrast to the case of O(n, 1), this norm for n > 1 degenerates on some infinite-
dimensional subspace L0 ⊂ L0.
Theorem 6.1. The completion of the quotient space L0/L0 with respect to the norm ‖f‖
splits into a direct sum of two irreducible nonequivalent subspaces. The representations of
the group U(n, 1) in these spaces are special representations.
Note that on the subspace L0 there is a nondegenerate norm, given by
‖f‖20 = lim
λ→0
d 2‖f‖2λ
dλ2
,
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and the representation of U(n, 1) in the Hilbert space with this norm is irreducible.
The space L, which is the λ → 2n limit of the spaces Lλ of complementary series
representations, has a dual structure. Namely, ‖f‖λ degenerates for λ = 2n and n > 1 on
a subspace L2n of infinite codimension. In the space L2n there is a nondegenerate norm
‖f‖2 = lim
λ→0
d‖f‖2λ
dλ
,
which is degenerate on a one-dimensional subspace L2n.
Theorem 6.2. The completion of the quotient space L2n/L
2n with respect to this norm
splits into a direct sum of two irreducible nonequivalent subspaces. The representations of
the group U(n, 1) in these spaces are special representations equivalent to those defined
above for λ = 0.
Let us describe several realizations of the special representations.
6.2. Model A: realization in a space of functions on the unitary sphere S ⊂ C n
as λ→ 0. We assume that the group U(n, 1) is realized in matrix model a.
Denote by L the subspace of functions f(ω) on the unitary unit sphere S ⊂ C n satisfying
the condition ∫
S
f(ω) dω = 0,
where dω is the invariant measure on S. Let us define an action of the group U(n, 1) on L
by the formula
Tgf(ω) = f(ωg) |b(ω, g)|−2n,
where
ωg = (ωβ + δ)−1 (ωα+ γ), b(ω, g) = ωβ + δ for g =
(
α β
γ δ
)
. (6.1)
The fact that L is invariant under the operators Tg follows from the equality d(ωg) =
|ωβ + δ|−2n dω.
We introduce on L the following scalar products:
〈f1, f2〉− = −
∫
S×S
log(1− 〈ω, ω′〉) f1(ω) f2(ω′) dω dω′, (6.2)
〈f1, f2〉+ = −
∫
S×S
log(1− 〈ω, ω′〉 ) f1(ω) f2(ω′) dω dω′, (6.3)
〈f1, f2〉 = 〈f1, f2〉+ + 〈f1, f2〉− = −2
∫
S×S
log |1− 〈ω, ω′〉 | f1(ω) f2(ω′) dω dω′, (6.4)
where 〈ω, ω′〉 = ω1ω¯′1 + . . .+ ωnω¯′n.
Note that 〈f1, f2〉 is obtained by passing to the limit from the scalar products in the
spaces of complementary series representations.
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Proposition 6.1. The norms ‖f‖± = 〈f, f〉 1/2± can be written in the form
‖f‖2− =
∑
k>0
(|k| − 1)!
k!
∣∣∣∫
S
ωk f(ω) dω
∣∣∣2,
‖f‖2+ =
∑
k>0
(|k| − 1)!
k!
∣∣∣∫
S
ωk f(ω) dω
∣∣∣2. (6.5)
Here we use the notation k! = k1! . . . kn!, |k| = k1 + . . . + kn, ωk = ωk11 . . . ωknn .
Indeed, in order to prove, for example, the first equality, it suffices to use the series
expansion
log(1 − 〈ω, ω′〉) = −
∑
k>0
1
|k|
|k|!
k!
ωkω′k.
Corollary.
1) The scalar products 〈f, f〉± are sign definite on L.
2) The conditions ‖f‖+ = 0 and ‖f‖− = 0 are equivalent, respectively, to the conditions∫
S
ωk f(ω) dω = 0 and
∫
S
ω¯k f(ω) dω = 0 for all k > 0.
Proposition 6.2. The operators Tg preserve the norms ‖f‖±, i.e., ‖Tgf‖± = ‖f‖± for all
g ∈ U(n, 1).
Proof. Since |ωβ + δ|−2n dω = d(ωg), it follows that
‖Tgf‖ 2− = −
∫
S×S
log(1− 〈ω, ω′〉) f(ωg) f(ω′g) d(ωg) d(ω′g) =
−
∫
S×S
log(1− 〈ωg−1, ω′g−1〉) f(ω) f(ω′) dω dω′.
Note that
1− 〈ωg−1, ω′g−1〉 = (1− 〈ω, ω′〉) b−1(ω, g−1) b−1(ω′, g−1).
Hence
‖Tgf‖2− = ‖f‖2− −
∫
S×S
(log b(ωg−1) + log b(ω′g−1) )f(ω) f(ω′) dω dω′.
Since f ∈ L, the second term in this sum vanishes.
For the norm ‖f‖+, the proof is the same. 
Corollary. The following subspaces in L are invariant under the action of U(n, 1):
L+ = {f ∈ L | ‖f‖− = 0}; L− = {f ∈ L | ‖f‖+ = 0}; L0 = L+ ∩ L−.
Let L0 ⊂ L be the subspace of functions f with ‖f‖ = 0. By definition, the norm ‖f‖ is
nondegenerate on the quotient space L/L0.
Definition. Denote by L, L+, and L− the complex Hilbert spaces obtained by completing
L/L0, L+/L0, and L−/L0 with respect to the norm ‖f‖.
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Obviously,
L = L+ ⊕ L−
and
‖f‖ = ‖f‖+ on L+; ‖f‖ = ‖f‖− on L−.
As a result, we obtain the following theorem.
Theorem 6.3. In model A with λ = 0 of the two special representations T+ and T− of
the group U(n, 1),
1) The direct sum of T+ and T− is realized in the Hilbert space L, the completion with
respect to the norm ‖f‖2 = −2 ∫S×S log |1−〈ω, ω′〉 | f(ω) f(ω′) dω dω′ of the quotient
space L/L0, where L is the space of functions f(ω) on the sphere S = S
2n−1 with∫
S f(ω) dω = 0 and L0 is the subspace of functions with norm 0.
2) The subspaces L+ and L− of the special representations are determined by the con-
ditions L± = {f ∈ L | ‖f‖∓ = 0}, where ‖f‖+ and ‖f‖− are given by Proposi-
tion 6.1.
3) The operators of the group U(n, 1) act in L± as follows:
T±g f(ω) = f(ωg) |b(ω, g)|−2n (mod L0),
where ωg = (ωβ + δ)−1 (ωα+ γ), b(ω, g) = ωβ + δ for g =
(
α β
γ δ
)
.
6.3. The structure of the special representations in model A for λ = 0. Let us
describe the subspaces L, L+, L−, and L0 defined in Section 6.2 in terms of generating
elements. Note that the original space L˜ is linearly generated by the monomials ωkω¯l =∏
ωkii ω¯
li
i . Let us write k > l if ki > li and k 6= l. Further, set
ck =
∫
S
|ωk|2 dω, k ∈ Z n+;
an explicit expression for ck will be given below.
The description of the norms ‖f‖± implies the following proposition.
Proposition 6.3.
1) If k > l, then ‖ωkω¯l‖+ 6= 0 and ‖ωkω¯l‖− = 0.
2) If l > k, then ‖ωkω¯l‖− 6= 0 and ‖ωkω¯l‖+ = 0.
3) If k ≯ l, l ≯ k, k 6= l, then ‖ck+lωk − ckωk+lω¯l‖± = ‖ck+lω¯k − ckωlω¯k+l‖± = 0.
(Here k, l ∈ Z n+.)
Corollary.
1) The subspace L is linearly generated by the monomials ωkω¯l, k 6= l, and the binomials
ck − c0|ωk|2.
2) The subspace L0 is linearly generated by the monomials ω
kω¯l, k 6= l, where k ≯ l,
l ≯ k, k 6= l, and the binomials ck+lωk − ckωk+lω¯l, ck+lω¯k − ckωlω¯k+l, k, l ∈ Z n+.
3) The quotient spaces L+/L0 and L−/L0 are linearly generated by the monomials ωk,
k > 0, and ω¯k, k > 0, respectively.
Note that L0 = 0 for n = 1.
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Proposition 6.4. The monomials ωk and ω¯k, k > 0, form orthogonal bases in L+ and
L−, respectively; their norms equal
‖ωk‖2+ = ‖ω¯k‖2− =
4π2n k! (|k| − 1)!
[(|k| + n− 1)!]2 . (6.6)
Proof. The fact that these monomials really generate the corresponding spaces follows from
Proposition 6.3 (corollary). The orthogonality follows from the explicit formulas (6.5) for
the norm. The same explicit formulas and (8.6) imply that
‖ωk‖2+ = ‖ω¯k‖2− =
(|k| − 1)!
k!
∣∣∣∫
S
|ωk|2 dω
∣∣∣2.
Since ∫
S
|ωk|2 dω = 2π
n k!
(|k|+ n− 1)! , k ∈ Z
n
+,
this implies (8.6). (For a proof of the latter formula, see Appendix 2.) 
Corollary. Elements of the spaces L+ and L− can be interpreted as the boundary values
of regular analytic (respectively, antianalytic) functions in the unit ball in C n. In this
interpretation, if a function f in the ball is given by the series f(z) =
∑
k>0 akz
k, then
‖f‖2+ = 4π2n
∑
k>0
k!(|k|−1)!
[(|k|+n−1)!]2 |ak|2.
6.4. Formulas for the 1-cocycles U(n, 1) → L and U(n, 1) → L± in model A. Let
us find explicit formulas for the nontrivial 1-cocycles on the group U(n, 1) associated with
the two special representations of U(n, 1) in the spaces L+ and L−.
Note that for λ = 0 the nontrivial 1-cocycle a : U(n, 1)→ L = L+ ⊕L− is given by the
formula
a(ω, g) = Tgf0 − f0 = |ωβ + δ|−2n − 1 for g =
(
α β
γ δ
)
(6.7)
(since the vector f0(ω) ≡ 1 is invariant under the maximal compact subgroup of U(n, 1)
and f0 /∈ L).
Obviously, the 1-cocycles a± : U(n, 1)→ L± associated with the special representations
are the projections of a to the corresponding subspaces:
a(ω, g) = a+(ω, g) + a−(ω, g), a± ∈ L±. (6.8)
Let us find explicit expressions for these cocycles for λ = 0 and λ = 2n.
Proposition 6.5. For λ = 0, the nontrivial 1-cocycles a±(ω, g) are given (modulo L0) by
the following formula:
a+(ω, g) = a−(ω, g) = δn (ωβ + δ)−n − 1. (6.9)
In particular, a+(ω, g) = − ωβωβ+δ for n = 1.
Proof. Setting γ = βδ−1, we have
a(ω, g) = |δ|−2n (1 + ωγ)−n (1 + ω¯γ¯)−n − 1
= |δ|−2n
∑
k,l
(−1)|k+l| (|k|+ n− 1)! (|l|+ n− 1)!
k! l!
ωkγkω¯lγ¯l − 1.
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Since ωkω¯l 6= 0 on L+ only for k > l, it follows that
a+(ω, g) = |δ|−2n
∑
k>0
∑
l
(−1)|k| (|k + l|+ n− 1)! (|l| + n− 1)!
(k + l)! l!
ωk+lω¯l γk+lγ¯l. (6.10)
According to Proposition 6.3, on L+ we have
ωk+lω¯l =
ck+l
ck
ωk =
(k + l)!
(|k + l|+ n− 1)!
(|k|+ n− 1)!
k!
ωk.
Substituting this expression into (6.10), we obtain
a+(ω, g) = |δ|−2n
∑
k>0
(−1)|k| (|k|+ n− 1)!
k!
ωkγk
∑
l
(|l|+ n− 1)!
l!
γlγ¯l
= |δ|−2n ((1 + ωγ)−n − 1) (1 − γ∗γ)−n.
Note that 1− γ∗γ = |δ|−2(|δ|2 − β∗β) = |δ|−2. Hence
a+(ω, g) = (1 + ωγ)−n − 1 = δn (ωβ + δ)−n − 1.
The proposition is proved. 
Proposition 6.6. For λ = 2n, the nontrivial 1-cocycle a+(ω, g) is given, up to a factor,
by the following formula:
a+(ω, g) = e−δ
−1ωβ − 1; (6.11)
the cocycle a− is obtained from a+ by taking the complex conjugate.
Proof. It follows from the formulas for a+(ω, g) in the case λ = 0 and for the intertwining
operator R : L0 → L2n that
a+(ω, g) =
∫
S
log(1− 〈ω, ω′〉) (1 + ω′γ)−n dω′,
where γ = βδ−1. Expanding log(1 − 〈ω, ω′〉) and (1 + ω′γ)−n into a power series and
throwing off the terms with zero integrals, we obtain
a+(ω, g) =
∑
k>0
[(−1)|k| (n+ |k| − 1) !
(n− 1) ! (k !)2 ω
k γk
∫
S
|ω′k|2 dω′
]
=
2πn
(n− 1) !
∑
k>0
(−1)|k|
k !
ωk γk =
2πn
(n− 1) ! (e
−ω γ − 1).
The proposition is proved. 
6.5. The “strange” irreducible representation of the group U(n, 1) in the space
L0. Besides two special representations, there exists another irreducible unitary represen-
tation of the group U(n, 1) that can be obtained from complementary series representations
in the λ → 0 or λ → 2n limit (the so-called “strange representation”, see [38, 37, 36]).
Note that there is no analog of this representation for the groups O(n, 1).
Let us construct this representation starting from model A of the complementary series
representations for λ→ 0.
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We define a scalar product on the subspace L0 = L+ ∩ L− by the formula
〈f1, f2〉 0 = lim
λ→0
d2〈f1, f2〉 λ
dλ2
=
∫
S×S
log2 |1− 〈ω, ω′〉 | f1(ω) f2(ω′) dω dω′. (6.12)
Proposition 6.7. The norm ‖f‖0 = 〈f1, f2〉 1/20 can be written in the form
‖f‖20 =
∑′
k,l>0
ckcl |
∫
S
ωkω¯l f(ω) dω|2, (6.13)
where ck =
(|k|−1)!
k! . The sum ranges only over multi-indices k > 0 and l > 0 such that
neither k > l nor l > k.
Proof. We have
log2 |1 − 〈ω, ω′〉 | = (
∑
k>0
ckω
kω¯′k +
∑
l>0
clω¯
lω′l)2
=
∑
k,k′>0
ckck′ω
k+k′ ω¯′k+k
′
+
∑
l,l′>0
clcl′ ω¯
l+l′ω′l+l
′
+
∑
k,l>0
ckclω
kω¯l ω′kω¯′l.
Let us substitute this expression into (6.12). Since L0 = L+∩L−, the terms of the first two
sums make zero contributions. The same holds for the terms of the third sum with k > l
or l > k. Thus (6.13) holds. 
Corollary. The norm ‖f‖0 is positive definite on L0.
Denote by L0 the complex Hilbert space obtained by completing L0 with respect to the
norm ‖f‖0.
Proposition 6.8. The norm ‖f‖0 is invariant under the operators Tg; thus the operators
Tg form a unitary representation of the group U(n, 1) in the space L0.
Proposition 6.9. The representation of the group U(n, 1) in the space L0 is irreducible.
6.6. Model A of the special representations in a space of functions on the unitary
sphere for λ→ 2n. In model A with λ = 2n, the direct sum L = L+ ⊕L− of the special
representations is realized in the quotient of L2n/L2n by the subspace of constants with
the norm
‖f‖2 = (−1)n
∫
S×S
δ(n)(1− 〈ω, ω′〉) f(ω) f(ω′) dω dω′, (6.14)
where δ(n) is the derivative of the delta function on the sphere S, given by the formula∫
S δ(1− 〈ω, ω′〉) f(ω′) dω′ = f(ω). The operators of the representation are given by the
formula
(Tgf)(ω) = f(ωg).
An intertwining operator R from model A with λ = 0 to model A with λ = 2n has the
form
(Rf)(ω) =
∫
S
log(|1− 〈ω, ω′〉 |) f(ω′) dω′.
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Note that the norm in model A with λ = 0 can be written as an integral over the sphere
S:
‖f‖2 =
∫
S
(Rf)(ω) f(ω) dω.
In the model under consideration with λ = 2n, the subspaces L+ and L− coincide with
the subspaces of boundary values of analytic (respectively, antianalytic) functions in the
unit ball D ⊂ C n: |z|2 ≡ |z1|2 + · · · + |zn|2 < 1.
The special representations T+ and T− can be realized directly in the Hilbert spaces of
analytic and antianalytic functions on D. For this, it suffices to use the following assertions.
1) The ball D is a homogeneous space with respect to the action z → zg of the group
U(n, 1), where zg = (ωβ + δ)−1(ωα+ γ).
2) On D there exists a U(n, 1)-invariant measure, namely, (1− |z|2)−n−1 dµ(z), where
dµ(z) is the Lebesgue measure on D (see [54]).
Theorem 6.4. The special representation T = T+ (respectively, T = T−) of the group
U(n, 1) is equivalent to the representation in the quotient of the Hilbert space of analytic
(respectively, antianalytic) functions on the ball D by the subspace of constants with the
norm
‖f‖2 =
∫
D
|f(z)|2 δ(n)(1− |z|2) dµ(z).
The operators of this representation have the form (Tgf)(z) = f(zg).
Note that the vectors zk, k ∈ Z n+, form an orthogonal basis in this space, with ‖zk‖2 =
(|k|+ n− 1)!
(|k| − 1)! .
6.7. Model B: realization in a space of functions on the Heisenberg group H.
Model B of the two special representations of the group U(n, 1) is obtained from model A
by passing from functions F (ω) on the sphere S to functions f(h) = f(ζ, z), ζ = it− |z|22 ,
on the Heisenberg group H according to the formulas
f(ζ, z) = |1− ζ|−2n F (ω),
where
ω =
(1 + ζ
1− ζ ,
√
2z1
1− ζ , . . . ,
√
2zn−1
1− ζ
)
.
We will describe model B only for λ = 0 (for λ = 2n the description is similar). In this
description, we use matrix model b of the group U(n, 1) (see § 1).
Theorem 6.5. In model B of the two special representations T+ and T− of U(n, 1) with
λ = 0,
1) The direct sum of T+ and T− is realized in the Hilbert space L, the completion with
respect to the norm
‖f‖2 = −
∫
H×H
logR(h, h′) f(h)f(h′) dh dh′, (6.15)
where dh is the invariant measure on H and
R(h, h′) = R(ζ, z; ζ ′, z′) = |ζ + ζ¯ ′ + zz∗|, (6.16)
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of the quotient space L/L0, where L is the space of functions f(h) on the group H
with
∫
H f(h) dh = 0 and L0 is the subspace of functions with norm 0.
2) In the coordinates h = (ζ, z) on H, the operators of the representation T = T+⊕T−
have the following form:
Tgf(ζ, z) = f(ζ
′, z′) |b(ζ, z ; g)|−2n (mod L0), (6.17)
where
ζ ′ = (ζg13 + zg23 + g33)−1 (ζg11 + zg21 + g31), (6.18)
z′ = (ζg13 + zg23 + g33)−1 (ζg12 + zg22 + g32), (6.19)
b(ζ, z; g) = ζg13 + zg23 + g33. (6.20)
3) The subspaces L+ and L− of the special representations are determined by the con-
ditions L± = {f ∈ L | ‖f‖∓ = 0}, where ‖f‖− and ‖f‖+ are determined by the
following formulas:
‖f‖2− =
∑
k>0
2|k|−1
(|k| − 1)!
k!
∣∣∣∫
H
Bk(h) f(h) dh
∣∣∣2,
‖f‖2+ =
∑
k>0
2|k|−1
(|k| − 1)!
k!
∣∣∣∫
H
Bk(h) f(h) dh
∣∣∣2, (6.21)
where k = (k1, . . . , kn), |k| = k1 + · · · + kn,
Bk(h) = Bk(ζ, z) =
(1 + ζ)k1
(1− ζ)|k| · z
k2
1 · · · zknn−1. (6.22)
Remark. Obviously, the conditions ‖f‖− = 0 and ‖f‖+ = 0 are equivalent, respectively, to
the equations∫
H
Bk(h) f(h) dh = 0 and
∫
H
Bk(h) f(h) dh = 0 for k > 0. (6.23)
Proposition 6.10. In model B with λ = 0, the nontrivial 1-cocycles a± : U(n, 1) → L±
associated with the special representations of the group U(n, 1) are the projections to L+
and L−, respectively, of the following function a : U(n, 1)→ L:
a(ζ, z; g) = Tgf0 − f0, where f0 = |1− ζ|−2n.
Proposition 6.4 implies the following result.
Proposition 6.11. The following functions fk(ζ, z), k = (k0, k1, . . . , kn−1) ∈ Z n+, |k| > 0,
form an orthogonal basis in L+:
fk(ζ, z) = (1− ζ)−n (1− ζ)−n−|k| (1 + ζ)k0 zk11 . . . zn−1n−1 . (6.24)
A similar basis in L− is obtained by replacing ζ and zi with their complex conjugates.
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6.8. Model C: realization in a space of functions ψ(ρ, z) on R ×C n−1. Model C is
obtained by passing from functions f(h) = f(ζ, z), ζ = it − |z|22 , on H in model B (with
λ = 0) to functions ψ(ρ, z) according to the formula
ψ(ρ, z) = |ρ|−n+1 e |ρ|2 |z|2
∫ +∞
−∞
e iρt f(t, z) dt.
Proposition 6.12. In model C, the subspace L of functions ψ(ρ, z) is determined by the
relation ∫
C
n−1
ψ(0, z) dµ(z) = 0. (6.25)
The norm ‖ψ‖ on L is given by the formula
‖ψ‖2 =
∫ +∞
−∞
‖ψ‖2ρ |ρ|−1 dρ, (6.26)
where
‖ψ‖2ρ = |ρ|2n−2
∫
C
n−1×Cn−1
e|ρ|(aρ(z1,z2)−|z1|
2−|z2|2) ψ(ρ, z1)ψ(ρ, z2) dµ(z1) dµ(z2), (6.27)
aρ(z1, z2) =
{
z2z
∗
1 for ρ < 0,
z1z
∗
2 for ρ > 0.
(6.28)
In another way,
‖ψ‖2ρ =

∑
k∈Z n−1
+
|ρ|2n+|k|−2
k!
∣∣∣∫
C
n−1 zk e−|ρ|zz
∗
ψ(ρ, z) dµ(z)
∣∣∣2 for ρ < 0,∑
k∈Z n−1
+
ρ2n+|k|−2
k!
∣∣∣∫
C
n−1 zk e−|ρ|zz
∗
ψ(ρ, z) dµ(z)
∣∣∣2 for ρ > 0. (6.29)
Proof. Relation (6.25) is equivalent to relation (6.17) in the realization on H . To calculate
‖ψ‖, we will use the equation ‖ψ‖2 = lim
λ→0
d‖ψ‖2λ
dλ , where ‖ψ‖λ is the norm in the space
of the complementary series representation. Substituting into this equation the explicit
expression for ‖ψ‖2λ and taking into account that Qλ(t) = const for λ = 0, we obtain (6.26)
and (6.27). Substituting into (6.27) the power series expansion of the function eaρ(z1,z2) for
ρ > 0 and ρ < 0, we obtain (6.29). 
Corollary. In model C, the space L decomposes into a direct integral of subspaces:
L =
∫ +∞
−∞
L(ρ) |ρ|−1 dρ, (6.30)
where L(ρ) is the quotient of the Hilbert space of functions ψ on C n−1 with the norm (6.27)
by the subspace of functions with norm 0.
Theorem 6.6. In model C, the subspaces L+ and L− of the special representations coincide
with the subspaces of functions ψ(ρ, z) concentrated, with respect to ρ, on the half-lines
ρ > 0 and ρ < 0, respectively.
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Proof. It suffices to prove that ϕ(ρ, z) ∈ L+ if ϕ(ρ, z) = 0 for ρ < 0, and, similarly,
ϕ(ρ, z) ∈ L− if ϕ(ρ, z) = 0 for ρ > 0.
Let us use condition (6.23), which describes when a function f(h) = f(t, z) in model B
belongs to the subspace L+. Passing from functions f(t, z) to functions ψ(ρ, z), we obtain
a condition for ψ ∈ L+ in the form
Ik(ψ) ≡
∫ 0
−∞
∫
C
n−1
Ak(ρ, z) z
k′ e−|ρ|
|z|2
2 ψ(−ρ, z) |ρ|n−1 dρdµ(z) = 0 for |k| > 0,
(6.31)
where
Ak(ρ, z) =
∫ ∞
−∞
(1 + ζ)k0
(1− ζ)|k| e
iρt dt, ζ = it− |z|
2
2
. (6.32)
Let us check that this condition is satisfied if ψ(ρ, z) = 0 for ρ < 0. Indeed, the function
Ak(ρ, z) can be written as a linear combination of the integrals∫ ∞
−∞
e iρt dt
(1− ζ)m =
∫ ∞
−∞
e iρt dt
(a− it)m , |k
′| 6 m 6 |k|,
where a = 1+ |z|
2
2 . It is known that for ρ > 0 these integrals vanish for every m > 0. Hence
if ψ(ρ, z) = 0 on the half-line ρ < 0, then Ik(ψ) = 0 for |k′| > 0. For |k′| = 0, the expansion
of Ak(ρ, z) contains the term
∫∞
−∞ e
−iρt dt = δ(ρ). In this case, the corresponding term in
Ik(ψ) vanishes because of (6.25).
In a similar way one can prove that if ψ(ρ, z) ≡ 0 for ρ > 0, then ψ ∈ L−. 
Corollary. In model C, the spaces L+ and L− decompose into direct integrals of subspaces:
L+ =
∫ +∞
0
L(ρ) ρ−1 dρ, L− =
∫ 0
−∞
L(ρ) |ρ|−1 dρ;
the norms in the spaces L+ and L−, respectively, are given by
‖ψ‖2+ =
∫ +∞
0
‖ψ‖2ρ ρ−1 dρ, ‖ψ‖2− =
∫ 0
−∞
‖ψ‖2ρ |ρ|−1 dρ, (6.33)
where ‖ψ‖ ρ is given by (6.27) or (6.29). In more detail,
‖ψ‖2− =
∑
k∈Z n−1
+
1
k!
∫ 0
−∞
∣∣∣∫
C
n−1
zk e−|ρ|zz
∗
ψ(ρ, z) dµ(z)
∣∣∣2 |ρ|2n+2|k|−3 dρ,
‖ψ‖2+ =
∑
k∈Z n−1
+
1
k!
∫ ∞
0
∣∣∣∫
C
n−1
z¯k e−ρ zz
∗
ψ(ρ, z) dµ(z)
∣∣∣2 ρ2n+2|k|−3 dρ. (6.34)
Formulas for the operators T+g and T
−
g of the representations of U(n, 1) in L+ and L−,
respectively, are obtained by passing to the limit as λ → 0 from formulas (5.19), (5.20),
and (5.21) for the corresponding operators in complementary series representations. Thus
we obtain the following theorem.
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Theorem 6.7. In model C, the operators of the representations of U(n, 1) in L± have the
following form. In the space L+:
T+t0,z0ψ(ρ, z) = e
ρ (it0− |z0|
2
2
−zz∗0 ) ψ(ρ, z + z0), (t0, z0) ∈ H, (6.35)
T+ǫ,uψ(ρ, z) = ψ(|ǫ|2ρ, ǫ¯−1zu) , (ǫ, u) ∈ D, (6.36)
T+s ψ(ρ, z) = ρ
−n+1
∞∫
0
∞∫
−∞
e
−ρζ+ ρ′
ζ |ζ|−2n ρ′n−1 ψ(ρ′, z
ζ
) dt dρ′, ζ = it− |z|
2
2
. (6.37)
In the space L−:
T−t0,z0ψ(ρ, z) = e
ρ (it0+
|z0|
2
2
+z0z∗) ψ(ρ, z + z0), (t0, z0) ∈ H, (6.38)
T−ǫ,uψ(ρ, z) = ψ(|ǫ|2ρ, ǫ¯−1zu) , (ǫ, u) ∈ D, (6.39)
T−s ψ(ρ, z) = |ρ|−n+1
0∫
−∞
∞∫
−∞
e
−ρζ+ ρ′
ζ |ζ|−2n |ρ′|n−1ψ(ρ′, z
ζ
) dt dρ′, ζ = it− |z|
2
2
. (6.40)
6.9. Relation to the Bargmann models of representations of the Heisenberg
group H. Above, by the Bargmann model we meant the realization of the irreducible
representation of the group H with parameter ρ in the Hilbert spaceH(ρ) of entire analytic
(for ρ > 0) or antianalytic (for ρ < 0) functions on C n−1 with the norm
‖f‖2 = |ρ|n−1
∫
C
n−1
|f(z)|2 e−|ρ| |z|2 dµ(z).
According to Proposition 3.3, for ρ > 0 this norm coincides with the norm
‖f‖2 = ρ2n−2
∫
C
n−1×Cn−1
f(z) f(z′) e ρ (z
′z∗−|z|2−|z′|2) dµ(z) dµ(z′);
and for ρ < 0, it coincides with the same norm in which ρ is replaced by |ρ| and z′z∗ in
the exponent is replaced by z(z′)∗.
Also recall that the representation of H in the space H(ρ) can be extended to a unitary
representation of the group P0.
Comparing the description of L(ρ) and H(ρ) and the formulas for the operators of the
group P0 in these spaces, we conclude the following.
Proposition 6.13. There is a natural isomorphism of Hilbert spaces
τ : L(ρ)→ H(ρ)
commuting with the action of the group P0. Namely, τψ ∈ H(ρ) is determined for ρ > 0
by the equations∫
C
n−1
z¯k e−ρ zz
∗
ψ(z) dµ(z) =
∫
C
n−1
z¯k e−ρ zz
∗
τψ(z) dµ(z) for every k ∈ Z n−1+ . (6.41)
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In other words,
τψ(z) =
∑
k∈Z n−1
+
ak z
k, where ak =
ρ|k|+n−1
k!
∫
C
n−1
z¯k e−ρ zz
∗
ψ(z) dµ(z). (6.42)
In a similar way we define τ for ρ < 0.
6.10. The Bargmann model of the special representations. Consider the following
direct integrals of the Hilbert spaces H(ρ):
H+ =
∫ +∞
0
H(ρ) ρ−1 dρ, H− =
∫ 0
−∞
H(ρ) |ρ|−1 dρ.
In other words, H+ is the space of functions f(ρ, z) =
∑
k∈Z n−1
+
fk(ρ) z
k, where fk(ρ) are
functions on the half-line ρ > 0, with the norm
‖f‖2 =
∑
k∈Z n−1
+
k!
∫ 0
−∞
|fk(ρ)|2 |ρ|−|k|−1 dρ. (6.43)
The space H− is defined in a similar way.
The isomorphisms τ : L(ρ)→H(ρ) induce isomorphisms of Hilbert spaces
τ : L+ →H+, L− → H−
commuting with the action of the group P in these spaces. Namely, for ψ ∈ L+ we have
τψ(ρ, z) =
∑
k∈Z n−1
+
fk(ρ) z
k, where fk(ρ) =
ρ|k|+n−1
k!
∫
C
n−1
z¯k e−ρ zz
∗
ψ(ρ, z) dµ(z).
(6.44)
In a similar way we define τ on L−.
In view of this isomorphism, the spaces H± are new models of the special representations
of the group U(n, 1). Let us call them the Bargmann models of the special representations.
In the Bargmann model, the action of the operators of the subgroup P is given by
the same formulas as in model C. The action of the whole group U(n, 1) is determined by
indicating only one operator Ts. Let us study the structure of this operator. For definiteness,
we restrict ourselves with the case of H+.
By definition, the operator Ts on L+ is given by
Tsψ(ρ, z) = τψ1(ρ, z),
where ψ1(ρ, z) ∈ L+ stands for the right-hand side of (6.37).
Denote by Lk ⊂ H+, k ∈ Z n−1+ , the subspace of functions of the form f(ρ) zk. Obviously,
H+ =
⊕
k∈Z n−1
+
Lk.
Proposition 6.14. The subspaces Lk ⊂ H± are invariant under the operator Ts.
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Proof. Let ψ ∈ L+k , i.e., ψ(ρ, z) = f(ρ) zk. Then, according to the formula (6.37) for the
operator T+s in the space L+, we have T+s ψ(ρ, z) = τ ψ1(ρ, z), where
ψ1(ρ, z) = ρ
−n+1
( ∞∫
0
∞∫
−∞
e
−ρζ+ ρ′
ζ |ζ|−2n ζ−|k| ρ′n−1 f(ρ′) dt dρ′
)
zk, ζ = it− |z|
2
2
. (6.45)
Obviously, the function ψ1 can be written in the form ψ1(ρ, z) = (
∑∞
0 fn(ρ) |z|2n) zk. It
follows from the definition of τ that τ(fn(ρ) |z|2n zk) ∈ Lk for all n. Hence ψ1 ∈ Lk. 
Denote ρα+ = ρ
α for ρ > 0; ρα+ = 0 for ρ < 0.
Proposition 6.15. The action of the operator T+s on functions of the form ρ
α
+ z
k, α ∈ C ,
regarded as distributions on H+, is given by
T+s (ρ
α
+ z
k) = (−1)|k| Γ(α)
Γ(−α+ |k|)ρ
−α+|k|
+ z
k. (6.46)
For a proof of (6.46), see Appendix 2.
Proposition 6.16. The action of the operator Ts on functions ξk(a; ρ, z) = ρ
|k| e−a ρ zk ∈
Lk, Re(a) > 0, is given by
Tsξk(a; ρ, z) = a
−|k| ξk(a−1; ρ, z). (6.47)
Proof. Let us use the equation∫ ∞
0
e−a ρ ρ
|k|
2
+iσ−1 dρ = Γ( |k|2 + iσ) a
−|k|2 −iσ.
By the inversion formula for the Mellin transform,
ρ |k| e−a ρ =
∫ +∞
−∞
a−
|k|
2 −iσ Γ( |k|2 + iσ) ρ
|k|
2 −iσ dσ.
According to (6.46), we have
Ts(ρ
|k|
2 −iσ zk) =
Γ( |k|2 − iσ)
Γ( |k|2 + iσ)
ρ
|k|
2
+iσ.
Therefore
Ts(ρ
|k| e−aρ zk) =
(∫ +∞
−∞
a−
|k|
2 −iσ Γ( |k|2 − iσ) ρ
|k|
2 +iσ dσ
)
zk
= a−|k|
(∫ +∞
−∞
(1
a
)−|k|2 −iσ
Γ( |k|2 + iσ) ρ
|k|
2 −iσ dσ
)
zk
= a−|k| ξk(a−1; ρ, z).
The proposition is proved. 
It is convenient to write the action of the operator Ts in Lk passing from functions
fk(ρ) z
k to functions Fk(σ) z
k, where
Fk(σ) =
∫ ∞
0
fk(ρ) ρ
− |k|
2
−i σ−1 dρ. (6.48)
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By the inversion formula for the Mellin transform,
fk(ρ) = ρ
|k|
2
∫ ∞
−∞
Fk(σ) ρ
i σ dσ. (6.49)
Let us introduce the Hilbert space H˜+ of functions F (σ, z) entire in z ∈ C n−1 with the
norm
‖F‖2+ =
∑
k∈Z n−1
+
k!
∫ ∞
−∞
|Fk(σ)|2 dσ for F (σ, z) =
∑
k∈Z n−1
+
Fk(σ) z
k. (6.50)
Proposition 6.17. The map
ψ(ρ, z) =
∑
k∈Z n−1
+
fk(ρ) z
k → F (λ, z) =
∑
k∈Z n−1
+
Fk(λ) z
k,
where fk(ρ) and Fk(λ) are related by (6.48) and (6.49), is an isomorphism of Hilbert spaces
H+ → H˜+.
The assertion follows immediately from the Plancherel formula for the Mellin transform.
Denote by T˜+s the image of the operator T
+
s on H+ under the map H+ → H˜+.
Proposition 6.18. The action of the operator T˜+s on functions Fk(λ) z
k ∈ H˜+ is given
by
T˜+s (Fk(λ) z
k) = (−1)|k| Γ(−iλ+
|k|
2 )
Γ(iλ+ |k|2 )
Fk(−λ) zk. (6.51)
Proof. According to Proposition 6.15, we have
T+s (ρ
|k|
2
+iσ zk) = (−1)|k| Γ(iσ +
|k|
2 )
Γ(−iλ+ |k|2 )
ρ
|k|
2
−iσ zk.
Hence (6.49) implies
T+s (fk(ρ) z
k) = (−1)|k|
(∫ ∞
−∞
Fk(σ)
Γ(iσ + |k|2 )
Γ(−iσ + |k|2 )
ρ
|k|
2
−iσ dσ
)
zk
= (−1)|k|
(∫ ∞
−∞
Fk(−σ)
Γ(−iσ + |k|2 )
Γ(iσ + |k|2 )
ρ
|k|
2
+iσ dσ
)
zk.
On the other hand,
T+s (fk(ρ) z
k) =
∫ ∞
−∞
T˜+s (Fk(σ) z
k) ρ
|k|
2
+i σ dσ.
Comparing these equations, we obtain (6.51). 
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6.11. Description of the nontrivial 1-cocycles a± : U(n, 1) → H±. The nontrivial
1-cocycle a : U(n, 1)→ H, where H = H+ ⊕H−, is given by the formula
a(g) = Tgξ − ξ,
where ξ = f(ρ, z) is invariant under the action of the maximal compact subgroup U ⊂
U(n, 1) and ξ /∈ L. The 1-cocycles a±(g) are the projections of a(g) to the subspaces H±.
By definition, a(u) = 0 for u ∈ U , whence
a(ug) = a(g) for u ∈ U.
Since an element g ∈ U(n, 1) can be written as the product g = ub, where u ∈ U , b ∈ P1,
the 1-cocycle a(g) is uniquely determined by its restriction to the subgroup P1.
Theorem 6.8. In the Bargmann model, the function ξ in the formula for the 1-cocycle
has the form
ξ(ρ, z) = e−|ρ|. (6.52)
Proof. We use the fact that in model B the function ξ has the form
ϕ(ζ, z) = |1− ζ|−2n, where ζ = it− |z|
2
2
.
It follows that in model C it has the form
ψ(ρ, z) = |ρ|−n+1 e|ρ| |z|
2
2
∫ +∞
−∞
|1− ζ|−2n e−iρt dt.
Note that ψ is an even function in ρ; thus below we assume that ρ > 0. The required vector
ξ in the Bargmann model for ρ > 0 has the form
ξ(ρ, z) = τψ(ρ, z) =
∑
k∈Z n−1
+
fk(ρ) z
k,
where the functions fk(ρ) are given by (6.44). In view of this equation, it is clear that
fk(ρ) = 0 for k > 0. Hence
ξ(ρ, z) = f0(ρ) =
∫ +∞
−∞
∫
C
n−1
eρζ |1− ζ|−2n dµ(z) dt. (6.53)
Let us calculate the integral (6.53). We have(
1− d
dx
)n
f0(ρ) =
∫ +∞
−∞
∫
C
n−1
eρζ (1− ζ)−n dµ(z) dt.
Obviously,∫ +∞
−∞
eρζ
(1− ζ)n dt =
∫ +∞
−∞
eρζ
(1 + |z|2 + ζ)n dt = Resζ=−1−|z|2
( eρζ
(1 + |z|2 + ζ)n
)
= const ρn−1 e−ρ (1+|z|
2).
Hence (
1− d
dx
)n
f0(ρ) = const ρ
n−1 e−ρ
∫
C
n−1
eρ |z|
2
dµ(z) = const e−ρ.
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Since f0(∞) = 0, it follows that f0(ρ) = const e−ρ. 
Appendices
§ 7. Appendix 1. Canonical states and canonical representations
Canonical states on groups and the corresponding canonical representations were first
introduced for the group SL(2,R ) in [10], and then for the groups O(n, 1) and U(n, 1)
in [17]; they were used for constructing irreducible unitary representations of the current
groups O(n, 1)X and U(n, 1)X . These representations are unitary, reducible, and, similarly
to complementary series representations, determined by one real parameter λ ∈ (0, λ0),
λ0 > 0.
The following property shows the relation between the canonical representations of the
groups O(n, 1) and U(n, 1) and the complementary series representations of these groups:
Each complementary series representation T λ is contained as a direct summand with
multiplicity one in exactly one canonical representation, the one with the same parameter
λ.
There is a simple relation between the canonical representations of the groups O(n, 1)X
and U(n, 1)X and their special representations. Namely, for λ → 0 the norm ‖f‖λ in the
space Hλ of the canonical representation degenerates on a space H ⊂ H0 of codimension 1.
Therefore, as λ → 0, the canonical representations T λ tend to the identity representation
on the quotient space H0/H . The space H , glued to this one-dimensional subspace, has
a positive invariant norm ‖f‖. In the case of the groups O(n, 1), n > 2, this norm is
nondegenerate; the completion H of the space H with respect to this norm contains the
space of the special representation as a direct summand. In the case of the groups U(n, 1),
this norm degenerates on some infinite-dimensional subspace H0 ⊂ H ; the completion H
of the space H/H0 with respect to this norm is the direct sum of the two special subspaces.
The role of canonical representations in the representation theory of current groups is
that their spherical functions Ψλ(g) satisfy the infinite divisibility condition:
Ψλ1+λ2(g) = Ψλ1(g)Ψλ2(g).
In Secs. 1–3 of this Appendix we give a general definition of a canonical state and the
associated family of canonical representations T λ for an arbitrary locally compact group
G and discuss their basic properties. The subsequent sections are devoted to the canonical
representations of the groups O(n, 1) and U(n, 1).
For the classical simple Lie groups, other approaches to the notion of canonical rep-
resentation, various generalizations of this notion, and the related harmonic analysis are
presented in a series of papers. See, e.g., [46, 48] and the bibliography in [48].
7.1. General definition of canonical states and canonical representations. Let
G be a locally compact, noncompact topological group, let K be a subgroup of G, and
consider the homogeneous space X = K\G of the group G, on which G acts by right
shifts: x→ xg. We assume that on X there exists a G-invariant measure dµ(x).
Denote by L(X) the subspace of compactly supported continuous functions on X. We
will define elements from L(X) by their liftings to the group G, i.e., as functions f(g)
satisfying the relation f(kg) = f(g) for k ∈ K, g ∈ G.
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Definition 1. We say that a continuous positive function ϕ(g) on G is positive definite
on X if
1) ϕ(g−1) = ϕ(g),
2) ϕ(k1gk2) = ϕ(g) for k1, k2 ∈ K,
3) for every nonzero function f ∈ L(X),
‖f‖2 ∼
∫
X×X
ϕ(g1g
−1
2 ) f(g1) f(g2) dµ(x1) dµ(x2) > 0. (7.1)
The expression in the right-hand side of (7.1) is well defined, because the integrand
function can be projected from G×G to X ×X.
Remark. By property 2), the function ϕ(g) is projected to X by the map G→ K\G.
Definition 2. A canonical state on the group G with respect to the subgroupK is a family
of positive continuous functions Ψ−λ(g) = (Ψ(g))−λ on G depending on a real positive
parameter λ (degree) and satisfying the conditions
1) Ψ−λ(g) is positive definite on X in the sense of Definition 1 for small values of λ > 0,
2) for the function dΨ
−λ(g)
dλ
∣∣∣
λ=0
= − logΨ(g), the following integral diverges:
−
∫
X
logΨ(g) dµ(x). (7.2)
Proposition 7.1. Let B(x1, x2) be a continuous positive function on X×X satisfying the
following conditions 1)–4):
1) symmetry: B(x1, x2) = B(x2, x1),
2) G-invariance:
B(x1g, x2g) = B(x1, x2) for every g ∈ G,
3) for every nonzero function f ∈ L(X), for small λ > 0,∫
X×X
B−λ(x1, x2) f(x1) f(x2) dµ(x1) dµ(x2) > 0, (7.3)
4) the following integral diverges:
−
∫
X
logB(x1, x2) dµ(x2)
(this integral does not depend on x1 in view of condition 2)).
Then Ψ−λ(g) = B −λ(x0g, x0), where x0 ∈ X is a fixed point of the subgroup K, is a
canonical state.
Remark. In the case when G is the group O(n, 1) or U(n, 1) and K is its maximal compact
subgroup, there is a simple relation between the kernel B−λ(x1, x2) and the Berezin kernel,
see Section 4 below.
Definition 3. The family of Hilbert spaces associated with a canonical state Ψ−λ(g) is
the family of Hilbert spaces H λ of functions on X with the norms
‖f‖2λ =
∫
X×X
Ψ−λ(g1g−12 ) f(g1) f(g2) dµ(x1) dµ(x2), (7.4)
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or, in terms of the kernels B−λ(x1, x2),
‖f‖2λ =
∫
X×X
B−λ(x1, x2) f(x1) f(x2) dµ(x1) dµ(x2). (7.5)
Definition 4. The representations of the group G associated with a canonical state
Ψ−λ(g), or simply the canonical representations, are the unitary representations of G in
the spaces Hλ by operators of the form
(Tgf)(x) = f(xg).
Remark. If we do not require that Ψ−λ(g) is positive definite for all λ, then this represen-
tation can be nonunitary.
7.2. Spherical functions. Note that the norm (7.4) is defined for any compactly sup-
ported distribution on X, and elements of the space Hλ can be interpreted as such distri-
butions. In particular, the delta function δx0(x) at an arbitrary point x0 ∈ X, defined by
the formula ∫
X
δx0(x) f(x0) dµ(x) = f(x0),
is an element of Hλ for every λ ∈ (0, λ0).
Proposition 7.2. The functions δx0(x) ∈ Hλ have the following properties:
1) any finite number of them are linearly independent, and they form an overdefined
system in Hλ,
2) ‖δx0(x)‖λ = 1,
3) for every x0, the vector δx0(x) is cyclic in H
λ,
4) the vector δx0(x) is invariant under the stationary subgroup of the point x0.
Definition. Let us fix the special cyclic vector ξλ = δx0(x), where x0 ∈ X is a point with
stationary subgroup K, and define the spherical function ψλ(g) on G associated with the
space Hλ by the formula
ψλ(g) = 〈Tgξλ, ξλ〉λ .
Proposition 7.3. The spherical function can be expressed in terms of the canonical state
by the formula
ψλ(g) = Ψ
−λ(g);
thus it is an infinitely divisible function, i.e.,
ψλ1+λ2(g) = ψλ1(g)ψλ2(g).
Indeed, setting x1 = x0g1, x2 = x0g2, we have
〈Tgξλ, ξλ〉λ =
∫
X×X
Ψ−λg1g2) δx0(x1g) δx0(x2) dµ(x1) dµ(x2)
=
∫
X
Ψ−λ(g1) δx0(x1g) dµ(x1) =
∫
X
Ψ−λ(g1g−1) δx0(x1) dµ(x1) = Ψ
−λ(g−1).
The infinite divisibility of the spherical function implies the following proposition.
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Proposition 7.4. For λ = λ1 + . . . + λn there exists an isometric embedding
Hλ → Hλ1 ⊗ . . .⊗Hλn
commuting with the action of the group G. Namely, the map
ξλ → ξλ1 ⊗ . . .⊗ ξλn
can be extended to a required morphism.
Indeed, the assertion follows from the equation
〈T λg ξλ, ξλ〉 =
n∏
i=1
〈T λig ξλi , ξλi〉,
valid for every g ∈ G with λ = λ1 + . . . + λn.
7.3. The special representations of the group G associated with the canonical
state Ψ−λ(g). As λ → 0, the canonical state tends to one, hence the norm ‖f‖20 =
liml→0 ‖f‖2λ can be written as ‖f‖20 = |
∫
X f(x) dµ(x)|2; the operators of the representation
are still given by the formula
(Tgf)(x) = f(xg).
Let us study the structure of the subspace on which this norm degenerates, i.e, the invariant
subspace H of functions satisfying the condition∫
X
f(x) dµ(x) = 0.
In the space H there is a pre-norm invariant under the operators of the group G:
‖f‖2 = −
∫
X×X
logΨ(g1g
−1
2 ) f(g1) f(g2) dµ(x1) dµ(x2).
Let H0 ⊂ H be the subspace on which this pre-norm degenerates. Then we can define a
unitary representation Tg of G in the Hilbert space H obtained by completing the quotient
H/H0 with respect to the norm ‖f‖.
Proposition 7.5. The representation Tg of the group G in the space H has a nontrivial
1-cocycle a : G→H, namely,
a(g) = Tgξ − ξ, where ξ = δx0(x) ∈ H \H0.
Proof. First of all, note that ξ /∈ H and a(g) ∈ H , i.e., a(g) is a 1-cocycle G→ H. Assume
that this cocycle is trivial, i.e., Tgξ − ξ = Tgξ0 − ξ0 for some ξ0 ∈ H . Then the vector
ξ1 = ξ − ξ0 is G-invariant; hence ξ1 = const. On the other hand, the integral∫
X
logΨ(g) f(g) dµ(x)
converges for f = ξ1, since it converges for f = ξ and for f = ξ0. Hence, since ξ1 6= 0, the
integral ∫
X
logΨ(g) dµ(x)
also converges, which contradicts (7.2). 
Corollary. The space H contains the special subspaces as direct summands.
68
Proposition 7.6. The norm of the nontrivial 1-cocycle a : G → H can be expressed in
terms of the canonical state by the formula ‖a(g)‖2 = 2 logΨ(g).
Proof. Indeed, we have
‖a(g)‖2 = 〈Tgξ − ξ, Tgξ − ξ〉 = d
dλ
∣∣∣∣
λ=0
〈T λg ξλ − ξλ, T λg ξλ − ξλ〉λ
= 2
d
dλ
∣∣∣∣
λ=0
(1− 〈T λg ξλ, ξλ〉)λ = −2
dΨ−λ(g)
dλ
∣∣∣∣
λ=0
= 2 logΨ(g).

7.4. Canonical representations of the groups O(n, 1) and U(n, 1). Let us realize
O(n, 1) and U(n, 1) as the groups of linear transformations in R n+1 and C n+1 preserving,
respectively, the bilinear form x1x
′
1 + . . . + xnx
′
n − xn+1x′n+1 and the Hermitian form
x1x′1 + . . . + xnx′n − xn+1x′n+1. In this model, elements of the groups are block matrices
g =
(
α β
γ δ
)
, where α and δ are square matrices of orders n and 1, and the subgroup K
of block-diagonal matrices k =
(
α 0
0 δ
)
, where α ∈ U(n) and δ ∈ U(1), is their maximal
compact subgroup.
Consider the homogeneous space K\U(n, 1). In the case of O(n, 1), it is realized as the
open unit ball D ⊂ R n, and in the case of U(n, 1), as the open unitary unit ball D ⊂ C n,
i.e.,
D : |z|2 ≡ |z1|2 + . . .+ |zn|2 < 1,
where zi ∈ R in the case of O(n, 1) and zi ∈ C in the case of U(n, 1).
In both cases the action of the group is given by the formula
z → zg = (z β + δ)−1 (z α+ γ) for g =
(
α β
γ δ
)
.
Proposition 7.7. The functions
B(z, z′) =
|1− zz′∗|
(1− zz∗)1/2 (1− z′z′∗)1/2 (7.6)
on the real and complex unitary ball, respectively, satisfy the conditions of Proposition 7.1.
Corollary. The function
Ψ−λ(g) = B −λ(z0g, z0), where z0 = 0,
is a canonical state.
The explicit expression for B(z, z′) implies the following proposition.
Proposition 7.8. The canonical state is given by the formula
Ψ−λ(g) = |δ|−λ for g =
(
α β
γ δ
)
.
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Corollary. In matrix model b of the groups O(n, 1) and U(n, 1), the canonical states are
given by the formula
Ψ−λ(g) =
∣∣∣g11 + g33 − g13 − g31
2
∣∣∣−λ. (7.7)
In particular,
Ψ−λ(γ) =
(
1 +
|γ|2
4
)−λ
and Ψ−λ(t, γ) =
(
t2
4
+
(
1 +
|γ|2
4
)2)−λ/2
for elements γ ∈ Z and (t, γ) ∈ H of the corresponding unipotent subgroups.
The canonical representations of the groups O(n, 1) and U(n, 1) associated with this
canonical state act in the Hilbert spaces Hλ of functions on the real unit ball D ⊂ R n and
the complex unit unitary ball D ⊂ C n, respectively, with the norms
‖f‖2λ =
∫
D×D
∣∣ 1− zz′∗
(1− zz∗)1/2 (1− z′z′∗)1/2
∣∣∣−λ f(z1)f(z2) dµ(z1) dµ(z1). (7.8)
Here dµ(z) is the invariant measure on D defined by
dµ(z) = (1− zz∗)−k(n+1) dz,
where dz is the standard Lebesgue measure, k = 12 in the case of O(n, 1), and k = 1 in the
case of U(n, 1). The operators of these representations have the form
(Tgf)(z) = f(zg).
Passing from functions f(z) to the functions ϕ(z) = |1 − zz∗|−λ2−k(n+1) f(z), we can
realize these representations in the Hilbert spaces with the norms
‖ϕ‖2λ =
∫
D×D
|1− zz′∗|−λ ϕ(z1)ϕ(z2) dz1 dz2. (7.9)
In the new realization, the operators of the representation are given by
(T λg ϕ)(z) − ϕ(zg) |zβ + δ|λ−2k(n+1) for g =
(
α β
γ δ
)
.
Remark. The definition of canonical states and canonical representations can be extended
to all groups O(p, q), U(p, q), p > q > 1. Elements of these groups are written as block
matrices g =
(
α β
γ δ
)
, where α and δ are square matrices of orders p and q. The analogs
of the unit balls are the unit matrix balls, that is, the manifolds of real and complex q× p
matrices z, respectively, satisfying the condition zz∗ < eq, where eq is the unit q-matrix.
In the general case, the canonical state Ψ−λ(g) and the kernel B(z, z′) are given by the
formulas
Ψ−λ(g) = |det δ|−λ for g =
(
α β
γ δ
)
,
B(z, z′) =
|det(eq − zz′∗)|
det1/2(eq − zz∗) det1/2(eq − z′z′∗)
.
The case q > 1 differs from the one considered here in that the canonical state is positive
definite only for λ > q − 1.
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Note that the functions detλ(eq − zz′∗) are the Berezin kernels. In the case of U(n, 1),
instead of the Berezin kernels we consider their absolute values.
7.5. Relation to the complementary series representations. For each of the groups
O(n, 1) and U(n, 1) there exists an isometric embedding
Lλ → Hλ
commuting with the action of the group, where Lλ is the space of an arbitrary comple-
mentary series representation and Hλ is the space of the canonical representation with the
same parameter λ. Let us describe this embedding explicitly.
We will use the realization of complementary series representations in the space of func-
tions f(ω) on the unit sphere S ⊂ R n in the case of O(n, 1) and on the unitary unit sphere
S ⊂ C n in the case of U(n, 1).
Proposition 7.9. If Hλ is realized as the space with the norm (7.9), then for each of the
groups O(n, 1) and U(n, 1) the map
τ : f(ω)→ ϕ(z) = δ(1− |z|2) f( z|z| )
(where δ(t) is the delta function on R ) is an isometric embedding of Lλ into Hλ commuting
with the action of the corresponding group.
Proof. For definiteness, consider the case of the group U(n, 1). The complementary series
representation T λ of this group acts in the Hilbert space Lλ of functions on the unitary
sphere S = S2n−1 in C n with the norm
‖f‖2 =
∫
S×S
|1− ωω′∗|−λ f(ω) f(ω′) dω dω′,
where dω is the invariant measure on S. The operators of this representation have the form
T λg f(ω) = f(ωg) |ωβ + δ|λ−2n.
Let us prove that τ commutes with the action of U(n, 1). We have
(Tgτf)(z) = δ(1 − |zg|2) f( zg|zg| ) |z β + δ|λ−2(n+1).
Since δ(1 − |zg|2) = δ(1 − |z|2) |zβ + δ|2, it follows that
(Tgτf)(z) = δ(1 − |z|2) f( zg|zg| ) |z β + δ|λ−2n = (τTgf)(z).
Let us prove that the embedding Lλ → Hλ is isometric. Let ϕ(z) = (τf)(z) = δ(1 −
|z|2) f( z|z| ). Passing to the spherical coordinates on D = K\U(n, 1), i.e., the coordinates
z = rω, r > 0, ω ∈ S, we obtain
‖Tgϕ‖2λ =
∫
|1− rr′ωω′∗|−λ δ(1 − r2) δ(1 − r′2) (rr′)2n−1 f(ω) f(ω′) dr dr′ dω dω′
=
∫
S×S
|1− ωω′∗|−λ f(ω) f(ω′) dω dω′ = ‖f‖2.
The proposition is proved. 
71
7.6. The structure of the limiting space H0; the 1-cocycles and special repre-
sentations associated with H0. According to general definitions, the space H0, which
is the λ→ 0 limit of the spaces Hλ of the canonical representations, contains an invariant
subspace H ⊂ H0 of codimension 1, namely, the space of functions satisfying the relation∫
D
f(z) dµ(z) = 0;
the quotient representation in H0/H is the identity representation. Thus, as λ → 0, the
representations T λ in the spaces Hλ tend to the identity representation in the quotient
space H0/H .
Let us study the structure of the subspace H glued to H0/H . On this subspace there is
a seminorm ‖f‖ invariant under the operators (Tgf)(z) = f(zg):
‖f‖2 = −
∫
D×D
logB(z, z′) f(z) f(z′) dµ(z) dµ(z′).
The condition f ∈ H implies that this seminorm can be written in the form
‖f‖2 = −
∫
D×D
log |1− zz′∗| f(z) f(z′) dµ(z) dµ(z′). (7.10)
Passing from functions f(z) to the functions ϕ(z) = |1 − zz∗|−k(n+1), where k = 1/2 and
k = 1 for the groups O(n, 1) and U(n, 1), respectively, we obtain the following expression
for the norm:
‖ϕ‖2 = −
∫
D×D
log |1− zz′∗|ϕ(z)ϕ(z′) dz dz′, (7.11)
where dz is the Lebesgue measure on D. In the new realization, the operators of the
representation are given by the formula
(Tgϕ)(z) = ϕ(zg) |zβ + δ|−2k(n+1) for g =
(
α β
γ δ
)
.
In the case of O(n, 1), the norm (7.11) is nondegenerate; in the case of U(n, 1), it de-
generates on some infinite-dimensional subspace H0. Consider these cases separately.
7.6.1. The case of the group O(n, 1). Expanding log |1− zz′∗| = log(1− zz′∗) into a power
series, we obtain the following expression for the norm ‖ϕ‖:
‖ϕ‖2 =
∑
|k|>0
(|k| − 1)!
k!
∣∣∣∫ zk ϕ(z) dz∣∣∣2,
where, as usual, k! =
∏
ki!, |k| =
∑
ki, and z
k =
∏
zkii . It follows that this norm is strictly
positive. Denote by H the Hilbert space obtained by completing H with respect to the
norm ‖ϕ‖.
Proposition 7.10. The space H contains the space L of the special representation of
O(n, 1) as a simple summand. If L is realized as the space of functions f(ω) on the unit
sphere Sn−1 ⊂ R n, then the embedding τ : L → H has the form
τ : f(ω)→ ϕ(z) = δ(1− zz∗) f( z|z| ),
72
where δ(t) is the delta function on R .
The proof is the same as in Proposition 7.9.
Proposition 7.11. For every vector ξ ∈ H0\H, the function a(g) = Tgξ−ξ is a nontrivial
1-cocycle G→H. If ξ = δ(1− |z|2), then a(g) ∈ L, i.e., it is a 1-cocycle G→ L.
Corollary. The subspace H′ = H⊖L does not contain nontrivial 1-cocycles. (It decomposes
into a direct integral of principal series representations.)
The structure of the special representation of the group O(n, 1) was considered in § 2 of
this paper.
7.6.2. The case of the group U(n, 1). We have
log |1− zz′∗| = 1
2
log(1− zz′∗) + 1
2
log(1− z′z∗).
Expanding each term of this sum into a power series, we obtain the following proposition.
Proposition 7.12. The norm ‖ϕ‖ on H can be written as the sum
‖ϕ‖2 = 1
2
‖ϕ‖2+ +
1
2
‖ϕ‖2−,
where
‖ϕ‖2+ =
∑
k>0
(|k| − 1)!
k!
∣∣∣∫ zk ϕ(z) dz∣∣∣2, ‖ϕ‖2−∑
k>0
(|k| − 1)!
k!
∣∣∣∫ zk ϕ(z) dz∣∣∣2.
These norms, as well as the original norm ‖ϕ‖, are invariant under the action of U(n, 1).
It follows from the explicit expression for ‖ϕ‖ that this norm is positive; however, in con-
trast to the case of the group O(n, 1), it degenerates on some infinite-dimensional subspace
H0. Let H be the completion of the quotient space H/H0 with respect to this norm.
The invariance of the norms ‖ϕ‖± implies the following proposition.
Proposition 7.13. The space H is the direct sum of two invariant subspaces:
H = H+ ⊕H−,
where H+ = {ϕ ∈ H | ‖ϕ‖− = 0}, H− = {ϕ ∈ H | ‖ϕ‖+ = 0}.
The representations of the group U(n, 1) in these subspaces are irreducible, and the
projections of every nontrivial 1-cocycle U(n, 1) → H to these subspaces do not vanish.
Thus the representations of U(n, 1) in the spaces H± are special.
The structure of these two special representations of the group U(n, 1) was considered
in § 6 of the paper.
§ 8. Appendix 2. Derivation of some formulas
8.1. The Fourier transform of the functions (a2 + |γ|2)−λ/2 and |γ|−λ in R n−1,
where |γ| = (∑n−1i=1 γ2i )1/2, is given by∫
R
n−1
(a2 + |γ|2)−λ/2 e i 〈ξ,γ〉 dγ = cn a
λ
2
−1
2
λ
2
−1 Γ(λ/2)
|ξ|λ−n+12 Kn−1+λ
2
(a|ξ|), (8.1)
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∫
R
n−1
|γ|−λ e i 〈ξ,γ〉 dγ = cn 2
−λ Γ((n − 1− λ)/2)
Γ(λ/2)
. |ξ|λ−n+1, (8.2)
where the coefficient cn, the same in (8.1) and (8.2), depends only on n.
The Bessel function Kρ is given by the formula (see [51, Vol. 2])
Kρ(2z) =
π
2 sin(πρ)
(I−ρ(2z)− Iρ(2z)), (8.3)
where
Iρ(2z) =
∞∑
m=0
z2m+ρ
m! Γ(m+ ρ+ 1)
. (8.4)
Remark. For integer values of ρ, the series for Kρ contains terms with log z; for half-integer
values of ρ, the expression for Kρ can be reduced to a simpler form:
Kn+ 1
2
(z) = (
π
2z
)1/2 e−z
n∑
k=0
(n+ k)!
k!(n − k)!(2z)k .
Let us derive formulas (8.1) and (8.2) for n > 2. Passing to spherical coordinates, we
can bring the first integral to the form
J1 = c
∫ ∞
0
∫ ϕ
0
(a2 + r2)−λ/2 e i|ξ| cosϕ rn−2 sinn−3 ϕdϕdr.
Integrating with respect to ϕ, we obtain (see [53, formula 3.915.5])
J1 = c |ξ|−
n−3
2
∫ ∞
0
(a2 + r2)−λ/2 r
n−1
2 Jn−3
2
(|ξ|r) dr,
where Jρ(γ) is a Bessel function of the first kind (see [51, Vol. 2]). Analogously, for the
integral (8.2) we obtain the expression
J2 = c |ξ|−
n−3
2
∫ ∞
0
r
n−1
2
−λ Jn−3
2
(|ξ|r) dr.
Integrating with respect to r, we obtain for J1 and J2, respectively, formulas (8.1) and
(8.2), see [53, formulas 6.565.4 and 6.561.14].
Formula (8.1) immediately implies its complex analog:∫
C
n−1
(a2 + |γ|2)−λ/2 e i 〈ξ,γ〉 dγ = cn 2
−λ/2
Γ(λ/2)
|ξ|(λ−2n+2)/2K(2n−2+λ)/2(a|ξ|).
8.2. Formulas for integrals over the unitary unit sphere S ⊂ C n. The following
formula holds:
I(α) ≡
∫
S
n∏
i=1
|ωi|αi dω = 3πn
∏n
i=1 Γ(
αi
2 + 1)
Γ(12
∑
αi + n)
. (8.5)
In particular, ∫
S
|ωk|2 dω = 2π
n k!
(|k|+ n− 1)! , k ∈ Z
n
+, (8.6)
where ωk =
∏
ωkii , k! =
∏
ki!, |k| =
∑
ki.
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Proof. Consider the following integral over the interior of the unit ball in C n:
I =
∫
|z|61
n∏
i=1
|zi|αi dµ(z),
where dµ(z) is the Lebesgue measure on C n. Passing to the spherical coordinates z = r ω,
r > 0, ω ∈ S, we obtain
I =
∫ 1
0
r
∑
αi+2n−1 dr I(α) =
1
2(12
∑
αi + n)
I(α).
On the other hand, passing to the polar coordinates zj = rje
iϕj , j = 1, . . . , n, we obtain
I = (2π)n
∫
|r|61
n∏
j=1
r
αj+1
j drj = π
n
∫
∑
sj61
n∏
j=1
s
αi/2
j dsj
= πn
∏n
i=1 Γ(
αi
2 + 1)
Γ(12
∑
αi + n+ 1)
.
Comparing these expressions for I , we obtain (8.5). 
8.3. The multidimensional analog of the Dougall formula. For every n > 1,
∑
|l|=0
( n∏
i=1
Γ(li + ai + 1)Γ(−li + bi + 1)
)−1
=
Γ(
∑
(ai + bi) + 1)
Γ(
∑
ai + 1)Γ(
∑
bi + 1)
∏n
i=1 Γ(ai + bi + 1)
,
(8.7)
where |l| = l1 + . . . + ln, li ∈ Z , or, in a nonsymmetric form,
∑
l′∈Z n−1
(
Γ(−|l′|+ an + 1)Γ(|′l|+ bn + 1)
n−1∏
i=1
Γ(li + ai + 1)Γ(−li + bi + 1)
)−1
=
Γ(
∑
(ai + bi) + 1)
Γ(
∑
ai + 1)Γ(
∑
bi + 1)
∏n
i=1 Γ(ai + bi + 1)
,
(8.8)
where |l′| =∑n−1i=1 li.
Proof. For n = 2, formula (8.8) coincides with the classical Dougall formula, see [51]:
∞∑
l=−∞
(
Γ(l + α1 + 1)Γ(l + α2 + 1)Γ(−l + β1 + 1)Γ(−l + β2 + 1)
)−1
=
Γ(α1 + α2 + β1 + β2 + 1)
Γ(α1 + β1 + 1)Γ(α1 + β2 + 1)Γ(α2 + β1 + 1)Γ(α2 + β3 + 1)
.
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Let us prove (8.8) for every n > 2 by induction on n. By the Dougall formula,
∞∑
ln−1=−∞
(
Γ(−|l′|+ an + 1)Γ(|l′|+ bn + 1)Γ(ln−1 + an−1 + 1)Γ(−ln−1 + bn−1 + 1)
)−1
=
Γ(an−1 + bn−1 + an + bn + 1)
Γ(an−1 + bn−1 + 1)Γ(an + bn + 1)Γ(−|l′′|+ an−1 + an + 1)Γ(|l′′|+ bn−1 + bn + 1) ,
where l′′ = l1 + . . .+ ln−2. Substituting this equation into (8.8) yields
In =
Γ(an−1 + bn−1 + an + bn + 1)
Γ(an−1 + bn−1 + 1)Γ(an + bn + 1)
In−1,
where
In−1 =
∑ ′(Γ(−|l′′|+an−1+an+1)Γ(|l′′|+bn−1+bn+1) n−2∏
i=1
Γ(li+ai+1)Γ(−li+bi+1)
)−1
;
the prime means that the sum ranges only over l1, . . . , ln−2. By the induction hypothesis,
In−1 =
Γ(
∑
(ai + bi) + 1)
Γ(an−1 + bn−1 + an + bn + 1)Γ(
∑
ai + 1)Γ(
∑
bi + 1)
∏n−2
i=1 Γ(ai + bi + 1)
.
This implies (8.8). 
Remark. The following generalization of (8.7) is obvious:
∑
|l|=m
( n∏
i=1
Γ(li + ai + 1)Γ(−li + bi + 1)
)−1
=
Γ(
∑
(ai + bi) + 1)
Γ(
∑
ai +m+ 1)Γ(
∑
bi −m+ 1)
∏n
i=1 Γ(ai + bi + 1)
(8.9)
for every m ∈ Z .
8.4. Calculation of the norm of the vector fp. The norm of the vector fp in the space
Lλ(ρ) equals
‖ fp ‖ 2L = const ρ−|p| p!
Γ(n− λ) Γ(|p|+ λ2 )
Γ(|p|+ n− λ2 ) Γ 2(λ2 )
. (8.10)
Proof. According to the original definition,
‖fp‖2 = c(λ) ρ 2n−2
∫
C
n−1×C n−1
upvpQ(ρ|u − v|2) e ρ(vu∗−uu∗−vv∗) dµ(u) dµ(v),
where
Q(t) = t−
λ−1
2 et/2Kλ−1
2
(t/2).
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8.4.1. First let us reduce this expression for the norm to
‖fp‖2 = c(λ) ρ−|p| (p !)2
∑
l6p
(−1)|l|
l! (m− l)! (|l| + n− 2)!
∫ ∞
0
s|l|+n−2Q(s) e−s ds, (8.11)
where c(λ) = 2π
1/2
Γ(λ/2) .
For this, make the change of variables u = ρ−1/2 u′, v = ρ−1/2 v′, u′ = z + v′ and use
the identity
ρ−1/2 (vu∗ − uu∗ − vv∗) = −zv′∗ − v′v′∗ − zz∗.
In the new variables z and v′, v′ → v, we obtain
‖fp‖2 = c(λ) ρ−|p|
∫
C
n−1×Cn−1
(z + v)pvpQ(|z|2) e−(zv∗+vv∗+zz∗) dµ(z) dµ(v)
= c(λ) ρ−|p|
∑
l6p
p !
l!(p− l)!
∫
C
n−1×Cn−1
zlvp−lvpQ(|z|2) e−(zv∗+vv∗+zz∗) dµ(z) dµ(v).
Let us substitute into this formula the power expansion e−zv∗ =
∑
k∈Z n−1
+
(−1)|k|
k! z
kvk.
Throwing off the terms that integrate to 0, we obtain
‖fp‖2 = c(λ) ρ−|p| p !
∑
l6p
(−1)|l|
(l!)2(m− l)!
∫
C
n−1×Cn−1
zlzlvpvpQ(|z|2) e−(vv∗+zz∗) dµ(z) dµ(v)
= c(λ) ρ−|p| p !
(∫
C
n−1
vpvp e−vv
∗
dµ(v)
) ∑
l6p
(−1)|l|
(l!)2 (m− l)!
∫
C
n−1
zlzlQ(|z|2) e−|z|2 dµ(z).
The first integral in the obtained equation equals p !. The second one can be reduced to
the form
I =
∫
R
n−1
+
slQ(
∑
si) e
−∑ si ∏ dsi
∫
R
n−1
+
(s−
n−1∑
i=2
si)
l1 (
n−1∏
i=2
si)Q(s) e
−s ds
n−1∏
i=2
dsi
l!
(|l|+ n− 2)!
∫ ∞
0
s|l|+n−2Q(s) e−s ds.
Thus
‖fp‖2 = c(λ) ρ−|p| (p !)2
∑
l6p
(−1)|l|
l! (m− l)! (|l|+ n− 2)!
∫ ∞
0
s|l|+n−2Q(s) e−s ds.
8.4.2. Now let us check that substituting the expression for Q(t) into (8.11) yields
‖fp‖2 = 2π
Γ(λ/2)
ρ−|p| (p !)2
∑
l6p
(−1)|l| Γ(|l|+ n− λ)
l ! (p− l) ! Γ(|l| + n− λ2 )
= π3/2
ρ−|p|−2n+2 (p !)2
sinπ(n− λ) ×
×
∑
l∈Z n−1
(
Γ(|l|+ n− λ
2
) Γ(−|l| − n+ λ+ 1)
n−1∏
i=1
Γ(li + 1)Γ(pi − li + 1)
)−1
.
(8.12)
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Let us use the formula∫ ∞
0
e−asKν(as) sµ−1 ds = π1/2
Γ(µ+ ν) Γ(µ− ν)
(2a)µ Γ(µ+ 1/2)
,
see [52, Vol. 1, p. 331, (28)]. For ν = λ−12 , µ = |l|+ n− λ+12 , a = 1/2, we have∫ ∞
0
s|l|+n−2Q(s) e−s ds =
∫ ∞
0
s|l|+n−2−
λ−1
2 Kλ−1
2
(s/2) e−s/2 ds
= π1/2
Γ(|l|+ n− 1) Γ(|l|+ n− λ)
Γ(|l|+ n− λ2 )
.
This implies (8.12).
8.4.3. Finally, apply the Dougall formula (8.8) to the sum (8.12). In our case, ai = 0,
bi = pi for i 6 n, an = −n+ λ, and a = n− λ2 − 1, bi = pi. Therefore
‖fp‖2 = c(λ)π3/2 ρ
−|p| (p !)2
sinπ(n− λ)
Γ(|p|+ λ2 )
Γ(λ2 ) Γ(|p| + n− λ2 ) Γ(λ− n+ 1) p !
.
Substituting the equality sinπ(n− λ) Γ(λ− n+ 1) = π Γ−1(n− λ) yields (8.10). 
8.5. Derivation of formula (6.46) for the operator Ts in the Bargmann model:
T+s (ρ
α
+ z
k) = (−1)|k| Γ(α)
Γ(−α+ |k|)ρ
−α+|k|
+ z
k.
Proof. It follows from Proposition 6.14 that
T+s (ρ
α
+ z
k) = f(ρ) zk = τ ψ1(ρ, z),
where, according to (6.45), the function ψ1(ρ, z) is given by the formula
ψi(ρ, z) = ρ
−n+1
( ∞∫
0
∞∫
−∞
e
−ρζ+ ρ′
ζ |ζ|−2n ζ−|k| ρ′α+n−1 dt dρ′
)
zk
= (−1)|k| Γ(α+ n) ρ−n+1
( ∞∫
−∞
e−ρζ (−ζ¯)−n (−ζ)−|k|+α dt
)
zk, ζ = it− |z|
2
2
.
According to (6.44), the equality f(ρ) zk = τ ψ1(ρ, z) implies that the function f(ρ) is
given by the formula
f(ρ) =
ρ|k|+n−1
k!
∫
C
n−1
ψ1(ρ, z) z¯
k e−ρ|z|
2
dµ(z).
Let us proceed to the calculation of this function. Taking into account that−ρζ−ρ|z|2 = ρζ¯,
we have
f(ρ) =
(−1)|k|Γ(α+ n)
k!
ρ|k|
∫ ∞
−∞
∫
C
n−1
e ρζ¯ (−ζ¯)−n (−ζ)−|k|+α |zk|2 dµ(z) dt.
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Making the change of variables t→ ρ−1t, z → ρ−1/2z, we obtain
f(ρ) =
(−1)|k|Γ(α+ n)
k!
c(α, k) ρ−α+|k|,
where
c(α, k) =
∫ ∞
−∞
∫
C
n−1
eζ¯ (−ζ¯)−n (−ζ)−|k|+α |zk|2 dµ(z) dt.
To calculate c(α, k), replace the complex variables zi by the variables ri =
|z|2
2 and ϕi =
arg zi. Since the integrand does not depend on ϕi, we obtain, setting r =
∑
ri,
c(α, k) = c
∫ ∞
−∞
∫
R
n−1
+
e−(r+it) (r + it)−n (r − it)−|k|+α
∏
rkii dri dt
= c′
∫ ∞
−∞
∫ ∞
0
e−(r+it) (r + it)−n (r − it)−|k|+α r|k|+n−2 dr dt.
Now, setting r + it = u eiϕ, u > 0, −π2 < ϕ < π2 , we bring the integral to the form
c(α, k) = c′
∫ pi
2
−pi
2
∫ ∞
0
e−ue
iϕ
uα−1 e−(−|k|+α+n)ϕ cos|k|+n−2 ϕdµ(u) dϕ.
Integrating with respect to u yields
c(α, k) = c′ Γ(α)
∫ pi
2
−pi
2
e−(−|k|+2α+n)ϕ cos|k|+n−2 ϕdϕ
= c′′
Γ(α)
Γ(α+ n)Γ(−α+ |k|) ,
see [53, p. 386, formula 9, expression for the last integral].
As a result we have
Ts(ρ
α zk) = c (−1)|k| Γ(α)
Γ(−α+ |k|)ρ
−α+|k| zk, c > 0.
Since T 2s = id, it follows that c = 1. 
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