This paper contributes a new variant of multi-trend structure descriptor (MTSD) for efficient content based image retrieval. The proposed variant of MTSD encodes color/edge orientation/texture quantized values versus orientation of equal, small and large trends instead of color/edge orientation/texture quantized values versus equal, small and large trends. In addition, it also encodes color/edge orientation/texture quantized values versus average location of distribution of pixel values for equal, small and large trends at each orientation. To reduce the time cost of the proposed variant of MTSD with the preservation of its accuracy, the image is decomposed into fine level using discrete Haar wavelet transform and the fine level for the decomposition of an image is determined empirically. Comprehensive experiments are conducted using the benchmark Corel-1k, Corel-5k, Corel-10k, Caltech-101, LIDC-IDRI-CT, VIA/I-ELCAP-CT and OASIS-MRI image datasets and the results evident that the proposed variant of MTSD achieves the state-of-the-art performance for natural, textural and biomedical image retrieval. Precision and recall are the measures used to measure the accuracy. Euclidean similarity measure is used to calculate the similarity information between query and target images.
Introduction
Today, massive digital image collections are available in almost all domains like medicine, remote sensing, education, multimedia, geology, oceanography and astronomy. Since usage of these massive digital image collections are significantly increasing ever more in our daily life, searching for related images more robustly and efficiently is needed and is the key objective of image retrieval system. Generally, images are searched based on either keyword or visual contents or high level semantics of an image. The keyword based method has limitations like physical annotation of image which flops for massive digital image collections owing to the difficulty in keyword annotation for rich content in an image and lack of sufficient and distinctive discriminatory vocabulary. Since massive and diverse digital image collection involves more number of labors for annotation task and interpretation of keyword differs from labor to labor, physical annotation task results in inappropriate annotation for images [1, 2] . On the other side, researches based on the mapping of low level visual content with high level semantics is also receiving attraction over a decade [3] [4] [5] . However, since reducing the semantic gap between the computed low level features of an image and high level semantics is still highly challenging issue owing to semantic labels which fails in expressing the whole visual characteristics of an image. Hence, semantic based image retrieval is so far significantly limited in accuracy [6] [7] [8] . However, to address this semantic gap, researchers in the domain of computer vision are working towards biologically inspired feature for better discrimination of an image [7] . Thus, image retrieval based on visual contents like color, texture and shape become booming over the past two decades and more vigorous research domain for the multimedia researchers.
The key component of content based image retrieval (CBIR) system is feature extraction and representation of an image [9] [10] [11] [12] . In CBIR system, each image in the repository is represented using a feature vector. So, when the system receives query image, feature vector is computed for the image and is compared with the feature vectors of images stored in the repository. Afterwards, the system retrieves the images from the repository based on the high matches found for the feature vector of query image and the images in the repository. Accordingly, image feature extraction and representation plays noteworthy role in the success of image retrieval systems [9] [10] [11] [12] . Hence, the extracted feature of an image should produce more accuracy with less storage and time cost as well that should be scaling, rotation, transformations and illumination invariant [7] .
Generally, image features are extracted either at local or global level or both. Features characterizing the whole image is termed as global level feature whereas features characterizing the object or region is termed as local level features. Apart from the global or local level, distinctive discrimination capability of feature is strongly depends on the type of features used in the system [7] . However, local image features receives more attention owing to tolerant to illumination changes, occlusion, distortion and image transformations [13] .
In recent years, researchers suggested feature combination methods for describing the image more discriminately. Along this direction, combination of various features is recommended by many researchers for better image retrieval and is the lively research in CBIR. However, finding the perfect combination of features or feature with predominant discrimination for image retrieval system is still scanty.
Related work
Many state-of-the-art visual features alone and combination of various visual features has been reported over the decades for CBIR and are described in this section. Feng et al. [14] , global correlation and directional global correlation descriptor is used to characterize the color and texture features of an image and is used for CBIR system. Zeng [15] introduced local level structure descriptor which extracts color, texture and shape as a single unit for image retrieval. Williams and Yoon [16] described joint autocorrelogram (JAC) that extracts color, texture, gradient and rank and is used effectively for image searching. Color and edge directivity descriptor (CEDD) reported in Chatzichristofis et al. [17] computes textures from the six-bin histogram of the fuzzy system and color from the 24-bin color histogram formed by the 24-bin fuzzy-linking system. Fuzzy color and texture histogram (FCTH) presented in Chatzichristofis et al. [17] characterize texture from the 8-bin histogram of the fuzzy system and color from 24-bin color histogram formed by the 24-bin fuzzy-linking system. The combination of CEDD and FCTH results in joint composite descriptor (JCD) [18] which comprises of color, texture and shape features for CBIR.
The texture, shape and spatial information is characterized as a single unit by the edge orientation autocorrelogram (EOAC) which is defined by Mahmoudi et al. [19] and it is reported that EOAC outperforms MPEG-7's edge histogram descriptor (EHD) owing to the computation of edge orientations and correlation between neighboring edges, and is translation, viewing position, illumination and small rotation invariant.
Scale invariant feature transform (SIFT) is a 3D histogram of locations and orientations and is robust to scaling and rotation [20] , and it is employed in many image retrieval and classification systems. Inspired by the discrimination ability of SIFT, researchers presented several variants of SIFT with diverse ability. In continuation, fusion of SIFT and principal component analysis (PCA) is described by Ke and Sukthankar [21] for the dimensionality reduction of SIFT generated feature vector. Partially inspired by SIFT, another local feature descriptor which is illumination invariant, faster and more robust to transformations than the SIFT is presented in Ahonen et al. [22] and named as speeded-up robust features (SURF) in which keypoints are detected using Hessian blob detector. Later, SIFT and SURF are combined by Ali et al. [23, 24] for achieving better retrieval rate. Later, SIFT is combined with rotation invariant local binary pattern (LBP) [25] , where LBP is used to define the local region centered at the keypoints which are identified by SIFT.
On the other side, inspired by the LBP [26] , LBP is combined with histogram of gradient for better accuracy in INRIA dataset [27] and numerous variants of LBP has been introduced and some of them are integrated with other features for enhancing the retrieval result. Recently, SIFT and center symmetric LBP is combined by Heikkilä et al. [28] in which intensity of center symmetric pixels are only considered. Along this direction, center-symmetric local ternary patterns (CS-LTP) is introduced by Gupta et al. [29] ; Local tetra pattern (LTrP) is introduced by Murula et al. [30] to define the structural formation of local level structure by including all the four directions for center pixel; directional binary wavelet pattern is reported in Murala et al. [30] for biomedical image indexing and retrieval; co-occurrence of similar ternary edges are encoded for CT and MRI image retrieval using the local ternary co-occurrence patterns (LTCoP) and is suggested in Murala and Wu [31] ; Local ternary pattern is described in Srivastava et al. [32] ; Local mesh pattern (LMeP) and Local bit-plane decoded pattern for medical image retrieval is presented in Murala and Jonathan [33] and Dubey et al. [34] respectively; Dubey et al. [35, 36] described Local diagonal extrema pattern and Local wavelet pattern for CT image retrieval; Local quantized extrema pattern (LQEP) is introduced by Rao and Rao [37] for natural and texture image retrieval which captures the spatial relation between any pair of neighbors in a local region along the directions 0°, 45°, 90° and 135° for a given center pixel in an image; Directional local ternary quantized extrema pattern (DLTerQEP) is suggested in Deep et al. [38] for CT and MRI image retrieval and it captures more spatial structure information by adopting ternary patterns from horizontal, vertical, diagonal, antidiagonal structure of directional local extrema values of an image.
Concurrently, Gradient location and orientation histogram with PCA is used in Mikolajczyk and Schmid [39] for retrieving the images; Liu and Yang [40] computes the spatial correlation of textons using texton co-occurrence matrices (TCM) which extracts energy, entropy, contrast and homogeneity to represent the image; attributes of cooccurrence matrix is expressed using histogram based on Julesz's textons theory for analyzing the natural images in Liu et al. [41] and is named as multi-texton histogram (MTH), and the authors confirmed that their approach achieves better performance than the texton co-occurrence matrix and edge orientation auto-correlogram; feature based on edge orientation similarity and underlying colors is described by Liu et al. [42] and named it as Micro-Structure Descriptor (MSD) which captures local level color and texture effectively; Saliency Structure Histogram (SSH) reported in Liu and Yang [43] computes the logarithm characteristics of Gabor energy to describe the image; Structure Element Descriptor (SED) comprising of color and texture information and Structure Element Histogram (SEH) comprising of the spatial correlation of color and texture feature is reported in Xingyuan and Zongyu [44] for image retrieval; Seetharaman and Sathiamoorthy [45] introduced a new variant of EOAC in which edges are identified in HSV color space using a framework based on Full Range Gaussian Markov Random Field (FRGMRF) model that extracts very minute and fine edges from HSV color space and evades loss of edges owing to spectral variations; Gradient field histogram of gradient (GF-HOG) is reported for the retrieval of photo collections [46] and it attains better results than the features like multi-resolution HOG, SIFT, structure tensor, etc. Histograms of triangular regions and relative spatial information for histogrambased representation of the BoVW (Bag of visual words) model are reported in Ali et al. [23, 24] and Zafar et al. [47] [48] [49] respectively. Feature computation based on spatial information is reported in Zafar et al. [47] [48] [49] , Latif et al. [50] and Ali et al. [51] .
Subsequently, deep learning processes are employed in the domain of image recognition [52] [53] [54] [55] [56] . Though deep learning approaches are better in performance, their computational cost is too high and requires high configuration machines.
Recently, Zhao et al. [57] introduced a descriptor for CBIR system, called multi-trend structure descriptor (MTSD). The MTSD characterizes the image by exploiting the correlation among the local level structures of color, edge orientations and texture independently then they are integrated together as single feature vector. That is, MTSD is a feature matrix of color/edge orientation/ texture quantized values versus large, small and equal trends respectively where large trend belongs to pixel values from small to large, small trends corresponds to pixel values from large to small and equal trend means pixel values are same along 0°, 45°, 90° and 135° orientations from bottom to top and left to right direction in a 3 × 3 non-overlapping window. Zhao et al. [57] performed comprehensive experiments using MTSD on benchmark Corel image and Caltech datasets [57] and reported that MTSD is significantly outperforming TCM, MTH, MSD and SSH descriptors for image retrieval owing to effective discrimination of MTSD. We also validated the performance of MTSD for medical images in Natarajan and Sathiamoorthy [58, 59] and it achieves acceptable performance. However, more research should be done with MTSD to attain higher performance in image retrieval because though MTSD captures the local level structures of color, edge orientations and texture along 0°, 45°, 90° and 135° orientations, it lacks in encoding the orientation details of local level structures of color, edge orientations and texture and that might create descend in discriminative capability of MTSD. We strongly believe that combination of trends and its orientation rather than trends only will have a significant impact on the accuracy of the image retrieval system. Thus, the proposed work aims to encode the orientations of trends. In addition, average location of distribution of pixels for locally identified trends at each orientation is also encoded into the proposed variant of MTSD and thus the proposed variant of MTSD is able to achieve high retrieval accuracy owing to its high discrimination capability. However, the computation time of the proposed variant of MTSD is significantly far above the conventional MTSD and thus we utilized discrete Haar wavelet transformation to obtain the multiresolution pyramid image in which we performed decomposition up to the level of optimum. From the level of optimum, we computed the proposed variant of MTSD. The level of optimum is finalized empirically according to the experimental results of SN Applied Sciences (2020) 2:217 | https://doi.org/10.1007/s42452-020-1941-y
[59]. The proposed variant of MTSD is represented as a histogram of orientations of local level structure and average location of distribution of pixels for locally identified trends at each orientation i.e., it encompasses a matrix of number of equal/small/large trends for quantized color/ edge orientation/texture values versus orientations of trends and a matrix of average location of distribution of pixel values in small/large trends for quantized color/ edge orientation/texture values versus orientations of trends. Thus, the proposed approach captures the rough spatial arrangement of the local level structure more effectively by encoding the trends and its orientations. Comprehensive experiments on benchmark dataset are carried out using the MTSD, LTCoP, LMeP, LQEP, DLTerQEP and the proposed variant of MTSD to show the superiority performance of the proposed one. Finally, we confirmed that including the orientation of trends and average location of distribution of pixel values in local level structures achieves highest performance for scene and biomedical image retrieval. The architecture of the proposed system is depicted in Fig. 1 . The rest of the paper is framed as follows: Sect. 3 presented the extraction of conventional MTSD. Issues with MTSD are explained in Sect. 4. Proposed variant of MTSD is described in Sect. 5. Section 6 recalls the discrete Haar wavelet transform. Experimental results and discussion is explained in Sect. 7. Section 8 discussed the conclusion and future scope of the proposed novel variant of MTSD method.
Multi-trend structure descriptor
In this section, we described the conventional feature descriptor called MTSD [57] which is compared with the performance of the proposed novel variant of MTSD descriptor.
The multi-trend structure descriptor is extracted from HSV color space as it is more natural to human visual perception [57] . Zhao et al. [57] , color quantization is performed such that H, S and V components are segregated into 12, 3 and 3 bins and it results in 12 × 3 × 3 = 108 colors and is defined as 0 ≤ Q c ≤ 108 where Q c is the color quantized value; since V component consists of intensity details of an image, intensity details in V component are quantized into 20 [57] and is defined as 0 ≤ Q t ≤ 20 where Q t is the intensity quantized value; due to the less computational cost and well performance of Sobel operator, it is used in Zhao et al. [57] for edge extraction and the orientations of extracted edges are computed [45] and are quantized into 9 orientations, and is defined as
where Q e is the edge orientation quantized value.
Zhao et al. [57] , the image is divided into 3 × 3 non overlapping blocks. For each quantized color/edge orientation/ texture values, three trends namely equal, small and large trends along 0°, 45°, 90° and 135° orientations from bottom to top and left to right direction is considered in each 3 × 3 non overlapping blocks for extracting the correlation among the local level structure. According to Zhao et al. [57] , the large trend belongs to pixel values from small to large, small trends corresponds to pixel values from large to small and equal trend means pixel values are same along 0° or 45° or 90° or 135° orientations from bottom to 
in which N, Q c ∕Q t ∕Q e , E, S and L represents the number of trends, quantized color/edge orientation/ texture values, equal, small and large trends respectively. That is, MTSD is a matrix of quantized color/edge orientation/texture values versus trends. For example, the color, edge orientation and texture feature matrix captured by the MTSD is shown in Fig. 2a -c respectively. In Fig. 2a , number of equal, small and large trends for quantized color value 0-107 is depicted, where 2, 5 and 0 are the number of equal, small and large trends corresponding to quantized color value 0 and vice versa. In Fig. 2b and 2c, number of equal, small and large trends for quantized texture value 0-19 and quantized edge orientations value 0-8 are represented respectively.
Thus, the authors [57] considered the orientation only for acquiring the local level structures and its correlation. Therefore, MTSD encodes only trends details and not the orientation details of each local level structure which results in less accuracy and is explained in Sect. 4.
The orientations (0°, 45°, 90° and 135°) considered for capturing the local level structure in the MTSD [57] is depicted in Fig. 3 . For instance, small and large trends along 0° and 45° and equal trends along 90° and 135° is shown in Fig. 4 . For example, process of computing the MTSD is depicted in Fig. 5 . Figure 5a , b are the original images. Figure 5c consists of 2 equal, 2 small and 2 large trends for the quantized value 78 whereas Fig. 5d consists of 4 equal, 4 small and 0 large trends for the quantized value 80 respectively. Accordingly, Zhao et al. [57] computed equal, small and large trends for 108 color, 9 edge orientations and 20 texture quantized values respectively and it results in 411 dimensions and its dimensionality is reduced to 137 [57] in order to reduce the time and storage complexity.
Issues with multi-trend structure descriptor
For instance, consider the images (a) and (b) in Fig. 6 . While computing the MTSD, it results that both images (a) and (b) are having same number of equal, small and large trends that is 2, 3 and 3 respectively. But, when we insight into the local structures acquired by MTSD, we noticed that for the first 3 × 3 block in Fig. 6a , image consists of one equal and one small trends along 90° and 0° respectively whereas the corresponding block in Fig. 6b also consists of one equal and one small trends but there orientation differs that is 0° and 90° respectively. Similarly, the second 3 × 3 block of both images contains same number of equal and large trends but their orientations also differ. Subsequently, in third 3 × 3 block of Fig. 6a , b images consists of one small trend along 90° orientation and for the fourth one, both Fig. 6a , b images consists of one small E S L 0 2 5 0
107
.
. .
19
. . Research Article SN Applied Sciences (2020) 2:217 | https://doi.org/10.1007/s42452-020-1941-y and one large trends but their orientations differ. From the aforesaid understandings, it is summarized that even if the number of equal, small and large trends are equal for images Fig. 6a , b, their orientation is same in some blocks and differ for the other blocks. So, concluding the similarity of images given in Fig. 6a , b as same based on MTSD is completely controversy. In addition to that even though the trend and its orientation is same in the third 3 × 3 block of both Fig. 6a , b images, the pixels values along the trends are (112, 78, 65) and (80, 78, 0) respectively which are drastically differ except the quantized pixel value at the center of the 3 × 3 block and such a drastic difference in the pixel values occurred for the most of the identified local level structures of an image. Therefore, considering both the images as similar is only based on number of small, large and equal trends is not correct. In order to overcome the aforesaid issues, in this paper, we proposed a novel variant of MTSD and it has high discriminative power then the conventional one.
E

Proposed new variant of MTSD
Though MTSD is superior in performance than the more familiar feature descriptors in the literature [57] , in line with the aforesaid issues of MTSD, we strongly believe that encoding the number of equal, small and large trends is not sufficient for effective image retrieval and it insists us to develop a new variant of MTSD with the understanding of above discussed literature. The proposed novel variant of MTSD encodes a feature matrix of color/edge orientation/texture quantized values versus orientations of equal, small and large trends instead a matrix of color/edge orientation/texture quantized values versus equal, small and large trends only, and a feature matrix of color/edge orientation/texture quantized values versus average location of distribution of pixels for small and large trends at each orientation. Since the average locations of distribution of pixels values are same for equal trends in each 3 × 3 block, it is not computed in the proposed approach. We named the proposed approach as Multi-direction and location distribution of pixels in trend structure (MDLDPTS).
For example, in the proposed approach, the color feature matrix for large trends captured by the proposed approach is represented in Fig. 7a . In Fig. 7A : a, number of large trends for quantized color value 0-107 is depicted and 8, 3, 1 and 5 are the number of large trends at orientations 0°, 45°, 90° and 135° respectively. In Fig. 7A: b , 78, 84, 34 and 92 are the location of distribution of pixels at orientations 0°, 45°, 90° and 135° for large trends respectively. Likewise, the texture and edge orientation feature matrices for large trends are computed and are depicted in Fig. 7b, c for small and equal trends is also computed by the proposed approach. As above mentioned, the feature matrix of average location of distribution of pixel values of equal trends for quantized color/texture/edge orientation values versus orientations are not computed because pixel values are distributed equally in equal trends. For instance, the computation of the proposed variant of MTSD for the first 3 × 3 block of image in Fig. 6a acquires one equal trend along 90° and one small trend along 0° and the location of distribution of pixel values in small trend is 74.33 ≈ 74. In Fig. 6b , the first 3 × 3 block has one equal trend along 0° and one small trend along 90° and the location of distribution of pixel values in small trend is 78.66 ≈ 79. Correspondingly, for other blocks also proposed approach computes the feature matrices as mentioned in Fig. 7 . In the proposed system, the feature vector for trends and orientations is described as w h e r e r e p r e s e n t s t h e o r i e n t a t i o n a n d ∈ {0 • , 45 • , 90 • , 135 • } , Q c represents quantized color value and Q c ∈ {0, 1, … , 107} , Q e represents quantized edge orientation value and Q e ∈ {0, 1, … , 8} , Q t represents quantized texture value and Q t ∈ {0, 1, … , 19} , E denotes equal trend, S denotes small trend and L represents large trends. For instance, Q c E describes the orientation of equal trend for quantized color value Q c and the dimension is 108 × 4 whereas the dimension of where represents the location of distribution of pixel v a l u e s, re p re s e n t s t h e o r i e n t a t i o n a n d 78  78  65  70  78  90  90  80  0  80  53  46   80  78  65  80  78  90  65  80  65  65  80  0   46  78  0  0  78  0  90  80  80  80  90  80   23  46  0  76  78  76  46  0  80  90  80  23   0  78  46  23  78  90  0  80  46 . Thus, the proposed approach encodes orientations of local structures as well the location of the distribution of pixel values for each local level structure which are enriching the capability of the proposed approach and it succeeds to achieve better results on benchmark datasets than the 
Discrete Haar wavelet transform
Even though proposed approach is supremacy to conventional MTSD in terms of retrieval rate, its computational time is higher and thus we intended to reduce it by incorporating the discrete Haar wavelet transform [60] . It is obviously confirmed from the literature that researchers working in CBIR, employed wavelets due to its multi-resolution ability and obtained well retrieval performance [60] and thus we employed it, and it performs decomposition by estimating the approximations and details till the optimum level and results in wavelet pyramid image formation [60] . The multi-resolution pyramid image is attained using discrete Haar wavelet transform as in Seetharaman and Kamarasan [60] and is described as follows 
I 0, , I 1 , … , I k are the input images and contains k coefficients in which there are k/2 approximations and k/2 wavelet coefficients and are stored in the upper a 0, , a 1 , .a 3 and lower w 0, , w 1 , .w 3 arrays respectively and this procedure is repeated till optimum level is achieved. The level in which the numbers of details are very less without dropping the dominant details in an image is called fine or optimum level. In the proposed work, optimum level is determined based on trial and error approach. Multi-resolution pyramid image is framed by a sub-sampling rate of 2 with no overlap approach as in Seetharaman and Kamarasan [60] . Figure 8 depicts the pyramid structure of an example image. The size of an example image is resized to 256 × 256 in the 0th level and is decomposed up to level 5. At each level of decomposition, the size of an example image is diminishing to half of an example image at previous level. Thus, we obtained 128 × 128, 64 × 64, 32 × 32, 16 × 16 and 8 × 8 dimensions at levels 1st to 5 respectively and the level of optimum is chosen as 3 according to the results of our previous work [58, 59] . Therefore, the proposed variant of MTSD is computed from the optimum level i.e., 3 which preserves the accuracy of proposed approach and reduces the computational cost.
Experimental results and discussion
The experiments are conducted using the core i3 processor, 4 GB RAM and 64 bit Windows operating system. In our experiments, we test the retrieval performance and time complexity. The algorithm for the computation of proposed approach is described as below. Research Article SN Applied Sciences (2020) 2:217 | https://doi.org/10.1007/s42452-020-1941-y
Image datasets
To scrutinize the performance of proposed approach against state-of-the-art feature descriptors, experiments are conducted over the natural and textural image benchmark datasets [42, 57] Fig. 9 . Further, in order to estimate the performance of the proposed system for CT and MR images retrieval, experiments are performed on benchmark dataset namely LIDC-IDRI-CT 
Performance assessment
In the experiments, from each category of each dataset, images are selected randomly as query image and to assess the performance of the proposed approach, the top 100 retrieval results are considered. In order to assess the performance of proposed approach, we used precision and recall measures and are expressed as in Seetharaman and Sathiamoorthy [8, 45] : 
Recall (R) = Number of relevant images retrieved Total number of relevant images in the database .
Similarity measurement
The goal of image retrieval system is retrieving the finest k number of images that are similar to query image. Selecting the most similar k images can be done using the similarity measures which measure the distance between feature vectors of query and target images in the database. The result of similarity measure lies between 0 and 1 where 0 means both query and target images are exactly same and 1 means query and target images are completely different. In this work, the similarity between the query and target images are estimated through more frequently used Euclidean distance [62, 63] which is expressed as where Q and T denote the query and target feature vector and N represents the number of features. In the proposed system, the estimated similarity values are ordered
in ascending manner using bubble sort method to acquire the similar images at the top level for image retrieval.
Experiments
According to the results obtained in our previous work [58, 59] the level of decomposition is set to 3 which significantly provides better retrieval accuracy than the image at level 4 and 5. The computational cost at level 3 is less and the retrieval results for decomposed image at level 3 and level 0 to level 2 are more or less similar. But, though the computational cost at level 4 and 5 is too less, its retrieval accuracy drastically differs from level 0-3. As a result, in all our forgoing experiments, we use optimum level as 3 for estimating the proposed approach. For instance, let we assume the size of an image at decomposed level 3 is 32 × 32 and the proposed approach estimates local level structures from 339 (i.e., 113 + 113 + 113) non-overlapping windows of size 3 × 3 whereas estimating the proposed variant of MTSD from the level 0 image of size 256 × 256 uses 21,843 non-overlapping windows of size 3 × 3. Research Article SN Applied Sciences (2020) 2:217 | https://doi.org/10.1007/s42452-020-1941-y
In this section, seven experiments are performed to compare the discrimination capability of the proposed variant of MTSD and conventional MTSD [57] , LTCoP [31] , LMeP [33] , LQEP [37] and DLTerQEP [38] for image retrieval. Since the MTSD is outperforming for scene [57] and medical [58, 59] datasets and proposed approach is a variant of MTSD, in the experiments, we considered Corel-1k, Corel-5k, Corel-10k, Caltech-101, LIDC-IDRI-CT, VIA/I-ELCAP-CT and OASIS-MRI datasets. The retrieval performance of the proposed approach and state-of-the-art feature descriptors are measured in terms of precision and average recall as described in Eqs. (6, 7) .
The average precision and average recall [38] for the proposed approach and state-of-the-art feature descriptors for Corel-1k, Corel-5k, Corel-10k, Caltech-101, LIDC-IDRI-CT, VIA/I-ELCAP-CT and OASIS-MRI datasets are depicted in Tables 1 and 2 respectively. The Table 3 illustrated the dimension of the proposed approach and state-of-the-art feature descriptors. Table 4 depicts the precision for proposed MDLDPTS1 (with color, edge and texture information) and MDLDPTS2 (with edge and texture information) at various levels of decomposition by Haar wavelet transform and Table 5 shown the similarity values between sample input and the target image for the wavelet based proposed approach at various level of decomposition. Since the medical images are in gray scale, color information plays very less role in image characterization and thus MDLDPTS1 and MDLDPTS2 shown very less difference in the retrieval rate for medical images whereas the difference in retrieval rate between MDLDPTS1 and MDLDPTS2 is significantly high for scene image datasets.
In experiment 1, Corel-1k dataset is used. Query image and the top 5 retrieval results of proposed approach is illustrated in Fig. 11a . The performance of the proposed approach and state-of-the-art feature descriptors in terms of average precision and average recall is depicted in Fig. 12. From Fig. 12 , it is clearly evident that the proposed approach highly supersedes the state-of-the-art feature descriptors. The performance of DLTerQEP and MTSD is moderate and MDLDPTS2 provides worst performance.
The subsequent experiment is performed for Corel-5k dataset. The plot in Fig. 13 shown the performance of proposed and state-of-the-art approaches. It is obviously demonstrated that the proposed approach significantly achieves better accuracy than the other descriptors. The MDLDPTS2 gives worst performance because it encompasses texture and edge information only and DLTerQEP and MTSD provides moderate performance. Query image and the top 5 retrieval results from the Corel-5k dataset for the proposed approach is illustrated in Fig. 11b . In the next experiment Corel-10k dataset is employed. Average precision versus average recall graph for the proposed and existing approaches is shown in Fig. 14 and the results clearly shown that the least performer is MDLDPTS2 and proposed approach is superior performer, and MTSD and DLTerQEP are moderate. Query image and the top 5 retrieval results of proposed approach for Corel-10k dataset is demonstrated in Fig. 11c .
Later, Caltech-101 dataset is considered. The plot for average precision versus recall is used to measure the accuracy of the proposed and existing approaches and is depicted in Fig. 15 and for instance, the top 5 retrieval results are illustrated Fig. 11d . The results shown in Fig. 15 describes that the proposed variant of MTSD outperforms the state-of-the-art feature descriptors. Since the proposed approach encodes the orientations and local distribution of pixel values of each identified local level structures of the color, edge orientation and texture information at both local and global level which in turns includes the spatial arrangements of local level structure, it outperforms the conventional feature descriptors for scene image datasets. The average precision performance of the proposed variant of MTSD and existing feature descriptors for randomly selected 10 classes of images from Corel and Caltech-101 dataset is illustrated in Figs. 16 and 17 and it obviously demonstrates that the proposed variant of MTSD obtained the best precision rates for randomly selected categories in both datasets.
Subsequently, we interested to test the efficiency of the proposed approach on medical images. Hence, we performed experiments on medical image datasets namely LIDC-IDRI-CT, VIA/I-ELCAP-CT and OASIS-MRI. The retrieval performance of the proposed and existing feature vectors in terms of average precision versus average recall is illustrated in Figs. 18, 19 and 20 for LIDC-IDRI-CT, VIA/I-ELCAP-CT and OASIS-MRI datasets respectively. The top 5 retrieval results by the proposed variant of MTSD are shown in Fig. 21a -c for LIDC-IDRI-CT, VIA/I-ELCAP-CT and OASIS-MRI datasets respectively. From the outcomes it is obvious that the proposed variant of MTSD appreciably outperforms the state-of-the-art feature descriptors for medical image retrieval.
Though the computation burden in image matching phase and storage cost of proposed MDLDPTS1 is significantly higher than the MTSD, it is neglected due to the higher accuracy attained for scene image retrieval. Whereas the computation burdens and storage cost of the proposed MDLDPTS1 is appreciably lesser than the more familiar LTCoP, LMeP, LQEP and DLTerQEP feature descriptors as well the retrieval accuracy of proposed MDLDPTS1 is also significantly higher than the others and it is owing 
Corel-5k
Research Article SN Applied Sciences (2020) 2:217 | https://doi.org/10.1007/s42452-020-1941-y to the ability of identifying the very minute and minor deformation in an image by considering the orientation and average location distribution of pixels in the local structure. Subsequently, the computation burden and storage cost of proposed MDLDPTS2 is significantly lower than the MTSD, proposed MDLDPTS1 and other state-ofthe-art descriptors. Results of MDLDPTS2 evident that neglecting the local level structure information of color leads to loss of accuracy for scene database.
As the medical images considered in the experiments are gray scale, both MDLDPTS1 and MDLDPTS2 are performing more or less equally. However, MDLDPTS1 shown quite high in precision versus recall plot because it significantly captures the local level structure from gray color Fig. 11 a- c An example query image and its top 5 retrieval results for Corel dataset using the proposed approach, d an example query image and its top 5 retrieval results for Caltech-101 dataset using the proposed approach Vol.:(0123456789) SN Applied Sciences (2020) 2:217 | https://doi.org/10.1007/s42452-020-1941-y Research Article details of gray scale images. But for such a quite high difference provided by MDLDPTS1 for medical images, high computation cost is required. Thus, from the results we conclude that for scene and medical images MDLDPTS1 and MDLDPTS2 respectively trades off between retrieval rate and time cost. Research Article SN Applied Sciences (2020) 2:217 | https://doi.org/10.1007/s42452-020-1941-y
Conclusion
A novel variant of MTSD for scene and medical image retrieval is proposed which encodes the orientation details of local level structures. In addition, it also incorporates average location of distribution of pixel values of each identified local level structures. To reduce the computational cost of the proposed variant of MTSD, it is computed from the pyramid structure multiresolution domain. The performance of the proposed approach is evaluated using the benchmark datasets in terms of precision and recall. The result after investigation illustrates a considerable improvement as compared to the state-of-the-art descriptors for natural, textural and biomedical image retrieval and it is because of effective characterization of local level structures and its spatial arrangements. In future, the proposed approach can be implemented for color medical images and combined with efficient machine learning methods to design an effective content based image retrieval system.
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