Description of the interactions between bovine herpesvirus type 1 (BHV-1) and cattle was performed by the method known as kinetic logic. This logical formalization uses variables with two possible values, 1 and 0, which tell whether an element is present or not at a significant level. To each variable is associated a function which tells if the element is being produced at a significant rate. The temporal relation between a variable and its associated function is given by specific time delays. The BHV-1 infection system is described by a set of five logical equations which tell in what conditions each function is on or off. The five functions are : V, development of viral multiplication; R, development of reactivation of the latent virus; A, development of an immune response; G, establishment of the viral genome; M, development of a memory of a first immune response. Several examples are detailed in a dynamic analysis, in connection with known experimental data.
INTRODUCTION
The infection of cattle with bovine herpesvirus type 1 (BHV-1) provokes two major diseases, infectious bovine rhinotracheitis and infectious pustular vulvovaginitis (Gibbs & Rweyemamu, 1977) . After recovery from primary infection, the virus persists in the animal in a latent form so that it can no longer be detected by conventional virological assay procedures.
Latency, a biological property of great epidemiological importance, is shared by other members of the Herpesviridae (Honess & Watson, 1977) . In latently infected animals, the virus is occasionally reactivated; it can be re-excreted without any clinical sign and, in this way, transmitted silently to previously unexposed animals. Latency also allows BHV-1 to persist in a closed herd without introduction of exogenous virus.
BHV-1 latency is well-documented and it is a good model for the study of latency for several reasons: the phenomenon of latency can be studied in the proper species where it appears and in a naturally fixed situation (Pastoret et al., 1984) . In addition, BHV-1 can be experimentally reactivated by the use of glucocorticoids (dexamethasone). The re-excretion of BHV-1 is modulated by the level of specific immunity, and, when this level is above a certain threshold, reactivation can occur without re-excretion of infectious viral particles (Pastoret et al.,1980) . The aim of this work is not to provide a detailed model of BHV-1 latent infection since at present not enough is known about the mechanisms. More modestly, we wish to present a formal description of our current view of the system, with special emphasis on the conditions contributing to viral re-excretion.
A first justification is that, as in many other fields, the steady accumulation of facts makes it increasingly difficult to have a global view of the subject; a formal description may help although by necessity it is over-simplified. The main objective, however, is to provide a way of checking the consistency of the views we may have on such a complex system. Besides the essential point of self-consistency, models are usually built to account for a small number of selected features of a system, but formal analysis almost invariably shows up implications which The occurrence of spontaneous viral reactivation and re-excretion is not well-documented. It is indicated by the detection of re-excretion of BHV-1 virions and of a rise in specific antibodies. The spontaneous re-excretion of field strains of BHV-1 occurs in experimental animals and in closed herds for a period of at least 1 year after infection (Snowdon, 1965; Hyland et al., 1975) .
METHODOLOGY

Kinetic logic
The method known as kinetic logic (Thomas, 1973) has been described in detail elsewhere (Thomas, 1979 (Thomas, , 1984 . In short, to each of the elements whose description seems crucial to us we associate both a logical variable (a, b, c .... ) whose value (1 or 0) tells whether the element is present or not at a significant level, and a logical function (A, B, C .... ) which tells if the element is being produced at a significant rate. For instance, in a genetic system, the logical value of a variable tells whether the gene product is present, and the logical value of the corresponding function tells whether the gene is on. More generally, our logical variables usually describe concentrations while our functions describe rates of production. It must be emphasized that a = 0 (product 'absent') does not mean that the product is completely absent; it means that the product is below its threshold level.
In our context, variable v (for instance) takes the value 1 when virions are actually present and the corresponding function V takes the value 1 when virions are being produced. In a steady state, v and V have the same value, i.e. virions have not been produced (V --0) for a prolonged period, and there are no more virions present (v = 0), or virions have been produced (V = 1) for a considerable period and are present (v = 1). However, when the value of V has recently changed, v and Vmay have different values, i.e. virions are being produced (V = 1) but they are not yet present at a detectable level (v = 0), or virions have stopped being produced (V = 0) but they are still present (v = 1) (Fig. 1) .
There is thus a rather simple temporal relation between a variable and the corresponding function. Let us start from a steady state in which a function and its variable have the same logical value. If a signal changes the value of the function (i.e. switches it on or off), the variable adopts the new value of the function, but only after a characteristic time delay; if function V has been switched on, one must wait from a time tv before virions appear; if function V has been switched off, one must wait for a time tv before virions disappear. There is no reason why the 'on' and 'off' delays should be the same; in practice, they are often very different. Note that during the transient period in which a function and the corresponding variable have different values, the logical value of the variable serves as a memory of the preceding value of the function. As shown in detail elsewhere (Thomas, 1984) , we describe a system by a set of logical equations which relate the value of each function to the values of the relevant variables; more exactly, the logical equations tell in what conditions each function is on or off, depending on the presence or absence of the relevant elements. means a or b (or inclusive; logical sum); a means not a (logical complement). For instance, A = a~ + c means that function A has the value 1 ifa (and not b) or c, or both, have the value 1. These logical equations resemble the differential equations used in chemical kinetics in the sense that both relate rate of synthesis to concentrations, and this is how time is included (implicitly) in our logical equations.
From these logical equations, one can build a state table, which gives the values of the functions for each combination of values of the variables. Note that in addition to the internal variables described so far, one has to consider input variables. While, as already mentioned, the value of an internal variable is a delayed effect of the value of the corresponding function, the values of input variables can typically be changed at will. For instance, one can decide to submit a previously unexposed animal to infection with BHV-1 (i), or reactivate the latent virus using an appropriate stimulus (d); i and d are input variables.
From the state tables, one can derive all the sequences of states (pathways) of the system. Which sequence(s) is(are) followed depends on the relative values of the time delays. Which P. 
A formal description of the BHV-1 infection
Various choices of functions and variables are conceivable. Those we finally chose are shown in Table 1 . Function V represents viral multiplication. The associated variable v refers to the presence of mature virions. As regards the immune response, we chose to describe it simply by the presence of active specific immunity directed against the virus below (a) or above (a) a certain threshold, and by the presence (m) or absence (m) of a memory of an earlier response. The logical functions associated with these variables are respectively A, which refers to the development or maintenance of the response, and M, which refers to the establishment or maintenance of a memory of the response. It can be noticed that, in this symbolism, the immunity conferred by primary or secondary (or more generally anamnestic) response is represented by the same variable a. However, the value ofm tells whether one is dealing with a primary (m = 0) or a secondary (m = 1) response, and as a result, the time delays are very different (Table 2) . In other words, instead of explicitly using distinct variables and functions to describe the primary and secondary responses, we distinguish between the two situations by the values of the time delays (a secondary response develops faster and persists longer).
The reason for introducing variable m is that while the value, 0 or 1, of variable a indicates whether specific immunity is above or below a protective threshold now, we need a variable whose value tells whether it is or has been present. Clearly, if one wrote M = a, function M would take the value 1 some time after the appearance of immunity, but it would drop back to 0 after immunity has disappeared (see Fig. 1 for the time dependence between a function and its associated variable). However, if M = a + m (it means a or m), once m has taken the value 1, both M and m will keep this value. More generally, the simple logical structure X = ... + x ensures that, once x has reached the value 1, both X and x are blocked for ever at this value. Similarly, we have to express the situation that once an animal has been successfully infected with BHV-1, the viral genome will persist indefinitely. This can be written: G = v + g. Most of the time, the virus will then remain latent, but following appropriate treatment, e.g. dexamethasone treatment (d), the virus is reactivated.
When we write: R = gd, we implicitly assume that independently of the above-mentioned effect of immunity on viral multiplication, there is a mechanism which somehow keeps the ta2:
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* The values of the time delays of appearance (t~) or disappearance (t~) of variable x are expressed in units of time delay (UD), which correspond roughly to days. t v = 1 ; t~ = 12; t r = 1 ; t~ = 1 ; tg = 0 ; t~ : no value; t m = 0; t~: no value.
established genome in a latent state unless proper conditions are applied. Once these conditions are fulfilled, R = 1 and reactivation is effective (r = 1) after a delay tr. Now we are in a position to propose equations for V and A. V --a (iv 4-ia 4-r) means that, provided the level of immunity against the virus is below a threshold (if), virus multiplication can take place following infection (i) or reactivation (r). Infections with virulent (iv) or with attenuated (ia) virus both result in virus development (V), but with different 'on' and 'off' delays of a (Table 2) . A = v 4-vi 4-r means that the development of specific immunity against the virus is induced by successful multiplication of the virus (v) or by a massive injection of inactivated virus (vi) or by reactivation (r). We thus reach the following provisional description (Fig. 2): 
V= a(iv 4-ia + r) R = gd A = v 4-vi 4-r
G=v4-g
M=a4-m
Note that iv, ia, vi and d are input variables; whether or not infection, injection of inactivated virus or an appropriate stimulus of reactivation occurs does not depend on the internal state of the system, but rather on a deliberate decision of the experimenter or on casual external circumstances. The other variables (v, r, a, g, m) are internal variables whose values are dependent on prior values. An essential point is that we do not try to include in the equation of a function all the variables which influence the value of this function, but rather those values which (rightly or wrongly) are considered to influence the function directly. For instance, variable v influences its own development, but only indirectly. This is why v is not seen in the equation of V. However, v directly influences the development of immunity (and it is thus present in the equation of A) and variable a in turn influences the multiplication of the virus (and The values of the time delays are expressed in 'units of time delay' (UD), which correspond roughly to days. They represent the time required, under experimental conditions, to switch on or off the variables when the value of the corresponding function has changed. It is assumed, for example, that the level of neutralizing antibodies and of cell-mediated immunity has reached a protective threshold 10 days after primary infection. We therefore choose the value 10 for tal. Other values of time delays, such as t 7 value, cannot be deduced from experimental data, but we assume, in accordance with Blyth & Hill (1984) , that reactivation persists only for the time required to induce virus multiplication at the site of latency; since t 7 must be short, it was therefore considered as equal to 1 (Table 2) .
From our set of logical equations, a state table (Table 3) can be derived which provides the values of the functions for each combination of values of the variables. Usually, each of the 2 n combinations of values of the n internal variables occupies a row. In the present case, however, instead of constructing a large table with 32 rows (corresponding to the combinations of values of the five internal variables), we give two sub-tables, one for m = 0 and one for m = 1. This is convenient because in practice one begins in the sub-table m = 0, and, as soon as there has been a primary response, one shifts to (and remains in) the sub-table m = 1.
Each table (or sub-table) comprises columns corresponding to the various possible treatments (input variables). Here, we have considered columns corresponding to: no current treatment (0); injection of inactivated virus (vi); infection with a live virus (i); treatment with dexamethasone or a similar reactivating stimulus (d). We may also consider columns corresponding to simultaneous double or multiple treatments. In the dynamic analysis (see below) an example using a double treatment (id, simultaneous infection and reactivation stimulus) will be described.
Note that each logical state of the system can be described by a logical vector listing the values of the variables and a second logical vector listing the corresponding values of the functions. Consider, for instance, a previously unexposed animal which has just been vaccinated with inactivated virus. In this situation, the state of the variables is 00000 (first line of Table 3 , left column), but the state of the functions is 00100 (same line, column vi), indicating that function A (the development of specific immunity against the virus) is on. One can describe this state of the system by giving the vector of variables followed by the vector of functions: 00000/00100. However, it is more compact and more convenient to write 00000, in which the dash over the value of the third variable indicates that there is an order to change its value; indeed, specific immunity is not yet present, but it is being developed (as a result of vaccination). Note that a state without any dash is a stable state, as there is no order to change the value of any variable. 
Dynamic analysis
Let us start from ~, a stable state of column 0 (Table 4) which represents a previously unexposed animal free of BHV-1 infection and of any previous contact with BHV-1 antigen. Infection is seen in our formalism as a shift from column 0 to column i. Strictly speaking, the system should remain in this column only for the actual duration of exposure to exogenous virus. This could be described by ascribing to the process a specific time delay or by introducing an additional variable to memorize the exposure to virus. In practice, it appears more convenient and not too distorting to keep the system in a column other than column 0 only for the time required to switch on one variable; afterwards, the system goes back to the initial column (Fig.  3) . The system is now in state T0000, in which three variables are asked to change their value; the change that will actually take place depends on the values of the time delays (Table 2) . We assume that once the animal is successfully infected, the time required to establish the viral genome is short and at any rate shorter than the two other time delays, which we estimate to 10 UD for development of effectivespecific immunity, and at about 12 UD for the disappearance of mature viral particles. With these values for the delays, the pathway is as described in Fig. 4 with as successive steps permanent establishment of the viral genome (g) and establishment of specific immunity (a). The state is now T0110; as soon as specific immunity is developed, m (which serves to indicate that there has been a primary response) takes the value 1 and we reach state TO 1 ! 1 (column 0 in the right section of Table 4 , which corresponds to the situation m = 1). From now on, there is only one possible evolution: ]'0111 ~ 00T11 -~ ~ffb-]q], in which the virions and immunity disappear after some days and some weeks, respectively. The animal is now in a stable state ~ in which the viral genome is still present (latent) and there is a memory of a primary specific immune response.
Starting from state ~, various stimuli (e.g. treatment with dexamethasone) can lead to column d, resulting in reactivation (Fig. 5) . The system now goes back to column 0. The stimulus itself has disappeared, but the organism keeps for a while (1 UD) the memory of the stimulus, which is symbolized by function R (reactivation), but whose mechanism is still unknown. Virus is produced as early as 1 UD after the application of the stimulus followed by the development of a specific immune response; here, one is dealing with a secondary response (m = 1); therefore, the 'on' delay is much shorter (ta2 = 7) than the first time and the 'off' delay much longer (ta2 = 90 or i80) ( Table 2) . The sequence is shown in Fig. 6 .
At any time, it is possible to re-infect an animal, to inject inactivated virus or to reactivate latent virus. This is symbolized by a shift to column i, vi or d, respectively. For instance, reinfection may take place any time after a primary infection. The result will depend on the state of immunity at the time of re-infection. Ifa = 1 at the time of re-infection, neither the sequence of logical states nor the time schedule will be altered by re-infection (Fig. 7 a, b) ; the situation in Fig. 7 (b) was encountered when re-infection with a temperature-sensitive (ts) vaccine strain was attempted in cattle previously infected with a virulent strain 8 weeks earlier (Thiry et al., 1985 a) .
The failure of the re-infecting virus to develop is accounted for by the slow decay of immunity (tax longer after infection with a virulent strain; Table 2 ). On the contrary, if immunity was no longer operative at the time of superinfection, the sequence is as shown in Fig. 7(c) . This situation was encountered in cattle re-infected with a virulent strain 9 weeks after vaccination with ts vaccine virus (Nettleton et al., 1984) . In this case, re-infection results in virus production because the decay of immunity (tal) is shorter after a primary infection with ts virus.
Another possibility involves promoting reactivation very soon after primary infection, before a specific immune response has developed. According to our scheme, the evolution would be as described in Fig. 8 . A characteristic feature of this scenario is that reactivation provides a counter-command to the command to stop virus production, and the new command to stop production occurs only after the state of reactivation has disappeared. Here, we would expect virus to persist 14-to 22 UD, in contrast withthe normal period of 12 UD. Although there are no documented experiments in which dexamethasone treatment has been applied soon after (Msolla et al., 1983 ; Thiry et al., 1985 b) . Virus was indeed found up to 3 weeks after the primary infection.
This formal analysis allows us to describe epizootiological situations not yet experimentally encountered. We will consider the case of simultaneous reactivation of latent BHV-1 and reinfection with exogenous BHV-!., in the same animal. To deal with this situation, it is necessary to enlarge the state table (Table 4) by adding a new column, id (Table 5 ). The predicted evolution of the system is detailed in Fig. 9 ; it is similar to that observed after re-infection or reactivation, except that the period of virus excretion (v = 1) would be expected to be slightly longer. In this case, viral excretion is described as a combination of excretion after infection and re-excretion after reactivation. According to the model, re-excretion of latent virus begins 1 UD after the onset of excretion of re-infecting virus and finishes 1 UD after the end of the excretion period of the superinfecting virus. This possibility has prompted us to design new experiments, which are currently underway.
DISCUSSION
The logical description of BHV-1 infection is the first attempt to adapt the method of kinetic logic to the concepts of animal virology. The mechanisms of BHV-1 latency and reactivation still remain largely unknown. The description was therefore built upon current understanding and so far ignores molecular mechanisms. Nevertheless, even from an epizootiological point of view, the formal analysis is a good tool for different purposes. It allows us to represent in simple terms a complex system which is difficult to grasp in purely verbal terms: each state is defined by the values of five variables and the passage of one state to another is expressed simply by changing the value of one or two variables. The pathway followed can be defined by a sequence of states more easily than by a verbal explanation. The representation, even though schematic, gives a picture of events which is in agreement with the already known facts: The pathways followed after primary infection, or after reactivation, represent what is observed experimentally. The logical description of re-infection is in accordance with the experimental results obtained by Nettleton et al. (1984) and Thiry et al. (1985a) , as detailed in the dynamic analysis. Moreover, the dynamic analysis has suggested answers for results difficult to interpret. For example, the early reactivation and re-excretion of BHV-1 after infestation by D. viviparus have been more easily understood by logical formalization. The logical description can also suggest an evolution of the system for each proposed epizootiological situation. The initial state is defined by the history of the animal, i.e. previous infection(s) or vaccination(s), previous reactivation(s), and by current circumstances, i.e. stimulus of reactivation, (re-)infection, (re)vaccination, etc. When this state is defined, the logical description will indicate the pathway to be followed to attain a stable state. In the same way, formal analysis can also help in determining an experimental schedule. Designing the logical pathway corresponding to the proposed experimental schedule allows the experimenter to assess, for example, the period when reactivation or re-infection has to be induced after primary infection, or the expected effect of a treatment, such as delayed hypersensitivity test. Apart from providing a global and coherent view of complex systems, such formal treatments are of little help unless they generate predictions which can be subjected to the verdict of experimentation. Thomas et al. (1976) have shown previously how formal analysis of control of immunity in bacteriophage 2 can allow new predictions suggesting experiments whose results can be used to formulate a better model.
Our method has been used in other fields within and outside biology (see for instance Kaufman et al., 1985) , on each occasion providing clear-cut ways to test models by experiment. Agreement between prediction and results is a success for the model, not for the method. In fact, the method is often more useful when it permits modification (or even rejection) of a model than when it merely confirms it. One of the experiments suggested by the analysis of our present model is simultaneous reactivation of latent BHV-1 and re-infection with exogenous BHV-1, in the same animal. Biological experiments of this type are lengthy and the model is useful in the economical design of experiments. Whether or not the results fit with the model proposed, the exercise will have been useful, if only to modify or reject the model, and suggest new experiments.
The logical analysis presented here confines itself to a panoramic description of the interactions between BHV-1 and its host. This kind of formalization can certainly be used to treat other aspects of virus infections: interactions of virus and cells at the tissue level, for example, or the regulation of the expression of viral genes within the cellular environment, as already described by Thomas & Van Ham (1974) and Thomas et aL (1976) in the case of bacteriophage 2. Moreover, it will be interesting to test the validity of logical formalization in the building of epidemiological models in which interactions are studied at a population level, and to evaluate whether such models are sufficient to propose rational prophylaxis.
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