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Abstract
An LR design is introduced by the second author in his recent paper and it plays a very important role in the construction of LKTS
(a large set of disjoint Kirkman triple system). In this paper, we generalize it and introduce a new design RPICS. Some constructions
for these two designs are also presented. With the relationship between them and LKTS, we obtain some new LKTSs.
© 2007 Published by Elsevier B.V.
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1. Introduction
Let v be a non-negative integer, t be a positive integer and K a set of positive integers. A group divisible t-design (or
t-GDD) of order v and block sizes from K denoted by GDD(t, K, v) is a triple (X,G,B) such that
(1) X is a set of v elements (called points);
(2) G= {G1,G2, . . .} is a set of non-empty subsets (called groups) of X which partition X;
(3) B is a family of subsets of X (called blocks) each of cardinality from K such that each block intersects any given
group in at most one point;
(4) each t-set of points from t distinct groups is contained in exactly one block.
The type of a GDD is the multiset {|G| : G ∈ G}. We denote the type by 1u12u2 · · ·, where there are precisely ui
occurrences of i, i1. When K = {k}, we simply write k for K. A GDD(t, k, kg) of type gk is usually called a
transversal design and denoted by TD(t, k, g).
A group divisible design, (X,G,B), is resolvable (brieﬂy by RGDD) if there exists a partition ={P1, P2, . . . , Pr}
ofB such that each part Pi is itself a partition of X. The parts Pi are called parallel classes, and the partition  is called
a resolution.
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A GDD(t,K, v) of type 1v(X,G,B) is often called a t-wise balanced design and denoted by S(t,K, v). The group
set G in the triple (X,G,B) can also be omitted and we write (X,B) instead of (X,G,B). An S(t, k, v) is usually
called a Steiner system.
An S(2, 3, v) is called a Steiner triple system and brieﬂy denoted by STS(v). A resolvable STS(v) is called aKirkman
triple system and denoted by KTS(v). It is well known that there exists a KTS(v) if and only if v ≡ 3 (mod 6) [13].
Two KTS(v)’s (X,A) and (X,B) are called disjoint if A ∩ B = ∅. A set of more than two KTS(v)’s is called
disjoint if each pair of them is disjoint. A set of v − 2 disjoint KTS(v) is called a large set of disjoint Kirkman triple
systems of order v and brieﬂy denoted by LKTS(v). It is clear that an LKTS(v) is also a partition of all three-subsets
(triples) of X into v − 2 KTS(v).
Since Denniston ﬁrst constructed an LKTS(15) [4], many people have done some research on it. However, the knowl-
edge for the existence of LKTS(v) is very limited. We summarize the known results as follows (see [2–7,9–12,15–18]).
Theorem 1.1. There exists an LKTS(3nm(2 × 13n1 + 1)(2 × 13n2 + 1) · · · (2 × 13nt + 1)) for n1, m ∈ M =
{1, 5, 11, 17, 25, 35, 43, 67, 91, 123} ∪ {22r+125s + 1 : r, s0}, t0 and ni1(1 i t).
Recently, the second author introduced an LR design [11], which plays a very important role in the construction
of LKTSs. In this paper, we shall generalize the LR design and introduce a new design RPICS. They can be used
to construct LKTSs. Some constructions for these two designs are also presented. Some orders for these designs are
obtained and Theorem 1.1 is improved as follows.
Theorem 1.2. There exists an LKTS(3a5bm
∏r
i=1(2×13ni +1)
∏p
j=1(2×7mj +1) form ∈ M={1, 11, 17, 35, 43, 67,
91, 123}∪{22l+125s +1 : l, s0}, a, ni,mj 1(1 ir , 1jp), b, r, p0, a+ r +p2 when b1 andm = 1.
2. Generalized LR design and its recursive construction
The concept of an LR design is introduced in [11] and used to construct LKTS. We had wanted to get an LR(uv/3)
from an LR(u) and LR(v). However, this purpose is realized under the condition u/3 ≡ 3 (mod 6). Such a result
is obtained by generalizing the LR design. We also establish some constructions for generalized LR designs and its
connection with LR design.
Let v be a non-negative integer, let t be a positive integer and let K a set of positive integers. A candelabra t-system
(or t-CS) of order v, and block sizes from K is a quadruple (X, S,,A) that satisﬁes the following properties:
(1) X is a set of v elements (called points).
(2) S is a subset (called the stem of the candelabra) of X of size s.
(3) = {G1,G2, . . .} is a set of non-empty subsets (called groups or branches) of X\S, which partition X\S.
(4) A is a family of subsets (called blocks) of X, each of cardinality from K.
(5) Every t-subset T of X with |T ∩ (S ∪ Gi)|< t for all i is contained in a unique block and no t-subsets of S ∪ Gi
for all i are contained in any block.
Such a system is denoted by CS(t,K, v). By the group type (or type) of a t-CS (X, S,,A)we mean the list (|G||G ∈
 : |S|) of group sizes and stem size. The stem size is separated from the group sizes by a colon. If a t-CS has ni groups
of size gi , 1 ir and stem size s, then we use the notation (gn11 g
n2
2 · · · gnrr : s) to denote group type. A candelabra
system is called uniform if all groups have the same size.
In this paper, we only deal with uniform candelabra system with t = 3 and K = {3}. Such a system will be denoted
brieﬂy by CS(gn : s). When s = 0, the stem S in the quadruple (X, S,G,A) can be omitted and we write (X,G,A)
instead of (X, S,G,A), CS(gn) instead of CS(gn : 0).
Let g be odd, X be a gn-element set and G a partition of X into n parts of size g. A generalized LR design on X with
a partition G (brieﬂy by GLR(n{g})) is a collection of sets of triples {Ajk : 1k(gn − 1)/2, j = 0, 1} with the
following properties:
(i) (X,G,⋃1k (gn−1)/2,j=0,1Ajk} is a CS(gn);
(ii) for 1k(g − 1)/2 and j = 0, 1, each (X,G,Ajk ) is an RGDD(2, 3, gn) of type gn;
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(iii) for (g + 1)/2k(gn − 1)/2 and j = 0, 1, each (X,Ajk ) is a KTS(gn) with a resolution jk = {Ajk(h) :
1h(gn − 1)/2}. There is an element in each jk , which without loss of generality we can suppose is Ajk(1),
such that
(gn−1)/2⋃
k=(g+1)/2
A0k(1) =
(gn−1)/2⋃
k=(g+1)/2
A1k(1) =A
and (X,G,A) is an RGDD(2, 3, gn) of type gn.
The members of G are called groups.
Note: For each triple A not contained in any group, A appears in exactly twoAjks if A ∈A, otherwise, in a unique
A
j
k . When g = 3 and each group is considered as a block, each (X,G∪Aj1) (j = 0, 1) is a KTS(gn) and (X,G∪A)
is a KTS(gn). Then such a collection is an LR design [11]. So, an LR(u) is also a GLR(u/3{3}).
A signiﬁcant application of LR design is below.
Lemma 2.1 (Zhang and Zhu [18]). If there exist both an LKTS(v) and an LR(u), then there exists an LKTS(uv).
Now, we shall obtain more results on LR designs.
Clearly, if we can replace each group of a GLR(n{g}) with an LR(g), then we obtain an LR(gn).
Lemma 2.2. If there exist both a GLR(n{g}) and an LR(g), then there exists an LR(gn).
We give an example, whose groups cannot be replaced with an LR.
Lemma 2.3. There is a GLR(3{5}).
Proof. We construct the desired design on Z15 with the group set G= {i, i + 3, i + 6, i + 9, i + 12} : 0 i2}. By
the deﬁnition, it should contain 10 KTS(10) and four RTD(2, 3, 5).
Firstly, we construct four RTD(2, 3, 5) with the group set G whose block sets are generated by the following four
parallel classes under (+3, mod 15), respectively.
0 10 8 6 7 11 12 4 14 3 1 2 9 13 5
0 10 11 6 7 14 12 4 2 3 1 5 9 13 8
0 10 14 6 7 2 12 4 5 3 1 8 9 13 11
0 10 2 6 7 5 12 4 8 3 1 11 9 13 14
Then we construct 10 KTS(15) whose block sets are generated by the following two KTS(15) under (+3mod 15),
respectively:
0 5 10 6 7 8 4 11 12 1 3 14 2 9 13
0 1 4 2 3 11 5 7 13 6 9 10 8 12 14
0 2 8 1 6 13 3 5 12 4 7 9 10 11 14
0 3 13 1 7 11 2 6 12 4 8 10 5 9 14
0 6 14 1 9 12 2 4 5 3 7 10 8 11 13
0 7 12 1 2 10 3 8 9 4 13 14 5 6 11
0 9 11 1 5 8 2 7 14 3 4 6 10 12 13
0 5 10 6 7 8 4 11 12 1 3 14 2 9 13
0 1 6 2 4 7 3 5 8 9 12 14 10 11 13
0 2 3 1 4 5 6 12 13 7 10 14 8 9 11
0 4 9 1 7 12 2 8 10 3 6 11 5 13 14
0 7 13 1 2 11 3 10 12 4 8 14 5 6 9
0 8 12 1 9 10 2 6 14 3 4 13 5 7 11
0 11 14 1 8 13 2 5 12 3 7 9 4 6 10
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It has been checked that all these blocks form a CS(53) with the group set G. Further, the ﬁrst parallel class in the
two initial KTS(15)’s are the same and generate the block set of an RTD(2, 3, 5) under (+3mod 15). So, these 10
KTS(15) and four RTD(2, 3, 5) form a GLR(3{5}). 
Similar to the proof of the tripling construction for LKTSs [17, Lemma 3.1], we shall give the existence of a
GLR(3{v}) for v ≡ 3 (mod 6). In their proof, the transitive resolvable idempotent symmetric quasigroup plays a very
important role.
A quasigroup is a pair (X, ◦), where X is a set and (◦) is a binary operation on X such that equations a ◦ x = b and
y ◦ a = b are uniquely solvable for every pair of elements a, b in X. The order of a quasigroup (X, ◦) is the size of X.
A quasigroup of order v is called idempotent and symmetric if identities x ◦ x = x and x ◦ y = y ◦ x hold for all x, y
in X. An idempotent symmetric quasigroup of order v will be denoted by ISQ(v). Furthermore, an ISQ(v) is called
(sharply) transitive if there exists a group G of order v acting transitively on X which forms an automorphism group
of (X, ◦).
Suppose that (X, ◦) is an ISQ(v). Any given pair of elements x and y in X determines uniquely a product x ◦ y and
then a triad (x, y, x ◦ y). Note that since (X, ◦) is symmetric, we can view the two triads (x, y, x ◦ y) and (y, x, y ◦ x)
as the same. A quasigroup (X, ◦) is called resolvable if all ( v2
)
pairs of distinct elements can be partitioned into subsets
Ti(1 i3(v − 1)/2), such that every i = {(x, y, x ◦ y) : {x, y} ∈ Ti} forms a partition of X (called a parallel class).
A transitive resolvable ISQ(v) is denoted by TRISQ(v).
The necessary condition for the existence of a TRISQ(v) is known to be sufﬁcient.
Theorem 2.4 (Zhang and Zhu [17]). A TRISQ(v) exists if and only if v ≡ 3 (mod 6).
Lemma 2.5. For v ≡ 3 (mod 6), there is a GLR(3{v}).
Proof. Suppose that Y is a v-element set. Since v ≡ 3 (mod 6), there is a TRISQ(v) over Y by Theorem 2.4. Let
(Y, Z) be a TRISQ(v) and G = {0, 1, . . . , v−1} be the transitive automorphism group of (Y, Z). We shall construct
a GLR(3{v}) on the point set Z3 × Y with groups {i} × Y , i ∈ Z3. The construction proceeds in two steps.
Step 1: For s , j ∈ G, deﬁne
Pjs = {(0, a), (1, s(a)), (2, j2s (a)) : a ∈ Y },
and
Aj =
⋃
s∈G
Pjs .
Then each (Y × Z3, {Y × {i} : i ∈ Z3},Aj ) (0jv − 1) is an RTD(2, 3, v) with the parallel classes Pjs , s ∈ G,
and all blocks of these v RTDs form a TD(3, 3, v).
Step 2: We shall make use of the block setA0. Since (Y, Z) is a TRISQ(v), for any pair {a, b} ⊂ Y (a = b) and any
 ∈ G, we get an element aZb in Y such that (a)Z(b) = (aZb). Deﬁne
B
(0)
ab0j = {(0, a), (0, b), (1, j (aZb))},
B
(0)
ab1j = {(1, j (a)), (1, j (b)), (2, 02j (aZb))},
B
(0)
ab2j = {(2, 02j (a)), (2, 02j (b)), (0, aZb)},
B
(1)
ab0j = {(0, a), (0, b), (2, 02j (aZb))},
B
(1)
ab1j = {(1, j (a)), (1, j (b)), (0, aZb)},
B
(1)
ab2j = {(2, 02j (a)), (2, 02j (b)), (1, j (aZb))}
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and
Blj = P0j ∪
⎛
⎜⎜⎝
⋃
{a,b}⊂Y
a =b
{B(l)ab0j , B(l)ab1j , B(l)ab2j }
⎞
⎟⎟⎠ ,
where 0jv − 1, l = 0, 1.
Note that the blocks {(0, a), (1, j (a)), (2, 02j (a))}, {(0, b), (1, j (b)), (2, 02j (b))} and {(0, aZb), (1, j (aZb)),
(2, 02j (aZb))} are the three blocks of P0j .
Similar to the proof of [18, Theorem 2.2], it has been checked that for 0jv − 1, l = 0, 1, each (Y ×Z3,Blj ) is a
KTS(3v). It has parallel classesBlj (n), 1n(3v−1)/2,whereBlj (1)=P0j ,Blj (k)=
⋃
{a,b}∈Tk−1{B(l)ab0j , B(l)ab1j , B(l)ab2j }
for 2k(3v − 1)/2 and T1, . . . , T(3v−3)/2 is a partition of all
(
v
2
)
pairs of distinct elements of Y with each i =
{(x, y, x ◦ y) : {x, y} ∈ Ti} being itself a partition of Y.
Then we obtain 2v KTS(3v) and v − 1 RTD(2, 3, v). Furthermore, ⋃0 jv−1B1j (1) =
⋃
0 jv−1B0j (1) =A0
andA0 is the block set of an RTD(2, 3, v). So these designs form a GLR(3{v}). 
Before we give a product construction for GLRs, we state the following lemma.
Lemma 2.6. For any positive integer m = 2, 6, there is a TD(3, 3,m) whose set of blocks can be partitioned into m
pairwise disjoint sets of blocks of RTD(2, 3,m).
Proof. Since m = 2, 6, there is an RTD(2, 3,m), which is equivalent to a pair of orthogonal Latin squares of order m.
Let (Zm ×Z3, {Zm × {i} : i ∈ Z3},A0) be such an RTD. For each h ∈ Zm, deﬁneAh = {{(a, 0), (b, 1), (c + h, 2)} :
{(a, 0), (b, 1), (c, 2)} ∈A0}. Then eachAh is the block set of an RTD(2, 3,m) and they are pairwise disjoint. So, the
result follows. 
Lemma 2.7. If there exist both a GLR(n{g}) and a GLR(3{m}), there is a GLR(n{gm}).
Proof. Let the collection of sets of triples {Ajk ; 1k(gn − 1)/2, j = 0, 1} on X with a partition G be the given
GLR(n{g}). By the deﬁnition, (i) (X,G,⋃1k (gn−1)/2,j=0,1Ajk ) is a CS(gn), (ii) for 1k(g− 1)/2 and j = 0, 1,
each (X,G,Ajk ) is an RGDD(2, 3, gn) of type gn with a resolution 
j
k = {Ajk(h) : 1h(g(n − 1))/2}, (iii) for
(g+1)/2k(gn−1)/2 and j=0, 1, each (X,Ajk ) is a KTS(gn)with a resolutionjk ={Ajk(h) : 1h(gn−1)/2}
and (X,G,A) is anRGDD(2, 3, gn)of typegn, whereA=⋃(g+1)/2k (gn−1)/2A0k(1)=
⋃
(g+1)/2k (gn−1)/2A1k(1).
The desired design will be constructed on X′ = X × Zm with the group set G′ = {G × Zm : G ∈ G}.
For each block A /∈A, construct a TD(3, 3,m) on A×Zm with groups {x} ×Zm (x ∈ A) such that its set of blocks
can be partitioned into m pairwise disjoint sets of blocks of RTD(2, 3,m). Since there is a GLR(3{m}), we have that
m is odd. So, such a design exists by Lemma 2.6. Denote the m sets of blocks of RTD(2, 3,m) by BiA (1 im) and
their resolution by iA = {BA(h′) : 1h′m}.
For each block A ∈ A, suppose the given GLR(3{m}) on A × Zm with group set GA = {{x} × Zm : x ∈ A}
has the parts Dj,iA (1 i(3m − 1)/2, j = 0, 1) with the properties: (1) for 1 i(m − 1)/2 and j ∈ Z2, each
(A×Zm,GA,Dj,iA ) is anRTD(2, 3,m)with a resolutionA={Dj,iA (h′) : 1h′m}; (2) for (m+1)/2 i(3m−1)/2
and j ∈ Z2, each (A × Zm,Dj,iA ) is a KTS(3m) with a resolution A = {Dj,iA (h′) : 1h′(3m − 1)/2}; (3)⋃
(m+1)/2 i (3m−1)/2D
0,i
A (1) =
⋃
(m+1)/2 i (3m−1)/2D
1,i
A (1) =DA and (A × Zm,GA,DA) is an RTD(2, 3,m).
For 1k(g−1)/2, 1 im and j ∈ Z2, letFk,j,i =⋃A∈AjkB
i
A and ′k,j,i ={
⋃
A∈Ajk (h)BA(h
′) : 1h(g(n−
1))/2, 1h′m}. Then each (X′,G′,Fk,j,i ) is a GDD(2, 3,mgn) of type (mg)n and ′k,j,i is a resolution. So, it is
also an RGDD.
For 1 i(m − 1)/2 and j ∈ Z2, letF′j,i =
⋃
A∈AD
j,i
A and 
′
j,i = {
⋃
A∈A0k(1)D
j,i
A (h
′) : (g + 1)/2k(gn −
1)/2, 1h′m}. Then each (X′,G′,F′j,i ) is an RGDD(2, 3,mgn) of type (mg)n with a resolution ′j,i .
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For (g + 1)/2k(gn − 1)/2, 1 im and j ∈ Z2, let Fk,j,i = (⋃A∈Ajk\Ajk (1)B
i
A) ∪ (
⋃
B∈Ajk (1)D
j,i
A ) and
′k,j,i = {
⋃
A∈Ajk (1)D
j,(m−1)/2+i
A (h
′) : 1h′(3m − 1)/2} ∪ {⋃
A∈Ajk (h)D
j,i
A (h
′) : 2h(gn − 1)/2, 1h′m}.
Then each (X′,G′,Fk,j,i ) is a KTS(mgn) with a resolution ′k,j,i . Further, we have
(gn−1)/2⋃
k=(g+1)/2
m⋃
i=1
⋃
A∈A0k(1)
D
0,(m−1)/2+i
A (1) =
(gn−1)/2⋃
k=(g+1)/2
m⋃
i=1
⋃
A∈A1k(1)
D
1,(m−1)/2+i
A (1) =
⋃
A∈A
DA
and (X′,G′,
⋃
A∈ADA) is an RGDD(2, 3,mgn) of type (mg)n.
It has been checked that the union of all blocks inFk,j,i andF′j,i forms the block set of a CS((mg)n). So, we obtain
a GLR(n{mg}). 
Lemma 2.8. If there exist an LR(u), a GLR(3{m}) and an LR(3m), there is an LR(umi) for any non-negative integer i.
Proof. Start with a GLR(u/3{3}), which is also the given LR(u). Applying Lemma 2.7 with the given GLR(3{m})
produces a GLR(u/3{3m}). Further applying Lemma 2.2 with the given LR(3m) gives an LR(um). Continue doing as
the above. Then we obtain an LR(umi). 
In [11], an important product construction for LR design uses a transitive KTS. A KTS(v) (X,B) is called transitive,
and denoted TKTS(v), if there exists a group G of order v acting transitively on X, which forms an automorphism
group of (X,B).
Lemma 2.9 (Lei [11]). If there exist both an LR(u) and an LR(v), and there exists either a TKTS(u) or a TKTS(v),
then there exists an LR(uv).
Despite of much efforts spent on the existence of TKTS, the results are still incomplete [9]. By Lemmas 2.5 and 2.8,
we can remove the condition of TKTS in the above construction.
Lemma 2.10. If there exist both an LR(u) and an LR(v), then there exists an LR(uv).
Proof. Since there is an LR(v), we have that v ≡ 3 (mod 6). By Lemma 2.5 there is a GLR(3{v}). By Lemma 2.2
there is an LR(3v). Since there is an LR(u) by assumption, we obtain an LR(uv) by Lemma 2.8. 
3. Existence of LR designs
In this section, we shall give some new orders for LR design.
Lemma 3.1. There is an LR(15).
Proof. Take a point set X =Z14 ∪ {∞}. An LR(15) should contain 14 KTS(15). Their block sets are generated by the
following two KTS(15) under (+2mod 14):
0 7 ∞ 1 9 11 2 3 12 4 10 13 5 6 8
1 10 ∞ 0 8 13 2 4 9 3 6 11 5 7 12
2 13 ∞ 0 10 11 1 3 5 4 6 12 7 8 9
3 8 ∞ 0 9 12 1 4 7 2 6 10 5 11 13
4 5 ∞ 0 1 6 2 7 11 3 9 13 8 10 12
6 9 ∞ 0 2 5 1 12 13 3 7 10 4 8 11
11 12 ∞ 0 3 4 1 2 8 5 9 10 6 7 13
0 7 ∞ 1 9 11 2 3 12 4 10 13 5 6 8
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1 13 ∞ 0 3 6 2 4 8 5 11 12 7 9 10
2 10 ∞ 0 1 8 3 5 13 4 9 12 6 7 11
3 11 ∞ 0 2 9 1 4 5 6 10 12 7 8 13
4 6 ∞ 0 5 10 1 7 12 2 11 13 3 8 9
5 9 ∞ 0 12 13 1 2 6 3 4 7 8 10 11
8 12 ∞ 0 4 11 1 3 10 2 5 7 6 9 13
It has been checked that all these blocks form a CS(115) (i.e., an S(3, 3, 15)). Further, the ﬁrst parallel class in the
two initial KTS(15) is the same and generates the block set of a KTS(15) under (+2mod 14). So, these 14 KTS(15)
form an LR(15). 
In [11], a construction for LR design by use of 3BD is presented.
A generalized frame F(t, k, v{m}) is a GDD(t, k, vm)(X,G,B) of type mv such that the block set B can be
partitioned into subsets Br , r ∈ R, each Br is the block set of a GDD(t − 1, k, (v − 1)m) of type mv−1 missing
some group G ∈ G. It is known that an F(t, k, v{m}) contains vm/(k − t + 1) GDD(t − 1, k, (v − 1)m), i.e.,
|R| = vm/(k − t + 1). Let RG = {r ∈ R;Br have the same group set G\G}, it is known that |RG| = m/(k − t + 1).
An F(2, 3, v{m}) is called a Kirkman frame, brieﬂy a KF(mv), and each element (i.e., a GDD(1, 3, (v − 1)m))
of the F(2, 3, v{m}) is called a partial parallel class (or holey parallel class). In fact, each partial parallel class is a
partition ofX\G for some groupG. It is well known that there exists a KF(mv) if and only ifm ≡ 0 (mod 2), v4 and
m(v − 1) ≡ 0 (mod 3) (see [14]). If each element (a GDD(2, 3, (v − 1)m)) of an F(3, 3, v{m}) is also a KF(mv−1),
then this F(3, 3, v{m}) is called an overlarge set of Kirkman frames and denoted by OLKF(mv).
If (X∪{∞},B) is an S(3,K, v+1), where |X|=v,∞ /∈X, letK0={|B|;B ∈ B,∞ /∈B},K1={|B|;B ∈ B,∞ ∈
B}, then we denote this S(3,K, v + 1) by S(3,K0,K1, v + 1).
Theorem 3.2 (Lei [11]). Suppose an S(3,K0,K1, v+1) exists. If there exist OLKF(2k) for all k ∈ K0 andLR(2(k−
1) + 1) for all k ∈ K1, then there exists an LR(2v + 1).
Lemma 3.3. There is an OLKF(28).
Proof. The required design is constructed on Z16 with the group set G= {Gi = {i, i + 8} : 0 i7}.
First, we construct a KF(2, 3, 7{2}) on Z16\G0. Its blocks are as follows, where the blocks in the ith row form a
partition of the set Z16\(G0 ∪ Gi). Denote the set of these blocks by B0.
2 3 5 4 6 10 7 11 12 13 14 15
1 3 6 4 11 15 5 7 14 9 12 13
1 2 15 4 5 9 6 7 13 10 12 14
1 7 10 2 11 13 3 9 14 5 6 15
1 11 14 2 6 12 3 4 7 9 10 15
1 4 13 2 7 9 3 12 15 5 10 11
1 5 12 2 4 14 3 10 13 6 9 11
For 1 i15, letBi={B+i : B ∈ B0}. Then each (Z16\Gj,Bj ) and each (Z16\Gj,Bj+8) are bothKF(2, 3, 7{2}),
where 0j7. It has been checked that all blocks form an F(3, 3, 8{2}). So, (Z16,G,⋃0 i15Bi ) is the desired
design. 
A well known result on 3BD is below.
Theorem 3.4 (Beth et al. [1]). Let q be a prime power. There is an S(3, q + 1, qn + 1).
Lemma 3.5. There is an LR(2 × 7n + 1).
Proof. By Theorem 3.4 there is an S(3, 8, 8, 7n + 1). Apply Theorem 3.2 with the known LR(15) by Lemma 3.1 and
OLKF(28) by Lemma 3.3. The conclusion then follows. 
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In [11], two inﬁnite classes of LR designs are given.
Lemma 3.6 (Lei [11]). There are an LR(2 × 13n + 1) and an LR(3n) for n1.
Lemma 3.7. There is an LR(3a5b
∏r
i=1(2×13ni +1)
∏p
j=1(2×7mj +1) for any integer ni,mj 1(1 ir , 1jp),
a, b, r, p0 with a + r + p1.
Proof. By assumption a + r + p1. Without loss of generality, let r1. Since there is an LR(2 × 13n1 + 1), a
GLR(3{5}) by Lemma 2.3 and an LR(15) by Lemma 3.1, there is an LR((2 × 13n1 + 1) × 5b) by Lemma 2.8. Since
there are an LR(3a), an LR(2 × 13ni + 1) by Lemma 3.6 and an LR(2 × 7mj + 1) by Lemma 3.5, we then obtain the
conclusion by Lemma 2.10. 
4. A construction for LKTSs via RPICSs
By Lemma 2.1, we can get an LKTS(uv) from an LR(u) and LKTS(v). Here, we want to obtain an LKTS(uv/3)
from an LR(u) and LKTS(v). This result is realized with the aid of an auxiliary design RPICS.
In [8], the ﬁrst author introduced a design PICS(gn : 1), which is used to construct a set of v − 2 disjoint STS(v).
In order to deal with LKTS, we introduce a design RPICS(gn).
ACS(gn)(X,G,A) is denoted byRPICS(gn) if the block set can be partitioned into some partsA1,A2, . . . ,Agn−2
with the properties:
(1) for 1 ig(n − 1), each (X,Ai ) is a KTS(gn);
(2) for g(n − 1) + 1 ign − 2, each (X,G,Ai ) is a RGDD(2, 3, gn) of type gn.
We ﬁrst give an example as follows.
Lemma 4.1. There is an RPICS(53).
Proof. We construct the desired design on Z15 with the group set G= {{i, i + 3, i + 6, i + 9, i + 12} : 0 i2}. By
the deﬁnition, it should contain 10 KTS(10) and three RTD(2, 3, 5).
Firstly, we construct three RTD(2, 3, 5) with the group set G whose block sets are generated by the following three
parallel classes under (+3, mod 15), respectively:
0 1 8 3 7 2 4 9 5 6 13 11 12 10 14
0 1 11 3 7 5 4 9 8 6 13 14 12 10 2
0 1 14 3 7 8 4 9 11 6 13 2 12 10 5
Then we construct 10 KTS(15) whose block sets are generated by the following two KTS(15) under (+3, mod 15),
respectively:
0 1 2 3 7 11 4 9 14 5 6 13 8 10 12
0 3 4 1 5 10 2 6 8 7 9 12 11 13 14
0 5 14 1 4 12 2 9 11 3 6 10 7 8 13
0 6 11 1 7 14 2 3 12 4 5 8 9 10 13
0 7 10 1 6 9 2 4 13 3 8 14 5 11 12
0 8 9 1 3 13 2 5 7 4 10 11 6 12 14
0 12 13 1 8 11 2 10 14 3 5 9 4 6 7
0 1 5 2 4 9 3 7 14 6 8 13 10 11 12
0 2 3 1 4 11 5 6 9 7 12 13 8 10 14
0 4 13 1 2 8 3 6 11 5 7 10 9 12 14
0 6 7 1 3 12 2 10 13 4 5 14 8 9 11
0 8 12 1 7 9 2 6 14 3 4 10 5 11 13
0 9 10 1 13 14 2 7 11 3 5 8 4 6 12
0 11 14 1 6 10 2 5 12 3 9 13 4 7 8
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It has been checked that all these blocks form a CS(53) with the group set G. So, these 10 KTS(15) and three
RTD(2, 3, 5) form an RPICS(53). 
For v ≡ 3 (mod 6), from the proof of tripling construction for LKTS [17, Lemma 3.1] we have the following result
on RPICS(v3).
Lemma 4.2. For v ≡ 3 (mod 6), there is an RPICS(v3).
Clearly, if we can replace each group of an RPICS(gn) with an LKTS(g), then we obtain an LKTS(gn).
Lemma 4.3. If there exist both an RPICS(gn) and an LKTS(g), then there is an LKTS(gn).
In the proof of Lemma 2.7, when we use an RPICS(m3) instead of a GLR(3{m}) as a input design for each block
A ∈A, we can obtain an RPICS((gm)n).
Lemma 4.4. If there exist both a GLR(n{g}) and an RPICS(m3), there is an RPICS((gm)n).
Lemma 4.5. If there exist a GLR(n{g}), an RPICS(m3) and an LKTS(mg), there is an LKTS(mgn).
Proof. Start with the given GLR(n{g}). Applying Lemma 4.4 with the given RPICS(m3) yields an RPICS((mg)n).
The conclusion follows from Lemma 4.3 with the given LKTS(mg). 
When g = 3 in the above lemma, the purpose of this section is then realized.
Lemma 4.6. If there exist an LR(u), an RPICS(m3) and an LKTS(3m), there is an LKTS(mu).
5. Conclusion
In this section, we give the proof of our main result.
Proof of Theorem 1.2. The proof will be divided into two cases.
Case1:b=0:ByTheorem1.1 there is anLKTS(3m) form ∈ M .ApplyLemma2.1with the knownLR(3a−1∏ri=1(2×
13ni + 1)∏pj=1(2× 7mj + 1)) by Lemma 3.7. We then obtain an LKTS(3am
∏r
i=1(2× 13ni + 1)
∏p
j=1(2× 7mj + 1)).
Case 2: b1: When m= 1, there is an LR(3× 5b−1) by Lemma 3.7. Apply Lemma 4.6 with the known RPICS(53)
by Lemma 4.1 and LKTS(15) by Theorem 1.1. Then we obtain an LKTS(3 × 5b). Further applying Lemma 2.1 with
the known LR(3a−1
∏r
i=1(2 × 13ni + 1)
∏p
j=1(2 × 7mj + 1)) by Lemma 3.7 gives an LKTS(3a5b
∏r
i=1(2 × 13ni +
1)
∏p
j=1(2 × 7mj + 1)).
Whenm = 1, there is an LKTS(3m) form ∈ M . Since a+r+p2, by Lemma 3.7 there is an LR(3a−15b∏ri=1(2×
13ni + 1)∏pj=1(2 × 7mj + 1)). The conclusion then follows from Lemma 2.1. 
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