Class-imbalanced datasets often contain one or more class that are under-represented in a dataset. In such a situation, learning algorithms are often biased toward the majority class instances. Therefore, some modification to the learning algorithm or the data itself is required before attempting a classification task. Data augmentation is one common approach used to improve the presence of the minority class instances and rebalance the dataset. However, simple augmentation techniques such as applying some affine transformation to the data, may not be sufficient in extreme cases, and often do not capture the variance present in the dataset. In this paper, we propose a new approach to generate more samples from minority class instances based on Generative Adversarial Neural Networks (GAN). We introduce a new Multiple Fake Class Generative Adversarial Networks (MFC-GAN) and generate additional samples to rebalance the dataset. We show that by introducing multiple fake class and oversampling, the model can generate the required minority samples. We evaluate our model on face generation task from attributes using a reduced number of samples in the minority class. Results obtained showed that MFC-GAN produces plausible minority samples that improve the classification performance compared with state-of-the-art AC-GAN generated samples.
I. INTRODUCTION
Imbalanced-class datasets need to be handled prior to fitting a learning algorithm in order to avoid biased models. This is a common problem across many domains including the vision domain. For example, 2D image generation and classification such as face verification [14] , face reading [22] and activity recognition using facial images [26] . Such application requires large volumes of training data with adequate number of samples per class. Therefore, an imbalanced face-images dataset needs to be handled prior to training.
Methods for handling class-imbalance can be broadly categorised as data-level solutions or algorithm-level solutions. Under-sampling and oversampling are re-sampling commonly used to handle class imbalanced datasets. These methods are simple and often yield better results. However, the main drawback of applying such sampling methods is the potential loss of data which may be caused by under-sampling or possible overfitting due to oversampling [4] . Algorithm-based solutions on the other hand aims at modifying the learning methods to account for the skewed class distribution. This includes adjusting the cost function to account to for misclassifying the class of interest [13] .
Another common data-level approach is based on data augmentation which aims at synthesizing more samples from existing dataset [6] . Such methods proved to reduce the effect of class imbalance and improve generalisation of the model [3] . However, in extreme imbalance cases augmentation may fail to produce enough variations in samples. Moreover, augmenting face image attributes like hair colour, gender, eyeglasses or smile; presents a more challenging task for simple augmentation techniques [20] . A realistic approach will be to train a generative model that can capture these facial attributes while generating plausible samples that are suitable for augmentation.
The recent advances in generative modelling have seen the generation of high-resolution images with high fidelity that are indifferent from the original training data. This development created an opportunity to resolve the problem of bias and class imbalance problem in datasets by generating synthetic samples for augmentation. The challenge here is that a generative model trained on a class imbalance dataset may not necessarily capture the actual data distribution, especially in extreme conditions where enough samples are not available to train the models. Generative Adversarial Networks (GANs) are state-of-the-art in image generation and Conditional GAN (C-GAN) [17] offers a class-specific sample generation from labels. However, GAN like other neural networks when trained on imbalance classes is affected by this problem. For instance, both Auxiliary Classifier GAN (AC-GAN) [19] , C-GAN and GAN [8] avoid generating minority classes in extreme class imbalance cases [16] .
In this paper, we propose a novel Multiple Fake Classes GAN model (MFC-GAN) for performing image generation from underrepresented class instances. Few Shot Classifier GAN (FSC-GAN) [1] implemented multiple fake classes but the samples generated were not suitable for augmentation. This is because FSC-GAN sample had artefacts or white noise patches in images. Moreover, a preliminary investigation revealed that FSC-GAN suffers from class imbalance problem and fails to generate minority class samples in extreme cases. MFC-GAN generates class-specific samples through generator conditioning. In addition, the model implements a classifier which isolates real samples into real classes and fake samples into multiple fake classes. MFC-GAN is trained with a modified objective, and we demonstrate that class imbalance problem could be addressed through re-sampling of the minority class. The proposed model was evaluated on face image generation problem from face image attributes that are under-represented in the CelebA dataset [15] which is a widely used dataset for face generation and classification [10] . CelebA attributes are represented as binary labels describing the presence or absence of a face feature such as a beard or no beard. The images distribution across these attributes varies significantly thereby creating a class imbalance problem. We explored this problem and created more scenarios by reducing the number of samples in the minority classes. Our experiments considered two minority classes namely, eyeglasses and goatee attributes. We study the generation of samples from reduced number of instances. Furthermore, the generated samples were used as augmentation set to rebalance the classes and improve classification performance. We compare MFC-GAN performance in generating additional minority samples to state-of-the-art AC-GAN. The results obtained showed that MFC-GAN performs better than AC-GAN model on different classification metrics.
Our contributions in this paper are as follows:
• Multiple Fake Classes GAN model (MFC-GAN) for generating additional samples of face images with specific facial attributes in extreme imbalance scenarios • Apply the generated samples to rebalance the dataset and improve classification of the under-represented attributes • Our method shows that it is possible to train Deep GAN models using a small number of examples. This opens new promising research directions on training Deep Models with smaller sets of data
The remainder of this paper is organized as follows. In Section II, literature is reviewed. Section III presents the proposed method. Section IV discusses in details experimental set-up, the dataset, and the results are presented in section V. Findings are discussed in section VI. Finally, we draw conclusions and suggest future directions in Section VII.
II. RELATED WORKS
Facial attribute classification is challenging because they vary significantly from one person to another [5] . Face pose angles, different lighting conditions and variety of clothing such as eyeglasses, caps, and jewelry can create an occlusion. Furthermore, an imbalance in facial attribute classes makes the classification task challenging. Attribute classification approaches can be grouped into two categories. The first category considers the local image patches by feeding in outputs from attribute detectors. The problem with this group is the sole reliance on the efficiency of the detection model [5] . And the second approaches process the global image to extract the required features and classify attributes. The latter methods are more robust and have provided state-of-the-art performances recently. Furthermore, global approaches have been implemented as multi-tasking approaches [5] and in some cases employing specific models to classify each attribute [15] , [25] . More recently, multi-task models have explored the correlation between attributes to improve classification performances as shown in [11] .
Multi-task approaches are mostly multi-model and utilize shared information from related problems. For instance, [15] proposed the use of a multi-model framework to perform attributes classification. The framework consists of a face localization network (LNet) and an attribute classification network (ANet) that feeds on a localized face from LNet. Pretraining both networks differently on a face recognition task proved to be more efficient than training from scratch. In this framework, a different SVM is trained for each attribute using the features extracted. A multi-model approach implements a different model to classify each attribute which may be cumbersome when attribute classes are large. However, it can be effective when considering specific characteristics like smile and gender. Zhang et al. [25] learn to classify gender and smile attributes from facial images using two separate networks (GNet and SNet). An exciting part of the study is the use of the correlation between specific attributes to improve performance in low data regimes. The two models were pretrained on VGG-Faces and CelebA dataset before fine tuning on FotW dataset in a general-to-specific manner.
Generating specific facial feature in images has many desirable applications such as security, fashion and in supporting other processes such as classification. Conditional GANs (C-GAN) provides the required functionality to generate faces with specific attributes. For instance, Jon in [7] used a variant of conditional GANs to generate faces from attribute vectors. Attributes were used to condition the generator and discriminator, but the author was able to control limited attributes combinations. AC-GANs, on the other hand, possesses some characteristics of C-GAN specifically conditional image generation. An extra classification task in AC-GAN re-enforces class-specific generation and improve sample quality and diversity. Research into this area revealed that face generation with auxiliary classification frameworks mostly rely on a hybrid approach using an auto-encoder model to learn or extract features before the GAN model is trained. For instance, Fine-grained Multi-attribute GAN (FM-GAN) [24] was used to generate plausible faces with precise age using facial attributes. The model is a modified AC-GAN that incorporates attributes into the generator. The authors used the conditional reconstruction of the embeddings and considered three sets of attributes: age, gender, and ethnicity. FM-GAN was trained on CelebA dataset and the synthesized images that were used to augment MORPH II dataset 1 . The new dataset was evaluated using a Convolutional Neural Network (CNN) and results obtained showed that the classifier performs better when the synthetic samples were added.
A similar strategy was used also used by Balancing GAN (BAGAN) [16] . Both the decoder and encoder were learned before adversarial training and were used to initialize BAGAN generator and discriminator respectively. This prevented the model from mode collapse and generated quality samples that were used in augmenting an imbalanced dataset. At GAN training phase, the latent vector is class-conditioned and sampled from the learned z-space from auto-encoder training. A final soft-max layer is also added to the discriminator with an extra class for all generated samples (n+1). Results show better classification results were obtained by augmenting with BAGAN and samples had better Structural Similarity Index (SSIM) [19] than both AC-GAN and the original GAN.
In the medical domain, Deep Convolution GAN (DCGAN) was used in [6] to synthesize liver lesion samples which were used to enhance CNN performance through data augmentation. The original dataset is small and training the GAN model with few examples was possible through the application of traditional augmentation techniques. Closely related to this is MelanoGAN [3] , which is a DCGAN coupled with a Laplacian GAN (LAPGAN). MelanoGAN was used to synthesize more skin lesion samples to reduce the effect of data imbalance in training ResNet-50 classifier. In face recognition domain, Data Augmentation GAN (DAGAN) [2] generated plausible facial images that were used in training matching networks [23] . The generated samples were used as augmentation samples to improve the performance of the face recognition model. To achieve this, DAGAN model requires to be trained separately before a sample selector network is collectively trained with the model on the final training phase.
All these models in the literature share some similarity with our approach, that is synthesizing more samples for augmentation. However, we use a different GAN model with multiple fake classes, and we investigate face generation from attributes that are under-represented. CelebA dataset is one of the most widely used benchmarks for facial attributes classification and face generation. While significant achievements have been recorded on this dataset, some interesting potentials still remain untapped. Hand et al. [10] pointed out that the dataset is biased towards posed celebrity images that are not indicative of the real world. Looking at the attribute distribution across images, we can see that the dataset is biased toward frontal faces, smiling and mostly young celebrity pictures. The authors argued that models trained on this dataset without putting into account such biases might perform poorly on a different domain. And balancing by re-sampling a class directly affect other class distribution as well [10] .
III. METHOD
The proposed approach trains a multiple fake classes GAN on a class imbalance dataset of face images. The trained model is used to generate plausible samples from the minority class examples. The generated minority samples are then used to augment the original training set to rebalance the dataset. Finally, we validate the approach on classification task using a Convolutional Neural Network (CNN).
Multiple fake classes were used to encourage early convergence and improve sample quality. Similar to FSC-GAN [1] , multiple fake classes were prepared from the binary facial attributes in the dataset CelebA. Real classes/labels are the attributes from the original training data, and the fake classes/labels are the associated classes/labels of images obtained during the generator training. In the same respect, a fake facial attribute label for a generated image is obtained by doubling the size of the label embedding. For instance, the binary attribute eyeglasses represented as 0100 instead of 01 and the associated fake eyeglasses label would be 0001.
Our GAN model has an auxiliary classifier and is trained using a modified AC-GAN objective. The discriminator object maximizes the sampling loss and the sum of the classification loss over real samples and fake samples into the corresponding real or fake classes as shown in Equation4 below. The generator maximizes the difference between sampling and the classification loss of real and fake samples into real classes only as shown in Equation 5 .
(1)
Where X real and X f ake are the set of real training data and generated images respectively, C represent real facial attributes and C ′ represents the associated fake labels. L s is the sampling loss which represents the probability of an image being real or fake, L D is the discriminator loss, and L G is the generator loss. Our training procedure employs oversampling to emphasize equal participation of the minority classes. Algorithm 1 summarises the training procedure of MFC-GAN.
Algorithm 1 MFC GAN Training procedure
for i in iterations do mini batch ← next training batch evaluate L D using mini batch evaluate L G using mini batch if i in steps then for j < k ministeps do mini batch ← next minority batch evaluate L D using mini batch evaluate L G using mini batch end for end if end for
Both steps and mini steps are hyper-parameters which are tunable, and they control the behaviour of the oversampling routine. For this experiment, the steps variable was kept at a value of 1000 and a mini steps of 50 was used. The generator model has one linear layer and five transpose convolution layers with strides of two in each layer. Batch normalization was used between adjacent layers and all layers were activated using LeakyReLu apart from the final layer that is sigmoid activated. The generator takes as input a random noise vector and the facial attributes as embeddings. The output is a 64×64 coloured image that is sent to the discriminator for training. The discriminator is trained on two set of images, the real training samples, and the generated samples. The first four layers are convolution layers with strides of two which are activated using LeakyReLU and batch normalization is used between layers. The final layer is parallel linear layer sigmoid output and a classification layer. We used a batch size of 100 and a learning rate of 1e − 4. Spectral normalisation [18] was used in both the generator and the discriminator, and we also experimented with gradient penalty [9] . Figure 1 presents a schematic overview of our model.
IV. EXPERIMENT
Our experiments analyze class-specific image generation and classification in a class imbalanced dataset. Experiments were conducted on celebrity faces with attributes dataset (CelebA dataset). We considered two facial attributes namely; eyeglasses and Goatee as minority classes with 13193 and 12716 instances respectively. Different experiments were carried out on a reduced number of instances using these minority classes. We considered 200, 500, 1000, 2000, 3000, 4000, 5000, 6000, 7000, 8000, 9000 and 10000 minority instances in different runs. Setting the number of minority class instances to range between 200 to 10000 allow us to assess our model in generating data in extreme imbalanced scenarios where the majority class instances represent almost 95% to 99% of the data, while the minority class instances presence ranges roughly between 0.1% to 5% of the data.
For our image generation experiment, we report the quality and diversity of the generated minority samples after each run.
For classification experiments, we extend the training data with generated minority samples from trained models (AC-GAN and MFC-GAN). Then, a CNN classifier is trained on the extended dataset, and the classification performances on the minority classes are reported.
A. Dataset
CelebA was created by annotating images from CelebFaces dataset with a face bounding box, facial landmarks and attributes annotations. It consists of 202k images with forty binary facial attributes. CelebA dataset is used as a benchmark in face detection and facial landmarks detection such as eyes, nose and mouth and facial attribute classification. CelebA attributes include curly hair, goatee, bald, male, eyeglasses, and other fine-grained attributes like wearing lipstick, heavy make-up, 5 O'clock shadow, arched eyebrows, and others. The multi-label attributes of an image open some interesting scenarios when investigating the dataset. These include the relationship between some attributes such as young and attractive, the biased distribution of attributes across samples and an unconstrained environment in facial images which creates variation among similar attributes. For our experiments, the dataset was used to perform face generation and classification of facial attributes using a low number of instances of a particular class. The dataset was preprocessed by cropping the head region using the face annotation bounding box and some heuristics. The crop was made just enough to accommodate the chin to the hair with ears visible on both sides (where applicable). The cropped image is then resized to 64 × 64 image patch. Before training, the images were normalized and labels preprocessed as described in section III. The dataset was split into a train and a test set. The test set is made up of six thousand samples with an equal number of majority and minority samples.
B. Face Generation from Attributes
Control generation was achieved by conditioning the generator on attribute labels. Several experiments were carried out with a different number of samples in the minority classes specifically eyeglasses and goatee classes. For each run, the MFC-GAN model is trained from the scratch and samples are generated after the training is completed. A similar experiment was performed with AC-GAN using goatee and eyeglasses attributes. For a fair comparison, a similar generator and discriminator structure was used in AC-GAN. We then examine the quality of the generated samples and how suitable these samples are for augmentation. Samples are good enough if they are of high quality and the required minority attribute appears in the image. The quality of the generated images from the two models is compared using established qualitative measures. We employ visual inspection and Frechet Inception Distance (FID) [12] to evaluate the quality and diversity of MFC-GAN and AC-GAN samples. A lower FID indicates a better sample quality and diversity. Visual inspection reaffirms the presence or absence of the attribute in a generated sample.
C. Facial Attributes Classification
Our classification model is a CNN with the same structure as the attribute CNN [15] . The attribute CNN has four convolution layers with max pooling layers between them. A fully connected layer follows the last convolution layer with a classifier as the final layer. We used a soft-max classifier, a filter size of three by three in all layers and trained the CNN from scratch as against starting from pre-trained weight as in [15] . We performed an initial classification of samples using reduced number of samples in the minority classes (eyeglasses and goatee). We refer to this experiment as a baseline. The number of samples in the minority classes is then extended with MFC-GAN generated samples after training on the same number of minority samples, and the classifier is retrained again. In a similar manner, AC-GAN samples were also used to extend the training data, and the CNN is trained from scratch. Finally, we report the F1-score and True positive rate of the classifier on each run. We compare the performances of the CNN when MFC-GAN samples are added to when AC-GAN samples are added.
V. RESULTS
The experiments conducted were used to evaluate the performance of the models on face generation and CNN classification with a reduced number of samples in the minority classes. Hence, we trained AC-GAN & MFC-GAN on the dataset with the varying number of samples in the minority class. Each model was then used as a source of augmentation and the classifier is retrained for each experiment. Figure 2 shows the sample data generated from each model by conditioning on the minority attribute. Tables III and IV analyse further the quality of generated images obtained during the experiments using FID metric. The FID was measured by comparing 10k samples with eyeglasses/goatee from the training data and generated 10k samples from the models after training using the approach provided in [12] . The classification results on the test set are shown in Figure 3 which compares the performance of the baseline classifier and the two models using a varying number of minority class instances. Tables I and II show the true positive rates (TPR) obtained when the models are used to augment the original dataset with more samples (generated) in a classification task. These results show clearly that when augmenting the dataset with MFC-GAN generated samples, the TPR was significantly improved in comparison with the baseline, particularly in extreme imbalanced cases (i.e. with 200 to 2000 samples). The results also show that MFC-GAN significantly outperformed AC-GAN in all scenarios.
VI. DISCUSSION
As can be seen in the results, the CNN classifier fails to detect minority class instances in extreme scenarios. This is evident from the results shown in tables I, II & F1-scores from Figure 3 . However, as the number of minority class instances increases, the CNN performance tends to improve slightly. A reasonable performance was obtained by the CNN when the number of minority class instances reached 3k for both eyeglasses and goatee attributes. This clearly shows that in extreme cases where the number of minority class instances is minimal, a data augmentation is much needed and MFC-GAN samples becomes useful.
Eyeglasses is a more prominent attribute when compared to goatee and as such better image quality and classification performance was obtained on eyeglasses attribute. Generally, both AC-GAN and MFC-GAN generated realistic samples, however, AC-GAN samples did not fall within the required Augmenting AC-GAN samples into the training set did not improve the classification accuracy of the CNN in both eyeglasses and goatee attributes classification. Moreover, the worse results were obtained in goatee classification. Visual observation of the generated images revealed that the model generated quality samples but was not of the required minority classes. Adding these samples to the training data confuses the classification model more particularly when the number of original samples is small. These samples over-shadow the real data and prevented the model from understanding the true discriminative feature/attribute in the samples. However, with significant real samples in the training data, the effect of the spurious samples is minimised. This is in line with the observations by [16] and shows that AC-GAN is inadequate in capturing the true data distribution in an extreme class imbalance scenario.
Augmenting MFC-GAN in the training set resulted in better classification results. This improvement was significant in extreme cases where the number of minority class instances is kept to minimal. MFC-GAN model trained on two hundred eyeglasses samples was able to capture the real data distribution and was capable of producing the required minority samples necessary to improve classification results. Visually observing the samples in Figure 2 shows the presence of the minority attributes which further explain the improvement in performance. These samples also had better mean FID than the samples generated by AC-GAN as shown in table III and IV. An interesting behaviour of the MFC-GAN model is that it was able to associate goatee with only male faces despite training on female examples while the model generated both male and female samples for eyeglasses.
Despite improving classification performance on a reduced number of samples (minority classes), we observed that augmenting more samples could not achieve 100% true positive rate even with 10k real samples. We tried to push the results further by under-sampling the majority class but this did not influence the results much. We infer that this could be related to the classification model chosen because no hyper-parameter search or model tuning was done. In addition, the target of our experiments was to show the usefulness of our GAN generated samples in extreme class imbalanced scenarios and classification was only used as an evaluation criterion.
VII. CONCLUSION
In this paper, we presented a Multiple Fake Classes Generative Adversarial Networks (MFC-GAN) to generate face images from an under-represented class in the dataset. We applied our method to a face generation task conditioned on facial attributes. Several experiments were carried out on a reduced number of instances in the classes of interest. Results obtained showed that MFC-GAN was able to capture the underlying data distribution from a class imbalanced dataset and generated realistic samples from a minority class instances. Furthermore, MFC-GAN samples were used to improve attribute classification in the minority classes through augmentation. The results obtained showed that MFC-GAN improved the baseline classification in extreme imbalance scenario while out-performing AC-GAN in all cases.
In our future work, we will study the relationship between attributes and how this relationship affects the multi-class imbalanced problem. Some of these facial attributes occur consistently alongside each other such as male and goatee, attractive and young. Others such as beard and sideburns or beard and moustache frequently occur together in the dataset but are independent of one another. Trying to improve the number of samples in such classes using sample generation may indirectly affect the other. Exploring how an augmentation model will isolate and maintain a balance between these subtle attributes will be an interesting research area.
