Characterizing the diurnal patterns of errors in the prediction of evapotranspiration by several land‐surface models: An NACP analysis by Matheny, Ashley M. et al.
Characterizing the diurnal patterns of errors
in the prediction of evapotranspiration
by several land-surface models:
An NACP analysis
Ashley M. Matheny1, Gil Bohrer1, Paul C. Stoy2, Ian T. Baker3, Andy T. Black4, Ankur R. Desai5,
Michael C. Dietze6, Chris M. Gough7, Valeriy Y. Ivanov8, Rachhpal S. Jassal4, Kimberly A. Novick9,
Karina V. R. Schäfer10, and Hans Verbeeck11
1Department of Civil, Environmental, and Geodetic Engineering, Ohio State University, Columbus, Ohio, USA, 2Department of
Land Resources and Environmental Sciences, Montana State University, Bozeman, Montana, USA, 3Atmospheric Science
Department, Colorado State University, Fort Collins, Colorado, USA, 4Faculty of Land and Food Systems, University of British
Columbia, Vancouver, British Columbia, Canada, 5Center for Climatic Research, University of Wisconsin-Madison, Madison,
Wisconsin, USA, 6Department of Earth and Environment, Boston University, Boston, Massachusetts, USA, 7Department of
Biology, Virginia Commonwealth University, Richmond, Virginia, USA, 8Department of Civil and Environmental Engineering,
University ofMichigan, Ann Arbor, Michigan, USA, 9School of Public and Environmental Affairs, IndianaUniversity, Bloomington,
Indiana, USA, 10Department of Biological Sciences, Rutgers University, Newark, New Jersey, USA, 11Department of Applied
Ecology and Environmental Biology, Ghent University, Ghent, Belgium
Abstract Land-surface models use different formulations of stomatal conductance and plant hydraulics,
and it is unclear which type of model best matches the observed surface-atmosphere water ﬂux. We use
the North American Carbon Program data set of latent heat ﬂux (LE) measurements from 25 sites and
predictions from 9 models to evaluate models’ ability to resolve subdaily dynamics of transpiration. Despite
overall good forecast at the seasonal scale, the models have difﬁculty resolving the dynamics of intradaily
hysteresis. The majority of models tend to underestimate LE in the prenoon hours and overestimate in the
evening. We hypothesize that this is a result of unresolved afternoon stomatal closure due to hydrodynamic
stresses. Although no model or stomata parameterization was consistently best or worst in terms of ability to
predict LE, errors in model-simulated LE were consistently largest and most variable when soil moisture was
moderate and vapor pressure deﬁcit was moderate to limiting. Nearly all models demonstrate a tendency to
underestimate the degree of maximum hysteresis which, across all sites studied, is most pronounced during
moisture-limited conditions. These diurnal error patterns are consistent with models’ diminished ability to
accurately simulate the natural hysteresis of transpiration. We propose that the lack of representation of plant
hydrodynamics is, in part, responsible for these error patterns.
1. Introduction
Evapotranspiration (ET) accounts for 60% of precipitated water in some catchments and up to 95% in others,
comprising the largest component of the terrestrial hydrologic cycle [Fisher et al., 2005; Ford et al., 2007;
Jasechko et al., 2013; Katul et al., 2012]. Jasechko [2013] has recently shown that more than 80% of terrestrial
ET must be partitioned to transpiration to maintain a mass balance between plant transpiration and CO2
uptake. Transpiration couples the carbon and water cycles and acts as a principal feedback between the land
surface and atmosphere. Furthermore, stomatal conductance controls transpiration rates and acts as a
princpal control to the surface energy redistribution and thus couples transpiration with sensible heat and
convection at the planetary surface layer. It is therefore crucial to understand its dynamics [Savabi and
Stockle, 2001]. Concomitant to transpiration, terrestrial ecosystems take up an average of approximately
120 Pg of carbon annually, providing a critical sink for atmospheric CO2 [Beer et al., 2010; Pan et al., 2011]. C
uptake rates are also limited by stomatal conductance. With global and regional temperature increases and a
potential rise of the variation in regional precipitation patterns, the ability to accurately model transpiration is
essential to predicting land surface-climate change feedback in terms of heat, water, and carbon exchange
[Allen et al., 2010; Berry et al., 2010; Choat et al., 2012; Huntington et al., 2009; Jasechko et al., 2013; Niyogi et al.,
2009; Wu et al., 2012].
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Plants balance the uptake of CO2 required for
photosynthesis with the need to maintain
sufﬁcient moisture levels inside the leaf.
Leaves close their stomata to avoid decreases
in leaf water potential that could lead to
desiccation or catastrophic cavitation within
the xylem system [Brodribb and Holbrook,
2003, 2006, 2007; Brodribb and Cochard, 2008;
Tyree and Zimmermann, 2002; Zimmerman,
1983]. Stomata operate dynamically to
regulate water loss and C uptake, and this
regulation—ultimately a function of controls
over guard cell function—is related to a
number of external environmental variables
including incoming solar radiation, ambient
CO2 concentration, temperature, humidity,
and soil water availability and internal
physiological variables such as CO2
concentration within the leaf, abscisic acid
(ABA) concentration within the leaf, and leaf
water potential [Ball, 1988; Sperry et al., 2002;
Tyree and Zimmermann, 2002]. Regulation of
stomatal conductance due to leaf-level water
stress is known to control transpiration when
the soil is dry or when vapor pressure deﬁcit (VPD) is large but can also impact stomatal apertures under
conditions of adequate soil moisture and lower evaporative demand if depletion of water storage in the leaves
occurs at a faster rate than recharge through roots, stems, and branches [Brodribb and Holbrook, 2004;McCulloh
et al., 2012; Sperry et al., 2002]. The imbalance, or lack thereof, between water demand in the leaf and water
supply from the soil imposes hydrodynamic limitations on stomatal conductance [Bohrer et al., 2005; Damour
et al., 2010; McCulloh and Sperry, 2005; Thomsen et al., 2013; Tyree and Sperry, 1989; Zhang et al., 2014].
Despite numerous advances in the understanding of water transport, current land surface and ecosystem
models do not adequately resolve observed hydrodynamic phenomena within the plants [Damour et al.,
2010; Egea et al., 2011]. At present, the most widely used models for stomatal conductance (gs) are based on
the net photosynthetic rate and environmental variables, most frequently photosynthetic active radiation
(PAR) and relative humidity or VPD [e.g., Ball et al., 1987; Collatz et al., 1991; Leuning, 1995]. These models do
not include a mechanistic link between leaf water potential and stomatal conductance but instead force
water supply limitations through empirical parameterizations of the response of gs to soil moisture at the root
zone, representing a “conceptual” understanding of the soil control on plant water uptake [De Kauwe et al.,
2013]. This relationship is generally obtained through the use of a heuristic, Feddes-type or Jarvis-type
parameterization [Feddes et al., 1976; Jarvis, 1976], which describes threshold values of soil water potential,
i.e., the onset of soil stress and the permanent wilting point, between which stomatal behavior leads to
suppressed ﬂux and gas exchange. Within this range of values, stomatal conductance declines linearly or
sigmoidally with declining water availability. Alternatively, hydraulically based models for stomatal
conductance link stomatal function to leaf water potential [Bohrer et al., 2005; Janott et al., 2011; Tuzet et al.,
2003] but typically require extensive knowledge of plant hydraulic parameters such as a species’ threshold for
cavitation, hydraulic and tree architecture, tree water storage capacity, or the cumulative root-to-leaf
resistance to water transport; all of which are difﬁcult to measure, parameterize, and implement over across
multiple species, canopy and crown structures, and plant functional types. Although these hydrodynamic
models provide a more physically realistic description of the plant hydraulic system and thus can simulate
the effects of diurnal water stress and drought limitations on transpiration, they have not been widely
incorporated in land-surface models to date [Damour et al., 2010; Egea et al., 2011; Hickler et al., 2006].
A hallmark feature of plant hydrodynamics is the daily hysteresis of transpiration (Figure 1). For the same VPD,
plants transpire more during the morning, when internal storage levels are high, than during the afternoon
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Figure 1. Examples of observed hysteresis at (a) US-ME2 on day of
year 171 of 2001 and model-“simulated” hysteresis from (b) ED2 for
the same day. Arrows and times indicate the direction of the hysteretic
cycle. LEmax and VPDmax are the respectivemaxima for the day shown.
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when water storage in the stem is depleted [Bohrer et al., 2005; Phillips et al., 2003; Verbeeck et al., 2007a; Zhang
et al., 2014]. We hypothesize that models will produce patterns of diurnal error that are representative of the
missingmechanistic representation of the physiological response to plant hydrodynamics, namely, a hysteresis,
as ﬂuxes are underestimated during morning and overestimated in the afternoon. These patterns will be
characteristic of the form and parameterization of the stomatal conductance model, the manner in which
water stress limitations are enforced, and the ecosystem type, all of which are related to the features of
plant hydrodynamics noted above. Errors in model predictions of stomatal conductance translate directly
into errors in the prediction of transpiration and therefore evapotranspiration and latent heat ﬂux (LE),
the heat ﬂux associated with the vaporization of water. Furthermore, when models are well parameterized
for the long-term overall transpiration (daily, weekly, or monthly), we expect to ﬁnd an underestimation
of transpiration during the morning and early afternoon to compensate for the afternoon-early evening
overestimation. It is likely, therefore, that errors in LE will additionally lead to errors in the sensible heat
ﬂux (H) on account of incorrect partitioning of the turbulent ﬂux terms in the surface energy balance.
Overestimations of afternoon evapotranspiration will cause afternoon temperature to appear lower, thus
causing a “damping” effect on the modeled H. Errors in resolving stomatal conductance will also inﬂuence
a model’s ability to correctly predict photosynthesis and therefore may propagate into the model’s
predictions of gross primary productivity (GPP) [Schaefer et al., 2012] and net ecosystem exchange (NEE)
[Dietze et al., 2011; Schwalm et al., 2010; Stoy et al., 2013].
The speciﬁc objectives of our study are as follows: (1) characterize the patterns of intradaily errors in model-
simulated LE; (2) if typical error patterns exist, determine whether these patterns are typical of site
characteristics (biome, mean annual rainfall, soil texture, and leaf area index) or model formulation (i.e., the
parameterization of stomatal function and water stress); and (3) determine the extent to which errors in
LE are propagated into errors in carbon ﬂux. We test these predictions by comparing simulation results
from 9 commonly used land-surface models with observations from 25 eddy-covariance tower sites of
different ecosystem types. The data were collected as part of the North American Carbon Program (NACP).
2. Methods
2.1. Data Sources and Preparation
This study uses a large-scale intercomparison between eddy-covariance observations of surface H, LE, and CO2
ﬂuxes from multiple sites and simulation results from an ensemble of land-surface models to characterize
the patterns of intradaily error in simulated LE. The North American Carbon Program (NACP) (http://www.
nacarbon.org/nacp/) site-level interim synthesis project began in 2008 and was developed with the purpose
of comparing eddy-covariance measurements and model outputs across different biomes [Schwalm et al.,
2010]. One of the purposes of the NACP synthesis was to compare the differences between modeled
and observed values for as many site model pairs as possible as a way of assessing the conﬁdence of observed
and modeled data and of identifying ways to improve the conﬁdence of both simulated and empirical
measurements [Dietze et al., 2011; Richardson et al., 2012; Schaefer et al., 2012; Stoy et al., 2013]. In this study, we
used a subset of sites and models that is included in the NACP interim site synthesis data set. Models were run
in accordance with the NACP protocol (http://nacp.ornl.gov/docs/Site_Synthesis_Protocol_v7.pdf). We
selected all sites for which ﬂux data were available from at least 10 models and all models that provided
simulation data on a subdaily basis for a minimum of 20 sites that encompass a range of North American
ecosystem types in boreal to subtropical climate zones. Tables 1 and 2 list the sites (n = 25) and models
(n= 9) included in our analysis, although not all models were run for every site. Overall, we analyze
209 model site pairs. It is important to acknowledge that under the NACP, modelers were given the
choice of which sites to run or not run.
We used half hourly or hourly observations, depending on the averaging time available from the site, of LE, H,
and NEE for all the sites to compare with the models’ simulation results for the same sites. These data are
based on the contributions by site principal investigators (PIs) from the Ameriﬂux and Fluxnet Canada
networks. As this paper focuses on the effects of hydrodynamic regulation of stomatal conductance, we used
only data from the growing season, when transpiration was expected to be an important component of
the site water balance and dominate the total evapotranspiration ﬂux. We did not attempt to partition LE into
transpiration and evaporation components [Stoy et al., 2006]. While models or additional measurements may
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be able to provide the separate estimates for these two components of the total LE, the ﬂux sites reported
only direct measurements of total LE. In an effort to avoid additional error due to partitioning uncertainty,
we discuss only errors regarding model predictions of total evapotranspiration, in terms of LE, during a
continuous period deﬁned by the peak of the growing season when we expect transpiration from vegetation
to be the dominant term of evapotranspiration. The length of the growing season was determined using
the carbon ﬂux phenology approach [Garrity et al., 2012] from gap-ﬁlled observational NEE provided in
the NACP data set. We further focused on the peak growing seasons by using observations during periods
when carbon uptake ﬂux was at least 50% of the peak 1month moving average ﬂux. It is worth noting
that during the peak of the growing season, leaf area index is high at most of these sites (i.e., >3.0), such
that the contribution of soil evaporation to the total ET should be minimal [Oishi et al., 2008].
All ﬂux observations in the data set were ﬁltered to remove periods of low turbulent mixing, during which
eddy-covariance measurements are inaccurate. We conducted that ﬁltering using a site-speciﬁc friction
velocity (u*) threshold calculation following Reichstein et al. [2005]. Only actual observations (not gap ﬁlled)
were used, and analysis was only conducted where observations were available. Carbon ﬂuxes were
provided as the net ecosystem exchange (NEE) of CO2 and its components, gross primary productivity
(GPP) and ecosystem respiration. GPP was modeled from observations of NEE and daytime respiration
estimated by the relationship between nighttime NEE and microclimate variables by the site PIs contributing
data to the NACP analysis.
Soil moisture and VPD were obtained from http://public.ornl.gov/ameriﬂux/ for U.S. sites and at http://ﬂuxnet-
canada.ccrp.ec.gc.ca/ for Canadian sites. In order to compare the amount of soil water available for plant
uptake among sites, volumetric soil water content and site-speciﬁc soil properties were used to calculate
the soil water matric potential, Ψs, following Rawls et al. [1982]. Soil characteristics provided by the
Ameriﬂux and Fluxnet Canada websites were used to approximate soil texture used in the determination
of soil water content at the permanent wilting point and ﬁeld capacity following Campbell and Norman
[1998]. Soil conditions were then divided on the basis ofΨ s into three categorical levels, representing times
when the soil was near the ﬁeld capacity, near the permanent wilting point, and in the region of intermediate
moisture conditions. VPD was divided to three categorical levels in a similar manner based on each site’s
seasonal mean daily VPD. Days for which the daily mean VPD fell within the highest 33% of the seasonal range
of VPD for that site were considered “high-VPD” days; similarly, in “low-VPD” days, the mean daily VPD falls
within the bottom 33%, and “intermediate VPD” refers to the middle 33%.
2.2. Analysis of Model Errors
Model outputs of LE were compared to observed data for all sites at a half hourly resolution. For the few sites
where observations were provided in hourly time steps (US-Ha1, US-MMS, US-Ne1, US-Ne2, US-Ne3, US-PFa,
and US-UBS), observations were linearly interpolated to half hourly. The daily cycle was interpreted on the
basis of local time in all sites, and UTC timestamps were converted to local time where needed. Error was
calculated as the difference between modeled and observed values for each half hour. Errors in H, GPP,
and NEE were also calculated and analyzed for correlations with LE error.
Table 2. Summary of Models: Stomatal Conductance Formulation, Water Stress Function and Moisture Limitation Enforcement, Temporal Resolution, Phenology
Scheme, and GPP Methodology
Model Stomata Parameterization Water Stress Function Temporal Resolution Canopy Phenology GPP Reference
Can IBIS Collatz et al. [1991] Jarvis type, direct
and indirect
Half hourly Prognostic Enzyme Kinetic Kucharik et al. [2000]
CN-CLASS Ball et al. [1987] Feddes type, direct Half hourly Prognostic Enzyme Kinetic Arain et al. [2006]
Ecosys Grant et al. [2006] Turgor potential, direct Hourly Prognostic Enzyme Kinetic Grant et al. [2006]
ED2 Leuning [1995] Bucket model, direct Half hourly Prognostic Enzyme Kinetic Medvigy et al. [2009]
ORCHIDEE Ball et al. [1987] Jarvis type, indirect Half hourly Prognostic Enzyme Kinetic Verbeeck et al. [2011]
SiB3 Collatz et al. [1991] Feddes type, indirect Half hourly Prescribed Enzyme Kinetic Baker et al. [2008]
SibCASA Collatz et al. [1991] Jarvis type, indirect Half hourly Prescribed Enzyme Kinetic Schaefer et al. [2008]
SSiB2 Collatz et al. [1991] Jarvis type, indirect Half hourly Prescribed Stomatal
Conductance
Sellers et al. [1995]
Teco Ball et al. [1987] Feddes type, direct Hourly Prognostic Stomatal
Conductance
Weng and Luo [2008]
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To determine the diurnal pattern of the errors, we calculated the mean error for each model site pair for
every half hour of the day using only peak growing season data averaged over all days and years of
observation at each site and normalized by the mean observed LE over all years for each site. We repeated
the same analysis conditioned on the three levels (wet, intermediate, and dry) of soil water matric potential
or VPD. Grand average errors in LE for each site model pair were calculated by averaging all normalized
half hourly errors for the growing seasons in all years and all soil water matric potential/VPD conditions. The
average daily error per model was calculated as the mean across all sites of the mean daily error, and
the average daily error per site was calculated as the mean error across models. Sites were grouped based
on ecosystem type and climate. Models were grouped based on the type of stomatal conductance
parameterization scheme employed, the type of water stress function used, and to what terms in the
stomata formulation water stress limitations were applied. Models that enforced water stress limitations in
the calculation for gs were considered to be “direct,” and models that enforce limitations through the
carboxylation capacity were considered to be “indirect” (Table 2).
2.3. Analysis of Hysteresis of the Diurnal Water Flux Cycle
Transpiration exhibits a distinct hysteresis in the diurnal pattern that can be seen by plotting LE as a function
of VPD during the course of each individual day [Chen et al., 2011; O’Grady et al., 2008]. The plot traces a
clockwise loop characteristic of the system’s hysteresis (Figure 1a) [Verbeeck et al., 2007a; Zhang et al., 2014].
In this work, the “degree of hysteresis” of LE was deﬁned as the integrated area encompassed by the loop.
A (0,0) point, representing minimal nighttime transpiration, was included as a boundary condition to
numerically close the loop and allow calculation of the loops’ integrated interior area [Novick et al., 2009].
Observed VPD and modeled LE were used to calculate the “model-simulated degree of hysteresis,” shown as
an example for the ED2 model at Metolius Intermediate ﬁeld site, US-Me2, in Figure 1b. This metric of
hysteresis was calculated for each day in each model or site data and then averaged across days, models, and
sites. Degree of hysteresis was also averaged for each of the three soil water potential categories and VPD
categories using the same categorical breakdown as discussed above based on the daily mean soil water
matric potential and daily mean VPD.
3. Results and Discussion
3.1. Errors in Simulated LE at the Long (Seasonal) Time Scale
Models were evaluated by their ability to simulate LE across multiple sites representing a variety of ecosystems.
The mean daily growing season errors across all sites for each model and across all models for each site are
Figure 2. Average normalized growing season LE error across all models: (a) for each site studied and (b) across all sites for
each model studied. Figure 2a patterns represent each site’s IGBP classiﬁcation: ENF–evergreen needleleaf forest, DBF–
deciduous broadleaf forest, MF–mixed forest, CRO–crop, GRA–grassland, and WSA–woody savanna. Figure 2b patterns
represent the stomatal conductance parameterization employed in each model. Error bars represent the standard deviation
for (Figure 2a) each site among models and for (Figure 2b) each model among sites.
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shown in Figure 2. No stomatal conductance formulation type was found to provide consistently the best or
worst simulated LE across all sites or ecosystem types (Figure 2b). However, the model that used the Leuning
[Leuning, 1995] formulation consistently produced an underestimation of LE, although this underestimation
was not extreme in its magnitude relative to themean errors of other parameterization approaches andmay be
due to factors other than the model for stomatal conductance. Overall, all models produced a rather good
estimation of LE, with mean half hourly errors of less than 25% of the mean ﬂux. The error of most models at
most sites was less than 10% (Figure 2), similar to the range of error suggested for LE observations in ﬂux sites
[Richardson et al., 2006]. The ecosystem type did not affect overall errors (Figure 2a). No signiﬁcant correlations
were found between mean growing season LE errors for each site and mean annual rainfall, elevation, mean
annual temperature, ecosystem type, or leaf area index (data not shown). Errors in model-simulated LE were
larger, and there were more variables when the daily average soil water content was moderate to low (Figure 3)
and when the daily average VPD was moderate to high (VPD data not shown). This suggests that models have
difﬁculties simulating the dynamics that cause stomata to close during moderate soil water content and
are probably not driven by soil water availability limitation of transpiration. Models performed best at
extreme conditions, for example, when
conditions were very wet or when
conditions are very dry and the stomata
exhibit high resistance to gas/vapor
ﬂows. Larger errors in LE, in absolute
terms, occurred during the peak hours of
photosynthesis and transpiration (9 A.M.
to 3 P.M., consistent with Richardson
et al. [2006], i.e., when LE was largest).
3.2. Relationships Between LE
and Carbon Flux Errors
Overall, errors in LE were found to have
a positive linear correlation with errors
in GPP; however, the amount of
variation explained by this correlation
was low (Figure 4). Although errors in
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the modeled carbon ﬂux may stem from a variety of sources, inclusive of errors in the observations of the
forcing and the carbon ﬂuxes [Richardson et al., 2006] and model assumptions and parameterization,
some of the errors are related to the inaccuracy in the prediction of stomatal conductance, which directly
affects both simulated LE and photosynthesis and thus creates a relationship between errors in C and
errors in latent heat ﬂuxes. Errors in LE are not decoupled from errors in other model-simulated C ﬂux
variables. For example, Dietze et al. [2011] showed that errors in NEE relate to phenology and vegetative
processes at multiple time scales. However, here we focused on the peak growing season to avoid the
potential effect of errors in the modeled phenology.
Errors in LE and GPP can also be indicative of errors in the way radiation affects stomatal conductance and
carbon ﬂux [Foken, 2008; Huntzinger et al., 2012; Richardson et al., 2012; Schaefer et al., 2012]. For example,
Foken [2008] found that most land-surface observational experiments show consistently lower combined
LE and H than the available energy (net radiation + soil heat ﬂux), which will result in lower simulated LE and
GPP than observed.
3.3. Relationships Between LE Errors and the Surface Energy Budget
Apparent errors in LE can be the result of errors in measurement of LE and not necessarily be indicative of a
nonphysical result by the model. Both observation errors in ﬂuxes and errors in energy closure in models
will lead to lack of energy closure; i.e., the sum of the ﬂuxes will be smaller (or larger) than the net radiation. The
lack of energy closure in eddy-covariance observation, particularly at the subdaily time scale, may be a result
of changes of the within canopy heat and humidity storage, unaccounted for ground heat ﬂux, and lateral
advective ﬂuxes. A simple assumption driven by conservation of energy, which is at the basis of any land-
surface model, is that the net radiation equals the sum of sensible, latent, and soil heat ﬂuxes. We can make the
simplifying assumption that during the growing season when leaves are fully expanded, the soil heat ﬂux is
low relative to the contribution of latent and sensible heat ﬂuxes and does not vary greatly at a particular site
(again, relative to latent and sensible heat ﬂuxes). We can therefore approximate the energy deﬁcit, Ex, as
Ex ¼ Rd – LE – H
where Rd is the net radiation at the land surface.
We raise two alternative hypotheses: (1) errors in LE are the results of errors in the partitioning of the surface
energy budget into LE and H, mostly due to an error in the value of stomatal conductance which leads to
overestimation or underestimation of LE and thus a compensation with an underestimation or overestimation
of H driven by the assumption of conservation of energy in the model and (2) errors in LE are a result of
observation or model error in energy closure, and thus, an overall overestimation/underestimation of the total
surface ﬂuxes will be distributed to errors in both LE and H. In the case of hypothesis (1), we predict
that errors in H and errors in LE will be negatively correlated, while in the case of (2), the LE and H errors
should be positively correlated. Additionally, in the case of (1), errors in LE or H should not be correlated
with the observed Ex, while in the case of (2), bothH and LE errors (the sum of which deﬁnes the error inmodeled
Ex) should be positively correlated with the observed Ex.
We analyzed the relationship between model errors in LE, model errors in H, observed Ex, and modeled Ex
during the daytime hours of the growing season (between 9 A.M. and 6 P.M. and when Rd> 20W/m
2) and
when turbulence mixing is high (above the u* threshold). In these times, changes of heat or humidity
storage in the canopy should be minimal, and these time periods are when transpiration is the major
component of LE (Table 3). Errors in LE and errors in H were very weakly correlated (all R2< 0.05) with an
inconsistent trend, positive in roughly half of the models and negative in the others (Table 3). Errors in LE
and errors in H were positively correlated with errors in observed Ex (R
2< 0.14 and 0.14, respectively).
Modeled Ex was also positively correlated with observed Ex (R
2< 0.33), indicating that models perform less
well when the site observations include a large-energy closure error. The signiﬁcance, strength, and sign
of these correlations show that it is impossible to reject either hypotheses and that model errors are likely a
combination of errors in LE that are largely related to model’s or observation’s ability to close the energy
balance and that errors in LE and H are driven by compensation to conserve energy in several of themodels we
studied. Therefore, we can assume that, at least to some degree, causes of model errors in LE are independent
of the energy budget and related to the calculation of transpiration and stomatal conductance.
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3.4. Diurnal Patterns of LE Error and Hysteresis in the LE-VPD Curve
Although the majority of site model pairs tend to produce underestimations of LE, intradaily patterns of errors
in LE show both underestimations and overestimations, frequently in a compensatory manner. These diurnal
patterns of LE errors, for the most part, tend to be grouped well on the basis of the formulation of stomatal
conductance in the different models (Figure 5). ED2, which uses the Leuning [Leuning, 1995] formulation,
consistently underestimated LE, with most of the underestimation during the early part of the day. As the only
model in its class, it is not clear what components of its formulation drive this type of error pattern compared to
patterns in other models. Cross-Chain Loran Atmospheric Sounding System (CN-CLASS), Organizing Carbon and
Hydrology in Dynamic Ecosystems (ORCHIDEE), and Teco, which use the Ball-Woodrow-Berry (Ball et al., 1987)
scheme, tend to underestimate transpiration early in the day and overestimate it during the afternoon and early
evening. Similar patterns are shown by Ecosys, which uses the Grant-Black (Grant et al., 2006) scheme and exhibits
the smallest overall bias. This error pattern corresponds with the pattern of error we predict to be caused due to
the lack of plant hydrodynamics—overestimation of the ﬂux late in the day may be driven by the lack of
hydrodynamic restriction of stomatal conductance and therefore photosynthesis due to reduced storage levels
and low leaf water potential. Parameterization using the long-term (daily, weekly, andmonthly) totals of the water
ﬂux adjusts the entire curve downward (assumably through changes to parameters controlling light-use efﬁciency
and reduction of maximal photosynthesis and stomatal conductance) and leads to underestimation of LE in the
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Figure 5. Diurnal model error patterns for speciﬁc stomatal conductance schemes. (a) Leuning [Leuning, 1995], (b) Ball-
Woodrow-Berry (Ball et al., 1987), (c) Collatz-Ball (Collatz et al., 1991), and (d) Grant-Black (Grant et al., 2006).
Table 3. Correlation Statistics Between the Modeled and Observed Energy Budget Deﬁcit (Ex) and Errors in LE and H for
Each Modela
(y Versus x)
Modeled Ex Versus
Observed Ex
LE Error Versus
Observed Ex
H Error Versus
Observed Ex
LE Error Versus
H Error
Model R2 slope R2 slope R2 slope R2 slope
CanIBIS 0.15 0.59 0.01 0.09 0.12 0.32 0.00 0.06
CN-CLASS 0.28 0.73 0.07 0.19 0.01 0.09 0.01 0.07
Ecosys 0.24 0.86 0.04 0.15 0.00 0.01 0.04 0.14
ED2 - - 0.04 0.35 - - - -
ORCHIDEE 0.22 0.64 0.02 0.13 0.07 0.24 0.00 0.04
SiB3 0.10 0.38 0.14 0.28 0.13 0.35 0.03 0.13
SibCASA 0.14 0.42 0.12 0.26 0.14 0.32 0.02 0.11
SSiB2 0.33 0.64 0.12 0.24 0.02 0.13 0.05 0.16
Teco - - 0.00 0.11 - - - -
aED2 and Teco did not provide model outputs of H. All P< 0.0001.
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earlier parts of the day. Models using the Collatz-Ball (Collatz et al., 1991) scheme show the inverted patterns and
tend to overestimate LE early in the day and then underestimate afternoon LE (Figure 5), which could be caused
by an oversensitivity to VPD.
At the site level, the majority of the largest diurnal errors in half hourly LE occurred when the daily average
soil conditions were in the range of intermediately wet and when VPD was high (data not shown). The
majority of these large errors were underestimations of ﬂux during the hours of 10 A.M. to 3 P.M.. Sites did not
tend to demonstrate similar patterns of error throughout the day when grouped by ecosystem type
(Figure 6). Regardless of ecosystem type, the majority of sites showed an underestimation of LE during the
morning and afternoon followed by an overestimation during the evening. However, some sites (e.g., CA-Let,
CA-Gro, US-PFa, US-IB2, US-NR1, US-Dk3, US-Me2, and US-UMB) show an underestimation during the entire
day with slight to no overestimation in the evening and nighttime. Other sites show very little error or
an overestimation during the early part of the day (e.g., CA-Oas, US-MMS, US-Ton, and US-WCr). Crop sites
show the largest intradaily errors, indicating that models have the most difﬁculty simulating transpiration
for these ecosystems.
The underestimation of LE in the ﬁrst half of the day and overestimation in the second, together with the
observation when most models approximate LE very well at the integrated daily time step, demonstrate
that model parameterizations offset opposing errors. The largest errors among the four models with the least
bias (Ecosys, CN-CLASS, Simple Biosphere/Carnegie-Ames-Stanford Approach (SibCASA), and ORCHIDEE;
Figure 2b) occur when the soil is wet and intermediately wet (Figure 3a). The pattern of error indicates that
they tend to underestimate evapotranspiration moderately throughout the entire day and more so during
the hours of peak transpiration when the soil is wet and intermediately wet. These models tend to
overestimate LE when the soil is dry. Conversely, the relatively largest errors for the models with the highest
bias (SiB3, CanIBIS, SSiB2, Teco, and ED2; Figure 2b) tend to occur when the soil is dry or intermediately wet
(Figure 3b). They show a similar tendency to underestimate LE during peak transpiration but overestimate
during the mornings and evenings for all soil conditions. Although nighttime observations of ﬂuxes have
larger errors than during the day, due to weak wind and turbulent mixing and thus larger fraction of ﬁltered
observations [Novick et al., 2009], the fact that models consistently overestimate nighttime evaporation,
rather than ﬂuctuate with larger errors, suggests that at least in part, this nighttime overestimation is driven
by parameterization of the models for the total water budget that compensates for underestimation of
daytime transpiration. This compensation, particularly during early morning and late evening hours, when
transpiration is low, allows models to be reasonably accurate at the overall daily time scale while having
consistent bias patterns of the diurnal dynamics.
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Figure 6. Diurnal average model error patterns for site type. (a) Agricultural, prairie, and grasslands; (b) evergreen needleleaf
forests; (c) mixed forests; and (d) deciduous broadleaf forests. Due to the similarity of their error patterns, agricultural (CRO),
grassland (GRA), and savanna (WSA) sites were grouped together.
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The differences between the simulated
and observed diurnal dynamics of LE
are apparent when analyzed within
the framework of the daily hysteresis of
LE as a function of VPD. We observed
positive hysteresis in all sites in most
days (Figure 7). Reversible hysteresis of
this type (i.e., the next day can repeat
a similar cycle) is usually the result of
a numerical reduction to a single
dimension of a multidimensional
process. There is a debate as to the
cause of this hysteresis, whether it is
the result of the lag between the daily
pattern of VPD and the level of
photosynthetic active radiation (PAR)
or due to stomatal conductance
inherent dependence on the plant
hydrodynamics through hydration
status at the leaf and branch level [Tuzet et al., 2003; Verbeeck et al., 2007a, 2007b; Zhang et al., 2014]. In
the ﬁrst case, LE is a repeatable function of both VPD and PAR, and the same level of LE is expected when a
speciﬁc combination of LE and PAR would occur. Hysteresis in the LE curve will be a result of plotting LE
as a single-axis function of VPD while ignoring the PAR axis. The daily peak of PAR is earlier than the
daily peak of VPD, and thus, higher transpiration levels occur before the daily max of VPD than later in the
day. In the case of plant hydrodynamics, LE would be a function of VPD and water storage levels in
the plant, as expressed by leaf water potential. Hysteresis may be driven by midday stomata closure [Brodribb
and Holbrook, 2004; Sperry et al., 2002; Tyree and Sperry, 1989; Tyree and Zimmermann, 2002]. Water transport
from the root is, in most cases, slower than the maximal rate of transpirational water loss from the leaf, and
therefore, when storage is depleted, maximal transpiration rates cannot be sustained. Throughout the day, the
capacity becomes depleted due to ongoing transpiration. As this hydraulic process occurs, stomata respond
to reduced leaf water potential by reducing their aperture. This pattern of stomatal response leads to a decline
in the afternoon transpiration relative to the prenoon rates and appears as hysteresis in the LE-VPD curve
(Figure 1). In the physical world, LE is a function of VPD, leaf water potential, and PAR, along with other variables
(temperature, plant physiology, phenology, etc.), and therefore, it is plausible that the apparent hysteresis is a
result of a combination of drivers.
Following our assumptions about the potential sources for the hysteresis, if the source of hysteresis is mostly
due to the lag between PAR and VPD, models should be able to resolve the hysteresis well because the
stomata parameterizations primarily describe the PAR and VPD response of stomata. In fact, models that
overemphasize the role of VPD or PAR in modulating stomatal conductance will predict larger hysteresis than
observed. However, the component of the hysteresis that is driven by the lag between VPD-driven stomatal
conductance response and plant water storage level will not be resolved by models and thus will lead to
lower simulated hysteresis than observed.
Overall, most models tend to underpredict the degree of hysteresis in all sites (Table 4). Underestimation of
hysteresis was relatively greater for sites where the observed hysteresis was either very low or very high
(Figure 7). Although, for our study, we do not have data available by which to directly calculate plant water
status, we use soil water potential as a measure of how much water is available in the soil for root uptake.
Similar to the ﬁndings of O’Grady et al. [2008] and Chen et al. [2011], we ﬁnd that the largest values for
observed hysteresis occur when the daily mean VPD is moderate to large, while the smallest occur when VPD
is lowest (Table 4). We also ﬁnd that as observed hysteresis becomes large, model performance declines
relative to periods characterized by moderate hysteresis (Figure 7). We suggest that as hysteresis becomes
large, it is more dependent on plant hydrodynamic factors than abiotic factors and that this “tailing off” of
models’ ability to accurately simulate these effects is also related to the lack of a mechanistic manner with
which to simulate changing plant water status and the related stomatal closure.
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Evergreen needleleaf forests tended to have the lowest observed degree of hysteresis, while crop sites
tended to have the highest (Figure 7). The effects of different components of the conductive system, such as
the area of conductive xylem, the xylem maximal conductance and capacitance, the shape of the cavitation
curve, the sensitivity of stomata to leaf water potential, as well as the response to foliar abscisic acid all
combine to describe the hydrodynamic component of stomatal conductance. In this study, we do not have
the observations needed to determine which of these are speciﬁcally responsible for the differences
between site types. We also cannot fully determine to what degree the errors in the hysteresis are driven by
errors in the temporal hydrodynamics or errors in the modeled lag between the timing of max VPD and the
timing of max transpiration (as suggested by Zhang et al. [2014]). Nonetheless, at a very simplistic level,
our observations are consistent with the fact that tall conifer forests (large, low wood density) are expected
to have the largest amount of storage per transpiring leaf area and thus encounter less and later daily
hydrodynamic restriction of stomatal conductance and therefore lower hysteresis, while crops have the
lowest storage per leaf area. These results are further supported by a recent study byMcAdam and Brodribb
[2014] that showed no hysteresis in the coniferous speciesMetasequoia glyptostroboides due to lack of ABA
response under evaporative stress.
Models using the Collatz-Ball (Collatz et al., 1991) formulation tended to produce larger than observed
hysteresis, while all other model types consistently underestimate hysteresis. None of the models are driven by
a mechanistically physical representation of the plant hydrodynamics, and therefore, all are expected to
produce at least some degree of underestimation of the hysteresis. We propose that the Collatz–Ball-based
models overemphasize the effects of VPD and, as we predicted above, generate an overall overestimation the
hysteresis. This is further supported by the fact that all and only these models produce the speciﬁc pattern of
overestimation of transpiration in the early part of the day, when light is the major driver of stomatal
conductance (Figure 5c). In contrast, all othermodels overestimate stomatal conductance in the later part of the
day, as we hypothesize the characteristic pattern of lack of modeled plant hydrodynamics (Figures 5a, 5b, and
5d). It is noteworthy that Ecosys, the only model employing the Grant-Black (Grant et al., 2006) formulation,
shows the least amount of overall bias (Figure 2b) in the calculation of LE and has a relatively subtle pattern of
diurnal error (Figure 5d). The Grant–Black formulation is distinguished in two ways: (1) it provides no direct link
between VPD and gs, and (2) it is the only formulation to directly employ a diagnostic variable representing the
plant water potential that controls the stomata response to water limitations, rather than to use a Jarvis-like or
Feddes-like water stress factor, which relates stomatal conductance directly to the soil. By subtly altering the
formulation of stomatal conductance to include a slightly more physical approach to link conductance to plant
water status, Grant–Black may have made an increase in model accuracy. However, with only one model in our
study employing this stomatal formulation, it remains unclear if this is the only factor driving its accuracy.
4. Conclusions
Land-surface models are essential tools for predicting how rising atmospheric CO2 concentrations and climate
change will affect our environment and the ways in which we interpret it. While we found that, overall, models
resolve the long-term water budget relatively well, errors in simulated LE were found to be correlated with
errors in gross primary productivity and net ecosystem exchange. We suggest that model performance in terms
of surface heat ﬂuxes as well as carbon ﬂuxes could be improved by improving the simulation of the latent heat
ﬂux, and particularly stomatal conductance. Our results indicate that intradaily patterns of errors in LE as
Table 4. Degree of Hysteresis Errors Across Multiple Forcing Conditions, Averaged Over All Sites Studieda
Average Observed
Degree of Hysteresis
Error: Ball
et al. [1987]
Error: Collatz
et al. [1991]
Error: Leuning
[1995]
Error: Grant et al.
[2006]
Grand Averaged
Error
All 0.217 0.183 0.009 0.186 0.106 0.107
Wet soil 0.214 0.176 0.002 0.168 0.104 0.097
Low VPD 0.193 0.202 0.033 0.207 0.131 0.129
Med soil 0.215 0.188 0.026 0.181 0.108 0.116
Med VPD 0.251 0.157 0.023 0.155 0.063 0.076
Dry soil 0.247 0.175 0.005 0.178 0.071 0.095
High VPD 0.247 0.156 0.036 0.183 0.030 0.073
aErrors are calculated as modeled-observed.
Journal of Geophysical Research: Biogeosciences 10.1002/2014JG002623
MATHENY ET AL. ©2014. American Geophysical Union. All Rights Reserved. 1469
simulated by current land-surface models are likely driven to some degree by the model’s lack of ability to
account for the daily hysteretic response of transpiration to VPD. This deﬁciency along with the patterns of the
errors in modeled LE is indicative in most models of missing hydrodynamic responses at the leaf level, which
limit accurate predictions of stomatal conductance and therefore transpiration. We propose that the poor
representation in present land-surface models of plant hydrodynamic ﬂuctuations stems from the lack of a
mechanistic tool with which to simulate water ﬂux from the soil through the vegetative system. In order to
improve model robustness, accuracy in the simulation of the subdaily time scale must be achieved.
Overall, at daily, monthly, and seasonal time scales, the models were accurate with model error rates close to
the observation uncertainty, which deﬁnes the limit of achievable accuracy. Nonetheless, the diurnal pattern of
errors at the hourly time scale may accumulate to affect particular large-scale dynamics in weather models. At
short time scales, these errors in the modeled LE will lead to errors in model prediction of temperature which
will be reﬂected in simulated H and in the response of photosynthesis to temperature and thermal injury
[Dietze, 2014; Sage and Kubien, 2007]. We hypothesize that in areas with strong diurnal patterns of wind, such
as places with lake or sea breeze, or mountains with thermally driven slope ﬂows, trading off morningtime
transpiration for afternoon transpiration will lead to different advection paths for humidity, which will
consequently change the long-term mean humidity downwind of the transpiring vegetation. Cloud formation
is another process with a strong diurnal cycle, where differences in the intradaily dynamics of transpiration may
affect moisture availability and thermal uplift strength at key times for speciﬁc cloud processes [de Arellano
et al., 2014; LeMone and Pennell, 1976]. Similarly, the diurnal dynamics of stomatal conductance affect processes
other than evaporation and photosynthesis. For example, emission rates of some volatile organic compounds
(VOCs) from certain species of plants (e.g., Fagus sylvatica, Quercur robur, Betula pendula, and Eucalyptus
camaldulensis) are dependent on stomatal conductance [Folkers et al., 2008; Hüve et al., 2007; Niinemets and
Reichstein, 2003; Winters et al., 2009]. The large-scale consequences of these VOC emissions are determined
by the reactions and interactions of these VOCs with other chemicals in the atmosphere (e.g., ozone), light
availability, and temperature, all of which have strong diurnal dynamics. Therefore, changing the diurnal
temporal dynamics of stomatal conductance and VOC emissions may result in nonlinear interactions and drive
a large-scale difference in the resulting atmospheric chemistry. We propose that an approach for mechanistic
representation of plant water potential and its effects on stomatal conductance at a plot scale is needed to
increase accuracy at a subdaily time scale in addition to longer periods of drought, which are predicted to
become longer and more frequent across a number of areas with global climate change.
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