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1. INTRODUCTION 
This paper deals with the general problem of determining what kinds of 
multiplications can be put on a Banach space to make it into a Banach algebra. 
It has been shown that for a unital Banach algebra, the identity must be a 
vertex and a point of local uniform convexity [I ; 2, pp. 33-381. This implies 
that many Banach spaces (e.g., Hilbert space) cannot be made into unital 
Banach algebras. Grabiner has shown that any separable Banach space can be 
made into a radical Banach algebra of power series [6] or a semisimple Banach 
algebra of sequences with termwise multiplication [5]. 
In this paper we point out that many of the problems in the theory of 
strictly cyclic operator algebras as studied by Embry [4], Herrero [7], and 
Lambert [8] are closely related to the problem of putting multiplications on 
Banach spaces. In this paper we prove that any Banach space with a weak-* 
separable dual can be made into a radical Banach algebra of power series of 
any finite or countable number of indeterminates, commutative or not; a 
radical Banach algebra of strictly lower (or strictly upper) triangular matrices; 
or a radical Banach algebra of Dirichlet series. We prove that given a Banach 
space B with a weak- * separable dual and a complemented subspace with an 
unconditional basis, and given an incidence algebra I(P) on a countable 
locally finite partially-ordered set P (as defined by Doubilet, Rota and Stanley 
in [3, pp. 269-271]), we can give B a separately continuous multiplication so 
that it is algebraically isomorphic to a dense subalgebra of I(P). As a corollary 
of this theorem, we get that any Banach space which satisfies the conditions 
of the theorem can be made into a Banach algebra of lower (or upper) 
triangular matrices. 
In this paper B denotes an infinite-dimensional real or complex Banach 
* This paper is based on part of the author’s dissertation research at Claremont 
Graduate School under the guidance of Dr. Sandy Grabiner. 
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space. (b, ,/I,,) denotes a generalized basis for B, i.e., a pair of sequences 
{bn}T C B, {,&}y C B* satisfying: 
(i) fii(bj) = 6ij (the Kronecker delta) 
(ii) {/In} is total over B. 
If, in addition, the linear span of {b,} is dense in B, we have a Marhushevich 
basis. A generalized basis is normalized if I( b, // = 1 for all n. Any separable 
Banach space has a Markushevich basis [9, Theorem 7, p. 1161 and it has 
recently been proved that a Markushevich basis can be chosen which is 
normalized and such that (11 fi, II} * is b ounded [lo, Theorem 1, p. 11. B has a 
generalized basis if and only if B* is weak-* separable [9, Theorem 2, p. 1181. 
It is easy to show that B* is weak- * separable if and only if B* has a countable 
subset which is total over B. By a topological algebra, we mean a Hausdorff 
topological vector space which is an algebra with separately continuous 
multiplication. By a Banach algebra, we mean a Banach space which is an 
algebra with separately continuous multiplication. Application of the uniform 
convergence theorem to separate continuity gives that our multiplication 
satisfies Ii q II < K II x II II y II f or some positive constant K [12, p. 51. So 
we get a Banach algebra in the strict sense (i.e., submultiplicative) under an 
equivalent norm or by defining a new multiplication by x o y = (1 /rC) xy. By 
a lower triangular matrix we mean an infinite matrix whose entries vanish 
above the diagonal. By a strictly lower triangular matrix, we mean an infinite 
matrix whose entries vanish on or above the diagonal. Upper and strictly 
upper triangular matrices are defined similarly. 
2. PRELIMINARY REMARKS 
Let fl be a uniformly closed algebra of bounded linear operators on a 
Banach space B. If, for some e e B, we have (A(e) ] A E G!} = B, then we say 
that e is a strictly cyclic vector and that @ is a strictly cyclic operator algebra. 
If we have, in addition, that A(e) = 0 implies that A = 0 for A E a, then we 
say that our strictly cyclic operator algebra is separated. Now let 02 be a 
separated, strictly cyclic operator algebra with separating strictly cyclic 
vector e. For f~ B, let A, denote the element of fl such that A,(e) = f. 
The map T: a%+ B defined by letting T(f) = A, is a Banach space iso- 
morphism [4, Lemma 2.1, p. 4441, so if we let fg = T-l(T( f) T(g)) = 
A,A,(e) = A,(g), we make B into a Banach algebra with right identity e. 
Conversely, if 02 is a Banach algebra with right identity e, the left regular 
representation gives us a separated strictly cyclic operator algebra. Thus 
many problems in the theory of separated strictly cyclic operator algebras 
become problems in the theory of Banach algebras. For example, Embry’s 
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result that every separated strictly cyclic operator algebra has a maximal 
invariant subspace [4, Theorem 3.1, p. 4451 becomes a direct consequence of 
the fact that every modular left ideal is contained in a maximal left ideal. 
It is easy to construct multiplications with identity on Banach spaces. 
Let e E B, e $1 0. Let f be a continuous linear functional with f(e) # 0. 
Let M be the null space off. Then B = M @ In(e), the direct sum of M and 
the linear span of {e>. If we define a separately continuous multiplication on M 
(e.g. we can let xy = 0 for x, y E M), then we can define a separately con- 
tinuous multiplication with identity e on B by letting (ale + m) (/3e + n) = 
@e + an + /3m + mn, where m, n E M and 01, d are scalars. If we require 
that our Banach algebras be unital, i.e., that the identity have norm 1 and 
that the multiplication satisfy I( xy [j < [/ x [( 11 y Ij , then the problem of 
constructing Banach algebras with identity becomes much more difficult as 
we pointed out in the Introduction. 
3. MAIN RESULTS 
THEOREM 1. Let C$ be a continuous injective linear map from a Banach 
space B onto a subalgebra of a Hausdorfl topological algebra. Then the multi- 
plication deJined by letting xy = +-‘(4(x) 4(y)) makes B into a Banach algebra. 
Proof. It is clear that our multiplication makes B into an algebra. We 
only need to prove that the multiplication is separately continuous. W.l.o.g., 
suppose multiplication on the left by the fixed element x is not continuous. 
By the closed graph theorem, there exist ye E B, with yn -+ 0 and 
xy, -P x # 0. But by continuity, we have 4(z) = lim, $(xy,J = 
lim, VW WJ = 4(x> lim, 4(m) = 0, a contradiction to injectiveness. 
The rest of this paper is concerned with generating multiplications on 
Banach spaces by finding conditions such that Theorem 1 applies. 
Let 9’ be the space of all real or complex sequences with a multiplication 
defined so that it is an algebra. 
DEFINITION 1. For x = (x1 , x2 ,...) E Y, x # 0, we define ord(x) = 
min{n 1 x, # 0). We define ord(0) = 00. 
DEFINITION 2. We say that Y is a shift algebra if for all x, y E 9, 
x # 0 # y, we have ord(xy) > max{ord(x), ord(y)}. 
Example of a shift algebra: For x, y E 9, let 
xy = 
c 
O,X,Y, ,..., y xiynmi ,...) . 
i=l 
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The resulting algebra is naturally isomorphic to the algebra of formal power 
series with zero constant coefficients. 
Let r, denote the nth coordinate linear functional for 9’. We note that if 
x, y E Y, then 
r&y) = %([(X, ,.-*, X,-l 9 0 ,...) + (O,..., 0, %a , x,+1 ,...>I 
x NY1 >**-> yn-1 > Q...) + (O,..., 0, yn , yn+1 ,...)I) 
= ~,((X, ,***, X,-l 3 O,...) (Yl ,a.., yn-1 9 b.)) 
by the shift property. So if we let F, be the bilinear functional on B x B 
defined by Fn(x, y) = I,, then F, is a bilinear functional of the first n - 1 
coordinates of x and y and we have xy = (0, F&x, y), F3(x, y),...). We note 
that Y is a complete Hausdorff topological algebra under the topology of 
termwise convergence. For convenience in computation, we define 
II F, II = sup{lFn((x, ,... , x,-l, 0 ,... ), (x ,..., yn-1, %..>)I I I x1 I + ... 
+1x,-11 =LIy,/+-.+IY,-,I ==I>. 
Because of the shift property, we always have FI = 0. In the example we gave, 
n-1 
FAX, Y) = C XiYn-i > 
i=l 
so ((F, (1 = 1 for 1z 3 2. In the examples of shift algebras in this paper, 
I/F, /( is always equal to 1 or 0. 
THEOREM 2. Let B be a Banach space with generalized basis (b, ,/3,) and 
let 9’ be a shift algebra. Then we can pick scalars c, # 0 so that the 
map 4: B + 9 defined by 
has the following properties: 
(i) +(B) is a subalgebra of 9’. 
(ii) The multiplication dejned by letting xy = @‘(4(x) 4(y)) makes B 
into a radical Banach algebra. 
Proof. W.1.o.g. we can assume that (b, , p,,) is normalized. Pick c, # 0 
so that 
s2 I c, I II Fn II (F; (I! A II/l G I)y -=c 00% (1) 
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Because of (1) and (2), 
z = f Cn~n(4(4,4(Y)) &I 
n=2 
is an absolutely convergent series in B, and d(z) = (0, Fs($(x), 4(y)), 
C&4x), 4(r)),-> = 4(x> 4(r). So TV) is a subalgebra of Y and Theorem 1 
assures us that our multiplication generates a Banach algebra. 
To show that our Banach algebra is radical, we look at the extended left 
regular representation as defined in [12, p. 41. Let e be the identity of the 
extension of B, let x, y E B, and let (II be a scalar. Let A, denote left multiplica- 
tion by x. Then we have 
The convergence of (1) assures us that A, is a compact operator on the exten- 
sion of B. By the Fredholm theory, all nonzero spectral values of a compact 
operator are eigenvalues. Since the range of A, is contained in B, all nonzero 
eigenvalues must be in B. Suppose xy = Ay with X # 0. Then by the shift 
property we have ord(+(y)) = ord(h$(y)) = ord($(xy)) = ord(+(x) q5( y)) > 
ord(d(y)), a contradiction. So A, , and hence x, must be quasi-nilpotent. Since 
x was arbitrary, B must be a radical Banach algebra. 
In order to generate multiplications on Banach spaces, we want to generate 
shift algebras. Use of certain semigroups will help us do this. 
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DEFINITION 3. A countable semigroup G = {gn}T u (0) is a shift semi- 
group if it satisfies: 
O~g,=O=O2=g*~O for all 71. (3) 
If gig, = gk 9 then k > max{i, j}. (4) 
We note that if a countable semigroup satisfies (4), then 0 can be added so 
that (3) is satisfied. 
THEOREM 3. Let G = (g,},” u (0) b e a shif semigroup. Let us define a 
multiplication on the space 9’ of all sequences by (x1 , x2 ,...) (yI , y3 ,...) = 
(0, z2, x3 ,...) where 
z, = c xiyj . (5) 
i,i 
g,g,=g, 
Then the resulting multiplication makes Y a shift algebra. 
Proof. The associativity of the semigroup gives us associativity for our 
multiplication. Equation (4) assures us that our multiplication is a shift. 
Examples of shift semigroups: 
1. Let G be the additive semigroup of positive integers with 0 added as 
an annihilator. The shift algebra generated is isomorphic to the algebra of 
formal power series with zero constant coefficients. 
2. Let G be the multiplicative semigroup of the nonnegative integers 
with the identity omitted. The shift algebra generated is isomorphic to the 
algebra of formal Dirichlet series with zero constant coefficients. 
Many semigroups are shift semigroups if they are sequentially ordered 
appropriately. The next theorem gives us necessary and sufficient conditions 
that this can be done. 
THEOREM 4. Let G = (ggz}F u (0) be a semigroup which satisfies (3) and 
such that: 
Each g, f 0 has only a$nite number of factorizations. (6) 
Then the g, can be permuted so that a shift semigroup is formed, 
Proof. Note that (6) excludes the possibility of idempotents, since if 
g, =: g,“, then g, = g,2 = g,a = ... . 
We say that gi divides g, if gi = g, or if gb can be expressed as a product 
of a finite number of g, including gi . Divisibility is clearly a transitive 
409/56/2-13 
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relation. It clearly will be sufficient to order the g, sequentially so that each 
g, is preceded by its proper divisors. We define a partition {.Pn}T of G\({O,’ 
inductively: 
:Yr = (gi j gi dividcsg,} 
Pn+r = {gi 1 gi dividesg,+,}\ 
Condition (6) assures that each 8, is finite. Let p(gJ = n if gi E 9, . If gi 
divides g, , then p(gJ < p(g&. Let Z(gi) equal the maximal number of 
factors in a factorization of gi . Clearly, if gi is a proper divisor of gIc , then 
Z(g,) < Z(g/,). We define a new order relation < on G\(O) by the following: 
gi < g, if 
(9 Pki) < Pkk) or if 
(ii> p(d = p(gk) and 4gJ < Kd or if 
(iii) p(g,) =p(glc) and Z(gi) = Z(gk) and i < k. 
Since the sets .Yn are finite, < defines an order relation which is isomorphic 
to the ordering on the positive integers. Since gi <g, , whenever gi is 
a proper divisor of g, , this completes the proof. 
COROLLARY 5. Let G ={gn}F u(0) b e a semigroup satisfying (3) and (6). 
Then G generates a multiplication on the space 9’ of sequences by (5), and the 
algebra generated is isomorphic to a shift algebra by a permutation of terms. 
Proof. The existence of the multiplication in Theorem 3 depends only 
on the fact that each nonzero element of the semigroup can be expressed as 
the product of two semigroup elements in only a finite number of ways. 
So the multiplication is well defined for a semigroup satisfying (6). Theorem 4 
assures us that an appropriate permutation of the terms will give us a shift 
algebra. 
Corollary 5 is useful in that it shows that many important algebras are 
isomorphic to shift algebras and can generate multiplications for Banach 
spaces. In particular, if we let G be the free semigroup on some finite or 
countable number of noncommuting letters with 0 added as an annihilator, 
it is easy to see that G satisfies (3) and (6). An algebra of sequences generated 
from G is isomorphic to the algebra of formal power series of some number of 
noncommuting indeterminates. Similarly, the free semigroup on some number 
of commuting letters generates an algebra which is isomorphic to the algebra 
of formal power series of some number of commuting indeterminates. For 
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another example, let G be the multiplicative semigroup of all infinite, strictly 
lower triangular matrices with at most one nonzero entry, and such that any 
nonzero entries must be equal to 1. The shift algebra generated is naturally 
isomorphic to the algebra of all infinite strictly lower triangular matrices. As a 
consequence of Theorems 2 and 3 and Corollary 5, we have the following 
theorem: 
THEOREM 6. Let B be a Banach space whose dual is weak-* separable. 
Then Banach algebras of the following classes can be constructed from B by the 
defining of multiplications: 
(i) A radical Banach algebra of any jnite or countable number of 
indeterminates, commutative or not. 
(ii) A radical Banach algebra of Dirichlet series. 
(iii) A radical Banach algebra of injnite strictly lower trangular matrices, 
containing all strictly lower trangular matrices with a jnite number of nonxero 
entries. 
In Theorem 2, we looked at Banach spaces as spaces of sequences. In order 
to generate multiplications, we exploited the fact that if a sequence converged 
to zero “fast enough,” it had to be in the space of sequences by the com- 
pleteness property. We now wish to exploit the fact that certain bases have 
projections associated with them. For example, if (b, , p,J is an unconditional 
Schauder basis and if xK is the characteristic function of any subset of the 
positive integers, we can define a continuous projection P on B by letting 
by [9, Theorem 3, p. 201. We note that the image of P has an obvious uncon- 
ditional basis. A similar basis projection can always be defined for a gene- 
ralized basis if K is finite or cofinite in the set of positive integers. We shall 
extend the concept of shift semigroup to include idempotents which will 
correspond to certain projections. We shall generate topological algebras and 
again apply Theorem 1. 
LEMMA 7. Let G = (g,}: u (0) be a semigroup which satisfies (3) and 
the following property: 
Each g, # 0 can be expressed as the product of two semigroup 
elements in only a jnite number of ways. 
(7) 
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Let 5 be the linear space of formal injinite linear combinations of g, . Then we 
can de$ne a multiplication on Y by letting 
k?,gk=gn 
so that Jo becomes a complete, HausdorfJ topological algebra under the topolog-v 
of coeficientwise convergence. 
Proof. If we desire strict rigor, we can define Y to be the set of scalar 
functions on G with scalar value 0 on the semigroup annihilator 0. Proof that 
Y is a topological algebra is essentially the same as the proof of Theorem 3. 
Completeness is obvious, since Y-, as a topological vector space, is isomorphic 
to the space of sequences with the Frtkhet topology. 
We note that an element 
of Y is actually a topologically convergent series as well as being a formal 
sum, and that any permutation of the series is topologically convergent to the 
same element. 
DEFINITION 4. A countable semigroup G = {ga}l u {h,),” U (0) is a 
shift-idempotent semigroup if it satisfies: 
{g,} u (0) is a subsemigroup which is a shift semigroup. (8) 
{h,} u (0) is a subsemigroup of orthogonal idempotents. (9) 
For all n, m, 
ML = g, or g,h, = 0) and (h,g, =g, or kg, = 0). (10) 
We want to show that Lemma 7 can be applied to a shift-idempotent semi- 
group G = {gm} u {h,} u {O}. For 71 = 1, 2 ,..., let L, = (i 1 h,g, = gi} and 
let R, = {i / g,h, =g,>. We note that if h,gi =gi and h,g, = gi , then 
(h,h,) gi = gi . So h,h, # 0 and h, = h, by (9). So the sets {L,} are disjoint. 
Similarly the sets (Rm} are disjoint. So any gi can be expressed as a product 
of two semigroup elements, one of which is an idempotent, in at most two 
ways. By (8), any gi can be expressed as a product of other gi in only a finite 
number of ways. Any idempotent hi can only be factored as a power of itself. 
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So G satisfies condition (7) of Lemma 7 and generates a topological algebra F 
of formal infinite linear combinations of the form 
By (S), (9), and (10) we get 
Let Fr denote the closed subalgebra of F generated by (gR) and let 9s 
denote the closed subalgebra of F generated by {h,}. We see that 
F = FI @ Fa the vector space direct sum of FI and FI, and that Fr is 
isomorphic to a shift algebra and that & is isomorphic to the algebra of all 
sequences with termwise multiplication. 
THEOREM 8. Let B be a Banach space whose dual is weak-” separable and 
which has a complemented, infinite-dimensional subspace with an unconditional 
Schauder basis. Let F be the complete topological algebra generated by a shift- 
idempotent semigroup G = {gn} u {h,} u (0). Then there exists a continuous 
injectiwe linear map 4: B + F which satisfies the following: 
(i) C+(B) is a subalgebra of .F containing all finite linear combinations of 
g, and h, . 
(ii) The multiplication defined by letting xy = @‘($(x) 4(y)) makes B 
into a Banach algebra. 
Proof. By Theorem 1, it is sufficient to prove (i). By hypothesis, 
B = C @ D, the direct sum of two subspaces where C has an unconditional 
Schauder basis (b, , /3,J and D has a weak-* separable dual. By our intro- 
ductory remarks, we know that D has a generalized basis (e, , y). We define 
the projections P, , Qn (n = 1, 2,...) on B by letting 
P,(x) = f x# P&> bi 
i-1 
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where xL, and xR are the characteristic functions defined before. 
Using Theore”m 2, we choose nonzero scalars c, such that the 
map +r: C + Yr defined by 
induces a Banach algebra on C by the multiplication xy = &‘($,(x) &(y)). 
We choose nonzero scalars d, such that 
(13) 
We now define 4: B --f 7 by letting 
+ is clearly continuous and +(B) contains all finite linear combinations of g, 
and h,. We only need to prove that 4(B) is a subalgebra of F. We have 
cw4(Y> = 
The first of these four terms is equal to +r(z) = 4(s) for some z E C by the 
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way we chose the c, . The second, third, and fourth terms are, respectively, 
equal to 
and 
$ (f Y&)dy.(Y) enj. 
n=l n 
Equations (ll), (12), and (13) assure us of the convergence of the three series 
in B. So 4(B) is a subalgebra of Y and the theorem is proved. 
The condition that B contain a subspace with an unconditional basis is, of 
course, satisfied by any Banach space with an unconditional basis. The condi- 
tion is also satisfied by any separable Banach space which contains a subspace 
isomorphic to c,,, since such a subspace is always complemented in a separable 
space [ll, Theorem 4, p. 2171. Th e condition that the complemented 
subspace have an unconditional basis can be weakened in special cases, since 
the proof of Theorem 8 only depended on the existence of the projections 
P,,Qn. 
We now show that every incidence algebra of a countable locally finite 
partially ordered set as defined by Doubilet, Rota and Stanley [3, pp. 269- 
2711, is generated by a shift-idempotent semi-group. 
DEFINITION 5. We say a partially ordered set (P, <) is ZocuZZy Jinite if all 
the segments [CC, y] = (z E P 1 x < z < y} are finite sets. 
We define the incidence algebra I(P) of a locally finite partially ordered set 
P as in [3, pp. 269-2711. I(P) is th e set of scalar functions on P x P which 
vanish off the set ((x, y) 1 X, y E P, x < y}. Addition and scalar multiplication 
are defined as usual. Our multiplication * is defined by letting 
(f * &9 6% Y) = c fb 4 .&, Y). 
ZEP 
The local finiteness property assures us that this sum is finite. I(P) is a 
topological algebra relative to the topology of pointwise convergence. For 
x, y E P, x < y, we let S,, denote the function of I(P) which takes on the 
value 1 at (x, y) and the value 0 elsewhere. It is shown in [3, Proposition 3.2, 
p. 2721 that if @ is a standard directed set of finite subsets of P x P ordered by 
inclusion, then the set {fA j A E @p>, where 
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converges toJ So the equality 
makes sense. 
THEOREM 9. Let P be a countable locally finite partially ordered set. Then 
the subset G = {S,, 1 x, y E P, x < y} u (0) of I(P) is a shift-idempotent semi- 
group, and the complete, Hausdor# topological algebra generated by G is iso- 
morphic to I(P). 
Proof. For a,, , S,, E G, we have &J,, = 0 if y # u, and 6,,S,, == 
S,,S,, = S,, if y = u. The a,, are orthogonal idempotents. The subset 
G’ = (a,, j x, y E P, x < y} u (0) is a shift semigroup. For S,, , &.T1 ,..., 
6 zfl-Iz. E G’, wethave 6,, = 6,,1S, z ... 6, z if and only if x = x0 < x1 < 
... < x,-r < x, = y. By the local! !initen%sH iroperty, this can be done in 
only a finite number of ways, so that the conditions of Theorem 4 are satisfied. 
To show that I(P) is isomorphic to the complete topological algebra generated 
by G, we note that 
As a consequence of Theorems 8 and 9, we have: 
THEOREM 10. Let B be a Banach space whose dual is weak-* separable and 
which has a complemented, in$nite-dimensional subspace with an unconditional 
basis. Let I(P) be the incidence algebra of a countable, locally finite partially 
ordered set P. Then B can be given a multiplication so that it becomes a Banach 
algebra which is algebraically isomorphic to a subalgebra of I(P) which contains 
all the functions of I(P) with $nite support. 
COROLLARY 11. Let B be as in Theorem 8 and 10. Then B can be made into a 
Banach algebra of lower (upper) triangular matrices which contains all lower 
(upper) triangular matrices with a finite number of nonzero entries. 
Proof. Let P be the positive integers with order inverse to the natural 
order. I(P) is algebraically isomorphic to the algebra of lower triangular 
matrices by the mapping which sends f E I(P) to the lower triangular matrix 
(Q) where cyij = f (i, j). Similarly, the incidence algebra of the positive 
integers with the natural order is algebraically isomorphic to the algebra of 
upper triangular matrices. Application of Theorem 10 yields the corollary. 
Finally, we point out some well-known results which show that our 
exploitation of semigroups can be carried to the fullest extent for l1 Banach 
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spaces. Let G be any semigroup with annihilator 0. If G does not have an 
annihilator, we can add one. Let P(G) be the set of scalar functions f on G 
which vanish on the annihilator, have countable support and satisfy: 
For f, f E P(G), we define fg by letting 
(fg) (4 = 1 f(t) m 
t,u tu=s 
for s # 0. If the nonzero elements of G form a group, this is the usual con- 
volution. 
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