Abstract.The technology innovation performance of high tech industry in Chongqing 1997-2013 is studied by using the super efficiency DEA and ARDL model. Firstly，the relative effective and invalid years of DEA are analyzed from the technology and scale of input output，and the projection value of the invalid years is improved. Secondly，the introduction of lag concept，the ARDL model to analyze the regional investment the influence degree of the factors on innovation output. Finally，this paper puts forward the pertinence suggestion of improving the technological innovation performance of high tech industry in Chongqing.
Introduction
High-tech industry is a focus of theorists. Many scholars have harvested some original, creative research findings from this field. Wang Changchun(2011) used panel data to explore the innovation performance of high-tech industries in China's 26 provinces (and municipalities) by the stochastic frontier method [1] . Liu Xin(2013) employed the factor analysis method to carry out a comprehensive evaluation, which vertically and horizontally evaluated the innovation performance of high-tech industries in multiple regions and, on this basis thereon, further analyzed factors affecting regional innovation [2] . QianWenyu(2014) used the 2009-2011 data of China's high-tech industry in technological innovation to study the efficiency of innovation, analyze the problem of excessive investment, and propose recommendations for improvement [3] . Nowadays, few scholars would apply super-efficiency DEA approach and ARDL model to analyze DEA inefficiencyyearsand study the impact of input elements on innovation output via the autoregressive distributed lag (ARDL) model. This paper studied the technological innovation of Chongqing's high-tech industry on the basis of super-efficiency DEA approach and ARDL model; employed GDP deflator to eliminate price fluctuations and principal component analysis to reduce the dimension for data processing; introducedlag and ridge regression into the model; and gave some suggestions on how to improve. manpower input, financial input, and material input, and output indicators were comprised of intermediate outputs and final outputs, as shown in Table 1 below: After the influence of price fluctuation was eliminated with deflator, the data of input and output indicators to be selected were calculated for Spearman's rank correlation coefficient therebetween with SPSS 19.0 After the application of the Spearman's rank correlation coefficient as benchmark to screen the input and output indicators to be selected, finally the researchers full-time equivalent, internal expenditure on R&D, and investment in fixed assets were screened out as the input indicators and the number of efficient patents and the revenue from sales of main products were determined as output indicators (as shown in Table 2 ). The projected value can directly reflect the current demand of a DMU for resource input and the maximum output that might be possibly obtained. It can, on the one hand, direct the DMU to optimize its allocation of resources and, on the other hand, point out the potential of the DMU for future development. Its main function is to facilitate decision-making and inspire the production of recommendations. It is known that among the 17 years from 1997 to 2013, 7 years accomplished DEA comprehensive efficiency and 10 years were evaluated as DEA inefficient in terms of Chongqing's technical output. For decision-making units with DEA inefficiency, CCR-I model (i.e. the input-oriented constant return to scale model) was used in software DEA-SOLVER Pro5, which tried to decrease its input value to improve its relative efficiency and find the cause behind DEA inefficiency. Specific calculation results are shown in Table 4 and Table 5 . It is clear from the analysis that among the 10 years with DEA relative inefficiency, efficiencyscores of inputs into, and outputs from, Chongqing's high-tech industry were low and were more or less characterized by the problem of input redundancy or output deficiency. Take Year 2008 which had decreasing return to scale for an example. In 2008, the DEA efficiency was 0.905. Under the category of input indicators, the researchers full-time equivalent had an excess of 342 persons per annum, with the projected value at 3272 persons per annum; the internal expenditure on R&D had an excess of CNY 25,493,800, with the projected value at CNY 243,539,000; and the investment in fixed assets had an excess of CNY 350 million, with the projected value at CNY 3,443 million. Under the category of output indicators, the revenue from sales of new products actually had an output the same with the projected value and the number of effective patents saw a gap of 30, with the projected value at 152. This means that in order to achieve DEA efficiency, the researchers' full-time equivalent must be down by 342 persons per annum, the internal expenditure on R&D down by CNY 25,493,800, and the investment in fixed assets down by CNY 360 million.
ARDL-based Analysis of the Impact of Input Elements
Variable Selection& Dimensionality Reduction.In order to further the analysis of the impact of input indicators on Chongqing's high-tech industry innovation performance, preliminary indicators listed in Table 1 were used. As there were a excessive number of input and output indicators, they should be subject to dimensionality reduction before an empirical test should be conducted via the econometric model. Principal Component Analysis is an overall statistical analysis method which reduces a number of indicators into a few composite indicators for analysis. These few composite indicators can reflect most information of original indicators and be represented as linear combination thereof.
Manpower Input: The principal component score in terms of the average number of employees and the researchers full-time equivalent;Financial Input: The principal component score in terms of the internal expenditure on R&D and the expenditure on new product development; Material Input: The principle component score in terms of the number of businesses and the investment in fixed assets. Innovation Output: The principal component score in terms of the number of patent application cases, the number of effective patents, the revenue from main operations, and the revenue from sales of new products. General Model Selection.Following ADF stationarity test, sequences Y, X1, X2 and X3 were thereby obtained, which were stationary sequences of 2nd order; meanwhile, there existed four co-integration relationships between original sequences, of which one co-integration equation implied the existence of positive relationship between output and input in the long run. In the selection of the optimal number of lags, AIC criterion was followed as a basis; so the optimal number of lags selected thereby was 2. Thus, the general model of ARDL is as follows:
Optimal Model Selection.After ARDL model with 2 lags was chosen as general model, equation (4) became to have 11 independent variables and 1 dependent variables as shown in Table 7 . In the multiple regression, methods of variable selection mainly include the forward selection, backward elimination, and stepwise regression [7] . Taking into account the full impact of dependent variables on innovation output, this paper chose the backward elimination method to select variables. The advantage of backward elimination is that as long as an independent variable is eliminated, this variable won't be in the model any more. By applying SPSS19.0, the following 7 models were obtained. As per the progression criterion that the probability of F-to-remove be >=0.100, the output results from the software can be reorganized as follows in Table 8 . From 7 models listed in Table 8 , it is clear that each model shows fairly good R2 and F, indicating a good fit of the model. For the selection of the optimal model, Model 7 was chosen by the backward elimination method for subsequent study based on the following considerations: the goodness of fit of Model 7 was only 0.3 percent less than Model 1 but the number of independent variables was reduced to 4, and moreover each independent variable had a significant partial regression coefficient. Thus, Model 7, which is represented as follows, was chosen for subsequent study: 
As can be seen from equation (5), both the innovation output and manpower input of the first year had a positive impact on the innovation output of the second year; the financial input of the first year had a positive impact on the innovation output of the third year; and the material input of the current year had a negative impact on the innovation output of the same year, which, however, isn't in line with the common sense, Because Model 7 is not only an autoregressive distributed lag model but also a multiple linear regression model, there is a need to test the stochastic error of the model for heteroscedasticity and sequence autocorrelation. In addition, also because the impact of material input of the current year on the innovation output of the same year was negative as observed from the regression, it can be inferred that there exists a serious problem of multi-collinearity between independent variables. So, the next step is to test if the stochastic error has any heteroscedasticity or sequence autocorrelation and then measure the severity of each variable's multicollinearity.
Regression Test.The probability corresponding to the statistics is 0.8378. If the null hypothesis is accepted at the 5% significance level, it can be considered that the stochastic error of Model 7 has no heteroscedasticity. The probability corresponding to the statistics is 0.0708. If the null hypothesis is accepted at the 5% significance level, it can be considered that the stochastic error of Model 7 has no sequence autocorrelation. From Table 9 , it is known that the VIF of X2 (t-2) in equation (5) of Model 7 is close to 10 and the VIF of the other three variables are greater than 10. So there exists a strong multicollinearity between independent variables of Model 7. Due to the presence of a strong multicollinearity, the material input generated a negative impact on innovation output in Model 7, which departs from common economic sense. The following is an improvement of the multicollinearity problem existing between independent variables of Model 7.
Conclusions
Years having technical inefficiency but attaining increasing scale were 1999, 2003, 2005, 2006, 2007, and 2010 , where due to great attention to technological innovation, hard efforts were made to combine the self-dependent innovation with the existing innovations that had been brought in, absorbed and recreated to expand the industrial scale and promote the steady development of the industry. The year having both technical inefficiency and decreasing scale was 2008, a year coinciding with the eruption of the global financial crisis, and inevitably the innovation performance of Chongqing's high-tech industry was adversely impacted.
