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Chapitre 1
Introduction générale
L'Homme propose et DIEU dispose...
DIEU propose et l'Homme analyse...
L'EAU nous est proposée et depuis que le monde est monde, nous n'en somme pas
au terme de son analyse. Aussi bien sur terre que sous terre, elle n'est pas équidis-
tribuée, et sa dynamique est très complexe. Les lois physiques sur la conservation
de la masse et de la quantité de mouvement, ont permi à Navier et Stokes d'établir
un modèle macroscopique qui décrit son l'écoulement. Le travail que nous allons
vous présenter consistera à analyser diﬀérents modèles d'écoulement aussi bien en
surface qu'en milieu poreux.
L'eau, bien qu'elle règle des problèmes, en crée aussi. Elle est parfois la cause de
pas mal de catastrophes naturelles : crue de ﬂeuve, rupture de barrage, vecteur
de pollution. Son absence peut provoquer la sècheresse.
Parvenir à prédire ces phénomènes sont donc de la plus haute importance. Pour
se faire, les physiciens trouvent les modèles, les mathématiciens les résolvent et
les informaticiens les simulent ; et nous, nous tenterons d'être dans la peau de ces
trois scientiﬁques.
La thèse est composée de deux parties. Dans la première, la motivation essentielle
est de comprendre la dynamique d'un ﬂuide dans un milieu poreux déformable
pour pouvoir donner notre point de vue sur les problèmes liés au transport de pol-
luant dans les vertisols. L'écoulement de ﬂuides dans les sols déformables retient
l'attention de beaucoup de chercheurs vu son importance par exemple en génie
civil, en ingénierie pétrolière et récemment pour les problèmes liés à l'enfouisse-
ment de déchets toxiques. Dans le cas où la déformation n'est pas prise en compte,
beaucoup de résultats ont été obtenus par des études aussi bien microscopique que
macroscopique du milieu poreux. L'aspect microscopique d'un milieu poreux est
considéré comme un réseau de canaux où le ﬂuide qui y circule est en interaction
physique et chimique avec la matrice. Un modèle de réseau a été développé pour
simuler l'écoulement de particules en suspension dans un milieu poreux [26].
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J. Pousin et al. [26] ont étudié la diﬀusion et dissolution d'espèces chimiques dans
un milieu poreux saturé. Ils ont obtenu, après dérivation du modèle, des résultats
d'existence et d'unicité de solution en utilisant des méthodes de compacités, de
sous-solutions et sur-solutions. Un modèle de pollution a aussi été développé par
R. Aboulaich, S. Aﬁlal, J. Pousin [1]. Dans [4], D. Aronson et al. ont étudié la
stabilisation des solutions de l'équation des milieux poreux dans le cas unidimen-
sionnel. On peut aussi citer les travaux de Bénilan P., Crandall M.G. et Pierre M.
qui, dans [9] ont étudié le problème à valeur initiale
∂tu = ∆(|u|m−1u) sur Rn × (0, T ),m > 1
u(x, 0) = u0(x), x ∈ Rn
où l'intervalle d'existence [0, T [, T > 0 dépend de la valeur initiale u0. Leur
objectif dans cet article est de résoudre ce problème pour une large classe de
fonctions u0. Des résultats de régularité des solutions du problème ut = ∆um
dans R+ × RN ont été obtenus par D.G. Aronson et P. Bénilan [3].
Lorsque (N−2)+
N
< m < 1, la solution est dans C∞(R+×RN). Bénilan et Crandall
dans [8] se sont interessés au problème plus général
∂tu = ∆φ(u) dans D
′
((0,∞)× RN),
u(x, 0) = u0(x), x ∈ RN
où φ : R −→ R est croissante. Ils montrent pour ce problème l'existence et l'unicité
de solution et la dépendance continue de la solution u de φ ; c'est à dire que si
nous considérons une suite de fonctions φn : R −→ R avec φn(0) = 0, des valeurs
initiales u0n ∈ L1(RN) ∩ L∞(RN) et un ∈ C([0,∞);L1(RN)) l'unique solution
associée à
∂tun = ∆φn(un) dans D
′
((0,∞)× RN),
un(x, 0) = u0n(x), x ∈ RN .
Si φn −→ φ∞ et u0n −→ u0∞ dans un certain sens, alors un −→ u∞. Ce résultat
est obtenu par la théorie des semi-groupes non linéaires. Ce même problème dans
un domaine Ω borné de frontière assez régulière avec des conditions mixtes aux
bords a été résolu numériquement par C.Verdi [67]. L'algorithme est basé sur la
théorie des semi-groupes non linéaires de contractions, la formule de Crandall-
liggett [25] et de Chernoﬀ non linéaire [22].
Cette première partie est composée de trois chapitres. Dans le premier, nous ten-
tons de mieux cerner le transport de polluant dans le cas non déformable. Après
description du modèle physique et mathématique, nous faisons par la suite le
lien avec le cas déformable ; c'est l'objet du chapitre 3. Ce passage nécessite la
connaissance d'élements de la mécanique des milieux continus [24], [27]. Dans la
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détermination des caractéristiques hydrodynamiques des sols telles que la conduc-
tivité hydraulique, le potentiel matriciel, le retrait. On peut citer les modèles de
Van Genuchten, de Brooks et Corey, de Gardner...[34]. Nous utilisons dans notre
étude le modèle de Van Genuchten. Après dérivation du modèle général de milieu
poreux déformable, nous traiterons le cas où la déformation est isotrope suivant
le plan horizontal aussi bien théoriquement que numériquement. Le modèle de
retrait utilisé est celui de E. Braudeau [17]. Le problème que nous allons résoudre
est le suivant :
∂w
∂t
−∆Γ(w) + ∂
∂z
λ(w) = 0 dans Ω×]0, T [ (1.1)
w(x, t) = 0 sur ∂Ω×]0, T [ (1.2)
w(x, 0) = w0(x) dans Ω. (1.3)
Nous allons voir que régularité de la solution faible w est étroitement liée aux
paramètres associés à la conductivité hydraulique et au potentiel matriciel du
modèle de Van Genuchten. Dans le dernier chapitre de cette partie, nous donnons
un schéma numérique de l'écoulement d'un ﬂuide dans un milieu poreux défor-
mable. Nous utilisons la méthode des éléments ﬁnis pour la résolution. La vitesse
du ﬂuide obtenue avec cette simulation est utilisée dans un deuxième schéma nu-
mérique basé sur la méthode STILS (Space Time Integrate Least Square) [6], [14]
pour résoudre le transport de polluant en milieu poreux déformable non saturé.
Dans la littérature, on trouve aussi beaucoup de résultats pour les milieux poreux
fracturés. Dans [59], Royer P. et al. dérivent un modèle macroscopique de transfert
de polluant en milieu poreux fracturé. Les techniques d'homogéneisation ont été
utilisées et le milieu est supposé saturé par un ﬂuide incompressible. La vitesse
du ﬂuide est donnée par la loi de Darcy.
Dans la deuxième partie, nous étudions un problème d'écoulement ﬂuvial qui sera
considéré comme un écoulement unidimensionnel car la largeur et la hauteur sont
négligeables par rapport à la longueur. Les équations dite de Saint-Venant mo-
délisent les écoulements à surface libre en domaines minces, en particulier en hy-
draulique maritime et ﬂuviale ; voir par exemple [12], [11] et [53]. De son vrai nom
Jean-Claude Adhémar Barré, comte de Saint-Venant, il est né le 28 août
1797 en France et publie en 1871 les équations "de Barré de Saint-Venant"[60].
La motivation essentielle était de pouvoir résoudre les problèmes de crue de la
Loire, ﬂeuve en France. Le système classique de Saint-Venant (sans viscosité)
n'est pas très satisfaisant surtout pour la justiﬁcation mathématique, voir [36].
On distingue dans ce cas deux types de formulations ; la forme vitesse et la forme
moment. Des résultats d'existence de solutions entropiques ont été obtenus par
DiPerna en 1983 [28], revisités par Gui-Qiang Chen [39] en 1997. Pour la deuxième
forme, on peut citer les résultats de P.L. Lions, B. Perthame et P.E. Souganidis
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montrant l'existence globale de solutions faibles [49]. Les chocs obtenus pour ces
deux formulations ne sont pas les mêmes.
La question naturelle que l'on se pose est de savoir si on peut dériver les équations
de Saint-Venant partant des équations de la mécanique classique en particulier
celles de Navier-Stokes.
La plupart des modèles développés utilise une formulation section-débit ou hauteur-
vitesse. Par exemple dans [36] cette dernière formulation aboutit à un système de
Saint-Venant incluant des frottements, la viscosité et le coeﬃcient de Coriolis-
Boussinesq. Ce modèle est numériquement validé et des résultats satisfaisants
sont obtenus dans le cas d'une rupture de barrage.
Dans [20], les auteurs démontrent un résultat d'existence globale de solutions
faibles pour un domaine périodique de IR2. Une jusﬁcation mathématique du mo-
dèle obtenu dans [36] est en cours dans [?].
On considère ici une formulation hauteur-débit. Pour la dérivation des équations
de Saint-Venant on peut voir dans [12], [11], [53]. La modélisation faite ici est
fortement inspirée par [12]. L'écoulement considéré est unidimensionnel dans un
canal de section parallélépipédique. La dérivation du système de Saint-Venant
dans le cas d'un canal trapézoidal ou similaire conduit à un système équivalent. le
lecteur peut consulter avec proﬁt le travail fait dans [53] et qui concerne un réseau
de canaux interconnectés.
Dans le premier chapitre de cette partie on dérive un système unidimensionnel de
Saint-Venant. On obtient le modèle
l
∂h
∂t
+
∂q
∂x
= f1 dans W,
∂q
∂t
− ν ∂
2q
∂x2
+ β(h)
∂h
∂x
= f2 dans W
que nous étudierons dans toute la suite.
Dans le deuxième chapitre on donne les résultats d'existence de solutions dans le
cas où la fonction β(h) = a + bh est supposée constante ou non, avec a et b des
constantes.
Ensuite on donne les résultats obtenus à partir de la simulation numérique de
l'écoulement de l'eau dans un canal en considérant plusieurs scénarios. La simu-
lation de l'écoulement entre les deux barrages (Diama et Manantali) du ﬂeuve
Sénégal dans le cas de la rupture du barrage de Diama se traîte de la même
manière.
Première partie
Modèle de milieu poreux
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Chapitre 2
Transfert de soluté en milieu poreux
rigide
Dans ce chapitre nous allons après avoir décrit le modèle physique, dériver un
modèle mathématique. La loi physique utilisée est la conservation de la masse et
du nombre de moles d'une espèce chimique. On suppose que le ﬂuide à travers le
milieu suit la loi de Darcy.
2.1 Modèle physique
Le problème que l'on se pose est le suivant : on se donne un domaine borné (un
cylindre de rayon 1 et de hauteur 1 contenant un sol non saturé de teneur en eau
initiale θr ). On injecte dans ce milieu poreux à travers le sommet une solution
contenant un seul soluté et on regarde l'évolution spatio-temporelle de la concen-
tration du traceur dans le domaine.
La propagation du soluté dans le milieu poreux étant étroitement liée à l'écoule-
ment du ﬂuide, l'étude de ce phénomène nécessite la connaissance de l'équation
gouvernant le transport de masse en milieu poreux.
Dans ce modèle physique, on suppose qu'il n'y a pas d'écoulement latéral. Le fond
est ouvert et le débit de la source extérieure n'est pas élevé pour éviter d'avoir un
écoulement diphasique. L'étude se fait dans un intervalle de temps tel que le front
d'humectation n'atteint pas le fond. Cette hypothèse nous permet de simpliﬁer le
problème en évitant de se confronter à un autre type de problème à frontière libre
où la variation du niveau de la nappe phréatique est non négligeable.
On utilise comme sol du sable qui peut être supposé comme un milieu poreux
rigide. On fait aussi l'hypothèse que le soluté est inerte(chimiquement) par rap-
port au milieu c'est-à-dire qu'il n'y a pas de réactions chimiques (précipitation,
dissolution) ni d'adsorption. Le milieu est supposé isotherme.
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2.2 Modèle mathématique
Notation :
θ : la teneur en eau ;
ρ : la masse volumique de l'eau ;
v : la vitesse de ﬁltration ;
q := θv : la vitesse de ﬁltration de Darcy ;
C : la concentration de la solution dans le domaine ;
D : le coeﬃcient de diﬀusion-dispersion ;
ρs : densité de la partie solide du milieu poreux ;
Cs : concentration du soluté dans la partie solide ;
ρd : densité apparente sèche du sol ;
fm : densité de source volumique.
L'évolution du soluté dans le milieu poreux sera régie par deux phénomènes
physico-chimiques ; l'un décrivant l'écoulement du ﬂuide et l'autre le transport
de soluté.
2.2.1 Transferts hydriques
Supposons que le milieu poreux soit le cylindre universel de R3 noté Ω. Soit ω une
partie de Ω, Vω le volume de ω et M(ω, t) la masse de ﬂuide contenue dans ω à
l'instant t.
Le volume élémentaire de ω sera dVω et la portion de volume occupée par le ﬂuide,
θdVω. De là, on en déduit la masse élémentaire de ﬂuide contenue dans dVω
dm = ρθdVω,
donc
M(ω, t) =
∫
ω
dm =
∫
ω
ρθ(x, t)dVω.
Si ω est un volume ﬁxé, la loi de concervation de la masse nous permet d'aﬃrmer
que la variation de la masse dans ω par rapport au temps est égale à la somme du
ﬂux à travers la surface ∂ω et des sources dans ω. Ceci se traduit par l'équation
d
dt
M(ω, t) = φe − φs +
∫
ω
ρfmdVω.
En remplaçant M, φe - φs par leur valeur, on obtient
d
dt
∫
ω
ρθ(x, y, z; t)dVω +
∫
∂ω
ρq.ndσ =
∫
ω
ρfmdVω
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où q la vitesse de ﬁltration et fm le terme source volumique. La formule de la
divergence nous permet d'écrire∫
ω
∂ρθ
∂t
dVω +
∫
ω
div(ρq)dVω =
∫
ω
ρfmdVω ∀ω.
Ce qui donne ainsi l'équation d'écoulement :
∂ρθ
∂t
+ div(ρq) = ρfm.
Comme ρ est constante, on obtient :
∂θ
∂t
+ div(q) = fm (2.1)
où fm désigne l'apport massique du milieu extérieur. La quantité q est donnée par
la loi de Darcy généralisée par Richard :
q = −K(θ)∇H(θ)
K étant la conductivité hydraulique, H la charge hydraulique. On a
H(θ) = h(θ) + z où h désigne le potentiel matriciel et z la cote.
En rapportant cette expression de q dans (2.1), on obtient :
∂θ
∂t
− div(K(θ)∇H(θ)) = fm (2.2)
Dans cette équation, on a comme inconnue θ, K(θ) et h(θ). Les deux derniers
constituent les caractéristiques hydrodynamiques du sol et leur expression sont
généralement empiriques. Les modèles couramment utilisés sont ceux de Van
Genuchten, de Brooks et Corey et de Gardner (1958) revu par Russo (1988) ;
pour une description de ces modèles, voir [34].
L'expression du modèle de Van Genuchten de h(θ) est donnée par l'équation :
θ − θr
θs − θr = (1 + (αh)
n)
−m (2.3)
où θr est la teneur en eau résiduelle et θs est la teneur en eau à saturation.
Les valeurs α, n,m sont des paramètres empiriques.
Dans certains cas au lieu d'utiliser θ comme variable globale, il est préférable de
considérer la saturation eﬀective notée Se =
θ − θr
θs − θr .
Ainsi,
h(Se) =
1
α
(S
− 1
m
e − 1)
1
n
.
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La condition de Mualem nous permet de relier n et m : m = 1− 1
n
de même que
celui de Burdine : m = 1− 2
n
.
Van Genuchten fournit aussi l'expression de K(θ) suivante :
K(Se) = KsatS
L
e
[
1− (1− S
L
m
e )
m
]2
. (2.4)
La valeur L étant un paramètre empirique souvent égal à 0.5. Ce modèle contient
cinq paramètres à déterminer : θs, θr, Ksat, n, α. Cependant, Brooks et Corey en
1964 avaient proposé le modèle suivant :
Se =
θ − θr
θs − θr =
hc
h
β
; (2.5)
ce qui est équivalent à :
h(θ) = hc
(
θ − θr
θs − θr
)−1
β
(2.6)
avec β paramètre empirique et hc le potentiel au point d'entrée de l'air.
La conductivité hydraulique est :
K(θ) = KsatS
p+2+2β
e . (2.7)
Quant à Gardner, il estime que
K(θ) = Ksat exp (−a|h|) (2.8)
avec a > 0, paramètre empirique de l'ordre de 1
hc
. Pour des milieux polydispersés
on a 0 < a < 1
hc
. En 1988, Russo obtient à partir de l'expression de Gardner la
saturation eﬀective sous la forme :
Se =
θ − θr
θs − θr = [(exp (−0.5a|h|))(1 + 0.5a|h|)]
2
b+2 . (2.9)
Le paramètre b est empirique et souvent égal à 0.5. Dans ce cas, il y a quatre
paramètres à déterminer. Le modèle le plus utilisé par les physiciens du sol est
celui de Van Genuchten et c'est celui là que nous étudierons.
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2.2.2 Transferts de solutés
Soit C la concentration massique du soluté présent dans Ω. Avec l'hypothèse faite
sur l'inertie chimique du soluté par rapport au milieu, le nombre de moles total
présent dans la solution contenue dans le volume ω sera :
n =MC.
Sachant que dm = ρθdVω, on a :
dn = dmC = ρθCdVω.
On obtient ainsi l'expression suivante :
n =
∫
ω
dn =
∫
ω
ρθCdV ω.
Si on note Cv la concentration volumique du soluté, on a : CvdVω = Cdm ce qui
implique que Cv = ρθC.
La loi de conservation du nombre de moles nous permet d'aﬃrmer que la variation
du nombre de moles par rapport au temps dans ω est égale au ﬂux à travers ∂ω
plus la quantité diﬀuse et dispersée à travers ∂ω, plus la quantité produite ou
soustraite à l'intérieur de ω.
Le ﬂux du soluté à travers la surface de ω est donné par
φ = φe − φs =
∫
∂ω
Cvv.ndσ =
∫
∂ω
ρCq.ndσ.
La quantité diﬀuse et dispersée à travers ∂ω est donnée par la loi de Fick.
Si on note dφc le ﬂux de diﬀusion-dispersion de soluté à travers dσ alors,
dφc = ρθD∇C.ndσ
où n est la normale extérieure à dσ et D le tenseur de diﬀusion-dispersion.
Ainsi
φc =
∫
∂ω
ρθD∇C.ndσ.
En appliquant la loi de conservation du nombre de moles, on obtient :
d
dt
∫
ω
ρθCdVω =
∫
ω
ρfcdV ω −
∫
∂ω
ρθCv.ndσ +
∫
∂ω
ρθD∇C.ndσ;
où fc est la source extérieure. Ce qui implique∫
ω
∂
∂t
ρθCdVω +
∫
ω
div(ρCq − ρθD∇C)dVω =
∫
ω
ρfcdVω,
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ceci pour tout ω. Ce qui nous donne l'équation de transport de soluté sous la
forme :
∂
∂t
(θC) + div[Cq − θD∇C] = fc.
Avec l'équation de Richard :
q = −K(θ)∇H(θ)
l'équation devient :
∂
∂t
(θC)− div[CK(θ)∇H(θ) + θD∇C] = fc. (2.10)
Récapitulation :
Le modèle physique déﬁni plus haut sera donc gouverné par les équations sui-
vantes :

∂θ
∂t
− div(K(θ)∇H(θ)) = fm,
∂
∂t
(θC)− div[CK(θ)∇H(θ) + θD∇C] = fc,
+C.B. et C.I.
En posant ∂Ω = Γ1 ∪ Γ2 ∪ Γ3 où Γ1 est le disque supérieur du cylindre, Γ2 est la
surface latérale du cylindre, Γ3 est le fond et Q(x, t) étant le débit de la source
extérieure, on obtient :
q(x, t) = Q(x, t) sur Γ1; (2.11)
q(x, 0) = 0∀x ∈ Ω. (2.12)
On sait que
Θ =
Vliq
Vs
=
Vliq
Vt
Vt
Vs
= θ
Vt
ms
ms
Vs
= θ
ρs
ρd
d'où θ = Θρd
ρs
. Lorsque le milieu poreux est déformable, la teneur en eau dépend
de la porosité qui varie avec la déformation. La quantité Θ ne dépend pas explicite-
ment de la déformation. Elle est plus accessible pour des mesures expérimentales.
Le modèle de retrait de vertisol de E. Braudeau est une fonction de cette variable.
Dans la suite nous travaillerons avec la variable Θ appelée humidité pondérale.
Le milieu étant supposé rigide, donc Vt est constant et donc ρd est constant. La
densité de l'eau aussi est une constante, ainsi (2.2) peut s'écrire sous la forme :
ρd
ρs
∂Θ
∂t
− div(K(Θρd
ρs
)∇H(Θρd
ρs
)) = fm.
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Posons K1(Θ) =
ρs
ρd
K(Θ
ρd
ρs
) et H1(Θ) = H(Θρdρs ). Ainsi, l'équation (2.2) devient :
∂Θ
∂t
− div(K1(Θ)∇H1(Θ)) = f1.
L'équation (2.10) est équivalent à :
ρd
ρs
∂ΘC
∂t
− div(CK(Θρd
ρs
)∇H(Θρd
ρs
) +
ρd
ρs
ΘD∇C) = fc.
Ainsi (2.10) peut s'écrire sous la forme :
∂
∂t
(ΘC)− div(CK1(Θ)∇H1(Θ) + ΘD∇C) = f2.
Le problème à résoudre est donc le problème (P) suivant : Trouver Θ, C tel que :
(P )

∂Θ
∂t
− div(K1(Θ)∇H1(Θ)) = f1 dans Ω×]0, T [,
∂(ΘC)
∂t
− div(CK1(Θ)∇H1(Θ) + ΘD∇C) = f2 dans Ω×]0, T [,
Θ(x, 0) = Θ0(x) dans Ω,
Θ(x, t) = Θ1(x, t) sur ∂Ω×]0, T [,
C(x, 0) = C0(x) dans Ω,
C(x, t) = 0 sur ∂Ω×]0, T [.
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Chapitre 3
Transfert en milieu poreux
déformable
On conserve le modèle (P ) du chapitre II sauf que dans ce cas on tient compte de
la déformation(le sol utilisé est un vertisol).
Pour les sols déformables, les équations qui gouvernent le modèle de transport de
soluté dans les milieux supposés rigides ne sont pas très appropriées. Ceci est lié
aux eﬀets de la déformation sur les caractéristiques hydrodynamiques du sol [34].
Ainsi, en plus des propriétés du sol qui sont la conductivité hydraulique, la teneur
en eau et le potentiel, on a comme caractéristique additionnelle l'indice de vide
qui est représenté par la courbe de retrait du sol(e = e(θ)).
3.1 Élément de mécanique des milieux continus
3.1.1 Point matériel ou particules du squelette et du ﬂuide
Soit V un volume délimitant un milieu poreux et ω un volume élémentaire entou-
rant un point M repéré par sa position x dans un repère donné.
On appelle particule du squelette la partie matérielle du squelette et l'espace po-
reux connecté qui coincide à l'instant considéré avec le point M repéré par x.
Une particule ﬂuide est représentée par le ﬂuide se trouvant dans l'espace poreux
connecté du même volume élémentaire coincidant au même instant avec le point
M .
On appelle point matériel une particule ﬂuide ou particule de squelette d'un vo-
lume élémentaire entourant M .
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3.1.2 Continuité du milieu poreux
Le sol vu microscopiquement est un milieu hétérogène où subsistent trois phases :
une liquide, une solide et une gazeuse.
Cependant, on supposera que le milieu poreux est continu. Cette hypothèse est
plausible puisque l'on se placera à une échelle macroscopique pour l'observation
des phénomènes et la quantiﬁcation des grandeurs physiques. Par exemple pour
déﬁnir la porosité en un point, on déﬁnit un volume élémentaire entourant le point
et intégrant suﬃsamment de matières pour être représentatif du phénomène étu-
dié.
L'existence de l'échelle est du ressort de la théorie microscopique fondée sur des
méthodes d'homogéneisation [24].
La continuité des transformations aﬀectant le squelette est supposée, c'est à dire
que deux points matériels du squelette inﬁniment voisins à un instant donné pro-
viennent de deux points inﬁniment voisins dans le temps et le restent ultérieure-
ment.
3.2 Transformation du squelette
La déformation observable est en fait celle du squelette sous l'action de l'inﬁltra-
tion.
3.2.1 Gradient de la transformation
Considérons un état de référence r du milieu poreux où un point matériel du sque-
lette est repéré par ses coordonnées cartésiennes Xα dans un repère orthonormé
de vecteurs de base e1, e2, e3. Soit X son vecteur position : X = (Xα)α=1,3. A un
instant ultérieur t (instant actuel), après déformation, le squelette acquiert une
nouvelle conﬁguration dite conﬁguration actuelle. Les nouvelles coordonnées car-
tésiennes du point matériel sont (xi)i=1,3 ; on note x le nouveau vecteur position :
x = (xi)i=1,3. On a x = x(X, t), donc xi = xi(X, t). On déﬁnit le gradient de la
transformation par
F = Grad(x) =
(
∂xi
∂Xα
)
i=1,3,α=1,3
.
C'est la matrice jacobienne, le majuscule de Grad signiﬁe qu'il est relatif à la
conﬁguration r.
Si F est inversible, on a
(F−1)αi =
∂Xα
∂xi
.
Le jacobien de la transformation sera noté J = det(F ).
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3.2.2 Formule de transport
Proposition 3.2.1 Si ω est le volume élémentaire matériel dans la conﬁguration
de référence et ωt celui à l'instant t, on a
ωt = Jω.
Preuve
Soit le vecteur matériel dX attaché au squelette. dX relie les points matériels X
et X + dX dans la conﬁguration r. Après déformation on a dX qui donne dx. Par
déﬁnition de F , on a
dx = FdX.
Soit ω = (dX1, dX2, dX3). où dXi la composante de dX suivant la direction ei Le
volume élémentaire ω donne après transformation
ωt = (dx1, dx2, dx3)
avec dxi = F · dXi
ωt = (dx1, dx2, dx3)
= (F · dX1, F · dX2, F · dX3)
= Jω · ¤
Un élément de matière est de volume non nul même après déformation, ainsi on
a J ∈]0,+∞[, impliquant l'inversibilité de la transformation F .
On considère une facette matérielle inﬁnitésimale dans la conﬁguration de réfé-
rence de surface σ orientée vers n la normale unitaire. Après déformation, on a σ
qui devient σt et n donne nt.
Proposition 3.2.2
σtn = J(F
t)−1nσ.
Preuve
On considère le cylindre formé par la surface nσ et le vecteur quelconque u.
Dans la conﬁguration actuelle, nσ se transforme en ntσt et u en ut = Fu.
Ce qui fait que le volume σn · u devient σtnt · ut. Avec la proposition (3.2.1)
on a
σtnt · ut = Jσn · u.
En remplaçant −→u t par sa valeur, on obtient
σtntF · u = Jσn · u ∀u.
Ainsi
σtnt = σJ(F
t)−1n. ¤
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3.2.3 Tenseur des déformations de Green-Lagrange
On considère les vecteurs inﬁnitésimaux dX, dX ′ dans la conﬁguration de référence
qui, après déformation donnent respectivement dx, dx′. Alors,
dxdx′ − dXdX ′ = FdXFdX ′ − dXdX ′
= dXF tFdX ′ − dXdX ′
= dX(F tF − 1)dX ′
= 2dX∆dX ′
avec 2∆ = F tF − 1. L'opérateur ∆ est appelé le tenseur de déformation de
Green-Lagrange. Notons par ψ = x −X le vecteur déplacement, alors Gradψ =
(
∂ψα
∂Xβ
)α,β=1,3, donc
Gradψ = F − I.
On a
Gradψ + (Gradψ)t + (Gradψ)tGradψ = F − I + F t − I + (F − I)t(F − I)
= F + F t − 2I − F t − F + F tF + I
= F tF − I
= 2∆,
ainsi
2∆αβ =
∂ψα
∂Xβ
+
∂ψβ
∂Xα
+
∑
δ
∂ψδ
∂Xβ
∂ψδ
∂Xα
.
3.2.4 Transformation inﬁnitésimale, déformation linéarisée
Les mouvements étudiés sont souvent considérés comme des transformations inﬁ-
nitésimales qui sont caractérisées par
∀X ‖Gradψ(X)‖ ¿ 1.
La norme est celle d'un vecteur appartenant à un espace vectoriel de dimension
ﬁnie où toute les normes sont équivalentes.
On déﬁnit le tenseur des déformations linéarisé par ε avec
2ε = Gradψ +Gradψt,
ainsi ∆ est approximé par ε. Pour une transformation inﬁnitésimale, on a
∂ψα
∂Xβ
' ∂ψα
∂xβ
.
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Cette approximation est justiﬁée car
∂ψα
∂Xβ
=
∑
i
∂ψα
∂xi
∂xi
∂Xβ
,
or
∂xi
∂Xβ
=
∂ψi
∂Xβ
+
∂Xi
∂Xβ
=
∂ψi
∂Xβ
+ δi,β;
d'où
∂ψα
∂Xβ
=
∂ψα
∂xβ
+
∑
i
∂ψα
∂xi
∂ψi
∂Xβ
' ∂ψα
∂xβ
.
La dernière égalité est obtenue en négligeant le terme somme. Ce qui est justiﬁée
par l'hypothèse de la transformation inﬁnitésimale. Toujours sous cette hypothèse,
on a
Proposition 3.2.3 J ' 1 + divψ.
Preuve
J = det(F )
= det
(
∂xi
∂Xj
)
1≤i,j≤3
= (
∂ψ1
∂X1
+ 1)(
∂ψ2
∂X2
+ 1)(
∂ψ3
∂X3
+ 1) + (
∂ψ1
∂X1
+ 1)
∂ψ3
∂X2
∂ψ2
∂X3
+
∂ψ2
∂X1
∂ψ1
∂X2
(
∂ψ3
∂X3
+ 1) +
∂ψ2
∂X1
∂ψ3
∂X2
∂ψ1
∂X3
+
∂ψ3
∂X1
∂ψ1
∂X2
∂ψ2
∂X3
+
∂ψ3
∂X1
(
∂ψ2
∂X2
+ 1)
∂ψ1
∂X3
.
L'hypothèse de la transformation inﬁnitésimale nous permet de négliger les termes
∂ψi
∂Xj
∂ψk
∂Xl
et ∂ψi
∂Xj
∂ψk
∂Xl
∂ψp
∂Xq
. Ainsi on obtient
J ' ∂ψ1
∂X1
+
∂ψ2
∂X2
+
∂ψ3
∂X3
+ 1
' 1 +Div ψ
' 1 + divψ. ¤
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Proposition 3.2.4 La variation du volume élémentaire satisfait
ωt − ω
ω
= divψ = trace ε =
3∑
i=1
εii.
Preuve
ωt − ω
ω
=
Jω − ω
ω
= divψ = tr(ε). ¤
Donc, pour une transformation inﬁnitésimale la dilatation volumique est égale
à la trace du tenseur des déformations linéarisées. La dilatation observable du
squelette est due d'une part à la variation de volume de l'espace poreux connecté
et d'autre part à la dilatation moyenne des éléments matériels constitutifs du
squelette. Soient φ0 la porosité dans la conﬁguration de référence et φ celle dans la
conﬁguration actuelle. La dilatation volumique moyenne de la matrice est donnée
par
²s =
Vst − Vs
Vs ;
Vs étant le volume occupé par la matrice à l'état initial et Vst celui à l'instant
actuel. On a les égalités suivantes :
Vs = (1− φ0)V ,
Vst = (1− φ)Vt.
D'où
²s =
(1− φ) ∫
Ω
JdV− (1− φ0)
∫
Ω
dV
(1− φ0)
∫
Ω
dV ,
donc
(1− φ0)²s = (1− φ) 1V
∫
Ω
trace(ε)dV− (φ− φ0).
Cette formule permet de connaitre ²s qui n'est pas accessible à l'expérience directe,
les autres termes de l'égalité étant mesurable.
3.2.5 Cinématique de la déformation du squelette
3.2.5.1 Description lagrangienne et eulerienne de la cinématique de la
déformation
Le gradient de la déformation F est en fait l'outil principal qui nous permet de
décrire la déformation. La description de la déformation est lagrangienne au sens
où les grandeurs dépendent de X et t et sont considérées comme attachées à la
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particule de squelette repérée par sont vecteur position X dans la conﬁguration
de référence.
Dans cette description, la cinématique de la déformation se déduit directement
par simple dérivation partielle par rapport au temps des diﬀérentes grandeurs.
La variable X étant constante, cette dérivation est en fait une dérivée totale.
La description eulerienne quant à elle s'eﬀectue à partir de la donnée dans la
conﬁguration actuelle et à chaque instant t de la vitesse V (x, t) de la particule du
squelette, coincidant à l'instant t avec le point géométrique repéré par sa
position x.
3.2.5.2 Tenseur de déformation lagrangienne
Le tenseur de déformation lagrangienne est donné par d∆
dt
; on a la relation
d
dt
(dx · dx′) = 2dX d∆
dt
dX ′.
3.2.5.3 Tenseur de déformation eulerienne
Cette description est indépendante de toute conﬁguration de référence. La ciné-
matique est décrite à partir de la donnée de la vitesse V (x, t) de la particule du
squelette coincidant avec le point géométrique repéré par sa position x :
dx
dt
= V (x, t).
Proposition 3.2.5 On considère la fonction scalaire φ et le vecteur u, alors on
a les relations suivantes :
(i) Gradφ = (grad φ)F ;
(ii) divu = (Gradu)t : F−1; [A : B =
∑
i,j
AijBij]
(iii) grad V = dF
dt
F−1;
(iv)
d
dt
[dx] = grad V · dx;
(v)
d
dt
(dx · dx′) = 2dxddx′ avec d := 1
2
(grad V + (grad V )t). La quantité d repré-
sente le tenseur de déformation eulerienne.
(vi) d = (F−1)t
d∆
dt
F−1 (formule de transport).
Preuve
(i) On a ∂φ
∂Xα
=
∑
i
∂φ
∂xi
∂xi
∂Xα
,
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d'où
Gradφ =
3∑
α=1
∂φ
∂Xα
eα =
3∑
α=1
(
3∑
i=1
∂φ
∂xi
∂xi
∂Xα
eα = (grad φ).F.
(ii) div (u) =
∑
i
∂ui
∂xi
=
∑
i
∑
α
∂ui
∂Xα
∂Xα
∂xi
= (Gradu)t : F−1.
(iii) grad V.F = GradV = Grad dx
dt
=
d
dt
(Grad(x)) =
dF
dt
.
(iv) grad V.dx = dF
dt
.F−1dx =
dF
dt
.dX =
d
dt
(F.dX) =
d
dt
[dx].
(v)
d
dt
(dx · dx′) =
(
d
dt
(dx).dx′
)
+
(
dx · d
dt
(dx′)
)
= grad V dx · dx′ + dx · grad V dx′
= dx(grad V )t · dx′ + dx · grad V dx′
= dx(grad V + (grad V )t)dx′
= 2dxddx′.
(vi) On a vu que d
dt
(dx.dx′) = 2dX.
d∆
dt
.dX ′ et d
dt
(dx.dx′ = 2dx.d.dx′ ; donc
dX
d∆
dt
dX ′ = dxddx′,
d'où
F−1dx
d∆
dt
F−1dx′ = dxddx′.
Et on obtient ainsi l'équation de transport
tF−1
d∆
dt
F−1 = d. ¤
3.3 Modélisation
On considère le même modèle physique que dans le chapitre II sauf que dans ce
cas on tient compte de la déformation du sol, il s'agit ici d'un vertisol.
Les équations du problème (P), déﬁnies dans le système d'Euler bien que appli-
cables pour les milieux déformables ne sont pas cependant très appropriées.
Cela provient de la nécessité de prendre en compte les eﬀets de la déformation sur
la dépendance spatio-temporelle de K(θ) et de h(θ).
D'autre part, les conditions aux limites sont plus faciles à exprimer sur des sur-
faces ﬁxes par rapport à la phase solide [56], [62].
Ainsi l'utilisation d'un référentiel de Lagrange (référentiel matériel) attaché à la
phase solide est plus adéquat.
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3.3.1 Équation d'écoulement
Soit Ω un milieu continu où on est en présence de n phases. Si φ est un tenseur,
sa dérivée particulaire par rapport à la phase α sera
Dφ
Dαt
=
∂φ
∂t
+ vα.∇φ
avec vα étant la vitesse de la phase α.
Si on note ρα la masse volumique apparente de la phase α, l'équation de conser-
vation de la masse donne :
∂ρα
∂t
+ div(ραvα) = fα, (3.1)
c'est-à-dire
Dρα
Dαt
+ ραdiv(vα) = fα.
Soit α une phase de Ω et s la phase solide, sa masse volumique apparente sera ρα
et sa dérivée particulaire par rapport à la phase solide sera
Dρα
Dst
=
∂ρα
∂t
+ vs.∇ρα.
En remplaçant dans (3.1) l'expression de ∂ρ
α
∂t
, on aura
Dρα
Dst
− vs∇ρα + div(ραvα) = fα,
donc
Dρα
Dst
+ ρα∇.vs + div(ρα(vα − vs)) = fα.
Or la divergence de vs est donnée par l'équation de conservation de la masse (on
suppose qu'il n'y a pas d'apport de matière solide extérieure ; ce qui se traduit
par fs = 0) :
div(vs) = − 1
ρd
Dρd
Dst
.
On obtient, en utilisant la proposition (3.2.5) (ii),
Dρα
Dst
− ρ
α
ρd
Dρd
Dst
+Grad [ρα(vα − vs)] : F−1 = fα;
donc
ρd
D(ρ
α
ρd
)
Dst
+Grad [ρα(vα − vs)] : F−1 = fα
30 CHAPITRE 3. TRANSFERT EN MILIEU POREUX DÉFORMABLE
où ρd la densité apparente sèche du sol. En posant vα/s la vitesse relative de la
phase α par rapport à la phase solide, l'équation ci-dessus devient
ρd
D(ρ
α
ρd
)
Dst
+Grad [ραvα/s] : F−1 = fα. (3.2)
Dans notre modèle physique, on a ρα = ρθ, α est la phase ﬂuide et θvα/s = qs est
la vitesse de ﬁltration du ﬂuide par rapport à la phase solide. On a par la loi de
Darcy généralisée
q = −K(θ)grad H(θ).
qs = F
−1q = −F−1K(θ)(GradH(θ)).F−1.
Notons e = ρs
ρd
− 1, Ks = F−1K,Θ = θ ρs
ρd
. Comme ρ = 1 pour l'eau, l'équation
d'écoulement devient
1
1 + e
DΘ
Dst
−Grad [Ks(Θ)(Grad (H(Θ))).F−1] : F−1 = f1 (3.3)
avec H = h − z + hp. La quantité h est le potentiel matriciel donné par Van
Genuchten, z le potentiel gravitationnel, hp le potentiel de surcharge donné en
coordonnée matérielle,Ks(Θ) la conductivité hydraulique relative à la phase solide
donnée par Van Genuchten, e = e(Θ) obtenue avec le modèle de retrait de vertisol
de E. Braudeau (voir ﬁgure 3.1).
3.3.2 Équation de transport de soluté
Supposons la diﬀusion négligeable, on a dans le cas rigide l'équation de conserva-
tion
∂
∂t
(ρθC)− div[ρCK(θ)∇H(θ)] = fC .
Dans ce cas, ρα est la densité du nombre de mole qui est égale à ρθC.
On obtient d'après (3.3)
1
1 + e
D(ΘC)
Dst
−Grad [CKs(Θ)(Grad (H(Θ))).F−1] : F−1 = f2
Notre problème peut être formulé de la manière suivante :
Trouver Θ et C vériﬁant
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(θ)e
θ
SL
AE
LM
MS
Fig. 3.1  Courbe de retrait de vertisol et points caractéristiques du modèle de
Braudeau (1988)
1
1 + e
DΘ
Dst
−Grad [Ks(Θ)(Grad (H(Θ))).F−1] : F−1 = f1, (3.4)
1
1 + e
D(ΘC)
Dst
−Grad [CKs(Θ)(Grad (H(Θ))).F−1] : F−1 = f2, (3.5)
+C.B. et C.I. (3.6)
Pour une déformation et un écoulement unidirectionnels, Baveye établit en 1992
l'expression suivante :
F =
 1 0 00 1 0
0 0 ρr
ρd

où ρr étant la masse volumique du sol à l'état de référence ; en général ρr = ρd0
est la masse volumique initiale sèche du sol.
3.3.3 Modèle de retrait de vertisol
Cette caractéristique hydrodynamique du sol est matérialisée par l'indice de vide
en fonction du taux d'humidité. Le modèle le plus complet est celui de Braudeau
[34]. Ce modèle utilise dans son expression mathématique huit paramètres. Ceci
est lié au fait que la courbe de retrait présente quatre points critiques qui sont
SL, AE, LM, MS chacun possèdant deux coordonnées. Le point SL représente
la limite de retrait, AE est le point d'entrée de l'air dans les micro-aggrégats, LM
est la limite de contribution de la macro-porosité au retrait du sol et en MS le sol
atteint son maximum de gonﬂement. La courbe de retrait présente trois partie :
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Régime de la déformation Équation du modèle de Braudeau (1988)
Région SL e = eSL
Région SL− AE e = eSL +Kr
[
ΘAE −ΘSL
exp(1)− 1 (exp(Vn)− 1− Vn)
]
avec Vn =
Θ−ΘSL
ΘAE −ΘSL
Région AE − LM e = eAE +Kr(Θ−ΘAE)
Région LM −MS e = eLM + ΘLM −ΘMS
exp(1)− 1 {(Kr −K0)[exp(Vm)− exp 1]
− Θ−ΘLM
ΘLM −ΘMS [Kr −K0 exp(1)] avec Vm =
Θ−ΘMS
ΘLM −ΘMS
Après MS e = eMS +K0(Θ−ΘMS)
Fig. 3.2  Expression mathématique du retrait d'un échantillon de sol
selon Braudeau
il y a d'abord la phase de retrait résiduel où la courbe présente une pente nulle
puis une partie curviligne (du début à AE), ensuite la phase de retrait principale
de AE à LM (la courbe est aﬃne dans cette partie) et enﬁn la phase de retrait
structural qui va de LM à la saturation du sol (la courbe y est curviligne puis
aﬃne).
3.3.4 Déformation tridimensionnelle anisotrope
Nous proposons d'étudier une déformation tridimensionnelle du sol telle que la
déformation soit isotrope dans la direction orthogonale à l'axe vertical z : c'est
une déformation tridimensionnelle avec symétrie axiale.
Dans ce cas dV = dXdY dZ et donne dans la conﬁguration actuelle dv = dxdydz.
Soient e l'indice des vides associé à dv, er l'indice des vides associé à dV , l'indice
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v est associé au vide et l'indice s au solide. Si l'on considère que la déformation
se fait sans variation de masse sèche, on a :
e =
dvv
dVs
, er =
dVv
dVs
,
d'où
1 + e =
dvv + dVs
dVs
=
dv
dVs
et 1 + er =
dVv + dVs
dVs
=
dV
dVs
;
ce qui nous permet d'écrire la relation entre dV et dv :
dV =
1 + er
1 + e
dv.
Le changement de volume décrit dans cette équation peut être associé à un chan-
gement de volume dans trois directions principales x, y, z en utilisant le facteur
de Bronswjik rs [34] déﬁni par exemple pour la direction z par :
1− dV − dv
dV
=
(
1− dZ − dz
dZ
)rs
.
Si la déformation se fait uniquement suivant la verticale, rs = 1, si la déforma-
tion est isotrope alors rs = 3, si la déformation verticale est prédominante alors
1 < rs < 3, sinon rs > 3.
Posons λ = 1 + er
1 + e
, alors
1− dV − dv
dV
=
(
1− λdv − dv
λdv
)
=
1
λ
,
d'où (
1− dZ − dz
dZ
)rs
=
1
λ
;
ce qui équivaut à
dz =
dZ
λ
1
rs
= dZ
(
1 + e
1 + er
) 1
rs
.
De l'égalité
1− dV − dv
dV
=
1
λ
on tire dv
dV
=
1
λ
; ce qui équivaut à
dxdydz
dXdY dzλ
1
rs
=
1
λ
.
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Ainsi on obtient l'égalité
dxdy = dXdY
1
λ(1−
1
rs
)
.
Avec l'hypothèse faite sur l'anisotropie, on a ainsi les formules de changement de
coordonnées spatiales :
dx = dX(
1 + e
1 + er
)
1
2
(1− 1
rs
), dy = dY (
1 + e
1 + er
)
1
2
(1− 1
rs
), dz = dZ(
1 + e
1 + er
)
1
rs . On obtient
ainsi le tenseur gradient de transformation
F =
 (
1+e
1+er
)
1
2
(1− 1
rs
) 0 0
0 ( 1+e
1+er
)
1
2
(1− 1
rs
) 0
0 0 ( 1+e
1+er
)
1
rs
 .
L'état de référence peut être choisi en fonction des données expérimentales dispo-
nibles. Par exemple, il peut être choisi comme l'état initial du sol ou la limite de
retrait.
Nous allons maintenant étudier le problème (3.4), (3.5), (3.6). l'équation (3.4)
du problème ne dépend pas de C, donc on peut la résoudre théoriquement. Une
fois Θ connue, on pourra ensuite étudier (3.5).
3.4 Modèle de Braudeau
Dans cette partie, nous ferons l'analyse du transfert hydrique pour ce modèle de
retrait de vertisol. Considérons l'état de référence comme étant Ω, un domaine
de R3 de frontière assez régulière. Rappelons que H(Θ) = h(Θ) + z. Posons ez =
(0, 0, 1), Ks(Θ) = k(Θ)I,
g(Θ) =
(
1 + e(Θ)
1 + er
)− 1
2
(1− 1
rs
)
, gz(Θ) =
(
1 + e(Θ)
1 + er
)− 1
rs
,
∇g(φ) =
(
g(Θ)
∂φ
∂x
, g(Θ)
∂φ
∂y
, gz(Θ)
∂φ
∂z
)t
, divg u = g(Θ)
∂ux
∂x
+g(Θ)
∂uy
∂y
+gz(Θ)
∂uz
∂z
.
Supposons qu'il n'y a pas de terme source ; ainsi le problème (3.4) devient : Trouver
u : Ω×]0, T [−→ R3 vériﬁant
∂u
∂t
− (1 + e(u))divg(k(u)∇gh(u) + gz(u)k(u)ez) = 0 dans Ω×]0, T [, (3.7)
u(x, t) = 0 sur ∂Ω×]0, T [, (3.8)
u(x, 0) = u0(x) dans Ω. (3.9)
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On étudiera dans cette partie le cas rs = 3, ce qui implique que gz = g. À cet
eﬀet, posons
l(u) =
∫ u
0
1
(1 + e(s))g(s)
ds, γ(u) =
∫ u
0
k(s)g(s)h
′
(s)ds,
u = l−1(w), Γ(w) = γ(l−1(w)), λ(w) = k(l−1(w))g(l−1(w)).
Le problème (3.7), (3.8), (3.9) est alors équivalent à
∂w
∂t
−∆Γ(w) + ∂
∂z
λ(w) = 0 dans Ω×]0, T [, (3.10)
w(x, t) = 0 sur ∂Ω×]0, T [, (3.11)
w(x, 0) = w0(x) dans Ω. (3.12)
3.4.1 Hypothèses
Les fonctions λ et Γ ont les propriétés suivantes : λ(0) = Γ(0) = 0; Γ est stricte-
ment croissante. Pour p > 2, on suppose qu'il existe q ∈]0, p− 1] tel que
Γ(s) ≤ sq, λ(s) ≤ sq. (3.13)
3.4.2 Formulation faible
Soient p > 2, N la dimension spatiale, r =
(
p−2
2
)
N
p
+ 2. Pour v ∈ Hr0(Ω), en
multipliant par v et en intégrant sur Ω, on a∫
Ω
∂w
∂t
vdx+
∫
Ω
∇Γ(w)∇vdx−
∫
Ω
λ(w)
∂v
∂z
dx = 0. (3.14)
Nous obtenons la formulation faible : Trouver w dans L∞(0, T ;L2(Ω))∩Lp(0, T ;Lp(Ω))
solution de (3.14) pour tout v ∈ Hr0(Ω).
Nous montrerons par la suite que ∇Γ(w(t)) ∈ H−r+1(Ω).
Proposition 3.4.1 Soient β(t) =
∫ t
0
√
Γ′(s)ds et M(v) =
(∫
Ω
(∇β(v))2dx
) 1
p
.
Alors il existe une constante C telle que∫ T
0
M(w)pdt ≤ C.
Preuve
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En choisissant v = w dans (3.14), on a
1
2
d
dt
‖w(t)‖2L2(Ω) +
∫
Ω
Γ′(w)(∇w)2dx = 0. (3.15)
Ce qui nous donne les estimations :
‖w(t)‖2L2(Ω) ≤ ‖w0‖2L2(Ω). (3.16)
On a
M(v) =
(∫
Ω
Γ
′
(v)(∇v)2dx
) 1
p
.
Avec (3.15) et (3.16) on a w ∈ L∞(0, T ;L2(Ω)) et∫ T
0
M(w)pdt ≤ C. ¤
3.4.3 Théorème d'existence
Théorème 3.4.1 Soit u0 ∈ L2(Ω), alors il existe une fonction u et un réel p > 2
tels que
(i) u ∈ L∞(0, T ;L2(Ω)) ∩ Lp(0, T ;Lp(Ω));
(ii) β(u) ∈ L2(0, T ;H10 (Ω)) ;
(iii) u′ ∈ Lp′(0, T ;H−r(Ω))
et u solution de (3.14).
3.4.3.1 Résultats utilisés pour la preuve du théorème (3.4.1)
Pour la preuve de ce théorème, on a besoin d'un résultat de compacité de Dubinskii
[46],[30], [31] que nous avons un peu modiﬁé ;
Théorème 3.4.2 Soient B,B1 des espaces de Banach avec B ⊂ B1 avec injection
continue et soit S un sous ensemble de B. Soit M : S −→ R+ telle que
(i) S˜ = {v ∈ S;M(v) ≤ 1} est relativement compact dans B ;
(ii) il existe U voisinage de 0 et ∞ tel que M(λv) ≤ |λ|M(v) ∀λ ∈ U .
Pour 1 < p0, p1 <∞, on déﬁnit l'ensemble
F = {v; v localement sommable sur ]0, T [; à valeur dans B1;
∫ T
0
M(v)dt ≤ C1 et
v
′ est dans un borné de Lp1(0, T ;B1)}.
Alors F ⊂ Lp0(0, T ;B) et est relativement compact dans Lp0(0, T ;B).
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Preuve
On démontre ce théorème via le lemme suivant :
Lemme 3.4.1 Si S˜ relativement compact, alors ∀η > 0, il existe Cη tel que
‖u− v‖B ≤ η(M(u) +M(v)) + Cη‖u− v‖B1 ∀u, v ∈ S.
Admettons pour l'instant ce lemme et soit (uk) une suite dans F , on veut montrer
que l'on peut en extraire une sous-suite convergente dans Lp0(0, T ;B).
Or par le lemme (3.4.1), on a ∀η > 0(∫ T
0
‖un+m − un‖p0B dt
) 1
p0
≤ C1η
(∫ T
0
M(un+m)
p0dt
) 1
p0
+ C1η
(∫ T
0
M(un)
p0dt
) 1
p0
+ Cη
(∫ T
0
‖un+m − un‖p0B1dt
) 1
p0
.
Donc, il suﬃt de montrer que l'on peut extraire une sous-suite de Cauchy dans
Lp0(0, T ;B1). En fait, on va extraire la suite dans C0(0, T ;B1).
On a le résultat suivant : il existe un ensemble E ⊂ [0, T ] de mesure nulle tel que
pour tout t dans EC
M(uk(t)) ≤ Kt <∞. (3.17)
Sinon, il existe E ⊂ [0, T ] tel que m(E) 6= 0 et pour tout t dans E
M(uk(t)) −→ +∞ lorsque k −→ +∞,
ce qui entraine que
∫
E
M(uk(t))dt ≤
∫ T
0
M(uk(t))dt < +∞.
Et cela est absurde car le membre de gauche de cette inégalité tend vers l'inﬁni
lorsque k tend vers l'inﬁni.
Pour chaque t, on peut choisir Kt assez grand de sorte que λt = 1Kt soit dans U .
Ainsi,
M(λtuk(t)) ≤ |λt|M(uk(t)) ≤ 1.
La dernière inégalité à lieu grâce à (3.17).
De ce fait λtuk(t) ∈ S˜, ce qui implique qu'on peut extraire pour chaque t ∈ EC
une sous-suite (que l'on note encore uk(t)) telle que uk(t) −→ u(t) dans B1.
Soit (t1, t2, ...) une suite dense dans [0, T ], ti ∈ EC , on peut alors extraire une
sous-suite telle que
uk(ti) −→ u(ti) dans B1 ∀i.
38 CHAPITRE 3. TRANSFERT EN MILIEU POREUX DÉFORMABLE
Or ∀t ∈ [0, T ]
‖uk(ti)−uk(t)‖B1 =
∥∥∥∥∫ ti
t
u
′
k(σ)dσ
∥∥∥∥
B1
≤
(∫ ti
t
‖u′k(σ)‖p1B1dσ
) 1
p1
(t−ti)
1
p
′
1 ≤ C|t−ti|
1
p
′
1 .
Ainsi
‖uk(t)− ul(t)‖B1 ≤ ‖uk(t)− uk(ti)‖B1 + ‖uk(ti)− ul(ti)‖B1 + ‖ul(ti)− ul(t)‖B1
peut être rendu aussi petit que l'on veut pour tout t ∈ [0, T ].
Alors (uk) suite de Cauchy dans C0(0, T ;B1), d'où uk −→ u uniformément dans
C0(0, T ;B1). ¤
Pour terminer la preuve du théorème, il nous faut prouver le lemme (3.4.1).
Preuve du lemme (3.4.1) :
Si l'inégalité est fausse alors il existe η0 tel que pour tout n, il existe un et vn telles
que
‖un − vn‖B ≥ η0(M(un) +M(vn)) + n‖un − vn‖B1 .
Il existe aussi λn ∈ U tel que
‖λnun − λnvn‖B ≥ η0(M(λnun) +M(λnvn)) + n‖λnun − λnvn‖B1
et de sorte que 1
(M(λnun) +M(λnvn))
soit dans U .
En posant u˜n =
λnun
(M(λnun) +M(λnvn))
et v˜n =
λnvn
(M(λnun) +M(λnvn))
,
on a
‖u˜n − v˜n‖B ≥ η0 + n‖u˜n − v˜n‖B1 (3.18)
et M(u˜n) ≤ 1, M(v˜n) ≤ 1.
On peut extraire une sous-suite telle que
u˜n −→ u˜ et v˜n −→ v˜ dans B.
Ainsi u˜n et v˜n sont bornées dans B et on a (3.18) qui implique
‖u˜n − v˜n‖B1 ≤
C
n
.
Alors u˜ = v˜ et que u˜n − v˜n −→ 0 dans B. Ceci contredit l'inégalité (3.18). ¤
Démontrons maintenant que les hypothèses du théorème (3.4.2) sont vériﬁées pour
notre problème. Pour cela, on a la proposition suivante :
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Proposition 3.4.2 On pose S = {v; β(v) ∈ H10 (Ω)} et soit
M(v)p =
∫
Ω
(∇β(v))2dx.
Alors, pour B = Lp(Ω) on a S˜ = {v;M(v) ≤ 1} est relativement compact dans
B.
Avant de faire la preuve de cette proposition, vériﬁons si M(λv) ≤ |λ|M(v) pour
tout λ dans un voisinage de zéro ou de ∞.
Pour cela, il suﬃt que Γ′(λs) ≤ λp−2Γ′(s) pour tout λ inﬁniment proche de zéro
et s dans [0, 1], et que cette inégalité reste vraie pour λ assez grand et s dans un
voisinage de zéro. Rappelons les fonctions qui composent la fonction Γ′(s) :
k(s) = kss
L(1− (1− s Lm )m)2, h(s) = − 1
α
(s−
1
m − 1) 1n ,
h′(s) =
1
mnα
s−
1
m
−1(s−
1
m − 1) 1n−1, g(s) =
(
1 + e(s)
1 + er
)− 1
3
,
l(s) =
∫ s
0
1
(1 + e(σ))g(σ)
dσ. (3.19)
En posant s′ = l−1(s), on a Γ′(s) = k(s′)h′(s′)g(s′)2(1 + e(s′)). On veut que
Γ
′
(λs) ≤ λp−2Γ′(s) pour tout λ dans un voisinage de zéro ou l'inﬁni et s ∈]0, 1[.
Cette inégalité est équivalente à une constante près à
λL−
1
m
−1(1− (1− (λs) Lm )m)2((λs)− 1m − 1) 1n−1
≤ λp−2(1− (1− s Lm )m)2(s− 1m − 1) 1n−1. (3.20)
Si λ est dans un voisinage de zéro, il en est de même pour λs. Les paramètres m
et n sont reliés par la condition de Mualem [34], m = n− 1
n
. Ainsi (3.20) devient
λL+
2L
m
−1− 1
n−1 s
2L
m
+1 ≤ λp−2(1− (1− s Lm )m)2(s− 1m − 1)−m. (3.21)
Proposition 3.4.3 Pour tout s ∈ [0, 1], on a
s
2L
m
+1 ≤ (1− (1− s Lm )m)2(s− 1m − 1)−m.
Preuve de la proposition (3.4.3)
Soit η ≥ 0 et µ ≥ 0 tels que η + µ = 1. On veut
sη(
2L
m
+1) ≤ (s− 1m − 1)−m
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c'est à dire
1 > s−
1
m (1− s− ηm ( 2Lm +1)+ 1m ).
C'est le cas lorsque η ≤ m
m+2L
. Nous aimerions aussi avoir
sµ(
2L
m
+1) ≤ (1− (1− s Lm )m)2
c'est-à-dire
s
µ
2
( 2L
m
+1) + (1− s Lm )m ≤ 1.
En choisissant µ ≥ 2L
m+2L
, on a
s
µ
2
( 2L
m
+1) + (1− s Lm )m ≤ s Lm + (1− s Lm )m.
Le second membre de cette inégalité est une fonction du type x+(1−x)m qui est
plus petit que 1. Il suﬃt donc de choisir η = m
m+2L
et µ = 2L
m+2L
. Ce qui termine
la preuve de la proposition (3.4.3). ¤
Remarque 3.4.1 Ainsi, nous sommes à même de dire avec le résultat de la pro-
position (3.4.3) qu'une condition suﬃsante pour que la condition sur Γ′(s) soit
réalisée dans le cas où λ est dans un voisinage de zéro est
λL+2
L
m
− 1
n−1−1 ≤ λp−2, c'est à dire L + 2L
m
− 1
n− 1 − 1 ≥ p − 2. Il faut choisir p
de sorte que
p ≤ L+ 2L
m
− 1
n− 1 + 1.
Plus loin dans la preuve du théorème (3.4.1), on aura besoin de l'inégalité p > 2.
Cela est possible si on a la condition L+2 L
m
− 1
n−1 +1 > 2, donc L >
n
3n− 1 . En
général, dans la physique des sols (voir [34]), on choisit L = 1
2
et on a toujours
n > 1. Ainsi au voisinage de zéro, la condition sur M est réalisée.
Que se passe-t-il si λ est dans un voisinage de +∞ ? Il existe un voisinage de zéro
de sorte que λs reste petit pour tout s dans ce voisinage. Ainsi, en posant θ = λs,
l'inégalité (3.20) devient
λL−
1
m
−1(1− (1− θ Lm )m)2(θ− 1m − 1)−mθ− 2Lm −1 ≤ λp−2− 2Lm −L+ 1m s2 Lm+1. (3.22)
Mais θ est dans un voisinage de zéro, ainsi le membre gauche de l'inégalité est de
l'ordre de 1 et une condition pour que (3.22) soit vraie est
p ≥ 2 + 2L
m
+ L− 1
m
.
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Les deux conditions sur p nous donne
p = 2 +
2L
m
+ L− 1
m
.
Ainsi, on peut trouver p permettant de réaliser la condition sur M .
Donnons maintenant la preuve de la proposition (3.4.2). On a besoin pour cela de
l'hypothèse
s
p
2 ≤ β(s). (3.23)
Soit vn suite dans S˜, alors β(vn) appartient à un borné de H10 (Ω) donc de Lq(Ω)
avec 1
q
=
1
2
− 1
µ
(q quelconque si µ = 2).
Avec l'hypothèse (3.23), vn est bornée dans L
pq
2 (Ω), donc on peut extraire une
sous-suite que l'on note encore vn telle que
vn ⇀ v dans L
pq
2 (Ω).
Comme H10 (Ω) ↪→ L2(Ω) compacte, alors on peut de nouveau extraire une sous-
suite que l'on note encore (β(vn)) telle que
β(vn) −→ B dans L2(Ω) et p.p.
La fonction β étant monotone, alors vn −→ β−1(B) p.p et vn étant bornée dans
L
pq
2 (Ω),
vn ⇀ β
−1(B) dans L pq2 (Ω)
grâce au résultat suivant :
Lemme 3.4.2 Soit Ω ouvert borné de RN , 1 < p < +∞. Si fn et f ∈ Lp(Ω)
sont telles que ‖fn‖Lp(Ω) ≤ C et fn −→ f p.p. sur Ω, alors fn ⇀ f dans Lp(Ω).
L'unicité de la limite, on a v = β−1(B). Donc vn ⇀ v dans L pq2 (Ω) et p.p.
Pour conclure, on a besoin du théorème d'Egorov [21] :
Théorème 3.4.3 On suppose Ω de mesure ﬁnie. Soit (fn)n≥0 suite de fonctions
mesurables de Ω dans R telle que fn −→ f p.p dans Ω avec |f(x)| <∞ p.p.
Alors ∀ε > 0, il existe E ⊂ Ω mesurable tel que mes(E) ≤ ε et fn −→ f unifor-
mément sur EC.
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On déduit de ce théorème que vn −→ v dans Ls(Ω) pour tout s < pq2 . En particulier
pour s = p, car p < p µ
µ−2 .
En eﬀet ∫
Ω
|vn − v|sdx =
∫
EC
|vn − v|sdx+
∫
E
|vn − v|sdx
≤ mes(Ω)εs +
(∫
E
|vn − v|srdx
) 1
r
ε1−
1
r .
Pour 1
r
=
2s
pq
, on a vn −→ v dans Ls(Ω) pour s < pq2 . Ce qui termine la preuve de
la proposition (3.4.2) sous réserve de la preuve du lemme (3.4.2).
Preuve du lemme (3.4.2)
Soit En = {x ∈ Ω; |fk(x) − f(x)| ≤ 1 ∀k ≥ n}. La suite d'ensemble des En est
croissante, mesurable et m(En) −→ m(Ω). Si Φn = {φ ∈ Lp′(Ω); supp(φ) ⊂ En},
alors Φ =
∞⋃
n=0
Φn est dense dans Lp
′
(Ω). Pour φ ∈ Φ, il existe n0 tel que φ ∈ Φn0
et pour n ≥ n0, on a
|φ(x)(fn(x)− f(x))| ≤ |φ(x)|.
Comme φ(fn− f) −→ 0 p.p., le théorème de la convergence dominée de Lebesgue
nous permet d'aﬃrmer que∫
Ω
φ(fn − f)dx −→ 0 lorsque n −→∞.
On considère φ dans Lp′(Ω), par densité de Φ, il existe φi ∈ Φ telle que
‖φ− φi‖Lp′ (Ω) soit aussi petit que l'on veut. Ainsi de l'inégalité∣∣∣∣∫
Ω
φ(fn − f)dx
∣∣∣∣ ≤ ‖fn − f‖Lp(Ω)‖φ− φi‖Lp′ (Ω) + ∣∣∣∣∫
Ω
φi(fn − f)dx
∣∣∣∣
et de l'hypothèse sur la bornitude de la suite (fn)n≥0 dans Lp(Ω),
on a fn ⇀ f dans Lp(Ω).
3.4.3.2 Preuve du théorème 3.4.1
On est maintenant en mesure de démontrer le théorème (3.4.1). La méthode uti-
lisée est celle de Faedo-Galerkin. On considèrera une base spéciale de Hr0(Ω). Le
réel r sera choisi de sorte que
φ ∈ Hr0(Ω)⇒
∂2φ
∂xi∂xj
∈ Lp(Ω).
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En prenant r =
(
p− 2
2
)
n
p
+ 2, on a
∂2φ
∂xi∂xj
∈ H(
p−2
2
)n
p
0 (Ω),
donc ∂
2φ
∂xi∂xj
∈ Lp(Ω), à cause de l'injection de l'espace de Sobolev Wm,p0 (Ω) dans
Lq(Ω) pour 1
q
= 1
p
− m
n
et 1 < p < n
m
.
Soient (wj)j≥1 une base hilbertienne de Hr0(Ω). Notons Vm = L(w1, w2, . . . , wm)
l'espace vectoriel engendré par w1, . . . , wm. Soit um(t) =
m∑
j=1
cmj (t)wj un élément
de Vm déﬁni par
(u
′
m(t), wi) +
∫
Ω
Γ′(um)∇um∇widx+
∫
Ω
λ(um)∂3widx = 0,
i = 1, . . . ,m (3.24)
um(0) = uom −→ u0 dans L2(Ω). (3.25)
En remplaçant um par sa valeur dans (3.24), on a
m∑
j=1
cm
′
j (t)
∫
Ω
wjwidx+
m∑
j=1
cmj (t)
∫
Ω
Γ
′
(um)∇wj∇widx+
∫
Ω
λ(um)
∂wi
∂z
dx = 0,
i = 1, . . . ,m. (3.26)
En posant
A =
(∫
Ω
wjwidx
)
1≤i,j≤m
, R =
(∫
Ω
Γ
′
(um)∇wj∇widx
)
1≤i,j≤m
,
B =
(
−
∫
Ω
λ(um)
∂wi
∂z
dx
)
1≤i≤m
, (3.27)
cm = (cmj )1≤j≤m, le problème (3.26) est équivalent au système d'E.D.O.
dcm
dt
= φ(t, cm) (3.28)
avec φ(t, cm) = A−1Rcm + A−1B et comme valeurs initiales cmi (0), i = 1, . . . ,m
les coordonnées de u0m dans Vm. Pour résoudre (3.28), on utilise le cadre général
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suivant.
Soient x0 ∈ RN , t0 ∈ R. Considérons les problèmes
x′(t) = f(t, x) t ∈ J = [t0 − r0, t0 + r0], r0 > 0, (3.29)
x(t0) = x0 t0 ∈ U un voisinage de t0 (3.30)
et
x(t) = x0 +
∫ t
t0
f(s, x(s))ds t ∈ U . (3.31)
Soit K = B(x0, r). Le problème (3.29), (3.30) admet une solution grâce au théo-
rème de Carathéodory
Théorème 3.4.4 Si
(i) f : J ×K −→ R est une fonction de Caratheodory i.e.
t 7→ f(t, x) mesurable pour chaque x ∈ K
x 7→ f(t, x) est continue sur K pour presque tout t ∈ J.
(ii) Il existe g ∈ L1(J); |f(t, x)| ≤ g(t) ∀(t, x) ∈ J ×K.
Alors
a) Il existe un voisinage U de t0 et une fonction x : U −→ RN solution de (3.31).
b) Pour presque tout t ∈ U , x′(t) existe et l'équation (3.29) est vériﬁée en ces
points.
c) La fonction x est solution de (3.29) au sens des distributions sur U .
d) Les résultats a) - c) restent vrais dans le cas où J = [t0− r0, t0] ou [t0, t0+ r0].
Vériﬁons les hypothèses du théorème de Carathéodory pour le système (3.28).
La fonction φ(t, cm) ne dépend pas de t explicitement et Γ′(s) est continue.
Ce qui prouve le i). L'assertion ii) est aussi vériﬁée car nous avons Γ′(s) dans
L1(0, 1), wi et wj dans Vm et λ(s) continue dans [0, 1].
Le système (3.28) vériﬁant ainsi les hypothèses du théorème (3.4.4), il existe une
solution de (3.26) notée um sur [0, tm], tm > 0.
Étudions le comportement de tm lorsque m −→ +∞.
Soit I = {t ∈ [0, T ]; il existe une solution de d
dt
cm(t) = φ(t, cm) dans le sens du
théorème (3.4.4) dans [0, t[}
• I est non vide.
• I est ouvert :
Soit t ∈ I. Comme |cm(α)− cm(β)| ≤
∫ β
α
|φ(s, cm(s))|ds ≤
∫ β
α
g(s)ds pour
tout α, β ∈ [0, t[, on a cm qui est uniformément continue. On peut alors
résoudre (3.28) sur [t, t + ε[ avec comme valeur initiale lim
s→t−
cm(s) et on
obtient ainsi une solution sur [t, t+ ε[.
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• I est fermé :
Soit ti → t− avec ti ∈ I. ∀ε > 0, il existe i0, i1 tel que t − ti0 < t − ti1 < ε.
Soit cm la solution de (3.28) sur [0, ti1 [.
Pour ε assez petit, il existe une solution de (3.28), cm avec comme condition
initiale cm(ti0) sur [ti0 , t[.
Ainsi, on a construit une solution de (3.28) sur [0, t[, ce qui implique que
t ∈ I.
Ces trois points montrent que I = [0, T ]. Ainsi (3.26) admet une solution sur [0, T ]
(on ferme l'intervalle en T à cause de la continuité uniforme de la solution).
Donnons une estimation de um. L'estimation a priori de la proposition (3.4.1)
donne
1
2
d
dt
‖um‖2L2(Ω) +
∫
Ω
(∇β(um))2dx = 0.
Donc um ∈ L∞(0, T ;L2(Ω)) et β(um) ∈ L2(0, T ;H10 (Ω)).
On considère la forme a(um, vm) =
∫
Ω
Γ′(um)∇um∇vmdx avec um et vm dans
Vm. On a
a(um, vm) = −
∫
Ω
Γ(um)∆vmdx.
Donc
|a(um, vm)| ≤ ‖Γ(um)‖Lp′ (Ω)‖∆vm‖Lp(Ω)
≤ C‖Γ(um)‖Lp′ (Ω)‖vm‖Hr0 (Ω). (3.32)
Ce qui implique
‖∆Γ(um)‖H−r(Ω) ≤ C‖Γ(um)‖Lp′ (Ω).
De l'hypothèse (3.13), on tire l'inégalité
‖Γ(um)‖Lp′ (Ω) =
(∫
Ω
(Γ(um))
p′dx
) 1
p′
≤
(∫
Ω
|um|qp′dx
) 1
p′
≤ ‖um‖qLp(Ω). (3.33)
Donc (∫ T
0
‖Γ(um)‖p′Lp′ (Ω)dt
) 1
p′
≤ C1
(∫ T
0
‖um‖p′qLp(Ω)dt
) 1
p′
(3.34)
≤ C ′1‖um‖qLp(0,T ;Lp(Ω)). (3.35)
On a β(um) bornée dans L2(0, T ;H10 (Ω)) ; de l'hypothèse (3.23), on tire donc que
um bornée dans Lp(0, T ;Lp(Ω)). Ainsi ∆Γ(um) est bornée dans Lp
′
(0, T ;H−r(Ω)).
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Estimons maintenant le terme b(um, vm) =
∫
Ω
λ(um)
∂vm
∂z
dx.
|b(um, vm)| ≤ C‖λ(um)‖Lp′ (Ω)‖
∂v
∂z
‖Lp(Ω) (3.36)
≤ C‖λ(um)‖Lp′ (Ω)‖∆vm‖Lp(Ω) (3.37)
≤ C‖λ(um)‖Lp′ (Ω)‖vm‖Hr0 (Ω). (3.38)
Tout comme pour ∆Γ(um) on a
∂
∂z
λ(um) est borné dans Lp
′
(0, T ;H−r(Ω)). Ainsi
le système (3.24) est de la forme
(u
′
m(t)−∆Γ(um) +
∂
∂z
λ(um), wi) = 0, 1 ≤ j ≤ m, (3.39)
avec −∆Γ(um) + ∂∂zλ(um) bornée dans Lp
′
(0, T ;H−r(Ω)).
On considère maintenant le projecteur orthogonal Pm (pour le produit scalaire de
L2(Ω)) sur Vm ; Pm est borné dans L(Hr0(Ω), Hr0(Ω)) et dans L(H−r(Ω), H−r(Ω)).
Ainsi, (3.39) entraine
u
′
m(t) = Pm(∆Γ(um) +
∂
∂z
λ(um)).
Donc u′m est bornée dans Lp
′
(0, T ;H−r(Ω)). En posantB1 = H−r(Ω) etB = Lp(Ω)
dans le théorème (3.4.2), on peut extraire de (um)m∈N une sous-suite que l'on note
de nouveau (um)m∈N telle que
um ⇀ u faible* dans L∞(0, T ;L2(Ω)),
um −→ u dans Lp(0, T ;Lp(Ω)) et p.p.,
β(um)⇀ B dans L2(0, T ;H10 (Ω)).
La convergence presque partout de um vers u et la continuité de la fonction β
entraine que β(um) converge presque partout vers β(u). De plus
‖β(um)‖L2(0,T ;L2(Ω)) ≤ C‖∇β(um)‖L2(0,T ;L2(Ω)) ≤ C ′.
D'après le lemme (3.4.2), on a
β(um)⇀ β(u) dans L2(0, T ;L2(Ω)).
D'où B = β(u).
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Remarque 3.4.2 On a u(t) ∈ Lp(Ω), sachant que Γ(s) ≤ sq, alors
Γ(u(t)) ∈ Lp(Ω). Or Hr0(Ω) est inclus avec injection continue dans Lp′(Ω), on a
Lp(Ω) qui s'injecte continument dans H−r(Ω). Ainsi ∇Γ(u(t)) ∈ H−r+1(Ω). Ce
qui donne un sens au deuxième terme de la somme dans (3.14).
Montrons maintenant que u est solution du problème faible (3.14). Soient j ﬁxé
et m ≥ j; on a
(u
′
m, wj) + a(um, wj) + b(um, wj) = 0.
Pour le premier terme, um ⇀ u faible* dans L∞(0, T ;L2(Ω)), donc u
′
m −→ u′ dans
D′(0, T ;L2(Ω)). Comme u′m est bornée dans Lp
′
(0, T ;H−r(Ω)), quitte à extraire
une sous-suite de (u′m)m∈N, sa limite dans Lp
′
(0, T ;H−r(Ω)) vaut u′.
Ainsi (u′m, wj) ⇀ (u′, wj) dans Lp
′
(0, T ). Pour les autres termes, des inéquations
(3.32) et (3.33), on a la continuité de la forme a(u, v) déﬁnie sur Lp(Ω)×Hr0(Ω).
On en déduit
a(um(t), wj) −→ a(u(t), wj) dans Lp′(0, T ).
De même,
b(um(t), wj) −→ b(u(t), wj) dans Lp′(0, T ).
Ainsi (u′(t), wj) + a(u(t), wj) + b(u(t), wj) = 0.
Par densité de L(wj, j ≥ 1), on obtient
(u′(t), v) + a(u(t), v) + b(u(t), v) = 0, ∀v ∈ Hr0(Ω).
Ce qui termine la preuve du théorème (3.4.1). ¤
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Chapitre 4
Étude numérique du modèle de
milieu poreux déformable
4.1 Schéma numérique du modèle de Braudeau
On fera ici l'étude du modèle de retrait de Braudeau avec rs = 1.
Soient x := (xi)1≤i≤3, ∇p :=
(
∂
∂x1
,
∂
∂x2
)t
, divp :=
(
∂
∂x1
+
∂
∂x2
)
On considère
ainsi l'équation
∂tu− (1 + e(u))divp(k(u)∇ph(u))− (1 + e(u))gz(u) ∂
∂z
(
k(u)gz(u)
∂
∂z
h(u)
)
−(1 + e(u))gz(u) ∂
∂z
(gz(u)k(u)) = (1 + e(u))f.(4.1)
Soit Vδ l'espace d'approximation des éléments ﬁnis de type Q1 et (φi)i=1,n une
base de Vδ.
La solution appochée uδ(x, t) s'écrit sous la forme
uδ(x, t) =
n∑
i=1
ui(t)φi.
La formulation faible de l'équation ci-dessus donne∫
Ω
∂tuφdx+
∫
Ω
k(u)h
′
(u)∇pu∇p[(1 + e(u))φ]dx
+
∫
Ω
k(u)gz(u)h
′
(u)
∂u
∂z
∂
∂z
((1+e(u))gz(u)φ)dx+
∫
Ω
k(u)gz(u)
∂
∂z
((1+e(u))gz(u)φ)dx
=
∫
Ω
(1 + e(u))fφdx.
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Ainsi∫
Ω
∂tuφdx+
∫
Ω
k(u)h
′
(u)∇pu [e′(u)φ∇pu+ (1 + e(u))∇φ] dx
+
∫
Ω
k(u)gz(u)h
′
(u)
∂u
∂z
[
e′(u)gz(u)φ
∂u
∂z
+ (1 + e(u))g
′
z(u)φ
∂u
∂z
+ (1 + e(u))gz(u)
∂φ
∂z
]
dx
+
∫
Ω
k(u)gz(u)
[
e′(u)gz(u)φ
∂u
∂z
+ (1 + e(u))g
′
z(u)φ)
∂u
∂z
+ (1 + e(u))gz(u)
∂φ
∂z
]
dx
=
∫
Ω
(1 + e(u))fφ.
Soit uk une appoximation temporelle de uδ(x, tk) avec tk = kτ , τ étant le pas
de temps. Le schéma d'Euler implicite suivant donne ainsi une discrétisation to-
tale du problème.∫
Ω
uk+1 − uk
τ
φidx+
∫
Ω
k(uk)h
′
(uk)e′(uk)∇puk∇puk+1φidx
+
∫
Ω
k(uk)h
′
(uk)(1 + e(uk))∇puk+1∇φidx
+
∫
Ω
k(uk)gz(u
k)2h
′
(uk)e′(uk)
∂uk
∂z
∂uk+1
∂z
φidx
+
∫
Ω
k(uk)gz(u
k)g
′
z(u
k)h
′
(uk)(1 + e(uk))
∂uk
∂z
∂uk+1
∂z
φidx
+
∫
Ω
k(uk)gz(u
k)2h
′
(uk)(1 + e(uk))
∂uk+1
∂z
∂φi
∂z
dx
+
∫
Ω
k(uk)gz(u
k)2e′(uk)
∂uk+1
∂z
φidx
+
∫
Ω
k(uk)gz(u
k)g
′
z(u
k)(1 + e(uk))
∂uk+1
∂z
φidx
+
∫
Ω
k(uk)gz(u
k)2(1 + e(uk))
∂φi
∂z
dx
=
∫
Ω
(1 + e(uk))fφidx ∀i ∈ {1, . . . , n}.
Le problème approché devient ainsi un système de la forme
Auk+1 = b (4.2)
où A = A(uk) = (Aij)i,j=1,n, b = b(uk) = (bi)i=1,n. Les éléments de la matrice A
et du vecteur b sont donnés par les formules :
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Aij =
∫
Ω
φiφjdx+ τ
∫
Ω
k(uk)h
′
(uk)e′(uk)φi∇pφj
n∑
l=1
ukl∇pφldx
+ τ
∫
Ω
k(uk)h
′
(uk)(1 + e(uk))∇pφj∇pφidx
+ τ
∫
Ω
k(uk)gz(u
k)2h
′
(uk)e′(uk)φi
∂φj
∂z
n∑
l=1
ukl
∂φl
∂z
dx
+ τ
∫
Ω
k(uk)gz(u
k)g
′
z(u
k)h
′
(uk)(1 + e(uk))φi
∂φj
∂z
n∑
l=1
ukl
∂φl
∂z
dx
+ τ
∫
Ω
k(uk)gz(u
k)2h
′
(uk)(1 + e(uk))
∂φj
∂z
∂φi
∂z
dx
+ τ
∫
Ω
k(uk)gz(u
k)2e′(uk)φi
∂φj
∂z
dx
+
∫
Ω
k(uk)gz(u
k)g
′
z(u
k)(1 + e(uk))φi
∂φj
∂z
dx,
bi =
n∑
j=1
uki
∫
Ω
φiφjdx+ τ
∫
Ω
(1 + e(uk))fφidx
− τ
∫
Ω
k(uk)gz(u
k)2(1 + e(uk))
∂φi
∂z
dx.
Ce schéma numérique donne ainsi une approximation de la solution de l'équation
du problème (4.1) dans le cas du modèle de Baveye [34].
4.2 Schéma numérique de l'équation de transport
Pour la deuxième équation décrivant l'évolution de la concentration de polluant,
on utilisera la méthode numérique STILS (Space-Time Integrated Least Squares)
[51], [6].
Rapellons sa forme :
∂(uC)
∂t
− (1 + e(u))∇[CK(u)(∇(H(u))).F−1] : F−1 = (1 + e(u))f2
Elle sera équivalente dans ce cas à l'équation
∂t(uC) + (1 + e(u))divp(Cqp) + (1 + e(u))gz(u)
∂
∂z
(Cgz(u)qz) = (1 + e(u))f2.
avec qp = composante de q suivant x et y et qz celle suivant l'axe z.
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En rebaptisant uC par C, et en posant vp =
qp
u
, vz =
gz(u)qz
u
,
g1(u) = (1 + e(u)), g2(u) = (1 + e(u))gz(u), f = (1 + e(u))f2,
on obtient
∂tC + g1(u)divp(Cvp) + g2(u)divz(Cvz) = f.
On déﬁnit d˜iv = ∂t + g1(u)divp + g2(u)divz et v˜T = (1, vp, vz).
Avec ces notations, l'équation s'écrit :
d˜iv(Cv˜) = f. (4.3)
Dans une description spatio-temporelle, le temps est considéré comme la quatrième
composante de la dimension spatiale. Le domaine espace-temps sera Ω˜ = Ω×]0, T [,
et la frontière inﬂux
Γ˜− = {x ∈ ∂Ω˜; (n˜(x)|v˜(x)) < 0},
où n(x) est la normale extérieure du bord ∂Ω au point x. Ce qui implique que
Γ˜− = Γ− × [0, T ] ∪ Ω× {0}.
On déﬁnit les espaces :
H(u, v, Ω˜) =
{
ψ ∈ L2(Ω˜); d˜iv(ψv˜) ∈ L2(Ω˜)
}
muni de la norme du graphe ψ 7→ d˜iv(ψv˜) donnée par
‖ψ‖2 = ‖ψ‖20 + ‖d˜ivCv˜‖20
qui dérive du produit scalaire
((ψ, φ)) = (ψ, φ)0 + (d˜ivψv˜, d˜ivφv˜)0.
H0(u, v, Ω˜, Γ˜−) =
{
ψ ∈ H(u, v, Ω˜);ψ = 0 sur ∈ Γ˜−
}
.
Considérons la fonctionnelle linéaire
A : ψ 7→ d˜ivψv˜.
Ainsi, l'équation (4.3) s'écrit Aψ = f. Dans L2(Ω˜), une solution de cette équation
correspond à un zéro de la fonctionnelle convexe, positive :
J(ψ) =
1
2
∫
eΩ(Aψ − f)
2dx dt.
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La dérivée directionnelle de J en ψ est donnée par
[DJ(ψ)]φ =
∫
eΩ(Aψ − f)Aφdxdt.
La méthode STILS consiste à trouver un minimum de J . Une condition nécessaire
pour que J admet un minimum est que DJ(ψ) = 0.
En considérant la forme bilinéaire
B(ψ, φ) =
∫
eΩAψAφ dxdt
et la forme linéaire
L(φ) =
∫
eΩ fAφ dxdt.
Le problème faible de STILS sera de trouver ψ ∈ H0(u, v, Ω˜, Γ˜−) telle que
B(ψ, φ) = L(φ) pour tout φ ∈ H0(u, v, Ω˜, Γ˜−). (4.4)
Pour résoudre numériquement (4.4), on utilise une marche en temps qui consiste
à résoudre à chaque pas de temps un problème local où la condition initiale est
l'état au pas de temps courant et l'inconnue est l'état au pas de temps suivant.
Considérons pour la variable spatiale une base de Galerkin {ψi}i=1,n de fonctions
de H(u, v,Ω) et soit Vδ l'espace engendré par cette base.
Soient τ le pas de temps et tk = τk. On déﬁnit sur [tk, tk+1] une base aﬃne
ak(t) =
1
τ
(tk+1 − t), ak+1(t) = 1
τ
(t− tk).
Le problème local sera étudié dans le domaine Ω˜k = Ω×]tk, tk+1[ avec une condition
initiale sur Ω× {tk} ⊂ Γ˜k,− = Γ×]tk, tk+1[∪Ω× {tk}.
On déﬁnit E comme étant le sous espace de dimension deux de C[tk, tk+1] engendré
par les fonctions ak et ak+1. Ainsi, le problème local de (4.4) approché sera :
Trouver Cδ ∈ H0,δ := Vδ × E ∩H0(u, v, Ω˜k, Γ˜k,−) telle que
B(Cδ, wδ) = L(wδ) ∀wδ ∈ H0,δ. (4.5)
Ceci est équivalent à∫
Ω
∫ tk+1
tk
d˜iv(Cδv˜)d˜iv(wδv˜)dtdx =
∫
Ω
∫ tk+1
tk
f d˜iv(wδv˜)dtdx, ∀wδ ∈ H0,δ.
On va choisir comme fonction test
wδ = ψi(x)ak+1(t), i ∈ {1 . . . n}.
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Posons
Cδ(x, t) =
n∑
j=1
ψj(x)
(
ak(t)c
k
j + ak+1(t)c
k+1
j
)
.
Ainsi le système linéaire correspondant au problème (4.5) s'écrit :
n∑
j=1
B(ψjak+1, ψiak+1)ck+1j = L(ψiak+1)−
n∑
j=1
B(ψjak, ψiak+1)ckj (4.6)
ou sous forme matricielle
Mck+1 = R
avec
Mi,j =
∫
Ω
φjφidx+
τ
6
∫
Ω
(gk1 + 2g
k+1
1 )(divp(vpφi)φj + divp(vpφj)φi)
+ (gk2 + 2g
k+1
2 )(divz(vzφi)φj + divz(vzφj)φi)dx
+
τ 2
60
∫
Ω
(12gk+11
2
+ 2gk1
2
+ 6gk+11 g
k
1)divp(vpφj)divp(vpφi)dx
+
τ 2
60
∫
Ω
(12gk+11 g
k+1
2 + 3g
k+1
1 g
k
2 + 3g
k
1g
k+1
2 + 2g
k
1g
k
2)
(divp(vpφj)divz(vzφi) + divp(vpφi)divz(vzφj))dx
+
τ 2
60
∫
Ω
(12gk+12
2
+ 2gk2
2
+ 6gk+12 g
k
2)divz(vzφj)divz(vzφi)dx;
Ri = L(φiak+1) +
∫
Ω
ckφidx
+
1
6
∫
Ω
ck
[
(gk1 + 2g
k+1
1 )divp(vpφi) + (gk2 + 2gk+12 )divz(vzφi)
]
dx
− τ
2
60
∫
Ω
(3gk1
2
+ 4gk1g
k+1
1 + 3g
k+1
1
2
)divp(vpck)divp(vpφi)dx
− τ
2
60
∫
Ω
(3gk1g
k
2 + 2g
k
1g
k+1
2 + 2g
k+1
1 g
k
2 + 3g
k+1
1 g
k+1
2 )(
divp(vpck)divp(vpφi) + divz(vzck)divz(vzφi)
)
dx
− τ
2
60
∫
Ω
(3gk2
2
+ 4gk2g
k+1
2 + 3g
k+1
2
2
)divz(vzck)divz(vzφi)dx.
4.3 Implémentation et résultats
La méthodologie utilisée pour le calcul de la solution approchée du problème
(4.1) est la même que celle pour l'équation de transport (4.3). Ainsi, nous ne
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développerons dans cette partie que la mise en oeuvre pour résoudre (4.2).
Les tests se font sur le cube universitaire Ω = [0, 1] × [0, 1] × [0, 1]. Le code de
calcul est divisé en 5 ﬁchiers : un ﬁchier pour décrir le domaine, le mailleur, le
ﬁchier des conditions limites, un ﬁchier qui contient tous les modules utilisés et
un programme principal.
Le ﬁchier de domaine contient les coordonnées des 8 sommets du cube, le nombre
de pas de discrétisation en espace pour les trois directions abscisses, ordonnées et
cote, et un code pour identiﬁer si un noeud est sur le bord ou non.
Toutes les constantes du programme sont regroupées dans le module parametre ;
il en est de même pour les fonctions de bases des éléments ﬁnis de type Q1 et
leur dérivée locale et globale que l'on peut retrouver dans le modules Xshape. Le
module outilMatRigid contient les routines pour le calcul de la matrice de rigidité
A et du second membre b. La matrice et second membre élémentaires sont d'abord
calculés par ematr puis assemblés respectivement dans A et b par la routine assma.
La résolution du système linéaire 4.2 utilise la méthode du gradient conjugué (gc).
Cette routine se trouve dans le module ResoudEq. Enﬁn la solution est sauvée
dans le ﬁchier result.dat qui sera utilisé pour la visualisation avec le logiciel AVS
(Advenced Visual Systems). Pour plus de détails, voir l'annexe A.
Les simulations suivantes représentent la surface de niveau Θ = 0.1 de la teneur en
eau dans Ω en diﬀérents instants. Les paramètres hydrodynamiques et de retrait
du vertisol proviennent de [35]. On a les valeurs suivantes :
- Les paramètres associés à la conductivité hydraulique et au potentiel matriciel :
Ksat = 0.0095cmh
−1, L = 0.5, n = 2.088, α = 0.0262cm−1, Θs = 1.26,
Θr = 0.064.
- Les paramètres associés à la fonction de retrait : ΘSL = 0.191, eSL = 0.32,
ΘAE = 0.37, eAE = 0.4053, ΘLM = 1.176, eLM = 1.32414, ΘMS = 1.224,
eMS = 1.36, Kr = 1.14, K0 = 0.465.
Voir aussi annexe A.
On suppose dans ce cas que le retrait et le mouillage du vertisol suit le même
processus. Il n'en est pas ainsi pour tous les milieux poreux à cause du phénomène
d'hystérésis [29], [33].
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Fig. 4.1  surface de niveau Θ = 0.1 pour un milieu poreux non déformable (resp.
déformable) à t = 0
Fig. 4.2  surface de niveau Θ = 0.1 pour un milieu poreux non déformable (resp.
déformable) à t = 1h
Fig. 4.3  surface de niveau Θ = 0.1 pour un milieu poreux non déformable (resp.
déformable) à t = 2h
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Fig. 4.4  surface de niveau Θ = 0.1 pour un milieu poreux non déformable (resp.
déformable) à t = 20h
Fig. 4.5  surface de niveau Θ = 0.1 pour un milieu poreux non déformable (resp.
déformable) à t = 100h
Fig. 4.6  surface de niveau Θ = 0.1 pour un milieu poreux non déformable (resp.
déformable) à t = 200h
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Fig. 4.7  surface de niveau Θ = 0.1 pour un milieu poreux non déformable (resp.
déformable) à t = 300h
On observe à travers les simulations ci-dessus l'eﬀet de la déformation sur la
teneur en eau pour une surface de niveau donnée (Θ = 0.1). A t = 1h (4.2), on
voit apparaitre un bruit ; Il est essentiellement lié à la nature du problème qui
est de type convection-diﬀusion. L'eﬀet diﬀusif le fait disparaitre pour des temps
longs. Au bout de 300h la forme globale de la surface de niveau Θ = 0.1 est la
même pour les deux cas de ﬁgure. Cependant, le volume englobé par la surface
pour le cas déformable est supérieur à celui où la déformation n'est pas pris en
compte.
Les ﬁgures 4.8. . . 4.11 représentent des coupes transversales de milieu poreux à
diﬀérents instants. Le dégradé de couleurs du bleu au rouge va des zones les
moins saturées aux zones les plus saturées. L'inﬂuence de la déformabilité du sol
est très claire sur ces ﬁgures.
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Fig. 4.8  Coupe transversale du milieu poreux suivant le plan x = 0.5 pour un
milieu poreux non déformable (resp. déformable) à t = 0h
Fig. 4.9  Coupe transversale du milieu poreux suivant le plan x = 0.5 pour un
milieu poreux non déformable (resp. déformable) à t = 1h
Fig. 4.10  Coupe transversale du milieu poreux suivant le plan x = 0.5 pour un
milieu poreux non déformable (resp. déformable) à t = 2h
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Fig. 4.11  Coupe transversale du milieu poreux suivant le plan x = 0.5 pour un
milieu poreux non déformable (resp. déformable) à t = 10h
Deuxième partie
Écoulement ﬂuvial
61

Chapitre 5
Le modèle
L'écoulement des ﬂeuves et rivières est modélisé par les équations de Saint-Venant
connues aussi sous le nom de "Shallow Water". Dans cette partie, nous nous in-
téressons en particulier au ﬂeuve Sénégal qui, de par ces caractéristiques nous
permettent d'avoir en partant des équations de Navier-Stokes un modèle simple.
Nous utilisons dans ce modèle une formulation hauteur-débit et la viscosité est
pris en compte.
L'écoulement considéré ici est unidimensionnel dans un canal de section parallé-
lépipédique. Le modèle obtenu après dérivation est le suivant :
l
∂h
∂t
+
∂q
∂x
= f1 dans W,
∂q
∂t
− ν ∂
2q
∂x2
+ β(h)
∂h
∂x
= f2 dans W.
où q est le débit, h la hauteur d'eau et l la largeur du canal. Dans la suite, nous
donnerons des résultats d'existence de solutions de ce système dans le cas où la
fonction β(h) = a+ bh est supposée constante ou non, avec a et b des constantes.
Le dernier chapitre de cette partie sera consacré à des simulations de ce mo-
dèle pour diﬀérentes valeurs de la viscosité et les cas β constant ou non. Cela
nous permettra de voir dans un premier temps si on peut négliger la viscosité et
deuxièmement s'il ne suﬃt pas de prendre juste une valeur moyenne de β.
Le modèle classique de Saint-Venant connu sous le nom de "Shallow water" en
anglais est donné par le système
∂h
∂t
+ div(hu) = 0,
∂
∂t
(hu) + div(hu⊗ u) + 1
2
∇(gh2) = −gh∇Z,
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où h(t, x, y) est la hauteur d'eau dans le ﬂeuve, u(t, x, y) la vitesse de l'eau et
Z(x, y) la topographie du lit.
Pour dériver les équations qui régissent les écoulements ﬂuviaux, on intégre suivant
la largeur et la profondeur du ﬂeuve les équations de Navier-Stokes qui modélisent
les écoulements géophysiques (lacs, océans, mers, ﬂeuves, etc.. ).
On part du système des équations de Navier-Stokes
(1)

∂u
∂t
+ (u.∇)u− divσ = f dans ]0, T [×Ω,
divu = 0 dans ]0, T [×Ω,
u(0, x) = u0(x) dans Ω,
σ.n = fs sur la surface libre ,
où u = (u1, u2, u3) est la vitesse du ﬂuide, σ = −pI + µ
2
(∇u + ∇ut), p est la
pression et f représente les forces extérieures.
Le ﬂeuve de par sa nature physique présente des particularités qui apportent des
simpliﬁcations dans les équations de Navier-Stokes.
En eﬀet un ﬂeuve est caractérisé par une prédominance de la longueur sur la
largeur et la profondeur . Par exemple, le ﬂeuve Sénégal est long de 1700km, a une
largeur d'environ 1km et une profondeur de 5m en moyenne. Cette prédominance
de la longueur sur la largeur et la profondeur va induire le sens de l'écoulement
et d'autres phénomènes qui se traduisent par les diﬀérentes hypothèses qui vont
suivre.
5.1 Hypothèses
- La profondeur et la largeur étant très petites par rapport à la longueur de
l'écoulement impliquent que l'écoulement est essentiellement unidimension-
nel et parallèle aux parois et au fond du domaine. Ainsi les courbures des
lignes de courant sont petites, l'accélération verticale et celle latérale sont
négligeables par rapport à celle longitudinale et en plus la distribution de la
pression est hydrostatique.
- Le domaine géométrique est ﬁxe ainsi les eﬀets de dépôt et de lessivage de
sédiments sont petits.
- Le lit du domaine a une petite pente.
- Les eﬀets de friction aux bords seront estimés par une trainée supposée linéaire
par rapport au débit. Ces eﬀets sont négligés dans la partie théorique et ne
changent pas les résultats obtenus s'ils sont pris en comptes.
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- Le domaine est supposé rectiligne même s'il présente des courbures. Ce qui
nous amène à considérer un domaine parallélépipèdique, de longueur L et de
largeur l. Ainsi la surface de l'eau au niveau de chaque section du ﬂeuve est
supposée horizontale. Les eﬀets de la surélévation dans un domaine incliné
ne sont pas pris en compte dans cette analyse et sont supposés avoir très
peu d'inﬂuence sur le résultat.
- Le ﬂux de la quantité de mouvement et de l'énergie le long de la section résultant
de la non uniformité de la distribution de la vitesse devront être estimés par
le biais de la vitesse moyenne et du coeﬃcient de correction lesquels sont
fonction de la localisation le long du cours d'eau et de la hauteur.
- Comme forces extérieures, seule la force de pesenteur sera considérée. L'in-
ﬂuence des forces de Coriolis sur les écoulements ﬂuviaux est négligeable
[37].
Ces hypothèses nous permettent d'apporter des simpliﬁcations au système (1).
5.2 Les équations simpliﬁées
En prenant en compte les hypothèses précédentes, à travers une adimensionnali-
sation, et en supposant que l'écoulement se fait suivant l'axe des x, on aboutit au
système :
(2)

∂v
∂t
+ v
∂v
∂x
−
(
L
U2l
∂σ12
∂x
+
1
U2
∂σ22
∂y
+
L
U2l
∂σ23
∂z
)
= f,
∂p
∂y
= 0,
1
ρ
∂p
∂z
= −g,
divu = 0
,
où v = u2
U
et en rebaptisant u1 :=
u1
V
, u3 :=
u3
V
on obtient
σ12 = µ
(
U
l
∂v
∂x
+
V
L
∂u
∂y
)
, σ23 = µ
(
U
l
∂v
∂z
+
V
L
∂w
∂y
)
, σ22 = −p+ µU
L
∂v
∂y
, U =
L
T
.
U représente la vitesse caractéristique suivant l'écoulement, V celle suivant les
autres directions, T le temps caractéristique. On peut consulter [68] pour plus
d'informations sur la modélisation asymptotique.
66 CHAPITRE 5. LE MODÈLE
Largeur=l
Section=A
Hauteur=h
Section du fleuve en un point x
On déﬁnit la section Ω(x, t) par
Ω(x, t) =
{
(y, z) ∈ IR2 / 0 ≤ y ≤ l, 0 ≤ z ≤ h(x, t)} .
En intégrant sur Ω(x, t) les équations de (2) on obtient le modèle de Saint-Venant
unidimensionnel suivant :
∂A
∂t
+
∂Q
∂x
= qinf ,
∂Q
∂t
+
Q
A
∂Q
∂x
+
1
2
∂
∂x
(
Q2
A
)
− lQ
2
A2
∂h
∂x
+
(
Lk
UA
+ 2
kL
l2U
)
Q
− ν ∂
2Q
∂x2
+ g
l2
2U2
∂h2
∂x
+
2µl
UL
∂
∂x
(
v
∂h
∂x
)
= 0,
où
- A = lh est l'aire de la section Ω(x, t),
- Q(t, x) =
∫ l
0
∫ h
0
v(t, x)dydz est le débit de l'écoulement à travers la section
Ω(x, t),
- h(t, x) est la hauteur de l'eau à partir du point le plus bas,
- k est le coeﬃcient de frottement,
- ν = 2µ
UL
,
- qinf est la vitesse d'inﬁltration verticale.
En négligeant les frottements, en supposant qu'il n'y a pas d'inﬁltration et en
linéarisant Q (on pose v = Q
A
) on obtient :
∂A
∂t
+
∂Q
∂x
= 0,
∂Q
∂t
+
3v
2
∂Q
∂x
− lv2∂h
∂x
− ν ∂
2Q
∂x2
+ g
l2
2U2
∂h2
∂x
= 0.
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On pose
W =]0, T [×I avec I =]0, L[,
et
β(h) = a+ 2bh avec a = lv
2
2
, b =
gl2
2U2
.
On obtient ainsi le modèle de Saint-Venant 1D
(3)

l
∂h
∂t
+
∂Q
∂x
= 0 dans W,
∂Q
∂t
− ν ∂
2Q
∂x2
+ β(h)
∂h
∂x
= 0 dans W,
Q(t, 0) = Qe(t), Q(t, L) = Qs(t),
h(0, x) = h0(x), Q(0, x) = Q0(x).
Soit
Q = q +Qs +
1
L
(L− x)(Qe −Qs),
alors (3) devient
l
∂h
∂t
+
∂q
∂x
= f1 dans W, (5.1)
∂q
∂t
− ν ∂
2q
∂x2
+ β(h)
∂h
∂x
= f2 dans W, (5.2)
q(t, x) = 0 sur ∂I, (5.3)
h(0, x) = h0(x), (5.4)
q(0, x) = q0(x) = Q0(x)−Qs(0)− 1
L
(L− x)(Qe(0)−Qs(0)),
avec
f1(t, x) =
1
L
(Qe(t)−Qs(t))
et
f2(t, x) = −Q′s(t)−
1
L
(L− x)(Q′e(t)−Q
′
s(t)).
Le but de cette partie est d'étudié mathématiquement et numériquement le sys-
tème (5.1)-(5.4).
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Chapitre 6
Existence de solutions
Dans ce chapitre, nous allons après une formulation variationnelle du problème
(5.1)-(5.4), montrer l'existence et l'unicité de solution faible dans le cas où β est
constant et l'existence d'une solution faible lorsque β dépend de h.
6.1 Formulation variationnelle
Si on suppose q connue, on peut en déduire h en intégrant l'équation (5.1) entre
0 et t. On obtient alors
h(t, x) = h0(x)−
∫ t
0
1
l
∂q
∂x
− f1(s, x)ds. (6.1)
Soit h donnée, et v dans D(I) ; en multipliant (5.2) par v et en intégrant sur I,
on a ∫
I
∂q
∂t
vdx+ ν
∫
I
∂q
∂x
∂v
∂x
dx−
∫
I
(ah+
1
2
bh2)
∂v
∂x
dx =
∫
I
f2v. (6.2)
Pour donner un sens à (6.1), il nous faut q dans W 1,1(I) et ∂q
∂x
∈ L1(0, t). Quant à
(6.2), nous devons avoir v ∈ H10 (I), h ∈ L4(I) et prendre q dans H1(I) au moins.
On pose
V = L2(0, T ;H10 (I)) ∩ C(0, T ;H−1(I)), V0 = L2(0, T ;L2(I)), V1 = L∞(0, T ;H1(I)),
V2 = L
∞(0, T ;H2(I) ∩H10 (I)), V3 = L∞(0, T ;L4(I)) ∩ L2(0, T ;H1(I)).
On déﬁnit l'application F : V → V de la manière suivante :
1) Pour q dans V , on détermine h = h(q) où h est solution de (6.1).
2) Pour h donnée en 1), on détermine q = F (q) où q est la solution de (6.2).
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Le problème faible que nous allons résoudre sera dans le cas β constant :
trouver (q, h) dans V ×H1(0, T, L2(I)) solution de (6.1), (6.2) pour tous v ∈ H10 (I).
Dans le cas β = β(h) ce problème devient : trouver (q, h) dans V2 × V3 solution
de (6.1), (6.2) pour tous v ∈ H10 (I).
6.2 Problème linéarisé (β constant)
Avant d'étudier l'existence et l'unicité de solution du problème linéarisé, donnons
un résultat sur une propriété de l'application F .
Proposition 6.2.1 Soit 0 < T < lν
β
. Il existe une constante
0 < C(T ) < 1 telle que
∀q1, q2 ∈ V, ‖F (q1)− F (q2)‖V ≤ C(T )‖q1 − q2‖V .
En d'autre terme, F est contractante.
Preuve
Soient v ∈ H10 (I), qi = F (qi), hi i = 1, 2, où hi est la solution de (6.1) associée à
qi. On a ∫
I
∂qi
∂t
vdx+ ν
∫
I
∂qi
∂x
∂v
∂x
dx− β
∫
I
hi
∂v
∂x
dx =
∫
I
f2v, i = 1, 2.
En prenant la diﬀérence des deux égalités et en intégrant par rapport au temps,
on obtient∫ t
0
∫
I
v
∂
∂t
(q1−q2)dsdx+ν
∫ t
0
∫
I
∂
∂x
(q1−q2)
∂v
∂x
dsdx−β
∫ t
0
∫
I
(h1−h2)∂v
∂x
dsdx = 0.
Or
β
∫ t
0
∫
I
(h1 − h2)∂v
∂x
dsdx =
β
l
∫ t
0
∫
I
∂v
∂x
∫ s
0
(
∂q1
∂x
− ∂q2
∂x
)
dτdsdx.
En prenant v = q1 − q2, on obtient l'égalité
1
2
∫ t
0
d
ds
∫
I
(q1 − q2)2dxds + ν
∫ t
0
∫
I
(
∂
∂x
(q1 − q2))2dsdx
=
β
l
∫ t
0
∫
I
(
∂
∂x
(q1 − q2)
(∫ s
0
∂
∂x
(q1 − q2)dτ
))
dxds.
Pour t = T on obtient
1
2
‖q1(T )− q2(T )‖2L2(I) + ν‖q1 − q2‖2V ≤
β
l
T‖q1 − q2‖V ‖q1 − q2‖V .
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donc
‖q1 − q2‖V ≤ C(T )‖q1 − q2‖V
avec C(T ) = β
lν
T < 1. Ce qui donne F contractante. ¤
Théorème 6.2.1 On suppose que β est une constante.
Soient T > 0 et (f1, f2) ∈ L1(0, T ;L2(I))×H−1(0, T ;H10 (I)) ∩ L2(0, T ;H−1(I)).
Le problème (6.1), (6.2) admet une unique solution (q, h) ∈ V ×H1(0, T ;L2(I)).
Preuve
Pour un q donné dans V on a
h(t, x) = h0(x)−
∫ t
0
(
1
l
∂q
∂x
− f1
)
ds.
Cette solution est unique et on a h ∈ H1(0, T ;L2(I)). Ainsi (6.2) qui est de type
parabolique admet une unique solution q = F (q). Avec la proposition (6.2.1), F
vériﬁe les hypothèses du théorème du point ﬁxe de Banach pour T ∗ < lν
β
. Ainsi il
existe un couple (q, h) ∈ V ×H1(0, T ;L2(I)) unique solution de (6.1), (6.2).
L'existence globale en temps est obtenue à partir de la proposition (6.2.1). On
itère en prenant comme condition initiale la valeur au temps T ∗. Ainsi on recouvre
l'horizon T . ¤
6.3 Problème non linéaire (β non constant)
Nous étudierons dans cette partie l'existence de solution du problème (6.1), (6.2)
en supposant que β = β(h).
On prend dans toute la suite f1 et f2 dans L2(0,∞;L2(I)) ⊂ V0, h0 ∈ H1(I) et
q0 ∈ H10 (I). Le but de cette section est de démontrer le
Théorème 6.3.1 Soient f1 et f2 dans L2(0,∞;L2(I)) ⊂ V0, h0 ∈ H1(I)
et q0 ∈ H10 (I). Pour T suﬃsamment petit, le problème (6.1), (6.2) admet au moins
une solution (q, h) ∈ V2 × V3.
6.3.1 Estimations a priori
Pour que l'équation (6.2) soit bien déﬁnie il suﬃt d'avoir q, ∂q
∂x
et ah+ bh2 dans
L2(I). On doit donc choisir h ∈ L4(I).
Proposition 6.3.1 Soit h ∈ L2(0, T ;L4(I)), si q est solution de (6.2), alors elle
est dans L∞(0, T ;L2(I)) ∩ L2(0, T ;H10 (I)).
72 CHAPITRE 6. EXISTENCE DE SOLUTIONS
Preuve
Pour v = q dans (6.2), on obtient
1
2
d
dt
‖q‖2L2(I) + ν
∥∥∥∥∂q∂x
∥∥∥∥2
L2(I)
=
∫
I
(ah+ bh2)
∂q
∂x
+
∫
I
f2q
≤
∥∥∥∥∂q∂x
∥∥∥∥
L2(I)
(‖ah+ bh2‖L2(I) + c‖f2‖L2(I))
≤ C(ν)
(
‖ah+ bh2‖2L2(I) + ‖f2‖2L2(I)
)
+
ν
2
∥∥∥∥∂q∂x
∥∥∥∥2
L2(I)
,
d'où
d
dt
‖q‖2L2(I) + ν
∥∥∥∥∂q∂x
∥∥∥∥2
L2(I)
≤ C
(
‖ah+ bh2‖2L2(I) + ‖f2‖2L2(I)
)
. (6.3)
De l'inégalité (6.3) on tire les estimations
‖q‖2L∞(0,T ;L2(I)) ≤ C
(‖ah+ bh2‖2V0 + ‖f2‖2V0)+ ‖q0‖2L2(I) (6.4)
et ∥∥∥∥∂q∂x
∥∥∥∥2
V0
≤ C (‖ah+ bh2‖2V0 + ‖f2‖2V0)+ ‖q0‖2L2(I). (6.5)
On a h ∈ L2(0, T ;L4(I)), ainsi q est dans L∞(0, T ;L2(I)) ∩ L2(0, T ;H10 (I)). ¤
Trouvons une estimation de h. Pour q ∈ L2(0, T ;H10 (I)), on a h solution de (6.1)
est dans L∞(0, T ;L2(I)). En eﬀet,
‖h(t)‖L2(I) ≤ ‖h0‖L2(I) + 1
l
∥∥∥∥∫ t
0
f1(s)ds
∥∥∥∥
L2(I)
+
1
l
∥∥∥∥∫ t
0
∂q
∂x
(s)ds
∥∥∥∥
L2(I)
.
Et ainsi
‖h‖L∞(0,T ;L2(I)) ≤ ‖h0‖L2(I) +
√
T
l
(
‖f1‖V0 +
∥∥∥∥∂q∂x
∥∥∥∥
V0
)
. (6.6)
Après avoir estimé q en norme H1 (proposition (6.3.1)), la proposition suivante
nous permettra d'avoir plus de régularité sur q solution de (6.2).
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Proposition 6.3.2 Soit h ∈ H1(W ), alors il existe
q ∈ L∞(0, T ;H2(I) ∩H10 (I)),
∂q
∂t
∈ L2(0, T ;H1(I)) ∩ L∞(0, T ;L2(I)).
unique solution du problème faible∫
I
∂q
∂t
vdx+ ν
∫
I
∂q
∂x
∂v
∂x
dx =
∫
I
(ah+
1
2
bh2)
∂v
∂x
dx+
∫
I
f2vdx
pour tous v ∈ H10 (I) . De plus, on a
‖q(t)‖H2(I) ≤ C‖(a+ bh)∂xh+ f2‖H1(0,T ;L2(I))+
‖q0‖H2(I) + ‖(a+ bh(0))∂xh(0) + f2(0)‖L2(I) . (6.7)
Preuve
Soit Vm l'espace engendré par wj, 1 ≤ j ≤ m avec wj =
√
2
L
sin ( jpix
L
). Posons
qm(t) :=
m∑
k=1
ckm(t)wk.
Soit g = f2−(a+bh)∂h∂x . En remplaçant q par qm et v par wk dans (6.2), on obtient
un système d'équations diﬀérentielles ordinaires
ck
′
m(t) + ν
m∑
k=1
ckm
∫
I
w
′
kw
′
jdx =
∫
I
gwj, j = 1, . . . ,m (6.8)
avec la condition initiale ckm(0) =
∫
I
q0wkdx, k = 1, . . . ,m qui admet une unique
solution absolument continue cm(t) = (ckm(t))k=1...n. Les inégalités (6.4) et (6.5)
entraine
‖qm‖2L∞(0,T ;L2(I)) ≤ C
(‖g‖2V0)+ ‖q0‖2L2(I), (6.9)∥∥∥∥∂qm∂x
∥∥∥∥2
V0
≤ C
(
‖g‖2V0 + ‖q0‖2L2(I)
)
, (6.10)
et
‖q′m‖2L2(0,T ;H−1(I)) ≤ C
(
‖g‖2V0 + ‖q0‖2L2(I)
)
. (6.11)
La conséquence de ces estimations est l'existence d'une sous-suite que l'on note de
nouveau (qm)m∈N et de q ∈ L2(0, T ;H10 (I)) avec ∂q∂t ∈ L2(0, T ;H−1(I)) telle que
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qm ⇀ q dans L2(0, T ;H10 (I)),
q
′
m ⇀
∂q
∂t
dans L2(0, T ;H−1(I)).
De plus, q est l'unique solution de (6.2) [43]. Etudions maintenant la régularité de
q. On pose pm = q
′
m. On a alors∫
I
∂pm
∂t
wjdx+ ν
∫
I
∂pm
∂x
w
′
jdx = −
∫
I
∂
∂t
(
(a+ bh)
∂h
∂x
)
.wjdx+
∫
I
∂f2
∂t
wjdx.
En choisissant dans cette équation wj = pm(t), on obtient
1
2
d
dt
∫
I
pm(t)
2dx+ ν
∫
I
(
∂pm
∂x
)2
dx =
∫
I
∂
∂t
(
f2 − (a+ 2bh)∂h
∂x
)
pmdx. (6.12)
En intégrant l'équation de 0 à t, on a
1
2
‖pm(t)‖2L2(I) −
1
2
‖pm(0)‖2L2(I) + ν
∫ t
0
∫
I
(
∂pm
∂x
)2
dxdt =∫ t
0
∫
I
∂
∂t
(
f2 − (a+ 2bh)∂h
∂x
)
pmdxdt. (6.13)
Ce qui donne avec l'inégalité de Cauchy-Schwartz
1
2
‖pm(t)‖2L2(I) + ν
∫ t
0
∫
I
(
∂pm
∂x
)2
dxdt ≤(∫ T
0
∫
I
(
∂
∂t
(
f2 − (a+ bh)∂h
∂x
))2
dxdt
) 1
2 (∫ t
0
∫
I
p2mdxdt
) 1
2
+
1
2
‖pm(0)‖2L2(I).
(6.14)
Avec l'inégalité de Poincare-Friedrichs et de Minkowski on aboutit à l'estimation
‖pm(t)‖2L2(I) + ν
∥∥∥∥∂pm∂x
∥∥∥∥2
L2(0,t;L2(I))
≤ C(I, ν)
∥∥∥∥∂g∂t
∥∥∥∥2
L2(0,T ;L2(I))
+ ‖pm(0)‖2L2(I).
C'est-à-dire∥∥∥∥∂qm∂t (t)
∥∥∥∥2
L2(I)
+ ν
∥∥∥∥ ∂∂x ∂qm∂t
∥∥∥∥2
L2(0,t;L2(I))
≤ C(I, ν) ‖g‖2H1(0,T ;L2(I)) +
∥∥∥∥∂qm∂t (0)
∥∥∥∥2
L2(I)
.
(6.15)
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Notons gm = PVmg où PVm est la projection orthogonale sur Vm. Par construction,
∂qm
∂t
− ν ∂
2qm
∂x2
= gm.
Donc ∂qm
∂t
(0) = ν
∂2qm
∂x2
(0) + gm(0).
Ce qui entraine
∥∥∥∥∂qm∂t (0)
∥∥∥∥
L2(I)
≤ ν
∥∥∥∥∂2qm∂x2 (0)
∥∥∥∥
L2(I)
+ ‖gm(0)‖L2(I). Mais
∥∥∥∥∂2qm∂x2 (0)
∥∥∥∥
L2(I)
=
∫
I
∂2qm
∂x2
(0)2dx
=
∫
I
qm(0)
∂4qm
∂x4
(0)dx
=
∫
I
qm0
∂4qm
∂x4
(0)dx
=
∫
I
q
′′
m0
∂2qm
∂x2
(0)dx
≤ 1
2
‖q′′m0‖2L2(I) +
1
2
∥∥∥∥∂2qm∂x2 (0)
∥∥∥∥2
L2(I)
.
Donc
∥∥∥∥∂2qm∂x2 (0)
∥∥∥∥2
L2(I)
≤ C‖q′′m0‖2L2(I) ≤ C‖q
′′
0‖2H2(I).
L'estimation (6.15) donne ﬁnalement∥∥∥∥∂qm∂t (t)
∥∥∥∥2
L2(I)
+ ν
∥∥∥∥ ∂∂x ∂qm∂t
∥∥∥∥2
L2(0,t;L2(I))
≤ C(‖g‖2H1(0,T ;L2(I))
+ ‖q0‖2H2(I) + ‖gm(0)‖2L2(I). (6.16)
Donnons maintenant une estimation de qm dans H2(I). On a
ν
∫
I
qmwjdx =
∫
I
(g − ∂qm
∂t
)wjdx.
Donc comme ∂
2qm
∂x2
∈ Vm, on a
−ν
∫
I
qm
∂2qm
∂x2
dx = −
∫
I
(g − ∂qm
∂t
)
∂2qm
∂x2
dx
= ν
∫
I
(
∂2qm
∂x2
)2
dx.
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Ainsi
‖qm(t)‖2H2(I) ≤ C
∫
I
qm|g − ∂qm
∂t
|dx
≤ C(‖qm‖2L2(I) + ‖g‖2L2(I) +
∥∥∥∥∂qm∂t
∥∥∥∥2
L2(I)
).
Mais par l'estimation à priori (6.4), on a
‖qm(t)‖2L2(I) ≤ C(‖g‖2L2(0,T ;L2(I)) + ‖q0‖2L2(I)).
En utilisant (6.16), on obtient donc
‖qm(t)‖2H2(I) ≤ C(‖g‖2H1(0,T ;L2(I)) + ‖q0‖2H2(I) + ‖g(0)‖2L2(I)).
Par passage à la limite on a
‖q(t)‖2H2(I) ≤ C(‖g‖2H1(0,T ;L2(I)) + ‖q0‖2H2(I) + ‖g(0)‖2L2(I)).
Avec ces estimations, on a q solution du problème faible (6.2) sera ainsi dans
L∞(0, T ;H2(I)) ∩H10 (I)) et
∂q
∂t
dans L∞(0, T ;L2(I)) ∩ L2(0, T ;H1(I)).
6.3.2 Preuve du théorème (6.3.1)
On considère maintenant
KM = BL∞(0,T ;W 1,4(I))(0,M).
Construisons l'application G : KM −→ KM , donnée par h 7→ G(h) = h avec q
solution de
∂q
∂t
− ν ∂
2q
∂x2
+ β(h)
∂h
∂x
= f2
et h déﬁnie par h = h0 − 1
l
∫ t
0
(
∂q
∂x
(s)− f1(s)
)
ds.
Récapitulons les estimations que nous avons
1) ‖h‖4L4(I) ≤ C
(
1 + T 2
∥∥∥∥∂q∂x
∥∥∥∥4
L∞(0,T ;L2(I))
)
;
2)
∥∥∥∥∂q∂x
∥∥∥∥4
L∞(0,T ;L2(I))
≤ C
(
1 + ‖h‖4L∞(0,T ;L4(I)) +
∥∥∥∥∂h∂x
∥∥∥∥4
L∞(0,T ;L2(I))
)
;
3)
∥∥∥∥∂h∂x
∥∥∥∥4
L∞(0,T ;L2(I))
≤ C
(
1 + T 2
∥∥∥∥∂2q∂x2
∥∥∥∥4
L2(0,T ;L2(I))
)
;
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4)
∥∥∥∥∂2q∂x2
∥∥∥∥4
L2(0,T ;L2(I))
≤ C
(
1 + ‖h‖4L∞(0,T ;L4(I)) +
∥∥∥∥∂h∂x
∥∥∥∥4
L∞(0,T ;L2(I))
)
.
La constante C dépend de I, f1, f2, ν, h0, q0, l. On considère la suite (hn)n∈N déﬁnie
par la donnée de h0 dans KM et la relation de récurrence hn+1 = hn Montrons que
cette suite est bornée dans L∞(0, T ;W 1,4(I)). On a avec les estimations (1)− (4)
‖hn+1‖4L4(I) ≤ C(1 + CT 2(1 + ‖hn‖4L∞(0,T ;L4(I)) + C(1 + CT 2(1 + ‖hn−1‖4L∞(0,T ;L4(I))
+ C(1 + CT 2(1 + ‖hn−2‖4L∞(0,T ;L4(I)) + . . .))))))
≤ C + (1 + C + sup
j≤n
‖hj‖4L∞(0,T ;L4(I)))
∑
k≥1
(CT )2k.
On suppose que jusqu'à l'ordre n, hn appartient à B := BL∞(0,T ;L4(I))(0,M) avec
M = 2C. Trouvons T pour que hn+1 soit dans B. Une condition suﬃsante est
(pour C > 1)
3C3T 2
1− CT ≤ C.
Elle est réalisée lorsque T ∈]0; −1+
√
13
2C
[.
Il reste à voir que la suite (∂hn
∂x
)n∈N est aussi bornée dans L∞(0, T ;L4(I)) pour un
T convenable. On a∥∥∥∥∂h∂x
∥∥∥∥4
L∞(0,T ;L4(I))
≤ C
(
1 + T 2
∥∥∥∥∂2q∂x2
∥∥∥∥4
L∞(0,T ;L2(I))
)
,
et avec l'estimation de la proposition (6.3.2)∥∥∥∥∂2q∂x2
∥∥∥∥4
L∞(0,T ;L2(I))
≤ C
(
1 + ‖h‖4L∞(0,T ;L4(I)) +
∥∥∥∥∂h∂x
∥∥∥∥4
L∞(0,T ;L2(I))
+
∥∥∥∥∂h∂t
∥∥∥∥4
L2(0,T ;L2(I))
+
∥∥∥∥ ∂2h∂x∂t
∥∥∥∥4
L2(0,T ;L2(I))
)
.
En remarquant que ∂h
∂t
=
−1
l
∂q
∂x
+ f1 et que
∂2h
∂t∂x
=
−1
l
∂2q
∂x2
, on utilise la même
méthode que précédement pour trouver T tel que
∥∥∥∥∂hn∂x
∥∥∥∥4 ≤ M . Ainsi la suite
(hn)n∈N est dans K2M . Comme
∂hn
∂t
=
−1
l
∂qn
∂x
+ f1, on montre avec l'estimation
2) que la suite (∂hn
∂t
)n∈N est bornée dans L∞(0, T ;L2(I)).
On applique maintenant le résultat de compacité suivant, voir [61]
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Théorème 6.3.2 Soient , B,X, Y des espaces de Banach tels que X ↪→ B ↪→ Y
avec injection compacte de X dans B. Soient F sous-ensemble borné de L∞(0, T ;X)
et ∂F
∂t
:=
{
∂f
∂t
; f ∈ F
}
borné dans Lr(0, T ;Y ) où r > 1. Alors F est relativement
compact dans C(0, T ;B).
En posant dans ce théorème X = W 1,4(I), B = L4(I), Y = L2(I), F = (hn)n∈N ;
ce résultat nous dit que F est relativement compact dans C(0, T ;L4(I)). Ainsi h,
la limite de (hn)n∈N est dans L∞(0, T ;L4(I)). Ce qui entraine que h ∈ V3.
Ce qui nous donne ainsi l'existence de (h, q) dans V3 × V2. ¤
Chapitre 7
Résultats numériques
7.1 Introduction
Dans cette partie, nous allons résoudre numériquement le problème suivant :
l
∂h
∂t
+
∂q
∂x
= f1 dans W, (7.1)
∫
I
∂q
∂t
vdx+ ν
∫
I
∂q
∂x
∂v
∂x
dx−
∫
I
(ah+
1
2
bh2)
∂v
∂x
dx =
∫
I
f2v. (7.2)
Pour la résolution numérique de ce système , on utilise un schéma de Lax-Fréderichs
pour la première équation (hyperbolique). La deuxième équation est traitée par
la méthode des éléments ﬁnis en espace et d'un schéma d'Euler implicite. La mé-
thodologie utilisée est la suivante : connaissant la hauteur et le débit initial, on
calcule la hauteur au pas de temps suivant avec la première équation ; puis le débit
avec la deuxième équation. L'une des motivations essentielles de la mise en oeuvre
de ces simulations est de pouvoir prédire la conﬁguration du ﬂeuve Sénégal à la
suite d'une rupture de barrage ou d'une crue en amont d'un des deux barrages
du ﬂeuve. La longueur du ﬂeuve Sénégal est de 1700km, la largeur est d'environ
1km, la profondeur de 5m en moyenne. Le barrage de Diama est à 27km de l'em-
bouchure et celui de Manantali à 1100km. Les simulations que nous ferons seront
en modèle réduit : un canal de 1m sur 5cm de large.
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7.2 Problème approché
Notation
- L : longueur
- l : largeur
- T : horizon de temps
- ν : viscosité
-κ : coeﬃcient de frottement
- n : nombre de pas spatial
- m : nombre de pas de temps
- δ = L/(n+ 1) : pas d'espace
- τ = T/m : pas de temps
- xi = iδ : noeud noi
- tk = kτ : pas de temps nok
- hki ' h(tk, xi)
- qki ' q(tk, xi).
Pour l'équation (7.2), on utilise le schéma de Lax-Fréderichs suivant [38] :
hk+1i =
1
2
(hki−1 + h
k
i+1)−
τ
2lδ
(qki+1 − qki−1). (7.3)
Considérons l'espace vectoriel Vδ une approximation de Galerkin par des éléments
de type P1 de V2
Vδ = {v ∈ C0(I);∀i ∈ {0, . . . , n}, v|[xi,xi+1] ∈ P1}.
On déﬁnit, φi pour i ∈ {1, . . . , n} par
φi(x) =

x−xi−1
δ
si x ∈ [xi−1, xi],
xi+1−x
δ
si x ∈ [xi, xi+1],
0 sinon.
La famille {φi}i=1,n forme une base de Vδ et satisfait φi(xj) = δij, 1 ≤ i, j ≤ n.
Soit q(x, t) une approximation de la solution du problème.
q(x, t) =
n∑
i=1
qi(t)φi(x).
7.3. SIMULATIONS NUMÉRIQUES 81
Déﬁnissons φ0 et φn+1 par
φ0(x) =
{
δ−x
δ
si x ∈ [0, δ],
0 sinon,
φn+1(x) =
{
x−nδ
δ
si x ∈ [nδ, (n+ 1)δ],
0 sinon.
On va ainsi approximer la solution h de (6.1) par
h(x, t) =
n+1∑
i=0
hi(t)φi(x)
et hi(tk) par hki .
Pour un v ∈ Vδ, en ajoutant une trainée linéaire à (7.2), on a∫
I
∂q
∂t
vdx+ ν
∫
I
∂q
∂x
∂v
∂x
dx−
∫
I
(ah+ bh2)
∂v
∂x
dx+
∫
I
κqvdx =
∫
I
f2v.
En prenant v = φj, (j ∈ {1, . . . , n}), qki une approximation de qi(tk), on obtient
le schéma d'Euler implicite pour (7.2)
n∑
i=1
qk+1i
∫
I
φiφjdx+
n∑
i=1
ντqk+1i
∫
I
φ
′
iφ
′
jdx+
n∑
i=1
qk+1i
∫
I
τκφiφjdx =
n∑
i=1
qki
∫
I
φiφjdx+
n∑
i=1
∫
I
τ(ah(x, tk) + bh
2(x, tk))φ
′
jdx+
∫
I
f2φjdx.
En posant
qk = (qk1 , . . . , q
k
n)
t,
A = (Aij)i,j=1,n avec Aij =
∫
I
(1 + τκ)φiφjdx+ ντ
∫
I
φ
′
iφ
′
jdx
B = (Bij)i,j=1,n avec Bij =
∫
I
φiφjdx,
Lk = (Lkj )j=1,n, Lj =
∫
I
τ(ah(x, tk) + bh
2(x, tk))φ
′
jdx+
∫
I
f2φjdx,
on aura à résoudre le système
Aqk+1 = Bqk + Lk. (7.4)
7.3 Simulations numériques
Le code de calcul de la solution approchée du problème faible (6.1), (6.2) est écrit
en fortran 90 et tourne sur une station Silicon Graphics. Il est composé de deux
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ﬁchiers. Le premier contient les modules, et le deuxième le programme principal
faisant appel aux routines des modules. On crée d'abord les ﬁchiers de noeuds
et d'éléments du domaine ]0, L[. Dans le programme principal, on initialise les
données telles que le débit et la hauteur du canal (à t = 0). On factorise ensuite
la matrice A en LU à l'aide de la routine DGTTRF de la bibliothèque LAPACK
[2]. Pour chaque pas de temps, on calcule le terme source qui est une donnée du
problème, la hauteur avec (7.3), le second membre de (7.4) et enﬁn le débit donné
par (7.4) en utilisant de nouveau une routine de LAPACK, DGTTRS qui permet
de résoudre un système linéaire dont la matrice est déjà factorisée sous forme LU .
Les résultats sont stockés dans un ﬁchier puis transformés sous le format .inp
pour être visualisés avec le logiciel AVS (Advanced Visual Systems Inc.) ;
voir l'annexe B. Les hypothèses faites sur le modèle physique d'écoulement du
ﬂeuve Sénégal nous permettent de le considérer comme un canal à fond plat. Ce
qui nous amène à simuler un modèle réduit d'écoulement dans un canal de lon-
gueur 1m, de largeur 5cm. Le canal est séparé en deux compartiments de longueur
respective 20cm et 80cm. On suppose que la hauteur d'eau dans le premier com-
partiment est de 0, 3m et l'autre compartiment est vide. On regarde maintenant
ce qui se passe s'il y a ouverture complète du bief de séparation.
Les ﬁgures qui suivent montrent les états de l'écoulement de l'eau dans le canal à
diﬀérents instants.
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Fig. 7.1  Le cas β constant avec ν = 5.0 10−3 et κ = 1.5.
Fig. 7.2  Le cas β non constant avec ν = 5.0 10−3 et κ = 1.5.
Fig. 7.3  Le cas β non constant avec ν = 1.0 10−3 et κ = 1.5.
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Fig. 7.4  Le cas β non constant avec ν = 5.0 10−3 et κ = 0.6.
Fig. 7.5  Le cas β non constant avec ν = 5.0 10−4 et κ = 0.6.
Toutes ces simulations ont été éﬀectuées avec un pas de temps de 10−4s et un pas
spatial de 10−4m. La durée totale est de 5s. Le coeﬃcient de frottement est ﬁxé à
1.5m2s−2 pour les trois premières, 0.6m2s−2 pour les deux suivantes et nul pour
la dernière.
L'onde générée par la rupture du bief est réﬂéchie deux fois par la paroie qui est en
aval (x = L). On remarque que pour une même valeur de viscosité, la valeur de la
hauteur diﬀuse plus dans le cas où on considère β constant. Pour β non constant,
on a une inﬂuence non négligeable de la viscosité sur la hauteur de ﬂuide ; voir
ﬁgure (7.2) et (7.3). Ainsi la prise en compte de la non linéarité nous permet
d'avoir une plus grande précision sur la hauteur d'eau dans le canal.
Lorsque le coeﬃcient de frottement est nul, on est confronté à un problème de
stabilité du schéma numérique pour les faibles viscosités (par exemple en prenant
ν ≤ 1.0 10−2 ). Pour une hauteur initiale de la marche assez important, on obtient
à partir d'un certain temps des hauteurs négatives.
La ﬁgure 7.6 représente le cas de rupture des deux biefs pour β non constant,
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Fig. 7.6  Le cas β non constant avec ν = 5.0 10−2 et κ = 0.0.
ν = 5.0 10−4, κ = 0.6. On est en présence de deux onde qui se déplace, l'un vers
l'amont, l'autre vers l'aval, se réﬂéchissent et s'amortissent au cours du temps
pour atteindre le régime stationnaire h = constante et q = 0.
En prenant κ = 0 et ν = 0, le problème change de nature (devient hyperbolique)
et le schema numérique explose. Ceci est lié au fait que la deuxième équation du
problème est traité par la méthode des éléments ﬁnis qui n'est pas adéquate pour
les probèmes hyperboliques.
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Chapitre 8
Conclusion et perspectives
Les résultats obtenus aussi bien pour les milieux poreux déformables et les écou-
lements ﬂuviaux avec les hypothèses restrictives que nous avons faites montrent
la complexité de la tâche pour résoudre des modèles généraux.
Les simulations obtenues pour le transfert de polluant en milieu poreux défor-
mable peuvent être utilisées comme outils de prédiction. Par exemple, les déchets
toxiques sont en général enfouillis dans des sols argileux et on peut déﬁnir un seuil
de pollution que le modèle pourra en cas de catastrophe détecter sans pour autant
que l'on place des appareils souvent assez couteux dans la zone sinistrée.
Un des objectifs que nous nous sommes ﬁxés par la suite est de faire une ana-
lyse mathématique de l'équation de transport en milieu poreux déformable et du
schéma numérique associé. Nous allons nous fonder sur des études dejà menées
dans ce domaine [14], [15], [51].
En ce qui concerne l'écoulement ﬂuvial, nous tenterons par la suite de prouver
l'unicité de la solution du problème (6.1), (6.2). Nous étudierons une méthode
mixte, Lax-Fréderichs pour la première équation et STILS pour la deuxième
équation dans le cas où κ et ν sont nulles. D'autre part nous mènerons une étude
mathématique et numérique du problème de Saint-Venant visqueux en prenant
en compte la topographie du milieu. Parmi les modèles récents qui prennent en
compte une topographie quelconque régulière, on peut citer celui developpé par
F.Bouchut et al.[16] :
∂
∂t
(
H − θXH
2
2
)
+
∂
∂X
(
ln(1−HθX)
−θX u
)
= 0, (8.1)
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∂t
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∂
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(
u2
2
1
(1−HθX)2 +Hg cos θ
)
= −g sin θ. (8.2)
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Fig. 8.1  Section longitudinale d'une rivière
D'abord, je regarderai le système
∂
∂t
(
H − θXH
2
2
)
+
∂
∂X
(
ln(1−HθX)
−θX u
)
= 0, (8.3)
∂
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u+
∂
∂X
(
u2
2
1
(1−HθX)2 +Hg cos θ
)
− ν ∂
2u
∂X2
+ αu = −g sin θ. (8.4)
L'ajout d'un terme de viscosité et d'une trainée linéaire nous donne un système
couplé formé d'une équation hyperbolique et d'une équation parabolique.
Ensuite je m'intéresserai au modèle bidimensionnel en m'inspirant toujours de
celui de [16] et de [50].
Chapitre 9
Annexes
9.1 Annexe A
Fichier de module en f90 pour la resolution d'un modèle d'écoulement
souterrain
LISTE DES MODULES
parametre : contient les constantes utilisées par le programme
coordonnee : enregistrement des variables points et vitesses
outilmaillage : subroutines pour le maillage du domaine
rec(icode,rex,rey,nx,ny) : lecture de rectangle
integer function noeud(s,t,z,rex,rey,pnoeud,nn,neuv) : numérote les noeuds
ﬁndnn(x,y,z,pnoeud,nn,neuv) : recherche le numéro de noeud
fonction : fonction source
real*8 function source(x,y,z)
Xshape : fonctions de bases des éléments ﬁnis
b8shap(x1,x2,x3,r,s,t,shape,dadl,dadg,det,iopt,ierr) :brique a 8 noeuds
outilMatRigid : contient les routines pour déterminer la matrice de rigidité
ematr (key,stiﬀ,be,lm,x,y,z,ﬂ,ue) : donne la matrice élémentaire et le second
membre
assma (key,na,ili,icol,neq,a,b,stiﬀ,be,lm,isym) : assemblage de la matrice élé-
mentaire
OperMatCreuse : opération sur les matrices creuses
mave (na,ili,icol,a,u,w,nn,isym) : calcule le produit matrice creuse* vecteur
ResoudEq : resolution de Ax=b
gc(na,ili,icol,a,b,u,neq,ite,r,s,q,isym) : méthode gradient conjugué
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calculdeU : calcul de la teneur en ﬂuide
donnees(ielem,nelem,pnoeud,nneu,nbﬁx,nﬁx,bcond,f,u) : enregistre les don-
nées
veccli(nn,nbﬁx,noﬁx,bcond,ia,neq) : détermine les conditions aux limites
strmat(nneu,neq,nel,ielem,ia,na,ili,icol,iwork,isym) : donne la structure de
la matrice
rigid(na,pnoeud,nneu,neq,ielem,nel,a,ia,ili,icol,eta,isym) : remplit la matrice
de rigidité
secmem(nel,neq,nneu,pnoeud,ielem,f,nbﬁx,noﬁx,ia,b,eta) : met à jour le se-
cond membre
solve(na,ili,icol,a,neq,b,nneu,u,bcond,nbor,ia,work1,work2,work3,isym) :résoud
le système ax=b
sauve(u,nneu) : sauve la solution u dans le ﬁchier result.dat
Quelques routines
module parametre
!
integer, parameter :: nnmax=1000000
integer, parameter :: nemax=1000000
integer, parameter :: nnamax=10000000
real*8, parameter :: zero=0.0d0
real*8, parameter :: one=1.0d0
real*8, parameter :: horizontemp=300.0d-0
real*8, parameter :: pastemp=1.0d-0
integer, parameter :: npastemp=horizontemp/pastemp
integer, parameter :: nsaut=1 ! record tout les nsaut pas de temps
integer, parameter :: avnpastemp=npastemp/nsaut
real*8, parameter :: res=1.0d-8
integer, parameter :: fdom=1 !fichier du domaine d'etude
integer, parameter :: nsd=3 !dimension spatiale
integer, parameter :: fneu=2 !fichier des noeuds
integer, parameter :: felem=3 !fichier des elements
integer, parameter :: fbcond=4 !fichier des condition aux limites
integer, parameter :: ffavs=5 !format avs des resultats
integer, parameter :: fresult=6 !fichier des resultats
integer, parameter :: fcompare=7 !fichier de comparaison
real*8, parameter :: teta=8*3.14/125
integer, parameter :: nfav=4 !nombre de face verticale
integer, parameter :: nfah=2 !nombre de face horizontale
real*8, parameter :: eps=1.0d-8 !resolution
integer, parameter :: ndf=8 !nombre de noeuds par element
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integer, parameter :: nfa=6 !nombre de faces par element
real*8, parameter :: ksat=0.0095d0
real*8, parameter :: alpha=0.0262d0
real*8, parameter :: nh=2.088d0
real*8, parameter :: mh=1.0d0-(1.0d0/nh)
real*8, parameter :: us=1.26d0
real*8, parameter :: ur=0.064d0
real*8, parameter :: usl=0.191d0 !Shrinkage Limit
real*8, parameter :: esl=0.32d0
real*8, parameter :: uae=0.37d0 !Air Entry into microaggregates
real*8, parameter :: eae=0.4053d0
real*8, parameter :: ulm=1.176d0 !Limit of contrib of Macorporosity
real*8, parameter :: elm=1.32414d0
real*8, parameter :: ums=1.224d0 !Maximun microaggregate Swelling
real*8, parameter :: ems=1.36d0
real*8, parameter :: kr=1.14d0 ! pente de retrait principal
real*8, parameter :: ko=0.465d0 ! pente apres gonflement maximum
!
end module parametre
subroutine donnees(ielem,nelem,pnoeud,nneu,nbfix,nfix,bcond,f,u)
! ielem: matrice de definition des topologies des elements
! nelem: nombres d'element par sous domaine
! pnoeud: coordonnees des noeuds
! nneu: nombre de noeud
! nbfix: nombre de noeuds fixes
! nfix: numeros des noeuds fixes
! bcond: valeur des cond. uax lim. fixes
! f: matrice des second membres
! u: valeur de la solution a t=0
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implicit none
!
integer ::i,j,nbfix,nneu,nelem
integer, dimension(nnmax) :: nfix
!
integer, dimension(ndf+nfa,nemax) :: ielem
type(point) ::pnoeud
real*8, dimension(nnmax) :: f,bcond,u
!
!
! lecture des noeuds et des elements
!
open(unit=fneu,file='noeu.dat',status='old',action='read')
read(fneu,*)nneu
do i=1,nneu
read(fneu,*) pnoeud%abc(i),pnoeud%ord(i),pnoeud%cot(i),&
& pnoeud%bor(i)
end do
close(fneu)
!
open(felem,file='elem.dat',status='old',action='read')
read(felem,*)nelem
do i=1,nelem
read(felem,*)(ielem(j,i),j=1,ndf+nfa)
end do
close(felem)
!
! recherche des conditions aux limites fixes
!
open(fbcond,file='bcond.dat',status='old',action='read')
read(fbcond,*)nbfix
do i=1,nbfix
read(fbcond,*) nfix(i),bcond(i)
end do
close(fbcond)
!
!-----------------------------------------------------------------------
! second membre et condition initiale !
do i=1,nneu
u(i)=Uex(pnoeud%abc(i),pnoeud%ord(i),pnoeud%cot(i),zero)
end do
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do i=1,nbfix
u(nfix(i))=bcond(i)
end do
!
do i=1,nneu
f(i)=source(pnoeud%abc(i),pnoeud%ord(i), &
pnoeud%cot(i),pastemp)
end do
!
return
!
end subroutine donnees
subroutine b8shap(x1,x2,x3,r,s,t,shape,dadl,dadg,det,iopt,ierr)
!
!-----------------------------------------------------------------------
! call b8shap (x1,x2,x3,r,s,t,shape,dadl,dadg,det,iopt ! &
,ierr)
!
!
! usage
! =====
!
! quadrilateral element, in three dimensions.
! linear shape functions.
!
! purpose
! -------
!
! finds shape function local and global derivatives and
! jacobian of transformation, at a point specified by the
! coordinates (r,s,t)in the reference element.
!
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! input arguments
! ---------------
!
! x1 = vector of length 8 containing first coordinates
! of element nodal points.
! x2 = vector of length 8 containing second coordinates
! of element nodal points.
! x3 = vector of length 8 containing third coordinates
! of element nodal points.
! r = user specified first coordinate.
! s = user specified second coordinate.
! t = user specified third coordinate.
! mndp = row dimension of dadg and dadl in calling program.
! iopt = option paramater (see note 1).
!
! output arguments
!----------------
!
! shape = vector of length 8 containing shape functions.
! dadl = matrix of order mndp x 3 containing local derivatives.
! dadg = matrix of order mndp x 3 containing global derivatives.
! det = jacobian of transformation. ! ierr = error flag see note
! 2.
!
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! notes
! -----
!
! 1. iopt = 0 shape functions only.
! 1 local derivatives.
! 2 local derivatives + jacobian.
! 3 local derivatives + jacobian + global derivatives.
! -1 , -2 and -3 outputs the shape functions as well.
!
! 2. ierr = 0 successful execution
! 1 zero jacobian.
! -1 negative jacobian.
!
!-----------------------------------------------------------------------
!
implicit none
real*8, dimension(ndf) :: x1,x2,x3,shape
real*8, dimension(ndf,3) :: dadl,dadg
real*8, dimension(3,3) :: a,b
integer :: ierr,iopt,i,j,k,ioptl
real*8 ::r,s,t,rp,rm,sp,sm,tp,tm,det,c1,c2,c3,c
!
!
ierr = 0
rp = 1. + r
rm = 1. - r
sp = 1. + s
sm = 1. - s
tp = (1. + t)*0.125
tm = (1. - t)*0.125
if (iopt .gt. 0) go to 10
!
! shape functions
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!
shape(1) = rm*sm*tm
shape(2) = rp*sm*tm
shape(3) = rp*sp*tm
shape(4) = rm*sp*tm
shape(5) = rm*sm*tp
shape(6) = rp*sm*tp
shape(7) = rp*sp*tp
shape(8) = rm*sp*tp
if (iopt .eq. 0) return
!
! local derivatives
!
10 ioptl = iabs(iopt)
dadl(1,1) = -sm*tm
dadl(2,1) = sm*tm
dadl(3,1) = sp*tm
dadl(4,1) = -sp*tm
dadl(5,1) = -sm*tp
dadl(6,1) = sm*tp
dadl(7,1) = sp*tp
dadl(8,1) = -sp*tp
!
dadl(1,2) = -rm*tm
dadl(2,2) = -rp*tm
dadl(3,2) = rp*tm
dadl(4,2) = rm*tm
dadl(5,2) = -rm*tp
dadl(6,2) = -rp*tp
dadl(7,2) = rp*tp
dadl(8,2) = rm*tp
!
dadl(1,3) = -0.125*rm*sm
dadl(2,3) = -0.125*rp*sm
dadl(3,3) = -0.125*rp*sp
dadl(4,3) = -0.125*rm*sp
dadl(5,3) = -dadl(1,3)
dadl(6,3) = -dadl(2,3)
dadl(7,3) = -dadl(3,3)
dadl(8,3) = -dadl(4,3)
if (ioptl .eq. 1) return
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!
! jacobian matrix a
!
do i = 1,3
c1 = 0.0
c2 = 0.0
c3 = 0.0
do j = 1,8
c1 = c1 + dadl(j,i)*x1(j)
c2 = c2 + dadl(j,i)*x2(j)
c3 = c3 + dadl(j,i)*x3(j)
end do
a(i,1) = c1
a(i,2) = c2
a(i,3) = c3
end do
!
! invert jacobian
!
do i = 1,3
j = i + 1
if (j .eq. 4) j = 1
k = j + 1
if (k .eq. 4) k = 1
b(i,i)= a(j,j)*a(k,k) - a(k,j)*a(j,k)
b(i,j)= a(k,j)*a(i,k) - a(i,j)*a(k,k)
b(j,i)= a(j,k)*a(k,i) - a(j,i)*a(k,k)
end do
!
! find determinant of jacobian matrix.
!
det = a(1,1)*b(1,1) + a(1,2)*b(2,1) + a(1,3)*b(3,1)
!
! check determinant of jacobian
!
if (abs(det) .lt. eps) go to 70
if (det .gt. 0.) go to 45
ierr = -1
45 if (ioptl .eq. 2) return
!
! find global derivatives
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!
do i = 1,3
do j = 1,8
c = b(i,1)*dadl(j,1) + b(i,2)*dadl(j,2)+ b(i,3)*dadl(j,3)
dadg(j,i) = c/det
end do
end do
return
!
! zero jacobian
!
70 continue
ierr = 1
end subroutine b8shap
!
subroutine strmat(nneu,neq,nel,ielem,ia,na,ili,icol,iwork,isym)
!
! recherche de la structure de la matrice du probleme
!
! nneu: nombre de noeuds
! neq: nombre d'equations
! nel: nombre d'elements du maillage
! ielem: topologie des elements
! ia: vecteur des conditions aux limites
! na: nombre de coeff non nuls de la matrice
! ili: indices de ligne pour la matrice a, de long. na
! icol: numero des colonnes de la matrice a, de long. neq+1
! a: matrice du systeme memorisee sous forme creuse, les lignes
! sont memorisee de maniere contigue
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! iwork: vecteur de travail de long. neq
! isym: isym = 1 si la matrice est memorisee sous forme symetrique
! isym = 0 sinon
!
implicit none
integer ::i,j,na,n,nel,neuman,iel,isym,nneu
integer ::neq,k,m
integer, dimension(ndf+nfa,nel) :: ielem
integer, dimension(nneu) :: ia
integer, dimension(nnamax) :: ili
integer, dimension(nnmax) :: icol
integer, dimension(nnmax) :: iwork
!
na = 0
do m=1,neq
icol(m) = na + 1
do i=1,neq
iwork(i) = 0
end do
do n=1,nel
do i=1,ndf
if (ia(ielem(i,n)) .eq. m) then
do j=1,ndf
k = ia(ielem(j,n))
if (isym .eq. 0 .and. k .ge. 1) then
iwork(k) = 1
else if (isym .eq. 1 .and. k .ge. m) then
iwork(k) = 1
end if
end do
end if
end do
end do
!
do k=1,neq
if (iwork(k) .eq. 1)then
na = na + 1
if (na+1 .gt. nnamax) then
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print *, 'pas assez de memoire allouee na > namax'
stop
end if
ili(na) = k
end if
end do
end do
!
icol(neq+1) = na + 1
!
end subroutine strmat
subroutine veccli(nn,nbfix,nofix,bcond,ia,neq)
!
! nn: nombre de noeuds
! nbfix: nombre de conditions aux limites fixes
! nofix: vecteur des numeros des noeuds fixes
! bcond: vecteur des valeurs des cond. aux limites
! ia: vecteur des conditions aux limites
! neq: nombre d'equations
!
implicit none
integer :: i,j,nbfix,nd,neq,nn
!
integer, dimension(nnmax) ::nofix,ia
real*8, dimension(nnmax) ::bcond
!
ia(1:nn) = 0
if(nbfix.gt.0)then
do i=1,nbfix
nd=nofix(i)
!
! nombre negatif dans ia pour des cond. aux lim. fixes
!
if (abs(bcond(i)).ge.eps) ia(nd) = -i
9.1. ANNEXE A 101
if (abs(bcond(i)).lt.eps) ia(nd) = i
end do
end if
!
! numerotation des equations
!
neq = 0
do j=1,nn
if (ia(j) .ge. 0) then
if (ia(j) .eq. 0) then
neq = neq + 1
ia(j) = neq
else
ia(j) = 0
end if
end if
end do
!
end subroutine veccli
subroutine gc(na,ili,icol,a,b,u,neq,ite,r,s,q,isym)
!
! resolution du systeme lineaire ax=b, a sym. def. pos.
!
! methode du gradient conjugue preconditionne
!
! na: nb de coeff non nuls dans la matrice a
! ili: indices de ligne pour la matrice a, de long. na
! icol: indices de colonne pour la matrice a, de long neq+1,
! avec icol(neq+1) = na+1
! a: matrice du systeme memorisee sous forme creuse, les lignes
! sont memorisee de maniere contigue
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! b: second membre du systeme lineaire, de long. neq
! u: en entree: solution approchee initiale
! a la sortie: solution du systeme
! neq: nombre d'equations
! ite: nombre d'iterations effectuees, si ite >= neq, erreur
! r,s,q: vecteur de travail de longueur neq
! isym: isym = 1 si la matrice est memorisee sous forme symetrique
! isym = 0 sinon
!
implicit none
integer ::i,int,neq,na,isym,ndim,ite,itmax,iprec
real*8 ::sdot,r20,rs,rsold,r2,qaq,alpha,beta,tt
!
real*8, dimension(nnamax) :: a
integer, dimension(nnamax) :: ili
real*8, dimension(nnmax) ::b,u,r,q,s
integer, dimension(nnmax) ::icol
!
ndim = neq
itmax = neq
!
! initialisation
!
do i=1,neq
s(i) = zero
end do
call mave(na,ili,icol,a,u,s,neq,isym) ! s = a*u
do i=1,neq
r(i) = b(i) - s(i) ! r = b - s
end do
r20 = zero
do i=1,neq
r20 = r20 + r(i)*r(i)
end do
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!
! iterations
!
do ite=1,itmax
!
if(r20.eq. zero) go to 999
!
do i=1,neq
s(i) = r(i) ! pas de precond.
end do
!
rs = zero
do i=1,neq
rs = rs + r(i)*s(i) ! rs = (r|s)
end do
!
if (ite .eq. 1) then
do i=1,neq
q(i) = s(i)
end do
rsold = rs
else
beta = rs/rsold
do i=1,neq
q(i) = s(i) + beta*q(i) ! q = s + beta*q
end do
rsold = rs
end if
call mave(na,ili,icol,a,q,s,neq,isym) ! s = a*q
qaq = zero
do i=1,neq
qaq = qaq + q(i)*s(i) ! qaq = (q|a*q)
end do
alpha = rsold / qaq
do i=1,neq
u(i) = u(i) + alpha*q(i) ! u = u + alpha*q
r(i) = r(i) - alpha*s(i) ! r = r - alpha*a*q
end do
!
r2 = zero
do i=1,neq
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r2 = r2 + r(i)*r(i)
end do
print *, ite,sqrt(r2/r20)
if (sqrt(r2/r20) .lt. eps)go to 999
end do
ite = itmax
return
!
999 continue
!
end subroutine gc
9.2 Annexe B
Routines pour la résolution de l'équation de Saint-Venant
module parametre
!
implicit none
integer, parameter :: n=9998
integer, parameter :: nlarg=5
real*8, parameter :: pastemp=1.0d-04
real*8, parameter :: temps=5.0D-00
integer, parameter :: m=temps/pastemp
integer, parameter :: mode=100
integer, parameter :: nsaut=100
integer, parameter :: avsn=(n+2)/mode
integer, parameter :: avsm=m/nsaut
integer, parameter :: fresult=1
integer, parameter :: fresultexact=2
integer, parameter :: ferr=3
real*8, parameter :: long=1.D+0
real*8, parameter :: larg=5.0D-02
real*8, parameter :: zero=0.d0
real*8, parameter :: nu=5.0D-3*temps/(long**2)
real*8, parameter :: delta=long/(n+2)
real*8, parameter :: cst=0.4*long
real*8, parameter :: g=9.8d0
! real*8, parameter :: &
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betac=6.0d-2*larg*larg*g*temps**2/(2*long**2)
real*8, parameter :: betac=zero
real*8, parameter :: alpha=1.*larg*25.D-4+betac
real*8, parameter :: theta=1.0d0
! real*8, parameter :: lambda=200
real*8, parameter :: lambda=1.d0
real*8, parameter :: beta=larg*larg*g*temps**2/(2*long**2)
! real*8, parameter :: beta=0.0d0
real*8, parameter :: kappa=0.6d0
real*8, parameter :: res=1.0d-8
real*8, parameter :: pi=3.1415926536d0
!
end module parametre
subroutine initsolve(nh,nQ)
implicit none
real*8, dimension(-2:n+2) ::nh
real*8, dimension(-2:n+2) ::nQ
integer :: i,j,k,l
!
! initialisation debit-hauteur
!
do i=0,n+1
if (i.le.2000) then
nh(i)=3.0d-01
! nh(i)=h(i*delta,zero)
else
! nh(i)=h(i*delta,zero)
nh(i)=0.0d-1
end if
end do !Cas d'une marche comme cond init
!
do i=0,n+1
nQ(i)=Q(i*delta,zero)
end do
!
end subroutine initsolve
SUBROUTINE DGTTRF( N, DL, D, DU, DU2, IPIV, INFO )
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*
* -- LAPACK routine (version 3.0) --
* Univ. of Tennessee, Univ. of California Berkeley, NAG Ltd.,
* Courant Institute, Argonne National Lab, and Rice University
* June 30, 1999
*
* .. Scalar Arguments ..
INTEGER INFO, N
* ..
* .. Array Arguments ..
INTEGER IPIV( * )
DOUBLE PRECISION D( * ), DL( * ), DU( * ), DU2( * )
* ..
*
* Purpose
* =======
*
* DGTTRF computes an LU factorization of a real tridiagonal matrix A
* using elimination with partial pivoting and row interchanges.
*
* The factorization has the form
* A = L * U
* where L is a product of permutation and unit lower bidiagonal
* matrices and U is upper triangular with nonzeros in only the main
* diagonal and first two superdiagonals.
*
* Arguments
* =========
*
* N (input) INTEGER
* The order of the matrix A.
*
* DL (input/output) DOUBLE PRECISION array, dimension (N-1)
* On entry, DL must contain the (n-1) sub-diagonal elements of
* A.
*
* On exit, DL is overwritten by the (n-1) multipliers that
* define the matrix L from the LU factorization of A.
*
* D (input/output) DOUBLE PRECISION array, dimension (N)
* On entry, D must contain the diagonal elements of A.
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*
* On exit, D is overwritten by the n diagonal elements of the
* upper triangular matrix U from the LU factorization of A.
*
* DU (input/output) DOUBLE PRECISION array, dimension (N-1)
* On entry, DU must contain the (n-1) super-diagonal elements
* of A.
*
* On exit, DU is overwritten by the (n-1) elements of the first
* super-diagonal of U.
*
* DU2 (output) DOUBLE PRECISION array, dimension (N-2)
* On exit, DU2 is overwritten by the (n-2) elements of the
* second super-diagonal of U.
*
* IPIV (output) INTEGER array, dimension (N)
* The pivot indices; for 1 <= i <= n, row i of the matrix was
* interchanged with row IPIV(i). IPIV(i) will always be either
* i or i+1; IPIV(i) = i indicates a row interchange was not
* required.
*
* INFO (output) INTEGER
* = 0: successful exit
* < 0: if INFO = -k, the k-th argument had an illegal value
* > 0: if INFO = k, U(k,k) is exactly zero. The factorization
* has been completed, but the factor U is exactly
* singular, and division by zero will occur if it is used
* to solve a system of equations.
*
* =====================================================================
*
* .. Parameters ..
DOUBLE PRECISION ZERO
PARAMETER ( ZERO = 0.0D+0 )
* ..
* .. Local Scalars ..
INTEGER I
DOUBLE PRECISION FACT, TEMP
* ..
* .. Intrinsic Functions ..
INTRINSIC ABS
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* ..
* .. External Subroutines ..
EXTERNAL XERBLA
* ..
* .. Executable Statements ..
*
INFO = 0
IF( N.LT.0 ) THEN
INFO = -1
CALL XERBLA( 'DGTTRF', -INFO )
RETURN
END IF
*
* Quick return if possible
*
IF( N.EQ.0 )
& RETURN
*
* Initialize IPIV(i) = i and DU2(I) = 0
*
DO 10 I = 1, N
IPIV( I ) = I
10 CONTINUE
DO 20 I = 1, N - 2
DU2( I ) = ZERO
20 CONTINUE
*
DO 30 I = 1, N - 2
IF( ABS( D( I ) ).GE.ABS( DL( I ) ) ) THEN
*
* No row interchange required, eliminate DL(I)
*
IF( D( I ).NE.ZERO ) THEN
FACT = DL( I ) / D( I )
DL( I ) = FACT
D( I+1 ) = D( I+1 ) - FACT*DU( I )
END IF
ELSE
*
* Interchange rows I and I+1, eliminate DL(I)
*
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FACT = D( I ) / DL( I )
D( I ) = DL( I )
DL( I ) = FACT
TEMP = DU( I )
DU( I ) = D( I+1 )
D( I+1 ) = TEMP - FACT*D( I+1 )
DU2( I ) = DU( I+1 )
DU( I+1 ) = -FACT*DU( I+1 )
IPIV( I ) = I + 1
END IF
30 CONTINUE
IF( N.GT.1 ) THEN
I = N - 1
IF( ABS( D( I ) ).GE.ABS( DL( I ) ) ) THEN
IF( D( I ).NE.ZERO ) THEN
FACT = DL( I ) / D( I )
DL( I ) = FACT
D( I+1 ) = D( I+1 ) - FACT*DU( I )
END IF
ELSE
FACT = D( I ) / DL( I )
D( I ) = DL( I )
DL( I ) = FACT
TEMP = DU( I )
DU( I ) = D( I+1 )
D( I+1 ) = TEMP - FACT*D( I+1 )
IPIV( I ) = I + 1
END IF
END IF
*
* Check for a zero on the diagonal of U.
*
DO 40 I = 1, N
IF( D( I ).EQ.ZERO ) THEN
INFO = I
GO TO 50
END IF
40 CONTINUE
50 CONTINUE
*
RETURN
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*
* End of DGTTRF
*
END
SUBROUTINE DGTTRS( TRANS, N, NRHS, DL, D, DU, DU2, IPIV, B, LDB,
& INFO )
*
* -- LAPACK routine (version 3.0) --
* Univ. of Tennessee, Univ. of California Berkeley, NAG Ltd.,
* Courant Institute, Argonne National Lab, and Rice University
* June 30, 1999
*
* .. Scalar Arguments ..
CHARACTER TRANS
INTEGER INFO, LDB, N, NRHS
* ..
* .. Array Arguments ..
INTEGER IPIV( * )
DOUBLE PRECISION B( LDB, * ), D( * ), DL( * ), DU( * ), DU2( * )
* ..
*
* Purpose
* =======
*
* DGTTRS solves one of the systems of equations
* A*X = B or A'*X = B,
* with a tridiagonal matrix A using the LU factorization computed
* by DGTTRF.
*
* Arguments
* =========
*
* TRANS (input) CHARACTER
* Specifies the form of the system of equations.
* = 'N': A * X = B (No transpose)
* = 'T': A'* X = B (Transpose)
* = 'C': A'* X = B (Conjugate transpose = Transpose)
*
* N (input) INTEGER
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* The order of the matrix A.
*
* NRHS (input) INTEGER
* The number of right hand sides, i.e., the number of columns
* of the matrix B. NRHS >= 0.
*
* DL (input) DOUBLE PRECISION array, dimension (N-1)
* The (n-1) multipliers that define the matrix L from the
* LU factorization of A.
*
* D (input) DOUBLE PRECISION array, dimension (N)
* The n diagonal elements of the upper triangular matrix U from
* the LU factorization of A.
*
* DU (input) DOUBLE PRECISION array, dimension (N-1)
* The (n-1) elements of the first super-diagonal of U.
*
* DU2 (input) DOUBLE PRECISION array, dimension (N-2)
* The (n-2) elements of the second super-diagonal of U.
*
* IPIV (input) INTEGER array, dimension (N)
* The pivot indices; for 1 <= i <= n, row i of the matrix was
* interchanged with row IPIV(i). IPIV(i) will always be either
* i or i+1; IPIV(i) = i indicates a row interchange was not
* required.
*
* B (input/output) DOUBLE PRECISION array, dimension (LDB,NRHS)
* On entry, the matrix of right hand side vectors B.
* On exit, B is overwritten by the solution vectors X.
*
* LDB (input) INTEGER
* The leading dimension of the array B. LDB >= max(1,N).
*
* INFO (output) INTEGER
* = 0: successful exit
* < 0: if INFO = -i, the i-th argument had an illegal value
*
* =====================================================================
*
* .. Local Scalars ..
LOGICAL NOTRAN
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INTEGER ITRANS, J, JB, NB
* ..
* .. External Functions ..
INTEGER ILAENV
EXTERNAL ILAENV
* ..
* .. External Subroutines ..
EXTERNAL DGTTS2, XERBLA
* ..
* .. Intrinsic Functions ..
INTRINSIC MAX, MIN
* ..
* .. Executable Statements ..
*
INFO = 0
NOTRAN = ( TRANS.EQ.'N' .OR. TRANS.EQ.'n' )
IF( .NOT.NOTRAN .AND. .NOT.( TRANS.EQ.'T' .OR. TRANS.EQ.
& 't' ) .AND. .NOT.( TRANS.EQ.'C' .OR. TRANS.EQ.'c' ) ) THEN
INFO = -1
ELSE IF( N.LT.0 ) THEN
INFO = -2
ELSE IF( NRHS.LT.0 ) THEN
INFO = -3
ELSE IF( LDB.LT.MAX( N, 1 ) ) THEN
INFO = -10
END IF
IF( INFO.NE.0 ) THEN
CALL XERBLA( 'DGTTRS', -INFO )
RETURN
END IF
*
* Quick return if possible
*
IF( N.EQ.0 .OR. NRHS.EQ.0 )
& RETURN
*
* Decode TRANS
*
IF( NOTRAN ) THEN
ITRANS = 0
ELSE
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ITRANS = 1
END IF
*
* Determine the number of right-hand sides to solve at a time.
*
IF( NRHS.EQ.1 ) THEN
NB = 1
ELSE
NB = MAX( 1, ILAENV( 1, 'DGTTRS', TRANS, N, NRHS, -1, -1 ) )
END IF
*
IF( NB.GE.NRHS ) THEN
CALL DGTTS2( ITRANS, N, NRHS, DL, D, DU, DU2, IPIV, B, LDB )
ELSE
DO 10 J = 1, NRHS, NB
JB = MIN( NRHS-J+1, NB )
CALL DGTTS2( ITRANS, N, JB, DL, D, DU, DU2, IPIV, B( 1, J ),
& LDB )
10 CONTINUE
END IF
*
* End of DGTTRS
*
END
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