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I. INTRODUCTION 
This paper presents the results of an investigation of the equations and 
conditions which result from the use of certain transformations to reformulate 
linear boundary value problems for partial differential equations which are 
prototypes of the elliptic, parabolic, and hyperbolic forms into Cauchy or 
initial-value problems. The transformations are the multi-dimensional analog 
of the generalized Riccati transformation introduced by Scott [I 1, 121 and 
Nelson and Scott [IO]. The development proceeds by introducing a set of 
vector functions which relates the solution of the equation to its first partial 
derivatives. Equations are then obtained for the components of these vector 
functions. This procedure is motivated by the desire to obtain more flexible, 
stable, and numerically convenient equations as in the one-dimensional 
case. 
The method of invariant imbedding has been applied quite extensively 
to the Boltzmann transport equation in slab geometry which is not strictly 
one-dimensional [7, 10, 11, 141. However, only a few investigations of a multi- 
dimensional invariant imbedding have been undertaken. Angel [2] and Angel 
and Kalaba [5] have discretized the two-dimensional form of Laplace’s 
equation and then applied a matrix version of the imbedding to the resulting 
difference equations. Nelson [9] has applied the concepts to the heat equation 
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in one space dimension by discretizing the time derivative and then used 
invariant imbedding on the remaining ordinary differential equation. All of 
these methods have the disadvantage that further generalization to more than 
two independent variables is not an obvious procedure. Recently, Angel, 
Jain, and Kalaba [4] and Angel and Jain [3] have applied the method of 
invariant imbedding directly to the potential equation. The techniques 
developed here, using procedures quite different from those above, are truly 
multi-dimensional, in that the imbedding is applied directly to the partial 
differential equation and do not have, at least theoretically, restrictions on the 
number of independent variables being considered. Our development is valid 
for very general forms of the partial differential equation and displays the 
normal aspects of the imbedding in regard to perturbation of the size of the 
system and the varying of initial and boundary conditions. 
Section II of this paper summarizes, for ready reference, the results as 
applied to ordinary differential equations. Section III deals with the use of the 
simple Riccati transformation to transform several problems of second order, 
linear, homogeneous partial differential equations with special boundary 
conditions and, in some instances, initial conditions to first order Riccati-like 
equations with simple initial conditions. These results are then generalized in 
Section IV to handle inhomogeneities in the equations and initial-boundary 
conditions. In this section the efficacy of the imbedding aspect of the develop- 
ment becomes apparent. Section V generalizes the results to systems of 
coupled equations and the last section is devoted to a discussion of the results. 
II. ORDINARY DIFFERENTIAL EQUATIONS 
Before attempting to derive the invariant imbedding equations for partial 
differential equations, let us review the application of the imbedding to 
ordinary differential equations. Consider the linear two-point boundary 
value problem 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
where the prime denotes differentiation with respect to the independent 
variable x, and the x appears explicitly to emphasize the solution dependence 
upon the interval length x. We shall assume, mostly for convenience, that the 
problem defined by (2.1-2.4) has a unique solution on all intervals x < X. 
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From the theory of invariant imbedding [6, 10, 111, we are led to the 
generalized Riccati transformation 
4% 4 = Yl(Z) +, 3) + y&) @, 3) + Q(Z) 
and the recovery transformation 
(2.5) 
The reader is referred to [lo] for a physical interpretation of the above 
relations in particle transport theory. We shall now derive differential equa- 
tions satisfied by the functions y1 , y2 , r, , qI , qz , and q3 . 
If we differentiate in (2.5) with respect to z and use (2.1), (2.2), and (2.9, 
we obtain 
In order for the above equation to be valid for arbitrary functions V(Z, x), 
the initial condition ~(0, a), source functions, and for all x, the terms in braces 
must individually be zero. 
Yl’@) = 44 + k(z) + 4-41 r&j + 44 *?&), (2.8) 
yz’(4 = km + 44 ~I(~11 y&), (2.9 
y3’C4 = IX4 + 44 r&G1 44 +f(4 44 + e(z). (2.10) 
Although there are many choices of the initial conditions, the only ones which 
lead to easy interpretations of the I and q functions are 
Yl(O) = 0, y,(O) = 1, Q(O) = 0. (2.11) 
We can easily derive the differential equations for q1 , q2 , and q3 in a similar 
fashion and they are 
qlw = kw + 44 y&11 em (2.12) 
Paw = 44 !?I(4 y&f>, (2.13) 
qaw = iI44 c&l +ff(414&)* (2.14) 
with the suitable initial conditions 
4m = 1% em = 0, P8c-Y = 0. (2.15) 
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The Eqs. (2.5, 2.6,2.8-2.15) f orm a complete set of relations for determin- 
ing the functions U(Z, x) and o(x, x). At first sight, it may appear that we have 
gone to a great deal of trouble just to solve a linear two-point boundary value 
problem. However, there are a number of distinct advantages of this formula- 
tion. First of all, the differential equations for the r and Q functions are all 
initial-valued, generally quite stable, and easy to integrate. Secondly, the 
differential equations need be integrated only once across some reference 
interval X such that x < X. The functions ~(2, x) and v(z, x), for different 
values of the interval length x or the input values oli , fli , yi , ai , or 71~ ,
i = 1, 2, may then be determined by algebraic manipulations of (2.3-2.6). 
Thus, not only do we avoid the stability problem associated with the solution 
of the two-point boundary value problem, but we can easily perform various 
parametric studies without extra integrations. 
In certain problems, we may desire to write (2.5) and (2.6) in the form 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
(2.24) 
(2.25) 
The new transformations defined by (2.16) and (2.17) are sometimes used 
since they may be more stable in some cases and, as we shall see in the next 
section, are the more natural transformations to generalize for partial dif- 
ferential equations. Modified versions of both sets of transformation (2.5, 
2.6) and (2.16-2.17) are used in computing characteristic values and character- 
istic lengths for ordinary differential equations [13]. 
In the above analysis, we discussed the application of the invariant im- 
bedding-Riccati transformation only to linear boundary value problems. The 
409/36/2-14 
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procedures can also be easily applied to converting certain unstable initial 
value problems into stable initial value problems [12]. For applications to 
nonlinear boundary value problems, the reader is referred to [l, 81. In 
addition, all of the previous discussion is valid for systems of equations 
except that the r, 4 and s, t functions are now matrix functions, and matrix 
multiplication, in general, is not commutative [ll]. 
III. SIMPLE EXAMPLES OF MULTI-DIMENSIONAL IMBEDDINC 
A. Elliptic Problems 
A direct analogy to the two-point boundary value problem of Section II 
is most nearly achieved with the elliptic partial differential equation with 
appropriate boundary conditions. For convenience, we shall use the standard 
vector notation. This is not to imply that our analysis is restricted to three 
spatial dimensions. In the next section, we shall indicate the notational 
changes such that the application to n-dimensional problems is evident. As a 
prototype of the elliptic problem, we shall consider the equation 
VW@) + Pw(r) = 0, r E R. (3.1) 
Appropriate boundary conditions for the present case may be obtained by 
dividing the surface S of the region R, in which the problem is defined, into 
two parts S, and 5’s , and then requiring 
n . Vm(r,) = 0, if rs E s, 9 (3.2) 
and 
n f  Vw(r,) =f(r&, if r, E S2 , (3.3) 
where n is a unit vector normal to the surface S andf(r,) is a given function. 
The particular form of the above boundary conditions was chosen for con- 
venience. In Section IV we shall discuss more general forms. 
In Section II, the generalized Riccati transformations were applied as a 
relationship between two unknown functions for which there were a pair of 
coupled first order differential equations. If Vw(r) is treated as an independent 
property, then we may, in analogy with (2.16), define the vector-valued 
function S(r) by the generalized Riccati transformation 
Vw(r) = S(r) w(r), 
and the scalar-valued function T(r) by the corresponding recovery trans- 
formation 
wh’) = T(r) w(r), (3.5) 
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where r,’ is an arbitrary but fixed point on S, . The derivation of the differ- 
ential equations for S(r) and T(r) is analogous to the derivation of the equa- 
tions in Section II, except that we are now dealing with vectors. On taking 
the divergence of both sides of (3.4) an using (3.1) and (3.4) we obtain d 
P . S(r) + S(r) . S(r) + h2) w(r) = 0, 
which must hold for all r E R. Thus, we have the vector Riccati equation 
- V - S(r) = A2 + S(r) - S(r). (3.6) 
In addition, from fundamental vector analysis it is well-known that the curl 
of the gradient of a scalar function is zero. Thus, the curl of Eq. (3.4) yieids 
or 
[V x S(r) + S(r) x S(r)] w(r) = 0, 
V x S(r) = 0. (3.7) 
From Eqs. (3.2) and (3.4), we see that the initial condition on S is 
n . S(r,) = 0, rs E S, . (3.8) 
The equations for S are first order, thus only half of the information con- 
tained in the original boundary conditions can be imposed as conditions on S. 
For the present case, specifying the condition (3.8) over one part (usually 
one half) of the surface, namely S, , is a suitable requirement. This means 
that the problem of determining S is an initial value problem instead of a 
boundary value problem as is readily seen by considering the integration of 
first order equations from the surface S, , where (3.8) is applied, to the 
remaining part of the boundary S, , where no conditions are imposed. The 
initial value formulation, typical of invariant imbedding equations in one 
dimension, should prove to be of great theoretical and computational signi- 
ficance. 
The above problem for S(r) is complete, but the values of w(r) cannot be 
obtained from a knowledge of S(r) alone. In order to obtain the values of 
w(r), equations for T(r) from the recovery transformation (3.5) are required. 
Application of the gradient operator to both sides of (3.5) yields 
0 = w(r) VT(r) + T(r) [S(r) +)I, 
409/36/2-14* 
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where the left side is zero, since r,’ is restricted to S, . By our usual arguments, 
the above equation becomes 
VT(r) + S(r) T(r) = 0. (3.9) 
Since (3.5) must hold for any arbitrary point ri E S, , the appropriate initial 
condition for (3.9) is 
T(r,‘) = 1, rst E S, . (3.10) 
The equations for S(r) and T(r) can be integrated at this point. However, 
transformation (3.5) still does not permit us to obtain w(r), since w(rs’) is 
not given. Furthermore, up to this point we have made no use of the boundary 
condition (3.3). We shall do this now by appIying the transformation (3.4) 
at an arbitrary, but fixed, point r: on S, . Hence, 
and on using (3.3) this gives 
w(r:) = f (rb) 
n * S(r:) ’ 
r: E S, . 
Insertion of this into (3.5), evaluated at r: E S, , yields 
w(r$‘) = T(rf:) w(r,“) = T(r:) n<($$,) , 
rs’ E S, 
s t-1 ES~. 
Now that we know w(rs’), we can use (3.5) to solve for w(r) for any r E R. 
Hence, 
w(r) = WW(r3 
T(r) n * S(r1) ’ 
(3.11) 
In order for the function w(r) to be well-defined for all r, it is necessary that 
the denominator never be zero. This is normally accomplished by restricting 
the region R under consideration. We hope that, just as in the one-dimen- 
sional case, the zeroes and singularities of the components of the S(r) function 
will yield valuable information about the eigenvalues of the corresponding 
homogeneous problem [13]. We shall deal with this development now 
briefly in Section IV but in detail in a future publication. 
As an example of the above development, we shall consider the equation 
. 
WmbG Y> + WI/&, Y) + & 4% Y) = 0, (3.12) 
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on the square, 0 < x, y < a/2, subject to the boundary conditions 
*&-A Y) = 0, 
*,(x, 0) = 0, 
*X i ) q,y = -Lc,,$-, 42 
WY x,; =-$cos$ ( 1 
The solution of this problem is given by 
2a 
w(x,y) =-cos~cos~. 
37 2a 2a 
From the transformation (3.4) one can readily identify 
S(r) = - (z) (i tan 2 + j tang) , 
439 
(3.13) 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
where i and j are unit vectors in the x and y directions, respectively. This 
satisfies the condition (3.8), since the left and lower boundaries have been 
chosen for S, . From the transformation (3.5), if the point r,’ is taken to be 
the origin, T(r) is given by 
T(r) = 
1 
nY ’ cos g cos 2a 
(3.19) 
which satisfies (3.10) at the origin. From (3.3) and (3.15-3.16), the function 
f(r,) is given by 
f (rJ = 
- -$ cos 5 , 
- -$ cos z ) 
Furthermore, 
n . S(r,) = 
-&tan+, 
-gtanT, 
r,E t 4E_,y 1 , 
2 
o<y+ 
r,E ( x,? 1 , 
2 
o<xq. 
r,E ( _L4_,y ) , 2 o<r<$, 
r,E ( x,_f4_ 1 , 
2 
OdX+ 
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n . S(r,) = - 2 , 
on the top and the right boundaries, i.e., on 5’s . Choosing rz as the point 
(u/2, u/2), the ratio 
w(r,l) = f(r3 WI) = 6 S> (2) = @ 
n * S(ri) (- n/2a) 7r ’ 
leads to the evaluation of (3.11) for w(r) as 
2a 
w(r) = - cos JE cosz 
7r 2a 2a ’ 
which is in agreement with the direct solution of the problem. 
B. Hyperbolic Problems 
We shall study the hyperbolic problem through the equation 
V‘W-, 0 = wdr, 0, rER, t>O 
with the initial and boundary conditions 
n * Vw(r,, t) = 0, r, E Sl , 
n * Wr, , t> = f(r,), r, E S2, 
w(r, 0) = 0, r E R, 
w(r, 0) = g(r), r E R. 
The generalized Riccati transformations are 
VW&, t) = S,(r, t) w(r, t), 
WAr, t) = S&, 0 w(r, 0, 
and the recovery transformations are 
w(r8’, t) = Tl(r, 4 w(r, t), r,’ E Sl , 
w(r, 0) = Tdr, t) w(r, t), r E R, 
(3.20) 
(3.21) 
(3.22) 
(3.23) 
(3.24) 
(3.25) 
(3.26) 
(3.27) 
(3.28) 
(3.29) 
where once again r,' is an arbitrary but fixed point belonging to S, . The 
divergence and curl of the first transformation yields 
VW = WV * s, + Sl * E&w, VxVw=wVXs~+wS~xS~, 
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where the arguments have been dropped for convenience. The second results 
in 
v x s, = 0, (3.30) 
and the first is to be equated to the time derivative of the second transforma- 
tion. That is, 
w(V * Sl + s1 . S,) = w  $ + S,(S,w), 
or 
v * s, + s, - s, = a$ + s22* (3.31) 
The order of differentiation of w(r, t) with respect to position and time is 
required to be immaterial. Thus, from differentiating and equating (3.26) 
and (3.27), we get 
w~+S1(Sw)=wvS +s(sw) at 2 2 21, 
or 
(3.32) 
Equations (3.30), (3.31), and (3.32) seem to constitute seven equations in the 
four unknowns S,i (i = 1, 2, 3) and S, . However, if the curl of Eqs. (3.32) is 
taken, the right side is zero. Hence, 
v x ash 0 = o 
at * 
This will require the curl of S1 to be zero, if the second derivatives of S, 
exist and are continuous, since, then, 
6 vx== &(V x S,)=O 
and, if this is to be true for all times, Eqs. (3.30) are satisfied when S, solves 
(3.31) and (3.32). Therefore, only the last four equations are required. The 
initial conditions on S1 and S, are determined by comparing (3.22), (3.24) 
with (3.26-3.27) which indicates 
n - Sl(r, , t) = 0, r, e Sl , (3.33) 
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where the surface S is divided into two parts as in the elliptic case. The 
initial condition on S, is 
Sdr, 0) = 0, r E R. (3.34) 
The differential equations for T,(r) and T,(r) are obtained by taking the 
gradient in (3.28) and the time derivative in (3.29). Thus, we have 
wVT, + T,(S,w) = 0 and w s + T&w) = 0, 
which implies 
and 
VT, + S,T, = 0, (3.35) 
$ + S,T, = 0. (3.36) 
These are two equations for Tl and T, for, even though (3.35) is a vector 
equation, the direction of VT, is fixed by S, . The initial conditions obtained 
from (3.28) are 
Tdr,‘, t) = 1, r,’ & Sl , (3.37) 
Tkr, 0) = 1, r E R. (3.38) 
Finally, we recover w(r, t) by evaluating (3.26) at a fixed but arbitrary point 
r: on the surface S, and obtain 
or 
n * Vw(r1, t) = n - S,(rI, t) w(rr, t), 
w(ri, t) = 
n . Vw(r:, t) f W 
n . S,($ t> = n * Sl(r:, t) ’ 
Equation (3.28) is then used to evaluate w(rs’, t) as 
w(rs’, t) = T#, t) w(ri, t) = Tl(rI, t) n .‘,‘$ t) . 
1 8’ 
Then, Eqs. (3.28) and (3.29) yield 
w+. t) = T&C t) f(r3 , 
T,(r, t> n * Sl(rt, 4 
and 
g(r) w(r, t) = ___. 
T2,r, 4 
(3.39) 
(3.40) 
The last two equations must clearly yield the same results. 
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As an example of the hyperbolic case, we shall consider the wave equation 
in one space dimension 
with the initial and boundary conditions 
w,(O, t) = 0, (3.42) 
wz - ( 
; , tl = - -L cos t, 
1/2 
w(x, 0) = cos x, (344) 
Wt(X, 0) = 0. (3.45) 
Here, the surface S, corresponds to the line x = 0 and S, corresponds to the 
line x = 7r/4. The solution subject to the above conditions is 
w(x, t) = cos x cos t. (3.46) 
The solutions for the S and T functions are 
4(x, t) = - tan x, 
T,(x, t) = set x, 
S&, t) = - tan t, 
Tz(x, t) = set t, 
and w(x, t) can be recovered correctly by using either (3.39) or (3.40). 
C. Parabolic Problems 
We now wish to consider the parabolic equation 
V2w(r, t) + w(r, t) = wdr, t), PER, t>,O (3.47) 
subject to the boundary conditions 
n . Vw(r, , t) = 0, 
n - Wr, , t) =f(r,>, 
(3.48) 
(3.49) 
and the initial condition 
wt(r, 0) = 0, r E R. (3.50) 
The Riccati and recovery transformations assume the same form as in the 
hyperbolic case, thus Eqs. (3.26-3.29) are suitable. Actually, Eqs. (3.30) and 
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(3.32-3.40) all apply here. Only the result of taking the divergence of (3.26) 
followed by the use of (3.27) and (3.47) . d’ff IS I erent. This procedure leads to 
- V . S,(r, t) = 1 + S,(r, t) . S,(r, t) - S,(r, t). (3.51) 
Again, Eqs. (3.30) are automatically satisfied if (3.32) and (3.51) are obeyed. 
The one spatial dimension case again provides a simple example. Let 
f(r,) =f($) = --$. 
The solution for this problem is given by 
w(x, t) = cos x, 
and the S and T functions are 
S,(x, t) = - tan x, S&, t) = 0, 
T,(x, t) = set x, T&, t) = 1. 
The solution w(x, t) can be easily recovered from (3.39) or (3.40). 
This last example is actually trivial, and the earlier examples were chosen 
to avoid some of the difficulties discussed earlier. This has been intentional 
in order to present some of the main themes of the development with a 
minimum of distraction. However, the simple transformations employed 
above are not sufficiently general to handle the wide variety of problems which 
fall within the scope of the development. For example, in the parabolic 
case, since 
wt(r, 0) = 0 
is necessary in order to readily specify the initial condition for S,(r, t) and, 
since only the first time derivative occurs, the only problems that can be 
treated with the above development are those with time independent solu- 
tions. This and other difficulties can be overcome by generalizing both the 
Ricatti and recovery transformations as in Section II for ordinary differential 
equations. We shall carry out this and other generalizations in the next 
section. 
IV. GENERALIZATIONS 
A. Tmnsfwmtions 
There are several ways in which the results of Section III can be generalized. 
The most important of these for the present is the generalization of the Riccati 
and the associated recovery transformations to allow the problem to have 
various types of inhomogeneities. This development will remove the restric- 
LINEAR PARTIAL DIFFERENTIAL EQUATIONS 445 
tions on the problem with respect to the form of the initial and boundary 
conditions and allow for the presence of an inhomogeneous term in the 
equation. 
Further generalization of the transformations will be carried out to show 
how the solution can be resolved into contributions due to each inhomo- 
geneity. This will clarify the imbedding aspects of these transformations and 
indicate some of the possibilities for studying various problems. The simpli- 
fications which result from constant initial or boundary conditions will also be 
described. In addition, the Riccati transformations inverse to those used thus 
far will be discussed. The need for and difficulties with these inverse trans- 
formations are discussed briefly. 
In order to keep the development as explicit as possible, the transformations 
will be developed for a typical parabolic equation. In the latter part of this 
section, discussion is adapted to the most general second order linear partial 
differential equations. We shall choose the problem, in analogy to the parabolic 
problem of Section III, as 
wt(r, t) = V2w(r, t) + a@, t)w(r, t> + h(r, t), rE R, t >0, (4.1) 
subject to the boundary conditions 
n . Vw(r, , t> =fdr, , t), r, E S, , t 20, (4.2) 
n . Wr, , t) = fdr, , t), r, E S, , t > 0, (4.3) 
where S, the surface of the region R, has been divided into the two parts S, 
and Sa . The initial condition is 
wt(r, 0) = g(r) rER. (4.4) 
In order to account for the inhomogeneities, the Riccati transformations are 
now generalized to the form 
and 
VW@, t) = S&, t) w(r, t) + S2(r, t) (4.5) 
w,(r, t) = S,(r, t) w(r, t) + S&, t). (4.6) 
The equations for the transformation functions are obtained much as in the 
earlier cases. The result of adding a(~, t) w(r, t) and h(r, t) to the divergence 
of Eq. (4.5) is equated to (4.6), and this leads to 
w(V - s, + s1 - s, + u) + (V * sz + s1 . sz + h) = w& + s, 9 
where the arguments shown in (4.5) and (4.6) are suppressed for convenience. 
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If this is to hold for all points r, then the coefficients of “w” and “1” must be 
equal. Thus 
V * S, + S, . S, + a = Ss , (4.7) 
V * S, + S, * S, + h = S, . (4.8) 
These two equations are not adequate to determine S1 , S, , S’s , and S, . 
Additional equations are obtained by noting that the curl of Eq. (4.5) must 
be zero, and this implies 
vxs,=o (4.9) 
and 
v x s, = s, x sz . (4.10) 
By requiring 
(VW), = Wt), 
differentiating and equating like coefficients in (4.5) and (4.6) yields 
vs =asl 
3 at 3 (4.11) 
OS, -I- s,s, = 2 + s,s, . (4.12) 
In analogy with the development in Section III, Eqs. (4.9) and (4.10) are 
automatically satisfied if Eqs. (4.11) and (4.12) hold, and the second deriva- 
tives of Sjg exist and are continuous. The initial conditions to impose on the 
transformations are determined by evaluating (4.5) and (4.6) on the boundary 
S, and at the initial time. Consider first (4.5) on S, , 
n * Vw(r, , t) = fl(rs , t) = n . S,(r, , t) w(r, , t) + n * J%(r, , t), r, E S, . 
Since the boundary condition on S, has not been used, this relation must hold 
for any w(r8 , t) that could result from different choices of fi(r8 , t) on S, . 
Therefore, 
n * S,(r, , t) = 0, n - S& , t) =.fl(rs , th r, E S, . (4.13) 
Evaluation of (4.6) at t = 0 yields 
S3(r, 0) = 0, Sdr, 0) = g(r), reR. (4.14) 
In the present case, this choice is practically the only one available. However, 
if the hyperbolic equation were under consideration, both the initial time 
derivative and the initial value are often given, and Ss(r, 0) could be set 
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equal to the ratio, while S4(r, 0) would be set to zero. The point is that the 
conditions are not always unique, and different choices will have merit for 
different problems. 
Associated with the generalization of the Riccati transformations are the 
corresponding recovery transformations which take the form 
w(rsl, t) = T,(r, t) w(r, t) + T2(r, 2) (4.15) 
and 
w(r, 0) = T3(r, t) w(r, t) + T4(r, t), (4.16) 
where rs’ is an arbitrary but fixed point on S, . The equations for the Ti are 
obtained by taking the gradient of (4.15) and the time derivative of (4.16). 
Since w(rs’, t) is a function of time only, its gradient is zero, and we have 
VT, + S,T, = 0, (4.17) 
VT, + S,T, = 0. (4.18) 
In addition, the time derivative of the left side of (4.16) is zero, since it is a 
function of position only. Differentiation of the right side and equating Iike 
coefficients then leads to 
-$$L + S,T, = 0, (4.19) 
$ + S,T, = 0. 
From (4.15) and (4.16), the initial values for the Tg are 
Tdc’, t) = 1, T&,‘, t) = 0, 
Tdr, 0) = 1, T4(r, 0) = 0. 
(4.20) 
(4.21) 
To illustrate this development, suppose the same parabolic probIem is 
considered as in Section III, except that a source term h(x, t) given by 
h(x, t) = cos x cos t 
is added to the equation. The right boundary condition will now be taken as 
f, (f- , t) = - -$ sin t. 
The solution becomes 
w(x, t) = cos x sin t, 
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while the Riccati and recovery functions are 
S,(x, t) = - tan X, s&x, t) f s&i?, t) E 0, 
s&c, t) = cos x cos t 
Tl(x, t) = set x, T&, t) 5% 0, T&x, t) = 1 
T4(x, t) = - cos x sin t. 
Comparison with the earlier example shows that S, , Ss , Tl , and T3 (which 
correspond to the earlier S, , Ss , Tl , and T, , respectively) are unchanged. 
The addition of the source term required the introduction of Ss , S, , Tz , 
and T4 , but in this case gave zero for S’s and T, . Thus the contribution of 
the source to the solution is accounted for by S, and T4 . 
Contributions to the solution from inhomogeneities can and, in many 
practical problems, would be handled by transformations of the form of 
(4.9, (4.6), (4.1% and (4.16). However, for some types of survey studies 
and for a complete understanding of the theoretical aspects of the imbedding 
involved here, a more complete transformation which resolves the solution 
into contributions from each type of inhomogeneity will be introduced. Using 
superposition in a manner analogous to Duhamel’s principle, these trans- 
formations are chosen in the form 
Vw(r, t) = S,(r, t) w(r, t) + j ddS,(r, r’, t) wdr’, 0) 
and 
ds’S,(r, t; rs’, t’) n’ . VW@,‘, t’) + S,(r, t) 
wt(r, t) = S&r, t) w(r, t) + 1 dv’&(r, r’, t) wt(r’, 0) 
+ 11 dt’ s,, ds’S,(r, t; r,‘, 2’) n’ * Vw(rs’, t’) + Se(r, t). 
(4.22) 
(4.23) 
If we proceed by our standard manipulation of adding a(r, t) w(r, t) and 
A(r, t) to the divergence of (4.22) and equating this to (4.23) and then equating 
the coefficients of w(r, t), wt(r’, 0), n * Vw(r,‘, t’), and “1” on the grounds 
that the equation must hold at all points and for any initial and boundary 
conditions, we obtain 
V * S, + S1 . S1 + a = S, , (4.24) 
v . s‘2 + s, * sz = s, , (4.25) 
v * ss + s1 * s, = s, , (4.26) 
v . s, + s, . s4 + h = s, . (4.27) 
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Similarly, equating coefficients of the time derivative of (4.22) and the 
gradient of (4.23) yields 
as,=vs 
at 5 (4.28) 
2 + spc3, = vs, + s,s, (4.29) 
as3 K + SlS, = vs, + s,s, (4.30) 
2 + s,s, = vs, + s,s, - 1 d&(r, t; rgl, t) n’ . Vw(ri, t). (4.31) 
Sl 
From (4.22) and (4.23) evaluated on the surface and at time zero, respec- 
tively, suitable initial conditions are 
n . S,(r, , t) = n . S,(r, , r’, t) = n . S&r,, t) = 0, (4.32) 
n * S&, , t; rs’, t’) = 6(r, - rs’) S(t - t’), (4.33) 
S,(r, 0) = S,(v, 0, ri, t’) = S,(r, 0) = 0, (4.34) 
S,(r, r’, 0) = S(r - r’). (4.35) 
The complete resolution will rarely be required, but it is clear from this 
development that the solution to a particular problem is imbedded among the 
solutions to other problems with different size regions, boundary or initial 
conditions, and source terms. As usual with the imbedding, surveys involving 
various parameters require considerably less computational effort than more 
classical methods. The surface or initial time contributions can be suppressed 
by dropping the corresponding terms. The contributions of these inhomo- 
geneities will then be contained in S4 and Ss . The functions Ss and S, are 
closely related to the initial condition Green’s functions, while Ss and S, 
are similarly related to the corresponding surface Green’s functions. 
Simplifications in the transformations occur in the case of either spatially 
constant initial conditions or boundary conditions which are independent 
of either time and/or position. For example, from the initial condition term 
in (4.22), if wt(r, 0) is independent of position, S,(r, t) can be defined by 
S2(r, t) = 1, dV’S,(r, r’, t) 
and, with wt(r, 0) = g, , the initial condition term in (4.22) simply becomes 
W, 4 gl . 
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Similarly, the initial condition term in (4.23) becomes 
where 
S&9 Qg1 > 
&(r, t) = 1, dYS,(r, r’, t). 
The functions S,(r, t) and S&r, t) satisfy the same equations as do the earlier 
S, and S, with the initial conditions n * S,(r, , t) = 0 and &(r, 0) - 1. If 
we have time independent boundary conditions, the terms in (4.22) and (4.23) 
containing the boundary conditions are modified to the form 
s ds’S,(r, t, r,‘) n’ . Vw(r,‘) and s ds’S,(r, t, rs’) n’ . Vw(r,l), Sl Sl 
where 
and 
S,(r, t, rs’) = 1” dt’S,(r, t; rs’, t’) 
0 
S,(r, t, rs’) = J‘” dt’S,(r, t; rs’, t'). 
0 
These are still integral transformations, but without the time integration. 
The functions S&r, t, r,‘) and S,(r, t, rs’) satisfy the equations originally 
satisfied by the earlier S, and S, , however equation (4.31) is changed, in that 
the term containing SJr, t; r,‘, t) no longer occurs, i.e., 
asI 
at -I- %S, = vss i- se% - (4.31’) 
The conditions on S, and S, now become 
n - S,(r, , t, rs’) = 6(r, - rs’) and S,(r, , t, rgl) = 0. 
Clearly, one could have further simplifications in which the boundary condi- 
tions are independent of position but are time dependent, or they could be 
constant with respect to both variables. 
Paralleling the generalized Riccati transformations of (4.22) and (4.23), the 
corresponding recovery transformations are 
w(f, t) = T,(r, t) w(r, t) + J dV’T,(r, t; r’, 0) wOt(r’, 0) 
+ ,: dt’ I,, 
ds’T,(r, t; r,‘, t’) n’ . Vw(r,‘, t’) + T4(r, t), tyl”E S, , 
(4.36) 
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and 
W(T, 0) = T,(r, t) su(r, t) + j” U’T,(r, t; r’, 0) zut(r’, 0) 
R 
+ 1: dt’ 
(4.37) 
1, ds’T,(r, t; rs), t’) n’ . Vw(ri, 1’) + Ts(r, t). 
1 
While either of these will suffice for the recovery of the solution, both will 
be developed for completeness. As r,” is a particular point on the surface, the 
gradient of the left side of (4.36) is zero. Equating the coefficients of W(r, t), 
zot(r, 0), n’ . Vw(rS’, t’), and “1” separately to zero leads to the equations 
VT, + SITI = 0, 
VT, + S,T, = 0, 
VT, + S,T, = 0, 
VT, + S,T, = 0. 
Initial conditions on these equations are, from (4.36), 
(4.38) 
(4.39) 
(4.40) 
(4.41) 
T&C’, t) = 1, T,(r:, t; r’, 0) = T3(rr, t; r,‘, t’) = T.&-r, t) = 0. (4.42) 
The equations, obtained by noting that the time derivative of (4.37) yields 
zero and following the same procedure as above, are 
& (Ts+i) + S,+iTs + %,,+i 1 ds’T,(r, t; rs’, t) n’ . Vw(rs’, t) = 0, 
Sl 
i=O,l,2,3, (4.43) 
where 6,,,+i is the Kronecker delta. From (4.37) the inital conditions are 
T5(r, 0) = 1, T,(r, 0; r’, 0) = T,(r, 0; rs’, t’) = T,(r, 0) = 0. (4.44) 
If the initial conditions of the problem are constant with position, one can 
define 
T2(r, t) = f dlr’T,(r, t; r’, 0), and T,(r, t) = / dV’T,(r, t; r’, 0), 
R R 
and the equations and initial conditions remain the same. If the boundary 
conditions are constant in time, the transformations 
T3(r, t; ri) = 1” dt’T,(r, C rs’, f) 
0 
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and 
T,(r, t; r,') = 1' dt'T,(r, t; r,', t') 
0 
can be used to simplify the total transformation. The initial conditions remain 
the same, and the equations are the same except that the term involving the 
Kronecker delta is deleted from Eq. (4.43) when i is equal to three. Other 
simplifications result if the boundary conditions are spatially constant as 
before. 
In discussing the use of Riccati transformations in handling ordinary 
differential equations, two transformations were introduced which were 
inverse to one another. By analogy, we can introduce Riccati transformations 
which are inverse to the S transformations. This will be carried out for the 
partial resolution case as in Eqs. (4.5) and (4.6). The new transformations 
will take the form 
and 
w(r, t) = Rli(r, t) wi(r, t) + RJ(r, t) 
w(r, t) = %(r, t) dr, t> + R&r, t>, 
i = 1, 2,... 
(4.45) 
where i runs over the number of spatial variables of the problem. These 
transformations are often required in dealing with certain types of boundary 
conditions and in treating eigenvalue problems. 
If we write Eqs. (4.5) and (4.6) in component form as 
wi = s,iw + s,i and Wt = s,w -j- s, i = 1, 2,..., (4.46) 
substitution in (4.45) leads to 
w = Rl”Sliw + RliSsi + R,i and w = R&w -/- RsS, + RJ . 
Equating coefficients of w and “1” on both sides of these equations results in 
and 
R,“SIC = 1, R,i = - &i&i (4.47) 
R,S, = 1, R4 = - R& . (4.48) 
These equations can be solved for Sr’, Szi, S, , and S, and the results used in 
Eqs. (4.7)-(4.12) to obtain the equations for the inverse transformations as 
listed below: 
T [& (R,“)-l + (W2] + a = (Q-l (4.49) 
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and 
$ [& (&y&y) + R,i(R,i)-q - h = ww, (4.50) 
a(R,i)-l a(R,i)-1 -zz-, 
axj ax, 
-& (R,i(R,i)-l) + R,j(RliR,i)-l = & (R2j(Rlj)-') 
3 z 
and 
&(R,)-' = ; (R,i)-l, 
z 
+ R,i(RliR,i)-l, 
(4.52) 
(4.53) 
;(R;(R,")-1) + R4(RjR3)-l = &RJR,)-') + Rzi(R,R,i)-l. 
2 
(4.51) 
(4.54) 
As in the case of the S transformations, Eqs. (4.51) and (4.52) are not actually 
necessary, since they are automatically satisfied if Eqs. (4.53) and (4.54) 
are satisfied. These equations can be multiplied through by the functions in 
the denominators for actual calculations. Further, these equations could have 
been obtained by direct construction, as was done for the S transformations, 
at the expense of a little more algebra. 
The problem of specifying initial conditions on the R transformations is 
similar to that encountered in dealing with the S transformations earlier. 
If the normal derivative of w(r, t) is specified on the boundary as in our 
previous problems, the initial conditions can only be specified by going to a 
complete resolution of the solution in terms of the R transformations. This 
will not be carried out here, but is a straightforward extension of the concepts 
presented. It should be noted that the same problem occurs for the partial 
resolution with the S transformations if the value of w(r, t) is given on 
boundaries and at time zero. The appropriate conditions on the original 
problem are now 
w(r, , t) =fXr, , t), rs E Sl , (4.55) 
w(r, , t) =f&, , t), r, E S2 , (4.56) 
and 
w(r, 0) = g(r), r ER. (4.57) 
Referring to (4.45), the initial conditions for the transformations here are 
R,i(r, , t) = 0, 
and 
W, 0) = 0, 
RAr, , 4 = fib , t), r, E Sl , i = I, 2,... (4.58) 
&(r, 0) = g(r), reR. (4.59) 
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Recovery transformations are again required in order to obtain the solution 
to the original problem. In the present case, these transformations take the 
form 
and 
Vw(r,‘, t) = Q,(r, 2) VW@, 4 + Q3(r, t) (460) 
wt(r, 0) = Q3(r, t> wt(r, t) + Q4(r, t). (4.61) 
As Vw(ri, t) is not a function of r, the divergence and curl of Eq. (4.60) are 
zero. On using the R transformations and the original equation, the divergence 
yields 
w - R4 
” ( R, 
Equating the coefficients of w(r, t) and “1” separately to zero yields the 
equations 
and 
Similar treatment of the curl of (4.60) yields 
j f k, j,k= 1,2,3. 
Equating coefficients to zero, as before, we get 
1 aQ1 1 aQ1 -- 
Rlk ax, 
=-- 
R,j ax, 
and 
j # k, j, k = 1,2,3. (4.65) 
(4.62) 
(4.63) 
(4.64) 
If more independent variables occur, the equations still hold as requiring the 
second derivatives of w(r, t) to be the same, for both orders of differentiation 
yields the same equations. The corresponding equations for Qa and Qt follow 
from differentiating (4.61) with respect to the time variable and are 
aQ3 Q, W -- 
at -jj-F+g=o 3 
(4.66) 
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and 
aQ4 
at=R, at R4 ra+$@) +,a;(+). (4.67) 
From (4.60) and (4.61), appropriate initial conditions are 
and 
Qh’, t) = 1, 
Qdr, 0) = 1, 
Qdrsl, t) = 0 
Q4(r, 0) = 0. 
(4.68) 
(4.69) 
B. Equations 
In our previous developments, various second order linear equations have 
been discussed. From this work, there are no obvious restrictions on the 
equations considered. For completeness, then, we now consider the most 
general second order linear differential equation 
ig, Q&X) f%(x) + g1 u4 f%(x) + 44 44 = w7 (4.70) 
where x denotes now the set of variables x1 , xa ,..., x, , and wi still denotes 
differentiation with respect to xi . The Riccati transformation is now 
WI(X) = Q(x) w(x) + ls, &S,i(x, x,‘) n’ . Vw(xs’) + s;(x) i = 1,2,..., ?I. 
(4.71) 
The surface S, is now an open hypersurface of dimension, one less than that 
of the space of the problem, and such that the solution is completely specified 
by the conditions imposed by the initial and/or boundary conditions 
n’ * Vw(x,) 
specified on S, . The partial derivative of (4.71) with respect to xi is 
* Vw(x,‘) + s,j) 
(4.73) 
+ s,, A’ as2+, x,‘) n’ . vw(x;) + ig , i,j = 1,2 ,...) ?I. 
3 3 
(4.72) 
409/36/2-15 
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Following the procedure of using (4.71) and (4.73) to construct (4.70) in 
terms of su(r, t), n’ . Vw(x,‘), “l”, and equating coefficients to zero, independ- 
ently yields 
+ SliSlj + i b,Sli + c = 0 ) 
i=l 
(4.74) 
2 aij ($$- + SliS2j) + i bJ,i = 0, 
i,j=l 3 i=l 
(4.75) 
and 
+ S,iSsj) + i biSzi = h. 
i=l 
Further, requiring wii = wji results in 
a&i as,j 
-=x9 a , 
as,i 
ax + S,iS,j = F + SljSzi, 
3 a 
and 
as,i ax. + s,%y = 2 + s,js,i, 
3 1 
(4.76) 
(4.77) 
(4.78) 
(4.79) 
all for i, j = 1, 2 ,..., n. From (4.71) the initial conditions are 
n * f&(x,) = 0, n . S,(x,) = 0 
and 
n * S,(x, x,') = S(x - x,'). (4.80) 
The corresponding recovery transformations are, as before, easily treated. 
C. Eigenvalue Problems 
Use of the Riccati transformations to discuss the eigenvalue problem for 
ordinary differential equations has been made by Scott, et al. [13]. Character- 
istic lengths for such problems turn out to be associated with the zeroes and 
singularities of the transformations. Thus, it would seem appropriate to 
attempt the same development for partial differential operator characteristic 
value problems. In particular, the case of a separable operator should revert 
back to the one dimensional results insofar as the essential features are 
concerned. This actually happens in the case of a region such as a rectangle 
where the four sides are coordinate lines. When the region is more complex 
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or if the operator is not separable, the eigenvalue is still associated with the 
surface where the transformations are either zero or singular. The problem 
in these cases is to determine the value of the eigenvalue parameter which 
results in the zero or singular surface coinciding with the actual surface. The 
actual implementation of this idea is nontrivial and is currently under 
investigation. 
V. COUPLED EQUATIONS 
In many applications of mathematical physics, the equations describing the 
underlying physical process are a system of coupled linear partial differential 
equations. In this section, we shall indicate how the above procedures can be 
easily extended to handle coupled equations. Suppose the equations are given 
bY 
V2W+AW=H, (5-l) 
where WT = [wl, w2 ,..., w,], A is an n x n matrix of scalars, and H is a 
column matrix of source terms. 
We shall develop only the partial resolution case as in Eq. (4.5). The 
corresponding Riccati and recovery transformations for the coupled equations 
are of the form 
vw=sw+P, (5.2) 
and 
W(r,> = TW + Q, (5.3) 
where S and T are n x 7t matrices and P and Q are column matrices of order n. 
The elements of the S and P matrices are vectors of dimension equal to the 
number of spatial variables, while those of the T and Q matrices are scalars. 
The equations for S, T, P, and Q are derived exactly as in Section IV, and 
these are 
V*SfA-j-S*S=Q, (5.4) 
V.P+S.P=H, (5.5) 
vxs-SxS=Q, (5.6) 
VXP-SxP=O, (5.7) 
VT+ TS=Q, (53) 
VQ+ TP=O. (5.9) 
Note that the terms involve both matrix and vector products. 
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Now suppose the boundary conditions on (5.1) are given by 
(5.10) 
Then the initial conditions on S, T, P, and Q are 
n * S(r,) = 0, (5.11) 
n . P(rJ = 1, (5.12) 
W-J = 1, (5.13) 
Q2(rJ = 0. (5.14) 
The procedures for obtaining the solution W is very analogous to that of 
Section IV. 
VI. CONCLUSIONS 
In this paper, we have presented a comprehensive discussion of the applica- 
tion of invariant imbedding techniques to the conversion of certain boundary 
value problems of linear partial differential equations to Cauchy or initial 
value problems. The procedures developed here should be quite valuable in 
studying both the analytical and numerical properties of a variety of linear 
partial differential equations. All of the results given here can be made 
mathematically rigorous; however, for the sake of clarity and in trying to 
keep the paper to a reasonable length, we have had to be quite formal in our 
development. 
The transformations discussed here by no means exhaust the possibilities. 
For example, if normal derivative boundary conditions are given and the 
initial value of the solution is specified, it would be natural to use the S 
transformations in relating the solution to the spatial derivatives, but the 
relation of the solution and its time derivative would naturally be handled by 
an R transformation. The resulting mixed set of transformations and other 
similar possibilities leads to many additional cases which are not explored 
here. In this same category of other potential developments is the rather 
obvious generalization to higher order partial differential equations by means 
of substitutions which reduce them to a system of first order equations, 
which may then be handled by generalized Riccati transformations relating 
the new unknowns. 
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