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In this paper we introduce a new graph composition, called 2-amalgam, and we prove that 
the 2-amalgam of perfect graphs is perfect. This composition generalizes many of the opera- 
tions known to preserve perfection, such as the clique identification, substitution, join and 
amalgam operations. We give polynominal-time algorithms to determined whether a general 
graph is decomposable with respect to the 2-amalgam or amalgam operations. 
1. Introduction 
An operation which, given two graphs Gi and G2, constructs a third graph G 
will be called a composition. We write G = G, * GZ. Conversely, a given graph G 
can be *-decomposed if there exist graphs G1 and Gz such that G = Gr * G2 and 
each of Gi and G2 has fewer nodes than G. 
Perfect gruphs were introduced by Berge [l] as those graphs for which, in every 
node-induced subgraph, the size of a largest clique is equal to the chromatic 
number. 
In a very nice paper Burlet and Fonlupt [4] defined a composition of graphs, 
called amalgam, and showed how to use it to characterize in polynomial time a 
class of perfect graphs known as Meyniel graphs [lo]. Their main results are 
(i) The amalgam of two Meyniel graphs is a Meyniel graph. 
(ii) Conversely any Meyniel graph can be amalgam-decomposed in polynomial 
time into ‘basic’ Meyniel graphs. 
(iii) ‘Basic’ Meyniel graphs can be recognized in polynomial time. 
It is natural to try a similar approach for the class of all perfect graphs since, at 
present, there is no polynomial-time algorithm to recognize perfect graphs. 
Several compositions of graphs are known to preserve perfection: union, clique 
identification [2], graph substitution [9], join [3, 6, 81, amalgam [4]. In this paper 
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we describe a new composition of graphs, called the 2-amalgam, which 
generalizes and unifies all these compositions. In fact this operation, together with 
complementation, encompasses many of the operations previously known to 
preserve perfection. 
We also give a polynomial-time algorithm to 2-amalgam decompose a general 
graph or show that no such decomposition exists. For a graph with n nodes and m 
edges the complexity of the algorithm is O(m*n*). To find an amalgam-decompos- 
ition, the complexity reduces to O(mn*). Algorithms of complexity O(n3) have 
already appeared for finding a clique cutset or a join-decomposition in a graph, 
see [ 111 and [7] respectively. 
2. A graph composition which preserves perfection 
Given the graphs G, and G2, we define the composition ~ik as follows. 
For i = 1,2, consider a clique of size i + k in Gi with nodes {v’,, . . . , u{}U& 
and let Vi be the remaining set of nodes in Gi. Assume that no node of Uj is 
adjacent to more than one node ui. Furthermore each node of Vi which is 
adjacent to vi for some h = 1,. . . , i is also adjacent to all the nodes in Kj. 
The composed graph G = G1 * G2 is obtained by identifying the cliques K, and 
K2 and, for each h = 1,. . . , i deleting VA and ~2 and joining every neighbor of uk 
to every neighbor of u:. 
aoO is the union of G1 and G,; @ck is a clique identification; @iO is the join of 
G1 and G,; @ik is the amalgam. @2k is called the 2-amalgam of G1 and G2 (see 
Fig. 1). The 2-j& is the special case of the 2-amalgam where k = 0. 
G2 
Fig. 1. An example of the 2-amalgam composition. 
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We shall prove that the 2-amalgam preserves perfection. The proof will use the 
concept of node duplication in a graph. The operation of duplicating a node u 
consists of adding a new node joined to u and to its neighbors. Node duplication 
preserves perfection [ 91. 
For i = 1,2, let Vi = Uj U Ki and let oj be the size of the largest clique in G[ Vi] 
(the graph induced by the node set Vi), pi the size of the largest clique in G[P,] 
where Pi is the set of nodes of Uj which are adjacent to vi, and qj the size of the 
largest clique in G[Qj] where Q, is the set of nodes of Uj which are adjacent to 
u!. Given a coloring of the nodes of a graph, C(S) denotes the set of colors 
appearing on node set S. 
Lemma 1. Let Gf be obtained from Gj by duplicating node vi into node IA:, and let 
Hi be obtained from GT by deleting the edge u\u$. If Gj is perfect, then Hi is also 
perfect. 
Proof. Assume not. Let H; be a minimal imperfect subgraph of Hi and let G; be 
the subgraph of GT induced by the same node set, say Wj. Since GJ is perfect and 
H/ is minimal imperfect, Wj must constain the nodes u\ and us. In addition, the 
chromatic numbers of Hj and C$ must be equal and their clique numbers must 
differ by one. Therefore there is a unique clique of maximum size in GJ and this 
clique contains both nodes u\ and u&. Since the only nodes of G; adjacent to both 
ui and u& are those of Wj fl(Ki U{u’a), the unique largest clique of G; is 
Wj rl (Kj U {vi, ujL, uI;)). The uniqueness requires that Wi fl Q, = P, (otherwise a 
node in this intersection could be used in place of v’, to form a clique of the same 
size.) Therefore Wj n (Kj U {u{}) is a clique cutset of the graph HJ. This con- 
tradicts the assumption that Hj is minimally imperfect since clique identification 
preserves perfection. 0 
Lemma 2. If Gj is a perfect graph and w is an integer, o 2 wj, then there exists a 
coloring of G[ Vi] with at most w colors such that IC(Pj)I = pi, \C(Qj)l= qj and 
ICU’j) n C(Qj>I = max(O,pj+qj+k-W). 
Proof. Consider the graph Hi defined in Lemma 1. Duplicate w - (pi + k) times 
the node ul;, duplicate min(w - (qj + k), pi) times the node ui and duplicate 
max(O, o -(pi + qi + k)) times the node u&. (Duplicating zero times a node means 
deleting this node.) Duplication preserves perfection, so the new graph, say H, is 
still perfect. Note that the nodes u< are duplicated just enough times so that they 
all belong to a clique of size w. Similarly for the nodes ui and the nodes ui. So the 
size of the largest clique in H is w. Now consider a minimum coloring of H. It 
contains w colors. Since Ki and the duplicates of u{ from a clique of size w - p we 
must have C(P,) = pi. Similarly Kj and the duplicates of u’; and u’; form a clique of 
size w - qi, SO we must have C(Qj) = qj. Finally consider the clique K formed by Ki 
and the duplicates of u i and u& If w 3 rj f qi + k, then this clique has cardinality w 
and therefore we must have C(Pj) n C(Q,) = pI. If w s pi + qj + k, then the clique K 
has cardinality k + [w - (pi + k)] + [ w - (qj + k)] = 2w - (pi + qi + k) and therefore 
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pi + qi + k -w colors do not appear in the clique K. The colors that do not appear 
in Ki and the duplicates of U! are exactly the colors that appear in Pi. Similarly 
the colors that do not appear in Ki and the duplicates of ui are exactly those 
appearing in Qi. So the pi + qi + k - w colors which do not appear in K are exactly 
those that appear in both Pi and Qi. This completes the proof of the lemma. q 
Theorem 1. The 2-amalgam preserves perfection. 
fioof. Assume that G, and Gz are perfect and let G = G, * G2. The size of the 
largest clique in G is o = max(w,, w2,p1+p2+k,q,+q2+k). We will construct a 
coloring of G with w colors. This will be sufficient since any node induced 
subgraph of G is obtained as the 2-amalgam of the corresponding node-induced 
subgraphs of G, and GZ. 
Consider colorings of G[ V,] and G[ V,] with the properties described in 
Lemma 2. In G[V,], label the p1 colors that appear in PI by the integers 1 
through p1 and the q1 colors that appear in Q1 by the integers w - k - ql+ 1 
through o - k. In G[ V,], label the p2 colors that appear in P2 by the integers 
o - k - p2+ 1 through o - k and the q2 colors that appear in Q2 by the integers 1 
through q2. In both G[ V,] and G[ V,], label the k colors that appear in K, and K, 
by the integers w - k + 1 through w. 
If the coloring is not valid, there must be a common color in PI and P2 or in Q1 
and Q2. Then either pls w - k - p2 + 1 or q2z= w - k - q1 + 1, contradicting the 
definition of o. Cl 
Note that 
example Fig 
7-hole. 
Theorem 1 does not generalize to i-amalgams Gik for i23. For 
. 2 shows that the 3-join @3,0 of two perfect graphs can contain a 
Fig. 2. The 3-join composition does not preserve perfection. 
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3. Decomposition algorithms 
Burlet and Fonlupt [4] presented an efficient algorithm either to show that a 
given graph G is an amalgam of smaller graphs or to show that G is not a Meyniel 
graph. Here we describe the tirst efficient algorithm to determine whether an 
arbitrary graph is an amalgam of smaller graphs. We also show how similar ideas 
can be applied to the recognition of i-amalgams, ia2. 
First, we mention previous work on algorithms for some of the more special 
compositions. A number of algorithms have been proposed for recognizing 
substitution-decomposability; the first polynomial-time one seems to be in [5]. 
Finding a ‘clique cutset’, if one exists, is equivalent to determining whether a 
graph arises from smaller graphs by clique identification. There is an elegant and 
efficient algorithm for this problem [ 111. Finally, a polynomial-time algorithm for 
recognizing join-decomposability (which includes by a simple construction recog- 
nition of substitution-decomposability) was given in [7]. , 
In this section we let V, E denote the node-set and edge-set of G, and we put 
II = IV], m = IEI. We assume for convenience that G is connected. Given a 
partition (A,, C, AZ) of V into three sets, let B, denote {u E A,: M E E for some 
u E AZ}, and similarly for BZ. 
We say that (A,, C, A*) is an (amalgam) split of G if: 
(9 l4l~2~l&l; 
(ii) uu E E whenever u, u E C, u # v; 
(iii) uu E E whenever u E C, u E B, U B,; 
(iv) uu E E whenever u E B1, u E B2. 
It is easy to see that G is amalgam-decomposable if and only if it admits a split 
(A,, C, AZ) as above. If (A,, C, A*) has the property that one (and thus both) of 
B,, B2 is empty, then C is a clique cutset. We may suppose that the O(nm) 
algorithm [ll] for finding clique cutsets has already been applied, so we restrict 
attention here to the existence of splits (A,, C, A,) for which B, and B2 are 
non-empty. 
The algorithm for finding a split of G, or determining that there is none, uses 
ideas introduced in [7] for the case C= 8. We give an O(n2) algorithm to 
determine for a fixed edge xy E E, whether there is a split (A,, C, A2) for which 
x E Ai, y E AZ. Such an algorithm can be used to provide an O(n2m j algorithm to 
decide whether G has a split. (In the case C = 8, the resulting algorithm is O(n3), 
because it is enough to run the basic algorithm for each edge xy of some spanning 
tree of G.) 
Henceforth, we assume that ] VJ 5 4, and we deal with a fixed edge xy of G. A 
preliminary step is to find a node zf x, y such that no split (A,, C, A2) with 
x E A,, y E A2 satisfies z E C. There is a simple procedure to find such a node, if G 
is not complete. (Of course, if G is complete, then (A,, $3, AJ is a split whenever 
]A1]32<]A2].) Ch oose two non-adjacent nodes u, u. If either is not a common 
neighbor of x and y, then it is certa5nly an acceptable choice for z. In the 
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alternative case, either of u, u may be chosen to be z. (If not, we would have 
u, u E C, or u E B, U B, and u E C, or u E C and IJ E B, U B,; each of these implies 
that uu E E.) Now any split (A,, C, AJ for which x E Al and y E A2 satifies z E A1 
or z E AZ, so it will be enough to give an O(n’) algorithm to solve the following 
problem. (It will be necessary to use that algorithm twice, once with the roles of x 
and y interchanged.) 
(1) Problem. Find a split (A,, C, AZ) satisfying z, x E Al, y E AZ, or determine 
that there is none. 
Consider a partition (S, K, T) of V having the following property: 
(2) x, z ES, y E T, and xu, yu E E for all u E K, moreover, for any split 
(A,, C, AZ) with x, z E A, and y E AZ, we have SE A, and A2s T. 
Initially, putting S = {x, z} and K = fl determines a partition satisfying (2). On 
the other hand, if (S, K, T) satisfies (2) with T = {y}, then we know that there is no 
positive solution to (1). The algorithm maintains (S, K, T) satisfying (2) and, at 
each step, either recognizes that (S, K, T) is the desired split or finds an element 
which can be moved from T to S, from T to K, or from K to S. The rules for 
moving elements of V are simple, and we describe and justify them now. 
Henceforth, (S, K, T) always denotes a partition of V, so specifying two of these 
sets determines the third. Throughout, it is assumed that (S, K, T), (A,, C, AZ) are 
as in (2). 
Rule 1. If UES, VET, uy~E, XUEE, uu$E, then u can beadded to S. 
Justification. Since uy E E, u E S we have u E B,. If u E C, then uu E E, a contradic- 
tion. If u EAT, then, since xu E E, u E B, and so uu E E, a contradiction. Hence 
u E Ai, as required. 
Rule 2. If u E S, u E T, uu E E, xu 6 E, then u can be added to S. 
Justification. Clearly x E B 1, and, if UEA~, then UE&. Thus UGC or UEA* 
would imply xu E E, a contradiction, so u E A,. 
Rule3.IfuES,uET,uuEE,uy~E,thenucanbeaddedtoKifxu,yuEE,and 
otherwise u can be added to S. 
Justification. Since uy $ E, u E S, we must have u E A,\ Bi. Therefore, since 
uu E E, we must have u E A1 U C. However, u E C implies ux, uy E E, so if one of 
these fails u can be added to S, and otherwise u can be added to K. 
Rule 4. If u E S, u E K, uy E E, uu $ E, then u can be added to S. 
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Justificarion. Since uy EE, IA ES, we must have u E B,, so u E C would imply 
UVEE. 
Rule 5. If u E K, v E T, xv E E, uv $ E, then v can be added to S. 
Justification. Since UCK, we have uy~E, so UEB,U C. Since xv EE, v E 
Al U C U Bz, but v E C or v E B2 would imply uv E E, a contradiction. 
Rule 6. If u, v E K, u # v and uv $ E, then u and v can be added to S. 
Justification. Since u, v E K, we have uy, vy E E, so u, v E B, U C. But if one or 
both of u, v are in C, then uv EE, a contradiction. 
Proposition. Suppose, beginning with S = {x, z} and K = 8, Rules 1 through 6 are 
used repeatedly until no further application is possible. If 1TJs2, then (S, K, T) is 
the split required in (l), and otherwise no such split exists. 
Proof. The second part of the claim, that (T(<2 implies that no such split exists, 
is immediate from the fact that the initial choice of (S, K, T) satisfies (2) and that 
Rules l-6 preserve (2). Now suppose that ITI> 2. We must show that A, = S, 
C = K, AZ = T satisfies (i)-(iv). Of course, (i) is satisfied, and (ii) follows from the 
fact that Rule 6 cannot be applied. Now suppose that u E C and v E B, U BZ. Since 
u can enter K only by Rule 3, we have ux, uy E E. Now if v E B1, then since Rule 
4 cannot be applied, we have uv E E. Similarly, if v E BZ, then since Rule 5 cannot 
be applied we have uv E E. Therefore, (iii) is satisfied. Finally, suppose that 
UCB,, VEB,. By the definition of B1, B, there exist p EAT, q EAT with 
uq, pv E E. Since Rule 2 cannot be applied, we have xv E E and, since Rule 3 
cannot be applied, we have uy E E. Then, since Rule 1 cannot be applied, we have 
uv E E. Thus (iv) is proved, so (S, K, T) is a split. 0 
It is now clear that our suggested algorithm is correct and that it will run in 
polynomial time. However, we claim that it can be implemented to run in time 
O(n*) for each choice of x, y. The preliminary step which finds z is clearly O(n*). 
All of Rules 1 to 6 are stated in terms of (some or all of) nodes u, v, x, y. Given 
the adjacency lists for each of these nodes in characteristic vector form and 
(S, K, T) represented by a (0, 1, -1)-vector, we can decide whether one of Rules 1 
to 6 can be applied, and make any necessary change to (S, K, T) in constant time. 
To enable the algorithm to perform correctly with only O(n*) such operations, we 
process the nodes in a special order. Suppose that u E S, and we want to check for 
applications of Rules 1 to 4. Any v $ S which cannot be added to S as a result of 
such an application, cannot later be added to S, using the current u. That is, we 
can check for all such applications, f&r a fixed u, at one time. 
We maintain a list L, of elements of S to be scanned, and a list L2 of elements 
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of K to be scanned. Initially, L1 = {x, z}, and L2 = 8. Each time an element is 
added to S it is added to L,, and each time an element is added to K it is added 
to L2. When an element is scanned it is deleted from its list. Scanning an element 
of L1 means asking it to play the role of u in Rules 1 to 4. Scanning an element of 
K means asking it to play the role of u in Rules 5 and 6. The algorithm 
terminates when L, and L2 are empty. Clearly, every node is scanned at most 
twice, and each scanning operation requires O(n) time, so we obtain the desired 
O(n’) bound. Since we must run this algorithm for every choice of x, y, we have 
an O(n’m) algorithm to find an amalgam split. 
Now we consider the recognition of 2-amalgam decomposability. In this case 
we require that the partition (A,, C, AZ) satisfy (ii), (iii), and (i’), (iv’) below. 
(i’) IA,~z=~G(A,I; 
(iv’) There exists a partition {Bil, BiJ of Bi, i = 1 and 2, such that if u E Bli, 
uEB2k then uv E E if and only if j = k. 
The method for finding, if possible, such a partition is a natural extension of 
that used for the amalgam. (As usual, we assume first that G is not decomposable 
with respect to any of the simpler decompositions.) Where x,y,, x2y2e E and 
x,y,, x2yl $ E, we try to find (A,, C, A2) as above for which xi E B,i, yi E Bzi, j = 1 
and 2. (Necessarily, x1, yl, x2, y2 must be distinct.) Again, it is ncessary to find a 
node zf x1, yr, x2, y2 such that z# C for any such partition. Any node which is 
not a common neighbor of x1, yr, x2, y2 will do, as will any node which is not 
adjacent to some common neighbor. If no such z exists, G has at most 5 nodes 
(because otherwise {xi, yi, x2, ~2) and its complement yield a joint decomposi- 
tion), and so G is not 2-amalgam decomposable. Any partition (A,, C, A,) of the 
kind required must satisfy either z E A, or z E A2, so it will be enough to describe 
an algorithm to find (A,, C, A,) such that xi, x2, z E A, and yr, y2~ AZ. 
We begin with S = {x,, x2, z} and C = 8, and apply a set of rules similar to those 
for the amalgam. Each of Rules 1 to 6 have analogues for the present situation. 
As examples, we give two of these analogues. 
Rule 1’. If u E S, v E T, uv$ E and for some i, Uyi E E, xiv E E, then v can be 
added to S. 
Rule 5’. If u E K, v E T, uv $ E and, for some i, xiv E E, then v can be added to S. 
We also need two new rules, both based on the requirement that Bi, tl Bi2 = P, 
for i = 1 and 2. 
Rule 7’. If v E T and xlv, x22, E E, then v can be added to K if vyl, vy2e E, and 
otherwise v can be added to S. 
Rule 8’. If u E S and uy,, uy2g E, then stop; there can be no 2-amalgam split 
(A,, C, A3 with S c A, yl, y2~ A2. 
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So the algorithm can terminate by using Rule 8’ as well as by encountering 
T = {yr, ~2). Similar implementation techniques to the ones described before, can 
be used to obtain an O(n*) time bound for this algorithm. Since there are O(m*) 
possible choices for x1, yr, x2, y2, we obtain an O(n*m*) algorithm for the 
recognition of 2-amalgam decomposability. Similarly, there is an O(n*m’) al- 
gorithm for i-amalgam decomposability. For the special case of 2-join decom- 
posability, on can obtain a bound of O(n3m). The reason is that, for any spanning 
tree T of G, at least one edge of T must go from A1 to AI. Such an edge can be 
chosen for xiy,. Thus we have only n - 1, not m, choices for xryi, leading to the 
improved bound. 
It is interesting to remark that the algorithms presented in this paper, as well as 
those in [ 11,7] for clique cutsets and join-decomposability, either prove that no 
decomposition exists or find a decomposition into two smaller graphs one of 
which is irreducible. Therefore, at most II applications of these algorithms are 
needed to decompose a graph G into irreducible factors. 
Finally, we point out two facts. First, the 2-join of two imperfect graphs can be 
perfect. Second, a minimal imperfect graph can be obtained as a 2-join. To avoid 
these difficulties, one may want to require that the two graphs being composed be 
isomorphic to induced subgraphs of the composition graph. This requirement is 
automatically satisfied by clique-identification, the join and the amalgam composi- 
tions. For the 2-amalgam (and the 2-join) it is satisfied provided that there is at 
least one edge joining some node of Bi, to some node of Biz for i = 1 and 2. The 
question arises whether 2-amalgam decomposability with this additional require- 
ment can be recognized efficiently. In fact, it can, and with the same efficiency as 
for the ordinary 2-amalgam. Namely, we can restrict the choice of xi, yr, x2, y, to 
the case where x1x2, yly2~ E. 
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