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Summary. Our purpose is to recall some basic aspects about linear and cyclic
codes. We first briefly describe the role of error-correcting codes in communica-
tion. To do this we introduce, with examples, the concept of linear codes and their
parameters, in particular the Hamming distance.
A fundamental subclass of linear codes is given by cyclic codes, that enjoy a
very interesting algebraic structure. In fact, cyclic codes can be viewed as ideals in
a residue classes ring of univariate polynomials. BCH codes are the most studied
family of cyclic codes, for which some efficient decoding algorithms are known, as
the method of Sugiyama.
1 An overview on error correcting codes
We give a brief description of a communication scheme, following the clas-
sical paper by Claude Shannon [29]. Suppose that an information source A
wants to say something to a destination B. In our scheme the information
is sent through a channel. If, for example, A and B are mobile phones, then
the channel is the space where electromagnetic waves propagate. The real ex-
perience suggests to consider the case in which some interference (noise) is
present in the channel where the information passes through.
The basic idea of coding theory consists of adding some kind of redundancy
to the message m that A wants to send to B. Following Figure 1, A hands
the message m to a device called a transmitter that uses a coding procedure
to obtain a longer message m′ that contains redundancy. The transmitter
sends m′ through the channel to another device called a receiver. Because of
the noise in the channel, it may be that the message m′′ obtained after the
transmission is different from m′. If the occurred errors are not too many (in
a sense that will be clear later), the receiver is able to recover the original
message m, using a decoding procedure.
To be more precise, the coding procedure is an injective map from the
space of the admissible messages to a larger space. The code is the image of
















Fig. 1. A communication schema
this map. A common assumption is that this map is a linear function between
vector spaces. In the next section we will describe some basic concepts about
coding theory using this restriction. The material of this tutorial can be found
in [2], [6], [22], [24], [26] and [33].
2 Linear codes
2.1 Basic definitions
Linear codes are widely studied because of their algebraic structure, which
makes them easier to describe than non-linear codes.
Let Fq = GF (q) be the finite field with q elements and (Fq)n be the linear
space of all n-tuples over Fq (its elements are row vectors).
Definition 1. Let k, n ∈ N such that 1 ≤ k ≤ n. A linear code C is a
k-dimensional vector subspace of (Fq)n. We say that C is a linear code over
Fq with length n and dimension k. An element of C is called a word of C.
From now on we shorten “linear code on Fq with length n and dimension
k” to “[n, k]q code”.
Denoting by “·” the usual scalar product, given a vector subspace S of
(Fq)n, we can consider the dual space S⊥.
Definition 2. If C is an [n, k]q code, its dual code C⊥ is the set of vectors
orthogonal to all words of C:
C⊥ = {c′ | c′ · c = 0,∀c ∈ C}.
Thus C⊥ is an [n, n− k]q code.
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Definition 3. If C is an [n, k]q code, then any matrix G whose rows form a
basis for C as a k-dimensional vector space is called a generator matrix for




, where Ik is the k × k identity matrix, G
is called a generator matrix in standard form.
Thanks to this algebraic description, linear codes allow very easy encoding.
Given a generator matrix G, the encoding procedure of a message m ∈ (Fq)k
into the word c ∈ (Fq)n, is just the matrix multiplication mG = c. When
the generator matrix is in standard form [Ik | A], m is encoded in mG =
(m,mA). In this case the message m is formed by the first k components of
the associated word. Such an encoding is called systematic.
We conclude this section with another simple characterization of linear
codes.
Definition 4. A parity-check matrix for an [n, k]q code C is a generator
matrix H ∈ F(n−k)×n for C⊥.
It is easy to see that C may be expressed as the null space of a parity-check
matrix H:
∀x ∈ (Fq)n, HxT = 0⇔ x ∈ C.
2.2 Hamming distance
To motivate the next definitions we describe what could happen during a
transmission process.
Example 1. We suppose that the space of messages is (F2)2 :
(0, 0) = v1, (0, 1) = v2, (1, 0) = v3, (1, 1) = v4.
Let C be the [6, 2]2 code generated by
G =
(
0 0 0 1 1 1




C = {(0, 0, 0, 0, 0, 0), (1, 1, 1, 1, 1, 1), (0, 0, 0, 1, 1, 1), (1, 1, 1, 0, 0, 0)} .
To send v2 = (0, 1) we transmit the word v2G = (0, 0, 0, 1, 1, 1); typically,
during the transmission the message gets distorted by noise and the receiver
has to perform some operations to obtain the transmitted word. Let w be the
received vector. Several different situations could come up:
1. w = (0, 0, 0, 1, 1, 1), then w ∈ C, so the receiver deduces correctly that
no errors have occurred and no correction is needed. It concludes that the
message was v2.
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2. w = (0, 0, 0, 1, 0, 1) 6∈ C, then the receiver concludes that some errors have
occurred. In this case it may “correct” and “detect” the error as follows.
It may suppose that the word transmitted was (0, 0, 0, 1, 1, 1), since that
is the word that differs in the least number of positions from the received
word w.
3. w = (0, 0, 0, 1, 0, 0) 6∈ C. The receiver correctly reaches the conclusion
that there were some errors during the transmission, but if it tries to
correct as in the previous case, it concludes that the word “nearest” to w
is (0, 0, 0, 0, 0, 0). In this case it corrects in a wrong way.
4. w = (0, 0, 0, 0, 0, 0) ∈ C. The receiver deduces incorrectly that no errors
have occurred.
From the previous example we understand that when the decoder gets a re-
ceived vector which is not a word, it has to find the word in C which has been
sent by the encoder, i.e., among all words, it has to find the one which has
the “highest probability” of being sent. To do this it needs a priori knowledge
on the channel, more precisely it needs to know how the noise can modify the
transmitted word.
Definition 5. A q-ary symmetric channel (SC for short) is a channel
with the following properties:
a) the component of a transmitted word (an element of Fq that here we name
generally “symbol”) can be changed by the noise only to another element
of Fq;
b) the probability that a symbol becomes another one is the same for all pairs
of symbols;
c) the probability that a symbol changes during the transmission does not de-
pend on its position;
d) if the i-th component is changed, then this fact does not affect the proba-
bility of change for the j-th components, even if j is close to i.
To these channel properties it is usually added a source property:
- all words are equally likely to be transmitted.
The q-ary SC is a model that rarely can describe real channels. For example
the assumption d) is not reasonable in practice: if a symbol is corrupted dur-
ing the transmission there is an high probability that some errors happened
in the neighborhood. Despite this fact, the classical approach accepts the as-
sumptions of the SC, since it permits a simpler construction of the theory.
The ways of getting around the troubles generated by this “false” assumption
in practice are different by case and these are not investigated here. From
now we will assume that the channel is a SC, and that the probability that a
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symbol changes to another is less than the probability that it is uncorrupted
by noise.
In our assumptions, by example 1, it is quite evident that a simple criterion
to construct “good” codes would be to try to separate as much as possible
the words of code inside (Fq)n.
Definition 6. The (Hamming) distance dH(u, v) between two vectors u, v ∈
(Fq)n is the number of coordinates in which u and v differ.
Definition 7. The (Hamming) weight of a vector u ∈ (Fq)n is the number
w(u) of its nonzero coordinates, i.e. w(u) = dH(u, 0).
Definition 8. The distance of a code C is the smallest distance between
distinct words:
dH(C) = min{dH(ci, cj) | ci, cj ∈ C, ci 6= cj}.
Remark 1. If C is a linear code, the distance dH(C) is the same as the mini-
mum weight of nonzero words:
dH(C) = min{w(c) | c ∈ C, c 6= 0}.
If we know the distance d = dH(C) of an [n, k]q code, then we can refer to
the code as an [n, k, d]q code.
Definition 9. Let C be an [n, k]q code and let Ai be the number of words of
C of weight i. The sequence {Ai}ni=1 is called the weight distribution of C.
Note that in a linear code A0 = 1 and mini>0{i | Ai 6= 0} = dH(C).
The distance of a code C is important to determine the error correction
capability of C (that is, the numbers of errors that the code can correct) and
its error detection capability (that is, the numbers of errors that the code can
detect). In fact, we can see the noise as a perturbation that moves a word into
some other vector. If the distance between the words is great, there is a low
probability that the noise can move a codeword near to another one. To be
more precise, we have:
Theorem 1. Let C an [n, k, d]q code, then
a) C has detection capability ` = d− 1
b) C has correction capability t = bd−12 c.
From now on t denotes the correction capability of the code.
Example 2. The code in the Example 1 has distance d = 3. Its detection
capability is ` = 2 and its correction capability is t = 1.
The following proposition gives an upper bound on the distance of a code in
terms of the length and the dimension.
Proposition 1 (Singleton Bound). For an [n, k, d]q code
d ≤ n− k + 1.
A code achieving this bound is called maximum distance separable (MDS for
short).
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2.3 Decoding linear codes
In the previous section we have seen that the essence of decoding is to
guess which word was sent when a vector y is received. This means that y will
be decoded as one of the words which is most “likely” to have been sent.
Proposition 2. If the transmission uses a q-ary SC and the probability that
a symbol changes into another one is less then the probability that a symbol
is uncorrupted by noise, the word sent with the highest probability is the word
“nearest” (in the sense of Hamming distance) to the received vector. If no
more then t (the error correction capability) errors have occurred, this word
is unique.
Proof. See [16].
In Example 1 we have informally described this process. We now formally
describe the decoding procedure in the linear case. It should be noted that
for the remainder C denotes an [n, k]q code.
Let c, e, y ∈ (Fq)n be the transmitted word, the error, and the received
vector, respectively. Then:
c + e = y.
Given y, our goal is to determine an e of minimal weight such that y− e is in
C. Of course, this vector might not be unique, since there may be more than
one word nearest to y, but if the weight of e is less then t, then it is unique.
By applying the parity-check matrix H to y, we get:
HyT = H(c + e)T = HeT = s.
Definition 10. The elements in (Fq)n−k, s = HyT , are called syndromes.
We say that s is the syndrome corresponding to y.
Note that the syndrome depends only on the occurred error e and not on the
particular transmitted word.
Given a in (Fq)n, we denote the coset {a+c | c ∈ C} by a+C. (Fq)n can be
partitioned into qn−k cosets of size qk. Two vectors a, b ∈ (Fq)n belong to the
same coset if and only if a− b ∈ C. The following fact is just a reformulation
of our arguments.
Theorem 2. Let C be an [n, k, d]q code. Two vectors a, b ∈ (Fq)n are in the
same coset if and only if they have the same syndrome.
Definition 11. Let C be an [n, k, d]q code. For any coset a+C and any vector
v ∈ a + C, we say that v is a coset leader if it is an element of minimum
weight in the coset.
Definition 12. If s is a syndrome corresponding to an error of weight w(s) ≤
t, then we say that s is a correctable syndrome.
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Theorem 3 (Correctable syndrome). If no more than t errors occurred
(i.e. w(e) ≤ t) , then there exists only one error e corresponding to the cor-
rectable syndrome s = He and e is the unique coset leader of e + C.
We are ready to describe the decoding algorithm. Let y be a received vector.
We want to find an error vector e of smallest weight such that y−e ∈ C. This
is equivalent to finding a vector e of smallest weight in the coset containing y.
Decoding linear codes:
1. after receiving a vector y ∈ (Fq)n, compute the syndrome s = Hy;
2. find z, a coset leader of the corresponding coset;
3. the decoded word is c = y − z;
4. recover the message m from c (in case of systematic encoding m consists
of first k components of c).
Remark 2 (Complexity of decoding linear codes). The procedure described be-
low requires some preliminary operations to construct a matrix (named stan-
dard array) that contains the 2n vectors of (Fq)n ordered by coset. Then
the complexity of the decoding procedure is exponential in terms of memory
occupancy.
In [4] and [34] it is shown that the general decoding problem for linear codes
and the general problem of finding the distance of a linear code are both NP-
complete. This suggests that no algorithm exists that decodes linear codes in
a polynomial time.
3 Some bounds on codes
We have seen that the distance d is an important parameter for a code.
A fundamental problem in coding theory is, given the length and the num-
ber of codewords (dimension if the code is linear), to determine a code with
largest distance, or equivalently, to find the largest code of a given length and
distance.
The following definition is useful to state some bounds on codes more
clearly.
Definition 13. Let n, d be positive integers with d ≤ n. Then the number
Aq(n, d) denotes the maximum number of codewords in a code over Fq of
length n and distance d. This maximum, when restricted to linear code, is
denoted by Bq(n, d).
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Clearly it can be Bq(n, d) < Aq(n, d). Then given n and d, if we look the
largest possible code, we have sometimes to use nonlinear codes in practice.
We recall some classical bounds that restrict the existence of codes with
given parameters. For any x ∈ (Fq)n and any positive number r, let Br(x) be
the sphere of radius r centered in x, with respect to the Hamming distance.
Note that the size of Br(x) is independent of x and depends only on r, q and
n. Let Vq(n, r) denote the number of elements in Br(x) for any x ∈ (Fq)n. For
any y ∈ Br(x), there are (q − 1) possible values for each of the r positions in









From the fact that the spheres of radius t = bd−12 c about codewords are






We rewrite the Singleton bound (see Proposition 1)
Aq(n, d) ≤ qn+1−d.






The Elias bound, as an extensive refinement of the Plotkin bound, states that
for every t ∈ R with t < γn and t2 − 2tγn + dγn > 0 there holds
Aq(n, d) ≤
γnd





We conclude with a lower bound, the Gilbert–Varshamov bound





4.1 An algebraic correspondence
Definition 14. An [n, k, d]q linear code C is cyclic if the cyclic shift of a
word is also a word, i.e.
(c0, . . . , cn−1) ∈ C =⇒ (cn−1, c0, . . . , cn−2) ∈ C.
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To describe algebraic properties of cyclic codes, we need to introduce a
new structure. We consider the univariate polynomial ring Fq[x] and the ideal
I = 〈xn − 1〉. We denote by R the ring Fq[x]/I . We construct a bijective
correspondence between the vectors of (Fq)n and residue classes of polynomials
in R:
v = (v0, . . . , vn−1)←→ v0 + v1x + · · ·+ vn−1xn−1.
We can view linear codes as subsets of the ring R, thanks to the corre-
spondence below. The following theorem points out the algebraic structure of
cyclic codes.
Theorem 4. Let C be an [n, k, d]q code, then C is cyclic if and only if C is
an ideal of R.
Proof. Multiplying by x modulo xn − 1 corresponds to a cyclic shift:
(c0, c1, . . . , cn−1)→ (cn−1, c0, . . . , cn−2)
x(c0 + c1x + · · ·+ cn−1xn−1) = cn−1 + c0x + · · ·+ cn−2xn−2.
Since R is a principal ideal ring, if C is not trivial there exists a unique
monic polynomial g that generates C. We call g the generator polynomial of
C. Note that g divides xn − 1 in Fq[x]. If the dimension of the code C is k,
the generator polynomial has degree n− k.
A generator matrix can easily be given by using the coefficients of the












g0 g1 . . . gn−k 0 . . . 0






0 . . . 0 g0 g1 . . . gn−k
 .
Moreover, a polynomial f in R belongs to the code C if and only if there
exists q in R such that qg = f .
Since the generator polynomial is a divisor of xn − 1 and is unique, the
parity-check polynomial of C is well defined as the polynomial h(x) in R such
that h(x) = (xn − 1)/g(x). The parity-check polynomial provides a simple
way to check if an f(x) in R belongs to C, since
f(x) ∈ C ⇔ f(x) = q(x)g(x) ⇔ f(x)h(x) = q(x)(g(x)h(x)) = 0 in R.
Proposition 3. Let h(x), g(x) be, respectively, the parity-check and the gener-
ator polynomial of the cyclic code C. The dual code C⊥ is cyclic with generator
polynomial
g⊥(x) = xdeg(h)h(x−1).
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Proof. The generator matrix obtained by g⊥(x) has the form:
H =

hk . . . h1 h0
hk . . . h1 h0
...
hk . . . h1 h0
 .
Given c in R, the i-th component of H · cT is xih(x)c(x), which vanishes if
and only if c ∈ C.
4.2 Encoding and decoding with cyclic codes
The properties of cyclic codes suggest a very simple method to encode
a message. Let C be an [n, k, d]q cyclic code with generator polynomial g,
then C is capable of encoding q–ary messages of length k and requires n− k
redundancy symbols.
Let m = (m0, . . . ,mk−1) be a message to encode, we consider its polyno-
mial representation m(x) in R. To obtain an associated word it is sufficient
to multiply m(x) by the generator polynomial g(x):
c(x) = m(x)g(x) ∈ C.
Even if this way to encode is the simpler, another procedure is used to obtain
a systematic encoding, which again exploits some properties of the polynomial
ring.
Given the message m(x), multiply it by xn−k and divide the result by g,
obtaining:
m(x)xn−k = q(x)g(x) + r(x)
where deg(r(x)) < deg(g(x)) = n− k. So the remainder can be thought of as
an (n− k)-vector. Joining the k-vector m with the (n− k)-vector r we obtain
an n-vector c, which is the encoded word, i.e.:
c(x) = m(x)xn−k + r(x).
This way, in the absence of errors the decoding is immediate: the message is
formed by the last k components of the received word.
On the other hand, the receiver does not know if no errors have occurred
during transmission, but it is sufficient to check if the remainder of the division
of the received polynomial by g is equal to zero to state that it is most likely
that no errors have occurred.
It is not hard to prove that if an error e occurred during the transmission,
the remainder of the division by g in the procedure below gives exactly the
syndrome associated to e, and then we can find e in the same way as described
for linear codes.
Other decoding procedures exist for particular cyclic codes, such as the
BCH codes, which work faster than the procedure above. (See Section 7).
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4.3 Zeros of cyclic codes
Cyclic codes of length n over Fq are generated by divisors of xn − 1. Let
xn − 1 =
r∏
j=1
fj , fj irreducible over Fq.
Then to any cyclic code of length n over Fq there corresponds a subset of
{fj}rj=1. A very interesting case 4 is when GCD(n, q) = 1. Let F = Fqm be
the splitting field of xn− 1 over Fq and let α be a primitive n-th root of unity
over Fq. We have:




In this case the generator polynomial of C has powers of α as roots. We
remember that, given g ∈ Fq[x], if g(αi) = 0 then g(αqi) = 0.
Definition 15. Let C be an [n, k, d]q cyclic code with generator polynomial
gC , with GCD(n, q) = 1. The set:
SC,α = SC = {i1, . . . , in−k | gC(αij ) = 0, j = 1, . . . , n− k}
is called the complete defining set of C.
We can collect the integers modulo n into q-cyclotomic classes Ci:
{0, . . . , n− 1} =
⋃
Ci, Ci = {i, qi, . . . , qri},
where r is the smallest positive integer such that i ≡ iqr( mod n). So the
complete defining set of a cyclic code is collection of q-cyclotomic classes.
From now on we fix a primitive n-th root of unity α and we write SC,α =
SC . A cyclic code is defined by its complete defining set, since




By this fact it follows that
H =

1 αi1 α2i1 · · · α(n−1)i1






1 αin−k α2in−k · · · α(n−1)in−k

4 In [10] is shown that if there exists a family of “good” codes {Cm}m over Fq of
lengths m with GCD(m, q) 6= 1, there exists a family {C′n}n with GCD(n, q) = 1
with the same properties.
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 = 0 ⇔ c ∈ C.
Remark 3. H maybe defined over Fqm , but C is its nullspace over Fq.
Remark 4. We note that, as SC is partitioned into cyclotomic classes, there are
some subsets S′C of SC any of them sufficient to specify the code unambiguosly
and we call any such S′C a defining set.
5 Some examples of cyclic codes
5.1 Hamming and simplex codes
Definition 16. A code which attains the Hamming bound (see Section 3) is
called a perfect code.
In other words, a code is said to be perfect if for every possible vector v in
(Fq)n there is a unique word c ∈ C such that dH(v, c) ≤ t.
Let C be an [n, n− r, d]q code with parity-check matrix H ∈ (Fq)r×n. We
denote by {Hi}ni=1 the set of columns of H. We observe that if two columns
Hi,Hj belongs to the same line in (Fq)r (i.e. Hj = λHi), then the vector
c = (0, . . . , 0,−λ,0, . . . , 0, 1,0, . . . , 0)
i j
belongs to C, since HcT = 0. Then d(C) ≤ 2. On other hand, if we construct
a parity-check matrix H such that the columns Hi belong to different lines,
the corresponding linear code has distance at least 3.
Definition 17. An Hamming Code is a linear code for which the set of
columns of H ∈ (Fq)n×r contains exactly one element different from zero of
every line in (Fq)r.
By the definition above, given two columns Hi,Hj of H, there exists a third
column Hk of H, and λ ∈ Fq such that Hk = λ(Hi + Hj). This fact implies
that
c = (0, . . . , 0,−λ,0, . . . , 0,−λ,0, . . . , 0, 1,0, . . . , 0)
i j k
is a word, and hence the minimum distance of a Hamming code is 3. In the
vector space (Fq)r there are n = q
r−1
q−1 distinct lines, each with q− 1 elements
different from zero. Hence:
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Proposition 4. An [n, k, d]q code is a Hamming code, if and only if n = q
r−1
q−1 ,
k = n− r, d = 3, for some r ∈ N∗.
On the other hand, a direct computation shows that:
Proposition 5. The Hamming codes are perfect codes.
Example 3. Let C be the [7, 4, 3]2 code with parity-check matrix:
H =
1 0 1 0 1 0 10 1 1 0 0 1 1
0 0 0 1 1 1 1
 .
Then C is an [7, 4, 3] Hamming code. Note that the columns of H are exactly
the non-zero vectors of F32.
The following theorem states that Hamming codes are cyclic.
Theorem 5. Let n = (qr − 1)/(q − 1). If GCD(n, q − 1) = 1, then the cyclic
code over Fq of length n with defining set {1} is a [n, n− r, 3] Hamming code.
Proof. By Proposition 4 it is sufficient to show that the distance of C is equal
to 3. The Hamming bound applied to C ensures that the distance cannot be
greater than 3; we show that it can not be 2 (it is obvious that it is not one).
Let α be a primitive n-th root of unity over Fq such that c(α) = 0 for c in
C. If c is a word of weight 2 with nonzero coefficients ci and cj (i < j), then
ciα
i +cjαj = 0. Then αj−i = −ci/cj . Since −ci/cj ∈ F∗q , α(j−i)(q−1) = 1. Now
GCD(n, q − 1) = 1 implies that αj−i = 1, but this is a contradiction since
0 < j − i < n and the order of α is n.
Example 4. The Hamming code of Example 3 can be viewed as the [7, 4, 3]2
cyclic code with generator polynomial g = x3 + x + 1.
We have seen that the dual code of a cyclic code is cyclic itself. This means
in particular that the dual of a Hamming code is cyclic.
Definition 18. The dual of a Hamming code is called a simplex code.
The simplex code has the following property:
Proposition 6. A simplex code is a [(qr − 1)/(q− 1), r, qr−1] constant weight
code over Fq.
5.2 Quadratic residue codes
Let n be an odd prime. We denote by Qn ⊂ {1, . . . , n − 1} the set of
quadratic residues modulo n, i.e.:
Qn = {k | k ≡ x2 mod (n) for some x ∈ Z}.
If q is a quadratic residue modulo n, it is easy to see that Qn is a collection of
q-cyclotomic classes with cardinality (n−1)/2. Then we can give the following
definition.
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Definition 19. Let n be a positive integer relatively prime to q and let α be
a primitive n-th root of unity. Suppose that n is an odd prime and q is a
quadratic residue modulo n. The [n, (n− 1)/2 + 1]q cyclic code with complete
defining set Qn is called quadratic residue code.
Example 5. The [23, 12, 7]2 quadratic residue code is the perfect binary Go-
lay code.
6 BCH codes
Theorem 6 (BCH bound). Let C be an [n, k, d]q cyclic code with defining
set SC = {i1, . . . , in−k} and let (n, q) = 1. Suppose there are δ−1 consecutive
numbers in SC , say {m0,m0 + 1, . . . ,m0 + δ − 2} ⊂ SC . Then
d ≥ δ.
Definition 20. Let S = (m0,m0 + 1, . . . ,m0 + δ − 2) be such that
0 ≤ m0 ≤ · · · ≤ m0 + δ − 2 ≤ n− 1
If C is the [n, k, d]q cyclic code with defining set S, we say that C is a BCH
code of designed distance δ. The BCH code is called narrow sense if
m0 = 1 and it is called primitive if n = qm − 1.
Example 6. We consider the polynomial x7 − 1 over F2:
f0 f1 f3
q q q
x7 − 1 = (x + 1) (x3 + x2 + 1) (x3 + x + 1)
Let C be the cyclic code generated by g = f0 · f1. Then SC = {0, 1, 2, 4} with
respect to a primitive n-th root of unity α s.t. f1(α) = 0. C is a [7, 3, d]2 code
with SC = {0, 1, 2, 4} and so it is a BCH code of designed distance δ = 4. The
BCH bound ensures that the minimum distance is at least 4. On the other
hand, the generator polynomial
g(x) = x4 + x2 + x + 1
has weight 4 and we finally can state that d = 4.
6.1 On the optimality of BCH codes
Definition 21. Given n and d two integers, a code is said to be optimal if it
has maximal size in the class of codes with length n and distance d.
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Theorem 7. Narrow sense primitive binary BCH codes of fixed minimum
distance are optimal when the length is large, but the relative distance
d/n→ 0.
In other words, consider such an [n, k, d]2 BCH code, with t = bd−12 c, then
k ≥ n−mt. Then there does not exist a t + 1 correcting code with the same
length and dimension.
Proof. Let t be fixed, and let n = 2m − 1 go to infinity. Then























2m(t+1)  2mt > 2n−k.
This means that the Hamming bound is exceeded for the parameters n, k and
t + 1, which implies that a t + 1 error correcting code does not exist.
A precise evaluation of the length n such that an [n, k, n −mt] BCH code is
optimal is given in [3], p. 299.
We now define a subclass of BCH codes that are always optimal.
Definition 22. A Reed Solomon code over Fq is a BCH code with length
n = q − 1.
Note that if n = q−1 then xn−1 splits into linear factors. If the designed
distance is d, then the generator polynomial of a RS code has the form g(x) =
(x − αi0)(x − αi0+1) · · · (x − αi0+d−1) and k = n − d + 1. It follows that RS
codes are MDS codes.
7 Decoding BCH codes
There are several algorithms for decoding BCH codes. In this section we
briefly discuss the method, first developed in 1975 by Sugiyama et al. ([32]),
that uses the extended Euclidean algorithm to solve the key equation. Note
that the Berlekamp–Massey algorithm ([2],[23]) is preferable in practice.
Let C be a BCH code of length n over Fq, with designed distance δ = 2t+1
(where t is the error correction capability of the code), and let α be a primitive
n-th root of unity in Fqm . We consider a word c(x) = c0 + · · ·+ cn−1xn−1 and
we assume that the received word is v(x) = v0 + · · · + vn−1xn−1. Then the
error vector can be represented by the error polynomial
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e(x) = v(x)− c(x) = e0 + e1x + · · ·+ en−1xn−1.
If the weight of e is µ ≤ t, let
L = {l | el 6= 0, 0 ≤ l ≤ n− 1}
be the set of the error positions, and {αl | l ∈ L} the set of the error locators.





i.e. the univariate polynomial which has as zeros the reciprocal of the error















The importance of finding the two polynomials σ(x) and ω(x) is clear to
correct the errors: an error is in the positions l if and only if σ(α−l) = 0 and









i 6=l(1 − xαi), so σ′(α−l) =
−αl
∏
i 6=l(1− αi−l) and σ′(α−l) 6= 0. The goal of decoding can be reduced to
determine the error locator polynomial and apply an exahustive search of the
roots to obtain the error positions. We will need the following lemma later on.
Lemma 1. The polynomials σ(x) and ω(x) are relatively prime.
Proof. It is an obvious consequence of the fact that no zero of σ(x) is a zero
of ω(x).
We are now ready to describe the decoding algorithm.
The first step: the key equation
At the first step we calculate the syndrome of the received vector v(x):
HvT =
0BBB@
1 α α2 · · · αn−1
1 α2 α4 · · · α2(n−1)
...
...
... · · ·
...
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We define the syndrome polynomial:
S(x) = S1 + S2x + · · ·+ S2tx2t−1,
where Si = e(αi) =
∑
l∈L elα
il, i = 1, . . . , 2t. The following theorem estab-
lishes a relation among σ(x), ω(x) and S(x).
Theorem 8 (The key equation). The polynomials σ(x) and ω(x) satisfy:
σ(x)S(x) ≡ ω(x) (mod x2t) (key equation)
If there exist two polynomials σ1(x), ω1(x), such that deg(ω1(x)) < deg(σ1(x)) ≤
t and that satisfy the key equation, then there is a polynomial λ(x) such that
σ1(x) = λ(x)σ(x) and ω1(x) = λ(x)ω(x).














































(1− αix) ≡ ω(x) (mod x2t).
Suppose we have another pair (σ1(x), ω1(x)) such that
σ1(x)S(x) ≡ ω1(x) (mod x2t)
and deg(ω1(x)) < deg(σ1(x)) ≤ t. Then
σ(x)ω1(x) ≡ σ1(x)ω(x) (mod x2t)
and the degrees of σ(x)ω1(x) and σ1(x)ω(x) are strictly smaller than 2t. Since
GCD(σ(x), ω(x)) = 1 by Lemma 1, there exists a polynomial λ(x) s.t. σ1(x) =
λ(x)σ(x) and ω1(x) = λ(x)ω(x).
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The second step: the extended Euclidean algorithm
Once we have the syndrome polynomial S(x), the second step of the de-
coding algorithm consists of finding σ(x) and ω(x), using the key equation.
Theorem 9 (Bezout’s Identity). Let K be a field and f(x), g(x) ∈ K[x].
Let us denote d(x) = gcd(f(x), g(x)). Then there are u(x), v(x) ∈ K[x] \ {0},
such that:
f(x)u(x) + g(x)v(x) = d(x).
It is well known that is possible to find the greatest common divisor d(x)
and the polynomials u(x) and v(x) in Bezout’s identity using the Extended
Euclidean Algorithm (EEA). Suppose that deg(f(x)) > deg(g(x)), then let:
u−1 = 1 v−1 = 0 d−1 = f(x)
u0 = 0 v0 = 1 d0 = g(x)
The first step of the Euclidean algorithm is:
d1(x) = d−1(x)− q1(x)d0(x) = f(x)− q1(x)g(x),
so that
u1(x) = 1, v1(x) = −q1(x) and
deg(d1) < deg(d0) and deg(v1) < deg(d−1)− deg(d0).
From the j-th step, we get:
dj(x) = dj−2(x)− qj(x)dj−1(x)
= uj−2(x)f(x) + vj−2(x)g(x)− qj(x)[uj−1(x)f(x) + vj−1(x)g(x)]
= [−qj(x)uj−1(x) + uj−2(x)]f(x) + [−qj(x)vj−1(x)f(x) + vj−2(x)]g(x).
This means:
uj(x) = −qj(x)uj−1(x) + uj−2(x) and vj(x) = −qj(x)vj−1(x) + vj−2(x)
with deg(dj) ≤ deg(dj−1), deg(uj) =
∑j
i=2 deg(qi), deg(vj) =
∑j
i=2 deg(qi)
and deg(vj) = deg(f) − deg(dj−1). The algorithm proceeds by dividing the
previous remainder by the current remainder until this becomes zero.
STEP 1 d−1(x) = q1(x)d0(x) + d1(x), deg(d1) < deg(d0)
STEP 2 d0(x) = q2(x)d1(x) + d2(x), deg(d2) < deg(d1)
...
...
STEP j dj−2(x) = qj(x)dj−1(x) + dj(x), deg(dj) < deg(dj−1)
...
...
STEP k dk−1(x) = qk+1(x)dk(x)
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We conclude that the GCD(f(x), g(x)) = GCD(d−1(x), d0(x)) = dk(x).
We would like to be able to find ω(x) and σ(x) using the Euclidean al-
gorithm. First we observe that deg(σ(x)) ≤ t and deg(ω(x)) ≤ t − 1. For
this reason we apply the EEA to the known polynomials f(x) = x2t and
g(x) = S(x), until we find a dk−1(x) such that:
deg(dk−1(x)) ≥ t and deg(dk(x)) ≤ t− 1.
In this way we obtain a polynomial dk(x) such that:
dk(x) = x2tuk(x) + S(x)vk(x), (2)
with deg(vk(x)) = deg(x2t)− deg(dk−1(x)) ≤ 2t− t = t.
Theorem 10. Let dk(x) and vk(x) as in (2). Then the polynomials vk(x) and
dk(x) are scalar multiplies of σ(x) and ω(x), respectively, i.e:
σ(x) = λvk(x) ω(x) = λdk(x),
for some scalar λ ∈ Fq.








The third step: determining the error values
In the last step we have to calculate the error values. In the binary case it




, l = 1, . . . , µ.
8 On the asymptotic properties of cyclic codes
There is a longstanding question which is to know whether the class of
cyclic codes is asymptotically good. Let us recall that a sequence of linear








The first explicit construction of an asymptotically good sequence of codes
is due to Justesen [17], but the codes are not cyclic. Although it is known
that the class of BCH codes is not asymptotically good [8, 20], (see [22] for
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a proof), we do not know if there is a family of asymptotically good cyclic
codes. Still on the negative side, Catagnoli [9] has shown that, if the length
ni goes to infinity while having a fixed set of prime factors, then there is no
asymptotically good family of codes Ci of length ni. Other negative results
are in [5]. Known partial positive results are due to Kasami [18], for quasi-
cyclic codes5. Bazzi-Mitter [1] have shown that there exists an asymptotically
good family of linear codes which are very close to cyclic codes. Also Willems
and Mart́ınez-Pérez [21] have shown that there exists an asymptotically good
family of cyclic codes, provided there exists an asymptotically good family of
linear codes Ci with special properties on their lengths ni. So, although some
progress has been achieved, the question is still open.
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