ABSTRACT Saliency mapping is an efficient means of processing large amounts of incoming visual information from images and videos. Existing methods based on feature integration and construction error provide a rough saliency mapping and are sensitive to real-world noise. Furthermore, for first-person-vision video related to human activities, existing methods identify objects in the image without considering the human actions being performed. To address this issue, we propose a novel supervised saliency mapping based on a sparse coding framework. Different from the normal sparse representation, which uses dictionary atoms to represent signals, we use the inverse expression, whereby the use original image or video frame signals provide the normal dictionary, and these signals are used to represent the salience superpixel matrix, which is learned from a class of training images. We then construct the salient map by inverse sparse coding. In this paper, we first describe how the salience superpixel matrix is extracted by supervised selection, and then explain how to obtain the salient map through an inverse sparse coding framework. The experimental results show the enhanced accuracy of the proposed method compared with previous methods, as well as the time efficiency of the proposed method.
I. INTRODUCTION
Saliency is a significant concept for efficient image and video processing. Saliency mapping identify the ability to select significant visual information for further processing. In computer vision, the detection of a feature-based saliency mapping for images has tended to use discriminative and generative algorithms [1] . Efficient saliency mapping plays a significant role for preprocessing in many computer vision tasks, such as classification [2] , [3] , compression [4] , recognition [5] , and segmentation [6] , [7] ; many attempts to understand and predict salient positions have been undertaken with applications in, e.g., surveillance and robotic vision [8] - [12] .
The ability to predict what areas people will look at in a scene is useful for understanding their daily lives, and has many applications in graphic design and robotic vision [13] , [14] . In first-person vision (FPV), saliency mapping is strongly associated with the user's actions, as the saliency area tends to focus on the object that is going to be, or is currently being, manipulated by the user [15] . For example, if the user is going to take a piece of bread, he/she must look at the bread to know where to reach for it. This is a prominent feature of FPV that differentiate it from third-person vision. However, most existing saliency detection algorithms are designed to be unsupervised and do not consider action associations, which is not ideal for FPV captured in daily living [16] - [22] . Traditional saliency detection methods have been developed without taking FPV into consideration. In this paper, we build a salience superpixel matrix that incorporates the saliency mapping captured during the course of the user's actions.
A. MOTIVATION
This paper addresses the problem of saliency mapping detection, which is the task of detecting significant parts in an image. Existing methods for saliency mapping are mostly based on feature integration, which is efficient with restricted computatuinal resources. The reconstruction error is also widely used for saliency mapping, such as saliency detection based on a weighted sparse coding framework, although this approach is more computational intensive [23] . In this study, we explore a supervised framework with an inverse sparse coding scheme (Section III:C) in an attempt to achieve a more accurate saliency result with lower computational expense.
Different from existing sparse-coding-based saliency algorithms based on the sparse reconstruction error, we use sparse coding to select the saliency region directly. Existing methods based on the reconstruction error always predict a wide and rough region of the salient map, and the results are sensitive to background. As shown in Fig. 1 , we intend to use the sparsecoding-based method to achieve a more accurate salient map.
Sparse models have attracted considerable attention over the past decade, with intensive investigations and widespread use in various signal-processing and image-processing tasks [24] - [29] . The aim of sparse representation is to approximate signals as the linear combination of a few elementary bases. Existing sparse-based saliency methods [1] , [23] generally use the 1 -norm as the sparsity constraint, but this is not sparse enough and often leads to over-penalization and large approximation errors. In this study, we employ the 0 -norm as a sparsity measure to obtain the sparsest solution. We apply Orthogonal Matching Pursuit (OMP) [30] , [31] to solve our optimization problem. OMP is widely used to solve sparse coding formulations with the 0 -norm.
B. CONTRIBUTION
The main contributions of this paper are as the following.
1) We propose a novel supervised framework for saliency mapping, which detects the salient areas by inverse sparse coding with a learned salience superpixel matrix. The supervised framework takes action associations in FPV into consideration, leading to more accurate saliency mapping incorporating the human activities of FPV. 2) An inverse sparse representation framework is applied to achieve more accurate results with low computational consumption. We use the image signals to represent the salience superpixel matrix, and then determine the best superpixel for representing the learned supervised salience superpixel matrix. This technology can be extended to signal classification and recognition. The remainder of this paper is organized as follows. We review several traditional saliency methods in Section II. In Section III, we state our framework and proposed formulation. The optimization method for the proposed formulation is also introduced in this section. We summarize the proposed algorithm in Section IV. The experimental results and discussion in Section V demonstrate the realistic advantages of our algorithm compared with state-of-the-art algorithms using real-world dataset. Finally, the conclusions are described in Section VI.
II. RELATED WORK
Many methods for detecting saliency in images have been proposed [1] , [23] , [32] - [34] . The classical saliency detection method proposed by Itti et al. [32] constructs a salient map by integrating color, orientation, and edge features in a bottomup manner; this architecture is based on the visual system of early primates. This method provides good agreement with human performance.
Harel et al. [34] presented a graph-based visual saliency (GBVS) algorithm. The GBVS algorithm obtains an active salient map on a certain feature channel, normalizes the map by highlighting outstanding areas, and combines it with other maps.
Li et al. [23] developed a saliency detection method based on sparse modeling using a non-saliency dictionary and a saliency dictionary that is iteratively refined. Their weighted sparse coding framework (WSCF) employs the 1 -norm as a sparsity measure, and the weights penalize the selection of similar regions.
Recently, supervised and weakly supervised frameworks have been developed for top-down salient detection [35] - [38] . The supervised top-down saliency method [39] was proposed by Kocak et al., which uses a class-specific dictionary and a conditional random field for detecting salient object. Cholakkal et al. introduced backtracking strategy on multi-scale spatial pyramid maxpooling-based image classifier [35] and backtracking spatial pyramid pooling-based Image Classifier (B-cSPP) [36] for salient object detection in weakly supervised frameworks.
We have previously presented a sparse model for gaze prediction in egocentric video by sparse-coding-based saliency detection (GPSC) [40] . This previous study used Canonical Correlation Analysis (CCA) to project different types of feature matrices into a common space. In the cost function, we used the 0 -norm as a sparse constraint. The supervised saliency mapping with a sparse coding framework (SSM-SC) presented in this paper directly detects the saliency region through an inverse sparse representation, which is totally different from our previous work based on the sparse reconstruction error.
III. FRAMEWORK
The framework of our proposed method is described as follows. We first extract superpixels of the image, and then select the atoms of the salience superpixel matrix from the set of training images. The salient map of the test images is obtained by a sparse-coding-based-saliency algorithm. An overview of our proposed framework is expressed in Fig. 2 . The salience superpixel matrix is learned from training data, then, we obtain the saliency map from the learned salience superpixel matrix using inverse sparse coding based method. There are three main steps: preprocessing of superpixels, salience superpixel matrix learning, and inverse sparse-coding-based saliency mapping. We will describe them in detail as follows.
A. PREPROCESSING OF SUPERPIXELS
The simple linear iterative clustering (SLIC) algorithm [41] is introduced to generate superpixels for better capturing structural information, and use these superpixels to segment the input image into multiple uniform and compact areas (i.e., segments). As described in [23] , the use of both Lab (lightness and the color-opponent dimensions a and b) and RGB (red, green, and blue) color spaces leads to more accurate salient maps. The averaged color features and coordinates of pixels are used to represent each superpixel as s = {L, a, b, R, G, B, x, y}. The whole image is then denoted as S = [s 1 , s 2 , ..., s N ] ∈ R 8×N , where N is the number of superpixels. We use SLIC to segment each video frame into superpixels and use the features of superpixels to process saliency mapping.
B. SALIENCE SUPERPIXEL MATRIX LEARNING
We select the ground-truth saliency superpixel from the training set as an atom of the salience superpixel matrix. In our dataset, training images are used to learn the salience superpixel matrix. As seen in Fig. 3 , the images of the training set are first separated into superpixels. Then, the superpixel in the saliency position is selected to build the atom of the salience superpixel matrix. The entire salience superpixel matrix is then represented as
where M is the number of chosen superpixels (also frame images).
In learning the salience superpixel matrix of FPV videos, the training set always contains 50-300 frame images, and neighboring frame images are similar to each other. We take every continuous set of 10 images as an atom of the salience superpixel matrix. For instance, if the training set contains 50 frame images, we choose frame images {1, 11, 21, 31, 41} to learn the salience superpixel matrix. The dimension of the dictionary matrix is then D = R 8×5 , where 8 is the number of superpixel features and 5 is the number of frame images. 
C. INVERSE SPARSE CODING BASED SALIENCY MAPPING
Different from the normal sparse representation, we use the signals to represent the salience superpixel matrix. In this way, we can determine the salient map from the frame image.
We formulate the following inverse sparse coding objective formulation for saliency mapping using the original image matrix S with superpixel features as its columns.
Here, H is the coefficient matrix and the term φ(H) is the sparsity constraint. M is the number of chosen superpixels and N is the number of entire frames in the video. The first term of (1) is the approximation error between D and SH, that is,
If we assume that there is only a single nonzero row of H j: , namely, there is one superpixel of the image s j = S :j (1 ≤ j ≤ N ) that can approximate the salience superpixel matrix by a linear combination of superpixels s j , then
The second term φ(H) denotes a regularization term that imposes the sparsity constraint on H, so that most elements in H are zero; i.e., only a few, sparse superpixels are used to build up the salience superpixel matrix.
In this paper, we use a classical sparsity constraint the
We apply OMP, which is widely used for solving sparse coding with 0 -norm problems, to solve the following optimization formulation with the 0 -norm:
After optimizing (10), we obtain the optimization result H to find the nonzero elements that correspond to the salient map.
IV. ALGORITHM
The proposed algorithm for our supervised saliency mapping based on inverse sparse coding (SSM-SC) framework is shown in Algorithm 1. There are two main stages of this algorithm: a) salience superpixel matrix construction, which uses the ground-truth saliency information from the training set to learn a salience superpixel matrix; and b) saliency mapping, which obtains the salient map of the test set using the salience superpixel matrix learned by the inverse sparsecoding-based framework.
Algorithm 1 Supervised Saliency Mapping Based on Inverse Sparse Coding Framework (SSM-SC)
Input: Training images T, test images S, and the number of superpixels for every image . 1: # Salience superpixel matrix construction: 2: Obtain superpixels of training images by SLIC Superpixel Segmentation [23] . The training image matrices are T i ∈ R 8× i = 1, 2, ..., N , N is the number of training images. 3 : for each training image T i do 4: Select the superpixel that is the ground-truth saliency a i ∈ R 8×1 . 5: end for 6: Construct the salience superpixel matrix D ∈ R (8×N ) = [a 1 , a 2 , ..., a N ] by combining the selected saliency superpixels of the training images. 7: # Saliency mapping stage: 8: Obtain superpixels of test images by SLIC Superpixel Segmentation [23] . The test image matrices are S j ∈ R 8×m j = 1, 2, ..., M , M is the number of test images. 9: for each test image S j do 10: Optimize (10) with the test image S j and the salience superpixel matrix D using OMP.
11:
Find the indices of the salient map of the image, which are the nonzero rows of the sparse coefficient matrix H. 12 : end for
V. EXPERIMENTS
For our experiments, we coded all programs using Matlab R2016b and executed them on a Microsoft Windows 10 PC with a 3.30 GHz Intel Core i7 CPU and 16 GB of memory.
A. DATASETS 1) GTEA GAZE DATASET
We used the GTEA Gaze dataset [11] , 1 which contains recorded FPV videos together with ground-truth saliency points obtained from eye-tracking glasses. The original motivation for collecting this dataset was to understand the 1 http://ai.stanford.edu/~alireza/GTEA_Gaze_Website/GTEA_Gaze.html. relationship between human activities and gaze. There are 17 FPVs in the dataset, each capturing one person performing many actions. For example, video 001 is an FPV of a user making sandwiches and contains 30 sessions, each associated with an action such as ''take peanut butter'' or ''scoop peanut butter using knife.' ' We conducted experiments using actions such as ''take peanut butter,'' ''scoop peanut butter using knife,'' and ''spread peanut butter on bread using knife.'' Each video contains several actions, but not all actions occur in every video.
For example, the action ''take peanut butter'' occurs in eight videos (001-003, 005-006, 010, 013, and 022). We use the frames from video 001 as the training set, and use the other videos containing this action as the test set.
B. METRICS 1) ROC AND AUC
We use the receiver operating characteristic (ROC) curve and the area under this curve (AUC) to evaluate the consistency between the ground-truth saliency points and predicted salient maps. These metrics are generally used in the saliency mapping literature [42] . The ROC measures the tradeoff between true positive and false positive at diverse discrimination thresholds [43] , [44] . AUC, which means the area under this ROC curve, is the most widely used metric for measuring salient maps [45] .
2) TIME CONSUMPTION
We also calculate the computation time to measure the efficiency of our proposed method. Note that all experiments were conducted in the same computer environment.
C. COMPARISON WITH METHODS IN AN UNSUPERVISED FRAMEWORK
We evaluate the efficientness of the proposed saliency mapping algorithm, SSM-SC, on all 17 videos from the GTEA dataset (note that videos 001 and 007 are used to learn the salience superpixel matrix). We compared the results from our proposed SSM-SC algorithm with those from four existing methods: two traditional bottom-up image saliency-based methods, ITTI [32] and GBVS [34] , and two sparse modeling base methods with the 1 -norm, WSCF [23] and GPSC [40] .
1) PARAMETER SETTINGS
The number of superpixels was determined by confirming empirically that the results for different actions were relatively invariant to changes in . For instance, Fig. 4 shows the AUC scores versus the number of superpixels for action ''scoop peanut butter''; we set = 8 for this action. Fig. 5 shows the AUC scores versus the number of superpixels for action ''spread peanut butter on bread using knife''; we set = 4 for this action.
2) SALIENCY MAPPING PERFORMANCE Fig. 6 shows three example frames. The saliency mapping results given by the different methods are shown in columns 2-6. Our proposed SSM-SC clearly produces a more accurate salient map than the other methods. For instance, in the first frame (the first row in Fig. 6 ), our proposed method obtains the salient position of the peanut butter jar, i.e., the same as in the ground-truth.
The AUC scores for all videos from the GTEA dataset are listed in Table 1 . In most (31/61) videos and on average (8/9) across the GTEA dataset, our proposed SSM-SC algorithm outperforms compared with the other methods. The average AUC scores for different actions given by the different methods are plotted in Fig. 9 . It is obvious that the proposed SSM-SC method (red) performs best in most situations (8/9).
We consider two example actions. Fig. 7 shows the ROC curves for action ''open peanut butter'' in video 002. The curves of our proposed SSM-SC (red curves) are above and to the left of those for the other algorithms. Fig. 8 shows the ROC curves for action ''put cheese'' in video 022. The curves for SSM-SC (red) are again above and to the left of those corresponding to the other methods.
3) TIME CONSUMPTION
We also compared the time consumption of the different methods. Fig. 10 shows the computation time of each algorithm for one frame, from which we can see that SSM-SC is the second fastest after ITTI. Fig. 11 shows the time consumption of each algorithm for video 012 (action ''open jam,'' which contains 41 frames). From these results, we can see that of the time consumption of our proposed SSM-SC is much less than that of the existing sparse-codingbased methods WSCF and GPSC. Thus, the proposed algorithm can achieve good results at low computational expense.
D. COMPARISON WITH METHODS IN A SUPERVISED FRAMEWORK
Then, we conducted a comparison with the baseline, which is a supervised framework. The baseline method obtains the salient map by roughly selecting the superpixel with the smallest distance to the salience superpixel matrix. We conducted a comparison with the state-of-the-art supervised topdown saliency method [39] , which uses a superpixel based class-specific dictionary and a conditional random field for distinguishing target objects from the background. We also conducted a comparison with the state-of-the-art weakly supervised top-down saliency method B-cSPP [36] . ), reflecting the effectiveness of the proposed algorithm for saliency mapping with a supervised framework. The supervised top-down method needs more training images to get a good result; however, in our case, we use only one video as the training set. The proposed method is comparable with the state-of-the-art weakly supervised method B-cSPP.
VI. CONCLUSION
In this paper, we have described a novel supervised saliency mapping method based on inverse sparse coding. The novel technical elements of our method are the introduction of supervised saliency mapping for building the salience superpixel matrix, allowing action associations in FPV to be taken into account, and the use of an inverse sparse coding in which the proposed signals represent the salience superpixel matrix.
Our proposal can be extended in several ways. As the human gaze behaves differently when performing different actions, it is important to determine when the supervised framework is most useful. If we specify the type of actions in more detail, e.g., cooking actions, we may incorporate domain knowledge such as food detection with convolutional neural networks [46] . The inverse sparse coding framework can be extended to signals classification and recognition, with the original signals used to represent different class matrices and recognition matrices.
