Abstract. Watersheds are very powerful for image segmentation, and seeded watersheds have shown to be useful for object detection in images of cells in vitro. This paper shows that if cells are imaged over time, segmentation results from a previous time frame can be used as seeds for watershed segmentation of the current time frame. The seeds from the previous frame are combined with morphological seeds from the current frame, and over-segmentation is reduced by rule-based merging, propagating labels from one time-frame to the next. Thus, watershed segmentation is used for segmentation as well as tracking of cells over time. The described algorithm was tested on neural stem/progenitor cells imaged using time-lapse microscopy. Tracking results agreed to 71% to manual tracking results. The results were also compared to tracking based on solving the assignment problem using a modified version of the auction algorithm.
Introduction
Cell migration analysis is of interest in many different biological applications, e.g. when studying leucocytes, fibroblasts, or cancer cells [1] [2] [3] . This paper is part of a greater project with the aim to aid in the investigation of the mechanisms behind differentiation of neural stem/progenitor cells by creating a system for analyzing the motion of such cells in vitro, previously described in [4] . Once the cells have been imaged using time-lapse microscopy, the individual cells in each image have to be automatically segmented and tracked. Cells in tissue culture are non-rigid, irregularly shaped bodies. As the cells move, grow and divide they take on a variety of different shapes and the contrast between the cell boundary and the image background varies continually. Several techniques for cell image segmentation have been proposed in the recent years. A simple and popular method is thresholding, based on histogram characteristics of the pixel/voxel intensities of the image [5] . However, transition between object and background may be diffuse, making an optimal threshold level, and thereby an accurate description of the cellular shape, difficult to find. In addition, thresholding techniques do not guarantee closed object contours, and often require substantial post-processing [11, 12] . Instead of defining the border between object and background by a threshold, similarity in intensity, gradient, or variance of neighboring pixels can be used. This is usually referred to as region growing, and includes techniques such as watershed segmentation [13, 14] . Watershed segmentation often results in over-segmentation due to intensity variations within both objects and background. Seeded watersheds, where the number of segmentation boundaries is limited to a set of input seeding regions, have been used for segmentation of cell nuclei in images produced by fluorescence microscopy [15] . Fully automatic seeding often results in more than one seed per object, or objects containing no seed at all. Over-segmentation caused by extensive seeding can however be reduced by model-based region merging [16] .
To improve the segmentation, the segmentation and tracking can be combined. A popular method that combines the segmentation and tracking is active contours (snakes), previously used for cell segmentation/tracking in e.g. [1, 17, 18] . A significant drawback with the traditional snake is its inability to deal with splitting cells. Another technique combining segmentation and tracking is demonstrated in [2] , where the directional movement of cells induced by a direct current (galvanotaxis) is studied. Standard thresholding combined with clustering results in a coarse segmentation, which is refined further using the result of an association/tracking algorithm. Tracking is done using a modified version of the Kalman filter. This method works well because of the known directional movement of the cells. However, assumptions about a cells state equations are potentially risky in cases where little is known about the laws governing the cell motion, and when the purpose of the analysis is to gain more information about cell kinematics. Other common tracking techniques are the nearest-neighbor method [19] and correlation matching [6] . Nearest-neighbor techniques require low cell density and high temporal sampling rate, while correlation matching instead requires the individual cells features, such as size, shape and intensity, to be fairly constant between two consecutive frames, which is not often the case for cells. This paper presents a combined segmentation and tracking method based on seeded watersheds. The presented technique is compared to manual tracking results as well as with a previous approach using a combination of nearestneighbor and correlation matching techniques where the cells are associated using the auction algorithm [4, 7] .
The imaging system
The time-lapse microscopy and imaging system has previously been described in [4] , and will only be discussed briefly. For cell tracking experiments, cells were cultured in a microscope incubator and imaged every 10 minutes for 45.5 hours. Time-lapse microscopy of neural stem/progenitor cells in vitro requires a sterile environment and a feedback control of temperature and pH. This was achieved using a closed incubation chamber, a heater unit and warm, filtered air together with a CO 2 mixture (regulating the pH) circulating within the acrylic chamber, all regulated by a controller unit. An inverted light microscope with a 20X ordinary bright field objective was used for imaging. No special contrast method such as phase contrast, or DIC, was used. By slight defocusing, higher contrast is traded for lower resolution. Images were captured by a CCD video camera and the specimen was moved in the horizontal plane by a motorized microscope stage to image the separate wells. A focus stack was captured by sweeping the approximate interval, and the image with the best contrast was selected by an auto-focus function searching for the optimal focus position based on local image contrast. A slight image drift in both x and y direction between consecutive image frames was corrected by estimation of the translation for each pair of frames using the correlation in the Fourier domain. The motion correction algorithm represents an adoption of the original version developed by Knutsson et al. [8] . The images used in this paper were 30 different image sequences acquired at two different occasions. Each image sequence contained 273 gray scale frames, each of size 634 by 504 pixels. A series of cut-outs from five consecutive time frames is shown in Fig. 1 . Fig. 1 . Cut-outs from five consecutive time frames, each 10 minutes apart. As can be seen, some cells are fairly stationary, while others move faster.
Segmentation and tracking
Segmentation of cells and tracking them over time is performed as a combined procedure.
Seeding The image segmentation is based on seeded watershed segmentation. First, seeds representing objects (cells) and background are defined. As the image intensities of the cells show a range of values partly overlapping with the background intensities, see Fig. 2(a) ., intensity thresholding will not separate cells from background in a satisfactory way. A more effective method for separating objects from background is using variance measures [11] . The image background seed is defined by a fixed intensity threshold in the variance image, shown in Fig. 2(b) . Object seeds at the initial step are found using the extended h-maxima transform [9] that filters out local maxima using a contrast criterion. All maxima with heights smaller than a threshold level h are suppressed. A low h will result in many seeds, often more than one seed per cell, while a high h will leave some cells without a seed. Since the subsequent merging step (described below) deals with situations of having extra seeds, we can accept extensive seeding and use an approximated h value.All foreground seeds are uniquely labelled using connected component labelling. The seeds obtained from the h-maxima transform (referred to as h-maxima seeds hereafter) are then combined with the background seed identified by the variance thresholding. The background seed is set to the highest label value after the labelling of h-maxima seeds. Object and background seeds are shown in Fig. 2(c) .
Watershed segmentation The combined object and background seed information is used as input for watershed segmentation. Seeded watershed segmentation can be understood by interpreting the intensity image as a landscape. In our case, we consider the dark edges of the cells as ridges, and the brighter cells and background as shallow valleys. A hole is drilled in the landscape at every seed, and the landscape is submerged in water, i.e., the large background seed will be a great ocean, and the foreground seeds little lakes. The water will start to flow into the minima of the landscape, creating one catchment basin associated with each seed. As the water rises, water from neighboring catchment basins will meet. At every point where two catchment basins meet, a dam, or watershed is built. These watersheds are the segmentation of the image. The speed of watershed segmentation is improved using sorted pixel lists [10] . The initial result of seeded watershed segmentation of Fig. 2 (a) using the seeds from Fig. 2(c) is shown in Fig. 2 
(d).
Merging The output from watershed segmentation includes extra regions due to non-seeded local minima, in addition to the seeded regions. The segmentation is therefore followed by two merging steps. The first merging step checks for regions other than the seeded and merge them with the neighboring object towards which it has its weakest border. We refer to this as merging regions with weak borders [16] , and in this case, the weakest border will be the border with the greatest intensity towards a seeded neighbor. The seeded neighbor may be either object or background, and the merging continues until all non-seeded objects are merged. See the result of the first merging step in Fig. 2(e) .The second merging step deals with partial over-segmentation which is a result of extensive seeding. This over-segmentation is reduced by removing region boundaries crossing bright parts of the image, e.g., a boundary dividing a bright cell in two. In this case we continue the merging until all remaining objects have a maximum average intensity along the border. This step will not only reduce over-segmentation, but also merge false objects, such as debris, with the background. Despite the extensive seeding, some cells may be missed due to weak diffraction of light. The final segmentation result is shown in Fig 2(f) .
Tracking by propagation of seeds The resulting segmentation is then processed to obtain seeds that are used to track the objects over time. This is done by computing the centroid of each region and dilating the points with a small structuring element. These seeds (referred to as centroid seeds hereafter) contain labels that were assigned to them during segmentation. For each of these centroid seeds from the previous frame, a comparison is done with the h-maxima seeds of the current frame. This comparison involves traversing through the corresponding neighborhood of h-maxima seeded frame. For each neighborhood, a check is made to identify any overlap between the two seeds. The most common value of the overlapping neighborhood is chosen when altering the label values of the h-maxima seeded frame and the association appears in the h-maxima seeded frame.In order to make the check efficient, initial labelling of the current frame seeds are adjusted to take the values starting from the highest value of the label from the previous frame. This enables an easy implementation of the checking process with the trade off of label values getting increased largely if no correspondence could be found. The combined set of seeds together with the background seed is used in watershed segmentation followed by the merging steps described above, which yields a result with corresponding cells having the same label as the previous frame.
Implementation The segemntation and tracking method was prototyped using Matlab (The MathWorks, Inc.) together with the Image Processing Toolbox and some functions from the DipImage toolbox (The Pattern Recognition Group of the TU, Delft).
Validation of automatic segmentation and tracking demands image sequences of correctly tracked cells to which the automatic tracking results can be compared. Generation of ground truth for large image sequences is a very time consuming task as it has to be done by manual inspection of each image frame. A userfriendly graphical application for manual correction of segmentation and tracking results described in [4] was used and segmentation errors were detected by pairwise comparison of automatically segmented and tracked frames and manually corrected ground truth. Four types of segmentation errors were identified: over-segmented cells, under-segmented cells, partially detected cells, and missed cells. Tracking errors were defined as changes of track number between consecutive image frames. If a single cell changes track number once during a 100-frame sequence, it is considered as a 1% error. As the same cell can be correctly segmented but incorrectly tracked between two image frames, or incorrectly segmented but correctly tracked, we count tracking errors only in frames that are correctly segmented. A total of 185 cells were chosen for manual tracking based on the result of an immunostaining performed after the completed time-lapse experiment [4] . Tracks represent a fairly random selection of cells available in the final image of each time-lapse experiment. Images were acquired every 10 minutes for 45.5 hours. During this comparatively long observation time, cells can move long distances, and disappear from the field of view. The cells also divide, and group in clusters where they can no longer be tracked, not even by manual inspection. Therefore, only 28% of the cells chosen for manual correction were present for the full 45.5 hour experiment. The total number of cells that were correctly segmented and tracked over time divided by the total number of tracked cells over time was 71.3%. The corresponding error rate for tracking using our previous approach based on a combination of nearest-neighbor and correlation matching techniques was 88%. The difference in corrections made by two different users correcting the same sequence, i.e. inter-observer variability, was estimated to 2.5%. This can be used as a measure of the variance of the error rate of the corrected sequences. A series of tracking results is shown in Fig. 3 .
Discussion
This paper presents a combined segmentation and tracking method based on seeded watersheds and rule-based merging. It allows for object splitting, addition of new objects, and disappearance of objects. It does however fail if the objects move more than one object radius between consecutive frames. The method was tested the complex problem of analyzing cell migration on the basis of light microscopy image sequences. Cells sometimes congregate, forming large cell clusters. In these clusters, individual cells are difficult, or even impossible to resolve. This causes problems both for the segmentation and tracking. Unfortunately, we have found that growing the cells at a lower density is not a solution, since the cells are more likely to die if seeded to sparsely. The error counting method differs significantly from that of Zimmer et al. [17] that requires a cell to be correctly tracked from the first frame to the last, or it is counted as an error. The time interval also differs from 1 s between two frames in their method to 10 minutes in ours giving a completely different type of image sequences to work with. The advantage of this method is its simplicity in implementation and the ability to perform both segmentation and tracking together. The method could be used very effectively for tracking objects when there is less clustering and less rapid motion than in the complex set of images we have tested it on. This can also be used as the first step to obtain a result that is used as the input to a more detailed method that addresses such complexities. The fact that the simple steps used in order to segment and track the objects giving an encouraging result proves that, with further improvements it can become as effective as any other similar method.One such improvement will be to have further dilation on the centroid seeds in cases a correspondence could not be found.The current implementation takes a few hours to run on an image sequence of about two hundred cells and 250 time-frames. Further studies will be done with the intension of reducing the processing time of large sequence of images in Matlab by combining its capabilities with other environments such as C/C++.
