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1 Introduction
La représentation de Weil intervient dans de nombreux domaines de la théorie des
représentations des groupes presque algébriques généraux ou des groupes réductifs sur
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un corps local. Citons la construction, dans le cadre de la méthode des orbites, des
représentations unitaires irréductibles dans [5], la correspondance de Howe (voir [16],
[11, Chapitre 2], [20]), les séries theta [10]. Il est donc important d’en comprendre la
structure et notamment comment sa restriction à un sous-groupe compact maximal ou
un tore anisotrope se décompose en irréductibles. Dans cet article, nous nous plaçons
sur un corps p-adique de caractéristique résiduelle différente de 2 et nous démontrons
que les représentations des sous-groupes compacts maximaux et les caractères des tores
maximaux elliptiques qui apparaissent effectivement le font avec la multiplicité 1 et les
décrivons explicitement.
Soit k un corps local non archimédien de caractéristique nulle, O l’anneau des entiers
de k, p son idéal maximal et ̟ une uniformisante de O. Le corps résiduel O/p (noté
Fq) est fini de cardinal q et de caractéristique p. Nous supposons que p 6= 2. Nous fixons
un caractère unitaire ψ de conducteur λψ de k.
On se donne un k-espace symplectique (W,β) de dimension 2r. On note Sp(W ) le
groupe symplectique associé à (W,β) et Mp(W ) le groupe métaplectique correspon-
dant, revêtement à deux feuillets non trivial de Sp(W ). On a une suite exacte courte :
1 −→ Z/2Z −→Mp(W ) −→ Sp(W ) −→ 1. (1.1)
En fait, le groupe de Heisenberg H(W ) construit sur l’espace symplectique W admet
une unique (à équivalence près) représentation unitaire irréductible (ρψ,H) de caractère
central ψ ; on l’appelle la représentation de Schrödinger de caractère central ψ deH(W ).
Le groupe Sp(W ) opère dans H(W ) par authomorphismes agissant trivialement sur
le centre. Soit U(H) le groupe des transformations unitaires de l’espace de Hilbert H,
muni de la topologie de la convergence forte. L’ensemble Ŝp(W )ψ des couples (g, U) ∈
Sp(W )× U(H) vérifiant :
Uρψ(h)U
−1 = ρψ(g.h), g ∈ Sp(W ), h ∈ H(W ),
est un sous-groupe fermé localement compact de Sp(W ) × U(H), extension centrale
de Sp(W ) par le groupe U des nombres complexes de module 1. On a donc une suite
exacte courte
1 −→ U −→ Ŝp(W )ψ −→ Sp(W ) −→ 1 (1.2)
et l’application Sψ : (g, U) 7→ U est une représentation de Ŝp(W )ψ, appelée repré-
sentation métaplectique. Il existe un unique homomorphisme de groupes Mp(W ) −→
Ŝp(W )ψ rendant commutatif le diagramme suivant
Mp(W ) //
%%J
JJ
JJ
JJ
JJ
J
Ŝp(W )ψ
yytt
tt
tt
tt
t
Sp(W )
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Ce morphisme est injectif et permet d’identifier Mp(W ) à un sous-groupe de Ŝp(W )ψ.
Alors la restriction àMp(W ) de la représentation métaplectique est une représentation
fidèle encore notée Sψ et appelée représentation de Weil de type ψ de Mp(W ).
Nous montrons que la suite exacte 1.1 est scindée au dessus de chaque sous-groupe
compact maximal de Sp(W ). On sait qu’un sous-groupe compact maximal de Sp(W )
est le stabilisateur KB d’un bon réseau B de W , i. e. B est un sous-O-module ouvert
et compact de W vérifiant
̟B∗ ⊂ B ⊂ B∗,
où B∗ est le réseau dual de B relativement à β et ψ. Dans [20, II.3], Waldspurger a
associé à un tel réseau une réalisation (ρBψ ,H
B
ψ ) de la représentation de Schrödinger,
appelée modèle latticiel généralisé, et une représentation SBψ de KB dans H
B
ψ telle que
l’application g 7→ (g, SBψ (g)) soit une section de la suite exacte courte 1.2. Lorsque B
est un réseau autodual, on parle de modèle latticiel : dans ce cas, Moeglin a montré que
cette application est une section canonique, et unique lorsque q ≥ 4, de la suite exacte
1.1 (voir [11, Chapitre 2, II 10, Lemme]). Nous montrons que ce résultat reste vrai
dans le cas général (voir les théorèmes 4.2.1 et 4.6.1). Pour ce faire, nous comparons
le modèle latticiel généralisé associé au bon réseau B avec le modèle latticiel associé
à un réseau autodual A tel que B ⊂ A ⊂ B∗ (voir le théorème 4.5.1). Nous obtenons
en particulier les formules explicites pour la réalisation, dans ce modèle latticiel, de
la représentation SBψ de Waldspurger pour les éléments d’un système de générateurs
du groupe KB constitué du sous-groupe «parabolique» PB stabilisateur de A et d’un
élément particulier ςB ∈ KB\PB (voir le corollaire 4.5.1). Il est à remarquer que l’énoncé
du théorème 4.5.1 se trouve déjà dans [14, 4.3.e].
Dans la suite de cette introduction, nous noterons SBψ la réalisation de la représentation
de Weil dans le modèle latticiel associé au bon réseau B. On voit donc que la représen-
tation SBψ de Waldspurger est la restriction de la représentation de Weil S
B
ψ à l’image
de KB par sa section canonique dans le groupe métaplectique. De même, les formules
que nous avons obtenues pour la réalisation de la représentation de Waldspurger de
KB dans le modèle latticiel décrivent la restriction à cette section de la représentation
de Weil SAψ .
Ces dernières formules, nous permettent d’étudier la décomposition en irréductibles de
la restriction de la représentation de Weil à PB et à KB. Dans les deux cas, nous mon-
trons que cette décomposition est sans multiplicité ; nous montrons également que les
représentations de PB qui apparaissent sont monomiales et en donnons une description
explicite (voir le lemme 5.1.2 et le théorème 5.2.1). Lorsque le réseau B est autodual,
les représentations de KB qui apparaissent sont également monomiales ; dans ce cas le
résultat a été obtenu par Prasad (voir [16]).
Si n est un entier naturel, on désigne par On l’anneau O/̟n+1O et on pose bn =
B/̟n+1B∗ et b∗n = B
∗/̟nB. Alors, On est un anneau local fini et principal de caracté-
ristique différente de 2, bn (resp. b∗n) est un On-module de type fini muni naturellement
d’une structure symplectique et l’action de KB dans B passe au quotient à bn (resp.
3
b∗n), induisant un morphisme surjectif de KB sur le groupe symplectique Sp(bn) (resp.
Sp(b∗n)). On remarque que O0 = Fq et que b0 (resp. b
∗
0), que nous notons plus simple-
ment b (resp. b∗) est un espace symplectique sur Fq ; on note 2l la dimension de b∗.
Alors le nombre l = l(B), qui prend toutes les valeurs entières entre 0 et 1
2
dimW , dé-
termine la classe de conjugaison du bon réseau B et donc celle du sous-groupe compact
maximal KB. On montre que KB est naturellement isomorphe à la limite projective
des groupes Sp(bn) (resp. Sp(b∗n)) (voir le lemme 2.5.2).
Dans [3] et [4], Cliff, McNeilly et Szechtman ont construit les représentations de Weil
pour le groupe symplectique d’un module symplectique sur un anneau local fini de
caractéristique différente de 2 et décrit leur décomposition en irréductibles dans le cas
où l’anneau est principal et le module symplectique libre (les différentes représentations
de Weil associées à un même caractère primitif de l’anneau local diffèrent d’un caractère
du groupe symplectique). Il s’avère que pour n ≥ 1, le On-module bn (resp. b∗n) est libre
si et seulement si le réseau B est autodual (l(B) = 0) ou vérifie B = ̟B∗ (l(B) = r).
Nous étendons les résultats de [4] au cas des groupes Sp(bn) (resp. Sp(b∗n)) avec B
quelconque (voir le théorème 3.5.1). En fait la restriction de la représentation de Weil
SBψ à KB est la limite inductive de représentations de Weil des groupes Sp(b2n+1).
Utilisant alors nos résultats, nous en déduisons une description des représentations
irréductibles apparaissant dans la décomposition de la restriction de la représentation
de Weil à KB comme représentations induites à partir de stabilisateurs génériques
de KB dans les différents b2n+1 (voir le théorème 5.3.1 et le lemme 5.4.1). Dans [4]
Cliff, McNeilly et Szechtman ont remarqué que leurs résultats permettaient d’obtenir
la décomposition en irréductible de la restriction de la représentation de Weil à KB
lorsque B est autodual ou vérifie B = ̟B∗.
D’autre part, dans [6] Dutta et Prasad ont démontré que la représentation de Weil
du groupe symplectique construit sur un groupe abélien fini se décompose sans mul-
tiplicité. Ils ont décrit cette décomposition en terme de la combinatoire des orbites
du groupe abélien sous l’action de son groupe d’automorphismes et remarqué que l’on
peut en déduire les mêmes résultats pour la représentation du groupe symplectique
d’un module symplectique de type fini sur un anneau fini local et principal. Leurs ré-
sultats contiennent ceux du théorème 3.5.1, sauf que leur description des sous-modules
irréductibles ne les fait pas explicitement apparaître comme modules induits.
Un tore T d’un groupe réductif est dit elliptique s’il ne contient pas de sous-tore
déployé non central. Un tore elliptique de Sp(W ) est donc anisotrope et compact. Par
suite, le revêtement métaplectique est scindé au dessus d’un tel tore. Nous étudions la
restriction de la représentation de Weil à un tore maximal elliptique de Sp(W ), identifié
à un sous-groupe de Mp(W ) par le choix d’une section.
Tout d’abord, nous démontrons, comme conséquence de la conjecture de Howe, prouvée
par Waldspurger dans [20], que la restriction de la représentation de Weil à un tel tore
est sans multiplicité (théorème 6.1.1). Cette démonstration, plus simple que celle que
nous avions proposée, nous a été communiquée par le referee. Nous l’en remercions
vivement.
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Cependant, ce résultat ne permet pas de décrire complètement cette restriction. Pour
ce faire, nous avons besoin de connaître la structure des tores maximaux elliptiques de
Sp(W ).
Soit T un tore maximal de Sp(W ). Comme T -module, W se décompose de manière
unique en somme directe de sous-modules irréductibles sur k, W = W1 ⊕ · ⊕ Wn.
D’après [13], T est elliptique si et seulement si cette décomposition est une somme
directe orthogonale de sous-espaces symplectiques. Dans ce cas, T = T1 × · × Tn où
chaque Ti, image de T par l’application x 7→ x|Wi, est un tore maximal elliptique de
Sp(Wi) tel que Wi soit un Ti-module irréductible sur k. Utilisant ce fait, on montre que
l’étude de la restriction de la représentation de Weil aux tores elliptiques maximaux de
Sp(W ) se ramène au même problème pour ceux de ses tores maximaux dont l’action
dans W est irréductible sur k (voir la proposition 6.2.1 et le théorème 6.8.1). Pour
simplifier, nous dirons qu’un tore T de Sp(W ) tel que le T -module soit irréductible sur
k est irréductible.
Soit donc T un tore maximal irréductible de Sp(W ). D’après [13], il existe une extension
k′ de degré r de k, une extension quadratique k′′ de k′, un élément u ∈ k′′× de trace
nulle relativement à k′ et un isomorphisme θ d’espaces symplectiques de (k′′, βu) sur
W tels que T soit l’image de Tk′′,k′ par l’isomorphisme θ˜ : t 7→ θ ◦ t ◦ θ−1, où la forme
βu est définie par
βu(x, y) =
1
2
trk′′/k ux
τy, x, y ∈ k′′,
τ désignant l’élément non trivial du groupe de Galois de k′′ sur k′, et Tk′′,k′ est le sous-
groupe multiplicatif de k′′× constitué des éléments de norme 1 relativement à k′. On
note O′ (resp. O′′) l’anneau des entiers, ̟′ (resp. ̟′′) une uniformisante, v′ (resp. v′′)
la valuation normalisée et q′ (resp. q′′) le cardinal du corps résiduel de k′ (resp. k′′).
On prend ̟′′ tel que ̟′′2 = ̟′ lorsque k′′ est ramifié sur k′, et ̟′′ = ̟′ dans le cas
contraire. On montre que l’on peut prendre u = ̟′′ lorsque k′′ est ramifié sur k′ et
v′′(u) ∈ {0, 1} dans le cas contraire (voir le théorème 6.3.1).
Si j ∈ N, on désigne par Tj le j-ième sous-groupe de congruence de T :
Tj = {g ∈ T |g − 1 ∈ ̟
′′jO′′}.
On a T0 = T et, pour j ≥ 1, Tj est un sous-groupe strict de T . Lorsque k′′ n’est pas
ramifié sur k′, la suite Tj est strictement décroissante. Dans le cas contraire, la suite
T2j+1 est strictement décroissante et on a T2j = T2j+1 pour j > 0.
Soit j ∈ N et χ un caractère de Tj . On appelle conducteur de χ, le plus petit entier λ
tel que Tλ soit contenu dans le noyau de χ.
Lorsque k′′ n’est pas ramifié sur k′, le groupe quotient T/T1 est canoniquement iso-
morphe au groupe µq′+1 des racines (q′ + 1)-ièmes de l’unité dans k′′. L’ensemble des
caractères de conducteur au plus 1 de T est donc égal à l’ensemble des caractères de
µq′+1. Soit ( , )k′ le symbole de Hilbert du corps k′. D’après le théorème 90 de Hilbert,
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tout élément g de T s’écrit g = z(z−1)τ avec z ∈ O′′×. La formule
η0(g) = (̟
′, zzτ )k′ =
(
pFq′ (zz
τ )
q′
)
(1.3)
définit un caractère de conducteur 1 de T (ici,
(
q′
)
désigne le symbole de Legendre
relatif au corps Fq′).
Lorsque k′′ est ramifié sur k′, le groupe quotient T/T1 est le groupe à deux éléments.
Par suite, tous les caractères de T sont de conducteur pair à l’exception du caractère
non trivial de T/T1 qui est de conducteur 1. Soit χ un caractère de T de conducteur
2λ ≥ 2 et j un entier tel que j < λ ≤ 3j + 1 ; alors, il existe b ∈ O′×, uniquement
déterminé modulo le sous-groupe multiplicatif 1 +̟′λ−jO′, tel que la restriction de χ
au sous-groupe de congruence T2j+1 soit égal au caractère χb,λ,j défini par la formule
6.6 du lemme 6.5.2.
On note e l’indice de ramification de k′ sur k et δ l’entier tel que l’idéal ̟′δO′ soit la
différente de k′ sur k. On pose µ = eλψ − δ − v′′(u).
On définit le réseau B en posant
B =
̟
′′µO′′ si k′′ est ramifié sur k′,
̟′[
µ+1
2
]O′′ si k′′ est non ramifié sur k′.
Alors B est un bon réseau T -invariant, autodual si et seulement si k′′ est ramifié sur k′
ou si µ est pair. Lorsque k′′ est non ramifié sur k′ et µ est impair, B∗ = ̟′−1B et b∗ =
O′′/̟′O′′ est un Fq espace vectoriel symplectique de dimension 2re (voir le corollaire
6.4.1). La donnée du réseau B détermine une section du revêtement métaplectique au
dessus de T , restriction de la section canonique au dessus du sous-groupe compact
maximal KB.
Supposons que le réseau B est autodual. Alors, nous montrons que le caractère trivial
intervient dans la représentation de Weil et qu’un caractère χ non trivial de T intervient
si et seulement si
– χ est de conducteur pair, lorsque k′′ est non ramifié sur k′,
– χ est de conducteur pair 2j > 0 et il existe a ∈ O′′× tel que χ|Tj = χaaτ ,j,[ j
2
], lorsque
k′′ est ramifié sur k′.
Supposons que le réseau B n’est pas autodual, de sorte que k′′ est non ramifié sur k′.
Nous montrons qu’un caractère χ de T intervient si et seulement si l’une des deux
assertions suivantes est vérifiée
– χ est de conducteur au plus 1 et χ 6= η0,
– χ est de conducteur impair, strictement supérieur à 1.
A propos de la première assertion, il est à noter que la représentation de Weil du groupe
symplectique Sp(b∗) apparaît comme sous-représentation de KB dans la représentation
de Weil de Sp(W ) et que les caractères de T de conducteur au plus 1 interviennent
dans le sous-KB-module correspondant. Or la représentation de Weil de Sp(b∗) est de
6
dimension q′, tandis que les caractères de T de conducteur au plus 1 sont au nombre
de q′ + 1.
Dans tous les cas, nous décrivons une base de l’espace des vecteurs propres de poids
χ. Ces derniers résultats sont énoncés dans les théorèmes 6.6.1 et 6.7.1 et généralisent
ceux démontrés par Yang dans le cas où W est de dimension 2 (voir [23]).
Nous remercions Paul Broussous, François Courtès et Claude Quitté pour d’utiles
conversations.
2 Sous-groupes compacts maximaux du groupe symplectique
2.1 Dans la suite, k désigne un corps local non archimédien de caractéristique nulle,
O l’anneau des entiers de k et p son idéal maximal. Nous fixons ̟ une uniformisante
de O, c’est-à-dire ̟ ∈ O tel que p = ̟O. Le corps résiduel O/p est fini de cardinal
q et de caractéristique p, nous le notons Fq. L’entier p est appelé la caractéristique
résiduelle de k. Nous supposons que p 6= 2.
Nous fixons aussi un caractère unitaire ψ non trivial de k. Son conducteur λψ est
l’unique entier relatif vérifiant
ψ
|p
λψ ≡ 1 et ψ|pλψ−1 6≡ 1.
Le caractère ψ induit un caractère ψ de Fq tel que
ψ(pFq(x)) = ψ(̟
λψ−1x), x ∈ O,
pFq désignant la projection naturelle de O sur Fq.
2.2 Dans la suite, F désigne soit un anneau local fini de caractéristique différente de
2, muni de la topologie discrète, soit un corps local non archimédien de caractéristique
résiduelle différente de 2, muni de sa topologie localement compacte. On appelle F -
espace symplectique tout couple (W,β) où W est un F -module de type fini et β une
forme bilinéaire alternée non dégénérée sur W .
Tout F -module de type fini est naturellement muni d’une topologie localement com-
pacte : lorsque F est un anneau local fini, il s’agit de la topologie discrète et, lorsque
F est un corps local, il s’agit de sa topologie d’espace vectoriel de dimension finie sur
ce corps local. On munit alors GL(W ), le groupe linéaire de W , de la topologie induite
par celle de EndF (W ), qui en fait un groupe topologique localement compact.
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On désigne par Jr la matrice antisymétrique d’ordre 2r :
Jr =
 0 Ir
−Ir 0
 ,
Ir étant la matrice identité d’ordre r.
SiW est un F -module libre, on appelle base symplectique (resp. presque symplectique)
de W , toute base (e1, . . . , er, f1, . . . , fr) telle que la matrice de β dans cette base soit
Jr (resp. tJr, où t ∈ F est non nul). Dans ce cas, de telles bases existent (voir [9]).
On note Sp(W,β) ou plus simplement Sp(W ) le groupe symplectique associé à (W,β) :
Sp(W ) = {g ∈ GL(W ) / β(gv, gw) = β(v, w), pour tout v, w ∈ W}.
C’est un sous-groupe fermé de GL(W ). Il contient, lorsque W est non nul, le groupe
à deux éléments {±Id} comme sous-groupe central ; lorsque F est un corps, ce sous-
groupe est le centre de Sp(W ). Lorsque W est nul, Sp(W ) est le groupe trivial.
Soit g ∈ GL(W ) dont la matrice dans une base presque symplectique s’écrit par blocs
g = ( a bc d ) . Alors, on a : g ∈ Sp(W ) si et seulement si l’une des conditions suivantes est
satisfaite :
ta c = tc a, tb d = td b et ta d− tc b = Ir,
a tb = b ta, c td = d tc et a td− b tc = Ir.
Si U est une partie de W , on note U⊥ son orthogonal relativement à β. Un sous-
module U de W est dit totalement isotrope, si U ⊂ U⊥. Si U = U⊥, on dit que c’est
un sous-espace lagrangien ou un lagrangien de W .
Lorsque F est un corps, un sous-espace vectoriel totalement isotrope est de dimension
maximale si et seulement si c’est un lagrangien de W . Dans cette situation, le groupe
symplectique Sp(W ) opère transitivement sur les lagrangiens de (W,β).
2.3 Soit (W,β) un k-espace symplectique.
Définition 2.3.1 Une base (e1, . . . , er, f1, . . . , fr) de W est dite autoduale relativement
à β et ψ si elle vérifie les relations :
β(ei, ej) = β(fi, fj) = 0 et β(ei, fj) = ̟
λψδij , 1 ≤ i, j ≤ r (2.1)
ou, de manière équivalente, si la matrice de β dans cette base est ̟λψJr.
Un réseau B de W est un O-module, compact et ouvert. On note
B∗ = {v ∈ W, β(v, b) ∈ ̟λψO, pour tout b ∈ B}
= {v ∈ W, ψ(β(v, b)) = 1, pour tout b ∈ B}.
(2.2)
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Alors, B∗ est aussi un réseau de W ; on l’appelle le réseau dual de B relativement à β
et ψ.
Définition 2.3.2 On dit que B est un bon réseau si
̟B∗ ⊂ B ⊂ B∗.
Il est dit autodual si B = B∗.
Soit B ⊂ W un bon réseau. On note b∗ le quotient B∗/B. Il est naturellement muni
d’une structure d’espace vectoriel sur Fq et de la forme symplectique βb∗ définie par :
βb∗(pb∗(w), pb∗(w
′)) = pFq(̟
1−λψβ(w,w′)), (2.3)
où pb∗ désigne la projection naturelle de B∗ sur b∗. On pose l(B) = 12 dimFq b
∗. Alors
l(B) est un entier et deux bons réseaux B et B′ sont conjugués sous l’action de Sp(W )
si et seulement si on a l(B) = l(B′).
Si B est un bon réseau, on désigne par KB son stabilisateur dans Sp(W ). Alors, les
KB, pour B un bon réseau, forment l’ensemble des sous-groupes compacts maximaux
de Sp(W ) et deux tels sous-groupes KB et KB′ sont conjugués dans Sp(W ) si et
seulement si B et B′ sont dans la même Sp(W )-orbite, autrement dit si et seulement
si l(B) = l(B′).
Soit B ⊂ W un bon réseau et l = l(B). Alors, il existe une base autoduale (e1, . . . , er,
f1, . . . , fr) de W telle que
B = ̟Oe1 ⊕ · · · ⊕̟Oel ⊕Oel+1 ⊕ · · · ⊕ Oer ⊕Of1 ⊕ · · · ⊕ Ofr. (2.4)
De plus, les éléments de KB sont les éléments g de Sp(W ) dont la matrice dans la base
(e1, . . . , el, el+1, . . . , er, f1, . . . , fl, fl+1, . . . , fr) s’écrit par blocs :
a11 ̟a12 ̟b11 ̟b12
a21 a22 ̟b21 b22
̟−1c11 c12 d11 d12
c21 c22 ̟d21 d22

, (2.5)
les matrices aij, bij , cij, dij étant à coefficients dans O, a11 et d11 (resp. a22 et d22) étant
carrées d’ordre l (resp. r − l).
2.4 On garde les notations du paragraphe précédent. Soit B ⊂ W un bon réseau,
l = l(B) et (e1, . . . , er, f1, . . . , fr) une base autoduale de W vérifiant la relation 2.4.
Alors, le réseau dual de B est
B∗ = Oe1 ⊕ · · · ⊕ Oer ⊕̟
−1Of1 ⊕ · · · ⊕̟
−1Ofl ⊕Ofl+1 ⊕ · · · ⊕ Ofr
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et l’on a
B ⊂ A ⊂ B∗,
où A = Oe1 ⊕ · · · ⊕ Oer ⊕ Of1 ⊕ · · · ⊕ Ofr est un réseau autodual. On pose K =
KA. Les éléments de K sont les éléments de Sp(W ) dont la matrice dans la base
(e1, . . . , er, f1, . . . , fr) est à coefficients dans O.
Nous avons vu que b∗ = B∗/B, muni de la forme βb∗ est un espace symplectique de
dimension 2l sur Fq. On vérifie que la famille de vecteurs
(pb∗(e1), . . . , pb∗(el), pb∗(̟
−1f1), . . . , pb∗(̟
−1fl))
est une base symplectique de (b∗, βb∗).
De même, b = B/̟B∗ est naturellement muni d’une structure de Fq-espace vectoriel
et de la forme symplectique βb définie par
βb(pb(w), pb(w
′)) = pFq(̟
−λψβ(w,w′)), w,w′ ∈ B,
où pb désigne la projection naturelle de B sur b. La famille de vecteurs
(pb(el+1), . . . , pb(er), pb(fl+1), . . . , pb(fr))
est une base symplectique de b de sorte que la dimension de b sur Fq est 2(r − l).
Le groupe KB laissant invariant B, laisse invariant B∗. Il agit donc naturellement dans
b∗ (resp. b) et cette action induit un morphisme de KB dans Sp(b∗) (resp. Sp(b)), le
groupe symplectique associé à (b∗, βb∗) (resp. (b, βb)) ; ce morphisme est noté pSp(b∗)
(resp. pSp(b)). On a le résultat suivant :
Lemme 2.4.1 Le morphisme pSp(b∗)×pSp(b) est surjectif de KB sur le groupe Sp(b
∗)×
Sp(b).
Démonstration : Rappelons que si (W,β) est un espace symplectique sur le corps F , le
groupe symplectique Sp(W ) est engendré par les transvections symplectiques de (W,β)
qui sont les transformations de W de la forme τa,v : w 7→ w+aβ(v, w)v, a ∈ F , v ∈ W .
Il est immédiat que les transvections τa,v telles que a ∈ ̟1−λψO et v ∈ B∗ (resp.
a ∈ ̟−λψO et v ∈ B) sont dans KB et que leur image par pSp(b∗) × pSp(b) parcourt
l’ensemble des éléments de la forme (τ, Id) (resp. (Id, τ)) où τ est une transvection
symplectique de (b∗, βb∗) (resp. (b, βb)). D’où le lemme.
On désigne par K ′B le noyau du morphisme pSp(b∗) × pSp(b). On a
K ′B = {g ∈ KB, (g − 1)B ⊂ ̟B
∗ et (g − 1)B∗ ⊂ B}.
Les éléments de K ′B sont les éléments de Sp(W ) dont la matrice dans la base (el, . . . , el,
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el+1, . . . , er, f1, . . . , fl, fl+1, . . . , fr) s’écrit par blocs
Il +̟a11 ̟a12 ̟
2b11 ̟b12
a21 Ir−l +̟a22 ̟b21 ̟b22
c11 c12 Il +̟d11 d12
c21 ̟c22 ̟d21 Ir−l +̟d22

les matrice aij, bij , cij et dij étant des matrices à coefficients dans O, a11 et d11 (resp.
a22 et d22) étant carrées d’ordre l (resp. r − l).
2.5 On garde les notations du paragraphe précédent. Soit n un entier naturel. On
désigne par On l’anneau O/̟n+1O et par pOn la projection canonique de O sur On.
Alors, O0 = Fq et si n ≥ 1, On est un anneau local principal fini dont les idéaux
propres sont les puissances k-ièmes de l’idéal maximal ̟O/̟n+1O, 1 ≤ k ≤ n. De
plus la projection pOm passe au quotient, pour tout entier m > n, en un morphisme
d’anneau pn,m : Om −→ On ; on note plus simplement pn = pn,n+1. La famille des On
munie des morphismes pn,m constitue un système projectif d’anneaux dont il est bien
connu que l’anneau O, muni de sa topologie, est la limite projective : O = lim
←−
On.
On pose bn = B/̟n+1B∗ et b∗n = B
∗/̟nB. Ce sont des On-modules (et donc des
Om-modules, pour m ≥ n) de type fini. On a b0 = b et b∗0 = b
∗. Lorsque n ≥ 1, bn et
b∗n admettent 2r générateurs et ils sont libres si et seulement si l = 0 ou l = r (dans
ce cas, on a bn = b∗n+1 ou b
∗
n = bn+1). On désigne par pbn (resp. pb∗n) la projection
canonique de B (resp. B∗) sur bn (resp. b∗n) ; elle induit une projection naturelle de
bn+1 (resp. b∗n+1) sur bn (resp. b
∗
n) notée pn, laquelle est compatible avec les structures
de On+1-modules.
On désigne par EndB(W ) la sous-algèbre de Endk(W ) constituée des endomorphismes
linéaires laissant invariant B et B∗ et par GLB(W ) le sous-groupe de GL(W ) consti-
tué des éléments qui sont, ainsi que leur inverse, dans EndB(W ). Tout élément g de
EndB(W ) définit un élément g˙n (resp. g˙∗n) de EndOn(bn) (resp. EndOn(b
∗
n)) en posant
g˙npbn(v) = pbn(gv), v ∈ B (resp. g˙
∗
npb∗n(v) = pb∗n(gv), v ∈ B
∗). On vérifie que l’ap-
plication g 7→ g˙n (resp. g 7→ g˙∗n) est un morphisme surjectif d’algèbres de EndB(W )
sur EndOn(bn) (resp. EndOn(b
∗
n)) de noyau In = {g ∈ Endk(W )|gB ⊂ ̟
n+1B∗}
(resp. I∗n = {g ∈ Endk(W )|gB
∗ ⊂ ̟nB}). De plus, pour tout entier m > n, le
morphisme g 7→ g˙m (resp. g 7→ g˙∗m) passe au quotient en un morphisme d’algèbres
rn,m : EndOm(bm) −→ EndOn(bn) (resp. r
∗
n,m : EndOm(b
∗
m) −→ EndOn(b
∗
n)) ; on note
plus simplement rn = rn,n+1 (resp. r∗n = r
∗
n,n+1).
Lemme 2.5.1 Soit n un entier naturel.
(i) L’application g 7→ g˙n (resp. g 7→ g˙
∗
n) définit un morphisme surjectif de groupes de
GLB(W ) sur le groupe linéaire GLOn(bn) (resp. GLOn(b
∗
n)), de noyau Id + In (resp.
Id+ I∗n).
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(ii) Pour tout entier m > n, l’application rn,m (resp. r
∗
n,m) induit un morphisme surjec-
tif de groupes de GLOm(bm) sur GLOn(bn) (resp. GLOm(b
∗
m) sur GLOn(b
∗
n)) de noyau
Id+ In/Im (resp. Id+ I
∗
n/I
∗
m).
Démonstration : L’assertion (ii) est une conséquente immédiate de l’assertion (i). Mon-
trons l’assertion (i).
Il est clair que l’application g 7→ g˙n (resp. g 7→ g˙∗n) est un morphisme de groupes de
GLB(W ) dans GLOn(bn) (resp. GLOn(b
∗
n)), de noyau Id + In (resp. Id + I
∗
n). Il reste
à montrer la surjectivité.
Supposons que n = 0. Soient e1, . . . , er, f1, . . . , fr une base autoduale de W telle que
B = O̟e1⊕· · ·⊕O̟el⊕Oel+1⊕· · ·⊕Oer⊕Of1⊕· · ·⊕Ofr et U (resp. V ) le sous-espace
vectoriel de W engendré par e1, . . . , el, f1, . . . , fl (resp. el+1, . . . , er, fl+1, . . . , fr). Alors
G = {g ∈ GL(W )|g|U = Id et g(B∩V ) = B∩V } (resp. G∗ = {g ∈ GL(W )|g(B∗∩U) =
B∗ ∩ U et g|V = Id}) est un sous-groupe de GLB(W ) et son image par l’application
g 7→ g˙0 (resp. g 7→ g˙∗0) est GLFq(b) (resp. GLFq(b
∗)).
Supposons n ≥ 1. Soit g ∈ EndB(W ). Dire que g˙n ∈ GLOn(bn) (resp. g˙
∗
n ∈ GLOn(b
∗
n))
revient à dire qu’il existe g′ ∈ EndB(W ) tel que gg′ ∈ Id+ In (resp. gg′ ∈ Id+ I∗n). Or,
Id+In et Id+I∗n sont des sous-groupes de GLB(W ). Il est alors clair que g ∈ GLB(W ).
Le On-module bn (resp. b∗n) est naturellement muni d’une forme symplectique, βbn
(resp. βb∗n) définie par
βbn(pbn(v), pbn(w))= pOn(̟
−λψβ(v, w)), v, w ∈ B (2.6)
βb∗n(pb∗n(v), pb∗n(w))= pOn(̟
1−λψβ(v, w)), v, w ∈ B∗ (2.7)
On désigne par Sp(bn) (resp. Sp(b∗n)) le groupe symplectique correspondant. Il est clair
que, si g ∈ KB, g˙n ∈ Sp(bn) (resp. g˙∗n ∈ Sp(b
∗
n)) et que, pour tout entier m > n, le
morphisme rn,m (resp. r∗n,m) envoie Sp(bm) dans Sp(bn) (resp. Sp(b
∗
m) dans Sp(b
∗
n)).
La famille des Sp(bn) (resp. Sp(b∗n)), munie des morphismes rn,m (resp. r
∗
n,m) constitue
un système projectif de groupes.
Lemme 2.5.2 (i) Pour tout n ∈ N, le morphisme de groupes rn : Sp(bn+1) −→ Sp(bn)
(resp. r∗n : Sp(b
∗
n+1) −→ Sp(b
∗
n)) est surjectif.
(ii) L’application g −→ (g˙n)n∈N (resp. g −→ (g˙
∗
n)n∈N) induit un isomorphisme de
groupes topologiques de KB sur lim
←−
Sp(bn) (resp. lim
←−
Sp(b∗n)).
Démonstration : (i) On montre la surjectivité de rn, la démonstration de celle de r∗n
étant identique.
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Supposons dans un premier temps que n ≥ 1. Soit g ∈ Sp(bn). D’après le lemme 2.5.1, il
existe g˜ ∈ GLOn+1(bn+1) tel que rn(g˜) = g. Il suffit de montrer qu’il existe h ∈ In/In+1
tel que (Id + h)g˜ ∈ Sp(bn+1). Définissons l’application γ : bn+1 × bn+1 −→ On+1
en posant γ(v, w) = βbn+1(g˜
−1v, g˜−1w) − βbn+1(v, w) ; c’est une application bilinéaire
alternée sur bn+1 à valeurs dans l’idéal minimal ̟n+1O/̟n+2O. Soit h ∈ In/In+1. Dire
que (Id+ h)g˜ ∈ Sp(bn+1) revient à dire que l’on a
βbn+1((Id+ h)v, (Id+ h)w)− βbn+1(v, w) = γ(v, w), v, w ∈ bn+1 (2.8)
Mais, h étant un élément de In/In+1, on a hbn+1 ⊂ ̟n+1B∗/̟n+2B∗. Comme n ≥ 1,
on en déduit que
βbn+1(hbn+1, hbn+1)⊂ pOn+1(̟
2(n+1)−λψβ(B∗, B∗))
⊂ pOn+1(̟
2n+1O) ⊂ pOn+1(̟
n+2O) = {0}.
La relation 2.8 s’écrit alors
βbn+1(hv, w) + βbn+1(v, hw) = γ(v, w), v, w ∈ bn+1.
Or, la forme βbn+1 étant symplectique, il existe h
′ ∈ EndOn+1(bn+1) tel que
γ(v, w) = βbn+1(h
′v, w) = βbn+1(v, h
′w), v, w ∈ bn+1.
Il suffira de prendre h = 1
2
h′, dès que l’on aura montré que h′ ∈ In/In+1. Or, on a
γ(v, w) ∈ ̟n+1O/̟n+2O, v, w ∈ bn+1. On en déduit que, pour tout w ∈ ̟B/̟n+2B∗,
βbn+1(h
′bn+1, w) = {0}. Autrement dit, h′bn+1 ⊂ (̟B/̟n+1B∗)⊥ = ̟n+1B∗/̟n+2B∗,
i.e. h′ ∈ In/In+1 comme voulu.
Il reste à examiner le cas n = 0. Mais, il suit du lemme 2.4.1 que l’application g 7→ g˙0
est un morphisme surjectif de KB sur Sp(b) = Sp(b0). Il suffit alors de remarquer que
g˙0 = r0(g˙1), g ∈ KB.
(ii) On donne la démonstration pour l’application g −→ (g˙n)n∈N, celle pour l’autre
application étant identique. Pour tout entier naturel n, la matrice d’un élément de In
dans une base quelconque du O-module B est à coefficients dans ̟nO. On en déduit
que ∩n∈NIn = {0} et que la famille (Id+ In)n∈N est une base de voisinages de l’élément
neutre dans GLB(W ). Il est alors immédiat que l’application g −→ (g˙n)n∈N est un
morphisme injectif de groupes topologiques de KB dans lim
←−
Sp(bn). Comme KB est
compact, il nous suffit de montrer que ce morphisme est surjectif.
Soit donc (gn)n∈N ∈ lim
←−
Sp(bn). Pour tout entier naturel n, soit g˜n ∈ GLB(W ) tel
que ˙˜gn = gn. Par construction, on a g˜n+1 − g˜n ∈ In. Il s’ensuit que la suite (g˜n)
converge dans EndB(W ) vers un élément g appartenant à GLB(W ) et vérifiant g˙n = gn,
n ∈ N. Il reste à voir que g ∈ Sp(W ). Soit v, w ∈ B. Alors, pour tout n ∈ N, on a
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pOn(̟
−λψ(β(gv, gw)− β(v, w))) = βbn(g˙npbn(v), g˙npbn(w)) − βbn(pbn(v), pbn(w)) = 0.
On en déduit que β(gv, gw)− β(v, w) ∈ ∩n∈N̟−λψ+nO = {0}. D’où le lemme.
2.6 On reprend les notations du paragraphe 2.4. On note x = A/B ; c’est un sous-
espace totalement isotrope maximal de b∗. On voit que x est le sous-espace vectoriel de
b∗ engendré par (pb∗(e1), . . . , pb∗(el)). Inversement : si y est un lagrangien de b∗, alors
A = p−1b∗ (y) est un réseau autodual de W tel que B ⊂ A ⊂ B
∗ et il existe une base
autoduale (e1, . . . , er, f1, . . . , fr) de W vérifiant la relation 2.4 et engendrant A comme
O-module.
D’autre part, Sp(b∗) est engendré par Jl et le sous-groupe parabolique Pb∗ = Sp(b∗)(x),
stabilisateur du lagrangien x dans Sp(b∗).
Si on note PB = p
−1
Sp(b∗)(Pb∗), on a :
K ′B ⊂ K et K ∩KB = PB.
On voit alors que PB est l’ensemble des g ∈ Sp(W ) dont la matrice dans la base
(e1, . . . , el, el+1, . . . , er, f1, . . . , fl, fl+1, . . . , fr)
s’écrit par blocs
g =

a11 ̟a12 ̟b11 ̟b12
a21 a22 ̟b21 b22
c11 c12 d11 d12
c21 c22 ̟d21 d22

(2.9)
les matrices aij , bij , cij et dij étant à coefficients dans O, a11 et d11 (resp. a22 et d22)
étant carrées d’ordre l (resp. r − l).
On désigne par ςB l’élément de KB dont la matrice dans cette même base est
ςB =

0 0 ̟Il 0
0 Ir−l 0 0
−̟−1Il 0 0 0
0 0 0 Ir−l

Lemme 2.6.1 Avec les notations ci-dessus, KB est engendré par PB et ςB.
Démonstration : On a :
– ςB(ei) = −̟−1fi, 1 ≤ i ≤ l,
– ςB(̟−1fi) = ei, 1 ≤ i ≤ l.
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Il s’en suit que pSp(b∗)(ςB) = Jl. Le résultat voulu s’en déduit facilement.
On désigne par NB (resp. NB) le sous-groupe de KB constitué des éléments xB(a)
(resp. yB(a)), ayant dans la base
(e1, . . . , el, el+1, . . . , er, f1, . . . , fl, fl+1, . . . , fr)
une matrice de la forme
Il 0 ̟a 0
0 Ir−l 0 0
0 0 Il 0
0 0 0 Ir−l

(resp.

Il 0 0 0
0 Ir−l 0 0
̟−1a 0 Il 0
0 0 0 Ir−l

),
où a est une matrice symétrique d’ordre l à coefficients dans O.
Corollaire 2.6.1 Le groupe KB est engendré par PB et NB.
Démonstration : C’est une conséquence immédiate du lemme 2.6.1 et de ce que d’une
part NB est un sous-groupe de PB et que d’autre part on a ςB = xB(Il)yB(−Il)xB(Il).
Remarque. Il résulte de [2] que les sous-groupesKB sont les stabilisateurs des sommets
de l’immeuble du groupe Sp(W ). Pour être plus précis, si l’on choisit une base autoduale
(e1, . . . , er, f1, . . . , fr) de W et si, pour 0 ≤ l ≤ r, on pose Bl = O̟e1 ⊕ · · ·O̟el ⊕
Oel+1 ⊕ · · · ⊕ Oer ⊕ Of1 ⊕ · · · ⊕ Ofr, alors les KBl , 0 ≤ l ≤ r, sont les stabilisateurs
des sommets d’une chambre, les cas où l = 0 et l = r correspondant aux deux sommets
hyperspéciaux. De plus, parmi les sous-groupes KBl, 0 ≤ l ≤ r, seuls KB0 et KBr sont
conjugués par un élément du groupe des similitudes symplectiques : si on désigne par
dr la similitude symplectique dont la matrice dans la base autoduale choisie est̟Ir 0
0 Ir

on a KBr = drKB0d
−1
r .
2.7 On garde les notations du paragraphe précédent. Il est clair que B∗\̟B∗ est
une partie de W qui est invariante sous l’action de KB.
Lemme 2.7.1 (i) Pour tout b ∈ B∗\B (resp. b ∈ B\̟B∗), on a K ′Bb = b+ B (resp.
K ′Bb = b+̟B
∗).
(ii) Les orbites de KB dans B
∗\̟B∗ sont B∗\B et B\̟B∗.
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(iii) Les orbites de PB dans B
∗\̟B∗ sont B∗\A, A\B et B\̟B∗.
Démonstration : Il est clair que B∗\B et B\̟B∗ (resp. B∗\A, A\B et B\̟B∗) sont
invariants sous l’action de KB (resp. PB). Il reste à montrer (i) et le fait que chacun
de ces ensembles est une KB-orbite (resp. PB-orbite).
On vérifie facilement que l’image de PB par le morphisme pSp(b∗)×pSp(b) est Pb∗×Sp(b).
Comme les orbites de Pb∗ dans b∗ sont {0}, x\{0} et b∗\x et comme Sp(b) (resp. Sp(b∗))
agit transitivement dans b\{0} (resp. b∗\{0}) il suffit de montrer que, pour un élément
particulier b de B∗\B (resp. B\̟B∗), on a K ′Bb = b+B (resp. K
′
Bb = b+̟B
∗) : on
peut prendre b = e1 (resp b = el+1).
Dans la suite de la démonstration, on identifie chaque élément de W (resp. GL(W ))
avec le vecteur colonne de ses coordonnées (resp. sa matrice) dans la base (e1, . . . , el,
el+1, . . . , er, f1, . . . , fl, fl+1, . . . , fr).
Supposons que b = e1 ∈ B∗\B et soit u ∈ B. Alors, on a u =
(
̟λ1
λ2
µ1
µ2
)
avec λ1, µ1 ∈ Ol,
λ2, µ2 ∈ O
r−l, et l’élément k =
(
a−1 0
0 ta
)
où
a =
Il +̟λ1te1 0
λ2
te1 Ir−l

est dansK ′B et vérifie k(e1+u) = e1+u
′ avec u′ =
( 0
0
µ′1
µ′2
)
, µ′i, i = 1, 2, étant à coefficients
dans O. Mais alors l’élément h =
(
Ir 0
c Ir
)
avec
c = −
µ′1te1 + e1tµ′1 − tµ′1e1E11 e1tµ′2
µ′2
te1 0

est dans K ′B et vérifie hk(e1 + u) = e1.
Plaçons nous dans le cas où b = el+1 ∈ B\̟B∗ et soit u ∈ ̟B∗. Alors, on peut écrire
b =
( 0
e1
0
0
)
et u =
(
̟λ1
̟λ2
µ1
̟µ2
)
avec λ1, µ1 ∈ Ol, λ2, µ2 ∈ Or−l, et l’élément k =
(
a−1 0
0 ta
)
où
a =
Il ̟λ1te1
0 Ir−l +̟λ2
te1

est dans K ′B et vérifie k(el+1 + u) = el+1 + u
′ avec u′ =
( 0
0
µ′1
̟µ′2
)
, µ′i, i = 1, 2, étant à
coefficients dans O. Mais alors l’élément h =
(
Ir 0
c Ir
)
avec
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c = −
 0 µ′1te1
e1
tµ′1 ̟(µ
′
2
te1 + e1
tµ′2)−̟
tµ′2e1E11

est dans K ′B et vérifie hk(el+1 + u) = el+1.
3 La représentation de Weil
Dans cette section, nous rappelons certains résultats sur la représentation de Weil et
le groupe métaplectique. On peut consulter [21], [11, Chapitre 2], [17], [3], [14] et [4].
Dans la suite, les représentations induites que nous considérons sont des représentations
induites unitaires à droite. Plus précisément, si G est un groupe localement compact, H
un de ses sous-groupes fermés, tous deux unimodulaires, et ρ une représentation unitaire
de H dans l’espace de Hilbert H, IndGH ρ désigne la représentation de G agissant par
translations à droite dans l’espace des fonctions ϕ : G −→ H qui vérifient
ϕ(hg) = ρ(h)ϕ(g), g ∈ G, h ∈ H,∫
H\G
‖ϕ(g)‖2 dg˙ < +∞
où dg˙ désigne une mesure de Radon G-invariante sur H\G.
3.1 Dans ce paragraphe, F désigne de nouveau soit un anneau local fini de caracté-
ristique différente de 2, soit un corps local non archimédien de caractéristique résiduelle
différente de 2 et ψ un caractère unitaire non trivial de F . Si F est un anneau local
fini, on suppose que ψ est primitif, en ce sens que son noyau ne contient pas d’autre
idéal que {0}.
Soit (W,β) un F -espace symplectique ; si F est un corps, on note 2r la dimension de
W sur F . Le groupe de Heisenberg associé est l’ensemble H(W ) = W × F , muni de la
multiplication
(w, t)(w′, t′) = (w + w′, t+ t′ +
1
2
β(w,w′)), w, w′ ∈ W , t, t′ ∈ F.
Muni de la topologie produit, H(W ) est un groupe localement compact.
Le centre de H(W ) est {0} × F que l’on identifie à F , via l’application :
t ∈ F 7−→ (0, t) ∈ H(W ).
On identifie également W à un sous-ensemble de H(W ) au moyen de l’application :
w ∈ W 7−→ (w, 0) ∈ H(W ).
17
Dans ces conditions, on a w−1 = −w, pour tout w ∈ W .
Par le théorème de Stone Von-Neumann (voir [3, 2] pour le cas où F n’est pas un
corps), nous savons qu’il existe une unique (à équivalence près) représentation unitaire
irréductible (ρψ,H) de H(W ) de caractère central ψ. On l’appelle la représentation de
Schrödinger de caractère central ψ de H(W ). On la note ρW,ψ lorsque l’on souhaite
faire apparaître qu’il s’agit d’une représentation du groupe de Heisenberg construit sur
W .
Nous rappelons comment construire de telles représentations, selon [11, Chapitre 2] et
[3]. Soit A ⊂W un sous-groupe fermé. On pose
A∗ = {v ∈ W, ψ(β(v, a)) = 1, pour tout a ∈ A}.
Alors A∗ est un sous-groupe fermé de W , appelé sous-groupe dual : lorsque F est un
corps local et A est un réseau, on retrouve la notion de réseau dual (voir 2.2). On dit
que A est autodual si A = A∗. Lorsque F est un corps local, les sous-espaces lagrangiens
et les réseaux autoduaux sont des exemples de sous-groupes autoduaux.
Lorsque F est un anneau local fini, tout sous-espace lagrangien est un sous-groupe
autodual. On sait que si F est un corps, il existe des lagrangiens. Nous allons montrer
qu’il en existe pour tout anneau local fini.
Soit m l’idéal maximal de F . Son annulateur s est l’unique idéal propre minimal de F .
Fixons un élément non nul s0 ∈ s. Alors l’application a 7−→ as0 passe au quotient en
un isomorphisme de F -modules du corps résiduel F = F/m sur s. On désigne par µ un
tel isomorphisme.
Lemme 3.1.1 Soit F un anneau local fini et (W,β) un F -espace symplectique. Soit
A ⊂W un sous-module.
(i) On a A⊥⊥ = A.
(ii) On suppose que l’on a les inclusions mA ⊂ A⊥ ⊂ A. Alors, A/A⊥ est naturellement
muni d’une structure de F -espace vectoriel, la restriction β|A de β à A prend ses valeurs
dans s et l’application µ−1 ◦ β|A passe au quotient à A/A
⊥ en une forme symplectique.
Démonstration : Pour le point (i), voir [4, Lemma 2.1].
Soit A un sous-module de W vérifiant les hypothèses du (ii). L’unique chose à vérifier
est que β|A est à valeurs dans s. Or ceci résulte de ce que, compte tenu des hypothèses,
mβ(A,A) = β(mA,A) ⊂ β(A⊥, A) = {0}.
Lemme 3.1.2 Soit F un anneau local fini et W un F -espace symplectique. Alors W
admet des sous-espaces lagrangiens.
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Démonstration : Soit A ⊂W un sous-F -module totalement isotrope et maximal. Il suffit
de montrer que A = A⊥. Or, il suit de [4, Lemma 10.1] que mA⊥ ⊂ A (le résultat cité
est énoncé sous l’hypothèse que A est isotrope, Sp(W )-invariant et maximal, mais il est
clair que la démonstration reste valable si l’on y remplace Sp(W ) par n’importe lequel
de ses sous-groupes). Comme A⊥⊥ = A, on voit alors que A⊥ vérifie les hypothèses du
(ii) du lemme 3.1.1. Par suite, µ−1 ◦ β|A⊥ passe au quotient en une forme symplectique
sur le F -espace vectoriel A⊥/A et l’image réciproque dans A⊥ d’un lagrangien de cet
espace symplectique est un sous-groupe autodual de W contenant A. On a donc A =
A⊥.
Soit A un sous-groupe autodual deW . Alors, A×F est un sous-groupe fermé de H(W )
et la formule
ψA(w, t) = ψ(t), (w, t) ∈ A× F,
définit un caractère de A×F . On note alors ρAψ = Ind
H(W )
A×F ψA la représentation induite
du caractère ψA de A × F à H(W ). La représentation ρAψ se réalise dans l’espace H
A
ψ
des fonctions ϕ : W −→ C qui vérifient
ϕ(a+ w) = ψ(
1
2
β(w, a))ϕ(w), a ∈ A, w ∈ W,∫
W/A
|ϕ(w)|2 dw˙ < +∞,
où dw˙ désigne une mesure de Haar sur le groupe additif W/A, par la formule
ρAψ (w, t)ϕ(w
′) = ψ(t+
1
2
β(w′, w))ϕ(w′ + w), w,w′ ∈ W , t ∈ F. (3.1)
Théorème 3.1.1 (i) Soit A un sous-groupe autodual de W . Alors la représentation
ρAψ est irréductible et appartient à la classe de ρψ.
(ii) Soit A et B deux sous-groupes autoduaux de W et db˙ une mesure de Haar sur le
groupe additif quotient B/A∩B. Pour ϕ ∈ HAψ continue à support compact modulo A,
on pose
IB,Aϕ(w) =
∫
B/A∩B
ϕ(w + b)ψ(
1
2
β(b, w)) db˙, w ∈ W. (3.2)
Alors l’intégrale 3.2 converge pour tout w, la fonction IB,Aϕ est un élément de H
B
ψ et
IB,A : H
A
ψ −→ H
B
ψ se prolonge de manière unique en un opérateur continu, encore noté
IB,A, entrelaçant les représentations ρ
A
ψ et ρ
B
ψ .
Supposons que F soit un corps. SoitX et Y deux lagrangiens deW tels queW = X⊕Y .
Alors, pour un bon choix de la mesure de Haar dx sur X, l’application ϕ 7−→ ϕ|X
est une isométrie de HYψ sur L
2(X, dx) permettant d’identifier ces deux espaces. La
représentation ρYψ réalisée dans L
2(X, dx) est alors donnée par les formules suivantes :
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ρYψ (x, 0)ϕ(x
′) =ϕ(x′ + x), x, x′ ∈ X (3.3)
ρYψ (y, 0)ϕ(x
′) =ψ(β(x′, y))ϕ(x′), y ∈ Y , x′ ∈ X. (3.4)
Lorsque F est un corps local et A est un lagrangien (resp. un réseau) de W , on dit que
ρAψ est un modèle de Schrödinger (resp. latticiel) de la représentation ρψ.
3.2 On garde les notations du paragraphe précédent. Le groupe symplectique Sp(W )
opère par automorphismes dans H(W ) par la formule
x.(w, t) = (xw, t), pour tout w ∈ W , t ∈ F.
Cette action fixe F point par point.
Soit (ρψ,H) une représentation unitaire irréductible de H(W ) de caractère central ψ
et désignons par U(H) le groupe des transformations unitaires de l’espace de Hilbert
H. On note Ŝp(W )ψ le sous-groupe topologique de Sp(W )× U(H) formé des couples
(g,M(g)) vérifiant :
M(g)ρψ(h)M(g)
−1 = ρψ(g.h), h ∈ H(W ). (3.5)
On voit que si (g,M(g)) ∈ Ŝp(W )ψ alors (g, zM(g)) ∈ Ŝp(W )ψ pour tout z ∈ U, le
groupe des nombres complexes de module 1. Il suit du théorème de Stone Von-Neumann
que Ŝp(W )ψ est une extension centrale de Sp(W ) par les opérateurs scalaires de norme
1 ; on a une suite exacte courte :
1 −→ U α1−→ Ŝp(W )ψ
α2−→ Sp(W ) −→ 1, (3.6)
où α1 : z 7−→ (1, zId) et α2 : (g,M(g)) 7−→ g. La représentation métaplectique Sψ de
Ŝp(W )ψ agissant dans H est donnée par
Sψ(g,M(g)) = M(g). (3.7)
On la note SW,ψ si l’on souhaite faire apparaître qu’il s’agit de la représentation méta-
plectique associée au groupe symplectique Sp(W ).
En fait, on peut se restreindre à un revêtement d’ordre au plus 2 de Sp(W ) grâce au
résultat suivant :
Théorème 3.2.1 (i) Si F est un anneau local fini, il existe un morphisme de groupes
de Sp(W ) dans Ŝp(W )ψ qui scinde la suite exacte 3.6. Lorsque F est le corps fini Fq,
à l’exception du cas où q = 3 et dimW = 2, cet homomorphisme est unique.
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(ii) Si F est un corps local non archimédien et W est non nul, la suite exacte 3.6 ne
se scinde pas, mais il existe un unique sous-groupe Mp(W )ψ de Ŝp(W )ψ tel que la
restriction de α2 à ce sous-groupe soit surjective et ait un noyau d’ordre 2. Ce sous-
groupe est fermé et la restriction α2 à ce sous-groupe en fait un revêtement d’ordre 2
de Sp(W ).
Voir [18] et [3] pour le point (i) et [21] pour le point (ii).
Lorsque F est un corps local non archimédien, on sait qu’à isomorphisme canonique
près, il n’existe qu’un revêtement d’ordre 2 de Sp(W ), non trivial. Ce revêtement s’iden-
tifie donc de manière canonique au sous-groupe Mp(W )ψ de Ŝp(W )ψ : désormais on le
note Mp(W ) et on l’appelle le groupe métaplectique de l’espace symplectique W ou le
revêtement métaplectique du groupe Sp(W ). Dans la suite, on appelle représentation
de Weil de type ψ et on note Sψ ou SW,ψ si l’on tient à préciser, la restriction de la
représentation Sψ à Mp(W ).
Si A est un sous-groupe autodual de W , on note Ŝp(W )
A
ψ , Mp(W )
A
ψ et S
A
ψ ou S
A
W,ψ
les objets précédents construits en utilisant la réalisation ρAψ dans l’espace H
A
ψ de la
représentation ρψ. On parle alors de modèle de Schrödinger ou de modèle latticiel de
la représentation de Weil, suivant que A est un lagrangien ou bien un réseau.
Lorsque F est un anneau local fini, on appelle représentation de Weil de type ψ et
on note Sψ ou SW,ψ, la représentation composée de Sψ avec un homomorphisme de
Sp(W )dans Ŝp(W )ψ scindant la suite exacte 3.6. Étant donnée une représentation de
Weil, toutes les autres s’écrivent comme produit de celle-ci par un caractère unitaire
de Sp(W ). Si A est un sous-groupe autodual de W , on désignera par SAψ ou S
A
W,ψ une
représentation de Weil construite en utilisant la réalisation ρAψ dans l’espace H
A
ψ de la
représentation ρψ.
Plus généralement, F étant toujours un anneau local fini, si G est un groupe fini et si
γ : G −→ Sp(W ) est un morphisme de groupes, on appelle représentation de Weil de
type ψ de G relative au morphisme γ, toute représentation S de G dans l’espace de la
représentation ρψ vérifiant la relation
S(g)ρψ(h)S(g)
−1 = ρψ(γ(g).h), g ∈ G, h ∈ H(W ).
Ici encore, étant donnée une représentation de Weil, toutes les autres s’écrivent comme
produit de celle-ci par un caractère unitaire de G.
Si F = Fq, Sp(W ) admet une unique représentation de Weil, sauf dans le cas q = 3 et
dimW = 2 (à l’exception de ce cas, le groupe Sp(W ) est parfait). Cela dit, il existe
dans tous les cas un choix canonique, que nous décrivons dans le paragraphe suivant :
dans la suite, on convient que la représentation de Weil Sψ est celle correspondant à
ce choix.
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3.3 Dans ce paragraphe, on garde les notations du paragraphe précédent et on
suppose que F est un corps fini. On rappelle que si η est un caractère additif de F ,
l’indice de Weil relatif à η est l’application ωη : F× −→ U définie par
ωη(a) = [F ]
− 1
2
∑
t∈F
η(at2). (3.8)
Si a ∈ F×, on désigne par aη le caractère additif t 7→ η(at) de F . On pose alors
ω = ω 1
2
ψ. (3.9)
Soit X un sous-espace lagrangien de W et soit (e1, . . . , er, f1, . . . , fr) une base symplec-
tique de W telle que (e1, . . . , er) soit une base de X.
Si g ∈ Sp(W ), on pose
j(g) = r − dimX ∩ gX (3.10)
Pour 0 ≤ j ≤ r, soit
Ωj = {g ∈ Sp(W )|j(g) = j}.
Alors, Ω0 n’est autre que P , le sous-groupe parabolique de Sp(W ) stabilisateur de
X, chaque Ωj est une double classe sous P et Sp(W ) est la réunion disjointe des Ωj ,
0 ≤ j ≤ r. Pour S ⊂ {1, . . . , r}, on désigne par τS l’élément de Sp(W ) tel que
τS.ei =
fi si i ∈ Sei si i /∈ S τS.fi =
−ei si i ∈ Sfi si i /∈ S
Alors, si cardS = j, on a : Ωj = PτSP .
D’après [17, Lemma 5.1], il existe une application θ : Sp(W ) −→ F×/(F×)2 telle que
– θ(p1gp2) = θ(p1)θ(g)θ(p2), p1, p2 ∈ P , g ∈ Sp(W ) ;
– θ(τS) = 1, S ⊂ {1, . . . , r} ;
– θ(p) = detX(p) mod (F×)2, p ∈ P .
Si g ∈ Sp(W ), on pose
m(g) = ω(θ(g))−1ω(1)1−j(g), (3.11)
où ω est l’indice de Weil relatif au caractère 1
2
ψ (voir les formules 3.8 et 3.9).
Soit µX la mesure de Haar sur X de masse totale 1. Si g ∈ Sp(W ) on pose
SXψ (g) = m(g)q
j(g)
2 MX(g), (3.12)
où MX(g) est l’opérateur de l’espace HXψ défini par
MX(g)ϕ(w) =
∫
X
ψ(
1
2
β(x, w))ϕ(g−1(w + x)) dµX(x), ϕ ∈ H
X
ψ , w ∈ W. (3.13)
Le résultat suivant est alors conséquence de [14, 4.2, Lemma] :
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Lemme 3.3.1 L’application
g 7−→ (g, SXψ (g))
est un homomorphisme de groupes de Sp(W ) dans Ŝp(W )
X
ψ scindant la suite exacte
3.6.
3.4 Dans ce paragraphe, on suppose que F est un anneau local fini et on se donne
un sous-groupe G de Sp(W ). Nous rappelons un certain nombre des résultats de [3] et
[4] concernant la décomposition des représentations de Weil sur F .
On désigne par F(W ) le C-espace vectoriel des fonctions à valeurs complexes sur W .
On munit F(W ) de la structure de Sp(W )-module définie par g.ϕ(w) = ϕ(g−1w),
w ∈ W .
Soit (ρψ,H) une représentation de Schrödinger de H(W ) et soit S une représentation
de Weil de type ψ de Sp(W ). La représentation S induit une structure de Sp(W )-
module dans EndC(H) définie par g.A = S(g)AS(g−1). On a alors le résultat suivant
(voir [3, Theorem 4.5]) :
Théorème 3.4.1 L’application ϕ 7→
∑
w∈W ϕ(w)ρψ(w, 0) de F(W ) dans EndC(H) est
un isomorphisme de Sp(W )-module.
On munit le sous-groupe G de Sp(W ) de la mesure de Haar normalisée. Le théorème
précédent a pour conséquence le résultat suivant (voir [3, Corollary 4.6]) :
Corollaire 3.4.1 Le carré de la norme, comme élément de L2(G), du caractère de la
restriction à G d’une représentation de Weil de Sp(W ) est égal au nombre d’orbites du
groupe G dans W .
Les résultats présentés dans la suite sont ceux de [4, paragraphe 4]. Soit U ⊂ W un
sous-module isotrope, non nul et Sp(W )-invariant. Alors, U⊥ = U⊥/U est un F -espace
symplectique pour la forme symplectique β définie par β(v + U,w + U) = β(v, w).
On pose H(U⊥) = U⊥ × F : c’est un sous-groupe du groupe de Heisenberg H(W ) et
l’application pU : (v, t) 7→ (v + U, t) est un morphisme surjectif de H(U⊥) sur H(U⊥).
De plus l’action du groupe Sp(W ) dans U⊥ passe au quotient en une action dans
U⊥ par automorphismes symplectiques, fournissant ainsi un morphisme de groupes
rU : Sp(W ) −→ Sp(U⊥). Soit ρU⊥,ψ l’inflation de la représentation de Schrödinger de
H(U⊥) via pU à H(U⊥) et soit σ une représentation de Weil de type ψ de Sp(W )
relative à rU , que l’on réalise dans le même espace Hσ : σ est le produit tensoriel de
l’inflation d’une représentation de Weil de Sp(U⊥) via rU à Sp(W ) par un caractère
de Sp(W ). Comme nous l’avons vu, le groupe Sp(W ) agit par automorphismes dans le
groupe H(W ) et il laisse stable le sous-groupe H(U⊥). Nous pouvons donc considérer
le groupe produit semi-direct Sp(W )⋉H(W ) et son sous-groupe Sp(W )⋉H(U⊥). On
définit alors la représentation σρU⊥,ψ de Sp(W )⋉H(U⊥) dans l’espace Hσ en posant
σρU⊥,ψ(gh) = σ(g)ρU⊥,ψ(h), g ∈ Sp(W ) et h ∈ H(U⊥). Soit RU,σ la représentation de
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Sp(W )⋉H(W ) définie par
RU,σ = Ind
Sp(W )⋉H(W )
Sp(W )⋉H(U⊥) σρU⊥,ψ
On note SU,σ la restriction de la représentation RU,σ à Sp(W ). Si χ un caractère de
Sp(W ), on a SU,χ⊗σ = χ⊗ SU,σ.
On vérifie que l’espace de la représentation RU,σ s’identifie, via l’application de restric-
tion au sous-ensembleW du sous-groupeH(W ) du produit semi-direct Sp(W )⋉H(W ),
à l’espace HU des fonctions ϕ définies surW , à valeurs dans Hσ, qui vérifient la relation
ϕ(x+ u) = ψ(
1
2
β(x, u))ρU⊥,ψ(u)ϕ(x), x ∈ W , u ∈ U
⊥. (3.14)
Si x ∈ W , on note xˆ (resp. x˙) sa classe dans le module quotient W/U⊥ (resp. W/U).
Le groupe Sp(W ) agit naturellement dans W/U⊥ et si x ∈ W , on désigne par G(xˆ) le
stabilisateur de xˆ = x + U⊥ dans G. Rappelons que l’on identifie x à l’élément (x, 0)
du groupe de Heisenberg H(W ). Alors xG(xˆ)x−1 est un sous-groupe de G ⋉ H(U⊥).
Plus précisément, si g ∈ G(xˆ), on a
xgx−1 = g(g−1x− x,
1
2
β(x, g−1x)).
On définit une représentation, que nous noterons σG,x˙, de G(xˆ) dans Hσ en posant
pour g ∈ G(xˆ),
σG,x˙(g) = σρU⊥,ψ(xgx
−1)
= σ(g)ρU⊥,ψ(g
−1x− x,
1
2
β(x, g−1x))
(on vérifie que la représentation σG,x˙ ne dépend que de la classe x˙ de x dans W/U) et
on considère la représentation SG,x˙ de G définie par
SG,x˙ = Ind
G
G(xˆ) σG,x˙.
On désigne par HG,x˙ l’espace de la représentation SG,x˙. Il est constitué des fonctions
ϕ : G 7→ Hσ qui vérifient
ϕ(hg) = σG,x˙(h)ϕ(g), g ∈ G, h ∈ G(xˆ).
Si ϕ ∈ HG,x˙, IG,x˙ϕ désigne la fonction élément de HU à support dans l’orbite de x
modulo U⊥ sous l’action de G telle que
IG,x˙ϕ(g.x) = σ(g)ϕ(g
−1), g ∈ G.
Si x = 0, on a SG,0 = σ|G. Lorsque G = Sp(W ), on note simplement σx˙ (resp. Sx˙) au
lieu de σG,x˙ (resp. SG,x˙).
24
Si H est l’espace d’une représentation π de Sp(W ) , on désigne par H± le sous-espace
propre de −Id dans H pour la valeur propre ±1. Comme {±Id} est un sous-groupe
central de Sp(W ), le sous-espace H± est invariant sous la représentation π et on désigne
par π± la représentation de Sp(W ) dans ce sous-espace qui en résulte, lorsque celui-ci
est non nul. On a clairement H = H+ ⊕H− et donc π = π± ou π = π+ ⊕ π−, suivant
que l’un des espaces H± est nul ou non.
Dans ce qui suit, on suppose que G = Sp(W ). Soit x ∈ W . Si x ∈ U⊥, on a G(xˆ) =
Sp(W ) et deux cas se présentent alors : si U⊥ = {0}, Sx˙ = σx˙ est de dimension 1 et
irréductible ; dans le cas contraire, Sx˙ = σx˙ est somme directe des sous-représentations
S±x . Par contre, si x /∈ U
⊥, −Id n’est pas un élément de G(xˆ) et la représentation
σx˙ s’étend au sous-groupe G˜(xˆ) = {±Id}G(xˆ) de Sp(W ) en la représentation σ±x en
décidant que σ±x (−Id) = ±Id. Alors, on a
S±x˙ = Ind
Sp(W )
G˜(xˆ)
σ±x˙
et donc
Sx˙ = S
+
x˙ ⊕ S
−
x˙ .
Lemme 3.4.1 (i) La restriction à H(W ) de la représentation RU,σ est équivalente à
la représentation de Schrödinger ρψ.
(ii) La représentation SU,σ est une représentation de Weil de type ψ de Sp(W ) et toute
représentation de Weil de type ψ de Sp(W ) est obtenue ainsi.
(iii) Soit G un sous-groupe de Sp(W ). Si x ∈ W , le sous-espace HUG,xˆ de H
U constitué
des fonctions à support dans l’orbite de x modulo U⊥ sous l’action de G est (SU,σ)|G-
invariant. De plus, l’application IG,x˙ est un isomorphisme de G-modules de l’espace
HG,x˙ de la représentation SG,x˙ sur H
U
G,xˆ. Ainsi, la représentation de G induite par S
U,σ
dans HUG,xˆ est équivalente à la représentation SG,x˙.
(iv) Si X ⊂ W est un ensemble de représentants des G-orbites dans W/U⊥\{0}, on
a :
(SU,σ)|G = σ|G ⊕ (
⊕
x∈X
SG,x˙) (3.15)
(v) Si X ⊂ W est un ensemble de représentants des Sp(W )-orbites dans W/U⊥\{0},
on a :
SU,σ =
σ ⊕ (
⊕
x∈X S
+
x˙ ⊕ S
−
x˙ ) si U
⊥ = {0}
(σ+ ⊕ σ−)⊕ (
⊕
x∈X S
+
x˙ ⊕ S
−
x˙ ) si U
⊥ 6= {0}
(3.16)
Jusqu’à la fin de ce paragraphe, on suppose que l’anneau local fini F n’est pas un
corps. Soit U ⊂ W un sous-module isotrope, Sp(W )-invariant et maximal pour cette
propriété. Rappelons que m désigne l’idéal maximal de F , s son idéal minimal et F
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le corps résiduel de F . D’après [4, Lemma 10.1], on a mU⊥ ⊂ U . Alors, il suit du
lemme 3.1.1 que U⊥ est naturellement muni d’une structure de F -espace vectoriel, que
la forme symplectique β prend ses valeurs dans s et que, si µ est un isomorphisme
de F -module de F = F/m sur s, l’application µ−1 ◦ β en fait un F -espace vectoriel
symplectique. De plus, les groupes symplectiques pour β et µ−1 ◦ β sont identiques et
notés Sp(U⊥).
Désignons par HF (U⊥) (resp. HF (U
⊥)) le groupe de Heisenberg construit sur U⊥ consi-
déré comme un F -module (resp. F -espace vectoriel) symplectique. Alors l’isomorphisme
µ induit un plongement
µ∗ : HF (U
⊥) −→ HF (U⊥)
(u, t) 7−→ (u, µ(t)).
L’application µ∗ commute avec l’action de Sp(U⊥) par automorphismes dans les deux
groupes de Heisenberg.
La composée de la représentation de Schrödinger de HF (U⊥) de caractère central ψ
avec le morphisme µ∗ est clairement la représentation de Schrödinger de HF (U
⊥) de
caractère central ψ ◦ µ : comme ψ est un caractère primitif, ψ ◦ µ est un caractère non
trivial de F . Il est alors immédiat qu’une représentation de Weil de type ψ de Sp(U⊥)
est également une représentation de Weil de type ψ ◦ µ et réciproquement.
Il suit de ces considérations que les représentations de Weil pour Sp(W ) peuvent être
construites à partir des représentations de Weil pour un groupe symplectique sur le
corps résiduel de F , de même que les composantes d’une telle représentation qui appa-
raissent dans le lemme 3.4.1.
3.5 Soit n un entier naturel et B ⊂ W un bon réseau. Nous allons appliquer les
résultats du paragraphe précédent pour déterminer la décomposition en irréductibles
des représentations de Weil des groupes Sp(bn) et Sp(b∗n) introduits au paragraphe 2.5.
Rappelons que bn et b∗n sont des modules sur On = O/̟
n+1O. L’annulateur dans
On de bn (resp. b∗n) est trivial si et seulement si ̟B
∗ ( B (resp. B ( B∗), tandis
que bn = b∗n−1 (resp. b
∗
n = bn−1) dans le cas contraire. Nous pouvons donc nous
placer dans la situation suivante : ψ est un caractère primitif de On et on considère les
représentations de Weil de type ψ pour Sp(bn) (resp. Sp(b∗n)) lorsque ̟B
∗ ( B (resp.
B ( B∗).
Lemme 3.5.1 (i) L’espace symplectique bn admet un unique sous-module isotrope in-
variant sous l’action de Sp(bn) et maximal, noté u. On a
u = ̟m+1B∗/̟n+1B∗, u⊥ = ̟mB/̟n+1B∗ et u⊥ = b, si n = 2m,
u = ̟m+1B/̟n+1B∗, u⊥ = ̟m+1B∗/̟n+1B∗ et u⊥ = b∗, si n = 2m+ 1.
(ii) L’espace symplectique b∗n admet un unique sous-module isotrope invariant sous
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l’action de Sp(b∗n) et maximal, noté u
∗. On a
u∗ = ̟mB/̟nB, u∗⊥ = ̟mB∗/̟nB et u∗⊥ = b∗, si n = 2m,
u∗ = ̟m+1B∗/̟nB, u∗⊥ = ̟mB/̟nB et u∗⊥ = b, si n = 2m+ 1.
Démonstration : Comme le morphisme naturel de KB dans les groupes symplectiques
Sp(bn) et Sp(b∗n) est surjectif et comme les seuls réseaux de W qui sont KB-invariants
sont ceux proportionnels à B ou B∗, on voit que les sous-modules de bn ou b∗n invariants
par le groupe symplectique sont image de ̟sB ou ̟sB∗, s ≥ 0 par la projection
naturelle de B (resp. B∗) sur bn ou b∗n. On en déduit facilement le lemme.
Théorème 3.5.1 Soit n ∈ N et ψ un caractère primitif de On. On reprend les nota-
tions du lemme 3.5.1.
(i) Soit S une représentation de Weil de type ψ de Sp(bn). Alors, il existe une unique
représentation de Weil, σ, de type ψ de Sp(bn) relative au morphisme naturel de Sp(bn)
dans Sp(b) (resp. Sp(b∗)) si n est pair (resp. impair) telle que S = Su,σ.
Dans tous les cas, les représentations apparaissant dans la formule 3.16 du lemme 3.4.1
sont irréductibles et deux à deux inéquivalentes. Lorsque B ( B∗, il y en a 2n + 2 ;
lorsque B = B∗, il y en a n+ 2. Elles sont monomiales si B = B∗ et n est impair.
(ii) Soit S une représentation de Weil de type ψ de Sp(b∗n). Alors, il existe une unique
représentation de Weil, σ, de type ψ de Sp(b∗n) relative au morphisme naturel de Sp(b
∗
n)
dans Sp(b∗) (resp. Sp(b)) si n est pair (resp. impair) telle que S = Su
∗,σ.
Dans tous les cas, les représentations apparaissant dans la formule 3.16 du lemme 3.4.1
sont irréductibles et deux à deux inéquivalentes. Lorsque ̟B∗ ( B, il y en a 2n + 2 ;
lorsque ̟B∗ = B, il y en a n+2. Elles sont monomiales si ̟B∗ = B et n est impair.
Démonstration : Nous faisons la démonstration dans le cas (i), la démonstration dans
l’autre cas étant similaire. La première assertion est claire, compte tenu des résultats du
paragraphe précédent et de ceux du lemme 3.5.1. Soit c (resp. d) le nombre de Sp(bn)-
orbites dans bn (resp. bn/u⊥). Compte tenu du corollaire 3.4.1 et du lemme 3.4.1, il
suffit de montrer que c = 2d, si B ( B∗ ou n est pair, et c = 2d−1 dans le cas contraire.
Cependant, comme le morphisme naturel de KB dans Sp(bn) est surjectif, on voit que
c− 1 est le nombre des KB-orbites dans B\̟n+1B∗, tandis que d− 1 est celui des KB-
orbites dans B\̟mB (resp. B\̟m+1B∗), si n = 2m (resp. n = 2m + 1). Or, d’après
le lemme 2.7.1, l’ensemble des KB-orbites dans B\̟mB est {̟tB\̟t+1B∗|0 ≤ t ≤
m−1}⊔{̟tB∗\̟tB|1 ≤ t ≤ m}, de cardinal 2m (resp. {̟tB\̟t+1B|0 ≤ t ≤ m−1},
de cardinal m) si B ( B∗ (resp. B = B∗). Pour la même raison, l’ensemble des KB-
orbites dans B\̟m+1B∗ est {̟tB\̟t+1B∗|0 ≤ t ≤ m} ⊔ {̟tB∗\̟tB|1 ≤ t ≤ m}, de
cardinal 2m+ 1 (resp. {̟tB\̟t+1B|0 ≤ t ≤ m}, de cardinal m+ 1) si B ( B∗ (resp.
B = B∗). Le théorème en découle.
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Remarque. Dans [4] G. Cliff, D. McNeilly et F. Szechtman établissent que la formule
3.16 du lemme 3.4.1 donne la décomposition en irréductibles de la représentation de
Weil de Sp(W ) considérée, lorsque R est un anneau local fini et principal et W est un
R-module libre. Notre théorème en est une conséquence, uniquement lorsque B = B∗
ou B = ̟B∗.
Par ailleurs, dans [6] Dutta et Prasad démontrent que les représentations de Weil du
groupe symplectique d’un module symplectique de type fini sur un anneau local fini et
principal se décompose en irréductibles avec multiplicité 1 et donnent une description
de ces derniers en terme de la combinatoire des orbites du groupe symplectique dans le
module symplectique. Cependant, leur description ne fait pas apparaître explicitement
ces irréductibles comme modules induits.
3.6 Dans ce paragraphe, on suppose que F est un corps local non archimédien.
Soit X ⊂ W un sous-espace lagrangien, PX le sous-groupe parabolique de Sp(W )
stabilisateur de X, NX son radical unipotent et Y ⊂ W un lagrangien supplémentaire
de X.
Un élément g de Sp(W ) s’identifie à une matrice ( a bc d ) dans laquelle a ∈ End(X), b ∈
Hom(Y,X), c ∈ Hom(X, Y ) et d ∈ End(Y ). Remarquons que la forme symplectique
β induit une dualité entre X et Y , permettant d’identifier de manière naturelle Y avec
l’espace dual de X : on a donc une notion d’opérateur symétrique b : Y −→ X. Le
sous-groupe NX est alors le sous-groupe des matrices de la forme x(b) = ( 1 b0 1 ) avec
b ∈ Hom(Y,X) symétrique.
Il résulte de [5, Chapitre II, 11, Lemme] que la restriction du revêtement métaplectique
à NX admet un scindage unique. On peut donc considérer le groupe NX comme un
sous-groupe du groupe métaplectique Mp(W ).
Rappelons que nous avons réalisé la représentation ρXψ deH(W ) dans l’espace L
2(Y, dy),
où dy est une mesure de Haar sur Y : on en déduit une réalisation SXψ de la représen-
tation métaplectique dans ce même espace.
Le résultat suivant est alors conséquence de [11, Chapitre 2,II.6 et II.9, Lemme] :
Lemme 3.6.1 La restriction de la représentation métaplectique SXψ à NX est donnée
par
SXψ (x(b))ϕ(y) = ψ(
1
2
β(by, y))ϕ(y), y ∈ Y , ϕ ∈ L2(Y, dy),
où b parcourt l’ensemble des homomorphismes symétriques de Y dans X.
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4 Étude du revêtement métaplectique au dessus d’un sous-
groupe compact maximal
Dans cette section, nous montrons que le revêtement métaplectique est scindé au dessus
de tout sous-groupe compact maximal et nous donnons une description de la restriction
de la représentation métaplectique à un tel sous-groupe. Pour ce faire, nous présentons
le modèle latticiel généralisé de la représentation métaplectique introduit par Shu Yen
Pan dans [14, numéro 2.3]. Désormais, nous reprenons les notations de la section 2.
4.1 Soit B ⊂W un bon réseau. On a vu que b∗ = B∗/B est un Fq-espace vectoriel
symplectique de dimension 2l, où l = l(B). On peut donc considérer la représentation
(ρψ,Hψ) du groupe de Heisenberg H(b
∗) de caractère central ψ. Il suit de ce que B
est un bon réseau que H(B∗) = B∗ × ̟λψ−1O est un sous-groupe de H(W ). Alors,
l’application pH(b∗) : H(B∗) −→ H(b∗) définie par
pH(b∗)(w, t) = (pb∗(w), pFq(̟
1−λψt))
est un homomorphisme surjectif de groupes localement compacts. On désigne par ρ˜ψ
la représentation de H(B∗) relevant la représentation ρψ via le morphisme pH(b∗). On
note de même le prolongement de ρ˜ψ à H(B
∗) = B∗ × k dont la restriction à k est un
multiple du caractère ψ.
On considère alors la représentation ρBψ = Ind
H(W )
H(B∗)
ρ˜ψ que l’on réalise dans l’espace de
Hilbert HBψ des fonctions ϕ : W −→ Hψ qui vérifient
ϕ(b+ w) = ψ(
1
2
β(w, b))ρ˜ψ(b)(ϕ(w)), b ∈ B
∗, w ∈ W, (4.1)∫
W/B∗
‖ϕ(w)‖2 dw˙ < +∞, (4.2)
dans lequel H(W ) agit comme suit :
(ρBψ (w, t)ϕ)(w
′) = ψ(t+
1
2
β(w′, w))ϕ(w′ + w), w,w′ ∈ W , t ∈ k.
Proposition 4.1.1 La représentation ρBψ est unitaire irréductible, équivalente à ρψ.
Démonstration : Soit A un réseau autodual tel que B ⊂ A ⊂ B∗ et soit x = A/B dont
on a vu que c’est un lagrangien de b∗. Comme p−1H(b∗)(x×Fq) = A×̟
λψ−1O, il est clair
que la représentation IndH(B
∗)
A×k ψA est équivalente à la représentation ρ˜ψ. Notre résultat
est alors conséquence du théorème d’induction par étage.
On dit que ρBψ est le modèle latticiel généralisé de la représentation ρψ associé au réseau
B. On note Ŝp(W )
B
ψ , Mp(W )
B
ψ et S
B
ψ les objets Ŝp(W )ψ, Mp(W )ψ et Sψ obtenus en
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utilisant la réalisation ρBψ de la représentation ρψ ; on dit que S
B
ψ est le modèle latticiel
généralisé de la représentation métaplectique associé au réseau B.
Soit A un réseau autodual tel que B ⊂ A ⊂ B∗, x = A/B le lagrangien correspondant
de b∗ et ρx
ψ
la représentation d’espace Hx
ψ
équivalente à la représentation ρψ de H(b
∗).
On réalise alors l’espace HBψ comme l’espace des fonctions à valeurs dans H
x
ψ
vérifiant
les conditions 4.1 et 4.2. Il suit facilement de la démonstration de la proposition 4.1.1
que l’on a alors le résultat suivant (voir aussi [14, 4.3, Lemma])
Corollaire 4.1.1 Soit B un bon réseau de W et A un réseau autodual tel que B ⊂
A ⊂ B∗. Alors, pour tout ϕ ∈ HBψ la fonction IA,B(ϕ) définie sur W par
IA,B(ϕ)(w) = ϕ(w)(0), w ∈ W,
est un élément de HAψ et l’application IA,B : H
B
ψ −→ H
A
ψ est un opérateur entrelaçant
les représentations ρBψ et ρ
A
ψ .
4.2 On garde les notations du paragraphe précédent et on reprend celles du para-
graphe 2.4. On note S˜ψ la représentation de KB relevant la représentation Sψ de Sp(b
∗)
via le morphisme pSp(b∗).
Considérons le produit semi-direct KB ⋉H(W ). Il contient comme sous-groupe KB ⋉
H(B∗). On définit une représentation S˜ψρ˜ψ de KB ⋉H(B
∗) en décidant que
S˜ψρ˜ψ(gh) = S˜ψ(g)ρ˜ψ(h), g ∈ KB, h ∈ H(B
∗). (4.3)
On considère la représentation RBψ de KB ⋉H(W ) définie par
RBψ = Ind
KB⋉H(W )
KB⋉H(B∗)
S˜ψρ˜ψ (4.4)
dont l’espace est clairement HBψ et on note S
B
ψ sa restriction à KB.
Lemme 4.2.1 (i) Si g ∈ KB, l’opérateur S
B
ψ (g) de H
B
ψ est donné par
SBψ (g)ϕ(w) = S˜ψ(g)[ϕ(g
−1w)], ϕ ∈ HBψ , w ∈ W. (4.5)
(ii) L’application
g 7−→ (g, SBψ (g)) (4.6)
est un homomorphisme de groupes de KB dans Ŝp(W )
B
ψ scindant la suite exacte 3.6.
Démonstration : Le point (i) est conséquence immédiate de la définition de la repré-
sentation RBψ comme représentation induite.
Le point (ii) résulte de ce que la restriction de RBψ à H(W ) est la représentation de
Schrödinger ρBψ .
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En fait, on a le résultat plus précis suivant :
Théorème 4.2.1 Le scindage au dessus de KB défini par 4.6 est à valeurs dans le
groupe métaplectique de W .
4.3 On garde les notations du paragraphe précédent. Soit A un réseau autodual tel
que B ⊂ A ⊂ B∗. Pour démontrer le théorème 4.2.1, nous devons relier la réalisation
SBψ de la représentation métaplectique à la réalisation S
A
ψ . Commençons par donner
une description de cette dernière.
Soit dw une mesure de Haar sur W et soit P le projecteur orthogonal de L2(W, dw)
sur HAψ ; en fait, on a
Pϕ(w) =
∫
A
ψ(
1
2
β(a, w))ϕ(w + a) da, w ∈ W,
où da est la mesure de Haar normalisée sur le groupe compact A. On note L la représen-
tation unitaire naturelle de Sp(W ) dans L2(W, dw) définie par L(g)ϕ(w) = ϕ(g−1w).
Si g ∈ Sp(W ), on pose MA(g) = P ◦L(g)|HA
ψ
. On vérifie immédiatement que, pour tout
ϕ ∈ HAψ , on a
(MA(g)ϕ)(w) = [A/A ∩ gA]
−1
∑
a∈A/A∩gA
ψ(
1
2
β(a, w))ϕ(g−1(a+ w)). (4.7)
On pose K = KA. La proposition suivante rassemble les résultats de [11, Chapitre 2,
II.8 et II.10, Lemme] :
Proposition 4.3.1 (i) Pour tout g ∈ Sp(W ), il existe un nombre strictement positif
νA(g) tel que (g, νA(g)MA(g)) soit un élément de Ŝp(W )
A
ψ .
(ii) Si g ∈ K, on a νA(g) = 1 et
MA(g)ϕ(w) = ϕ(g
−1w), ϕ ∈ HAψ , w ∈ W.
(iii) L’application g 7−→ (g,MA(g)) est un homomorphisme de groupes de K dans le
groupe métaplectique de W . En particulier, il existe un relèvement du groupe K dans
le groupe métaplectique pour lequel la restriction de la représentation métaplectique SAψ
à K soit donnée par
SAψ (g) = MA(g), g ∈ K.
Remarques. (i) Lorsque le réseau B est autodual, l’affirmation du théorème 4.2.1
n’est autre que l’assertion (iii) de la proposition 4.3.1.
(ii) Lorsque le corps résiduel est de cardinal au moins 4, le groupe K admet un unique
relèvement dans le groupe métaplectique (voir [11, Chapitre 2, II 10, Remarque]).
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4.4 On garde les notations du paragraphe précédent. Dans celui-ci, nous allons
donner une description plus concrète des opérateurs MA(g). Tout d’abord, si v ∈ W ,
on note δv la fonction sur W telle que
δv(w) =
ψ(
1
2
β(v, w − v)) si w ∈ v + A
0 si w /∈ v + A.
(4.8)
Remarquons que, si v ∈ W et a ∈ A, on a
δv+a = ψ(
1
2
β(a, v))δv. (4.9)
De plus, si v ∈ W et g ∈ K, on a
MA(g)δv = δg.v. (4.10)
D’autre part, il est clair que si Σ ⊂ W est un système de représentants des éléments
de W/A, la famille (δv)v∈Σ est une base hilbertienne de l’espace HAψ .
On a le résultat suivant :
Lemme 4.4.1 Soit g ∈ Sp(W ) et v ∈ W . Alors, on a
MA(g)δv = [A/A ∩ gA]
−1
∑
a∈gA/A∩gA
ψ(
1
2
β(v, g−1a))δgv+a. (4.11)
Démonstration : Utilisant la formule 4.7, on voit queMA(g)δv(w) est non nul seulement
si w ∈ gv+A+ gA. Par suite, il existe des nombres complexes c(a), pour a parcourant
un système de représentants dans gA des éléments de (A + gA)/A = gA/A ∩ gA, tels
que
MA(g)δv =
∑
a∈gA/A∩gA
c(a)δgv+a. (4.12)
Or, il suit des relations 4.12 et 4.7 que pour a ∈ gA/A ∩ gA, on a
c(a) =MA(g)δv(gv + a)
= [A/A ∩ gA]−1
∑
b∈A/A∩gA
ψ(
1
2
β(b, gv + a))δv(v + g
−1(a+ b)).
Or δv(v+g−1(a+b)) est non nul si et seulement si g−1(a+b) ∈ A, soit encore a+b ∈ gA,
soit finalement b ∈ A ∩ gA. On en déduit que
c(a) = [A/A ∩ gA]−1ψ(
1
2
β(v, g−1a))
comme voulu.
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On déduit facilement du lemme 4.4.1 le résultat suivant :
Corollaire 4.4.1 Pour tout g ∈ Sp(W ), on a
νA(g) = [gA/A ∩ gA]
− 1
2 [A/A ∩ gA].
4.5 On garde les notations des paragraphes précédents. On rappelle l’opérateur
d’entrelacement IA,B défini au paragraphe 4.1, corollaire 4.1.1, ainsi que les fonctions
j et m sur le groupe Sp(b∗) relative au lagrangien x et au caractère ψ définies au para-
graphe 3.3, équations 3.10 et 3.11. En particulier, l’espace HBψ est l’espace des fonctions
sur W à valeurs dans l’espace Hx
ψ
de la représentation ρx
ψ
vérifiant les conditions 4.1 et
4.2.
En fait, on peut réaliser l’espace Hx
ψ
comme l’espace des fonctions ϕ sur B∗ telles que
ϕ(b+ a) = ψ(
1
2
β(b, a))ϕ(b), b ∈ B∗, a ∈ A.
Dans ces conditions, on déduit facilement du lemme 3.3.1 et des formules 3.12 et 3.13
que, pour g ∈ KB et ϕ ∈ Hxψ, on a
S˜ψ(g)ϕ(b) = m(pSp(b∗)(g))q
j(pSp(b∗)(g))
2 [A/gA ∩A]−1
×
∑
a∈A/gA∩A
ψ(
1
2
β(a, b))ϕ(g−1(b+ a)), b ∈ B∗.
(4.13)
On a alors le résultat suivant (comparer avec [14, 4.3.e]) :
Théorème 4.5.1 Pour tout g ∈ KB, on a
IA,B ◦ S
B
ψ (g) = m(pSp(b∗)(g))q
j(pSp(b∗)(g))
2 MA(g) ◦ IA,B.
Démonstration : Commençons par remarquer que HBψ est l’espace des fonctions ϕ dé-
finies sur W , à valeurs dans l’espace des fonctions numériques sur B∗, qui vérifient les
relations
ϕ(w)(a+ b) = ψ(
1
2
β(b, a))ϕ(w)(b), w ∈ W , b ∈ B∗, a ∈ A (4.14)
ϕ(w)(b) = ψ(
1
2
β(b, w))ϕ(w + b)(0), w ∈ W , b ∈ B∗ (4.15)∫
W
∑
B∗/A
|ϕ(w)(b)|2 dw < +∞. (4.16)
En effet, la relation 4.14 dit simplement que ϕ est à valeurs dans l’espace Hx
ψ
. Notons
ρ˜x
ψ
la représentation de H(B∗) relevant la représentation ρx
ψ
de H(b∗) via le morphisme
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pH(b∗) et soit ϕ ∈ HBψ . Alors, il suit de la relation 4.1 satisfaite par ϕ que, l’on a pour
b ∈ B∗ et w ∈ W
ϕ(w + b)(0)=ψ(
1
2
β(w, b))(ρ˜x
ψ
(b)ϕ(w))(0)
=ψ(
1
2
β(w, b))ϕ(w)(b),
qui est la relation 4.15. Enfin, la relation 4.16 dit simplement que la fonction w 7−→
‖ϕ(w)‖2 est de carré sommable sur W .
Réciproquement, supposons les relations 4.15 et 4.16 vérifiées par la fonction ϕ définie
sur W et à valeurs dans l’espace Hx
ψ
. Alors, pour w ∈ W et b, b′ ∈ B∗, on a
(ρ˜x
ψ
(b)ϕ(w))(b′) =ψ(
1
2
β(b′, b))ϕ(w)(b+ b′)
=ψ(
1
2
β(b′, b))ψ(
1
2
β(b+ b′, w))ϕ(w + b+ b′)(0)
=ψ(
1
2
(β(b′, b) + β(b+ b′, w) + β(w + b, b′)))ϕ(w + b)(b′)
=ψ(
1
2
β(b, w))ϕ(w + b)(b′)
qui est exactement la relation 4.1. On a alors
∑
B∗/A |ϕ(w)(b)|
2 = ‖ϕ(w)‖2, w ∈ W , si
bien qu’il suit de la relation 4.16 que la fonction w 7−→ ‖ϕ(w)‖2 est de carré sommable
sur W et que ϕ est bien un élément de HBψ .
Maintenant, montrons qu’il existe une fonction ϕ ∈ HBψ telle que ϕ(0) 6= 0. En effet,
soit ϕ ∈ HBψ un élément non nul : il existe w ∈ W tel que ϕ(w) 6= 0. Appliquant à ϕ
l’opérateur ρBψ (−w) on se ramène au cas où w = 0, i.e. ϕ(0) 6= 0.
Soit g ∈ KB. Comme (g, SBψ (g)) (resp. (g,MA(g))) est un élément de Ŝp(W )
B
ψ (resp.
Ŝp(W )
A
ψ), il existe un nombre complexe µ(g) tel que
IA,B ◦ S
B
ψ (g) = µ(g)MA(g) ◦ IA,B.
D’après ce qu’on a vu plus haut et compte tenu de la relation 4.5, il existe une fonction
ϕ ∈ HBψ telle que S
B
ψ (g)ϕ(0) 6= 0. Alors, compte tenu de la définition de l’opérateur
IA,B (voir le corollaire 4.1.1) et des relations 4.15, 4.5 et 4.13, on a, pour tout b ∈ B∗,
34
IA,B ◦ S
B
ψ (g)ϕ(b)=S
B
ψ (g)ϕ(b)(0)
=SBψ (g)ϕ(0)(b)
= S˜ψ(g)(ϕ(0))(b)
=m(pSp(b∗)(g))q
j(pSp(b∗)(g))
2 [A/gA ∩ A]−1
×
∑
a∈A/gA∩A
ψ(
1
2
β(a, b))ϕ(0)(g−1(b+ a))
=m(pSp(b∗)(g))q
j(pSp(b∗)(g))
2 [A/gA ∩ A]−1
×
∑
a∈A/gA∩A
ψ(
1
2
β(a, b))ϕ(g−1(b+ a))(0).
D’autre part, il suit de la formule 4.7 donnant l’expression de l’opérateur MA(g), g ∈
Sp(W ), que, pour tout b ∈ B∗,
MA(g)◦IA,Bϕ(b) = [A/gA ∩A]
−1
∑
a∈A/gA∩A
ψ(
1
2
β(a, b))IA,Bϕ(g
−1(b+ a))
= [A/gA ∩A]−1
∑
a∈A/gA∩A
ψ(
1
2
β(a, b))ϕ(g−1(b+ a))(0),
d’où le théorème.
Pour g ∈ KB, on définit l’opérateur SAψ (g) dans l’espace H
A
ψ en posant
SAψ (g) = m(pSp(b∗)(g))q
j(pSp(b∗)(g))
2 MA(g) (4.17)
Il est clair d’après le théorème 4.5.1 et le lemme 4.2.1 que l’application g 7−→ (g, SAψ (g))
est un homomorphisme de groupes de KB dans Ŝp(W )
A
ψ , scindant la suite exacte 3.6.
Rappelons que PB est le stabilisateur du lagrangien x pour l’action de KB dans le
Fq-espace symplectique b∗. On désigne par ζ le caractère de PB tel que
ζ(p) =
(
detx pSp(b∗)(p)
q
)
, (4.18)
où
(
q
)
désigne le symbole de Legendre relatif au corps Fq : pour tout a ∈ F×q
(
a
q
)
=
1 si a ∈ (F
×
q )
2
−1 si a /∈ (F×q )
2.
(4.19)
On se donne une base autoduale (e1, . . . , er, f1, . . . , fr) deW telle que B = ̟Oe1⊕· · ·⊕
̟Oel⊕Oel+1⊕· · ·⊕Oer⊕Of1⊕· · ·⊕Ofr et A = Oe1⊕· · ·⊕Oer⊕Of1⊕· · ·⊕Ofr
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et on reprend les notations des paragraphes 2.6 et 3.3. En particulier, à partir d’ici
ω désigne l’indice de Weil relatif au caractère 1
2
ψ du corps Fq. On a alors le résultat
suivant :
Corollaire 4.5.1 La représentation SAψ de KB vérifie les relations suivantes qui la
déterminent entièrement :
SAψ (p)= ζ(p)MA(p), p ∈ PB (4.20)
SAψ (ςB)=
(
−1
q
)l
ω(1)−lq
l
2MA(ςB). (4.21)
Démonstration : Remarquons tout d’abord que j(pSp(b∗)(p)) = 0, p ∈ PB, tandis que,
avec les notations du paragraphe 3.3, pSp(b∗)(ςB) = Jb∗ = −τ{1,...,l} et j(pSp(b∗)(ςB)) =
j(Jb∗) = l. Il suit alors de la définition de la représentation SAψ de KB et des propriétés
de la fonction θ énoncées au paragraphe 3.3
SAψ (p)=ω( detx(pSp(b∗)(p))
−1ω(1)MA(p), p ∈ PB
SAψ (ςB)=
(
−1
q
)l
ω(1)−lq
l
2MA(ςB)
Or, d’après [17, Proposition A.9 (1)], on a ω(a)−1ω(1) =
(
a
q
)
, pour a ∈ Fq. Les formules
4.20 et 4.21 résultent de ces considérations. Le lemme 2.6.1 entraîne que ces formules
déterminent entièrement la représentation SAψ de KB.
4.6 On garde les notations du paragraphe précédent. Il suit du théorème 4.5.1 que
démontrer le théorème 4.2.1 revient à démontrer le
Théorème 4.6.1 L’application sB : g 7−→ (g, S
A
ψ (g)) est un homomorphisme de grou-
pes de KB dans le groupe métaplectique de W .
Démonstration : Selon le corollaire 2.6.1, le groupe KB est engendré par PB et NB. Or,
il suit de la proposition 4.3.1 et du corollaire 4.5.1 que, pour tout p ∈ PB, sB(p) est un
élément deMp(W ). Il nous reste à démontrer que, pour tout n ∈ NB, sB(n) ∈Mp(W ).
On a W = X ⊕ Y où X (resp. Y ) désigne le sous-espace lagrangien de W engendré
par les vecteurs e1, . . . , er (resp. f1, . . . , fr). Par suite, l’application ϕ 7−→ ϕ|X permet
d’identifier l’espace HYψ de la représentation ρ
Y
ψ avec L
2(X, dx) et l’opérateur IY,A :
HAψ −→ H
Y
ψ = L
2(X, dx) entrelaçant les représentations ρAψ et ρ
Y
ψ est donné par
IY,Aϕ(x) =
∫
Y/A∩Y
ψ(
1
2
β(y, x))ϕ(x+ y) dy˙, ϕ ∈ HAψ , x ∈ X. (4.22)
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Il est immédiat que 1A, la fonction caractéristique du réseau A, est un élément de HAψ .
De plus, comme A = A ∩ X ⊕ A ∩ Y , on a IY,A1A = 1A∩X , où 1A∩X est la fonction
caractéristique du réseau A ∩X de X.
Comme NB est un sous-groupe du radical unipotent NY du stabilisateur de Y dans
Sp(W ), lequel se relève de manière unique en un sous-groupe du groupe métaplectique
(voir le paragraphe 3.6), pour établir notre résultat, il suffit de montrer que pour tout
n ∈ NB, on a
IY,A ◦ S
A
ψ (n) = S
Y
ψ (n) ◦ IY,A. (4.23)
Or, il est clair que les deux membres de l’équation 4.23 diffèrent d’un facteur scalaire.
Il suffit donc de montrer que pour tout n ∈ NB, on a
IY,A ◦ S
A
ψ (n)1A = S
Y
ψ (n)1A∩X . (4.24)
Mais, tout élément de NB est de la forme yB(a) avec a ∈ Ml(O) une matrice symé-
trique. Soit donc a une telle matrice. Pour ce qui est du membre de droite de 4.24, il
résulte du lemme 3.6.1 que l’on a
SYψ (yB(a))1A∩X(x) = ψ(−
̟λψ−1
2
txax)1A∩X(x), x ∈ X. (4.25)
Explicitons le membre de gauche de 4.24. Remarquons tout d’abord que yB(a) =
ςBxB(−a)ς
−1
B de sorte que
SAψ (yB(a)) = S
A
ψ (ςB)S
A
ψ (xB(−a))S
A
ψ (ς
−1
B ).
Or ς4B = Id, ς
2
B ∈ PB et ζ(ς
2
B) =
(
−1
q
)l
. On en déduit que
SAψ (yB(a))1A =
(
−1
q
)l
SAψ (ςB)S
A
ψ (xB(−a))S
A
ψ (ςB)1A (4.26)
D’autre part
ςBA = ̟Oe1 ⊕ · · · ⊕̟Oel ⊕Oel+1 ⊕ · · · ⊕ Oer
⊕̟−1Of1 ⊕ · · · ⊕̟
−1Ofl ⊕Ofl+1 ⊕ · · · ⊕ Ofr
de sorte que,
ςBA/A ∩ ςBA = Flq.
Si u ∈ Ol, on désigne par u˙ son image dans Flq et on pose u.e = u1e1 + · · · + ulel et
u.f = u1f1 + · · ·+ ulfl.
Comme 1A = δ0, il suit du corollaire 4.5.1 et du lemme 4.4.1 que l’on a
SAψ (ςB)1A = q
− l
2
(
−1
q
)l
ω(1)−l
∑
u˙∈Flq
δ̟−1u.f . (4.27)
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Or, si u ∈ Ol, il résulte du corollaire 4.5.1, de la proposition 4.3.1, du lemme 4.4.1 et
de la relation 4.9 que l’on a
SAψ (xB(−a))δ̟−1u.f = δxB(−a)̟−1u.f
= δ−au.e+̟−1u.f
=ψ(−
1
2
β(au.e,̟−1u.f))δ̟−1u.f
=ψ(−
̟λψ−1
2
tuau)δ̟−1u.f .
Compte tenu de 4.27, il vient
SAψ (xB(−a))S
A
ψ (ςB)1A = q
− l
2
(
−1
q
)l
ω(1)−l
∑
u˙∈Flq
ψ(−
̟λψ−1
2
tuau)δ̟−1u.f .
Utilisant à nouveau le corollaire 4.5.1, le lemme 4.4.1, la formule 4.9, et compte tenu
de 4.26 et de la relation
(
−1
q
)
= ω(1)2 (voir [17, Proposition A.9 (1) et Theorem A.2
(2)]), on obtient
SAψ (yB(a))1A =
(
−1
q
)l
ω(1)−2lq−l
∑
u˙,v˙∈Flq
ψ(−
̟λψ−1
2
tuau)
× ψ(
1
2
β(̟−1u.f,−v.e))δu.e+̟−1v.f
= q−l
∑
v˙∈Flq
∑
u˙∈Flq
(ψ(−
̟λψ−1
2
tuau)ψ(̟λψ−1tuv)
 δ̟−1v.f
(4.28)
Maintenant, nous allons calculer l’action de l’opérateur d’entrelacement IY,A sur les
fonctions δv, v ∈ W . Soit v ∈ W . Écrivons v = vX + vY avec vX ∈ X et vY ∈ Y .
Utilisant la formule 4.22 on voit que, si x /∈ vX + A ∩X, on a
IY,Aδv(x) = 0
et, si x ∈ vX + A ∩X,
IY,Aδv(x) = δv(x+ vY )ψ(
1
2
β(vY , x))
= ψ(
1
2
β(v, x− vX))ψ(
1
2
β(vY , x))
= ψ(
1
2
β(vX , vY ))ψ(β(vY , x)).
On voit donc que, si v ∈ Ol, on a
IY,Aδ̟−1v.f (x) =
0 si x /∈ A ∩Xψ(−̟λψ−1tvx) si x ∈ A ∩X. (4.29)
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Compte tenu de la relation 4.28, il vient, pour x /∈ A ∩X,
IY,AS
A
ψ (yB(a))1A(x) = 0
et, pour x ∈ A ∩X,
IY,AS
A
ψ (yB(a))1A(x) = q
−l
∑
u˙∈Flq
ψ(−
̟λψ−1
2
tuau)
∑
v˙∈Flq
ψ(̟λψ−1tv(u− x))
= ψ(−
̟λψ−1
2
txax)
Comparant avec 4.25, on voit que la relation 4.24 est vraie. Ceci achève la démonstration
du théorème.
Remarque. (i) En utilisant les résultats de [1] et [2] et en raisonnant comme dans la
démonstration de [12, Lemma 11.1], on peut montrer que, si q ≥ 4, le groupe KB est
parfait, i.e. égal à son sous-groupe des commutateurs. Il s’ensuit que, dans ce cas, la
suite exacte 3.6 admet un unique scindage au dessus de KB, lequel est à valeurs dans
Mp(W ).
(ii) Désormais, nous utilisons la section sB pour identifier KB avec un sous-groupe
de Mp(W ). Elle est caractérisée par le fait que la représentation SAψ ◦ sB de KB est
donnée par la formule 4.17. Avec cette convention, la restriction de la représentation
métaplectique SAψ à KB est entièrement déterminée par les formules 4.20 et 4.21.
4.7 On se donne une décomposition W = W1 ⊕ · · · ⊕Wn de W en somme directe
orthogonale de sous-espaces symplectiques tous non nuls.
Les groupes de Heisenberg H(Wi), 1 ≤ i ≤ n sont des sous-groupes qui commutent
deux à deux du groupeH(W ) et l’application (h1, . . . , hn) 7→ h1 · · ·hn est un morphisme
surjectif du produit direct H(W1)× · · · ×H(Wn) sur H(W ).
Pour 1 ≤ i ≤ n, soit Ai un réseau autodual de Wi. Alors A = A1 ⊕ · · · ⊕ An est un
réseau autodual de W . Pour 1 ≤ i ≤ n, soit ϕi ∈ H
Ai
ψ . Alors la fonction ϕ1 ⊗ · · · ⊗ ϕn
définie sur W par la relation
ϕ1 ⊗ · · · ⊗ ϕn(w1 + · · ·+ wn) = ϕ1(w1) · · ·ϕn(wn), wi ∈ Wi, 1 ≤ i ≤ n (4.30)
est un élément de HAψ . De plus, l’application (ϕ1, . . . , ϕn) 7→ ϕ1 ⊗ · · · ⊗ ϕn induit un
isomorphisme d’espaces de Hilbert IA du produit tensoriel hilbertien H
A1
ψ ⊗̂ · · · ⊗̂H
An
ψ
sur HAψ .
Le lemme suivant est bien connu et en tout cas immédiat à démontrer.
Lemme 4.7.1 La représentation ρA1ψ ⊗ · · · ⊗ ρ
An
ψ du produit direct H(W1) × · · · ×
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H(Wn) passe au quotient en une représentation de H(W ). De plus IA entrelace les
représentations ρA1ψ ⊗ · · · ⊗ ρ
An
ψ et ρ
A
ψ de H(W ).
Soit 1 ≤ i ≤ n. On désigne par γi l’injection naturelle de Sp(Wi) dans Sp(W ) : si
x ∈ Sp(Wi), γi(x) laisse stable Wi en y agissant comme x, et opère trivialement sur
W⊥i . Alors γi se relève de manière unique en un homomorphisme injectif noté γ˜i de
Mp(Wi) dansMp(W ). On identifie Sp(Wi) (resp.Mp(Wi)) avec son image dans Sp(W )
(resp. Mp(W )) par γi (resp. γ˜i). Les sous-groupes Sp(Wi) (resp. Mp(Wi)), 1 ≤ i ≤ n
de Sp(W ) (resp. Mp(W )) commutent deux à deux. On désigne par Sp(W1) · · ·Sp(Wn)
(resp. Mp(W1) · · ·Mp(Wn)) leur produit dans Sp(W ) (resp. Mp(W )), qui n’est autre
que le sous-groupe qu’ils engendrent. Evidemment, la multiplication induit un isomor-
phisme (resp. morphisme surjectif) du produit direct Sp(W1) × · · · × Sp(Wn) (resp.
Mp(W1)× · · · ×Mp(Wn)) sur Sp(W1) · · ·Sp(Wn) (resp. Mp(W1) · · ·Mp(Wn)).
Lemme 4.7.2 La représentation SA1ψ ⊗ · · · ⊗ S
An
ψ du produit direct Mp(W1) × · · · ×
Mp(Wn) passe au quotient en une représentation du sous-groupe Mp(W1) · · ·Mp(Wn)
de Mp(W ) notée de même. De plus IA entrelace les représentations S
A1
ψ ⊗· · ·⊗S
An
ψ et
(SAψ )|Mp(W1)···Mp(Wn).
Démonstration : Le premier point est immédiat. Le deuxième point est une conséquence
facile du lemme 4.7.1 et du fait que les groupes Mp(Wi) sont parfaits.
Maintenant, pour 1 ≤ i ≤ n, on se donne un bon réseau Bi deWi. Alors B = B1⊕· · ·⊕
Bn est un bon réseau de W . On peut considérer les groupes KBi , 1 ≤ i ≤ n comme
des sous-groupes de Sp(W ) et comme ils commutent deux à deux former leur produit
KB1 · · ·KBn , qui est clairement un sous-groupe de KB. Pour 1 ≤ i ≤ n, on considère
sBi comme une section de KBi à valeurs dans le sous-groupe Mp(Wi) de Mp(W ).
Proposition 4.7.1 On a l’égalité des sections sB et sB1 · · · sBn au dessus du sous-
groupe KB1 · · ·KBn.
Démonstration : Pour 1 ≤ i ≤ n, soit Ai un réseau autodual de Wi vérifiant Bi ⊂ Ai ⊂
B∗i . Alors A = A1⊕· · ·⊕An est un réseau autodual deW vérifiant B ⊂ A ⊂ B
∗. Il suffit
alors de démontrer que l’opérateur IA du lemme 4.7.1 entrelace les deux représentations
(SA1ψ ◦ sB1)⊗ · · · ⊗ (S
An
ψ ◦ sBn) et (S
A
ψ ◦ sB)|KB1 ···KBn de KB1 · · ·KBn . Ceci se vérifie par
un calcul direct à partir de la formule 4.17 qui décrit explicitement la représentation
SAψ ◦ sB.
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5 Restriction de la représentation de Weil à un sous-groupe
compact maximal.
Soit B un bon réseau et l = l(B). Dans cette section, nous déterminons la décomposi-
tion en composantes irréductibles de la restriction de la représentation métaplectique
à KB. On reprend les notations de la section précédente.
5.1 Soit A un réseau autodual tel que ̟B∗ ⊂ B ⊂ A ⊂ B∗. On réalise la restriction
de la représentation métaplectique, notée SAψ , à KB dans l’espace H
A
ψ par les formules
4.20 et 4.21 du corollaire 4.5.1.
Si E est un sous-espace de HAψ , on désigne par E
+ (resp. E−) le sous-espace de E
constitué des fonctions paires (resp. impaires). On sait que les sous-espaces HA,±ψ sont
invariants et irréductibles sous l’action de la représentation SAψ de Mp(W ).
On considère les sous-espaces suivants de HAψ :
EB0,0=Cδ0
EBn,0= {f ∈ H
A
ψ | Supp f ⊂ ̟
−nA\̟−nB}, n ∈ N, n ≥ 1
EBn,2= {f ∈ H
A
ψ | Supp f ⊂ ̟
−nB∗\̟−nA}, n ∈ N
EBn,1= {f ∈ H
A
ψ | Supp f ⊂ ̟
−(n+1)B\̟−nB∗}, n ∈ N
Pour n ∈ N, soit Kn le sous-groupe des éléments g ∈ K = KA tels que (g−1)A ⊂ ̟nA.
Alors, on a K0 = K et, pour n ≥ 1, Kn ⊂ PB.
Soit n ∈ N, n ≥ 1. Alors le groupe quotient ̟−nA/A est naturellement muni d’une
structure de On−1-module symplectique pour la forme bilinéaire alternée βn définie par
βn(v + A,w + A) = ̟
−λψ+2nβ(v, w) +̟nO, v, w ∈ ̟−nA.
Il est isomorphe, via l’application v + A 7−→ pan(̟
nv), au On−1-module symplec-
tique an = A/̟nA, défini au paragraphe 2.5. Le groupe K agit naturellement dans
̟−nA/A = an et cette action induit un morphisme surjectif de groupes de K sur le
groupe symplectique Sp(an) dont le noyau est Kn.
Soit v ∈ ̟−nA\̟−n+1A. On désigne par PB,v le stabilisateur dans le groupe PB de
v + A ∈ ̟−nA/A et par P˜B,v le sous-groupe {±Id}PB,v de PB. Il est clair que Kn est
un sous-groupe de PB,v. Il résulte de 4.9 et 4.10 que la fonction χB,v définie sur PB,v
en posant
χB,v(g) = ψ(
1
2
β(gv, v)), g ∈ PB,v,
est un caractère et que l’on a
MA(g)δv = χB,v(g)δv, g ∈ PB,v.
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Le caractère χB,v de PB,v s’étend en les deux seuls caractères χ
±
B,v de P˜B,v tels que
χ±B,v(−Id) = ±1. Enfin, on désigne par χv la restriction du caractère χB,v à Kn.
Lemme 5.1.1 Soit n ∈ N, n ≥ 1.
(i) Soit v, v′ ∈ ̟−nA\̟−n+1A. Alors, on a χv = χv′ si et seulement si v
′ ∈ ±v + A.
(ii) On a
K2n ⊂
⋂
v∈C
kerχv ( K2n−2
où C désigne ̟−n+1B∗\̟−n+1A, ̟−nA\̟−nB ou ̟−nB\̟−n+1B∗.
Démonstration : On se donne une base autoduale (e1, . . . , er, f1, . . . , fr) de W telle que
A = Oe1 ⊕ · · · ⊕ Oer ⊕ Of1 · · · ⊕ Ofr et B = ̟Oe1 ⊕ · · · ⊕ ̟Oel ⊕ Oel+1 ⊕ · · · ⊕
Oer⊕Of1 · · ·⊕Ofr. On identifie les éléments (resp. les endomorphismes) de W avec le
vecteur colonne de leurs coordonnées (resp. leur matrice) dans cette base. Si λ est un
élément de kr, on pose ‖λ‖p = max{|λi|p | 1 ≤ i ≤ r}, où | |p désigne la valeur absolue
normalisée sur le corps k.
Alors, les éléments de Kn sont ceux de Sp(W ) s’écrivant
(
Id+̟nu ̟nx
̟ny Id+̟nz
)
avec u, x, y, z
des matrices d’ordre r à coefficients dans O et vérifiant
tx− x+̟n(txz − tzx) = 0
y − ty +̟n(tuy − tyu) = 0
z + tu+̟n(tuz − tyx) = 0.
(5.1)
De même, les éléments de ̟−nA\̟−n+1A sont ceux de W s’écrivant ̟−n
(
λ
µ
)
avec
λ, µ ∈ kr tels max{‖λ‖p, ‖µ‖p} = 1.
(i) Un calcul immédiat montre que si v = ̟−n
(
λ
µ
)
est un élément de ̟−nA\̟−n+1A
et g =
(
Id+̟nu ̟nx
̟ny Id+̟nz
)
est un élément de Kn, on a
χv(g) = ψ(
1
2
̟λψ−n(tλtyλ+ tλ(tu− z)µ + tµxµ)). (5.2)
On en déduit facilement que si v = ̟−n
(
λ
µ
)
et v′ = ̟−n
(
λ′
µ′
)
sont deux éléments de
̟−nA\̟−n+1A, on a χv = χv′ , si et seulement si pour toute paire (x, z) de matrices à
coefficients dans O avec x symétrique, on a
tλtxλ− tλ′txλ′ ∈̟nO
tµxµ− tµ′xµ′ ∈̟nO
tλzµ − tλ′zµ′ ∈̟nO.
L’assertion (i) du lemme en découle.
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(ii) Il est immédiat que si v ∈ ̟−nA\̟−n+1A, K2n ⊂ kerχv. Ceci montre la première
inclusion de l’assertion (ii).
Soit m ≤ s deux entiers naturels. Dans la suite, on écrit les vecteurs colonnes λ ∈ ks
(resp. les matrices a ∈ Ms(k)) sous la forme λ =
(
λ1
λ2
)
(resp. a = ( a11 a12a21 a22 )) avec
λ1 ∈ k
m et λ2 ∈ ks−m (resp. a11 ∈ Mm(k), a12 ∈ Mm,s−m(k), a21 ∈ Ms−m,m(k)
et a22 ∈ Ms−m(k)). L’assertion suivante est immédiate : on suppose que la matrice
a ∈Ms(O) est telle que
ta− a ∈ ̟nMs(O) (5.3)
et que la forme quadratique Qa(λ) =
tλaλ vérifie
Qa(λ) ∈ ̟
nO, pour tout λ ∈ Os tel que ‖λ1‖p = 1 et ‖λ2‖p < 1. (5.4)
Alors, on a a ∈ ̟n−2Ms(O) et a11 ∈ ̟nMm(O).
Soit g =
(
Id+̟nu ̟nx
̟ny Id+̟nz
)
∈ Kn. D’après la formule 5.2, si v = ̟−nλ ∈ ̟−nA\̟−n+1A,
on a
χv(g) = ψ(
1
2
̟λψ−nQa(λ))
avec a = ( ty −zu x ). Il suit des relations 5.1 que a est telle que
ta− a ∈ ̟nM2r(O).
D’autre part, si C est comme dans l’assertion (ii) du lemme, on a ̟nC = ̟B∗\̟A,
A\B ou B\̟B∗. Si λ ∈ kr est un vecteur colonne, on écrit λ =
(
λ1
λ2
)
où λ1 ∈ kl et
λ2 ∈ k
r−l. Avec ces notations, on a A\B = {v =
(
λ
µ
)
∈ A | λ, µ ∈ kr, ‖λ1‖p = 1},
B\̟B∗ = {v =
(
λ
µ
)
∈ A | λ, µ ∈ kr, ‖
(
λ2
µ2
)
‖p = 1, ‖λ1‖p < 1} et B∗\A = ̟−1{v =(
λ
µ
)
∈ W | λ, µ ∈ kr, ‖v‖p = 1, ‖
(
λ2
µ2
)
‖p < 1, ‖λ1‖p < 1}
Alors, si C est comme dans l’assertion (ii) du lemme, quitte à effectuer une permutation
sur les coordonnées dans k2r et pour un bon choix de l’entier m ≤ 2r, la condition
g ∈ ∩v∈C kerχv implique la condition 5.4. Il résulte alors de notre assertion, que a ∈
̟n−2M2r(O) et a11 est à coefficients dans̟nO. On en déduit que ∩v∈C kerχv ( K2n−2.
Soit donc n ∈ N, n ≥ 1 et v ∈ ̟−nA\̟−n+1A. Il suit du lemme 5.1.1 (i) que P˜B,v est le
stabilisateur dans PB du caractère χv du sous-groupe distingué Kn. La méthode des pe-
tits groupes de Mackey montre alors que la représentation IndPB
P˜B,v
χ±B,v est irréductible.
On en désigne par Ev,± l’espace.
On rappelle le caractère ζ de PB défini par les formules 4.18 et 4.19. Pour v ∈ W , on
désigne par ζχ±B,v le caractère de P˜B,v produit de χ
±
B,v par ζ|P˜B,v .
Lemme 5.1.2 (i) L’espace de Hilbert HAψ est somme hilbertienne des sous-espaces E
B
n,j,
n ∈ N, j = 0, 1, 2. Le sous-espace EB0,0 est non nul. Les sous-espaces E
B,±
n,0 , n ∈ N\{0},
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et EB,±n,2 , n ∈ N, sont non nuls si et seulement si l > 0. Les espaces E
B,±
n,1 , n ∈ N sont
non nuls si et seulement si l < r.
(ii) Lorsqu’ils sont non nuls, les sous-espaces EB0,0, E
B,±
n,0 , n ∈ N\{0}, et E
B,±
n,j , n ∈ N,
j = 1, 2 sont invariants et irréductibles sous la restriction de la représentationMA de K
à PB. On note M
B
0,0, M
B,±
n,0 , n ∈ N, n ≥ 1 et M
B,±
n,j , n ∈ N, j = 1, 2 les représentations
de PB ainsi obtenues. Elles sont deux à deux non équivalentes et monomiales. De plus,
MB0,0 est la représentation triviale et l’on a :
MB,±n,0 =Ind
PB
P˜B,v
χ±B,v, v ∈ ̟
−nA\̟−nB, n ∈ N, n ≥ 1
MB,±n,2 =Ind
PB
P˜B,v
χ±B,v, v ∈ ̟
−nB∗\̟−nA, n ∈ N
MB,±n,1 =Ind
PB
P˜B,v
χ±B,v, v ∈ ̟
−(n+1)B\̟−nB∗, n ∈ N.
(iii) Lorsqu’ils sont non nuls, les sous-espaces EB0,0, E
B,±
n,0 , n ∈ N\{0}, et E
B,±
n,j , n ∈
N, j = 1, 2 sont invariants et irréductibles sous la restriction de la représentation
métaplectique SAψ à PB. On note S
B
0,0, S
B,±
n,0 , n ∈ N, n ≥ 1 et S
B,±
n,j , n ∈ N, j = 1, 2 les
représentations de PB ainsi obtenues. Elles sont deux à deux non équivalentes et l’on
a :
SB0,0= ζ
SB,±n,0 =Ind
PB
P˜B,v
ζχ±B,v, v ∈ ̟
−nA\̟−nB, n ∈ N, n ≥ 1
SB,±n,2 =Ind
PB
P˜B,v
ζχ±B,v, v ∈ ̟
−nB∗\̟−nA, n ∈ N
SB,±n,1 =Ind
PB
P˜B,v
ζχ±B,v, v ∈ ̟
−(n+1)B\̟−nB∗, n ∈ N.
Démonstration : (i) Compte tenu des inclusions ̟B∗ ⊂ B ⊂ A ⊂ B∗, il est clair
que HAψ est somme hilbertienne des sous-espaces E
B
n,j, n ∈ N, j = 0, 1, 2. De plus, ces
inclusions sont strictes si 0 < l < r tandis que ̟B∗ ( B = A = B∗, si l = 0, et
̟B∗ = B ( A ( B∗, si l = r.
(ii) Le fait que les sous-espaces EB0,0, E
B,±
n,0 , n ∈ N\{0}, et E
B,±
n,j , n ∈ N, j = 1, 2, sont
invariants résulte simplement de l’invariance des réseaux A, B et B∗ sous l’action de
PB.
Il est clair que l’action de PB dans EB0,0 est triviale. D’autre part, d’après le lemme
2.7.1, les orbites de PB dans B∗\̟B∗ sont B∗\A, A\B et B\̟B∗. On déduit de
ceci que, pour v ∈ ̟−nA\̟−nB et n ∈ N\{0}, (resp. v ∈ ̟−nB∗\̟−nA et n ∈ N,
v ∈ ̟−(n+1)B\̟−nB∗ et n ∈ N), l’application ϕ 7→ ϕ˜ définie par ϕ˜(p) = ϕ(p−1v)
induit une bijection de l’espace EB,±n,0 (resp. E
B,±
n,2 , E
B,±
n,1 ) sur l’espace Ev,± qui entrelace
la restriction de MA à PB et la représentation Ind
PB
P˜B,v
χ±B,v.
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Soit n ≥ 1 et v ∈ ̟−nA\̟−n+1A. Il suit de l’assertion (ii) du lemme 5.1.1 que le
noyau de la représentation IndPB
P˜B,v
χ±B,v contient K2n et est strictement contenu dans
K2n−2. Par suite, si n 6= m sont deux entiers non nuls et si v ∈ ̟−nA\̟−n+1A,
w ∈ ̟−mA\̟−m+1A, les représentations IndPB
P˜B,v
χ±B,v et Ind
PB
P˜B,w
χ±B,w ne sont pas équi-
valentes et distinctes de la représentation triviale. D’autre part, si n est un entier non
nul, v, w ∈ ̟−nA\̟−n+1A et ǫ, ǫ′ ∈ {±}, il suit de la méthode des petits groupes de
Mackey appliquée au sous-groupe invariant Kn que les représentations Ind
PB
P˜B,v
χǫB,v et
IndPB
P˜B,w
χǫ
′
B,w ne peuvent être équivalentes que si v et w sont dans la même PB-orbite et
ǫ′ = ǫ. Il en résulte que les représentations MB0,0, M
B,±
n,0 , n ∈ N, n ≥ 1 et M
B,±
n,j , n ∈ N,
j = 1, 2, sont deux à deux non équivalentes.
(iii) Cette assertion est conséquence immédiate de l’assertion (ii) et du fait que, d’après
le corollaire 4.5.1, la restriction de la représentation métaplectique SAψ à PB est égale
à ζ ⊗MA|PB .
5.2 On garde les notations du paragraphe précédent. Pour n ∈ N, on pose
EBn = E
B
n,0 ⊕ E
B
n,2.
On a
EB0 = {f ∈ H
A
ψ | Supp f ⊂ B
∗},
EBn = {f ∈ H
A
ψ | Supp f ⊂ ̟
−n(B∗\B)}, n ∈ N\{0}.
Théorème 5.2.1 (i) Le sous-espace EB0 est non nul. Les sous-espaces E
B,−
0 et E
B,±
n ,
n ∈ N\{0}, sont non nuls si et seulement si l > 0. Les sous-espaces EB,±n,1 , n ∈ N, sont
non nuls si et seulement si l < r.
(ii) Lorsqu’ils sont non nuls, les sous-espaces EB,±n et E
B,±
n,1 , n ∈ N sont invariants
et irréductibles sous la restriction de la représentation métaplectique SAψ à KB. Les
représentations de KB ainsi obtenues sont deux à deux non équivalentes. La restriction
de la représentation métaplectique à KB est sans multiplicité et somme directe de ces
représentations.
(iii) On a :
dim EB,+0 =1 +
1
2
(ql − 1)
dim EB,−0 =
1
2
(ql − 1)
dim EB,±n =
1
2
q2rn−l(q2l − 1), n ≥ 1
dim EB,±n,1 =
1
2
q2rn+l(q2(r−l) − 1), n ≥ 0.
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Démonstration : (i) C’est une conséquence immédiate de l’assertion (i) du lemme 5.1.2.
(ii) Compte tenu du fait que KB est engendré par PB et ςB, de la formule 4.21 du
corollaire 4.5.1 et du lemme 5.1.2, il suffit de montrer que pour tout entier naturel n,
les espaces EBn et E
B
n,1 sont invariants sous l’opérateur MA(ςB) et qu’aucun des espaces
EB,±n,0 ne l’est.
Commençons par remarquer qu’il suit du lemme 4.4.1 que si v ∈ W , ςBδv est combi-
naison linéaire de δw avec w ∈ ςB(v + A). Soit n un entier naturel. L’espace EBn,1 est
engendré par les vecteurs δv, v ∈ ̟−n(̟−1B\B∗). L’ensemble ̟−1B\B∗ est à la fois
KB-invariant et réunion de classes modulo A. Notre remarque montre alors que EBn,1
est invariant sous l’action de MA(ςB), comme voulu.
L’espace EBn,0 (resp. E
B
n,2) est engendré par les vecteurs δv, v ∈ ̟
−n(A\B) (resp. v ∈
̟−n(B∗\A)). Or, il est clair que KB laisse stable B∗\B et on vérifie facilement que
ςB(A\B) ⊂ B
∗\A. Ceci montre que l’espace EBn est invariant sous l’action de MA(ςB)
et qu’aucun des espaces EB,±n,0 ne l’est. Ceci achève la démonstration de l’assertion (ii).
(iii) La multiplication des scalaires induit une action du groupe {±1} dans W/A et on
considère l’espace quotient de cette action {±1}\W/A.
On a EB,+0 = Cδ0 ⊕ E
B,+
0,2 et E
B,−
0 = E
B,−
0,2 , tandis qu’une base de E
B,±
0,2 est constituée
des δv± δ−v, pour v parcourant un système de représentants des classes de {±1}\W/A
contenues dans B∗\A. On a donc dim EB,±0,2 =
1
2
([B∗/A] − 1). Mais la suite exacte
0 −→ A/B −→ B∗/B −→ B∗/A −→ 0 montre que q2l = [B∗/B] = [A/B][B∗/A].
Or, A/B étant un lagrangien du Fq-espace symplectique b∗ de dimension 2l, on a
[A/B] = ql et donc [B∗/A] = ql. D’où la formule pour les dimensions des espaces EB,±0 .
Soit n ∈ N\{0}. Comme ̟−n(B∗\B) (resp. ̟−n(̟−1B\B∗)) ne rencontre pas A, on
voit que dim EB,±n =
1
2
([̟−nB∗/A]− [̟−nB/A]) (resp. dim EB,±n,1 =
1
2
([̟−(n+1)B/A] −
[̟−nB∗/A])). Or, on a [̟−nB∗/A] = q2rn+l et [̟−nB/A] = q2rn−l. D’où le résultat
cherché.
5.3 On reprend les notations du paragraphe précédent et on désigne par SB,±n (resp.
SB,±n,1 ) la représentation de KB induite par la représentation S
A
ψ dans le sous-espace
EB,±n (resp. E
B,±
n,1 ) lorsque celui-ci est non nul. Nous allons utiliser les résultats de [4]
rappelés dans le paragraphe 3.4 pour donner une description des représentations SB,±n
et SB,±n,1 comme représentations induites.
Étant donné x ∈ W , on désigne par xˆ (resp. x˙) la classe de x dans le O-module quotient
W/B∗ (resp. W/B) et on rappelle que x s’identifie à l’élément (x, 0) de H(W ).
Lemme 5.3.1 Soit x ∈ W et soit n le plus petit entier naturel tel que x ∈ ̟−(n+1)B.
(i) Pour tout g ∈ KB(xˆ), le commutateur g
−1xgx−1 est contenu dans le sous-groupe
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B∗ ×̟λψ−n−1O de H(W ).
(ii) Si x /∈ B∗, on a KB(xˆ) = KB(x)K
′
B(xˆ).
(iii) Si x ∈ ̟−(n+1)B\̟−nB∗, on a
pSp(b∗)(KB(x)) = Sp(b
∗).
(iv) Si x ∈ ̟−nB∗\̟−nB, on a
pSp(b∗)(KB(x)) = Sp(b
∗)(pb∗(̟
nx)).
Démonstration : (i) Si g ∈ KB(xˆ), on a
g−1xgx−1 = (g−1x− x,
1
2
β(x, g−1x)) (5.5)
avec g−1x− x ∈ B∗ et
1
2
β(x, g−1x) =
1
2
β(x− g−1x, g−1x) ∈ β(B∗, ̟−(n+1)B) ⊂ ̟λψ−n−1O.
(ii) L’inclusion KB(x)K ′B(xˆ) ⊂ KB(xˆ) est claire. Soit donc g ∈ KB(xˆ). Par définition,
on a gx ∈ x+B∗. D’autre part, ̟n+1x ∈ B et g̟n+1x ∈ ̟n+1x+̟n+1B∗. Si ̟n+1x /∈
̟B∗, l’assertion (i) du lemme 2.7.1 montre qu’il existe h ∈ K ′B tel que hg̟
n+1x =
̟n+1x. Si ̟n+1x ∈ ̟B∗, on a n ≥ 1,̟nx ∈ B∗\B et g̟nx ∈ ̟nx+̟nB∗ ⊂ ̟nx+B,
de sorte que le même argument montre qu’il existe h ∈ K ′B tel que hg̟
nx = ̟nx.
Dans tous les cas, on a trouvé h ∈ K ′B tel que hgx = x et il est alors évident que
h ∈ K ′B(xˆ).
(iii) Soit g ∈ Sp(b∗). Désignons par K ′′B le noyau du morphisme pSp(b) de KB sur
Sp(b). Il suit du lemme 2.4.1 que pSp(b∗)(K ′′B) = Sp(b
∗). Il existe donc g˜ ∈ K ′′B tel que
pSp(b∗)(g˜) = g. Mais, par définition de K ′′B, on a g˜(̟
n+1x) ∈ ̟n+1x + ̟B∗. D’après
l’assertion (i) du lemme 2.7.1, il existe h ∈ K ′B tel que hg˜̟
n+1x = ̟n+1x. On a alors
hg˜ ∈ KB(x) et pSp(b∗)(hg˜) = pSp(b∗)(g˜) = g. D’où l’assertion (iii).
(iv) L’inclusion pSp(b∗)(KB(x)) ⊂ Sp(b∗)(pb∗(̟nx)) est claire. Soit donc g et g˜ des
éléments respectifs de Sp(b∗)(pb∗(̟nx)) et KB tels que pSp(b∗)(g˜) = g. On a alors
g˜̟nx ∈ ̟nx + B. Utilisant l’assertion (i) du lemme 2.7.1, on conclut comme pour
l’assertion (iii).
Soit x ∈ W . Il suit du lemme précédent que x−1KB(xˆ)x est un sous-groupe de KB ⋉
H(B∗). Rappelons-nous la représentation S˜ψρ˜ψ de KB ⋉H(B
∗) définie au paragraphe
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4.2 par la formule 4.3. On définit alors la représentation σx˙ du groupe KB(xˆ) en posant
σx˙(g) = S˜ψρ˜ψ(xgx
−1), g ∈ KB(xˆ) (5.6)
(on vérifie que la représentation σx˙ ne dépend que de la classe x˙ ∈ W/B).
Supposons que x /∈ B∗. Il suit de la formule 5.5 que l’on a
σx˙(g) = ψ(
1
2
β(x, g−1x))S˜ψ(g)ρ˜ψ(g
−1x− x, 0), g ∈ KB(xˆ). (5.7)
De plus, il résulte de l’assertion (ii) du lemme 5.3.1 que la représentation σx˙ satisfait
les relations suivantes qui la déterminent entièrement :
σx˙(g) = S˜ψ(g), g ∈ KB(x),
σx˙(h) = ψ(
1
2
β(x, h−1x))ρ˜ψ(h
−1x− x, 0)
= ψ(
1
2
β(hx, x))ρ˜ψ(x− hx, 0), h ∈ K
′
B(xˆ).
Dans la suite, on désigne par K˜B(xˆ) le sous-groupe {±Id}KB(xˆ) de KB.
Lorsque x ∈ B∗, K˜B(xˆ) = KB(xˆ) = KB et la représentation σx˙ de KB est équivalente
à S˜ψ = S0 et est réalisée dans le même espace Hψ. On a −Id ∈ KB et on note H
±
ψ
le sous-espace propre de −Id pour la valeur propre ±1, lequel est invariant par σx˙.
On désigne par σ±x˙ la représentation de KB dans ce sous-espace qui en résulte, lorsque
celui-ci est non nul. On a Hψ = H
+
ψ
⊕H−
ψ
et donc σx˙ = σ
+
x˙ ⊕ σ
−
x˙ , lorsque H
−
ψ
est non
nul ; ceci se produit exactement lorsque l 6= 0. Dans le cas contraire, on a σx˙ = σ
+
x˙ .
Supposons que x /∈ B∗. Dans ce cas, −Id n’appartient pas à KB(xˆ). On étend alors
la représentation σx˙ en une représentation σ
±
x˙ du groupe K˜B(xˆ) en décidant que
σ±x˙ (−Id) = ±Id.
Théorème 5.3.1 (i) Si l = 0, SB,+0 est la représentation triviale.
(ii) Si l > 0, pour tout n ∈ N, on a
SB,±n = Ind
KB
K˜B(xˆ)
σ±x˙ , x ∈ (̟
−nB∗\̟−nB) +B∗.
(iii) Si l < r, pour tout n ∈ N, on a
SB,±n,1 = Ind
KB
K˜B(xˆ)
σ±x˙ , x ∈ (̟
−(n+1)B\̟−nB∗) +B∗.
Démonstration : On utilise la réalisation SBψ de la représentation de Weil dans l’espace
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HBψ donnée au paragraphe 4.2 et l’opérateur d’entrelacement IA,B entre cette dernière
et la réalisation SAψ dans l’espace H
A
ψ .
Si F est un sous-espace de HBψ , on désigne par F
+ (resp. F−) le sous-espace de F
constitué des fonctions paires (resp. impaires).
Si x ∈ W , on désigne par Fxˆ le sous-espace de HBψ constitué des fonctions dont le
support est contenu dans KBx, si x /∈ B∗, et dans B∗, sinon (la définition et la notation
sont justifiées parce que, d’après le lemme 2.7.1 (i), x + B∗ ⊂ KBx, si x ∈ W\B∗).
Il est clair que les sous-espaces F±xˆ sont invariants sous l’action de la représentation
SBψ restreinte à KB. D’autre part, il suit du lemme 2.7.1 (ii) que les KB-orbites dans
W\B∗ sont les ̟−(n+1)B∗\̟−(n+1)B et ̟−(n+1)B\̟−nB∗ n ∈ N. Comme l’opérateur
d’entrelacement IA,B conserve les supports et la parité, on déduit de ceci que l’on a
IA,B(F
±
xˆ ) = E
B±
0 , x ∈ B
∗,
IA,B(F
±
xˆ ) = E
B±
n+1, x ∈ ̟
−(n+1)B∗\̟−(n+1)B, n ∈ N,
IA,B(F
±
xˆ ) = E
B±
n,1 , x ∈ ̟
−(n+1)B\̟−nB∗, n ∈ N.
Soit x ∈ W . Désignons par G±x˙ l’espace de la représentation Ind
KB
K˜B(xˆ)
σ±x˙ . Alors, l’appli-
cation ϕ 7−→ ϕ˜ définie par ϕ˜(g) = S˜ψ(g)ϕ(g
−1x), g ∈ KB, induit un isomorphisme de
KB-modules de F
±
xˆ sur G
±
x˙ . D’où le théorème.
5.4 Dans ce paragraphe nous allons mettre en relation les résultats du précédent
avec ceux du paragraphe 3.5, dont nous reprenons les notations.
Soit n un entier naturel. Le sous-ensemble H(̟−(n+1)B) = ̟−(n+1)B×̟λψ−1−2(n+1)O
est un sous-groupe KB-invariant de H(W ).
On désigne par HBn le sous-espace de H
B
ψ constitué des fonctions dont le support est
contenu dans ̟−(n+1)B. En fait, HBn est l’espace des fonctions ϕ définies sur ̟
−(n+1)B
à valeurs dans l’espace Hψ de la représentation de Schrödinger de type ψ du groupe de
Heisenberg H(b∗), vérifiant la relation 4.1. Il est clairement invariant sous la restriction
de SBψ (resp. R
B
ψ ) à KB (resp. KB ⋉ H(̟
−(n+1)B)) : on note SB,nψ (resp. R
B,n
ψ ) la
représentation de KB (resp. KB ⋉H(̟−(n+1)B)) induite par cette dernière dans HBn .
Soit ψ2n+1 le caractère primitif de O2n+1 défini par
ψ2n+1(pO2n+1(t)) = ψ(̟
λψ−2(n+1)t), t ∈ O.
On considère le O2n+1-module symplectique b2n+1 = B/̟2(n+1)B∗ et le sous-module
isotrope Sp(b2n+1)-invariant maximal u = ̟n+1B/̟2(n+1)B∗ (voir le lemme 3.5.1).
On rappelle la représentation ρu⊥,ψ2n+1 de H(u
⊥), inflation de la représentation de
Schrödinger ρ
u⊥,ψ2n+1
de type ψ2n+1 de H(u⊥).
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Soit µ : Fq −→ O2n+1 l’application définie par :
µ(pFq(t)) = pO2n+1(̟
2n+1t), t ∈ O.
Il est immédiat que µ induit un isomorphisme de Fq-modules de Fq sur l’idéal minimal
̟2n+1O/̟2(n+1)O. De plus, on a
ψ2n+1 ◦ µ = ψ. (5.8)
L’application µ∗ : H(b∗) −→ H(u⊥) définie par :
µ∗(pb∗(x), t) = (pb2n+1(̟
n+1x), µ(t)), x ∈ B∗, t ∈ Fq, (5.9)
est un morphisme injectif de groupes. Il suit de la relation 5.8 que la représentation
ρ
u⊥,ψ2n+1
◦ µ∗ est la représentation de Schrödinger de type ψ de H(b∗). On peut donc
supposer que Hψ est également l’espace de la représentation ρu⊥,ψ2n+1 et écrire alors
ρψ = ρu⊥,ψ2n+1 ◦ µ∗. (5.10)
Par suite, la représentation de Weil Sψ de type ψ de Sp(b
∗) est également une repré-
sentation de Weil de type ψ2n+1 de Sp(u⊥). On choisit alors pour représentation de
Weil de type ψ2n+1 de Sp(b2n+1) relative au morphisme ru : Sp(b2n+1) −→ Sp(u⊥) la
représentation σ = Sψ ◦ ru.
On note Hn l’espace de la représentation
Ru,σ = Ind
Sp(b2n+1)⋉H(b2n+1)
Sp(b2n+1)⋉H(u⊥)
σρu⊥,ψ2n+1 . (5.11)
La restriction Su,σ de la représentation Ru,σ à Sp(b2n+1) est une représentation de Weil
de type ψ2n+1.
Il suit de la relation 3.14 que l’espace de la représentation Ru,σ s’identifie, via l’ap-
plication de restriction au sous-ensemble b2n+1 du sous-groupe H(b2n+1) du produit
semi-direct Sp(b2n+1) ⋉ H(b2n+1), à l’espace des fonctions ϕ définies sur b2n+1, à va-
leurs dans l’espace Hψ de la représentation ρu⊥,ψ2n+1 , qui vérifient la relation
ϕ(x+ u) = ψ2n+1(
1
2
βb2n+1(x, u))ρu⊥,ψ2n+1(u)ϕ(x), x ∈ b2n+1, u ∈ u
⊥. (5.12)
L’application p : KB ⋉H(̟−(n+1)B) −→ Sp(b2n+1)⋉H(b2n+1) définie par :
p(g(x, t)) = pSp(b2n+1)(g)(pb2n+1(̟
n+1x), pO2n+1(̟
2(n+1)−λt)),
g ∈ KB, (x, t) ∈ H(̟−(n+1)B), est un morphisme surjectif de groupes.
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Lemme 5.4.1 (i) Si ϕ est un élément de Hn, l’application ϕ
B définie sur ̟−(n+1)B
par
ϕB(x) = ϕ(pb2n+1(̟
n+1x)), x ∈ ̟−(n+1)B,
est un élément de HBn .
(ii) L’application ϕ 7→ ϕB est un isomorphisme de Hn sur H
B
n qui entrelace les repré-
sentations Su,σ ◦ pSp(b2n+1) et S
B,n
ψ de KB.
(iii) Soit x ∈ ̟−(n+1)B et ϕ ∈ Hn. Alors dire que le support de ϕ
B est contenu dans
KBx est équivalent à dire que le support de ϕ est contenu dans l’orbite de pb2n+1(̟
n+1x)
modulo u⊥ sous l’action de Sp(b2n+1).
Démonstration : (i) Soit ϕ ∈ Hn. Soit x ∈ ̟−(n+1)B et b ∈ B∗. Alors, on a
ϕB(x+ b) = ϕ(pb2n+1(̟
n+1(x+ b)))
= ψ2n+1(
1
2
βb2n+1(pb2n+1(̟
n+1x), pb2n+1(̟
n+1b)))
ρu,ψ2n+1(pb2n+1(̟
n+1b))ϕB(x)
= ψ2n+1(pO2n+1(̟
2(n+1)−λ1
2
β(x, b)))ρu,ψ2n+1 ◦ µ∗(pb∗(b))ϕ
B(x)
= ψ2n+1 ◦ µ(pFq(̟
1−λ1
2
β(x, b)))ρu,ψ2n+1 ◦ µ∗(pb∗(b))ϕ
B(x)
= ψ(pFq(̟
1−λ1
2
β(x, b)))ρψ(pb∗(b))ϕ
B(x)
= ψ(
1
2
β(x, b))ρ˜ψ(b)ϕ
B(x),
montrant que ϕB satisfait la relation 4.1.
(ii) Il est clair que l’application ϕ 7→ ϕB est injective. Réciproquement, soit ϕ ∈ HBn .
La relation 4.1 satisfaite par ϕ, montre qu’il existe une unique fonction ϕu définie sur
b2n+1 et à valeurs dans Hψ telle que
ϕu(pb2n+1(̟
n+1x)) = ϕ(x), x ∈ ̟−(n+1)B
et que cette fonction satisfait la relation 5.12. Ceci montre que l’application ϕ 7→
ϕB est bien une bijection linéaire de Hn sur HBn . Le fait que ce soit un opérateur
d’entrelacement est facile et est laissé au lecteur.
(iii) est clair.
Remarques. (i) Il suit de l’assertion (iii) du lemme précédent que, pour tout x ∈
̟−(n+1)B, l’application ϕ 7→ ϕB induit un isomorphisme entre les représentations
S±pb2n+1(̟n+1x)
◦ pSp(b2n+1) et S
±
x˙ de KB. En particulier, la décomposition en irréduc-
tibles de la restriction à KB de la représentation de Weil de Sp(W ) se ramène à la
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décomposition en irréductibles des représentations de Weil des groupes symplectiques
Sp(b2n+1) sur l’anneau local fini O2n+1, démontrée dans le théorème 3.5.1.
(ii) La décomposition en irréductibles de la restriction à KB de la représentation de
Weil a été obtenue par D. Prasad dans [16] dans le cas où B = B∗, i.e. KB est le
compact maximal standard. Dans [4] G. Cliff, D. McNeilly et F. Szechtman remarquent
que leurs résultats concernant la représentation de Weil de Sp(W ) lorsque W est un
module symplectique libre sur un anneau fini local et principal, permettent d’obtenir
la décomposition en irréductibles de la restriction à KB de la représentation de Weil
également lorsque B = ̟B∗, i.e.KB n’est pas dans la classe de conjugaison du compact
maximal standard, mais lui est conjugué par le groupe des similitudes symplectiques.
6 Restriction de la représentation de Weil à un tore maximal
elliptique.
6.1 Pour Sp(W ), un tore est elliptique si et seulement s’il est anisotrope, c’est à dire
si et seulement s’il est compact. Dans ce paragraphe, nous montrons que la restriction
de la représentation de Weil à un tore maximal elliptique est sans multiplicité.
Théorème 6.1.1 Soit T ⊂ Sp(W ) un tore maximal elliptique. La restriction de la
représentation de Weil Sψ à T est somme directe de caractères intervenant tous avec
multiplicité 1.
Démonstration : Comme T est un groupe commutatif et compact, il est clair que la
restriction de la représentation SBψ à T est somme directe de caractères. Il s’agit de
montrer qu’ils interviennent tous avec la multiplicité 1.
Soit H∞ψ l’espace des vecteurs C
∞ de la représentation Sψ, i.e. des vecteurs v ∈ Hψ tels
que l’application x 7→ Sψ(x).v soit localement constante. C’est un sous-espace vectoriel
dense et Sψ-invariant.
SiG est un sous-groupe de Sp(W ), on désigne par G˜ son image réciproque dansMp(W ).
Posons G1 = G2 = T . Puisque T est son propre commutant dans Sp(W ), (G1, G2) est
une paire réductive duale dans Sp(W ) selon Howe (voir [8]). Comme T est compact,
il résulte du théorème 4.2.1 que T˜ = T × {1, ǫ}, où ǫ est l’élément non trivial du
noyau de la projection de Mp(W ) sur Sp(W ). Soit χ un caractère unitaire de T et
soit χ˜ le prolongement de χ à T˜ non trivial sur ǫ. Désignons par Cχ (resp. Cχ˜) le
T -module (resp. T˜ -module) irréductible de dimension 1 correspondant au caractère χ
(resp. χ˜). La conjecture de Howe, démontrée par Waldspurger (voir [20]), appliquée
à la représentation χ˜ ⊗ χ˜ de G˜1G˜2 = T˜ montre que l’espace des opérateurs d’en-
trelacement Hom
T˜
(H∞ψ ,Cχ˜) est de dimension au plus 1. Comme Sψ(ǫ) = −Id, on a
dimHom
T˜
(H∞ψ ,Cχ˜) = dimHomT (H
∞
ψ ,Cχ) ≥ dimHomT (Hψ,Cχ).
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6.2 Dans les paragraphes qui suivent, nous étudions la décomposition en irréduc-
tibles de la restriction de la représentation de Weil à un tore maximal elliptique de
Sp(W ).
Soit T un tore maximal elliptique de Sp(W ). D’après [13],W se décompose de manière
unique comme une somme directe orthogonale W = W1⊕ · · ·⊕Wn de sous-T -modules
irréductibles sur k. ChaqueWi est donc un sous-espace symplectique deW et l’image Ti
de T par l’application x 7→ x|Wi est un tore maximal elliptique de Sp(Wi) sous l’action
duquel Wi est un module irréductible sur k. De plus, l’application x 7→ (x|W1 , . . . , x|Wn)
est un isomorphisme naturel du tore T sur le produit direct de tores T1 × · · · × Tn.
Dans la suite, nous identifions T et T1 × · · · × Tn au moyen de cet isomorphisme.
Soit 1 ≤ i ≤ n. Le tore Ti étant compact, il est contenu dans un sous-groupe compact
maximalKBi de Sp(Wi), avec Bi un bon réseau Ti-invariant deWi. Alors B = B1⊕· · ·⊕
Bn est un bon réseau T -invariant deW , de sorte que T est contenu dans le sous-groupe
compact maximal KB de Sp(W ). On utilise la section sB (resp. sBi) du paragraphe
4.6 pour identifier KB (resp. KBi) à un sous-groupe de Mp(W ) (resp. Mp(Wi)). On a
alors
Proposition 6.2.1 La restriction de la représentation de Weil au tore T s’écrit comme
le produit tensoriel extérieur des restrictions pour chaque i de la représentation de Weil
de Mp(Wi) à Ti :
(SW,ψ)|T = ⊗
i=n
i=1 (SWi,ψ)|Ti
Démonstration : C’est une conséquence immédiate du lemme 4.7.2 et de la proposition
4.7.1.
Il suit de la proposition 6.2.1 que pour connaître la restriction d’une représentation de
Weil à un tore elliptique, il suffit de connaître, pour tout espace symplectique W , la
restriction de la représentation de Weil de Mp(W ) aux tores maximaux T de Sp(W )
pour lesquels le T -module W est irréductible sur k. C’est ce que nous allons faire dans
les paragraphes 6.3 à 6.7.
6.3 Dans la suite, si F ′ est une extension de degré fini d’un corps F , nous désignerons
par trF ′/F (resp. NF ′/F ) la trace (resp. la norme) de F ′ sur F .
Pour simplifier nous dirons qu’un tore T ⊂ Sp(W ) est irréductible si le T -module W
est irréductible sur k.
Suivant [7] et [13], nous allons donner une description des classes de conjugaison de
tores maximaux irréductibles de Sp(W ).
Soit k′ une extension de degré r de k et k′′ une extension quadratique de k′. On note
τ l’élément non trivial du groupe de Galois de k′′ sur k′. Soit u ∈ k′′ un élément non
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nul et de trace nulle relativement à k′. Alors, la formule
βu(x, y) =
1
2
trk′′/k ux
τy, x, y ∈ k′′, (6.1)
définit une forme symplectique sur le k-espace vectoriel k′′. L’action de k′′ sur lui-même
par multiplication permet de l’identifier à un sous-corps de l’algèbre Endk(k′′) des endo-
morphismes de k-espace vectoriel de k′′. On désigne par Tk′′,k′ le sous-groupe multiplica-
tif de k′′× constitué des éléments de norme 1 relativement à k′. Alors Tk′′,k′ est l’ensemble
des k-points d’un tore maximal elliptique du groupe symplectique Sp(k′′, βu).
On désigne par Aut(k′′/k)τ le sous-groupe du groupe des automorphismes Aut(k′′/k)
de k′′ sur k constitué des éléments qui commutent à τ . Le groupe Aut(k′′/k)τ laisse
invariant le sous-k-espace vectoriel de k′′ constitué des éléments de trace nulle ainsi que
le sous-groupe multiplicatif Im(Nk′′/k′). On peut donc former le groupe produit semi-
direct Γk′′,k′ = Aut(k′′/k)τ ⋉ Im(Nk′′/k′). L’action de Aut(k′′/k)τ dans ker(trk′′/k′) se
prolonge à Γk′′,k′, le groupe Im(Nk′′/k′) agissant par multiplication. Dans le cas des tores
maximaux irréductibles des groupes symplectiques, les théorème 1.6 et proposition 1.10
de [13] s’énoncent ainsi :
Théorème 6.3.1 (i) Soit T ⊂ Sp(W ) un tore maximal irréductible. Il existe une
extension k′ de degré r de k, une extension quadratique k′′ de k′, un élément u ∈ k′′× de
trace nulle relativement à k′ et ϕ un isomorphisme d’espaces symplectiques de (k′′, βu)
sur W tels que T soit l’image de Tk′′,k′ par l’isomorphisme ϕ˜ : t 7→ ϕ ◦ t ◦ϕ
−1. De plus,
les tores ϕ˜(Tk′′,k′), ϕ parcourant l’ensemble des isomorphismes d’espaces symplectiques
de (k′′, βu) sur W , forment une classe de conjugaison de tores maximaux dans Sp(W ),
notée Ck′′,k′,u.
(ii) Pour i = 1, 2, soit k′i (resp. k
′′
i ) une extension de degré r de k (resp. quadratique
de k′i) et ui ∈ k
′′
i un élément non nul de trace nulle relativement à k
′
i. Si les classes
Ck′′i ,k′i,ui, i = 1, 2 sont identiques, il existe un isomorphisme sur k de k
′′
1 sur k
′′
2 qui
envoie k′1 sur k
′
2.
(iii) Soit k′ une extension de degré r de k et k′′ une extension quadratique de k′. Alors
l’application u 7→ Ck′′,k′,u induit une bijection de Γk′′,k′\ ker(trk′′/k′) sur l’ensemble des
classes de conjugaison des tores maximaux de Sp(W ) isomorphes sur k à Tk′′,k′.
6.4 Dans ce paragraphe, pour chaque tore maximal irréductible T de Sp(W ) nous
exhibons un bon réseau T -invariant.
Soit T ⊂ Sp(W ) un tore maximal irréductible. D’après le théorème 6.3.1, il existe une
extension k′ de degré r de k, une extension quadratique k′′ de k′ et un élément non
nul u ∈ ker(trk′′/k′) tels que W s’identifie au k-espace symplectique (k′′, βu) et que
T = Tk′′,k′.
On note O (resp. O′, O′′) l’anneau des entiers, ̟ (resp. ̟′, ̟′′) une uniformisante, v
(resp. v′, v′′) la valuation normalisée et q (resp. q′, q′′) le cardinal du corps résiduel de k
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(resp. k′, k′′). On prend ̟′′ tel que ̟′′2 = ̟′ lorsque k′′ est ramifié sur k′, et ̟′′ = ̟′
dans le cas contraire. On note e l’indice de ramification de k′ sur k. On a alors q′ = q
r
e
et q′′ = q′ (resp. q′′ = q′2) si k′′ est ramifié (resp. non ramifié) sur k′.
On note δ l’entier tel que l’idéal ̟′δO′ soit la différente de k′ sur k, i.e. δ est le plus
grand entier tel que trk′/k(x) ∈ O pour tout x ∈ ̟′−δO′.
Compte tenu du théorème 6.3.1 (ii), on peut supposer que u = ̟′′ lorsque k′′ est ramifié
sur k′ et v′′(u) ∈ {0, 1} dans le cas contraire : c’est ce que nous faisons désormais.
Comme T est contenu dansO′′, les idéaux̟′′mO′′,m ∈ Z, sont des réseaux T -invariants
de W .
Lemme 6.4.1 Soit m ∈ Z et soit B = ̟′′mO′′. Alors le réseau dual de B est donné
par
B∗ =
̟
′′2(eλψ−δ−(m+1))B si k′′ est ramifié sur k′
̟′eλψ−δ−v
′′(u)−2mB si k′′ n’est pas ramifié sur k′.
Démonstration : Le réseau dual de B est un O′′ sous-module de k′′, donc de la forme
B∗ = ̟′′lO′′, avec l un entier.
Si k′′ est ramifié sur k′, on a u ∈ ̟′′O′× et O′′ = O′ +O′̟′′. Il vient alors
βu(B,̟
′′2(eλψ−δ−(m+1))B) = βu(̟
′′mO′′, ̟′′2(eλψ−δ−1)−mO′′)
= trk′′/k̟
′′2(eλψ−δ−1)+1O′′
= trk′/k̟
′′2(eλψ−δ)O′
= ̟λψ trk′/k̟
′−δO′
= ̟λψO,
d’où le résultat dans ce cas.
Si k′′ n’est pas ramifié sur k′, on a O′′ = O′ +O′̟′−v
′′(u)u et il vient alors
βu(B,̟
′eλψ−δ−v
′′(u)−2mB) = βu(̟
′mO′′, ̟′eλψ−δ−v
′′(u)−mO′′)
= trk′′/k̟
′eλψ−δO′′
= trk′/k̟
′eλψ−δO′
= ̟λψO,
d’où le lemme.
On pose µ = eλψ − δ − v′′(u). On déduit du lemme précédent le
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Corollaire 6.4.1 On définit le réseau B en posant
B =
̟
′′µO′′ si k′′ est ramifié sur k,
̟′[
µ+1
2
]O′′ si k′′ est non ramifié sur k′.
Alors B est un bon réseau T -invariant, autodual si et seulement si k′′ est ramifié sur
k′ ou si µ est pair.
Lorsque k′′ est non ramifié sur k′ et µ est impair, B∗ = ̟′−1B et b∗ = O′′/̟′O′′ est
un Fq espace vectoriel symplectique de dimension 2re .
6.5 On se donne un tore maximal irréductible T de Sp(W ) et on reprend les nota-
tions du paragraphe précédent. Nous allons décrire les caractères de T .
Lorsque k′′ n’est pas ramifié sur k′, on désigne par ν l’élément de O′′× tel que u =
̟′v
′′(u)ν et on pose d = ν2, qui est un élément de O′. Alors,
T = {ξ + ην|ξ, η ∈ O′ et ξ2 − dη2 = 1}.
Lorsque k′′ est ramifié sur k′, on prend u = ̟′′ et on a
T = {ξ + η̟′′|ξ, η ∈ O′ et ξ2 −̟′η2 = 1}.
Si j ∈ N, on désigne par Tj le j-ième sous-groupe de congruence de T :
Tj = {g ∈ T |g − 1 ∈ ̟
′′jO′′}.
On a T0 = T et, pour j ≥ 1, Tj est un sous-groupe strict de T que nous allons décrire.
On désigne par µq′+1 le sous-groupe cyclique de k′′× constitué des racines (q′+1)-ièmes
de l’unité.
Lemme 6.5.1 a) On suppose que k′′ n’est pas ramifié sur k′.
(i) On a T = µq′+1 × T1. La suite Tj, j ∈ N, est une suite strictement décroissante de
sous-groupes de T .
Soit j un entier naturel non nul.
(ii) Pour tout η ∈ O′, il existe un unique élément θj(η) de Tj tel que θj(η)−̟
′jην ∈ k′.
Cet élément vérifie que θj(η)−̟
′jην − 1 ∈ ̟′2jO′ et θj(η)
−1 = θj(−η).
(iii) L’application θj est une bijection de O
′ sur Tj et elle induit, pour tout entier
1 ≤ s ≤ 2j, un isomorphisme de groupes de O′/̟′sO′ sur Tj/Tj+s.
b) On suppose que k′′ est ramifié sur k′.
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(i) On a T = {±1} × T1 et T2j = T2j+1, pour tout entier j > 0. La suite (T2j+1)j∈N est
une suite strictement décroissante de sous-groupes de T .
Soit j un entier naturel.
(ii) Pour tout η ∈ O′, il existe un unique élément θj(η) de T2j+1 tel que θj(η)−̟
′jη̟′′ ∈
k′. Cet élément vérifie que θj(η)−̟
′jη̟′′ − 1 ∈ ̟′2j+1O′ et θj(η)
−1 = θj(−η).
(iii) L’application θj est une bijection de O
′ sur T2j+1 et elle induit, pour tout entier
1 ≤ s ≤ 2j + 1, un isomorphisme de groupes de O′/̟′sO′ sur T2j+1/T2(j+s).
Démonstration : a) On se place dans le cas où k′′ n’est pas ramifié sur k′. Le fait que
T = µq′+1 × T1 et que la suite Tj est décroissante est immédiat. Le fait qu’elle l’est
strictement résultera alors du point (iii).
Soit j ∈ N non nul et η ∈ O′. Il résulte du lemme de Hensel qu’il existe un unique
ξ ∈ ̟′O′ tel que 1 + ξ + ̟′jην soit un élément de T , c’est à dire vérifie la relation
(1+ξ)2−d̟′2jη2 = 1. Il suit de celle-ci que ξ ∈ ̟′2jO′. D’où l’assertion (ii) et le fait que
θj est une bijection de O′ sur Tj . Enfin, pour η ∈ O′, on a θj(η)−1 = θj(η)τ = θj(−η).
Pour η ∈ O′, on a θj(η) ∈ 1 + ̟′jην + ̟′2jO′. On en déduit que pour η, η′ ∈ O′,
θj(η)θj(η
′) ∈ 1 + ̟′j(η + η′)ν + ̟′2jO′ + ̟′3jO′′, puis θj(η)θj(η′)θj(η + η′)−1 ∈ 1 +
̟′2jO′ +̟′3jO′′. La dernière affirmation de l’assertion (iii) en découle.
b) On se place dans le cas où k′′ est ramifié sur k′. Il est clair que la suite Tj est
décroissante et que T = {±1} × T1. Soit j > 0 un entier et x ∈ T2j . Alors, on a
x = 1+̟′j(ξ+η̟′′), avec ξ, η ∈ O′ vérifiant la relation (1+̟′jξ)2 = 1+̟′2j+1η2. On
en déduit immédiatement que ξ ∈ ̟′j+1O′, d’où le fait que x ∈ 1+̟′j+1O′+̟′j̟′′O′ =
1 +̟′′2j+1O′′, i.e. x ∈ T2j+1. On a bien T2j = T2j+1. A partir de là, la démonstration
des assertions restantes est identique à celle faite dans le cas précédent.
Soit j ∈ N et χ un caractère de Tj . On appelle conducteur de χ, le plus petit entier λ
tel que Tλ soit contenu dans le noyau de χ.
Le seul caractère de conducteur 0 est le caractère trivial.
Lorsque k′′ n’est pas ramifié sur k′, les caractères de conducteur au plus 1 de T sont
les relèvements à T des caractères de T/T1 = µq′+1. Ils forment donc un sous-groupe
cyclique d’ordre q′ + 1 de Tˆ .
Soit ( , )k′ le symbole de Hilbert du corps k′. On sait que tout élément g de T s’écrit
g = z(z−1)τ avec z ∈ O′′×. On vérifie que le nombre (̟′, zzτ )k′ =
(
pF
q′
(zzτ )
q′
)
ne dépend
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que de g et que la formule
η0(g) = (̟
′, zzτ )k′ =
(
pFq′ (zz
τ )
q′
)
(6.2)
définit un caractère de conducteur 1 de T .
Lorsque k′′ est ramifié sur k′, T possède un unique caractère de conducteur 1 : il s’agit
du caractère ǫ trivial sur T1 et tel que ǫ(−1) = −1. Tous les autres caractères de T
sont de conducteur pair.
Lemme 6.5.2 a) On suppose que k′′ n’est pas ramifié sur k′.
(i) Soit j ≥ 1 un entier. Alors, pour tout entier λ tel que j < λ ≤ 3j et pour tout
b ∈ O′, la formule
χb,λ,j(t) = ψ(−
1
4
trk′′/k̟
′µ−λbut), t ∈ Tj (6.3)
définit un caractère de Tj de conducteur inférieur ou égal à λ.
Le caractère χb,λ,j est de conducteur λ si et seulement si b ∈ O
′×, et tout caractère de
Tj de conducteur λ est de cette forme.
Si a, b ∈ O′×, on a
χa,λ,j = χb,λ,j ⇐⇒ b− a ∈ ̟
′λ−jO′
⇐⇒ b/a ∈ 1 +̟′λ−jO′.
(6.4)
(ii) Soit χ un caractère de T de conducteur λ ≥ 2 et soit j un entier tel que j < λ ≤ 3j.
Alors χ est un prolongement à T d’un caractère χb,λ,j pour un certain b ∈ O
′×.
b) On suppose que k′′ est ramifié sur k′.
(i) Soit j ≥ 0 un entier. Alors, pour tout entier λ tel que j < λ ≤ 3j + 1 et pour tout
b ∈ O′, la formule
χb,2λ,j(t) = ψ(−
(−1)λ−µ
4
trk′′/k̟
′µ−λb̟′′t), t ∈ T2j+1 (6.5)
définit un caractère de T2j+1 de conducteur inférieur ou égal à 2λ.
Le caractère χb,2λ,j est de conducteur 2λ si et seulement si b ∈ O
′×, et tout caractère
de T2j+1 de conducteur 2λ est de cette forme.
Si a, b ∈ O′×, on a
χa,2λ,j = χb,2λ,j ⇐⇒ b− a ∈ ̟
′λ−jO′
⇐⇒ b/a ∈ 1 +̟′λ−jO′.
(6.6)
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(ii) Soit χ un caractère de T de conducteur 2λ ≥ 2 et soit j un entier tel que j < λ ≤
3j+1. Alors χ est un prolongement à T d’un caractère χb,2λ,j pour un certain b ∈ O
′×.
Démonstration : a) Si η ∈ O′, on a
χb,λ,j(θj(η)) = ψ(−
1
4
trk′′/k̟
′eλψ−δ+j−λbdη).
On en déduit que χb,λ,j ◦θj est un caractère du groupe additif O′ dont le noyau contient
l’idéal ̟′λ−jO′. De plus, ̟′λ−jO′ est le plus grand idéal de O′ contenu dans kerχb,λ,j◦θj
si et seulement si b ∈ O′×. Il suit alors du lemme 6.5.1 que χb,λ,j est un caractère de Tj
et il est alors clair que son conducteur est inférieur ou égal à λ, l’égalité ayant lieu si
et seulement si b ∈ O′×.
Réciproquement, si χ est un caractère de conducteur λ tel que j < λ ≤ 3j, il suit du
lemme 6.5.1 que χ ◦ θj est un caractère du groupe additif O′ et que ̟′λ−jO′ est le plus
grand idéal de O′ contenu dans son noyau. Il est alors clair qu’il existe b ∈ O′× tel que
χ = χb,λ,j .
Si a, b ∈ O′×, on a
χa,λ,j = χb,λ,j ⇐⇒ χa,λ,j ◦ θj = χb,λ,j ◦ θj
⇐⇒ ∀η ∈ O′, ψ( trk′/k̟
′eλψ−δ+j−λ(b− a)dη) = 1
⇐⇒ b− a ∈ ̟′λ−jO′
⇐⇒ b/a ∈ 1 +̟′λ−jO′.
D’où l’assertion (i).
L’assertion (ii) est une conséquence immédiate de (i).
b) La démonstration est identique à celle du cas a), une fois que l’on a remarqué que,
pour η ∈ O′,
χb,2λ,j(θj(η)) = ψ(
(−1)λ−µ
2
trk′/k̟
′eλψ−δ+j−λbη).
6.6 Soit T ⊂ Sp(W ) un tore maximal irréductible et B le bon réseau T -invariant
construit au paragraphe 6.4. Alors T ⊂ KB et on relève T en un sous-groupe de
Mp(W ) à l’aide du relèvement sB de KB dans Mp(W ) défini dans le paragraphe 4.6
(voir théorème 4.6.1 et la remarque en fin de ce paragraphe).
Dans ce paragraphe, on suppose que le O′′-module B est un réseau autodual et on
considère la représentation de Weil SBψ dans l’espace H
B
ψ . On rappelle les fonctions
δv ∈ H
B
ψ , v ∈ k
′′ définies par la formule 4.8.
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Théorème 6.6.1 a) La fonction δ0 est, à un scalaire multiplicatif près, l’unique vec-
teur de poids trivial de T .
b) On suppose que k′′ n’est pas ramifié sur k′.
(i) Soit χ un caractère non trivial de T . Alors χ intervient dans la représentation de
Weil SBψ si et seulement si son conducteur est pair.
(ii) Soit χ un caractère de T de conducteur pair 2j > 0. Alors, il existe a ∈ O′′× tel
que
χ|Tj = χaaτ ,2j,j
et le sous-espace des vecteurs de poids χ est engendré par la fonction
ϕχ =
∑
g∈T/Tj
χ(g−1)δ
̟′
µ
2 −jga
. (6.7)
c) On suppose que k′′ est ramifié sur k′.
Soit χ un caractère non trivial de T . Alors χ intervient dans la représentation de Weil
SBψ si et seulement si son conducteur est un entier pair 2j et il existe a ∈ O
′′× tel que
χ|Tj = χaaτ ,j,[ j
2
].
Dans ce cas, le sous-espace des vecteurs de poids χ est engendré par la fonction
ϕχ =
∑
g∈T/Tj
χ(g−1)δ̟′′µ−jga. (6.8)
Démonstration : Il résulte du théorème 6.1.1 que δ0 est, à un scalaire multiplicatif près,
l’unique vecteur de poids trivial de T .
On pose λ = µ
2
si k′′ n’est pas ramifié sur k′ et λ = µ dans le cas contraire. Soit x ∈ k′′
tel que v′′(x) < λ et x˙ son image dans k′′/B. On écrit x = ̟′′v
′′(x)a avec a ∈ O′′×. Il
est immédiat que le stabilisateur T (x˙) de x˙ dans T est le sous-groupe de congruence
Tλ−v′′(x).
La représentation σx˙ de KB(x˙) définie par la formule 5.6 est un caractère (comme B
est un réseau autodual, x˙ et xˆ sont le même élément de k′′/B = k′′/B∗). On note χx˙
sa restriction à T (x˙). Alors, on a
χx˙=χaaτ ,2(λ−v′′(x)),λ−v′′(x), si k′′ n’est pas ramifié sur k′,
χx˙=χaaτ ,λ−v′′(x),[λ−v′′(x)
2
]
, si k′′ est ramifié sur k′.
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Soit ST,x˙ la représentation de T définie par
ST,x˙ = Ind
T
T (x˙) χx˙.
L’espace HT,x˙ de cette représentation est l’espace des fonctions ϕ : T 7→ C qui vérifient
ϕ(gt) = χx˙(t)ϕ(g), g ∈ T , t ∈ T (x˙). Si ϕ ∈ HT,x˙, il existe un unique élément de HBψ ,
IT,x˙ϕ, de support contenu dans la T -orbite de x˙ vérifiant
IT,x˙ϕ(g.x) = ϕ(g
−1), g ∈ T.
Soit X ⊂ k′′/B\{0} un ensemble de représentants des T -orbites dans k′′/B\{0}. Il
résulte des lemmes 5.4.1 et 3.4.1 que l’on a
SBψ|T = Cδ0
⊕
x˙∈X
ST,x˙
et que, pour x˙ ∈ k′′/B\{0}, l’application IT,x˙ est un isomorphisme de T -modules de
HT,x˙ sur le sous-espace de HBψ constitué des fonctions à support dans la T -orbite de x˙.
De plus, on a
ST,x˙ =
⊕
χ∈Tˆ
χ|T (x˙)=χx˙
χ.
Il suit de ces considérations que les caractères qui interviennent dans SBψ|T sont, outre
le caractère trivial, ceux de conducteur 2j > 0 dont la restriction à Tj est de la forme
χaaτ ,2j,j (resp. χaaτ ,j,[ j
2
]) avec a ∈ O
′′× si k′′ n’est pas ramifié sur k′ (resp. k′′ est ramifié
sur k′).
Maintenant soit χ ∈ Tˆ un caractère de conducteur 2j > 0 et a ∈ O′′× tels que
χ|Tj = χaaτ ,2j,j (resp. χ|Tj = χaaτ ,j,[ j
2
]) si k
′′ n’est pas ramifié sur k′ (resp. k′′ est ramifié
sur k′). Soit x = ̟′′λ−ja ∈ k′′\B. Soit ϕ ∈ HT,x˙ la fonction de support inclus dans Tj
telle que ϕ(1) = 1. Alors la fonction ϕχ définie par
ϕχ =
∑
g∈T/Tj
χ(g−1)ST,x˙(g)ϕ,
est, à un scalaire multiplicatif près, l’unique vecteur de poids χ de la représentation
ST,x˙. Or, on a clairement
IT,x˙ϕ = δx.
Par suite, la fonction
IT,x˙ϕχ =
∑
g∈T/Tj
χ(g−1)SBψ (g)δx
=
∑
g∈T/Tj
χ(g−1)δgx
=
∑
g∈T/Tj
χ(g−1)δ̟′′λ−jga
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est un vecteur de poids χ de la représentation SBψ|T .
Enfin, si k′′ n’est pas ramifié sur k′, Nk′′/k′ est un morphisme surjectif de groupes de
O′′× sur O′×. On en déduit que si χ ∈ Tˆ est un caractère de conducteur 2j > 0, il
existe a ∈ O′′× tels que χ|Tj = χaaτ ,2j,j.
6.7 On conserve les notations introduites au tout début du paragraphe précédent,
mais on se place dans la situation où k′′ n’est pas ramifié sur k′ et µ est impair. Alors
B = ̟′
µ+1
2 O′′ est un bon réseau T -invariant dont le réseau dual est B∗ = ̟′
µ−1
2 O′′. De
plus A = ̟′
µ−1
2 (O′+O′̟′ν) est un réseau autodual tel que B ⊂ A ⊂ B∗. On considère
la représentation de Weil SAψ dans l’espace H
A
ψ . On rappelle le caractère η0 de T défini
au paragraphe 6.5 par la formule 6.2.
Théorème 6.7.1 a) Un caractère χ de conducteur au plus 1 de T intervient dans la
représentation SAψ si et seulement si χ 6= η0. Dans ce cas, il existe v ∈ B
∗ tel que la
fonction
ϕχ =
∑
g∈T/T1
χ(g−1)SAψ (g)δv (6.9)
soit non nulle et engendre le sous-espace des vecteurs de poids χ de HAψ .
b) (i) Un caractère χ de conducteur strictement supérieur à 1 de T intervient dans la
représentation SAψ si et seulement si son conducteur est impair.
(ii) Soit χ un caractère de T de conducteur impair 2j + 1 > 1. Alors, il existe a ∈
O′′×\(̟′O′ +O′ν) tel que
χ|Tj+1 = χaaτ ,2j+1,j+1
et le sous-espace des vecteurs de poids χ de HAψ est engendré par la fonction
ϕχ =
∑
g∈T/Tj+1
χ(g−1)SAψ (g)δ̟′
µ−1
2
−ja
. (6.10)
Démonstration : D’après le théorème 6.1.1, on sait déjà que les caractères de T inter-
viennent tous sans multiplicité. Il suffit donc de montrer que les seuls caractères qui
interviennent sont ceux indiqués, avec les fonctions propres correspondantes.
On réalise la représentation de Weil Sψ de Sp(b
∗) dans l’espace Hx
ψ
où x = A/B.
Cet espace s’identifie naturellement via l’application ϕ 7→ ϕ ◦ pb∗ , au sous-espace KB-
invariant EB0 de H
A
ψ constitué des fonctions à support dans B
∗ (en particulier, une base
de Hx
ψ
est constituée des fonctions δv, v parcourant un système de représentants dans
B∗ de B∗/A). Dans ces conditions la représentation S˜ψ est la représentation de KB
dans EB0 induite par S
A
ψ .
On pose λ = µ−1
2
. Soit x ∈ k′′ tel que v′′(x) ≤ λ, x˙ son image dans k′′/B, x¨ celle dans
k′′/A et xˆ celle dans k′′/B∗. On désigne par σT,x˙ la restriction au stabilisateur T (xˆ) de
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xˆ dans T de la représentation σx˙ de KB(xˆ) dans Hxψ définie par la formule 5.6. Soit
ST,x˙ la représentation de T définie par
ST,x˙ = Ind
T
T (xˆ) σT,x˙.
L’espace HT,x˙ de cette représentation est l’espace des fonctions ϕ : T −→ Hxψ qui
vérifient ϕ(gt) = σT,x˙(t)ϕ(g), g ∈ T , t ∈ T (xˆ). Si ϕ ∈ HT,x˙, il existe un unique élément
IT,x˙ϕ de HBψ , de support contenu dans la T -orbite de xˆ et vérifiant
IT,x˙ϕ(g.x) = S˜ψ(g)ϕ(g
−1), g ∈ T. (6.11)
Soit X ⊂ k′′\B∗ un ensemble de représentants des orbites de T dans k′′/B∗\{0}. Il
résulte des lemmes 5.4.1 et 3.4.1 que l’on a
SBψ|T = S˜ψ|T
⊕
x∈X
ST,x˙
et que, pour x ∈ X ∪{0}, l’application IT,x˙ est un isomorphisme de T -modules de HT,x˙
sur le sous-espace Gxˆ de HBψ constitué des fonctions à support dans la T -orbite de xˆ.
On en déduit évidemment que
SAψ|T = S˜ψ|T
⊕
x∈X
ST,x˙ (6.12)
l’application IA,B ◦ IT,x˙ étant, pour tout x ∈ X ∪ {0}, un isomorphisme de T -modules
de HT,x˙ sur le sous-espace Exˆ de HAψ constitué des fonctions à support dans la T -orbite
de xˆ.
L’image de ̟′O′ +O′ν = ̟′−
µ−1
2 Aν dans Fq′′ étant Fq′pFq′′ (ν), on voit que la T -orbite
de tout élément de O′′× rencontre O′′×\(̟′O′ + O′ν). On peut donc supposer que
X ⊂ k′×(O′′×\(̟′O′ +O′ν)).
Soit x ∈ X. Écrivons x = ̟′v
′′(x)a avec v′′(x) < λ et a ∈ O′′×\(̟′O′ + O′ν). Alors le
stabilisateur T (xˆ) de xˆ dans T est le sous-groupe de congruence Tj avec j = λ− v′′(x)
tandis que celui T (x˙) de x˙ est Tj+1.
La représentation σT,x˙ de T (xˆ) dans Hxψ est donnée par
σT,x˙(g) = ψ(
1
2
β(gx, x))ρ˜ψ(g
−1x− x), g ∈ T (xˆ). (6.13)
D’autre part, le groupe T (xˆ) laisse stable le réseau autodual A et il opère donc dans le
quotient k′′/A. On désigne par T (x¨) le stabilisateur de x¨ dans T (xˆ). Alors, on a
T (x¨) = T (x˙) = Tj+1.
En effet, il est clair que T (x˙) ⊂ T (x¨). Réciproquement, soit g ∈ T (xˆ) tel que g(x+A) =
x+A. Alors, on a g = 1+̟′2jξ+̟′jην, avec ξ, η ∈ O′. Par hypothèse x = ̟′λ−j(u+vν)
avec u ∈ O′× et v ∈ O′. La condition gx¨ = x¨ s’écrit (g− 1)(u+ vν) ∈ ̟′j(O′ +O′̟′ν)
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qui, après calcul, entraîne uη +̟′jvξ ∈ ̟′O′. Comme u est dans O′× et j > 0, on en
déduit que η ∈ ̟′O′ et donc que g ∈ Tj+1.
Cela dit, si g ∈ T (x˙), on a
xgx−1 = g(g−1x− x,
1
2
β(x, g−1x)) ∈ K ′BB(0,
1
2
β(x, g−1x)).
On en déduit que la restriction de la représentation σT,x˙ à T (x˙) est un multiple du
caractère χx˙ = χaaτ ,2j+1,j+1 ; en fait, on a (σT,x˙)|T (x˙) = q′χx˙.
Nous allons voir que la représentation σT,x˙ est équivalente à la représentation γx˙ =
Ind
T (xˆ)
T (x˙) χx˙.
On définit un opérateur T (xˆ)-équivariant Ix˙ de l’espace Hx˙ de γx˙ dans Hxψ en posant
pour ϕ ∈ Hx˙
Ix˙ϕ =
∑
t∈T (xˆ)/T (x˙)
ϕ(t)σT,x˙(t
−1)δ0. (6.14)
Comme T (xˆ)/T (x˙) = Tj/Tj+1 est de cardinal q′, les espaces Hx˙ et Hxψ ont même
dimension. Il nous suffit donc de montrer que Ix˙ est injectif. Soit donc ϕ ∈ Hx˙ tel que
Ix˙ϕ = 0. Or, il suit des formules 6.13 et 3.1 que, pour t ∈ T (xˆ), σT,x˙(t−1)δ0, vu comme
un élément de HAψ est à support dans (t
−1x−x) +A. On voit donc que, si t, t′ ∈ T (xˆ),
σT,x˙(t
−1)δ0 et σT,x˙(t′−1)δ0 ont des supports disjoints sauf si t−1x+A = t′−1x+A, c’est
à dire si tx¨ = t′x¨. Ce qui équivaut à tt′−1 ∈ T (x˙). Ceci montre que le système de
vecteurs σT,x˙(t−1)δ0, t parcourant un ensemble de représentants dans T (xˆ) du quotient
T (xˆ)/T (x˙), est libre. Il suit alors de 6.14 que ϕ = 0 comme voulu.
Il suit donc du théorème d’induction par étages que
ST,x˙ = Ind
T
T (x˙) χx˙.
On en déduit que la représentation ST,x˙ se décompose en la somme directe sans mul-
tiplicité des caractères de T dont la restriction à T (x˙) est χaaτ ,2j+1,j+1. Désignons par
GT,x˙ l’espace de la représentation Ind
T
T (x˙) χx˙ et soit φ0 l’élément de GT,x˙ de support
T (x˙) et tel que φ0(1) = 1. Si χ est un caractère de T dont la restriction à T (x˙) est
χaaτ ,2j+1,j+1, on désigne par φχ la fonction définie sur T par
φχ(g) =
∑
t∈T/T (x˙)
χ(t−1)φ0(gt), g ∈ T.
Alors φχ est un élément non nul de GT,x˙ engendrant le sous-espace des vecteurs de poids
χ.
D’autre part, si φ ∈ GT,x˙, on définit la fonction φ˜ à valeurs dans Hx˙ en posant
φ˜(g)(t) = φ(gt), g ∈ T , t ∈ T (xˆ).
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Alors l’application φ 7→ φ˜, est un isomorphisme T -équivariant de GT,x˙ sur l’espace de la
représentation IndTT (xˆ)(Ind
T (xˆ)
T (x˙) χx˙). On définit un isomorphisme T -équivariant JT,x˙ de
GT,x˙ sur HT,x˙ en posant pour φ ∈ GT,x˙
JT,x˙φ(g) = Ix˙(φ˜(g)), g ∈ T.
On vérifie que JT,x˙φ0 est l’élément ϕ0 de HT,x˙ de support T (xˆ) et tel que ϕ0(1) = δ0.
L’application KT,x˙ = IA,B ◦ IT,x˙ ◦ JT,x˙ est une injection T -équivariante de GT,x˙ dans
HAψ dont l’image est le sous-espace Exˆ des fonctions à support dans l’orbite de xˆ sous
T . On vérifie que
KT,x˙φ0 = δx.
En effet, il suit de la relation 6.11 que IT,x˙ ◦ JT,x˙φ0 est l’élément θ de HBψ supporté
par xˆ et vérifiant θ(x) = δ0. On en déduit que KT,x˙φ0 = IA,Bθ est un élément de HAψ
supporté par xˆ et vérifiant, pour tout b ∈ B∗,
IA,Bθ(x+ b) = θ(x+ b)(0)
= ψ(
1
2
β(x, b))ρ˜ψ(b)(δ0)(0)
= ψ(
1
2
β(x, b))δ0(b).
Notre assertion est alors claire.
Maintenant soit χ un caractère de T tel que χ|T (x˙) = χaaτ ,2j+1,j+1. Désignons par ϕχ
l’image de φχ par KT,x˙. Il est clair que ϕχ est un vecteur non nul de poids χ dans HAψ
pour l’action de T et qu’il vérifie la relation 6.10.
Comme Nk′′/k′ est un morphisme surjectif de groupes de O′′× sur O′× et comme toute
T -orbite dansO′′× rencontreO′′×\(̟′O′+O′ν), on voit que les caractères de conducteur
impair 2j + 1, j > 0, de T sont exactement les caractères dont la restriction à Tj+1 est
de la forme χaaτ ,2j+1,j+1 avec a ∈ O′′×\(̟′O′ +O′ν).
Nous avons donc démontré que chaque caractère d’indice impair strictement supérieur à
1 apparaît avec la multiplicité 1 dans HAψ et qu’une fonction propre correspondante est
celle donnée dans l’énoncé du théorème. Nous avons également montré que la somme
directe des sous-espaces propres correspondants est égale à⊕
x∈X
ST,x˙.
Compte tenu de la relation 6.12, il nous suffit donc, pour achever la démonstration du
théorème, de montrer que les seuls caractères de T qui apparaissent dans EB0 sont les
caractères de conducteur au plus 1, à l’exclusion du caractère η0.
Comme l’action de KB dans EB0 passe au quotient en la représentation de Weil S
x
ψ
de
Sp(b∗), les caractères de T qui apparaissent sont des caractères qui passent au quotient
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à T/T1 = µq′+1, donc de conducteur au plus 1. Comme ces caractères apparaissent avec
au plus la multiplicité 1 alors que la représentation de Weil est de dimension q′, on
voit qu’ils apparaissent tous sauf l’un d’entre eux, que l’on note η0 et que nous allons
déterminer. Compte tenu de ce qui précède, il est clair que l’on a
η0(g) =
1 si g ∈ T1− trSx
ψ
(pSp(b∗)(g)) si g ∈ T\T1.
(6.15)
Nous devons donc calculer la restriction du caractère de la représentation S˜x
ψ
au tore T .
Pour ce faire, nous allons commencer par décrire les opérateurs Sx
ψ
(pSp(b∗)(g)) = S˜
x
ψ
(g),
g ∈ T . En fait ces opérateurs sont la restriction des opérateurs SAψ (g), g ∈ T au
sous-espace EB0 .
Dans la suite, si x est un élément de k′′ (resp. O′′), on désigne par x˙ son image dans
k′′/B (resp. Fq′′). On identifie b∗ = B∗/B avec Fq′′ au moyen de l’application x˙ 7→
pFq′′ (̟
′ 1−µ
2 x).
On choisit des bases e1, . . . , er et f1, . . . , fr de O′ sur O telles que
̟′
µ−1
2 e1, . . . , ̟
′µ−1
2 er, ̟
′µ+1
2 f1ν, . . . , ̟
′µ+1
2 frν
soit une base autoduale de k′′ sur k et que e˙1, . . . , e˙l, où l = re , soit une base de Fq′
sur Fq. On vérifie alors que f˙1, . . . , f˙l est également une base de Fq′ sur Fq et que
e˙1, . . . , e˙l, f˙1ν˙, . . . , f˙lν˙ est une base symplectique de Fq′′ = b∗ pour la forme symplec-
tique βb∗ . De plus, e˙1, . . . , e˙l est une base du lagrangien x = Fq′ dont le sous-espace
y = Fq′ ν˙ de b∗, engendré par f˙1ν˙, . . . , f˙lν˙, est un supplémentaire lagrangien.
Dans la suite, on identifie F2q′ avec b
∗ = Fq′′ au moyen de l’application (x, y) 7→ x+ yν˙
et on écrit tout endomorphisme Fq-linéaire de b∗ sous forme matricielle (
x y
z t ) avec x,
y, z et t des endomorphismes Fq-linéaires de Fq′ .
L’application γ : O′ −→ Fq définie par
γ(x) = pFq(̟
1−λψ trk′/k̟
′µ−1+v′′(u)x)
passe au quotient en une forme Fq-linéaire non nulle sur Fq′ . Il existe donc γ0 ∈ F×q′ tel
que
γ(x) = trFq′/Fq γ0x˙, x ∈ O
′. (6.16)
Cela étant, la forme symplectique βb∗ induit une dualité entre les sous-espaces lagran-
giens x et y et donc une dualité du Fq-espace vectoriel Fq′ sur lui-même, donnée par
〈x, y〉 = βb∗(x, yν˙), x, y ∈ Fq′ .
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Utilisant les définitions 6.1 de β et 2.3 de βb∗ et compte tenu de la formule 6.16, on
vérifie que cette dualité est une forme bilinéaire symétrique donnée par
〈x, y〉 = trFq′/Fq γ0d˙xy, x, y ∈ Fq′. (6.17)
Si a est un Fq-endomorphisme de Fq′, on désigne par ta son adjoint relativement à la
forme bilinéaire symétrique 〈 , 〉. Alors, un endomorphisme g = ( x yz t ) est un élément de
Sp(b∗) si et seulement si
txz = tzx, tyt = tty et txt− tzy = Id.
Soit ςb∗ l’image de ςB par le morphisme pSp(b∗). Alors, on a ςb∗ =
(
0 −v−1
v 0
)
où v est
l’endomorphisme de Fq′ tel que v(e˙i) = −f˙i, 1 ≤ i ≤ l. Cet endomorphisme vérifie
tv = v, puisque f˙1, . . . , f˙l est la base duale de la base e˙1, . . . , e˙l, relativement à la forme
bilinéaire symétrique 〈 , 〉.
De même, si g = x+ yν ∈ T , on voit que, comme endomorphisme de Fq′′ agissant par
multiplication, g˙ =
(
x˙ d˙y˙
y˙ x˙
)
.
Si s ∈ O′, la fonction δ
̟′
µ−1
2 sν
ne dépend que de s˙ ∈ Fq′ et on la note ϕs˙. Alors, les
ϕs, s ∈ Fq′, forment une base de l’espace EB0 . On rappelle que ω désigne l’indice de
Weil relatif au caractère 1
2
ψ du corps Fq. On désigne par ω′ l’indice de Weil relatif au
caractère 1
2
ψ ◦ trFq′/Fq du corps Fq′ .
Lemme 6.7.1 a) On a
SAψ (−1)ϕs =
(
−1
q′
)
ϕ−s, s ∈ Fq′. (6.18)
b) Soit g ∈ T tel que g˙ 6= ±1. Si l’on écrit g = x + yν, avec x, y ∈ O′ tels que
x2 − dy2 = 1, pour tout s ∈ Fq′, on a
SAψ (g)ϕs = q
−l
2 ω′(1)−1
(
γ0d˙y˙
q′
) ∑
t∈Fq′
ψ(
1
2
trFq′/Fq γ0d˙y˙
−1(x˙(s2 + t2)− 2st))ϕt. (6.19)
Démonstration : a) Cette assertion se déduit de la formule 4.20 du corollaire 4.5.1 et
de ce que
(
(−1)l
q
)
=
(
−1
q′
)
.
b) On vérifie que g = p1ςBp2, avec p1, p2 ∈ PB tels que
pSp(b∗)(p1) =
(
y˙−1v x˙v−1
0 y˙v−1
)
et pSp(b∗)(p2) =
(
1 y˙−1x˙
0 1
)
.
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Grâce aux formules 4.20 et 4.21, on en déduit que
SAψ (g) =
(
−1
q
)l
ω(1)−lq
l
2
(
det y˙−1v
q
)
MA(p1)MA(ςB)MA(p2). (6.20)
Commençons par calculer
(
det y˙−1v
q
)
. Soit e˙∗1, . . . , e˙
∗
l la base de Fq′ sur Fq duale de la
base e˙1, . . . , e˙l pour la forme quadratique x 7→ trFq′/Fq x
2. On a e˙∗i = γ0d˙f˙i, de sorte que
ve˙i = −(γ0d˙)
−1e˙∗i , 1 ≤ i ≤ l. Soit ∆(Fq′/Fq) le discriminant de Fq′ sur Fq. D’après le
théorème de parité de Stickelberger (voir [19]), on a(
∆(Fq′/Fq)
q
)
= (−1)l−1.
On déduit alors de ce qui précède que
det y˙−1v ≡ (−1)l NFq′/Fq(γ0d˙y˙)
−1∆(Fq′/Fq) mod (F×q )
2.
Mais alors, on a
(
det y˙−1v
q
)
=
 NFq′/Fq(γ0d˙y˙)
q
(−1
q
)l (
∆(Fq′/Fq)
q
)
= (−1)l−1
(
γ0d˙y˙
q′
)(
−1
q
)l
.
Reportant cette égalité dans la formule 6.20 et tenant compte tenu de la relation de
Hasse-Davenport (voir [22, paragraphe 18] et aussi [15])
−ω′(1) = (−ω(1))l
il vient
SAψ (g) = ω
′(1)−1q
l
2
(
γ0d˙y˙
q′
)
MA(p1)MA(ςB)MA(p2). (6.21)
Maintenant, nous allons calculer l’action des opérateurs MA(p2), MA(ςB) et MA(p1)
dans EB0 .
Si s ∈ O′, on a p2̟′
µ−1
2 sν ∈ ̟′
µ−1
2 (sν + y−1xs) + B. Compte tenu de la formule 4.10,
il vient
MA(p2)ϕs˙ = ψ(
1
2
β(̟′
µ−1
2 y−1xs,̟′
µ−1
2 sν))ϕs˙
= ψ(
1
2
trk′/k̟
′µ−1+v′′(u)dy−1xs2)ϕs˙
= ψ(pFq(
1
2
̟1−λψ trk′/k̟
′µ−1+v′′(u)dy−1xs2))ϕs˙.
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On en déduit immédiatement que, pour tout s ∈ Fq′, on a
MA(p2)ϕs = ψ(
1
2
trFq′/Fq γ0d˙y˙
−1x˙s2)ϕs. (6.22)
Si s ∈ Fq′, on désigne par s˜ un de ses représentants dans O′. Soit donc s ∈ Fq′. Alors,
on a p1̟′
µ−1
2 s˜ν ∈ ̟′
µ−1
2 ((x˙v−1s)˜ + (y˙v−1s)˜ ν) +B. Comme pour MA(p2), on en déduit
que
MA(p1)ϕs = ψ(
1
2
trFq′/Fq γ0d˙x˙y˙(v
−1s)2)ϕy˙v−1s. (6.23)
Pour calculer l’action de MA(ςB), on commence par remarquer que ςBA = Aν et A ∩
ςBA = B = Bν de sorte que le groupe quotient ςBA/A∩ςBA est isomorphe à Fq′ = A/B,
l’isomorphisme étant donné par l’application t 7→ ̟′
µ−1
2 t˜ν + B. De plus, pour t ∈ Fq′,
on a
ςB(̟
′µ−1
2 t˜ν +B)=−̟′
µ−1
2 (v−1t)˜ +B
ς−1B (̟
′µ−1
2 t˜ν +B)=̟′
µ−1
2 (v−1t)˜ +B.
Utilisant le lemme 4.4.1, on en déduit que, pour s ∈ Fq′,
MA(ςB)ϕs = q
−l
∑
t∈Fq′
ψ(−
1
2
trFq′/Fq γ0d˙(sv
−1t + tv−1s))ϕt. (6.24)
Soit s ∈ Fq′. Comme v est un endomorphisme de Fq′ symétrique relativement à la forme
〈x, y〉 = trFq′/Fq γ0d˙xy, on déduit des relations 6.22, 6.23 et 6.24 que
MA(p1)MA(ςB)MA(p2)ϕs
= q−l
∑
t∈Fq′
ψ(
1
2
trFq′/Fq γ0d˙(y˙
−1x˙s2 − 2sv−1t + x˙y˙(v−1t)2))ϕy˙v−1t
= q−l
∑
t∈Fq′
ψ(
1
2
trFq′/Fq γ0d˙y˙
−1(x˙(s2 + t2)− 2st))ϕt.
Notre lemme en résulte, compte tenu des formules 6.20 et 6.21.
Il résulte des relations 6.15 et 6.18 que
η0(−1) = −
(
−1
q′
)
=
(
−d
q′
)
. (6.25)
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D’autre part, soit g ∈ T tel que g˙ 6= ±1. Écrivons g = x + yν avec x, y ∈ O′ tels que
x2 − dy2 = 1. Il suit de la formule 6.19 que, pour t ∈ Fq′, on a
〈SAψ (g)ϕt, ϕt〉 = q
− l
2ω′(1)−1
(
γ0d˙y˙
q′
)
ψ( trFq′/Fq γ0d˙
x˙− 1
y˙
t2).
Compte tenu des formules 3.9, 3.8 et 6.15 et de [17, Proposition A.9 (1)], on en déduit
que
η0(g) = −q
− l
2ω′(1)−1
(
γ0d˙y˙
q′
) ∑
t∈Fq′
ψ( trFq′/Fq γ0d˙
x˙− 1
y˙
t2)
= −
(
γ0d˙y˙
q′
)(
2γ0d˙(x˙− 1)y˙
−1
q′
)
.
Comme par ailleurs
(
d˙
q′
)
= −1, il vient
η0(g) =
(
2d˙(x˙− 1)
q′
)
. (6.26)
On remarque que la formule 6.26 est encore valable lorsque g˙ = −1 (voir la formule
6.25) et même lorsque g˙ = 1, à condition dans ce cas de convenir que
(
0
q′
)
= 1.
Maintenant, soit z = ξ + ζν ∈ O′′× tel que g = z(z−1)τ . Alors, on a
2d˙(x˙− 1) =
4d˙2ζ˙2
ξ˙2 − d˙ζ˙2
de sorte que
η0(g) =
(
ξ˙2 − d˙ζ˙2
q′
)
=
(
pFq′ (zz
τ )
q′
)
.
D’où le théorème, d’après la formule 6.2.
Remarque. Les théorèmes 6.6.1 et 6.7.1 ont été démontrés par Yang dans le cas où
W est de dimension 2 (voir [23]).
6.8 Soit T un tore maximal elliptique de Sp(W ). Dans ce paragraphe, nous décrivons
la restriction à T de la représentation de Weil de Mp(W ).
Rappelons que (voir le paragraphe 6.2) le T -moduleW se décompose de manière unique
en somme directe orthogonale de sous-T -modules symplectiques et irréductibles sur k,
W = W1 ⊕ · · · ⊕Wn, que, pour 1 ≤ i ≤ n, l’image Ti de T par l’application x 7→ x|Wi
est un tore maximal irréductible de Sp(Wi) et que l’on identifie T avec le produit direct
de tores
∏i=n
i=1 Ti au moyen de l’isomorphisme x 7→ (x|W1 , . . . , x|Wn).
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Soit 1 ≤ i ≤ n. On désigne par Bi le bon réseau Ti-invariant de Wi introduit dans le
corollaire 6.4.1 et par si la restriction à Ti du relèvement sBi de KBi dans Mp(Wi). On
pose Ai = Bi si le réseau Bi est autodual. Dans le cas contraire, Ai désigne le réseau
autodual introduit au début du numéro 6.7 et vérifiant Bi ⊂ Ai ⊂ B∗i .
Alors B = B1⊕ · · · ⊕Bn est un bon réseau, A = A1⊕ · · · ⊕An est un réseau autodual
de W et ils vérifient B ⊂ A ⊂ B∗. De plus, B est stable sous l’action de T de sorte que
T ⊂ KB. On identifie T à un sous-groupe de Mp(W ) à l’aide de la section sB de KB
dans Mp(W ).
On rappelle que si ϕi ∈ H
Ai
ψ , 1 ≤ i ≤ n, on a défini l’élément ϕ1 ⊗ · · · ⊗ ϕn de H
A
ψ à
l’aide de la formule 4.30
Théorème 6.8.1 (i) Un caractère χ de T intervient dans la restriction à T de la
représentation de Weil SW,ψ si et seulement si, pour chaque 1 ≤ i ≤ n, le caractère χ|Ti
de Ti intervient dans restriction à Ti de la représentation de Weil SWi,ψ.
(ii) Soit χ un caractère de T vérifiant les conditions équivalentes du (i). Pour 1 ≤ i ≤ n,
on désigne par χi la restriction de χ à Ti et on choisit une fonction propre ϕχi ∈ H
Ai
ψ
de poids χi relativement à la restriction de la représentation de Weil SWi,ψ à Ti. Alors
ϕχ := ϕχ1 ⊗ · · · ⊗ ϕχn
est une fonction propre de poids χ dans HAψ relativement à la restriction de la repré-
sentation de Weil SW,ψ à T .
Démonstration : C’est une conséquence immédiate de la proposition 4.7.1.
Remarque. Le théorème 6.8.1, combiné avec les théorèmes 6.6.1 et 6.7.1, permet de
décrire explicitement la restriction de la représentation de Weil à un tore maximal
elliptique donné de Sp(W ).
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