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Abstract
Information systems (IS) researchers have developed a substantial base of
theoretical and empirical research for investigating phenomena associated with
information technology (IT) infrastructure and IS implementation.  The majority of
prior studies have focused on perceptions of IS use, usefulness, support, and
similar organizational and human aspects of implementation; however, recent empi-
rical results suggest the importance of technical issues in IS implementation.  As a
first step toward providing more empirical research on the impact of technological
issues in IS implementation, this paper reports on the development and test of a
model that captures the dimensions of technological changes in IT infrastructure.
Using a survey of 302 individuals who recently participated in a software upgrade,
evidence is provided on the content validity, construct validity, and reliability of an
instrument measuring four dimensions of perceived technological change in IS
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implementation:  functionality, user interface, technical quality, and external compa-
tibility.  In addition, a sample application of the new model is provided which shows
that technological changes in IT infrastructure affect user acceptance of information
technology.
Keywords:  IT infrastructure, IS implementation, system quality, techno-
logical change.
I.  INTRODUCTION
Information is a corporate resource (Porter and Millar 1985).  Consequently,
firms have realized that an effective way to compete and profit is to utilize informa-
tion (Clemons and McFarlan 1986; Hopper 1990; Rayport and Sviokla 1995).  As
with any resource, however, certain systems must be in place to allow the owner of
the information to exploit its potential.  In the case of information, an information
technology (IT) infrastructure provides the means for a company to extend the
information resource to its fullest potential.  IT infrastructure is defined as the shared
IT capabilities that support information flow in an organization.  IT infrastructure has
been shown to consist of many different parts, such as IT services, human IT
infrastructure, and IT infrastructure components (Broadbent et al. 1996).  Informa-
tion systems (IS) researchers have studied IT services and human IT infrastructure
in detail (e.g., Broadbent et al. 1996; DeLone and McLean 1992).  Surprisingly,
however, there have been relatively few works that have specifically aimed to study
IT infrastructure components such as hardware, software, and communications
technology (Benamati et al. 1997; Broadbent et al. 1996; Zmud 1997).
One reason that the implementation of technical components (e.g., hardware
and software) of an IT infrastructure can be problematic is that it is often difficult for
organizations to isolate sources of trouble in the implementation.  IS researchers
have been stymied by the same problems.  For example, consider Kwon and
Zmuds (1987) taxonomy which presents five major types of factors affecting IS
implementation:  user factors, environmental factors, organizational factors, task
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factors, and technological factors.  In any given research project, it is difficult to
isolate and identify the effect of these factors because of the confounding relation-
ships that exist among them.  Furthermore, studies that have shown the importance
of human and cognitive issues (e.g., Griffith and Northcraft 1993, 1996) are difficult
to reconcile with studies suggesting the importance of technical issues (e.g.,
Benamati 1997; Benamati et al. 1997).  On the other hand, structural theories,
which predict that technological changes can induce human and organizational
changes (DeSanctis and Poole 1994; Leonard-Barton 1988; Orlikowski 1992),
suggest that it is difficult to isolate the different types of issues; however, these
theories also suggest that a thorough understanding of technological change in IS
implementation can be used to predict and to assess the human and organizational
impacts of an implementation.  Thus, there is a need for accurate assessment and
understanding of technological issues in an implementation, in order to facilitate the
understanding of their relationships with other issues.
Although the IS implementation literature is quite extensive, the vast majority
of implementation studies have focused on human and organizational issues
instead of problems associated with technological change (Orlikowski and Iacono
2001; Shaw 2001).  The lack of previous research on technical issues seems
especially problematic given recent findings demonstrating large numbers of
technical problems associated with the implementation of new information techno-
logies (Benamati et al. 1997).  In addition, classical diffusion theory suggests that
inherent characteristics of an innovationincluding technological characteris-
ticshave a substantial impact on the diffusion process for the innovation (Fichman
1992; Rogers 1983).  Similarly, studies based upon classical diffusion theory have
suggested that technological factors represent one group of the major contextual
factors that typically have a significant impact on the implementation of an
information system in an organizational setting (Cooper and Zmud 1990; Kwon and
Zmud 1987).  To summarize the problems arising when existing IS theories are
used to explain technological issues in IS implementation, Table 1 presents a
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summary of several theories that have been used to study technological aspects of
IS implementation, along with a brief summary of the major strengths and limitations
of each.  It is important to note that Table 1 describes the summaries, strengths,
and limitations of the theories not in general, but rather specifically in the case of
understanding the technological issues associated with implementation.
Table 1.  Theories Used to Study Technological Changes
in IS Implementation
Theory Summary Strengths Limitations
Structural theory
(DeSanctis and
Poole 1994;
Leonard-Barton
1988; Orlikowski,
1992)
Argues that the imple-
mentation process is a
mutual adaptation of
technology and organi-
zation and that techno-
logy can induce structural
changes in organizations.
Recognizes inherent need
for understanding charac-
teristics of technological
innovations since the
characteristics of the tech-
nology can drive organiza-
tion structure.
Not clear how to
decide whether a
given technology
has capability to
induce change
(i.e., is it
advanced or
not).
IS implementation
theory (Cooper and
Zmud 1990; Kwon
and Zmud 1987)
Based on diffusion
theory, proposes six
phases of implementa-
tion and five categories of
factors (including techno-
logy) that affect those
phases.
Provides an accurate and
succinct framework for
conceptualizing processes
and factors in implemen-
tation; delineates chrono-
logical process of imple-
mentation.
Relationship
between techno-
logy and other
categories of
factors is unclear;
limited focus on
technological
issues.
Classical diffusion
theory (Fichman
1992; Rogers
1983)
Characteristics of an
innovation (technology)
being implemented affect
the manner in which
implementation takes
place.
Explicitly recognizes the
need to understand the
specific characteristics of
a technology to under-
stand the manner in which
it should be implemented.
Does not specify
which aspects of
technological
innovations will be
the primary drivers
of adoption and
diffusion.
Environmental
impact theory
(Benamati et al.
1997; Lederer and
Mendelow 1990)
Organizations use coping
mechanisms to deal with
changes in the
environment.
Provides a mechanism for
understanding and coping
with rapid technological
changes caused by the
implementation of new
technology.
Unclear how
characteristics of
technology itself
drives problems
and coping
mechanisms in
implementation.
To accurately investigate the impact of technological changes, one must first
assess the extent of change.  Unfortunately, it is often difficult to measure the
degree to which a new information system is different from an existing system on
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an objective scale.  On the other hand, it is easier to collect data on individual per-
ceptions of technological change and, in fact, it can be argued that subjective data
is actually more valuable in this scenario because ultimately the perception of a new
innovation is what determines the extent to which it will be utilized (Davis 1989).
However, in order to effectively gather this type of data in a manner which allows for
replication and consistent measurement of the underlying constructs, IS researchers
are in need of a validated measurement instrument to measure the technological
change associated with IT infrastructure change.  Specifically, the measurement
instrument should (Doll and Torkzadeh 1988; Doll et al. 1994; Straub 1989):
 Capture information associated with the technological change from one IT
infrastructure component to another;
 Be short, easy to use, easily interpretable, and useful for both research and
practice;
 Be useful across a large variety of IT infrastructure changes;
 Allow for study of technological factors and other dependent or independent
variables; and
 Provide Likert scales for ease of use, usefulness, and standardization of
measurement.
As a first step toward achieving these goals and addressing some of the
research problems created by technical issues in IS implementation, this paper
develops and tests a model for the measurement of perceived technological change
in the implementation of IT infrastructure components.  First, an initial model and
measurement instrument is developed based upon theoretical and empirical results
in previous IS research.  Then, data are collected on a large number of software
upgrades to investigate the various forms of validity necessary to establish the use-
fulness of the instrument.  Finally, sample applications of the model and measure-
ment instrument are explored in the context of user acceptance of an information
system.  
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II.  TECHNOLOGICAL DIMENSIONS OF
IT INFRASTRUCTURE CHANGE
Existing theory in IS research suggests that the success of an information
system is in fact a multidimensional construct composed of six interrelated con-
structs:  system quality, information quality, system use, user satisfaction, individual
impacts, and organizational impacts (DeLone and McLean 1992).  Figure 1 shows
a number of the implied relationships among these constructs (DeLone and McLean
1992; Seddon 1997).  Based on this view of IS success, a change in IT infrastruc-
ture (e.g., via the implementation of a new infrastructure component), will cause a
change in some or all of the dimensions of IS success (Shaw 1999, 2001).
Figure 1.  A Model of IS Success (adapted from
DeLone and McLean 1992)
A substantial amount of theoretical and empirical research has investigated
various measures of system quality in an information system (e.g., Barti and Huff
1985; Belardo et al. 1982; Franz and Robey 1986; Goslar 1986; Hiltz and Turoff
1981; Lehman 1986; Morey 1982; Srinivasan 1985); however, the focus of research
in prior studies has been primarily on static measures of an IS at a given point in
time.  Missing are theoretical and empirical results on the characterization and mea-
surement of changes in system quality as the result of the implementation of a com-
ponent of an IS, and the need to address this shortcoming is especially prevalent
given the increasing rapidity with which organizations are adopting and imple-
menting new technologies (Benamati 1997; Benamati et al. 1997; Lederer and
Benamati 1998; Shaw 1999, 2001; Zmud 1997). 
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THEORETICAL MODEL
Existing research has suggested that there are five major dimensions of
system quality:  functionality, user interface, performance of equipment, the environ-
ment, and system interaction (Igbaria and Chakrabarti 1990; Igbaria et al. 1995;
Igbaria et al. 1990; Lucas 1975, 1978; Lucas et al. 1988).  However, other studies
have argued that the nature of a users interaction with the system is not a dimen-
sion of system quality but rather a dimension of other factors such as system use
and user satisfaction that capture the users attitudes and/or behaviors toward the
system (DeLone and McLean 1992; Seddon 1997).  The latter view is adopted in
this paper because of the interest in capturing changes to the technology associated
with an IS.  The technological changes brought about by the implementation of an
IS undoubtedly affect the interaction with the system by the users.  Future studies
are needed to investigate the role of technological changes as an antecedent to
changes in user interaction.  Since the goal of the present research is to develop a
model and measures of the dimensions of changes in technology in the imple-
mentation of an IS, the four dimensions of system quality were modified slightly to
capture changes in system attributes.  The resulting constructs examine changes
in functionality, user interface, technical quality, and external compatibility.  Figure 2
shows a summary model of these dimensions of technological change, and the
following paragraphs provide more detail about the definitions, relationships, and
boundaries that are part of the model.
Figure 2:  A Theoretical Model of the Technological
Dimensions of IT Infrastructure Change
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The change in functionality from one IT infrastructure component to another
refers to the addition, subtraction, or modification of capabilities or features between
an old component and a new component.  For example, a new version of a software
package might include additional functionality that was not in the previous version.
Consider Microsoft Office 97, which added extensive web-based functionality that
was not available in Office 95.  The addition of web-based components in the
software is an example of changing functionality.  
The change in user interface that occurs as a result of a change in IT infra-
structure is defined as a change in the manner in which input or output occurs in a
new information system.  As an example, consider the difference in the user inter-
face of Microsoft Windows 95 and its predecessor, Windows 3.1.  The difference
in user screens, menus, mouse actions, naming conventions, and other charac-
teristics were indicative of a substantial change in the user interface for that
particular product.  In general, since user interface issues such as perceived ease
of use have been shown to impact user satisfaction and user acceptance (Davis
1989; Doll and Torkzadeh 1988; Doll et al. 1994; Venkatesh and Davis 1996), it is
important to capture any changes in the user interface that might occur during the
implementation of an IS.
Seddon (1997) defines one dimension of system quality as whether or not
there are bugs in the system, and this dimension is related to the performance of
equipment measure described in other research (Igbaria et al. 1995; Igbaria et al.
1990).  Thus, the technical quality of a new IT infrastructure component is another
dimension of the change that will be involved in the implementation of the compo-
nents.  Any changes in system quality due to the introduction of a new IT must be
captured since technical quality is known to impact system use, user acceptance,
and other outcome measures of a new IS (Conklin et al. 1982; Igbaria et al. 1990;
Kriebel and Raviv 1980; Lucas 1978; Mahmood 1987).  
Compatibility with the environment, or external compatibility, is used to
capture the environmental changes in system quality associated with the introduc-
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tion of a new IT infrastructure component.  Compatibility is defined as the extent to
which the new IS is able to interact with other components of the environment.  The
issues of compatibility and standardization have been addressed in the area of
network externalities (Katz and Shapiro 1985, 1986), which suggests that IT
innovations become more useful as the network of people using the product
expands (Brynjolfsson and Kemerer 1996; Chio 1994; Katz and Shapiro 1985,
1986).  Thus, external compatibility is an important dimension of technological
change because it has the potential to affect the external network for a given IT
innovation.
The conceptual model proposed in Figure 2 focuses specifically on the tech-
nological dimensions of IT infrastructure change.  However, as other infrastructure
theorists have noted, there are other aspects of change, including human, social,
and organizational issues.  These dimensions would be orthogonal to the over-
arching change in system attributes construct in the model.  Non-technological
dimensions of change would also have sub-dimensions.  For example, a model of
the human aspects of IT infrastructure change might include cognitive dissonance
or user resistance.  Thus, it is important to note that the proposed model in Figure 2
is only intended to capture technological dimensions, and other aspects of change
are outside the intended scope of this model.
MEASUREMENT INSTRUMENT
The primary contribution of this paper is the development and test of a mea-
surement instrument to capture the technological dimensions of change in the
implementation of IT infrastructure components.  To this end, such an instrument
was developed to measure the four dimensions given in Figure 2.  Table 2 lists the
items used to measure the dimensions.  The following paragraphs expand further
on the specific dimensions and give theoretical background on the measurement
items used to capture the four constructs.
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Table 2.  Measures of the Technological Dimensions
of IT Infrastructure Change 
Functionality
FT1 I can do more with the new software than with the old software.
FT2 The new software has capabilities that the old software did not have.
FT3 The new software has features that the old software did not have.
FT4* The new software basically does the same things as the old software.
User Interface
UI1 The user interface of the new software is different from that of the old
software.
UI2* The new user interface is basically the same as the old user interface.
UI3 The new user interface included changes in user screens.
UI4 The new user interface included changes in menu options.
UI5 The new user interface caused changes in how I use the software.
Technical Quality
TQ1* The new software had many technical problems, such as bugs,
crashes, etc.
TQ2* The new software caused many technical problems on my computer.
TQ3* The new software caused many technical problems for my
organization.
External Compatibility
In your opinion, how compatible is the new software package with 
EC1  other software on your computer?
EC2  the old software package that was replaced?
EC3  other software packages in the company that are not on your
computer?
EC4  other software in the marketplace?
EC5  the hardware in your computer?
*Indicates items that are reverse-scored.
There are two ways to measure the change in functionality from one IS to
another.  The first is to have some objective measure of the number of new features
added during an implementation.  The second is to capture user perceptions of the
changes in functionality.  Although both measurement approaches deserve further
study, and both have applications in different contexts, this research measures
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individual perceptions of the change in functionality because of the difficulty in
obtaining objective measures of changes in functionality, especially over a large
sample in which all features might not be installed on the machine of each
individual.  Thus, it seems reasonable to use perceptions of change as a proxy
measure, and in fact, individual perceptions are likely more important, given that the
way individuals perceive the technology is more likely to influence their use of the
technology, as opposed to some objective measure (Davis 1989; Davis et al. 1989;
Dillon and Morris 1996; Lee et al. 1995; Szajna 1994).  The items used to measure
perceived change in functionality were then developed to capture respondent
differences from one package to another on the basis of two overall measures (one
reverse-scored) used to measure the overall change in functionality, one measure
for capabilities of the software (what the software can do), and one measure for the
features of the software (specific characteristics of the package).  These four
indicators comprise the perceived change in functionality construct.
As with a change in functionality, changes in the user interface can be
measured objectively or as subjective measures based upon individual perceptions.
As in prior studies, this research uses perceived measures of changes in the user
interface, specifically including items to measure overall changes, user screens, and
menus.  The user interface construct was measured with five indicators.  Two
overall measures were used (one reverse-scored) to capture a holistic view of the
user interface change.  Also, specific elements of the change were captured,
including changes in menus and user screens.  Finally, a measure of the signifi-
cance of the user interface changes was included as the final indicator of the nature
of the user interface change.
In the case of technical quality, the measures of interest are related to the
presence of bugs associated with the introduction of the new component (Seddon
1997) because these bugs would cause changes in individual perceptions of the IS.
It could be argued that one should attempt to capture the differences in the number
of bugs between the old system and the new system; practically, however, this is
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much more difficult than it appears, especially in terms of individual perceptions,
because of a question about how to anchor the measurement scale.  Specifically,
if capturing differences in technical quality, how should one define the midpoint of
the scale, which should theoretically represent the point at which a new IS has the
exact same number of bugs as the old IS?  Further, to be consistent with prior
research on system quality, it is more important to capture the perceived changes
in technical quality by measuring the characteristics of the new system.  Thus, it was
decided that the most effective measure would be one that elicited user perceptions
of whether or not a new IS included many problems.  The definition of many is left
to the perception of the individual respondent because the perceived difference
between many and few problems is the core of the response that is sought.  The
three indicators are intended to capture three dimensions of technical quality:  one
overall measure of perceived quality, one measure for the respondents personal
work environment, and one measure for the respondents organizational work
environment.  The three distinct indicators are needed because user perceptions
of IT implementation in their personal environment often differ from perceptions of
their organizational environment (Kwon and Zmud 1987).
The measures of external compatibility are based on individual perceptions,
and the measures are based on the characteristics of the new IS.  Thus, the mea-
sures for external compatibility attempt to capture the changes in an IS due to the
external environmental stimuli that affect system quality.  Other environmental mea-
sures could have been chosen, but compatibility was used since it encompasses
a large variety of other environmental issues including vendor coordination
(Benamati et al. 1997; Lucas et al. 1988) and simultaneous component changes
(Benamati et al. 1997).  The five orthogonal dimensions of external compatibility
were developed to capture information about compatibility with the other possible
infrastructure components with which a given software package should interact.
Journal of the Association for Information Systems 13
III.  RESEARCH METHOD
To investigate the usefulness and validity of the model and instrument
designed to capture the technological dimensions of IT infrastructure change, an
empirical study of software upgrades in organizations was conducted, since
software upgrades are one of the most common types of IT infrastructure changes
(Shaw 1999).  A questionnaire was developed based upon the items given in
Table 2.  One additional construct, changes in user acceptance, was added to the
questionnaire in an attempt to gather further evidence on the usefulness of the
model.  A complete discussion of this additional construct and its use is given in the
applications section later in the paper.  The questionnaire items are given in the
appendix, and each item was measured on a five point Likert scale as given in the
appendix.  The empirical study was targeted at users whose organizations had been
involved in a software upgrade within the prior 12 month period.  Longer time
periods were not accepted because of the potential for users to forget the
circumstances of the upgrade.  The study was not restricted to any one specific soft-
ware package since the aim of the study was to capture the perceived differences
in  packages.  However, given the randomly selected nature of the subjects and the
variation in software packages, a number of additional data were collected during
the study to control for potential confounding factors.
PRE-TEST AND PILOT TEST
The questionnaire was pre-tested using a convenience sample of university
students.  This demographic group was deemed acceptable for the pre-test given
that the potential respondents were expected to come from a wide variety of back-
grounds.  It seems reasonable to assume that university students are somewhat
representative of software upgrade participants, since a large majority of them are
either involved in software upgrades of their own computers or have been involved
in upgrades at their work sites.  The pre-test consisted of interviews and repeated
applications of various iterations of the questionnaire to obtain feedback on instruc-
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tions, questionnaire length, and the format of the questionnaire.  After completion
of the pre-test, a pilot study was mailed to 250 potential respondents from the target
population in order to test the instrument and data collection procedures.  Using the
results of the pilot study, the questionnaire was revised to eliminate redundant
items, to increase usability, and to enhance construct validity and reliability.
DATA COLLECTION
Data were collected by mailing the questionnaire to 2,726 individuals who
had recently registered one of several commercial software upgrades at their
business address by returning the software registration card included in the
packaged software.  Respondents were allowed to return the survey via pre-paid
envelope, and as an alternative they were allowed to complete the survey online.
Simple t-tests indicated that there were not any significant differences between the
paper-based responses and the responses received online.  After a six-week
waiting period, a second group of surveys were sent to subjects who did not
respond to the original survey.  In total, 343 surveys were returned as not
deliverable.  This number is relatively high in comparison to other completed
surveys in the MIS literature.  Upon further investigation, however, the high return-
to-sender number is likely due largely to the randomness of subject selection and
the extremely large respondent population.  Previous surveys in this area have been
much more targeted, thus inducing fewer undeliverable surveys.  
A total of 373 surveys were completed and returned, yielding an effective
response rate of 15.7%.  Additionally, only 302 of the 373 respondents indicated
that they had actually participated in a software upgrade, which left a usable sample
of 302 responses.  The respondents who did not participate in an upgrade were
mostly individuals who were not with the company at the time of the upgrade but
who received a copy of the survey because they had taken over the job of the
intended recipient.  The final sample of 302 respondents indicated an average of
15 years experience using computers and worked for organizations with an average
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of 17,832 employees and $2.2 billion in annual revenue.  Additional demographic
information about the respondents and the software packages involved is given in
Table 3.
Table 3.  Characteristics of Respondents
Job Position
End-user 87 28.8 %
IS 47 15.6 %
Management 139 46.0 %
IS Management 17 5.6 %
Not specified 12 4.0 %
Total 302 100.0 %
Industry
Financial 22 7.3 %
Manufacturing 43 14.2 %
Educational 28 9.3 %
Government 17 5.6 %
Computers 98 32.5 %
Other 87 28.8 %
Not specified 7 2.3 %
Total 302 100.0 %
Software Package
Windows 95 28 9.3 %
Windows 98 63 20.9 %
Word 97 only 43 14.2 %
Office 97 39 12.9 %
Other single packages 80 26.5 %
Multiple packages 44 14.6 %
Not specified 5 1.7 %
Total 302 100.0 %
The response rate for this survey is lower than the response rate in much
MIS survey research, largely because of the nature of the subjects.  In this
research, the researchers deemed the low response rate a necessary trade-off to
collect large amounts of information from a general population.  The primary con-
cern in studies with a low response rate is the possibility of some form of systematic
non-response bias, and the researchers attempted to assess non-response bias by
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comparing responses to the first mailing of the questionnaire to responses from the
second mailing of the questionnaire, with the implication that late responses would
be representative of non-respondents.  Demographic profiles indicated no signifi-
cant differences between the groups of respondents.  Also, t-tests on the means of
functionality (p = .116), user interface (p = .679), quality (p = .133), and compatibility
(p = .127) showed that there were no significant differences between the early and
late respondents.  This type of examination of non-response bias does not by any
means eliminate the possibility of a systematic bias; however, in this particular study
there is no reason to believe that the non-respondents exhibit any particular charac-
teristics that would introduce bias into the study.  Of course, it is still possible that
such bias could exist, and results should be viewed accordingly.
DATA ANALYSIS
To assess convergent validity and discriminant validity using a variation of
the multi-trait multi-method approach, an exploratory factor analysis was performed
using the items in the four technological dimensions.  Table 4 shows the factor
loadings.  Table 5 shows the correlations among the items, which can be used for
the same analysis of convergent/discriminant validity.  An exploratory factor analysis
was used instead of a confirmatory factor analysis given that the items were
developed from multiple literature bases and multiple contexts, and thus the strong
theoretical base necessary for confirmatory factor analysis was not available.  Items
FT4, UI4, UI5, and EC5 were dropped from the analysis due to poor psychometric
properties, specifically significant cross-loadings with other factors.  Upon further
inspection, item UI5 probably should not have been included in the original mea-
surement scale, because it appears to measure an outcome of change in the user
interface, rather than a measure of the degree of change.  Item EC5 focuses on
hardware, whereas the other EC items focus on software, and that is likely the
reason for the poor loadings for that item.  The remaining dropped items, FT4 and
UI4, do not appear to be substantially different from the other items that measure
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the same construct; however, for some reason their psychometric properties were
not as good as the other items.  It is likely that this was an anomaly of the specific
data set in this study.  Future research is needed to examine further the theoretical
adequacy and psychometric validity of these two rogue items.  Of the remaining
items, all exhibited excellent convergent validity as evidenced by their factor
loadings.  The lowest loading on an associated factor was .726, indicating that the
factors all load highly on their associated factors, which provides evidence of
adequate convergent validity.  Discriminant validity can be assessed by investigating
the extent to which items load on factors other than their associated factor.  In this
case, no item loads more highly on another factor than with its associated factor.
Generally, if fewer than half of the items load more highly on other factors, the data
exhibit adequate discriminant validity (Campbell and Fiske 1959), and thus we can
conclude that reasonable discriminant validity is demonstrated for the constructs in
this study.  Additionally, all four constructs exhibit good reliability (internal validity),
as evidenced by the Cronbachs alpha statistics presented in Table 6.  All of the
alpha measures meet the recommended standard of .70 (Nunnally 1978).
Table 4.  Factor Loadings
Technical
Quality User Interface
External
Compatibility Functionality
FT1 .197 .097 .160 .728
FT2 .118 .081 .122 .836
FT3 .089 .110 .077 .828
UI1 .027 .832 -.036 -.070
UI2 .073 .789 -.114 -.186
UI3 -.076 .742 .059 .261
TQ1 -.873 -.017 -.191 -.125
TQ2 -.904 .015 -.177 -.089
TQ3 -.845 .119 -.216 -.125
EC1 .208 -.016 .765 .034
EC2 .074 -.158 .726 .133
EC3 .135 -.052 .856 .069
EC4 .219 .095 .752 .097
Journal of the Association for Information Systems 18
Table 5.  Correlation Matrix of Items
FT1 FT2 FT3 UI1 UI2 UI3 TQ1 TQ2 TQ3 EC1 EC2 EC3
FT2 0.75
FT3 0.61 0.71
UI1 0.15 0.13 0.16
UI2 0.08 0.05 0.07 0.75
UI3 0.15 0.15 0.16 0.46 0.35
TQ1 0.33 0.25 0.18 0.01 0.03 -0.03
TQ2 0.31 0.24 0.18 0.00 0.01 -0.06 0.78
TQ3 0.32 0.25 0.19 -0.06 -0.07 -0.12 0.72 0.78
EC1 0.29 0.24 0.16 0.04 -0.04 -0.04 0.34 0.37 0.37
EC2 0.26 0.23 0.14 -0.08 -0.16 -0.04 0.26 0.20 0.32 0.52
EC3 0.24 0.22 0.19 -0.03 -0.08 -0.03 0.26 0.29 0.31 0.58 0.52
EC4 0.35 0.27 0.21 0.06 0.04 0.01 0.38 0.34 0.34 0.59 0.40 0.65
Table 6.  Reliability of Scales
Construct Number of Items Cronbachs Alpha
Functionality 3 .870
User Interface 3 .781
Technical Quality 3 .916
External Compatibility 4 .817
Table 7 shows the correlations among the four dimensions of technological
change, and the user interface construct is not highly correlated with the other
dimensions of change.  This result can be interpreted in two ways, one of which
suggests that changes in the user interface of software packages are interpreted by
users differently than their interpretation of other factors expected to be related to
technology.  Such a view suggests that characteristics of the user interface should
be analyzed and interpreted with other constructs such as user acceptance and
user satisfaction, rather than as a measure of system quality.  The alternative expla-
nation for the low correlation of the user interface construct is simply that
measurement problems might have prevented the user acceptance factor from
loading as it should have; however, the user acceptance construct and its measures
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exhibited reasonable psychometric properties, both independently and in conjunc-
tion with the other factors, and so it seems likely that there is a meaningful reason
that the user interface construct was not highly related to the other dimensions of
technological change.  A detailed investigation into the properties of this construct
would appear to be a rich area for future theoretical and empirical research.
Table 7.  Correlations and Descriptive Statistics for Constructs
Functionality
User
Interface
Technical
Quality
User Interface 0.16*
Technical Quality -0.31* 0.04
External Compatibility 0.32* -0.05 -0.42*
* Indicates correlations significant at the .05 level.

Mean Std. Dev.
Functionality 12.2 2.83
User Interface 9.6 3.10
Technical Quality 7.4 3.55
External Compatibility 14.9 3.53
IV.  APPLICATIONS OF THE DIMENSIONS
OF TECHNOLOGICAL CHANGE
The dimensions of technological change developed in the preceding section
appear to have reasonable measurement properties, and thus they contribute to the
development of theory and practice in IS by establishing guidelines for capturing
constructs which have previously not been studied independently.  The following
paragraphs discuss a sample theoretical application of the instrument, along with
suggestions for future theoretical and empirical research.  Also, practical appli-
cations of the instrument are explored.
THEORETICAL APPLICATIONS
As an example application of the technological dimensions of IT infrastruc-
ture change, consider Figure 3, which shows an instance of the DeLone and
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McLean (1992) model of IS success in which system quality affects user accep-
tance of an information system.  Although it is not the goal of this paper to examine
and test this model thoroughly, four sample hypotheses are presented below along
with a structural equation model using the data from the study described earlier to
illustrate the usefulness of the proposed measurement instrument in IS research.
Change in System Attributes
! Functionality
! User Interface
! Technical Quality
! External Compatibility
Change in
User
Acceptance
Figure 3.  A Sample Theoretical Application of the Technological
Dimensions of IT Infrastructure Change
Although it was not highly correlated with the other three dimensions, the
user interface construct is included here for completeness.  That is, as discussed
previously, it is quite possible that confounding factors or measurement error
prevented the interface construct from loading properly, and these problems, if they
exist, might indeed be corrected in future research.  Thus, it seems reasonable to
present the applications of the user interface construct; however, results associated
with that construct should be interpreted in light of the factor loadings and corre-
lations presented earlier.
 H1:  Changes in the functionality of a software package affect the user accep-
tance of that software package.  Variations in the functionality of a software
package have been shown to be associated with changes in user perceptions
of benefits of the software package (Shaw 2001).  Since perceived usefulness
and perceived benefits are known to be closely related measures of outcome
success (Seddon 1997), it is reasonable to expect that changes in functionality
of a software package will affect the perceived usefulness and thus user
acceptance of the package.
 H2:  Changes in the user interface of a software package affect the user
acceptance of that software package.  Technology acceptance model (TAM)
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research suggests that perceived ease of use of a software package will affect
the perceived usefulness of the software, which in turn is an element of the
overall user acceptance of the software (Davis 1989; Davis et al. 1989; Venka-
tesh and Davis 1996, 2000).  Thus, if the user interface of the software were to
change, perceived ease of use is likely to change as well.  According to the
TAM, user acceptance would also vary depending upon the extent of the user
interface change.
 H3:  Changes in the technical quality of a software package affect the user
acceptance of that software package.  Varying measures of system quality
including output quality and result demonstrability have been shown to be ante-
cedents of user acceptance of information technology (Venkatesh and Davis
2000).  Consequently, one would also expect that changes in technical quality
(e.g., bugs) of an information system would be associated with changes in the
user acceptance of that same system.
 H4:  Changes in the external compatibility of a software package affect the user
acceptance of that software package.  Research on network externalities in IS
suggests that as the number of users of a software package increases, the utility
of the software product also increases (Brynjolfsson and Kemerer 1996; Chio
1994; Katz and Shapiro 1985, 1986; Wang et al. 1996).  Larger technology net-
works facilitate the sharing of organizational data and the reuse of knowledge
concerning operation of the software itself.  Accordingly, one would expect that
if the level of compatibility with other packages changes, the level of user accep-
tance would change because the perceived usefulness of the software package
would change, according to the TAM (Davis 1989). 
The items used to measure the user acceptance (UA) construct are given in
the appendix, and the construct exhibits reasonable measurement properties, with
a Cronbachs alpha value of .810.  Figure 4 presents a path model used to examine
the empirical validity of the theoretical model given in Figure 3, along with the stan-
dardized path coefficients.  The model indicates good model fit, with the goodness-
of-fit index (GFI) of .938 and the adjusted goodness-of-fit index (AGFI) of .909
above the recommended level of .90, the comparative fit index of .978 and the non-
Journal of the Association for Information Systems 22
-.117
.294**
-.001
.354**
FT1
FT2
FT3
UI1
UI2
UI3
TQ1
TQ2
TQ3
EC2
EC1
EC4
EC3
UA1 UA2
Functionality
User Interface
Technical
Quality
External
Compatibility
Change in
User
Acceptance
normative fit index (NNFI) of .971 above .95 (Bentler 1990; Bentler and Bonett
1980; Hu and Bentler 1999; Tucker and Lewis 1973), the root mean square error
of approximation (RMSEA) of .0467 below .05, and the ratio of chi-square to
degrees of freedom of 1.52 below 2 (Carmines and McIver 1981; Hayduk 1987;
Kline 1998).  Support is provided for hypotheses H1 and H4, indicating that the
strongest determinants of user acceptance are changes in functionality and
changes in external compatibility.
χ2 / df = 1.52,  GFI = .938,  AGFI = .909, CFI = .978,  NNFI = .971,  RMSEA = .0457
**Indicates statistical significance (p-value = .000 in all cases).
Figure 4.  A Sample Application of the Technological
Dimensions of IT Infrastructure Change
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PRACTICAL APPLICATIONS
Practitioners have often lamented the difficulties associated with designing,
developing, and maintaining IT infrastructures (Brancheau et al. 1996), and the
technological changes associated with the process of maintaining IT infrastructures
have been shown to be an especially frustrating issue with which managers and
executives must cope (Benamati et al. 1997; Lederer and Benamati 1998).  Since
system quality has been shown to be an antecedent of user acceptance, system
usage, individual impacts, and other measures of IS success, the measurement of
various aspects of system quality is indeed a useful contribution for practitioners.
Specifically, one immediate application of the measures of technological change is
that they allow practitioners to establish benchmarks for various IT infrastructure
components.  For example, the management of an implementation of a specific
software package in an organization could be improved by investigating the
technical properties of the software package before the installation.  Then, if the
package was expected to induce significant technological change, potentially
compensatory factors such as training and support could be used to offset the
effects of technological change.
LIMITATIONS
The current study has a number of limitations, most of which are typical
issues associated with any type of survey research.  Specifically, this research
sampled a large number of users from a large number of organizations.  Future
research is needed to determine whether the dimensions of technological change
developed in this paper would exhibit the same measurement properties if a large
study were undertaken to evaluate the technological changes perceived by a large
number of users in one organization.  Such a study, when combined with the current
one, would certainly add to the validity and usefulness of the instrument by
controlling for a number of organizational and environmental variables that can
impact technological changes.  Further, since the instrument measures perceived
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changes, it is possible that the perceptions of technological change might differ
substantially from the actual nature of the change.  In fact, due to variations in the
way that users perceive and use software (Karahanna et al. 1999; Straub et al.
1995), it is quite likely that there is some difference between actual and perceived
values, and future studies are needed to determine the extent of the difference.  
Another limitation is the possibility of some type of common method bias, or
the possibility that the relationships among constructs observed in the study were
the result of questions that were asked in the same manner from all respondents.
To some extent, the potential for this type of bias is alleviated by the different forms
of the survey instrument, both paper and electronic, as discussed earlier.  Also, the
theoretical grounding of the relationships in the study make the issue of common
method bias much less problematic than in a truly exploratory study, for example.
However, as in most survey research, the possibility of common method bias does
exist, and results should be interpreted accordingly.  Finally, only technological
dimensions of change were assessed in this study.  As mentioned in the first section
of the paper, prior research has discussed the difficulty in isolating the various
categories of factors in the implementation of an information system.  This particular
problem is in fact one of the motivations of the present research.  That is, only after
gaining a thorough understanding of technological issues can researchers begin to
investigate their impact and relationship with human and structural issues.  Since
the scope of this study was limited to technological dimensions of change, it is likely
that some confounding effects of human and organizational issues might have
impacted the data analyses in the paper.  Future researchers should endeavor to
combine the model and instrument in this paper with more organization-centric
models to examine the correlations and other confounding effects among them.
V.  CONCLUSIONS
The need for an increased focus on the technological dimensions of IT infra-
structure change is becoming ever greater with the rapid proliferation of new tech-
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nologies in organizations (Lederer and Benamati 1998).  The model and the instru-
ment developed in this paper provide a useful first step in the theoretical and
empirical investigation of technology-related factors that affect IT implementations.
Additionally, the importance of these factors has been empirically demonstrated
since they can directly affect user acceptance of an information system.  Specifi-
cally, there are three major contributions of this research that can be used by
researchers and by practitioners:
 A model of changes in system attributes including dimensions of technological
change:  Theoretical and empirical evidence is provided to suggest technological
changes in IT infrastructure can be viewed as a second order construct with four
first order constructs.  Empirical testing questioned the appropriateness of user
interface changes in this context, implying that perhaps changes in the user
interface are best modeled in terms of user acceptance and user satisfaction
with an information system.
 An instrument to measure the dimensions of technological change:  An empi-
rically validated measurement instrument is provided for use by researchers and
practitioners in assessing technological changes in IT infrastructure.
 Empirical evidence suggesting the validity of the instrument and its usefulness
in studying IS phenomena:  The data collected demonstrate not only the validity
of the instrument and its items, but also the utility of the constructs as viable
components in the existing model of IS success (DeLone and McLean 1992;
Seddon 1997).
IMPLICATIONS FOR PRACTICE 
To perform effective cost-benefit analysis of an IT infrastructure component
change such as a software upgrade, IT managers need to be able to gauge
effectively the impact of a technological change before the change takes place in
order to aid in software selection and evaluation (Shaw 2001).  Further, to compare
alternatives in technological change (such as upgrading versus not upgrading),
Journal of the Association for Information Systems 26
managers would like to be able to measure the extent to which users will perceive
change as well as the manner in which they will react to it.  The four dimensions of
technological change proposed in this paper provide managers with an approach
to the measurement of the extent of technological change that can be used prior to
an IT implementation.  Focus groups can be used to gather data on the specific
dimensions, and results can be extrapolated to a user population.  Thus, software
packages can be quickly and effectively compared prior to an implementation.
IMPLICATIONS FOR RESEARCH
The conceptual model and empirical evidence presented here provide a
basis for future theoretical and empirical research on technological change in
organizations.  The four dimensions of technological change can be used as ante-
cedents to user outcome measures such as those in the technology acceptance
model (TAM) (Davis 1989; Davis et al. 1989; Venkatesh and Davis 1996).  A critical
issue in future theoretical development will be to reconcile the importance of mea-
sures of perceived technological change with other antecedents to technology
acceptance such as subjective norm, image, and job relevance (Venkatesh and
Davis 2000).  It is unclear how these two sets of measures relate both theoretically
and empirically.  It is likely that some combination of the measures of technology
itself along with user perceptions of the work environment will combine to be very
thorough predictive measures of technology acceptance.  In fact, although empirical
testing is needed, one would expect that the measures of perceived technological
change would be able to explain a large portion of the variation in technology
acceptance that is not explained by the behavioral approach advocated by TAM2
(Venkatesh and Davis 2000).
The most surprising result in the study is the lack of correlation between the
user interface construct with the other three dimensions of technological change.
Similarly, the user interface construct was by far the worst antecedent of the
surrogate user acceptance measures used in this study.  A likely explanation for this
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result is that changes in the user interface are at a different level than the other
constructs.  For example, perhaps perceptions of user interface change would be
best conceptualized as an antecedent to perceived ease of use in the TAM, in
which case perceived ease of use would be correlated with the other three dimen-
sions of technological change.  Accordingly, a thoroughly insightful study would be
one that attempts to investigate the relationships among the TAM constructs and
the four dimensions of technological change.
In summary, the effects of technological changes caused by the introduction
of new IT infrastructure components have not been studied in detail by IS
researchers.  The development of a model and instrument to measure technological
changes allows for the study of the causes and effects of those changes.
Researchers can use the constructs and measures developed in the paper to study
the dimensions of technological change and their effect on other factors in IT infra-
structure.  Similarly, a salient approach to future research would be one that investi-
gates the antecedents of technological change.  That is, it would be interesting to
be able to model any factors that caused changes in the degree to which users
perceived changes in functionality, compatibility, etc.  Further, the distinct compo-
nents that comprise technological change can be used to isolate and study more
detailed research questions.  Alternatively, practitioners can use the instrument to
measure, study, and predict the effects of an upcoming infrastructure change on the
organization.  In either case, the model and instrument provided serve as a viable
starting point for the further investigation of IT infrastructure change.  
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Appendix
Questionnaire Items
Functionality (1 = strongly disagree, 5 = strongly agree)
FT1 I can do more with the new software than with the old software.
FT2 The new software has capabilities that the old software did not have.
FT3 The new software has features that the old software did not have.
FT4* The new software basically does the same things as the old software.
User Interface (1 = strongly disagree, 5 = strongly agree)
UI1 The user interface of the new software is different from that of the old
software.
UI2 The new user interface is basically the same as the old user interface.
UI3 The new user interface included changes in user screens.
UI4* The new user interface included changes in menu options.
UI5* The new user interface caused changes in how I use the software.
Technical Quality (1 = strongly disagree, 5 = strongly agree)
TQ1 The new software had many technical problems, such as bugs, crashes, etc.
TQ2 The new software caused many technical problems on my computer.
TQ3 The new software caused many technical problems for my organization.
External Compatibility (1 = highly incompatible, 5 = highly compatible)
In your opinion, how compatible is the new software package with 
EC1  other software on your computer?
EC2  the old software package that was replaced?
EC3  other software packages in the company that are not on your computer?
EC4  other software in the marketplace?
EC5*  the hardware in your computer?
User Acceptance (1 = strongly disagree, 5 = strongly agree)
UA1 I am comfortable using the new software.
UA2 When I use the new software, I no longer think of it as new.
UA3* If I had a choice, I would prefer to have the old software back. 
*Indicates items that were dropped from the final analysis.
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