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Abstract
The pathway of the oxygen evolution reaction at the Pt(111)/water interface is disclosed through con-
stant Fermi level molecular dynamics. Upon the application of a positive bias potential H2Oads and
OHads adsorbates are found to arrange in a hexagonal lattice with an irregular alternation. Increasing
further the electrode potential then induces the oxygen evolution reaction, which is found to proceed
through a hydrogen peroxide intermediate. Calculation of the associated overpotential shows a reduc-
tion of 0.2 eV compared to the associative mechanism. This result highlights the forcefullness of the
applied scheme in exploring catalytic reactions in an unbiased way.
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Reducing CO2 emissions is becoming a world-
wide necessity in order to limit the impact of
global warming. This requires developing new en-
ergy sources that go beyond internal combustion
engines [1, 2, 3]. Alkaline and proton-exchange-
membrane fuel cells are among the most promis-
ing alternatives thanks to their high energy effi-
ciency [1, 2, 3]. Enhancing the performance of
fuel cells requires a catalyst that can efficiently
catalyze the hydrogen and oxygen evolution at the
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same time. While platinum remains the best elec-
trocatalyst for fuel cells [4], many efforts focus on
developing efficient and low-cost electrode mate-
rials. At this level, a thorough understanding of
the oxygen evolution reaction (OER) mechanism
under realistic conditions is instrumental for fur-
ther progress.
The reverse reaction, the oxygen reduction re-
action, is generally assumed to evolve through
four proton-coupled electrons transfers according
to an associative mechanism [5]. The pathway
of the OER can then be inferred under the as-
sumption that the same intermediates occur. In
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alcaline conditions, this gives:
∗ +H2O→ OHads + (H+ + e−),
OHads → Oads + (H+ + e−),
Oads +H2O→ OOHads + (H+ + e−),
OOHads → O2g + (H+ + e−),
where the asterisk indicates an active surface site.
First, water molecules dissociate leading to hy-
droxyl ions adsorbed at the metal surface and hy-
dronium ions in the aqueous solution. Second,
OHads releases a proton and forms an adsorbed
O. Third, OOHads forms upon the next proton-
coupled electron transfer. Finally, an oxygen
molecule is formed and released from the metal
surface. The high stability of the intermediate
step with Oads is assumed to determine the over-
potential of the overall reaction [5].
In the OER pathway given above, the detailed
role of intermediate adsorbates, such as OHads,
remains elusive. On the one hand, it has been
shown that OHads slows down the kinetics of the
OER by blocking the catalytically active sites
[6, 7]. On the other hand, it facilitates the re-
action by stabilizing H2Oads through the forma-
tion of hydrogen bonds [8, 9, 10]. The reac-
tion could further complexify through the forma-
tion of a hydrogen peroxide (H2O2ads) interme-
diate as proposed by Wroblowa et al. [11] and
supported by several experimental observations
[12, 13, 14, 15, 16, 17, 18, 19, 20].
While assessing the OER mechanism from ex-
periments remains difficult [21], density func-
tional theory (DFT) can provide valuable and
detailed insights into the reaction pathways and
their energetics [5, 22, 10, 23, 24, 25]. However,
current modeling techniques in which the number
of electrons remains constant do not provide di-
rect access to the reaction mechanisms, and rely
on a prior knowledge of the reaction intermedi-
ates. It is therefore highly desirable to implement
modeling schemes that allow chemical reactions
to take place spontaneously at finite temperature
and under bias potential [26, 27, 28, 29, 30, 31].
Such techniques would make possible the explo-
ration of intermediate species and the investiga-
tion of their role in the OER as a function of the
applied potential in a dynamically unconstrained
fashion [27].
In this Communication, we explore the use of
constant Fermi level molecular dynamics [32, 27]
to investigate electron-transfer reactions at metal-
water interfaces under bias potential, focusing in
particular on the OER at Pt(111) electrodes. We
pursue the following two-step strategy. First, we
use constant Fermi level molecular dynamics to
allow the system to evolve spontaneously with-
out taking advantage of any previous knowledge
that could bias the outcome of the simulation.
Accordingly, we study the Pt surface coverage un-
der positive bias potential and discuss the sponta-
neous arrangement of the adsorbates. By further
increasing the applied potential, we then induce
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Figure 1: Time evolution of the excess electronic charge
Qtot in constant Fermi level molecular dynamics of the
Pt(111)/water interface. Qtot is given per number of Pt
atoms. The background colors indicate three different po-
tential regimes.
the OER at the Pt surface and explore the path-
way freely undertaken by the system. Next, we
determine the free energies of the identified inter-
mediates within a conventional scheme, namely
the computational standard hydrogen electrode,
in order to examine whether the revealed path-
way is viable.
In constant Fermi level molecular dynamics, the
Fermi level is maintained at a preset fixed value
during the evolution and is therefore particularly
suited for simulating the effect of the bias poten-
tial in the simulation of electrified metal-water in-
terfaces [32, 27]. This is achieved through the in-
troduction of grand canonical potential, by which
the charge can flow in and out of the system so
that the condition on the Fermi level is satisfied.
In practice, the electronic charge in the system is
treated like a classical variable with inertia and
is subject to fictitious dynamical equations. To
ensure a good control over the potential fluctu-
ations, it is also possible to couple the physical
system to a thermostat ensuring a tempurature
T , while keeping the electron reservoir at a tem-
perature T
e
[32]. The use of two different ther-
mostats does not create any significant thermal
flow in the system due to the weak coupling be-
tween atoms and charges [32]. When applying
constant Fermi level simulations to reactions oc-
curring at metal-water interfaces, it should be
kept in mind that this corresponds to the model-
ing of a rare event with a computational setup of
relatively small size and on time scales that can be
reached with molecular dynamics techniques. In
the present approach, the intrinsic barriers asso-
ciated to these events are overcome by increasing
the bias potential until the reaction is seen to pro-
ceed spontaneously. While enforcing the reaction
in this way appears sufficient to reveal interest-
ing reaction pathways in this work, it could be
envisaged to combine the present constant Fermi
level molecular dynamics with more sophisticated
approaches for treating rare events, such as meta-
dynamics, Blue Moon, or umbrella sampling tech-
niques.
We adopt the periodic Pt(111)/water interface
model generated in Ref. 27, in which a Pt slab
shows two equivalent interfaces with the water
layer, denoted surface 1 and surface 2. The su-
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percell contains three Pt layers of 12 atoms with a
3×
√
3 surface repeat unit and 32 water molecules,
corresponding to a size of 9.79×8.48×19.50 A˚3.
While the finite size of the water layer containing
32 water molecules only approximately accounts
for the properties of liquid water at the interface,
the O-O pair correlation function and the water
density in the middle of the slab are in fair agree-
ment with the corresponding properties of bulk
water [27]. Furthermore, the dipoles of the water
molecules remain randomly oriented even under
bias potential. Therefore, in view of the fact that
we focus in this work on electrochemical processes
occurring at the metal-water interface, we assume
that the finite size of the water layer only induces
a limited bias in identifying the relevant reaction
pathways. Furthermore, the adopted simulation
cell combined with the use of a uniform compen-
sating background charge yields the advantage
that the electric field is realistically modelled at
the Pt/water interface (vide infra) [27]. In any
event, we remark that our strategy comprises an
a posteriori validation of the identified interme-
diate steps within a conventional state-of-the-art
scheme.
The constant Fermi level molecular dynamics
[27, 33, 34, 26] in this work relies on a descrip-
tion of the electronic structure within density
functional theory (DFT) through an optimized
rVV10 functional [35, 36, 37]. In the rVV10 func-
tional used in this work, the b parameter is set
to 9.3 to ensure a good description of the wa-
ter density [37]. Core-valence interactions are
treated through normconserving pseudopotentials
[38] and the wave functions of the valence elec-
trons are expanded on a plane-wave basis set de-
fined by a kinetic-energy cutoff of 80 Ry. The
Brillouin zone is sampled at the Γ point. Con-
stant Fermi level molecular dynamics simulations
at T = 350 K are performed within the Born-
Oppenheimer scheme with a time step of ∆t =
0.48 fs to integrate the equations of motion, as
implemented in the quantum-espresso suite of
programs [39]. Temperature control is ensured
through velocity rescaling. In the constant Fermi
level scheme, the mass of the fictitious charge de-
grees of freedom is set to Me = 100 a.u. The
fictitious electronic temperature is controlled by
a velocity rescaling method and is set to Te = 30
K. Gaussian-smeared occupations with widths of
at most 0.10 eV are used to prevent numerical
instabilities [27, 33, 34, 26]. In the present dy-
namics, the inertial mass is set in such a way that
the fluctuations of the grand canonical potential
occur on a time scale that accompanies the struc-
tural rearrangements, to account for smooth tran-
sitions upon charge variations in the physical sys-
tem. While this choice affects the time scales over
which equilibrium is reached, the final state and
its energetics are only determined by the grand-
canonical potential.
When modeling a heterogeneous system con-
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sisting of an electrode-water system, a further
issue arises concerning the compensation of the
electron charge on the electrode. Taylor et al. pro-
posed a scheme based on a uniform background
charge to compensate the electron charge injected
in the system [40]. Applying an alignment proce-
dure through a vacuum layer placed in the middle
of the water layer allowed them to reference the
electrode potential to the vacuum level. In our
approach, we also resort to a uniform background
to ensure the overall neutrality of the simulation
cell. However, we correct the charge and electrode
potential through classical electrostatics and in-
troduce an intrinsic alignment scheme based on
the computational standard hydrogen electrode
to reference the electrode potential [27]. It has
been shown in Ref. 27 that, for specific sizes of
the simulation cell, the profile of the electric field
across the interface closely resembles that of the
physical interface in which the electrode charge
is compensated by a distribution of counterions.
Hence, such an electrode model provides a conve-
nient tool for investigating electrified metal-water
interfaces. More details about the computational
setup and the model are provided in the Support-
ing Information of Ref. 27.
We note that the use of a neutralizing back-
ground does not solve the general problem of mod-
elling electrified interfaces from first principles.
When modelling a half cell, one of the main dif-
ficulties consists in adapting the counter charge
of the electrolyte as the electrode potential is var-
ied. This implies inserting extra ionic charges into
the electrolyte under conditions pertaining to a
grand-canonical modelling scheme. When consid-
ering the results obtained with the more approxi-
mate scheme used in this work, it should therefore
be borne in mind that it is at present unknown to
what extent the description of the alignments and
of the reaction mechanisms might be altered when
treating the counterions in such an atomistic way.
Starting from a neutral system, we increment
the bias potential towards positive values on the
conventional scale referred to the standard hy-
drogen electrode. In order to define the surface
bias properly in our simulation it is necessary to
determine the potential of the electrode with re-
spect to the electrostatic potential in liquid wa-
ter. However, as the reaction proceeds in the sim-
ulation, a large number of protons are injected
in the water layer preventing us from recovering
the potential of pure liquid water. Hereafter, we
therefore characterize the Pt(111)/water system
by the total electronic charge as this quantity is
directly related to the applied potential [27]. To
model increasing bias potentials, the total elec-
tronic charge goes through three plateaus as a
function of simulation time, being incremented by
a discrete amount from one value to the next [27].
Anytime the charge is varied, the system recov-
ers equilibrium in a few picoseconds, as shown in
Fig. 1. This time period ensures that the system
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Figure 2: Time evolution of the H2Oads and OHads sur-
face coverage on the two individual surfaces in our model,
surface 1 (top) and surface 2 (bottom). The background
colors indicate the three potential regimes.
accommodates the injected electronic charge and
that the water molecules arrange their structure
accordingly.
During the first part of the dynamics (t < 8
ps) at a potential corresponding to 0.51 e−/Pt
(see Fig. 2), part of the water molecules dissoci-
ate leading to the formation of adsorbed hydroxyl
ions (OHads) at the Pt surface and to the injection
of hydronium ions (H3O
+) into the water layer, as
shown in Fig. 3. We remark that despite the in-
crease in acidity of the water layer, the surface
coverage stabilized by the bias potential shows a
high percentage of hydroxyls, typical of alcaline
conditions. As the electronic charge is increased
further to 0.62 e−/Pt (8 < t < 12 ps), the num-
ber of adsorbed species at the Pt surface reaches
equilibrium. During the last part of the dynam-
ics and before the OER takes place, only a few
proton transfers between OHads and H2Oads are
observed at the Pt surface. We find that the
equilibrated surface structure corresponds to an
OHads coverage of 1/3 monolayer (ML). In addi-
tion, the H2Oads coverage at equilibrium is found
to be equal to 5/12 ML at surface 1 and 1/3 ML
at surface 2. The slightly higher coverage of sur-
face 1 is due to the adsorption of one extra water
molecule at the Pt surface, indicated by an arrow
in Fig. 3. Overall, the OHads coverage of 1/3 ML
found through constant Fermi level molecular dy-
namics agrees with that predicted by static DFT
calculations [22, 41, 10, 8, 9].
The elusive role of adsorbates in the OERmech-
anism [6, 7, 8, 9, 10] calls for a deeper understand-
ing of their structural organization at the Pt ac-
tive sites. As shown in Fig. 3, the adsorbates ar-
range in a honeycomb lattice, in agreement with
previous predictions based on static calculations
without bias potential and with a single mono-
layer [22, 41, 10, 8, 9]. However, H2Oads and
OHads do not respect the perfect alternation as
reported previously [22, 41, 10, 8, 9]. Hence, it
appears that irregular surface coverages can oc-
cur under the globally different conditions of our
simulation, which include the effects of finite tem-
perature, bias potential and the interaction with
water molecules beyond the first monolayer.
Next, we induce the OER by further increas-
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Figure 3: Representative snapshots of Pt surface 1 (top)
and Pt surface 2 (bottom) at equilibrium with Qtot=0.62
e−/Pt (t=13 ps). The arrow indicates an extra water
molecule adsorbed out of the hexagonal lattice.
ing the bias potential and focus on the reaction
mechanism. As shown in Fig. 1, more electronic
charge is extracted from the cell and the system is
driven out of the equilibrium at Qtot=0.62 e
−/Pt
reaching a new state at Qtot=1.04 e
−/Pt. During
this transition, we observe the OER starting on
surface 2 at 14.3 ps and leading to the formation
of an adsorbed O2 molecule within a few picosec-
onds. The OER is found to proceed through the
following steps. At first, two hydroxyl ions are ad-
sorbed at adjacent Pt active sites. Figure 4 shows
the time evolution of the distance dO−O between
the oxygen atoms of the adsorbed hydroxyl ions.
Figure 4: Time evolution of the distance between the
two O atoms involved in the OER. Representative snap-
shots of the intermediate adsorbates are provided in the
insets. The background colors indicate the three potential
regimes.
The distance between the two OHads fluctuates
around 2.7 A˚, close to the Pt-Pt distance of 2.83
A˚. Second, dO−O shortens to 1.42 A˚ upon the for-
mation of a H2O2ads molecule. Third, H2O2ads re-
leases one hydrogen and transforms into OOHads,
with dO−O ∼= 1.25 A˚. Finally, the second hydrogen
is released and the resulting O2ads shows a dO−O
distance of 1.13 A˚. This distance is very close to
the equilibrium distance of 1.20 A˚ of gaseous O2.
Snapshots of the successive intermediate adsor-
bates are given in the insets of Fig. 4.
During the dynamics, we simultaneously ob-
serve the first steps of the associative mechanism
up to the formation of Oads, but the subsequent
steps of this mechanism do not occur on the time
scale of our simulation. From the observed evo-
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lution, we thus draw the following mechanism for
the OER on Pt:
∗ +H2O→ OHads + (H+ + e−),
OHads +
∗ +H2O→ 2OHads + (H+ + e−),
2OHads → H2O2ads → OOHads + (H+ + e−),
OOHads → O2g + (H+ + e−),
where the second step involves the adsorption of
the second OHads in the immediate vicinity of the
OHads adsorbed in the first step. The formation of
the H2O2ads molecule occurs as an intermediate in
the third step and is facilitated by the irregular
H2Oads/OHads hexagonal ML at the Pt surface,
which allows for adjacent OHads. We remark that
the present mechanism does not rely on the for-
mation of an Oads intermediate. At variance, our
work provides evidence for the occurrence of the
hydrogen peroxide intermediate, as suggested by
Wroblowa et al.[11] and supports the experimen-
tal observation of this species during the OER
[12, 13, 14, 15, 16, 17, 18, 19, 20].
The pathway revealed by the constant Fermi
level molecular dynamics has been enforced by
driving the potential to values for which the re-
action could evolve spontaneously. Furthermore,
our observation hinges on a single molecular dy-
namics trajectory. To corroborate our finding,
it is therefore necessary to critically examine the
identified reaction path by resorting to a method
corresponding to the state of the art. We are
not aware of any generally accepted scheme to
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Figure 5: Gibbs free energy steps corresponding to the
intermediates of the OER on Pt(111).
date involving bias potentials and explicit water
that produces reliable free energies. We therefore
resort to the widely used computational hydro-
gen electrode scheme [5]. Within this scheme, we
calculate the Gibbs free energies, ∆G1 to ∆G4,
corresponding to the four proton-coupled elec-
tron transfers. The calculations are performed
at the bare Pt(111) and the systems with the
intermediate adsorbates are fully relaxed at the
rVV10 level of theory. To enable a meaningful
comparison of the calculated free energies with
those of the associative mechanism in the litera-
ture [5, 42], we here use the CP2K code [43], in
which the orbitals are described with an atom-
centered Gaussian-type basis set and the electron
density is expanded on an auxiliary plane-wave
basis set. We use triple-ζ MOLOPT basis sets [44]
for all elements. The plane-wave energy cutoff is
set to 800 Ry and the Brillouin zone is sampled at
the Γ point. Goedecker-Teter-Hutter pseudopo-
tentials are used to describe core-valence interac-
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tions [45]. A detailed description of the adopted
formulation is provided in the Supporting Infor-
mation of Ref. 42.
The calculated free energies are illustrated in
Fig. 5. The presently identified mechanism dif-
fers from the associative one only in the second
and third steps because of the different intermedi-
ates involved. In particular, the associative mech-
anism involves Oads, which interacts strongly with
the Pt electrode leading to a high value of ∆G3
[5, 22]. In the presently identified pathway, the
OER overpotential of the overall reaction is still
determined by the third proton-coupled electron
transfer (∆G3), but it is found to be lower by 0.18
eV. This energy gain results from the extra cost
of adsorbing a second OHads in the vicinity of a
previously adsorbed OHads, which leads to a cor-
responding increase in ∆G2. Hence, these results
indicate that the adopted simulation scheme has
revealed a viable reaction pathway with competi-
tive Gibbs free energy steps.
In summary, constant Fermi level molecular dy-
namics at the Pt(111)/metal interface reveal that
adsorbates arrange in a honeycomb lattice at the
Pt surface with an OHads coverage of 1/3 ML. We
find that the H2Oads and OHads do not respect
the perfect alternation at the Pt surface leading
to the adsorption of OHads at adjacent Pt sites.
Consequently, this opens the way to the forma-
tion of an adsorbed hydrogen peroxide molecule
as an intermediate species, which facilitates the
OER. Free energy calculations indicate that the
pathway involving a hydrogen peroxide shows a
reaction overpotential that is lower by 0.2 eV com-
pared to the associative mechanism. These results
demonstrate the powerfulness of constant Fermi
level molecular dynamics as un unbiased tool for
identifying low-energy pathways of catalytic elec-
trochemical reactions.
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