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Abstract
This thesis presents several novel techniques and tools for automatic classification and analysis
of highly detailed invasive recordings of the brain activity in patients with Parkinson’s disease
(PD). By utilizing machine learning concepts, we approach three of the principal questions,
central to modern treatment and understanding of the PD:
i) What information about patient’s state can be derived from recorded brain activity?
By identifying patterns characteristic for tremor onset in signals recorded through deep brain
stimulation electrodes, we show that an adaptive system, modifying treatment parameters to
match current state of its bearer, is feasible.
ii) How to obtain trustworthy answers to scientific questions from noisy microelectrode
activity recordings? We show that undesirable noise is highly prevalent in intraoperative mi-
croelectrode recordings and provide the sigInspect: a GUI tool for annotation of microelectrode
signals. The tool includes a set of well-performing classifiers for automatic artifact identification,
validated on an extensive multi-center database of manually labeled data.
iii) Where exactly in the target nucleus were the signals recorded? This question is vital
for appropriate stimulation electrode placement as well as for better understanding of possible
side effects. We propose a novel probabilistic model for fitting a 3D anatomical atlas of the
subthalamic nucleus based solely on the recorded electrophysiological activity and show that
such approach may lead to more accurate localization of recording sites during and after the
surgery.
Keywords: microelectrode recordings, machine learning, anatomical model fitting, deep
brain stimulation, Parkinson’s disease
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Chapter 1
Introduction
Over the past decades, an increasing number of technological improvements in medicine provide
relief to patients with previously untreatable diagnoses. This trend is made possible by the
constant progress in microelectronics, as well as by the rapid development of machine learning,
signal processing, and data analysis methods. This thesis presents several contributions to one
candidate of this progress: the deep brain stimulation (DBS) for Parkinson’s disease. For almost
two decades, the DBS helps patients with late-stage Parkinson’s disease in cases in which the
medication fails to control their symptoms sufficiently. In many severe cases, the DBS helps
the patients to re-establish balance to an unforeseen extent and increases their quality of life
considerably.
To achieve a good clinical outcome with low side-effects, the stimulation electrode has to
be placed to a particular area in the basal ganglia — a structure deep in the brain. The
prevailing technique to attain the necessary accuracy is based on recording of neuronal activity
in the neighborhood of the expected target location. Primarily, these recordings are used by a
trained expert to identify signal properties characteristic for the target area during the surgery.
Additionally, the procedure provides a unique possibility to record neuronal activity from deep
structures in the human brain in a very high detail — up to the level of activity of individual
neurons. This allows the research community to investigate the function of the human brain,
as well as mechanisms of the DBS and the disease itself.
This thesis attempts to aid improving accuracy and efficacy in DBS and neuroscientific
research by applying machine learning techniques to several steps of the process: the Chapter
3 suggests the possibility of automatic detection of Parkinsonian tremor onset from neuronal
activity, recorded directly from the stimulation electrodes. This way, the implanted stimulator
could be switched on automatically in moments when the symptoms emerge, which might
lead to battery conservation with the benefit of a prolonged period before device replacement.
Another possible benefit would be a more delicate treatment of the brain tissue due to reduced
stimulation time, possibly leading to increased period of DBS efficacy.
1
2 CHAPTER 1. INTRODUCTION
As the primary purpose of the DBS is treatment, the signals recorded during the procedure
contain a large amount of external artifacts, introduced by electromagnetic inference or me-
chanical vibrations. The Chapter 4 provides a model for automatic artifact detection, which
is evaluated on an extensive database of annotated microelectrode recordings. Furthermore an
interactive tool for signal inspection and automatic annotation is presented.
During the DBS surgery and electrode implantation, creating a probabilistic model of neural
activity parameters along electrode trajectories (Chapter 5), may bring objective and accurate
identification of the target area. In the commonly used multi-electrode trajectories, this ap-
proach may even be extended to fitting an anatomical model of the target nucleus to the micro-
electrode recordings directly (Chapter 6). Accurate localization of electrode position within the
target nucleus is vital for achieving good clinical outcome and providing a three-dimensional
model may lead not only to improved targeting accuracy or decreased surgical time but also
contribute to overall understanding of the DBS technique and the Parkinson’s disease itself.
1.1 Goals of the thesis
The main aims of this thesis include:
 To investigate the possibility to detect Parkinson’s disease tremor onset solely from neu-
ronal activity recorded using the implanted stimulation electrode. This effort may lead to
an adaptive system, modifying stimulation parameters to match the current state of its
bearer.
 To develop a system for automatic artifact identification in the microelectrode recordings,
focusing on externally induced noise. If present, the artifacts may negatively affect the
subsequent analysis and a system for their automatic detection may bring ease to data
preprocessing and increased sensitivity to answering scientific questions.
 To develop an automatic model for classification of brain nuclei along electrode trajecto-
ries in the deep brain stimulation surgery, based on microelectrode recordings, captured
during electrophysiological exploration. Automatic classification may increase accuracy
and speed of target localization and contribute to increased therapeutic outcome.
 To investigate the possibility to fit a three-dimensional anatomical model of the subthala-
mic nucleus directly to the microelectrode data, recorded along a set of parallel exploration
microelectrodes. Finding the most likely position of recording sites within a 3D model of
the target nucleus may increase accuracy, efficacy, and understanding of the DBS proce-
dure.
Chapter 2
Background
Chapter summary
The main aim of this chapter is to provide the reader with a very brief introduction to the
Deep Brain Stimulation (DBS) — a modern treatment method for Parkinson’s Disease (PD) —
which relies on precise electrode placement into the deep brain structures. During the surgery,
as well as during the subsequent therapy, the DBS provides a unique insight into the function
of the human central nervous system by enabling direct high-resolution recordings of the neural
activity. This chapter provides summary of the procedure, as well as of the two main types of
signals that can be obtained:
1. The microelectrode recordings (MER), recorded during the surgical procedure using fine
microelectrodes, capable of recording single neuron’s activity.
2. The local field potentials (LFP), recorded typically post-operatively using large stimula-
tion electrodes, capturing activity of larger neuronal populations, suitable for long-term
monitoring.
3
4 CHAPTER 2. BACKGROUND
2.1 Parkinson’s disease
The PD is a common neurodegenerative chronic disorder, affecting most commonly elderly
people, which is estimated to affect about 6.3 million people worldwide (European Parkinson’s
Disease Association 2016). The incidence of PD rises substantially with age (mean age at
diagnosis around 70 years, only about ten percent cases diagnosed before the age of 50) and the
incidence appears to be slightly higher in men than in women (Van Den Eeden 2003).
The major symptoms are motorical and include rigidity (muscle stiffness), bradykinesia
(slowness of movement), tremor (shaking movement of body extremities) and postural instability
(useful overview of PD symptoms can be found in (Jankovic 2008)). The cause is impaired
function of the Basal ganglia — a neurological structure at the base of the forebrain, responsible
mainly for control of voluntary movements. Other processes in which the basal ganglia play
an important role include control of eye movements, procedural learning and cognitive and
emotional processes.
In PD, dopamine producing cells in the Substantia nigra (SNr) become necrotic, resulting in
reduced production of this neurotransmitter. The lack of dopamine then introduces imbalance
into the complicated system of excitatory and inhibitory neuronal pathways between the nuclei,
which leads to impaired function of the basal ganglia (Obeso et al. 2011). Despite the high
number of factors that are suspected to contribute to PD development (Olanow et al. 1999),
the actual cause of this process is still unknown, as well as there is no recognized cure for PD.
2.1.1 PD treatment
As no cure for the degenerative process exists to date, the therapeutic methods currently used
aim at alleviation of the PD symptoms. Most common therapy involves regular application
of levodopa (or L-dopa), a dopamine precursor that is transformed to dopamine in the body.
Despite the high proportion of PD patients benefiting from levodopa, several reasons exist that
make levodopa problematic for long-term users. As the PD is a chronic disorder, many of the
sufferers live with the disease for many years. Over time, the beneficial effects of levodopa may
diminish and increased doses are required to achieve sufficient level of symptom suppression.
The long-term therapy together with increasing doses often result in rising amount of negative
side-effects, such as dyskinesias, toxicity or so-called ”on-off switching” when the beneficial
effect of drug therapy alternates with episodes of severe PD symptoms. Problems with long-
term levodopa therapy are very frequent and may affect as much as 75% of chronic PD patients
after 6 years of therapy (Fahn 2006). The efficacy of long-term therapy may be improved by
using combination of medications, including dopamine agonists1 and careful dosage but the
1chemical agents that stimulate the dopamine receptors directly
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quality of life declines over time in a vast majority of PD patients (Fahn 2006; Marsden 1994).
In these long-term PD cases where levodopa therapy does not provide appropriate treat-
ment anymore, electrical stimulation of the basal ganglia structures — the DBS — can be
used (Limousin et al. 1998; Benabid 2003). Although a connection exists between pre-operative
response to medication and outcome of the STN DBS stimulation (Pahwa et al. 2006), the
beneficial therapeutic effect in great number of PD patients lead to broad use of this technique
worldwide.
2.2 Deep brain stimulation
Since the beginnings of human DBS treatment in the 1990’s (Alesch et al. 1995; Limousin et al.
1998), the DBS has proved to provide significant improvement for advanced PD patients (Krack
et al. 2003) and established as an FDA-approved standard PD treatment, applied in hundreds
of neurological centers worldwide (Benabid 2003; Bakay et al. 2011; Abosch et al. 2013). Apart
from parkinsonism, DBS is commonly used also for treatment of clinical depressions, dystonia,
essential tremor or obsessive-compulsive disorder (Farris et al. 2011). In this report, however,
we will refer to the DBS technique exclusively with respect to the PD.
The DBS is based on application of electrical pulses through electrodes surgically implanted
into patient’s brain. During the surgical procedure, target nuclei (compact brain structures)
are identified using Magnetic Resonance Imaging (MRI) and electrophysiological exploration.
Their position is determined according to stereotactic frame, attached to patient’s head and the
stimulation electrodes are then carefully implanted to the identified target. Once the transient
effects, caused by oedema and microlesion in the target subside, stimulation electrodes are
connected to the stimulator device, implanted in the chest cavity. All leads are internalized and
all further adjustments to the stimulatory parameters are done remotely through the skin. The
stimulator device itself closely resembles heart pacemaker and uses similar titanium casing and
terminals. Schematic overview of a DBS system is shown in Figure 2.1.
The choice of target structure depends on disease type and observed symptoms. In case of
the PD, the most commonly used target structures are within the basal ganglia and include
the Subthalamic Nucleus (STN) and the Globus Pallidus (GPi), the former being more preva-
lent (Gross et al. 2006). Common stimulation signals are rectangular pulses at frequencies in
the range around 100-200 Hz (Benabid et al. 1996). Actual stimulation parameters such as
frequency, pulse width and amplitude are fine-tuned for each patient in order to gain maximum
therapeutic outcome (Benabid 2003). The stimulation parameters are set by the caregiving
physician in a series of experiments, using a remote programming device. This way, ambulatory
adjustments may be done at any time during the treatment with no need of surgical procedures
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Figure 2.1: Overview of a DBS system, taken from (Human Brain Stimulation and Electro-
physiology Lab, Department of Psychology, University of Texas at Austin 2012)
in order to match stimulatory parameters to current patient’s state.
2.2.1 Optimization of stimulation parameters
The standard prcedure relies on subjective evaluation of symptom severity using the unified
Parkinson’s disease rating scale (Goetz et al. 2007). In this procedure, the neurologist strives
to achieve maximal reduction in symptom severity by adjustments to stimulation parameters
and medication. Over the past years, efforts have been made to gain more understanding of
optimal stimulation parameter values and their dependence on clinical record or objectively
using accelerometers (Pulliam et al. 2015).
As the stimulation electrode itself can form a source of valuable signal, some researchers
aimed at real-time adaptation of stimulation parameters based on current state of the patient,
pursuing switch to a closed-loop system with adaptive parameters (McIntyre et al. 2015). One
such approach — detection of tremor onset — can be found in Chapter 3 of this thesis. Thanks
to the fact that the local field potential signals (see description below) are relatively stable over
the years of therapy (Abosch et al. 2012), such approach might bring benefit to PD patients in
the form of reduced therapeutical cost (thanks to lower frequency of device replacements due to
depleted battery), as well as improved therapeutical outcome (thanks to parameters optimized
to current clinical state of the patient.)
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2.2.2 Targetting in the DBS surgery
To achieve a good outcome of the DBS therapy, accurate localization of the target structure is
necessary. This is a very complicated task not only due to the position of the basal ganglia,
surrounded by a thick layer of forebrain, but especially due to small dimensions of the target
nuclei. In case of STN, the dimensions are around and below 10 mm (Daniluk et al. 2010), which
makes accurate-enough localization of its boundaries difficult and problematic. A study using
standard Magnetic Resonance Imaging (MRI) targetting reported best achieved implantation
accuracy about 2 mm (Rezai et al. 2006). The inacurracy in purely imaging-based localization is
caused by targeting errors related to the inherent resolution limitations of neuroimaging (stan-
dard voxel size is around 0.5×0.5×2 mm in T2-weighted 1.5T MRI) as well as anatomic shifts
during surgery (Halpern et al. 2008; Nimsky et al. 2000). Therefore, once standard and broadly
used methods such as matching of the MRI images to brain atlases (e.g. in Castro et al. 2006)
are surpassed by their combination with electrophysiological exploration (Simon et al. 2005;
Tarsy et al. 2008). Additionaly to planning surgery systems, developed by manufacturers of
surgical instrumentation, sophisticated systems to aid in DBS trajectory planning, visualization
and electrode positioning have also been developed in the research community (Guo et al. 2005;
Miocinovic et al. 2007; Essert et al. 2012; Horn et al. 2014). While the resolution, contrast and
overall accuracy of pre-operative imaging may be improved in the future by the use of ultra-high
field 7T MRI scanning (Duchin et al. 2012), the use of MER exploration will probably remain
part of the DBS stereotactic procedure in the upcoming years.
While a small proportion of centers implant the DBS based solely on anatomy, the vast
majority include some form of physiological mapping to define the optimal site, including mi-
croelectrode recording (MER), microstimulation, and/or macrostimulation testing (Gross et al.
2006). The use of electrophysiological exploration to identify precise position of the target
has been accepted as a recommended setup already for a long time (Rezai et al. 2006). A
recent worldwide study found that about 83% of the surveyed centers used MER for position
refinement (Abosch et al. 2013).
In MER targetting, the mapping process commonly involves identification of the entry and
exit points of the STN across the MER electrode trajectories. Additionally, localization of
the sensorimotor area whithin the STN with distinct beta-band oscillations may be performed
to utilize the reported influence of exact positioning of the stimulation contact within the
STN (Zonenshayn et al. 2004; Zaidel et al. 2010; Verhagen et al. 2015). To obtain a complete
spatial information about target boundaries, multiple electrode trajectories are often used. Each
MER pass carries with it the risk of hemorrhagic complications (Gorgulho et al. 2005; Rezai
et al. 2006; Hariz et al. 1999), and increased surgical time. Therefore, more sophisticated
localization methods may improve the speed, accuracy, and safety of DBS implantation. Many
8 CHAPTER 2. BACKGROUND
researchers suggested that automated methods of MER interpretation may be even more reliable
than human annotation (Wong et al. 2009; Zaidel et al. 2009; Taghva 2010; Moran et al. 2006;
Cagnan et al. 2011).
Other researchers have shown that a complex visualization of multiple features derived from
the µEEG signal may lead to improved speed and STN identification accuracy (Falkenberg
et al. 2006). The Power Spectral density has been shown to be a useful discriminative feature
for both visualization and classification (Pesenti et al. 2004; Falkenberg et al. 2006; Novak et al.
2007; Novak et al. 2011), including works published by the author of this thesis (Bakstein 2011;
Wild et al. 2010).
A whole branch of research is also focused on evaluating propagation of the stimulatory
pulses in the tissue, side effects and optimal stimulation contact placement with regard to
these factors (Butson et al. 2007; Be´riault et al. 2012) — some researchers have suggested even
multiple-contact stimulation electrode, steering the electrical field to the desired area (Pollo
et al. 2014).
The DBS surgery is a process with high demands on accuracy and surgical team experience
— as such, sophisticated visualization, classification and modeling tools may contribute to
accuracy of the procedure — contributions to the field of automatic nuclei classification and
modeling can be found in Chapters 5 and 6
2.3 DBS-related signals
In terms of digital signal processing, two types of DBS-related signals will be discussed in
this work: the microelectrode recordings (MER), obtained during the surgical procedure, and
Local Field Potentials (LFP), recorded through electrodes with larger area — most commonly
stimulation electrodes used during the surgery or stimulation electrodes of a stimulator device.
Brief characteristics of both signal types are given in this section.
2.3.1 Microelectrode recordings
In connection with DBS, MER (also micro-EEG or µ EEG) signals are very fine recordings of
neuronal activity, obtained using microelectrodes with exposed tip size of just tens of microm-
eters (Slavin et al. 2004). Such electrode dimensions, comparable to dimensions of the neurons
themselves, allow capturing an extracellular image of activity of neurons in the closest proximity
of the electrode. Such recording contains typically unit activity of one to several neurons, plus
background noise, representing activity in areas more distant from the electrode.
Thanks to the high level of detail of the MER, activity (i.e. usually the firing times) of
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Figure 2.2: Electrophysiological exploration principle: a set of five microelectrodes is shifted
through different areas of the basal ganglia, following designated collateral trajec-
tories. The surgical team than identifies STN boundaries from the recorded MER
and determines optimal stimulation electrode placement. Compare to exploration
protocol in Fig. 2.3.
individual neurons may be studied. To identify activity from close neurons, when only the
recorded mixture signal is available, the methods referred to as spike detection may be adopted
(Quiroga et al. 2004). Sophisticated clustering methods can then be used to attribute individual
action potentials to different neurons in electrode vicinity. More information about the spike
sorting process can be found in (Quiroga et al. 2004; Wild et al. 2012) and an example of a
MER signal with an illustration of signal generation and decomposition can be found in Figure
2.4.
As described above, microelectrode recording (and optionaly microstimulation) is often car-
ried out prior to implantation of the stimulation electrode to refine on the target position. One
or multiple (commonly five) microelectrodes in a spaced-away collateral setup are shifted into
the brain using motor-driven microdrive and unit activity in their proximity is recorded. Based
on the recordings, an experienced neurologist is able to match the observed activity to one of
the supposed nuclei and determine spatial margins of the target structure with respect to the
electrodes. This process is usually based on visual and auditory inspection of the recorded MER
and the results are written down to a protocol (example in Figure 2.3). An illustration of the
targeting scheme can be found in Figure 2.2.
One important property of MER signals is the unavailability of absolute signal amplitude.
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This is given by two reasons, first of which is blunting of the sharp electrode tip during the
shift through the tissue, which affects impedance characteristics of the electrode and therefore
the recorded signal. The second reason is inherent in the recording setup and is based on the
electric field of a neuron decreases substantially with increasing distance from the electrode.
A neuron very close to the electrode will produce signal several times higher in amplitude
than neighboring neuron several tens of micrometers further apart (see Mesa et al. 2013 for an
explanation of MER generation model). Unlike the electrode blunting that affects both unit
activity and background noise, the distance between the neuron and the electrode impacts the
unit activity only. It is important to note that the situation of neuron positions around the
electrode tip is random due to the dimensions in question and can not be influenced intentionally
in clinical setting
The typical properties of a microelectrode recording system make the resulting signals sus-
ceptible to movement and electromagnetic artifacts. More details can be found in Chapter 4,
where a system for automatic MER artifact identification is presented.
2.3.2 Local field potentials
Contrary to the MER, the LFP signals are commonly obtained using electrodes of a much larger
area — typically in the order of units of mm2. The LFP signals are most commonly recorded in
DBS in two settings: i) intra-operatively (the microelectrode shafts usually contain larger elec-
trodes for short-term test stimulation in the assumed target area) or ii) post-operatively using
the stimulation electrodes at that time firmly set in the brain. In the latter case, a possibility
of LFP recording is in the peri-operative period, when the stimulation electrodes are already
in place and the patient stays in hospital for observation before the transient effects subside
and the stimulator can be implanted and leads internalized. During this period, the electrode
leads are available for recording using external device. This setup provides a possibility to
perform various experiments while recording the LFP signals. To monitor concurrent motorical
symptoms, surface EMG on patient’s forearm (extensor or flexor muscle) is often used. This is
especially useful for monitoring of Parkinsonian tremor and this approach has been used in the
research presented in Chapter 3.
Another option of LFP signal recording is directly by the stimulator device. Although a
majority of devices currently implanted worldwide do not support LFP recording (Medtronics
online catalog 2012), devices that provide this functionality are undergoing experimental testing
and are likely to be introduced to clinical practice in the upcoming years.s. It is very likely that
LFP recording and on-board processing will soon become a standard part of the DBS devices,
used for automatic stimulation parameter adjustments, inspection of patient state, review of
the therapeutic process, and other.
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Parameter MER LFP
Electrode type Exploration microelectrodes (Stimulation) macroelectrodes
Order of contact size µm mm
Sampling frequency 12 or 24 kHz 200− 1000 Hz
Activity captured individual neuron firing summary activity
Table 2.1: Comparison of typical properties of MER and LFP signals.
The multielectrodes, used commonly for stimulation and LFP recording, are typically fitted
with a set of 4 electrode contacts, spaced 0.5− 1.5 mm away from each other. In the therapy,
only the contacts located in best-suited parts of the target structure are used for stimulation.
Due to much larger area of the electrode tips than in the case of MER recordings (order of mm2),
the signals capture summary activity of larger region around the electrode and identification of
activity of individual neurons is not possible directly. In this respect, the LFP signals appear
closer to classical electro-encephalogram (or EEG) than the MER. Attempts have been made
recently to reconstruct some aspects of spiking activity from the LFP signals (Michmizos et al.
2012). However, the techniques are still in development and sensitive to correct parameter
setting.
The differences between both signal types are summarized in Table 2.1. Despite the clear
distinction used in this text, the dependency of signal parameters on electrode size and projec-
tion between MER and LFP signals is still subject to active research (Winestone et al. 2012;
Verhagen et al. 2015).
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Figure 2.3: Example of clinical protocol from MER exploration: The neurologist identifies the
most likely STN passes based on the neurophysiological activity and determines
final trajectory and stimulation contact positions (right column). The bottom left
part of the protocol shows stereotactic frame settings, the sketch at the bottom
right shows situation of STN with respect to the electrodes. Sensitive information
has been erased.
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Figure 2.4: a) Components of MER signal: the recorded series is a summary activity of a
large number of neurons further away from the electrode (background activity)
and activity of neurons in close vicinity of the electrode tip (single-unit activity)
— see e.g. (Martinez et al. 2009) for details. The signal can be decomposed in
an estimation procedure — a process called spike-sorting b) likely close neurons
are first detected using an amplitude threshold (red dashed line). Peaks exceeding
the threshold form a set of candidate spikes, which can than be clustered based
on their amplitude and shape.
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Chapter 3
Tremor onset detection in local field
potentials
Chapter summary
One of the scientific topics in DBS-related research is the effort to move from stimulation
systems with hard-coded parameters to adaptive, closed-loop systems which adjust stimulation
parameters according to current state of the patient (see Section 2.2.1 for introduction). This
chapter describes a tremor detection algorithm, operating on LFP signals recorded through the
stimulation electrode: a system developed using this approach might reduce DBS side effects
and increase battery life by switching the stimulation on only when the tremor is detected. The
system is based on an artificial neural network and multiple signal transformations and was
developed in cooperation with colleagues from the University of Reading and published as:
 Bakstein, E., Burgess, J., Warwick, K., Ruiz, V., Aziz, T., Stein, J. (2012). Parkinsonian
tremor identification with multiple local field potential feature classification. In: Journal
of Neuroscience Methods, 209(2), 320–330.
This paper also forms the basis of this chapter’s text. Some suggestions from our initial
research were further investigated in a subsequent paper, to which my contribution was only
minor. Several findings from this paper have been added to the final discussion.
 Camara, C., Isasi, P., Warwick, K., Ruiz, V., Aziz, T., Stein, J., Bakstein, E. (2015).
Resting tremor classification and detection in Parkinson’s disease patients. In: Biomedical
Signal Processing and Control, 16, 88–97.
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3.1 Introduction
Parkinson’s Disease (PD) is a chronic progressive neurodegenerative movement disorder, which
is estimated to affect 6.3 million people worldwide (Baker et al. 2004) and for which there is
no recognised cure. The pathophysiology of PD is idiosyncratic in nature resulting in a variety
of symptoms displayed by patients, the cardinal clinical symptoms of which are bradykinesia,
postural instability, and most notably, rest tremor (Rajput et al. 1997). The frequency of a
Parkinsonian tremor does not refer to the firing rate of muscle fibres but the movement of the
limb as a whole. This individual frequency is predominantly exhibited from 4 to 9 Hz and in
the context of muscular movement it is referred to as the tremor frequency (Carr 2002; Deuschl
et al. 1998). Parkinsonian tremor has been reported to be driven by the abnormal activity of
neural signals propagated throughout the sensorimotor system (Hammond et al. 2007; Morrison
et al. 2008), which we aimed to identify in this study. The recorded LFP signal represents low
frequency components originating from axons, somata and dendrites around the electrode, and
thus mainly reflects the input to the local brain region. The exact frequency range of the LFP is,
in general, below 100 Hz (Brown 2003). However, the majority of neurophysiological studies on
Parkinsonian patients have focussed on LFP oscillations in the range of 5 to 35 Hz (Steigerwald
et al. 2008; Trottenberg et al. 2007). Current biomarkers for Parkinsonian tremor analyse the
oscillations of the LFP signal. The most commonly studied neural activity in the LFP is that
of the tremor and beta frequency bands.
It has been found that some groups of STN and GPi neurons display tremor-related bursts
with a high coherence to the frequency of spontaneous muscular tremor (Amtage et al. 2008).
Such neuron pairs are commonly termed ”tremor cells”. Synchronized tremor activity is not
clearly understood and it is presently unknown as to whether the activity of tremor cells con-
tributes to the development of tremor or is simply an artefact driven by the physical tremor.
The presence of tremor cells and the activity of the beta band are however known to be bound
to Parkinsonian tremor (Amtage et al. 2008; Zaidel et al. 2010). The results dispel the belief
that tremor cells are a manifestation of purely the lack of dopamine, yet still the threat of a
physical artefact cannot be ignored. Overall, these investigations suggest the pathophysiology
of PD is in close relation to the changes apparent in STN activity.
Apart from tremor-related activity in the STN and GPi nuclei, thalamus and cortex are often
related to the mechanism of tremor. Previous studies have shown, that LFP recordings from
these sites show correlation with muscular (EMG) activity (Marsden et al. 2000). However,
as the majority of DBS implants are nowadays placed either in the STN or GPi nuclei, the
focus of this study is aimed at LFP signals from these regions. A number of studies have shown
significant coherence between tremor cells and EMG activity in the STN at the tremor frequency
(Rodriguez et al. 1998). The tremor frequency and beta frequency have been of great interest in
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previous studies (Lemstra et al. 1999; Marceglia et al. 2009), and are reported to be akinetic, i.e.
inversely related to motor activity. Some studies discuss the coherence between beta activity
and common symptoms of Parkinson’s disease, such as akinesia or rigidity. Also, they have been
reported to be strongly modulated by voluntary movement activity and medication. The range
of the tremor frequency varies between studies. In the context of muscular activity a range
of 4–9 Hz is common, however neurophysiological studies analysing LFP signals tend towards
lower frequencies (3.0–4.5 Hz (Wang et al. 2007) and 3.0–6.0 Hz (Lemstra et al. 1999)).
The beta-band is a range of frequencies between 12 and 30 Hz and is used in neuroscience to
describe the oscillatory range of brain activity. Beta-band synchronisation between neuron pairs
in the thalamus has been reported in the majority of investigations into Parkinsonian tremor
(Amtage et al. 2008; Levy et al. 2002). It has already been demonstrated that beta activity
has a direct impact on post-surgical prognosis, i.e. electrophysiological factors bearing direct
relevance to surgical outcome (Marsden et al. 2001; Ray et al. 2009b; Zaidel et al. 2010). This
may in the future be detected pre-operatively through non-invasive imaging techniques, e.g.
(Ray et al. 2009a). Further, high-frequency stimulation has been shown to suppress subcortical
beta activity (Kuhn et al. 2008). Activity in the beta range of the STN has also been found
to be a strong marker for the sensory-motor region of the STN and was successfully used to
identify this area in Microelectrode recordings (Zaidel et al. 2009).
Wang et al. reported on a coherent relationship between the onset of PD tremor and LFP
oscillation activity, in both tremor (3.0–4.5 Hz) and beta-band (10–30 Hz) frequencies (Wang
et al. 2005). Coherence was evident between LFP and EMG signals at the tremor frequency,
whereas the power exhibited at the beta-band frequencies decreased prior to and throughout
tremor activity.
Given the idiosyncratic nature of the disease we propose here that to achieve a high rate
of tremor classification over a broad range of patients, a concise biomarker will benefit from
exploring more than just the frequency feature of the LFP. To improve upon current biomarkers,
we therefore explore here a multi-feature classification approach to identify Parkinsonian tremor
within an LFP signal.
Selective properties of individual features from the temporal and spectral domain were tested
in the study with optimal properties being used for the classification of tremor. Moreover, the
suitability and relevance of the different approaches was compared. The classification results
were then used to assess the actual applicability of the proposed method. As a result of this,
features suitable for tremor detection can be differentiated from features with little or no sig-
nificance to the problem. The results obtained in this study further our understanding of
Parkinsonian tremor and ultimately will enhance the maintenance of personal health.
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3.2 Materials and methods
In this section we have summarized the range of experimental design procedures carried out
in terms of recording signals, conditioning signals and evaluating the classification of system
performance.
The overall task requirements were as follows: Firstly simultaneous LFP and EMG record-
ings were made using volunteer patients with implanted deep brain electrodes. Secondly the
data obtained — particularly deep brain LFPs — were divided into smaller chunks (windows)
and different features were measured, these included temporal features, spectral features and
features founded on information theory. Thirdly feedforward Neural Networks were trained
using only a subset of data based on the leave one out philosophy, the one left out being the
patient whose data would be subsequently analysed. This made it as difficult as possible for
the overall analysis to investigate each patient as it had to do so without seeing any data from
that particular patient apriori. Apriori viewing, and even training on a particular patient’s data
would have made the subsequent results appear to be far better than those actually obtained –
in the presented case the subsequent results should be seen as ’worst case’ outputs.
As each of the features are introduced, reasons are given, based both on previous research
and subsequent analysis as to why each feature was considered. In any case, in the results
section it will be seen that any of the features which didn’t actually turn out to be particularly
useful were effectively dropped. The list here should therefore seen to be one which includes all
reasonable possibilities. For the neural networks and signal transformations, concepts of their
employment are described.
3.2.1 Subjects and data acquisition
Eight volunteering patients, who had been diagnosed with tremor-dominant idiopathic PD,
participated in this study as they were undergoing surgical DBS treatment at the John Radcliffe
Hospital (JRH), Oxford, UK at the time. Postoperative magnetic resonance imaging confirmed
the successful implantation of the DBS electrode lead(s) (Medtronics 3387) within the target
region.
We exploited the external bi-directional connection to the electrodes, which was available
during the intra-operative period of stereotactic surgery, to record neural and coherent muscular
signals from all of the volunteering patients. Approval for the recording sessions was granted
by the local research ethics committee of the Oxfordshire Health Authority, UK, and informed
consent was obtained from each volunteer.
The DBS electrode lead employed was Medtronic 3387, with four electrodes spaced 1.5
mm apart which permits three different contact pair configurations (0+1, 1+2, and 2+3) to
be simultaneously recorded in a bipolar fashion with one contact used as reference. Muscular
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patient ID target files total length [s] Chunk counts
Atrem. Onset Trem. Total
P1 STN 1 60.0 114 30 146 290
P2 STN 4 147.0 253 120 325 698
P3 STN 1 60.0 101 30 159 290
P4 GPi 1 25.0 51 30 35 116
P5 STN 1 30.0 38 30 72 140
P6 GPi 2 97.0 205 60 201 466
P7 STN 2 48.5 38 60 126 224
P8 STN 1 60.0 128 30 132 290
Total 13 527.6 928 390 1196 2514
Table 3.1: Dataset overview. Chunks produced using 2-secs windows with 90% overlap.
(EMG) signals were simultaneously recorded using disposable adhesive Ag/AgCl electrodes
(H27P, Kendall-LTP, MA, USA) placed in a tripolar configuration (active–common–reference)
over the tremulous forearm extensor (carpi ulnaris) and flexor (carpi radialis).
The measured signals were then amplified using isolated CED 1902 amplifiers (×10000 for
LFPs and ×1000 for EMGs), filtered at 0.5–500 Hz and digitized using CED 1401 mark II at
rates between 250–1000 Hz. For the patients concerned, after a two week recovery period the
electrode leads were internalised and connected to an implanted pulse generator (Medtronic
KINETRA model 7428) which was surgically inserted into the chest cavity.
3.2.2 Dataset description
Our entire database of recorded raw LFP signals consisted of 13 LFP tremor onset recordings
from a total of eight patients – the details of which are given in Table 1. Out of the 8 patients
included in the study, only two — P1 and P2 — were implanted in the GPi nucleus, while
the remaining 6 received STN implants. The data chunk counts presented in the table were
obtained using 2 seconds long chunks (500 samples) with 90% overlap. Onset chunks were those
found in a 4 seconds region around EMG-based tremor onset (see the next section for further
details). Note: Each chunk consists of collected data within a 2 seconds window.
The maximum amount of recordings taken from a single patient was four, although the
median was only one recording per patient (Table 1). This was caused mainly by the requirement
for tremor onset to be present in the recording period. The total number of recordings was 13,
the total length of time 527.6 secs, and the average length of each recording was 40.5 secs.
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3.2.3 Data preprocessing
Firstly, to maintain a uniform frequency across recordings, all data were down-sampled to 250
Hz (the lowest sampling frequency used). A 3–30 Hz and 3–7 Hz (tremor band) Chebyshev
Type II passband filter was used on the recorded LFP and EMG signals respectively. The EMG
signal was then normalized and rectified. Low frequency LFP activity systematically relates to
slow drift movement artefacts, while frequencies above the beta-band (30 Hz) are considered to
hold little tremor-related information. Indeed this frequency range also includes abundant 50
Hz line noise.
Tremor onset was calculated for each file based on the amplitude of filtered and rectified
EMG signal. The magnitude of the EMG time series value was checked against a threshold of
three times the mean of the EMG magnitude in the first 5secs of the recording (known to be
recorded during atremorous activity — that is LFP activity when no tremors were apparent).
If an indication of high tremor frequency activity was determined at any point in time then the
mean of the next 5secs of data (long enough to cover any period of small tremor-onset) was
calculated to confirm the initial tremor detection. A single time of tremor onset was calculated
for each patient recording. This calculated point was then used for data annotation and division
of the data into into tremor and atremorous sets.
3.2.4 Feature extraction
Feature extraction involves representing the raw signal in terms of a smaller set of quantities,
termed features. Feature measurement from biological signals is a routine process in biomedical
studies, however, correct feature selection is fundamental in order to relate signal characteristics
to various biological measures such as the detection and classification of tremor in an LFP signal.
Many features or feature sets exist in biomedical engineering for signals such as ECG, EEG and
EMG (Ciaccio et al. 1994), whereas LFP signals taken from humans have only been readily
available to researchers since the early 1990’s.
In this section we consider a range of different features and explain how their characteristics
are obtained from the original raw LFP data. The LFP data here is divided into two second
chunks with 90% overlapping so a spatial resolution of 0.117 Hz and a time resolution of 0.2
secs was achieved. Evaluation of the performance of individual features in different patients is
given in section 3.3.1.
Time domain
Increased LFP oscillation energy is known to be related to the excitation and synchronised
firing of active neurons in the motor cortex (Denker et al. 2007) and in the Parkinsonian STN
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(Loukas et al. 2004; Rivlin-Etzion et al. 2006). Furthermore, discharges of single STN neurons
are often coupled to Parkinsonian tremor oscillatory activity (Kuhn et al. 2005; Moran et al.
2008; Weinberger et al. 2006).
LFP activity from the basal ganglia is a signal of infinite length (a lifetime) and so it is
impossible to assert the ”true” variance of the population (all neurophysiological data). Instead
a sample variance can be measured from the finite atremorous and tremorous LFP signals
provided. For this an unbiased variance calculation is used to compensate for the discrepancy
of the sample and population. Given that LFP signals oscillate in time, the sample variance is
never exactly zero, consequently, the larger the variance, so the more variability there is in the
measured sample.
The variance feature (termed var) is designed to simply return the variance of the given
LFP signal window and it is used to analyse abnormal LFP oscillatory activity. The magnitude
of the var feature is hypothesised to increase during periods of tremor, at which times sporadic
abnormal neuronal activity is known to develop. The sample mean, x, and sample variance,
var, of a signal can be estimated by
x =
1
N
N∑
t=1
x(t) (3.1)
for the sample mean and
var(x) =
1
N
N∑
t=1
(x(t)− x)2 (3.2)
for sample variance of the time series x(t) of size N .
The zero-crossing rate (a feature name zerox) is arguably the simplest form of frequency
analysis in the time domain. This feature crudely measures the frequency of a signal with zero
mean by counting the number of times the LFP signal value crosses zero magnitude in a given
time window. Consequently, higher frequency signals produce a greater zero-crossing rate and
vice versa.
Quite a number of zero crossing based frequency estimation methods have traditionally been
used in applications such as speech and communications (Anderson 1982; Wiley et al. 1977),
additionally a study of the zero crossing rate has also been used in biomedical engineering for
EMG (Masuda et al. 1982; Skotte et al. 2005) and EEG (Wua et al. 2011) analysis. This feature
counts the number of times the LFP signal value crosses zero magnitude in a segment of LFP
data, and can be expressed as
zerox(x) =
N∑
t=2
1, if x(t) = 0 OR x(t)x(t− 1) < 00, otherwise (3.3)
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where N is the length of the segment.
The application of autocorrelation in neurophysiological signals was first used to analyse
EEG signals as early as 1950 (Brazier et al. 1952), and despite the introduction of the FFT, the
autocorrelation function is to date commonly employed to estimate statistical moments of the
PSD (Derya Ubeyli 2009; Jackson et al. 2008; Tagluk et al. 2011). Autocorrelation is useful for
finding repeating patterns in a signal, determining the presence of a periodic signal which has
been buried under noise, and identifying the fundamental frequency of a signal which doesn’t
actually contain that frequency component, but implies it with many harmonic frequencies.
Autocorrelation is simply the correlation of a discrete time series x(t) against a time-shifted
version of itself. The discrete autocorrelation R at time lag j for the signal x(t) is defined as
R(j) =
N∑
t=1
(x(t)− x) (x(t− j)− x) (3.4)
where x is the sample mean
The area under the curve between bands is calculated and used for the ac tremor and
ac beta features, written as
ac band =
β1∑
j=β2
|R(j)| (3.5)
where β1 and β2 are boundaries of the frequency band in units of lags, given by
βk =
N
fk
(3.6)
In which N is the length of the signal and fk is the pseudo frequency in Hz.
Information theory
All the features presented thus far share a common goal; they are all used to try to differentiate
information in the LFP signal between the two main Parkinsonian tremor relationships (tremor
and atremorous). The direct existence of Parkinsonian tremor relationships can however be
further analysed by means of information theory. Central to this theory is the concept of entropy,
which can be roughly defined as a measure of the uncertainty of a signal. A known example of
a Probability Density Function (PDF) on a set of real numbers is the Gaussian distribution or
normal distribution, and this can be used to describe synaptic potential amplitudes.
Because the LFP signals collected are not of Gaussian distribution (each patient recording
failed the one-sample Kolmogorov Smirnov test at p < 0.05), the entropy is calculated using five
different PDFs: i) A PDF derived from a histogram of the entire tremor-onset signal (this feature
is named entropy entire). ii) A PDF derived from a histogram of the atremorous LFP signal
of a patient recording makes the feature entropy atrem. iii) A PDF derived from a histogram
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of the tremor LFP signal of the patient recording makes the feature entropy trem. vi) A PDF
derived from a histogram of the windowed LFP data termed entropy win. v) Finally, despite
the failed Kolmogorov Smirnov test a normal PDF is created using the mean and standard
deviation of the entire tremor-onset signal, this feature is named entropy norm. The feature
output is given by
entropy(pk) = −
N∑
t=1
pk (x(t)) log pk (x(t)) (3.7)
where k is the data used to calculate the PDF p and this therefore defines the entropy feature.
Frequency domain
Pre-defined frequency bands classifying activity in the human brain can be used to determine
its current functional state, and changes in the spectral properties of LFP activity recorded
from the basal ganglia of a Parkinsonian patient are also known to correspond to tremorous
movement (Amtage et al. 2008). The spectrum activity of the basal ganglia can be classified
into four groups or bands: tremor (3.5–5.5 Hz), theta (5.5–8 Hz), alpha (8–12 Hz), and beta
(12–30 Hz). The gamma band (30–100 Hz) was contaminated with heavy 50 Hz noise and was
thus removed in the pre-processing stage, as described earlier in section 3.2.3.
The discrete Fourier transform is a function that decomposes a signal into its constituent
frequencies, and can be obtained by
F (u) =
N−1∑
t=0
x(t)e−2piiut/N (3.8)
The freq band feature looks at the frequency properties of the signal and calculates the
magnitude of the PSD within the boundaries of alternate frequency bands, here
freq band =
δ2∑
u=δ1
|F (u)|2 (3.9)
where F (u) is the discrete Fourier transform of discrete time signal x(t), and δ is the bound-
ary of the frequency band. Figure 3.1 shows spectral comparison of averaged atremorous and
tremorous LFP signals.
The tremor frequency band used in this feature is set as 3.5–5.5 Hz. This band was selected
in particular because it matches the appearance of increased PSD during episodes of tremor,
as can be seen in Figure 1: Spectral comparison of averaged atremorous and tremorous LFP
signals. The theta-band (5.5–8 Hz) is though closely related to the tremor-band, and may
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Figure 3.1: Spectral comparison of averaged atremorous and tremorous LFP signals
capture some outliers. In such an event the PSD mean from tremor periods is expected to
follow closely to that of the tremor-band and be slightly higher than from atremorous periods,
albeit not as significant. On the other hand, the alpha-band (8–12 Hz) has not been reported
in previous research to have a significant association with PD tremor.
It is noticeable that in Figure 3.1 we have selected a window 3.5–5.5 Hz, yet it can be seen
that there is significant activity below this frequency band. We have selected the frequency range
in question because of the desire to select one range to cover the published tremor frequency
range (Hutchison et al. 1997; Lemstra et al. 1999; Liu et al. 2002; Magarinos-Ascone et al.
2000; Wang et al. 2007). We believe that it will make an interesting future study to consider
a two window method, splitting the tremor range between the to two frequency bands. An
option to build a robust tremor-detecting feature could also involve searching for a maximum
(tremor-frequency peak) in the tremor range. However, this inspection would require further
evaluation of the tremor-frequency signal in the LFP signals, which can be verified in future
studies.
Continuous Wavelet Transform
The Continuous Wavelet Transform (CWT) is similar to the time-frequency method of the Short
Time Fourier Transform (STFT), but rather a time-scale analysis is performed. The compromise
between time and frequency information from an STFT can be practicable, nonetheless a fixed
length window is used throughout the process. Nonstationary signals like LFPs can often require
a variable-sized window approach which can enhance either time or frequency information.
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The length of the window determines either precise low-frequency information using long
segments, or high-frequency information using shorter segments. Unlike the Fourier transform,
which breaks up a signal into sinusoids of various frequencies, the CWT decomposes a signal
using a family of ’wavelets’ varying in scale to collect shifted and scaled information. An
estimation of frequency, called the pseudo-frequency, can be calculated from the scale-time
signal using Equation 3.10, and this is employed to measure the activity in the tremor- and
beta-bands.
a =
FsFc
Fa
, (3.10)
where a is the scale, Fs is the sampling frequency, Fc is the centre frequency of the wavelet and
Fa is the pseudo-frequency
1.
The usual notation of the Continuous Wavelet Transform (CWT) is
CWTx(a, τ) =
1√
a
∫
x(t)ϕ
(
t− τ
a
)
dt (3.11)
In which ϕ is the basic wavelet function or the so-called mother wavelet, a is the scale factor
and τ is the translation in time.
In the CWT feature we chose the Shannon wavelet as the mother wavelet. A Shannon
complex wavelet is symmetrical in shape and can compute the complex continuous wavelet
transform when given two adjustable parameters, the bandwidth and centre frequency. Using a
bandwidth of 0.2 and centre frequency of 2 Hz, a good temporal-spectral resolution is achieved
for analysing the tremor frequency (3.5-5.5 Hz) and the beta frequency (12-30 Hz) in LFP
signals from the patient database. This feature is named wav #, where # is the frequency
band (either tremor or beta).
Discrete Wavelet Transform
The Discrete Wavelet Transform (DWT) is an extension of the CWT and is a generalization of
wavelet decomposition that offers a rich range of possibilities for signal analysis. The transform
decomposes a signal into an approximation and a detail. The approximation or detail itself is
then split into a second-level approximation and detail, and the process is repeated until the
desired level of decomposition is reached, resulting in a complete binary tree of all possible
decompositions. The approximation of a signal is obtained by convolving the signal with a
low-pass filter and with a high-pass filter for detail decomposition.
The DWT feature termed wavdetail returns the detail wavelet decomposition at the 5th level
of the approximation. After which frequencies in the high beta-band are suppressed; leaving
1The pseudo-frequency is only an approximation of the frequency because the centre frequency is an approx-
imation of the dominant frequency in the wavelet oscillations
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the tremor, theta, alpha, and low beta-band frequencies in the signal. The DWT of a signal
x(t) is calculated by passing it through a series of filters:
DWThigh(u) =
N∑
t=1
x(t)g(t− u) (3.12)
DWTlow(u) =
N∑
t=1
x(t)h(t− u) (3.13)
where g is a low-pass filter which returns approximation coefficients, and h is a high pass
filter which returns detail coefficients.
After each DWT transform (or decomposition) the coefficients are down-sampled by two,
since half the frequencies of the signal have been removed in the process. The feature wavdetail
is the sum of the squared magnitude of the 5th detail of the signal x(t), written as
wavdetail =
N/25∑
u=1
|DWThigh(u4)| (3.14)
where u4 is the 4
th detail decomposition of x(t).
3.2.5 Neural network multi-feature classification
In a multi-feature classification, the discriminative power of the classifier is based on a set of
observed or calculated characteristics of the training examples — the features. The main ad-
vantage of this approach is that even features showing low discriminative power when observed
individually (a single-feature classification) can potentially achieve better classification perfor-
mance when combined together. This is based on the multi-dimensional information, contained
in the whole features set, assuming low inter-feature correlation.
In this study, we assumed that the tremor-related changes in the LFP signals were not bound
exclusively to one type of signal transformation — such as frequency spectrum — but that these
changes could be observed from different signal properties. To accomplish this, features based
on different properties of the LFP signals were combined in a single classifier, which should lead
to the utilization of more tremor-related information.
Feature selection
To design a classification system with good performance, a set of highly relevant features is
necessary. Even though the features calculated according to the description in section 3.2.4
were designed to capture observed changes in the LFP signals, their actual classification power
for the problem considered was unknown until they were applied to the data in question.
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To evaluate the tremor classification power of individual features, a relative information gain
metric was adopted. The relative information gain value represents the relative drop in entropy
of the system in the case when a particular feature’s value was known. In the simplified case of
two random variables, the relative information gain (denoted by G) can be represented by the
formula given as:
G(X) =
H(Y )−H(Y |X)
H(Y )
(3.15)
where G(X) is the relative information gain of feature X, H(Y ) is the entropy of attribute
Y and H(Y |X) is the conditional entropy of feature Y , given that the value of X is known.
Before the features were entered into the input layer of the neural network model, the relative
information gain was calculated for each of them. Features with G < 0.1 were considered to be
suitably insignificant and were, on this basis, excluded from further processing. Results of the
feature evaluation and selection are described in section 3.3.1.
Neural Network Classifier
To distinguish tremor and atremorous data based on the feature values, an artificial neural net-
work (or commonly referred to merely as neural network – NN) classifier was used in this study.
NN models have universal nonlinear modelling and classification capabilities which together
with high noise tolerance makes them suitable for a wide array of diagnostic machine learning
tasks (Hornik et al. 1989; Reggia et al. 1993). Due to their listed versatile properties, NN models
have been used for the processing of various biomedical signals since the early 1990’s (Reggia
et al. 1993) and have become quite commonly applied as an analysis technique for biomedical
signals such as EEG in the last few years (Ubeyli 2008).
In this study, a feed-forward neural network classifier with one hidden layer was used and
trained on the training data subset. The training process was limited to 200 learning cycles
in order to avoid model overfitting, which was apparent at higher training cycle counts. The
input to the classifier was formed by feature values, calculated on individual 2-secs chunks. The
number of hidden layer neurons (neurons in the middle — not input or output layer) was 10,
chosen according to the best performance achieved at this network setup. The number of input
layer neurons was adjusted in each cycle according to the actual number of attributes after
feature selection.
3.2.6 Machine learning procedure
Conventionally a multi-feature classification process consists of building a feature set, classifier
training and then evaluating the overall model’s performance on unseen data. This section de-
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scribes all the aforementioned steps including modifications, done to accommodate the specifics
of the tremor detection task.
Feature extraction from raw data was performed in MathWorks MATLAB environment,
while the feature selection and classifier evaluation process was carried out in Rapid-i Rapid-
Miner data mining software.
Global and patient-specific classification
Before the classification procedure could be embarked upon, consideration had to be given to
the problem of handling data from different patients. A basic supposition, necessary for the
multi-feature classification system to be feasible at all, is that different PD patients not only
share similar characteristics in their brain activity during both tremor and atremorous periods
but also exhibit similar characteristics during periods of change from one state to the other.
On this assumption, it is sensible to suppose that the changes in different patients can be
described by similar features (e.g. changes in signal power, changes in frequency spectrum etc.).
However, it is very likely that LFP signal properties vary dependant on many factors, including
individual patient attributes such as sex, age, PD progression and the exact positioning of the
stimulation electrodes within the target structure. Thus, the classification system has to be
designed in an attempt to address these issues properly.
Generally, there are two possible approaches to the classification of such signals: a) create
a model on a per-patient basis, i.e. the model is trained specifically for each patient b) train a
global universal classifier, for the detection of any patient’s LFP signals. The latter approach
puts much higher requirements on the consistency of tremor-related changes across different
patients. Despite this, we considered/hypothesized such a system to be feasible and selected a
general classifier as the approach to be used in this study.
In a sense we were thinking about the long term aspects of the end product from our
research. Potential advantages being an easier setup procedure with no need for physician
training together with versatility of use. Moreover, a design process based on such a system
can itself bring much new information about patient-dependent changes.
Classifier training and validation
A common measure of classifier quality is classification performance, given typically by accuracy
— the ratio of correctly classified examples to the number of all examples — or error (1 -
accuracy). To estimate classification performance of the trained model properly, the examples,
presented to the model in the testing period have to be unseen by the classifier during training.
This approach, contrary to performance on the testing data, gives a good estimate of the
generalization properties of the classifier.
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The simplest method to calculate performance estimate is split validation, where data is
randomly split into two data sets: the training and testing set. The split operation assumes
complete separation and independence between the training and testing sets. Due to inter-
chunk dependencies, caused by the high overlap between different chunks, this technique was
inapplicable to the presented problem. The dependencies were verified by a test in which the
data was divided randomly into training and testing sets in the ratio 7:3 and the testing accuracy
reached up to 99.75% as opposed to much higher error rates seen at different dataset splitting
methods.
To ensure separated training and testing data, the data splitting method used was based on
an iterative per-patient approach: in each cycle, data from one of the patients was withheld for
testing and the whole training process — feature selection and model training — was performed
on the remaining data. The process was repeated with each patient in the position of testing
subject. Two accuracy estimates were calculated: per-patient accuracy, and overall accuracy,
calculated from the total number of erroneously classified chunks. Onset chunks were left out
from the training set, whereas the test set comprised all data of the testing patient, including
onset chunks and one to several recordings. The overall process diagram is shown in Figure 3.2.
Apart from avoiding problems based on inter-chunk dependencies, this approach also pro-
vides a good idea of how well the system could work in real deployment. In such a scenario,
the detection algorithm would be designed and tested on a data sample similar to that used in
this study, with no need for patient-specific parameter tuning or other adjustments.
3.3 Results and discussion
In this section we present results on our analysis of the features selected, on our testing of the
accuracy of the proposed classification system in terms of its performance and the use of an in
silico model to approach the possibility of real-time analysis by this means. It is worth pointing
out that, in each case, the system employed was trained up on data from all the other patients
in the study before being tested on each individual patient — the system therefore had not
actually seen any data from the patient on which it was due to make its analysis.
As will be seen, the study provided a mixed bag of results. In some cases (for some patients)
the results were exceptionally good, much better than we could have hoped for apriori. Such
results indicate clearly that the approach taken can work very well. On the other hand, for
some patients the results were surprisingly poor. This leads one to believe that the approach
taken here is merely providing part of an overall, applicable solution.
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Figure 3.2: Diagram of the leave-patient-out process
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Patient P1 P2 P3 P4 P5 P6 P7 P8 mean std
freq theta 0.69 0.65 0.93 0.97 0.93 0.83 0.49 0.07 0.70 0.27
wavdetail 0.48 0.61 0.91 0.97 0.93 0.98 0.55 0.04 0.68 0.29
freq trem 0.48 0.55 0.96 0.97 0.93 0.74 0.53 0.11 0.66 0.27
var 0.57 0.26 0.96 0.97 0.93 1.00 0.49 0.06 0.66 0.32
entropy norm 0.54 0.27 0.96 0.97 0.93 1.00 0.49 0.04 0.65 0.33
wav tremor 0.55 0.26 0.96 0.97 0.93 0.70 0.61 0.12 0.64 0.28
freq alpha 0.42 0.10 0.96 0.97 0.93 1.00 0.49 0.14 0.63 0.34
entropy atrem 0.52 0.17 0.96 0.97 0.93 0.58 0.78 0.09 0.63 0.31
entropy entire 0.50 0.29 0.96 0.97 0.93 0.73 0.29 0.07 0.59 0.31
wav beta 0.09 0.06 0.96 0.97 0.93 1.00 0.24 0.20 0.56 0.39
freq beta 0.08 0.01 0.88 0.97 0.93 0.46 0.28 0.24 0.48 0.35
zerox 0.46 0.27 0.93 0.21 0.93 0.13 0.16 0.06 0.39 0.31
ac tremor 0.27 0.07 0.75 0.14 0.93 0.24 0.20 0.03 0.33 0.29
ac beta 0.58 0.09 0.32 0.05 0.83 0.12 0.21 0.04 0.28 0.25
entropy trem 0.11 0.10 0.62 0.36 0.22 0.38 0.09 0.09 0.24 0.17
entropy window 0.13 0.04 0.28 0.07 0.37 0.07 0.09 0.03 0.14 0.11
Table 3.2: Information gain of individual features in different patients
3.3.1 Feature evaluation
According to the procedures described in section 3.2.5, the relative information gain was cal-
culated (minimum = 0.0, maximum = 1.0) for each feature on each patient’s data. Chunks
from the onset period were excluded from this calculation. In this way, the performance of
each feature could be evaluated. The comparative results from each of the different features are
presented in Table 3.2 in a relatively ordered fashion.
As seen from the values in the table, despite the fact that the performance of all features
varies substantially between patients, the features can be categorized according to overall per-
formance across the set. The first five features in the table – freq theta to entropy norm – are
best rated according to their IG value and seem to be the most stable ones according to their top
(or at least high) ranking in most patients. The rest of the features showed either mixed perfor-
mance (e.g. wav beta, freq beta, entropy entire) or poor performance overall (entropy trem,
entropy window). What is not perhaps so clear to see from Table 3.2 is that patients’ results
seemed to cluster and can be divided into the following three groups, based on common IG
values: a) patients with IG close to one in most features. This includes patients: P3, P4, P5,
P6. Tremor activity in these patients should be possible to classify by means of individual
features or small feature groups. b) Patients with moderate IG values. This includes patients
P1, P2 and P7. c) Patient P8 with extremely low IG values in all features. Classification of
this patient, based on the calculated features seems unfeasible.
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patient P1 P2 P3 P4 P5 P6 P7 P8 total
target STN STN STN GPi STN GPi STN STN
atrem 68,4 94,1 100 100 100 100 71,1 18 83,1
trem 92,5 59,4 74,8 100 98,6 71,9 81,8 99,2 78,1
total 81,9 74,6 90,4 100 99,1 86,2 79,3 59,2 80,4
Table 3.3: Classification accuracy in individual patients: tremorous, atremorous chunks and
overall results. Accuracies calculated from actual numbers of correctly classified
chunks — onset chunks not considered.
3.3.2 In silico model
Due to the time needed to record a reasonable amount of data and the fact that the perioperative
period, in which the data can be collected, is only a few days long, we were unable to evaluate
performance of the system in day-to-day, living conditions. Thus, In order to provide an easy
to assess performance test of the whole multi-feature neural network system, we carried out an
in-silico test. To split the training and testing data in a manner comparable to real deployment,
we evaluated the system using the leave-one patient-out method, where one patient’s data is
held out for testing and the NN model is trained on the remaining part of the dataset, which
means that no data from the testing patient were seen by the classifier prior to testing. The
evaluation system was described in greater detail earlier in Section 3.2.5.
Once the data was fully classified – each patient’s data having been in the position of a
testing subject – all chunks were labeled by the classifier and the performance of the system
could be evaluated. To show the results from different perspectives, we have provided here
two different types of performance evaluation: common classification accuracy measures and
temporal output figures, which will be discussed further, later on.
In Table 3.3 the figures indicate test classification accuracy, calculated as a percentage of
correctly classified chunks for the patient in the position of testing subject. Percentages are given
separately for atremorous and tremorous chunks. The overall accuracy is calculated from the
total number of correctly classified chunks. Onset chunks were not considered in the accuracy
calculation.
As seen from the table, quite large differences in classification accuracy are present in the
different patients. In two patients – P4 and P5 – the classification accuracy reached almost
100% for both tremorous and atremorous activity, which is outstanding, considering that only
data from the other patients were used for classifier training. In another patient group however,
including P6, P3 and P2, the classification of atremorous data was very accurate, whilst the
tremor detecting capability was low. The completely opposite situation can though be seen in
P8, where tremorous data was classified with 99.2% accuracy, while atremorous data was hardly
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recognised with only 19%, which means in reality that most chunks were classified as tremorous,
even when they were not. Regarding different stimulation – and thus recording – targets, it can
be noted that the two patients with electrodes implanted in the GPi were among the patients
with the best classification results. However, due to the low number of test examples, no strong
conclusion about suitability of either nucleus for tremor detection can be drawn.
A more easily readable representation of the classification results may be obtained in terms
of visualization of the classifier output, compared to actual LFP signals and forearm EMG
activity. Selected plots, showing these three quantities for three different patients are shown in
Figure 3.3.
The classifier output and EMG signal were scaled to match common amplitudes of the LFP
signals in order to be easily readable in the plots. Outputs of three patients were selected,
representing very good, medium and poor performance respectively. The plots can be matched
to corresponding accuracy values in Table 3.3. to gain an overall view of system performance.
Unlike in the case of the calculation of accuracy, classified tremor onset chunks were included
in these plots to maintain continuity of the system output throughout each file. Discussion of
the experimental results is given in the following section.
3.3.3 Discussion of the results
In this study we inspected a hypothesis that the onset of Parkinsonian tremor could be detected
directly from the stimulation electrodes and used for on-demand stimulation. Moreover, we
suggested that a single parameter setting could be sufficient and tested this assumption on a
set of 8 patients. This section aims at commenting on and a discussion of possible causes that
lead to the mixed classification results.
The results presented in the previous section show very mixed classification performance in
different patients. Comparing classification accuracies in Table 3.3 to feature information gain
values in Table 3.2, a link between poor performance of the best features and poor classification
accuracy seems obvious (a similar link can be seen in ”well performing patients”, too). This
was probably also the reason for the poor classification accuracy of patient 8: for example
features, such as freq theta or wavdetail, very strong in other patients, showed extremely poor
classification power with respect to tremor. Drawing a conclusion about the link between feature
performance and classification accuracy seems sensible, however the reasons for poor feature
power in some patients are unclear and may be connected with unknown underlying structures
in the patient set.
High model accuracy in some patients, together with the error estimation procedure with
model training and testing on separate patients, suggests similar tremor-correlated signal prop-
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Figure 3.3: Tremor prediction on three patients, unseen previously by the classifier. The
original LFP signal is shown along with flexor EMG activity and model output.
EMG-based onset time and corresponding onset range are depicted by the vertical
dashed lines.
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erties across the whole dataset. On the other hand, the low system accuracy in some other
patients suggests these tremor-bound properties are shared by only a subgroup of all patients.
Unfortunately, the size of the dataset does not allow for drawing conclusions about different
patient subgroups, based on the tremor-related properties of LFP signals.
Another effect that could have contributed to the mixed results of different patients might
be the method of specification of tremor onset from EMG data. Possible patient variability in
time shift between the outbreak of tremor-related changes in the LFP signals and tremor onset
detected in the EMG activity may shift the classification accuracy significantly. This could be
one explanation for the extremely poor specificity in patient P8: the results might be improved
if the EMG tremor onset were marked earlier. To achieve accurate tremor detection, manually
marked tremor onset, based on observation of the patient would be needed.
This also applies to classification accuracy based on LFP from different nuclei: even though
the classification accuracy for both patients with GPi implants was relatively high, the lack of
data does not allow for more general conclusions. The small amount of data was the reason
why treating all available patients as one coherent group was the only option for unbiased error
estimation and was therefore chosen in this study.
Unlike epileptic pre-seizure periods, Subthalamic nuclei in the Parkinsonian brain are thought
to display tremor synchronization activity only seconds (rather than minutes) before severe mus-
cle tremor starts (Brown 2003; Wang et al. 2007).This places greater responsibility and urgency
on the classification algorithm. In this study, tremor period annotation was calculated from
filtered normalized forearm EMG (described above). Even though the calculation was designed
to be patient-independent, the precision of such a detection procedure can only be accurate to
a certain extent. Possible variance of the delay between outbreak of tremor synchronization ac-
tivity in the LFP signals and actual muscular tremor may be the source of improper annotation
and thus increased classification error.
In the tremor detection task, sensitivity is of primary importance, as it represents the
retention of the permanent beneficial effect of the stimulator. Specificity in this case represents
battery saving capabilities for the system and is therefore not as important. Thus, an ideal
classification system should be tuned for maximum possible sensitivity to retain an equivalent
effect to that of full-time stimulation. Due to the intermittent nature of PD tremor in the
observed patients, long-term LFP recordings would be necessary in order to obtain proper
sensitivity and especially specificity estimates.
This study has focused strictly on analyzing and detecting tremor periods. The basis for this
being a desire to understand more fully the links between tremor onset and LFP signals. This is
a clear step towards accurately predicting tremor onset such that a signal can be employed as an
adaptive trigger to fire the stimulator as part of a feedback loop before tremors actually occur.
Studies are also ongoing into tremor prediction (Pan et al. 2012; Wu et al. 2010) the desire
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here however is to provide a stronger base for further research along these lines. Despite the
limitations caused by the relatively small amount of data, the accuracy estimation on unseen
patients which was implemented in this study should provide unbiased results. Moreover, the
results show that a universal classifier without the need of parameter tuning for specific patient
is feasible with satisfactory results at least for a subgroup of patients. The requirements that
have to be fulfilled for such a detector to be broadly applicable remain among the research
questions yet to be answered.
3.4 Chapter conclusions
A system for online detection of Parkinson disease tremor, based on LFP signal features of
different kinds, was proposed in this study. A global classifier without the necessity of parameter-
tuning was developed and tested. Despite the fact that a patient non-specific model was trained,
very good results were obtained for four out of eight patients, supporting the feasibility of the
multi-feature NN approach in tremor detection for some patients at least. The performance of
the system on unseen patients showed that at least a subgroup of the patients could benefit
from the system, if and when it was implemented in a stimulator device.
To draw more general conclusions about performance — especially stability and robustness
— of the system, a much wider dataset, including data from different positions and situations
in different individuals will be necessary. Larger amount of data could also provide a basis
for further evaluation of individual feature properties, possible patient types or differences in
classification accuracy between different targets. This is the subject of ongoing research.
One final comment is that it may well be the case that patients with PD can be grouped in
terms of the LFP activity witnessed in atremorous, tremorous and onset time periods. Certainly
from our limited studies thus far — both reported on here and elsewhere (Burgess et al. 2010)
— this would appear to be a natural conclusion.
In our more recent study (Camara et al. 2015) we investigated this possibility of different
types of resting tremor in PD patients. The experiment showed that clustering of tremor
chunks based on basic signal features (energy, difference, entropy...) divided patients into two
very consistent groups. Even thought the dataset was comparably small to the study presented
in this chapter (7 patients), the results have shown that applying clustering algorithm to patient
data prior to tremor detection may significantly improve the detection accuracy and improve
performance of a future closed-loop DBS system. A question underlying this conclusion however
is whether or not the existence of such groups can be associated with underlying neurological
relationships.
Chapter 4
Artifact identification in
microelectrode recordings
Chapter summary
The DBS exploration procedure represents a unique possibility to record neural activity of hu-
man deep brain structures. Despite this unique potential the data possess, the main factors
affecting the clinical procedure are the best possible surgery outcome and safety of the pa-
tient. The MER recordings may, therefore, contain a relatively large amount of external noise,
caused by patient movement, speech or vibrations of the stereotactic frame and electromagnetic
interference, which may have a harmful effect in subsequent data analysis.
This chapter presents a set of novel classifiers for identification of the MER artifacts, eval-
uates them on an extensive database of MER data and compares them to existing methods.
Further, the chapter presents the sigInspect : a graphical user interface tool for MER inspection
and manual or automatic artifact annotation. The main purpose of the tool lays in automatic
or manual data preprocessing for scientific purposes, and to the best of our knowledge, this tool
is the first available utility of its kind. Despite the main aim being the MER signals, the tool
can be used for any time series, consisting of one or many parallel channels.
The research presented in this chapter is about to be submitted as:
 Bakstein et al. (2016) Automatic Artifact Detection in Microelectrode Recordings, in
Journal of Neuroscience Methods
and uses also research presented in:
 E. Bakstein, J. Schneider, T. Sieger, D. Novak, J. Wild, and R. Jech (2015). “Supervised
segmentation of microelectrode recording artifacts using power spectral density”. In:
Proc. of 37th Annual International Conference of the IEEE Engineering in Medicine
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and Biology Society, At Milano, Italy. Vol. 2015-Novem. IEEE, pp. 1524–1527. doi:
10.1109/EMBC.2015.7318661
The sigInspect tool is available at https://github.com/ebakstein/sigInspect
4.1 Introduction
Extracellular microelectrode recording (MER) using electrodes with a tip size around 1 µm
(Slavin et al. 2004) is a basic technique for acquiring micro-EEG (µEEG) activity at the level
of detail of individual neurons (single-unit activity). Due to the small size of the electrodes
and low voltage of the source signal, MER recordings are susceptible to mechanical shifts and
electromagnetic interference which result in signal artifacts (Stacey et al. 2013). While some
components of the external noise can be filtered easily — e.g. 50 Hz or 60 Hz mains noise
filtering using a notch or comb digital filter or sophisticated hardware design (Obien et al.
2015) — other may be more difficult to define and suppress.
In this study, we describe the aspects of the most prevalent artifacts, as observed on an
extensive MER database, obtained during Deep Brain Stimulation (DBS) microrecording. As
the DBS technique has been used routinely in therapy of neurodegenerative disorders for more
than two decades (Benabid et al. 1996) and microrecording is still used in a vast majority of
DBS centers worldwide (Abosch et al. 2013), the DBS surgery serves also as a prominent source
of human sub-cortical µEEG data for scientific purposes. Despite the value the DBS MER sig-
nals may have for the research community, it is the clinical aspect which mostly determines the
procedure and puts strain on available time and instrumentation. The sources of undesired ar-
tifacts in DBS surgery include electrical appliances in the operating theatre, electrode vibration
(after manual electrode shift or touches to the microdrive or stereotactic frame) and movement
or speech of the patient. Therefore, the artifacts in DBS MER data are common, which we also
illustrate on data samples from four DBS centers, comprising 121 microexploration trajectories
from 69 Parkinson’s Disease patients.
The presence of artifacts in a MER signal may have a dramatic impact on subsequent sig-
nal processing, such as spike detection and sorting. Its severity will depend on the particular
processing pipeline as well as on the character of the artifact. In the case of single or multi-unit
analysis, a spike detection and spike sorting methods are used to separate activity of neurons
close to the electrode tip from the background activity (i.e. the net activity of neurons further
away from the electrode — see (Martinez et al. 2009; Mesa et al. 2013) for model, explaining
signal generation). Commonly used extracellular spike detection methods use amplitude dis-
tribution to estimate appropriate value of the detection threshold (Harris et al. 2000; Quiroga
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et al. 2004; Rutishauser et al. 2006) and are therefore sensitive to background noise level (Wild
et al. 2012), as well as artifacts.
One possible approach to suppress the effect of exogenous noise is to use a robust estimator
for background noise level (Dolan et al. 2009). However, this may lead to a large number of noise
peaks exceeding the threshold, introducing false positive candidate spikes to the subsequent step
of spike sorting. False positive candidate spikes can be partially resolved by discarding spikes
of anomalous shape (Quiroga et al. 2004; Lourens et al. 2013) but still represent a significant
source of undesirable noise in the whole analysis pipeline, which may lead to a loss of sensitivity
or noise in the resulting spike trains.
4.1.1 Existing approaches
The prevailing approach to attain an artifact-free dataset in MER-based studies relies on manual
inspection and disposal of contaminated signal segments (Zaidel et al. 2010; Seifried et al. 2012).
However, this approach may be lengthy and still not provide optimal results — some artifacts
can not be identified from the time series only due to their low projection to signal envelope
and other modalities including spectrogram and audio playback are necessary to identify all
artifacts. Therefore, many researchers use their own (semi) automatic methods, ranging from
simple amplitude thresholding (Weegink et al. 2013) through statistical testing of amplitude
distribution in short signal windows (Moran et al. 2006; Zaidel et al. 2009) to sophisticated
amplitude and power spectral density (PSD) based systems (Moran et al. 2008; Cagnan et al.
2011; Verhagen et al. 2015). The threshold parameters are usually selected to match subjective
evaluation of the investigator.
Two methods for identification of clean MER segments were previously published in detail
with performance evaluation, both based on stationary segmentation, i.e. searching for segments
consistent in a selected signal feature. The first of these methods is based on variance of the
autocorrelation function (Falkenberg et al. 2003; Aboy et al. 2006), the second on variance of
signal wavelet decomposition (Guarnizo et al. 2008). These methods, while suitable for rapid
changes in amplitude (as presented on simulated data in the original publications), seem to be
less appropriate for motion artifacts and electromagnetic interference (Bakstein et al. 2015) —
two of the most prevalent noise types observed on our MER recordings database.
While artifact detection toolboxes are common for other broadly available signals such as the
electro-encephalogram (Lawhern et al. 2013), to the best of our knowledge, the microelectrode-
oriented toolboxes aimed so far at stimulation or common-noise artifacts only and are therefore
not suitable for general-purpose MER preprocessing.
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4.1.2 Proposed artifact detection method
As we showed in our recent paper (Bakstein et al. 2015), very good detection results compared
to existing solutions can be achieved by a simple linear classifier based on power spectral density
(PSD) of the signal. In this chapter, we extend this approach by presenting an artifact detection
model, based on multiple time domain and spectral features. We tested a range of models based
on decision trees, support-vector-machines (SVM) and boosting and evaluated their performance
on a datatabase collected from four DBS centers. We make the resulting classifiers available as a
part of sigInspect : a Matlab tool for semi-automatic signal classification. The sigInspect allows
users to visualize single or multichannel MER data, generate initial data annotation using a
selected algorithm and possibly correct the result manually.
As opposed to artifacts from concurrent electrical stimulation, which can be well described
and are sufficiently studied in the literature (Egert et al. 2002; Wagenaar et al. 2002; Wagenaar
et al. 2005; Obien et al. 2015), as well as artifact detection methods based on blind source
separation or inter-electrode correlation, which can be applied to microelectrode arrays (Glig-
orijevic et al. 2009; Paralikar et al. 2009), the main scope of this chapterare the still heavily
used single-channel MER data (i.e. one channel, or multiple electrodes spaced away in the order
of mm or cm), such as those obtained during the DBS microexploration.
Despite the main scope of this chapter and the presented automatic methods being the DBS
MER data, the sigInspect is a general signal viewing and annotation tool that can be used for
analysis and annotation of other types of single and multi-channel signals and is not restricted
to MER only. We provide the sigInspect toolbox for free use in the research community.
4.2 Methods
This section provides overview of the data collection and annotation process, including descrip-
tion of the most commonly observed characteristic artifact types. Further, the features and
classifiers are described and the section also provides introduction to the sigInspect toolbox.
4.2.1 Data collection
All data used in this study has been collected during electrophysiological exploration for deep
brain stimulation surgery in four DBS centers in the Czech Republic and the Slovak Republic.
All patients were implanted either unilaterally or bilaterally, using one to five microelectrodes
in a cruciform configuration (the ”Ben-gun”), spaced 2 mm around the central electrode. The
system used in each center, together with sampling frequency and maximum number of micro-
electrodes used can be found in Table 4.3. Median recording length was 10 s in all centers, signals
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shorter than 5 s were discarded. All centers used the Leadpoint recording system (Medtronic,
MN), with the recorded signals sampled at 24 kHz. The recorded signals were band-pass filtered
between 500-5000 Hz upon recording.
In all centers, data recording was part of an unaltered standard therapeutical procedure and
as such, no ethical committee consent was necessary.
4.2.2 Artifact annotation
After initial informal tests and consultations with an expert neurologist, we decided to base
the annotation on visual and auditory inspection of signal time series: signal plot and audio
playback of signal peaks above user-adjustable threshold, motivated by clinical experience with
microrecording software used during the surgery (Medtronic LeadPoint). Additionally, the user
was provided with a spectrogram heatmap, showing short-time Fourier transform spectra on
parallel time scale with the time series.
All artifact annotations throughout this text refer to labeling of one second signal segments.
Even though we have undertaken experiments with exact artifact start-end labeling, the process
was laborious and the overlap between multiple annotators was low, as determination of the
exact start or end time point turned out very difficult and unclear in many cases. In cases
where the data included multiple channels from electrodes recorded simultaneously, all channels
were visualized in parallel for easier identification of movement artifacts, often spanning across
multiple channels.
Annotator team synchronization
In the initial phase, a set of 100 ten-second single channel MER signals has been annotated by
the expert. The expert annotation has been reviewed and discussed among the whole team of
eight raters and used to describe characteristic manifestation of the most common artifact types.
The resulting consensus was then converted to an artifact catalog document, shared among the
team. In subsequent phase, all team members annotated the same set of 20 multi-channel signals
in order to ensure agreement on artifact and clean signal definition. The resulting annotations
have been compared against consensus annotation (obtained by majority vote of all members’
annotations) and discussed. The process was repeated twice to achieve better agreement.
Once the team has achieved agreement, all signals available for annotation were distributed
among the team. As the initial database contained more than 1600 multi-channel recordings,
only a small subset of about 2% of signals has been shared among the team as a proofing sample.
Evaluation of team annotation on this proofing set revealed two out of eight raters with very
low sensitivity and one member having poor accuracy overall. Based on these results, the three
members were excluded from the annotation team and the rest of MER recordings has been
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divided among the remaining five members. Additionally, all signals assigned to the poorly
performing raters have been re-annotated by the final team. At last, the five team members
evaluated signals from the remaining centers; dataset for each center contained approximately
5% common signals as a separate proofing sample.
Observed artifacts
For further analysis and evaluation, the observed artifacts can be grouped into the following
clusters (cluster shortcut in parenthesis)
 Mechanical artifact, manifested usually by short-time, high-power signal peaks, usually
spread across the frequency spectrum. (POW )
 Low-frequency interference below the mains frequency (50 Hz), causing visible variation
in signal offset or baseline (BASE )
 Electromagnetic interference at one or multiple stable frequencies, well localized in a
narrow band in the frequency spectrum and stable over time (FREQ). Frequency of the
observed long-term interference often differed from the expected odd harmonics of the
mains frequency (50 Hz, 150 Hz, 250 Hz etc)
 irritated neuron: spiking activity of very high and variable amplitude and firing rate
(IRIT )
 other artifacts that cannot be assigned into any of the groups above. (OTHR)
The MER signal may contain one, as well as several artifact types at the same time. Clean
signal (CLN ) is defined as the absence of artifacts.
4.2.3 Automatic classification methods
This section provides overview of all artifact classifiers and methodology used for parameter
optimization and classification. Due to relatively low agreement on exact artifact type between
different annotators (see Section 4.4.2 for details), all classifiers were designed only as two-class
classifiers, trained to distinguish clean signals (CLN) from signals with all other artifact types.
Stationary segmentation methods
Two stationary segmentation methods, based on division of signals into short segments, were
described previously by i) Falkenberg and Aboy et. al. (Falkenberg et al. 2003; Aboy et al.
2006) based on variance of signal autocorrelation function (denoted COV ) and ii) by Guarnizo
et. al. (Guarnizo et al. 2008) based on variance of signal wavelet decomposition (denoted
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Figure 4.1: Two second examples of most commonly observed artifacts: raw MER signal with
artifact regions in red (top row) and corresponding spectrogram (bottom row).
Signal A) represents intermittent electromagnetic interference, signal B) mechani-
cal artifact and signal C) uninterrupted electromagnetic interference at ca 235 and
350 Hz.
SWT ). These methods compute variance ratio of neighboring segments and compare the value
to a manually preset threshold. Points where the threshold is exceeded are marked as change
points. In the end, the longest sequence of signal segments, uninterrupted by change points,
is returned. An extension of these techniques has been presented in the paper (Bakstein et al.
2015) and is described in the next section.
Extension of the stationary segmentation techniques
In order to compare performance of the stationary segmentation techniques to manual annota-
tion and other classifiers, we present extension of these methods from (Falkenberg et al. 2003;
Aboy et al. 2006; Guarnizo et al. 2008). In their basic version, these methods first divide the
signal X into m non-overlapping segments X1, X2. . . Xm and compute statistics γ(Xi) for each
segment, where γ(·) is autocorrelation function of the segment (COV) or stationary wavelet
transform (SWT). In the next step, variance of each transformed segment is calculated accord-
ing to
vi = var{γ(Xi)}), i ∈ 〈1,m〉, (4.1)
Variances of neighboring segments are then compared according to:
di,j =
max(vi, vj)
min(vi, vj)
, i ∈ 〈1,m− 1〉, j = i+ 1 (4.2)
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Divisions between segments with distance statistic dij exceeding a manually pre-chosen thresh-
old Θ then determine breakpoints between stationary segments. The longest stationary segment
is found and returned.
We further extend this method by computing distance between all possible segment pairs,
forming a distance matrix
D =

0 d1,2 · · · d1,m
d2,1 0 · · ·
...
...
...
. . .
...
dm,1 dm,2 · · · 0
 . (4.3)
Note that due to properties of the distance measure from Eq. 4.2 the matrix is symmetric with
dii = dji. In the next step, all values dij exceeding the classification threshold Θ are replaced
with zeros, other with one, leading to a graph, defined by the following adjacency matrix:
E =

0 e1,2 · · · e1,m
e2,1 0 · · ·
...
...
...
. . .
...
em,1 em,2 · · · 0
 , ei,j =
1, if di,j < Θ0, otherwise (4.4)
The graph, represented by adjacency matrix E is then scanned for maximum component.
With this modification, the algorithm returns the largest component of similarity in the original
signal, which may be even a non-contiguous signal subset. The procedure used to search the
maximum signal component from the adjacency matrix is outlined in the Matlab-style pseu-
docode in Algorighm 1. Note that the method only requires all segments to be connected by a
non-interrupted path, sub-threshold similarity between all possible segment pairs in the com-
ponent is not required. Therefore, value of the optimal detection threshold will also differ from
the originally published methods.
This method should provide results much closer to manual signal annotation, especially
in the case of short-term artifacts. Also in analyses where signal contiguity is not required
(such as in background activity feature calculation), this approach may minimize the amount
of unnecessarily removed data.
In this chapter, we optimized three parameters of each algorithm: i) segment length (0.25,
0.33, 0.5 or 1 s) ii) detection threshold and iii) the number of segments within one second
window labeled by the classifier as artifact, necessary to mark the whole second as artifact —
the last point was necessary since the manual annotation labels were available for one-second
windows only.
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Algorithm 1 Identification of the maximum component from the adjacency matrix
input: E; m*m adjacency matrix, m is number of segments
output: max comp; indices of maximum component
comp =zeros(1,m); % denotes which segment belongs to which component
act comp = 1; % Actual component
while any(comp == 0) do
% loop as long as there are unassigned segments
open = first zero in comp
closed = [ ]
while NOT isempty(open) do
comp(open(1)) = act comp % assign actual comp. to actual segment
% Expand current state (all segments adjacent to current segment)
children = find(E(open(1),:))
% take the first element from open, find to which segments exists a direct path
for ch in children do
if ch not in open OR closed then
open = [open ch] % add ch to open
end if
end for
% Move current node from open to closed
closed = [closed cur]
open = open(2:end)
end while
act comp = act comp + 1
end while
% Find the largest component
comp len = zeros(1,act comp)
for cur in 1:act comp do
comp len(cur) = sum(comp == cur)
end for
[∼,max comp] = max(comp len)
return max comp
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Maximum spectral difference method
A simple detection method, based on the power spectral density of MER signal, has also been
presented in our aforementioned paper (Bakstein et al. 2015). The basic assumptions are that a
PSD of a clean band-pass filtered MER signal is smooth, contrary to most signals with artifacts,
which commonly contain high peaks and other disturbances. In the first step, a mean spectrum
clSpec of clean signal segments is calculated from a set of n training signalsX = {X1, X2, ..., Xn}
with corresponding artifact annotation a = {a1, a2, ..., an} with ai equal to 1 for clean signals
and 0 for signals with artifacts, according to:
clSpec =
1∑n
i=1 ai
·
n∑
j=1
aj NPSDM (Xj), (4.5)
where NPSDM (Xj) is the normalized power spectral density of signal segment Xj , computed
using Welch’s method with discrete Fourier transform of length M and normalized according
to:
NPSDM (Xj) =
PSDM (Xj)∑M
1 PSDM (Xj)
(4.6)
where
∑M
1 PSDM (Xj) is sum of all psd spectrum bins — such that the sum of the resulting
spectrum is equal to one and is therefore independent of total signal power. In our experiments,
the length of discrete Fourier spectrum was set to M = 2048, as well as the window length,
window overlap was set to 50%, sampling frequency in all centers 24 kHz.
To compare the sample PSD spectrum to an unseen signal segment Y , maximum absolute
difference from the sample spectrum has to be calculated according to:
d = max |NPSDM (Y )− clSpec | (4.7)
Optimal detection threshold for d can then be determined on a training dataset and used for
classification. Clean NPSD spectrum, as well as spectrum for the three major artifact types
can be found in Fig. 4.2.
Multi-feature classifiers
In addition to the simple detection methods mentioned above, we have implemented a range
of classification methods, based on multiple features, derived from raw MER signal and its
normalized power spectrum. The features were designed in order to describe the most prominent
properties of various artifact types, compared to clean MER signal. Characteristic MER spectra
of different artifact types can be found in Fig. 4.2. The normalized power spectral density was
first computed according to Eq. 4.6 using Welch’s method with Fast Fourier Transform of length
2048 (equal to window length) and 50% overlap. The parameter choice was based on preliminary
tests and observations on the Prague-CV database. The first set included 17 features and was
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Figure 4.2: Normalized power spectral density for different artifact types, each computed from
1000 randomly selected signals from the Prague-CV dataset. Mean value for each
artifact type (orange) with 5% and 95% percentile for each spectral bin is compared
to the NPSD of clean signals (black).
extended to the total of 19 features after evaluation of initial tests on the Prague-CV database.
The features were calculated from one second signal segments to match temporal resolution of
the annotation. All features in the feature set are summarized in Table 4.2.
As seen from the description of individual features, high correlation is to be expected in
many cases, such as the psdMaxStep and psdMax (due to very sharp character of spectral peaks
in signals with electromagnetic interference), or sigP90 and sigP95 (due to smooth character of
signal amplitude distribution in lower percentiles). Therefore, all selected classification methods
have to perform some sort of feature selection, allowing for correlated features. The multi-feature
classifiers implemented include:
 Decision tree classifier with limits on minimum parent node and leaf size and different
splitting criteria.
 Support Vector Machine (SVM) classifier with linear or radial-basis kernel using dif-
ferent optimization methods and kernel properties. The SVM classifier was preceded by
feature selection step — see description below.
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 Boosting classifiers, using different algorithms (AdaBoostM1, LogitBoost, GentleBoost,
RobustBoost, Bagging) and varying learning rate. The weak learner used was a decision
tree.
All classifier parameters and ranges in which they were optimized can be found in Table 4.1.
Table 4.1: Overview of optimized classifier parameters and values
classifier optimized parameters
stationary method: i) COV (covariance, Aboy) or ii) SWT (wavelets, Guarnizo)
segmentation segment length: {.25,.33,.5,1}
aggregation threshold: for .25 s window: {1, 2, 3, 4}, for .33 s {1, 2, 3}, for
.5 s {1,2}
threshold for COV: <.8, 3.5>in .1 steps
threshold for SWT: <9.5, 13>in .1 steps
diffPSD threshold: <0,0.025>in 0.0005 steps
decision tree split criterion: i) Gini’s diversity index ii) max. deviance reduction
min size of parent node: {1, 100, 200, ...,500, 100, 1500, 5000}
min. leaf size: {1, 250, 500, 750,...,2500} maximum up to half of current
parent node min. size
SVM feature selection criterion: quadratic, linear, mahalanobis
feature selection stopping tolerance: {.001, .005, .01}
SVM method: i) Sequential minimal optimization or ii) least squares
SVM kernel: i) linear ii) radial basis function (RBF)
SVM kernel sigma (only for RBF): {.5,1,2}
Boosting algorithm: AdaBoostM1, LogitBoost, GentleBoost, RobustBoost, Bag
number of learners: {10, 20,...,50,75,150,200,250}
learning rate: {.1, .4, .7, 1}
RobustBoost error goal: {.05, .1, .15, .2}
RobustBoost error max margin: {.01, .05,.1}
The SVM classifier was preceded by a feature selection step in order to reduce the number
of features, as well as their redundancy. We used forward wrapper feature selection with dis-
criminant analysis classifier. The algorithm starts with an empty feature set and adds a single
feature that provides best accuracy using the selected classifier. Then, all possible sets of two
features including the already selected feature set and a candidate feature from the remaining
part of the features. The best-performing two-feature set is fixed and the process continues
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with three-feature sets and on, until stopping criterion (minimum improvement in classification
accuracy) is achieved. The classifier used for feature selection was discriminant analysis (lin-
ear, quadratic or mahalanobis distance-based) and we used internal 5-fold crossvalidation to
estimate out-of-sample performance of the classifier. The classifier type, as well as value of the
stopping criterion was subject to parameter optimization, as seen in the Table 4.1.
4.2.4 Crossvalidation scheme
In order to evaluate classifier performance on unseen data, we divided the training data from
Prague database into two datasets: data from three DBS patients (6 multi-electrode trajectories)
were kept aside for final classifier testing as the Prague-TS set, while the remainder, denoted
Prague-CV, was used for feature evaluation, classifier training and parameter optimization. The
test set was then extended with data from three additional DBS centers to evaluate classifier
performance in a real-life scenario; mimicking an independent research group adopting the
provided classifiers on their own data.
The main crossvalidation procedure (denoted A) was following:
1. Ten-fold crossvalidation: The Prague-CV dataset was divided randomly into 10 sub-
sets. In each iteration, all parameter combinations were trained on 9 subsets and validated
on the remaining one. Confusion matrix on the validation sample has been stored and
the algorithm continued with the next iteration.
2. Parameter optimization: For each classifier type, the parameter set which optimized
the validation performance was selected.
3. Final classifier training: Each classifier was trained on the whole Prague-CV dataset,
using optimal parameters, obtained in the previous step.
4. Out-of-sample performance estimation: The final classifiers were used to classify
data from the four test datasets and final performance evaluation was stored.
Overview of the crossvalidation procedure is also available in Figure 4.3. The presented
crossvalidation scheme was chosen in order to provide as unbiased estimate of classification
performance on unseen data (i.e. data from unseen subjects, as well as unseen centers) as much
as possible.
As the dataset contained a notable class imbalance (about 75% of clean signals; see section
4.4.2 for details), we considered the classification error to be an inappropriate performance
measure to be optimized (75% accuracy achievable by labeling all signals as clean). Therefore,
we chose the Youden’s J-statistic, computed as
J = sensitivity + specificity − 1. (4.8)
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Table 4.2: Feature set overview
feature definition rationale
pow signal power higher overall power in signal windows
with artifacts
powDiff maximum power difference between
adjacent 0.05s signal segments
power artifacts abrupt in time
sigP90, sigP95,
sigP99
raw signal amplitude percentile (90th,
95th,99th)
artifacts commonly include very large
peaks
ksnorm value of the KS statistic of a one-
sample Kolmogorov-Smirnov normal-
ity test
pronounced non-normality in signals
with artifacts
maxCorr maximum correlation coefficient
among multiple signal channels in
0.05 signal segments
mechanical artifacts often spread
across channels and cause high outlier
values and thus high correlation
psdP75, psdP90,
psdP95, psdP99
percentile of NPSD artifacts localized in spectrum - high
spectral peaks
psdMax, psdStd maximum and standard deviation of
NPSD
global PSD description
psdMaxStep maximum difference between adjacent
bins of the NPSD
artifacts localized in spectrum - sharp
spectral peaks
psdF100 maximum of the NPSD below 100 Hz baseline artifacts at a well localized
frequency
psdFreq maximum of the NPSD, divided by
median value below 5 kHz
additional normalization of the NPSD
psdPow maximum of the NPSD in range 60-
600 Hz, divided by mean NPSD be-
tween 1 and 3 kHz
power artifacts very common in this
range
psdBase maximum of the NPSD in range 1-
60Hz, divided by mean NPSD between
1 and 3 kHz
baseline artifacts, normalized
maxAbsDiffPSD maximum absolute distance between
NPSD and mean NPSD of clean sam-
ple signal segments
high artifact peaks in PSD
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The convention used in this chapter denotes artifact-contaminated signal samples as a positive
class. Thus, the sensitivity, also called the true positive rate, is computed as the ratio of correctly
classified artifact samples (true-positives, TP), divided by the count of all artifact samples
(sens. = TP/P = TP/(TP + FN)), where FN is the false negative count, i.e. the number
of artifact samples, incorrectly classified as clean. Specificity is then the false negative rate,
computed as the ratio of correctly classified negative examples (clean signals, true negatives,
TN) to all negative examples (spec. = TN/N = TN/(TN +FP )), where FP are false positives
(clean signals incorrectly marked as artifacts).
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Figure 4.3: Overview of the main crossvalidation scheme A: 1) All parameter combinations
are trained in a ten-fold crossvalidation and evaluated on ten validation samples.
2) Final parameter combination for each classifier type is selected to maximize
overall performance on the 10 validation samples. 3) Classifiers are re-trained
using all Prague-CV data. 4) Out-of-sample (test) error is estimated using the
four validation datasets.
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Additional post-hoc crossvalidation B.
Although our database contained data from four centers, the main crossvalidation procedure
utilized only data from a single center for classifier training. We have therefore implemented an
additional crossvalidation post-hoc test to identify the impact of addition of data from multiple
centers into the training set. In this leave-one-subject-out (LOSO) scenario, the classifiers were
trained on all but one patients from the test set (Bratislava, Olomouc, Brno and Prague-TS)
and validated on the remaining data from a single patient. The process was repeated until all
patients were used for validation. Afterwards, the validation performance from all folds was
aggregated.
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Figure 4.4: Main window of the sigInspect GUI, showing one-second sections in four parallel
MER channels together with a spectrogram of selected channels. Artifacts can
be seen in channels 1, 3 and 4, while channel 2 represents normal activity. A
secondary window, showing overview of the whole signal with second annotated
as artifacts in red can be seen in the upper right corner.
4.3 SigInspect: a Matlab GUI for MER inspection
The sigInspect is a Matlab GUI tool for viewing and analysis of multi-channel signals with
particular focus on extracellular microelectrode recordings. The basic functionality allows vi-
sualization, playback and annotation of signal segments containing artifacts or other events.
Advanced features include automatic annotation of MER artifacts, easy integration with cus-
tom databases and data formats through the sigInspectDataInterface and high level of
configurability, including default configurations for different data interfaces.
This section provides a very brief overview of the sigInspect functionality. Full description
and documentation can be found at the sigInspect page: https://github.com/ebakstein/
sigInspect. The software is available for free download and use under the LGPL license.
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4.3.1 Loading and viewing a signal
The simplest way to start viewing and annotation is to call sigInspect with signals as a
parameter. Multiple signals can be passed in a cell array instead - user can then choose the
displayed signal using the ”signal” selector. The second parameter is sampling frequency in Hz
(default value: 24kHz is set if second parameter is omitted)
Code 4.1: Basic data loading in the sigInspect
1 % 1 - single multi-channel signal (matrix as input)
2 size(signal) % C x N matrix (C = channels, N = samples )
3 sigInspect(signal, samplingFreq); % signal: channels in rows
4 % samples in columns
5 % 2 - multiple signals (cell array as input)
6 s={signal1,signal2,signal3};
7 sigInspect(s, samplingFreq);
After initialization, the main window appears as in Figure 4.4, showing the first one-second
segment of the multi-channel signal. The user can than adjust signal amplitude and threshold
for audio playback using GUI sliders or keyboard shortcuts. A set of checkboxes for channel
selection, corresponding to each channel are placed at the right side of the main window. Alter-
natively, the user can use the number keys 1 up to the number of channels to toggle selection
of individual channels, or use additional shortcuts ”A” for select all or ”I” for invert selection.
A spectrogram of the mixture of all currently selected channels can be seen at the bottom.
Skipping between adjacent signal segments is done using the arrow keys or GUI buttons at the
bottom right.
The signal annotation is done by either clicking on one of the artifact label buttons at
the bottom of the main window or by pressing corresponding keys (F1 to F12, depending on
artifact types specified in the setup). Annotation is assigned to all currently selected channels
for current second. Any combination of artifact types can be assigned to each second of each
channel.
Many properties of the sigInspect can be set up during initialization, such as the num-
ber and names of artifact types available for annotation, sampling frequency, maximum num-
ber of channels, availability of spectrogram view, automatic gain and other. Parameter set-
ting can be done using additional parameters in sigInspect initialization, as well as using the
sigInspectDataInterface, described below.
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4.3.2 Advanced functionality
For the sake of easier setup and integration with custom data formats, the users can implement
a custom data interface by inheriting the sigInspectDataInterface abstract class. The
implementation has to include two methods: getSignalIds(), which returns a cell array of
string identifiers of available signals and getSignalsById(signalId), which returns the multi-
channel signal, corresponding to given identifier. The source of data and retrieval method is
up to the user and can range from workspace variables to a remote database connection. An
example of data interface which loads a list of all *.csv data from a directory and performs
on-demand data loading can be found in Code 4.2.
Code 4.2: Example sigInspectDataInterface for loading CSV files
1 classdef sigInspectDataCsv < sigInspectDataInterface
2 % define class, inherit sigInspectDataInterface abstract class
3 properties
4 dirPath='';
5 end
6 methods
7 % constructor - just store the path, set settings
8 function obj=sigInspectDataCsv(dirPath)
9 obj.dirPath = dirPath;
10 obj.settings.SAMPLING FREQ=6000; % 6kHz sampling rate
11 obj.settings.PLOT STEP=1.5; % distance between channels on ...
the y-axis
12 obj.settings.ARTIFACT TYPES={'Type A','Type B','Unsure'};
13 end
14 % return list of signal ids - load all csv files from a directory,
15 % use filenames as signalIds
16 function signalIds = getSignalIds(obj)
17 lst=dir([obj.dirPath '/*.csv']);
18 signalIds = {lst(:).name}';
19 end
20
21 % read signals based on signalId (=filename)
22 function [signals chInfo]= getSignalsById(obj,signalId)
23 chInfo='';
24 signals=csvread([obj.dirPath '/' signalId]);
25 end
26 end
27 end
Once the interface is implemented, it can be used very easily according to Code 4.3. Note
that setting of sigInspect parameters is possible in the data interface implementation, as well
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as during initialization.
Code 4.3: Example of sigInspectDataInterface usage
1 % initialize interface using its constructor
2 intf=sigInspectDataCsv('csvDemo/');
3 % change additional settings (optional)
4 intf.settings.NORMALIZE SIGNAL PER CHANNEL = 0;
5 % run sigInspect
6 sigInspect(intf)
The sigInspect distribution includes basic implementations such as the sigInspectDataBasic,
used by the default constructor, sigInspectDataMatDir, used to load all mat files on a spec-
ified path or the sigInspectDataCsv shown above.
4.3.3 Automatic data annotation
The sigInspect includes several methods for automatic artifact annotation, based on the results
presented in this chapter. In order to annotate a set of signals, the user uses an initialized
instance of the sigInspectDataInterface as a parameter to the function sigInspectAuto-
Label. The method than runs the selected detection algorithm on all signals provided by the
interface and produces a file with annotation, which can be then loaded and visualized in the
GUI, according to Code 4.4.
Code 4.4: Automatic data labeling
1 % use the Basic interface + data in mat-file
2 intf = sigInspectDataBasic('mySignals.mat');
3 % change the settings
4 intf.settings.ARTIFACT TYPES={'Automatic','MyArtif1','MyArtif2'};
5 % run autoLabel with the default method
6 sigInspectAutoLabel(intf,'myAutoAnnot.mat');
7 % run sigInspect
8 sigInspect(intf);
9 % now click the "load" icon in the toolbar and open myAutoAnnot.mat
Full description of sigInspect use, as well as list of all available setup parameters can be
found in the sigInspect manual, available at the sigInspect webpage mentioned above.
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4.4 Experimental results and discussion
4.4.1 Overview of collected data
In total, we collected data from four clinical DBS centers, which were divided into five datasets.
Typical (as well as median) recording length was 10 seconds with a small proportion of shorter
recordings. Recordings below 5 seconds were excluded from the dataset. Whole multi-channel
recordings were used during annotation (for easier annotation of artifacts affecting multiple
channels), as well as input to feature extraction and classification. The set contained a total
of 2236 multi-channel recordings (7561 single-channel signals) from 121 MER exploration tra-
jectories of 69 patients. Total recording length was 74273 signal seconds, which is 20h 37min.
Full information about all datasets can be found in Table 4.3. All centers included in the study
used the Leadpoint (Medtronic, MN) micro-recording system with a set of one to five tungsten
microelectrodes in a ”Ben-gun” configuration, sampled at 24 kHz.
Table 4.3: Overview of collected data
dataset
No. No. No. No. total mean max. sampling
System
pat. traj. pos. signals length [s] length [s] chan. freq. [Hz]
Bratislava 3 6 278 716 6372 8.9 3 24000 Leadpoint
Brno 5 10 193 772 7707 10.0 4 24000 Leadpoint
Olomouc 3 6 89 338 3380 10.0 4 24000 Leadpoint
Prague TEST 3 6 144 720 7130 9.9 5 24000 Leadpoint
Prague CV 55 93 1532 5015 49684 9.9 5 24000 Leadpoint
TOTAL 69 121 2236 7561 74273 9.9 5 - -
4.4.2 Data annotation evaluation
After the extensive artifact characterization and rater team synchronization procedure described
above, all MER data has been annotated by a team of five well-performing raters. As a small
3-5% random sample of data from each center was common to all raters (the proofing sample), it
was possible to evaluate the annotation accuracy achieved on different datasets. Using majority
voting, a consensus annotation was created for each proofing sample and compared to individual
annotations by all team members.
Overall accuracy of raters’ match with the consensus annotation can be found in Table
4.4 together with Fleiss’ kappa and overview of proofing samples in all datasets. A level of
agreement with the majority voting annotation above 90% was achieved in the cases of three
out of four databases, while the raters achieved a slightly worse concensus on the Olomouc
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database with 87.4%.
Contrary to determination of clean signal/artifact on the initial database, which achieved a
respectable 93.5% on the initial Prague proofing sample, the agreement on exact artifact type
was evaluated as poor, mainly due to the presence of many borderline cases difficult to assign to
a particular category. Therefore, the classifiers were trained to distinguish between two classes
(clean/contaminated signals) and the presented proportion of assigned artifact type on each
database is provided for informative purpose only.
The evaluation of artifact content in each database as seen in Figure 4.5 and Table 4.5
reveals a very high amount of artifacts in all databases: the percentage of clean signal seconds
varied between 51% (Olomouc) and 74% (Prague-CV), which stresses the importance of data
cleaning prior to further analyses. Artifacts of the FREQ type, representing electromagnetic
interference of higher frequencies (hundreds of Hz) were the most prevalent type across all
datasets, appearing in up to 39.6% of all signals on the Olomouc database. Second most
prevalent artifact type was POW, which was found in up to 17.3% of signals in case of the
Prague-TS database.
Table 4.4: Inter-rater agreement on the proofing samples (randomly selected data portions
shared by all raters)
No. sig.
seconds
No.
positions
artif
%
aggrement
%
Fleiss’
kappa
Bratislava 391 15 42.7 94.1 .792
Brno 400 10 27.0 90.5 .581
Olomouc 180 5 45.0 87.4 .562
Prague 950 23 26.8 93.5 .722
Table 4.5: Percentage of assigned artifact type combinations in each dataset, CLN represents
clean signal seconds.
CLN POW BASE
POW
BASE FREQ
FREQ
POW
FREQ
BASE
FREQ
POW
BASE IRIT OTHR
Bratislava 55.9 4.1 0.7 0.2 23.8 13.0 0.2 0.9 0.7 0.4
Brno 67.6 2.3 8.8 1.0 11.7 2.9 3.2 0.8 1.1 0.4
Olomouc 51.0 7.9 1.1 0.2 27.0 10.6 1.2 0.8 0.1 0.1
Prague-CV 74.6 2.3 4.9 0.3 13.2 2.0 2.2 0.2 0.3 0.2
Prague-TS 60.7 6.6 3.0 0.5 17.3 9.6 1.3 0.6 0.3 0.1
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Figure 4.5: Percentage of artifacts of different types vs. clean signal (CLN) on a sample
database of one second signal segments. As more than one artifact type may be
assigned to each second, the sum of all percentages may exceed 100%. The exact
percentage values can be found in Table 4.5.
4.4.3 Feature evaluation
The resulting feature set, based on temporal, spectral and statistical properties of the MER
signal, consisting of 19 features, was a result of a multi-stage process. The initial feature set,
containing 17 features was used for artifact classification on a sample database (a subset of
the Prague-CV dataset) using decision tree classifier. The classification results were analyzed
thoroughly, especially with respect to misclassified samples and classification accuracy across
various artifact types. The results revealed false negative classification in cases of short-term
events spanning multiple channels, which were similar in both temporal and spectral properties
to physiological spikes, and therefore hard to detect. The feature set was thus extended with
the maxCorr feature, based on multi-channel cross-correlation in short 0.05 s signal segments:
the large-amplitude events synchronized in time in an otherwise stochastic signal cause outliers
of a large value and high statistical leverage in comparison of corresponding parallel channel
values. The correlation matrix among all channels then contains large maxima that can be
used for detection of such events. Another additional feature was the ksnorm: the value of
KS statistic of a one-sample Kolmogorov-Smirnov normality test. This feature was designed to
distinguish abnormalities in the sample distribution of signal values, which is close to normal
(or T-distribution due to heavier tails) in a clean signal.
Description and summary of the final feature set is given in Table 4.2, while evaluation of
area under the receiver-operator characteristic (AUC) of each feature and histograms on the
Prague-CV data can be found in Figure 4.6. As can be noted, the features based on steps and
differences in PSD (maxAbsDiffPSD, psdMaxStep, psdStd and psdMax ) showed best discrim-
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inative properties with AUC values reaching up to 0.92, which may be considered very good.
On the other hand, newly added features maxCorr and ksnorm showed relatively low detection
capability with AUC values around 0.55 and 0.58 respectively. However, it has to be noted,
that the AUC values reflect detection capability in a single-feature classification scenario and
are therefore biased towards features designed for detection of the most prevalent artifact types
— such as FREQ in the case of the spectral features. Also, the histograms presented suggest
(and subsequent correlation analysis confirms) that some of the features are strongly correlated
and overlapping. It can be assumed, that an appropriate feature selection method should be
capable to select a feature combination consisting of complementary features, including features
with high additional benefit to the feature set despite their low overall performance on the whole
imbalanced dataset. Therefore, all 19 features were kept in the dataset.
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Figure 4.6: Histograms of all feature values on the Prague-CV database, sorted by area un-
der receiver-operator characteristic (AUC) in descending order with artifacts in
blue and clean signals in red. The similarity between histogram shapes (as well
as between the feature definitions) suggests high inter-feature correlation, which
was confirmed by the scatterplot matrix and computation of correlation coeffi-
cients. The classification methods used need to be chosen in order to handle high
correlation within the feature set.
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4.4.4 Classification results
The main classification performance evaluation was done according to the procedure described
in Section 4.2.4, the process is shown graphically in Figure 4.3. After parameter selection,
done on the Prague-CV cross-validation, performance of the final classifiers has been tested
on the remaining four datasets. Results of the performance evaluation are presented in Table
4.6, the best performing classifier in each category (stationary segmentation, maxDiffPSD, tree
and boosting) are shown in bold. The classification results show that the best performing
classifiers: Bagging with 75 learners and the decision tree, achieved classification accuracy close
to 90% on the cross-validation set and accuracy higher than 86% on three out of four of the
unseen validation sets. Performance on the Olomouc set was markedly lower than on other
validation sets for almost all classifier types — some comments on this matter can be found in
the discussion section below.
The classification results were very good on three out of four unseen validation sets, while
the performance on the Olomouc dataset dropped by up to 8% in comparison. As the ratio of
different artifact types in this dataset is not different from e.g. data from Brno (see Figure 4.5
and Table 4.5), we may assume, that the reason for this performance drop is not in different
artifact content of this dataset. Conversely, the inter-rater agreement on this dataset (Table
4.4) was lowest from all centers, which suggests more noise in the annotation and poorer clas-
sification performance is therefore to be expected. This may put into question the annotation
methodology, however the good inter-rater concordance on the remaining two centers (Brno
and Bratislava), unseen by the team during development of the rating methodology support its
reliability. The character of artifact-affected signals differed slightly among centers, although
we did not identify distinct problems in our artifact categories, that would lead to changes in
the methodology.
The overall validation classification performance reached 87% in the case of the bagging
classifier and almost as much for the decision tree classifier, achieving accuracy in the range
between 87.0% and 89.4% on all centers except Olomouc, where the best performing decision
Tree reached 80.9% only. On these centers, the performance of the two prominent classifiers
was closely followed by the SVM classifier with linear discriminant classifier as a feature selector
and linear kernel. The considerably simpler classifier maxDiffPSD, using threshold on a single
spectral measure, also achieved a respectable overall accuracy between 80.2% and 86.2% on the
three well-performing centers (82.7% overall), despite the markedly lower specificity and on the
other hand higher sensitivity values on all sets. The chosen classification threshold, based on the
Youden index on crossvalidation sample seems therefore slightly too low and therefore strict.
This is further supported by the performance evaluation in Figure 4.7 a): a slightly higher
accuracy would be achieved even on the crossvalidation set using higher detection threshold
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at the cost of lower sensitivity. Based on these observations, the sigInspect automatic signal
annotator was extended with the possibility to set arbitrary classification threshold for this
classifier type.
As for the segmentation approaches COV and SWT, based on the original research by
(Falkenberg et al. 2003; Aboy et al. 2006) and (Guarnizo et al. 2008), the results were by
approximately 8-10% inferior to the best performing aforementioned methods. This may be
attributed to the fact, that the methods only segment the signal at substantial change points
and use no information about properties of clean signal nor of artifacts. In cases of stationary
long-term artifacts, such as some cases of the FREQ type, a long and contaminated signal section
may therefore be selected as the longest stationary component. This property is inherent to
the unsupervised nature of both the original methods and their extended versions, presented in
this chapter.
It may be noted, that the optimal parameters included the lower bound of available time-
window lengths — 0.25 s — and also the lowest available aggregation threshold: each second
was divided into four segments, presence of a single segment labeled by the classifier as artifact
sufficed to label the whole second as artifact. The latter property was chosen in all cases
also for longer windows (0.33 s and 0.5 s), which apparently provides the classifier with better
ability to detect short-term events appearing within the one-second signal. The dependency of
crossvalidation performance on detection threshold and window length for both methods can
be found in Figure 4.7 b) and c). It can be noted that the performance was very close for all
short windows — especially 0.25 s and 0.33 s — and using even shorter windows would most
likely lead to very minor, if any, performance improvement.
The additional post-hoc crossvalidation procedure B), described in Section 4.2.4 consisted
of repetitive classifier training on data from the original test set (Prague-TS, Bratislava, Brno,
Olomouc) except one subject (leave-one-subject-out or LOSO) and validation on the remaining
subject — a procedure which lead to 14 crossvalidation folds, corresponding to the total of 14
patients in all four original sets together. The aim was to identify possible benefit of training
on multi-center dataset, instead of Prague-CV only. Mean values of classification results on the
validation samples are presented in Table 4.7. Apparently, the classification accuracy increased
slightly in almost all cases, especially on the Olomouc set, where the SVM, RobustBoost and
other boosting classifiers experienced accuracy increase of up to 8.6 percentage points. It is
notable that almost all specificity values increased in this classification scenario, usually at the
cost of decreased sensitivity. This is to be expected due to higher diversity in artifact types in
different centers. It can be seen that especially the RobustBoost classifier benefited most from
this additional information and its classification accuracy was comparable to other boosting
techniques. Please note, that in this scenario the parameters were optimized on the training
data within each fold, which lead to varying classifier setting across folds. Thus, the results
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may be a positively biased estimate of out-of-sample classification performance using the whole
original test set as training data.
An additional point of view on the crossvalidation performance of different methods can
be found in Figure 4.8 and suggests that the increase in mean performance especially of the
COV segmentation technique was mainly due to lower number of missclassified validation set
examples (note the bottom edge of the corresponding box, representing the 25th percentile).
In contrast, the performance of the SWT method surprisingly slightly decreased. The overall
classification performance on subjects from the Olomouc center was much better, compared to
the main crossvalidation A scenario.
The final decision was to include four classifiers within the sigInspect toolbox: COV, maxD-
iffPSD, Tree and Bagging-based ensemble. The selection was mainly motivated by the good
classification results, multiple classifier types were included to allow the users to choose the
most appropriate method for their data processing scenario. Instructions for use and list of all
available methods and parameters can be found in the sigInspect documentation.
4.4.5 Discussion
This section comments on the limitations of the presented study and provides additional dis-
cussion of the experimental resuls. One of the limitations stems for the composition of the
training and validation set: all data were from DBS microelectrode trajectories, targetting the
subthalamic nucleus. Despite this shortcoming, and the fact that all centers used the Medtronic
Leadpoint targetting system, we believe that based on the presented results, the sigInspect tool
may be of benefit to the research community and may be used for automatic or semi-automatic
MER signal denoising.
Thanks to the extensive procedure for identification of appropriate artifact types for an-
notation, as well as for harmonization of the team of raters, the annotation reliability was
satisfactory (achieving around 90% accuracy on the proofing sample, see Table 4.4) but still
leaving a significant zone with unclear annotation. However, inspection of signal examples with
low agreement showed mostly unclear cases where the artifact was either very weak and there-
fore questionable, or very short in time and easy to mistake for physiological spike. Both these
cases are very hard to objectively distinguish under no ground-truth data, which is achievable
only in laboratory conditions or computer simulations.
In our experience, the spectrogram was very helpful for revealing artifacts not easily visible in
the time series plot (especially the FREQ type), as was the auditory inspection. Despite the use
of these tools, our early experiments proved accurate identification of the exact artifact start and
end time very challenging, mainly due to their gradual nature. Our annotation procedure thus
used one-second segments, as did the presented classifiers. We believe, that a similar technique
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could be used for shorter signal segments as well, although we find the one-second windows
convenient for manual annotation. To date, we also do not possess a sufficient battery of MER
signals with annotation on shorter segments, which could be used for classifier evaluation on
shorter time windows.
The classification performance was evaluated using a strict crossvalidation scenario (A),
in which all data from other centers were laid aside until the final testing stage at which all
classifier parameters were already set and fixed. Therefore, the observed performance measures
should represent an unbiased estimate of classification outcome on a novel, unseen dataset.
Additionally, the post-hoc LOSO crossvalidation (B), which utilized data from the original
testing sets for classifier training and parameter optimization, showed that a diverse training
dataset may lead to a more robust classification at the cost of a decrease in sensitivity.
We may conclude, that the additional variability, introduced by data from other centers into
the training dataset, lead to improved performance on the most poorly performing centers, while
the overall performance increased slightly in all classifiers. This improvement was driven by large
increases in specificity and counter-balanced by decreases in sensitivity. Generally speaking,
training on a multi-center dataset lead to a more robust, although less sensitive classification
performance, which we find desirable for a new sigInspect user with his own dataset. The
classifiers included in the sigInspect toolbox were therefore trained using all datasets, presented
in this study.
Despite the extremely high detection accuracies, presented by the authors of the segmen-
tation approaches COV (Falkenberg et al. 2003; Aboy et al. 2006) and SWT (Guarnizo et al.
2008), which were almost 100% on simulated data, we show that the real-world performance of
these methods in selecting clean signal segments may not be as outstanding and was superseded
by all the other newly proposed classifiers by a relatively large margin in all settings.
All classifiers, presented in this chapter ignore the differences between artifact types. As not
all distinct artifact types have negative impact in all data processing pipelines (e.g. weak FREQ
artifacts do not necessarily affect results of studies on single-unit activity, even though they may
impact detection of background noise level), such functionality might be useful. This decision
was necessary due the low agreement on exact artifact type among the raters. To provide the
user with better control of sensitivity to various classifier types, we have included the possibility
to modify detection threshold of several methods, to conform to particular researchers experience
and processing pipeline.
A close inspection of the samples misclassified by the proposed classifier revealed many
borderline cases and erroneous annotation and we therefore believe that the classification per-
formance, perceived by the end user of the sigInspect tool will be even better than our evaluation
suggests. From our tests on additional long-term data, we believe that the system can fulfill
the purpose of MER preprocessing and artifact identification tasks.
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Figure 4.7: Evaluation of artifact detection using a) maximum difference from a clean sam-
ple spectrum maxDiffPSD b) extended COV method (Aboy et al. 2006) and c)
extended SWT method (Guarnizo et al. 2008). Performance on the Prague-CV
crossvalidation set is shown versus detection threshold for each method. For all
methods the threshold which optimizes the J-statistic is shown as a vertical dot-
ted line and achieves sub-optimal accuracy. A slightly higher accuracy could be
achieved at the cost of decreased sensitivity.
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Figure 4.8: Boxplot of classification results in both classification scenarios as defined in Section
4.2.4: A) the main crossvalidation with parameter optimization on the Prague-CV
set. The boxes represent crossvalidation performance across the ten folds, the green
markers denote test performance on the remaining four unseen datasets. B) Post-
hoc crossvalidation scenario, the four validation centers are used for training and
evaluation in the leave-one-subject-out (LOSO) scenario with data from fourteen
patients. The red markers show average crossvalidation performance on patients
from each center.
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4.5 Chapter conclusions
The chapter presents several novel methods for classification of exogenous artifacts in the MER
signals and presents the sigInspect tool for general use in the research community. In the
evaluations on manually labeled data from four different DBS centers, including more than 20h
of MER data from 69 patients, the best performing methods showed high accuracy between 87%
and 89% in three out of four centers. Considering reliability of the manual annotation itself —
despite the extensive training and team synchronization undertaken — the classification results
may be seen as very good, closely reaching the annotation accuracy. Additional analysis of
misclassified samples showed many borderline cases and annotation errors, suggesting that the
ability of the proposed classifiers to detect actual exogenous events in the MER data may be
even better than our performance estimates suggest.
The sigInspect tool presented herein, allows automatic or semi-automatic MER signal an-
notation and can be used for various labeling and inspection tasks also on other single and
multi-channel signals. The tool includes many configuration options and an API to access ar-
bitrary data sources and databases. To the best of our knowledge, the presented solution is
currently the only tool for detection of exogenous MER artifacts, available in the neuroscience
community.
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Chapter 5
Probabilistic model of DBS
microelectrode trajectories
Chapter summary
This chapter presents results of our effort to create a probabilistic model of DBS microelectrode
passes, that would be in further perspective suitable for fitting a three-dimensional anatomical
STN model to multi-electrode recordings. Contrary to existing solutions using Bayes classifiers
or Hidden Markov Models, the suggested model uses smooth state-transitions represented by
sigmoid functions, which ensures flexible model structure in combination with general optimizers
for parameter estimation and model fitting. The presented model can easily be extended with
additional parameters and constraints, as can be found in Chapter 6.
In an evaluation on 260 trajectories from 61 patients, the model showed classification ac-
curacy 90.0%, which was comparable to existing solutions. The evaluation proved the model
successful in target identification and it can be concluded that its use for more complex tasks
in the area of DBS planning and modeling is feasible.
The text of this chapter is an extended version of thepaper:
 Bakstein, E., Sieger, T., Novak, D. and Jech, R. ”Probabilistic Model of Neuronal Back-
ground Activity in Deep Brain Stimulation Trajectories”. In: Lecture Notes in Computer
Science, Proceedings of the 7th international conference ITBAM 2016, Springer Verlag.
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5.1 Introduction
To obtain an accurate location information about surgical target in DBS surgery, a method
called microrecording is employed in a vast majority of DBS centers (Abosch et al. 2013) (see
Chapter 2 for introduction to the topic). In microrecording, a set of microelectrodes (tip
diameter around 5 µm) is shifted through the brain and microelectrode EEG (also µEEG or
MER) is recorded. The recorded signals are evaluated concurrently by a trained neurologist,
who then identifies optimal position for the stimulation contacts. The evaluation is typically
based on visual and auditory inspection of the signals, the main markers being neuronal firing
pattern and especially amplitude of the neuronal background, which are higher in areas with
higher neuron density — such as the STN. The accumulation of neurons in the STN is very high
compared to the neighboring structures, which projects into the recorded signals as a sudden
increase in the neuronal background activity as the electrode approaches the STN boundary,
as well as appearance of rapidly spiking neurons once the electrode entered the nucleus. The
former can be estimated by the root mean square (RMS) of the original signal (Moran et al.
2006; Zaidel et al. 2009), some authors also suggested signal with removed spikes or RMS of a
band-pass filtered signal (Novak et al. 2007; Novak et al. 2011).
For a long time, efforts have been made to use machine learning models in place of the manual
evaluation. This paper presents a probabilistic model of neuronal background activity along a
microrecording trajectory, characterized by a normalized root-mean-square measure (NRMS).
The suggested model is a logical extension of already existing models, which are summarized in
the next section.
5.1.1 Existing models
Early models used the neuronal background level, estimated using the normalized root-mean-
square of the signal as an input to Bayesian classifier (Moran et al. 2006) or discrete hidden
Markov model (HMM) (Zaidel et al. 2009). These models included also the expected distance
to target as an input, which utilizes the fact that the pre-surgical planning places the target
(i.e. ”depth 0”) to a specific part of the STN. These models also used manual quantization or
thresholding of the input parameters in order to achieve reasonably-sized discrete parametric
space, that can be estimated from commonly-sized training datasets.
Extension to semi-markov models, including state duration (i.e. the length of nuclei pass)
with continuous probability density function has been done by Taghva et al (Taghva 2011),
but has been evaluated only on simulated data. Other researchers investigated features such as
high-frequency component of the neuronal background (Novak et al. 2007) or multiple features
including power spectral density, firing rate and noise level coupled with a rule-based classifier
composed of cascaded thresholds (Cagnan et al. 2011). Support vector machine classifier on
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multiple signal features (RMS, nonlinear energy, curve length, zero crossings, standard deviation
and number of peaks) has been also implemented by Guillen et al (Guillen et al. 2011) with
almost 100% accuracy.1
The authors of (Shamir et al. 2012) investigated the impact of recording length and density
of recording depths on performance of an HMM and concluded that precision of a previously
published HMM model (Zaidel et al. 2009) was approximately half of the between-position
distance.
5.1.2 Proposed model
In this chapter, we present a model based on the neuronal background level, which can be used
as a basis for fitting anatomical 3D model directly to the recorded µEEG activity along parallel
trajectories. The presented variant is a one-dimensional proof of concept, intended to verify the
idea and compare its properties to existing well-performing models.
Similarly to the hidden semi-markov models used in (Taghva 2011), our model uses para-
metric representation of input feature space – the NRMS values computed according to (Moran
et al. 2006) but without quantization. Contrary to HMM, our model uses smooth state to state
transitions, motivated by properties of electrical field of the STN, observed on the training data.
A derived model, based on the proposed approach, can be used to introduce other require-
ments such as the expected length of STN pass for given trajectory, based on a-priori information
from surgical planning. Owing to the smooth state transitions, the model has also a smooth
likelihood function (and gradient) and can be fitted using general purpose optimization algo-
rithms. Thanks to this property, the structure of the model is very flexible and can be easily
modified and extended. Moreover, the model theoretically allows classification with accuracy
beyond the resolution of the measured data. However, this may not be the case practically due
to noise in the µEEG signal and other measurement inaccuracies.
5.2 Methods
The probabilistic model, presented in this paper, is based on the assumption of different dis-
tribution of neuronal background level before, within and beyond the STN. Each of these dis-
tributions is represented parametrically and transitions between the consecutive distributions
are modeled by the logistic sigmoid function (see section 5.2.2 below). In this section, we give
1The dataset in (Guillen et al. 2011) consisted of 52 signals from four patients only and it is not clear
whether the validation sample was completely independent in terms of similarity of neighbor segments — see e.g.
(Hammerla et al. 2015) for description of a similar problem.
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overview of the proposed model, as well as of the data collection and pre-processing.
5.2.1 Data collection, annotation and pre-processing
The experimental dataset was collected during the standard surgical procedure of DBS implan-
tation using a set of one to five tungsten microelectrodes, spaced 2 mm apart in a cross; the
so-called Ben-gun configuration (Gross et al. 2006). The microelectrode signals were recorded
at each 5 mm along the trajectory using the Leadpoint recording system (Medtronic, MN),
sampled at 24 kHz, band-pass filtered in the range 500–5000 Hz and stored for oﬄine process-
ing. Annotation of nucleus at each position was done manually by an expert neurologist, based
on visual and auditory inspection of the recorded signal.
To reduce the effect of motion-induced artifacts, we divided each signal into 1/3 s windows
and selected the longest stationary component using the method presented in (Bakstein et al.
2015), which is an extension of method previously presented in (Aboy et al. 2006). Parameters
of the method (detection threshold and window length) were selected in order to achieve best
accuracy on a training database. This method was chosen in order to obtain at least some
segment of each signal, even though it may contain electromagnetic and other interference,
which would be marked as signal artifact by the stricter spectral method, presented in (Bakstein
et al. 2015) or other methods from Chapter 4.
5.2.2 Electric field of the STN
In orded to obtain estimate of the neuronal background activity level, we calculated the root-
mean-square (RMS) of the stationary portion of each signal. In accordance with (Moran et al.
2006), we computed the normalized RMS of the signal (NRMS) by dividing feature values of
the whole trajectory by mean RMS values of the first 5 positions (which are assumed non-STN
in a majority of recordings). Our observations are well in line with observations of P. Novak
(Novak et al. 2007; Novak et al. 2011) - see the Figure 5.1 for example electrode passes from
the training data. Additionally, we normalized the 90th percentile of each NRMS trajectory to
3 in order to limit NRMS variability in the STN.
Observations of NRMS values before, within and after the STN confirmed different distri-
bution in each part. After comparing shapes of the probability density functions in each region,
as well as values of likelihood of normal and log-normal distribution, we chose to model the
NRMS values in each part by the best-fitting log-normal distribution. Further observations
proved the NRMS-distribution to be relatively stable in the regions before, after and within
the STN, as can be seen from the Figure 5.2. The Figure 5.3 shows comparison of probability
density functions of the original data, as well as of the resulting model parameters.
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Figure 5.1: NRMS values along STN passes, grouped by STN pass length. STN entry and
exit points are denoted by the dashed and dotted lines, respectively.
Further explorative analysis was aimed at the shape of NRMS transition. Figure 5.4 presents
NRMS training data, aligned around STN entry and exit, mean value for each distance to the
transition and the sigmoid logistic function we chose to model the transition as a result.
5.2.3 Parametric model of STN background activity
Model structure
The proposed model of background activity along the DBS trajectory consists of probability
density of the NRMS measure in the three different regions. These can be seen as continuous
emission probabilities in three hidden states of an HMM. Contrary to an HMM, the proposed
model uses no discrete state transitions that could be represented by a transition matrix, but
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Figure 5.2: Resulting parameters of the log-normal distribution when fitted to all available
NRMS data at a specific distance to STN entry (top) or exit (bottom) with 95%
confidence intervals. It can be noted that the values within each region are rel-
atively stable, with sharp rise around STN boundaries. Notice the slight slope
in µ parameter before the STN entry; it can be seen that this phenomenon has
relatively mild effect on the resulting probability densities on the right. The right
panel shows probability density function of the fitted logNormal distribution as a
heatmap — see Figure 5.3 for details.
uses smooth state transitions, represented by sigmoid (or logistic) functions. Due to that,
standard evaluation methods used for HMM, such as the Viterbi algorithm, can not be used
and are replaced by general constrained optimization.
The general idea of the proposed model is based on the following reasoning: one of the most
obvious features, distinguishing DBS target structure in the µEEG — in particular the STN
— is signal power, represented here by signal NRMS. Based on our observations on training
trajectories (see Section 5.2.2), as well as previous works (e.g. (Novak et al. 2007; Novak et al.
2011)), we assume different probability distribution of NRMS values in the areas before, within
and beyond the STN and use the log-normal distribution as a model for the NRMS values in
each area. Parameters of the log-normal model are estimated from labeled training data during
the training phase.
In common settings, the µEEG signals are recorded at discrete depth steps (in our case every
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Figure 5.3: Probability density functions per given distance to STN entry (top) and exit (bot-
tom) shown in the form of a heatmap. The left panel shows normalized 2D his-
togram of the original NRMS data. The middle column shows situation where
log-normal model was fitted for each distance to entry/exit point in .5mm in-
crements and the right panel shows probability density function of the resulting
model: each region fitted with a single log-normal model with sigmoid transition
functions.
0.5 mm). The task is therefore to classify signals, recorded at each position, to a correct class
(i.e. identify the STN). We assume that the electrode can pass through the STN at most once
and the trajectory can thus be divided into three consistent segments by two boundary points:
STN entry and STN exit. In the evaluation phase we find optimal STN entry and exit points
by maximizing the joint likelihood of the observed NRMS values along given trajectory with
respect to the previously identified probability distributions. Simply put, the values before the
assumed STN entry should be close to the expected value of the distribution before the STN,
the values within the assumed STN should be close to the expected value of the distribution
within STN and accordingly for the area beyond STN.
In order to increase theoretical precision of the model, as well as to improve its algebraic
properties2, we add smooth state transitions, modeled using logistic sigmoid functions. This
approach also seems to be well in alignment with the observed statistical properties of NRMS
values around STN boundary points — as can be seen in Fig. 5.4. The result of this addition
2Smooth state transitions using logistic sigmoid functions lead to smooth gradient and the resulting model is
therefore easier to optimize.
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set of training trajectories. The blue line represents mean NRMS value for each
distance, the red dashed line shows fitted sigmoid functions S′en and S
′
ex, used to
model STN entry and exit transitions, with parameters corresponding to the inlaid
formula.
is that rather than belonging to one particular state, each data point along the trajectory is
assumed to be a partial member of all three states. Membership coefficients cpre, cSTN and cpost
of this combination are given by the sigmoid functions and depend on distance of given point
from STN entry and exit. Illustration of the weighting can be found in Fig. 5.5.
In this paper, we present two variants of the model: i) the basic flex1, based solely on the
NRMS measure and ii) extended model flex2, which adds a-priori distribution of expected STN
entry and exit depths. The following sections provide formal definition of the model, as well as
the training and evaluation procedure.
Training phase
Supervised model training is performed on NRMS feature values xi ∈ {x1, x2, ..., xN}, extracted
from MER data recorded at N recording positions at depths di ∈ {d1, d2, ..., dN}. Manual expert
annotation is provided for each recording position, labeling the signal as either stn or other.
STN entry position ien and exit depth iex is defined as index of the first and last occurence of
stn label from the start of the trajectory. Trajectory is then divided into three parts; i) before
the STN with indices Ipre = 〈1, ien − 1〉, ii) within the STN Istn = 〈ien, iex〉 and iii) after the
STN Ipost = 〈iex + 1, N〉. Two groups of parameters are fitted during the training phase:
i) Parameters of the log-normal probability distribution of NRMS feature values before the
STN (θpre = {σˆpre, µˆpre}), within the STN (θstn) and after the STN (θpost), where µˆ and
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Figure 5.5: Illustration of sigmoid transition functions Sen and Sex and their application
to the joint likelihood function from Eq. 5.10: each observed data point is
assumed to be a partial member of all three hidden states. Probability den-
sity functions corresponding to each state are weighted using the membership
probabilities ppre(i) = p(di ∈ pre|a, b,Θ), pSTN (i) = p(di ∈ STN |a, b,Θ) and
ppost(i) = p(di ∈ post|a, b,Θ) which are dependent on distance from the hypothet-
ical STN entry and exit points a and b. The z(i) = zi is normalization coefficient
- see Eq. 5.12 and Eq. 5.15 for details.
σˆ are maximum-likelihood estimates of location and scale parameters of the respective
log-normal distribution, computed in standard way according to
µˆpre =
∑
i∈Ipre ln(xi)
npre
(5.1)
σˆpre =
√∑
i∈Ipre (ln(xi)− µˆpre)2
npre
(5.2)
where npre = |Ipre|, i.e. the number of positions with given label. Parameters for stn and
post labels are computed accordingly on samples from the Istn and Ipost sets.
ii) Parameters defining the shape of the sigmoid transition functions at STN entry (β0en and
β1en) and exit (β
0
ex and β
1
ex}). Here, the parameter β0 represents shift and β1 steepness of
the respective logistic sigmoid function, defined as
S′en(di) = α
0
en + α
1
en ·
(
1 + exp−(β0en + β1en(di − den))
)−1
(5.3)
for STN entry and
S′ex(di) = α
0
ex + α
1
ex ·
(
1 + exp−(β0ex + β1ex(di − dex))
)−1
(5.4)
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for STN exit, where den is STN entry depth and dex STN exit depth. The additional
parameters α0 (shift along the y axis) and α1 (scaling factor) serve to provide sufficient
degrees of freedom to achieve appropriate fit. However, these parameters are not part
of the model and are not stored as both are replaced by the log-normal probability den-
sity functions modeling the NRMS values in the respective area. Note that contrary to
shifted and scaled functions S′en and S′ex fitted during the training phase, standard logistic
functions Sen and Sex from Eq. 5.13 and 5.14 are used during evaluation.
Fitting can be done using general purpose optimization function minimizing mean square
error on all training data at once, according to:
argmin
α0en,α
1
en,β
0
en,β
1
en
∑
i∈Ipre,Istn
(
S′en(di, α
0
en, α
1
en, β
0
en, β
1
en)− xi
)2
(5.5)
and similarly for S′ex. Only data labeled as pre and stn are used to fit parameters of
S′en and data labeled as stn and post are used to fit S′ex. Initial parameters are set to[
α0en, α
1
en, β
0
en, β
1
en
]
= [1, 1, 0, 1] and
[
α0ex, α
1
ex, β
0
ex, β
1
ex
]
= [1, 1, 0,−1]
The trained model is then completely characterized by parameter vector
Θ = {θpre,θstn,θpost, β0en, β1en, β0ex, β1ex}, encompassing both log-normal emission probabilities
and steepness and shift parameters of the sigmoid transition functions. If more trajectories
are available for training, both parameter groups are estimated using all training data at once,
given that appropriate labels and STN entry and exit depths are applied for each trajectory
separately.
Extended model
The presented model structure uses no prior information about expected STN entry and exit
depths. It is possible to modify the model by adding empirical distribution of expected entry
and exit depths, modeled using the normal distribution pa = N(µa, σa) and pb = N(µb, σb). The
parameters can be estimated using the standard maximum likelihood estimates of mean and
standard deviation. This will lead to addition of four parameters. We will denote the extended
parameter vector Θ′, the extended model is then nicknamed flex2 in the results section.
Model evaluation
To evaluate the model on a vector of x = {x1, ..., xN}, measured on a particular trajectory
at corresponding depths d = {d1, ..., dN}, we hold the model parameters Θ fixed and use the
maximum likelihood parameter estimation procedure to obtain the optimal posterior STN entry
and exit parameters a and b. The likelihood function is defined as
{a∗, b∗} = argmax
a,b
L(a, b|x,d,Θ) = argmax
a,b
L({x,d}|a, b,Θ) (5.6)
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where L is likelihood of given the observation vector x at depths d and model parameters
Θ, which can be calculated from L: the joint probability of observation vector x given model
parameters. By na¨ıvely assuming that observations from x are IID3, we get
L({x,d}|a, b,Θ) =
N∏
i=1
L({xi, di}|a, b,Θ) (5.7)
and in order to avoid numerical underflow issues, we may shift to maximizing the negative log-
likelihood function, which yields the same results for parameter a and b values and is computed
according to:
{a∗, b∗} = argmin
a,b
N∑
i=1
− ln(L({xi, di}|a, b,Θ)) (5.8)
The joint likelihood for position i at fixed values of STN entry and exit depths a and b and
all three possible states (pre, STN and post) is given by:
L({xi, di}|a, b,Θ) = p({xi, di}|a, b,Θ) =
= p(xi, di ∈ pre|a, b,Θ)
+ p(xi, di ∈ STN |a, b,Θ)
+ p(xi, di ∈ post|a, b,Θ)
(5.9)
By expanding the probabilities in Eq. 5.9 using the Bayes’ theorem, we get
L({xi, di}|a, b,Θ) = p(xi|di ∈ pre,Θ) · p(di ∈ pre|a, b,Θ)
+ p(xi|di ∈ STN,Θ) · p(di ∈ STN |a, b,Θ)
+ p(xi|di ∈ post,Θ) · p(di ∈ post|a, b,Θ)
(5.10)
where the probability p(xi|di ∈ pre,Θ) represents the emmission probability in state pre and is
computed using the standard probability density function of the log-normal distribution in the
area before STN:
p(xi|di ∈ pre,Θ) = 1
xiσˆpre
√
2pi
exp−(ln(xi)− µˆpre)
2
2σˆ2pre
, (5.11)
using parameters of the log-normal distribution µˆpre and σˆpre, obtained in the training phase
according to Eq. 5.1 and Eq. 5.2 respectively. The probabilities p(xi|STN,Θ) and p(xi|post,Θ)
for NRMS distribution inside and beyond the STN are computed accordingly.
The class membership probabilities p(pre|a, b,Θ) from Eq. 5.10 (similarly for states STN
and post) depend on the distance between depth di and currently assumed STN borders a and
b and are computed from the sigmoid transition functions as follows:
p(di ∈ pre|a, b,Θ) = (1− Sen(di, a|Θ))/zi
p(di ∈ STN |a, b,Θ) = Sen(di, a|Θ) · Sex(di, b|Θ)/zi
p(di ∈ post|a, b,Θ) = (1− Sex(di, b|Θ))/zi
(5.12)
3independent, identically distributed
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using the sigmoid transition functions Sen and Sex:
Sen(di) =
(
1 + exp−(β0en + β1en(a− di))
)−1
(5.13)
for STN entry and equivalently
Sex(di) =
(
1 + exp−(β0ex + β1ex(b− di))
)−1
(5.14)
for STN exit. The zi in Eq. 5.12 is a normalization coefficient ensuring that the class membership
probabilities add to one under all circumstances4:
zi = (1− Sen(di, a|Θ)) + Sen(di, a|Θ) · Sex(di, b|Θ) + (1− Sex(di, b|Θ)). (5.15)
In case of the extended model flex2, the minimization will take the following form:
{a, b} = argmin
a,b
[
N∑
i=1
(− ln(L(xi, di|a, b,Θ))− λln(pa(a|Θ′) · pb(b|Θ′)))
]
(5.16)
where the summation of L(xi, di|a, b,Θ) is the same as in Eq. (5.8) and the new pa(a|Θ′) and
pb(b|Θ′) are probabilities of STN entry at depth a and exit at depth b, computed from the
normal probability density function
pa(a|Θ′) = 1
σa
√
2pi
exp−(a− µa)
2
2σ2a
(5.17)
and represent the prior probability of STN entry at depth a and exit at depth b. The parameter
λ can be used to assign more/less importance to the a-priori depth distribution, compared to
the observation-based likelihood element. In case of the presented results, we set the value of
λ = 1.75 which optimized train-set accuracy. Dependency of the observed train and validation
set accuracy can be found in Fig. 5.7
As this process can be vectorized and the parametric space is only two-dimensional and
bounded, standard optimization algorithms with empirical gradient can be used to search for
optimal parameters. In our case, we used constrained optimization with conditions requiring
that a ≤ b (the entry depth a is lower or equal to exit depth b), a ≥ d1 and b ≤ dN (entry and
exit depths must be in the range of the data).
The parametric space may contain local optima (depending on the shape of NRMS values
along given trajectory) and it is therefore very useful to provide reasonable initialization of a
and b. In our implementation, the initialization was set as the mean entry and exit depths from
the training data: µa and µb
5. Note that both a and b are real numbers and are not restricted
to the set of actually measured depths.
4Value of this normalization coefficient will however be close to one in most situations and reaches around 1.2
in the extreme case when a = b using sigmoid parameters from Fig. 5.4.
5In the case with no entry/exit depth distribution, the initial parameters were set as the middle of the
trajectory for a and the 3/4 of the trajectory for b
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5.2.4 Crossvalidation
To evaluate the proposed model on real data and compare its classification ability against
existing models, we evaluated the model in a 20-fold crossvalidation: in each fold, 5% of available
trajectories were left out for validation, while the remaining data were used for estimation of
model parameters. This lead to 20 sets of error measures for each classifier which were than
averaged to obtain final estimates. Larger number of crossvalidation folds was chosen in order
to obtain better estimate of error variability on different validation datasets.
The models compared were i) Bayes classifier from (Moran et al. 2006) based on discrete
joint probability distribution of NRMS and depth and an ii) HMM model, based on the same
discrete probability distribution (used as emission probabilities), with transition probabilities
estimated from the training data in a standard way and two variants of the proposed model:
iii)flex1, based solely on NRMS and iv) flex2 with distribution of entry and exit depths.
5.3 Experimental results
5.3.1 Data summary
In total, we collected 6576 signals from 260 electrode passes in 117 DBS trajectories in 61
patients. Length of recorded signals was 10s. After discarding non-stationary signal segments,
the mean length of raw signal segment that entered the NRMS calculation was 8.76s (median
9.67s). In each crossvalidation fold, 13 electrode passes were used for validation, while the
remaining 247 were used for training.
5.3.2 Classification results and discussion
Mean values of classification sensitivity, specificity and accuracy are presented in Table 5.1,
while distribution of these error measures on the 20 validation sets can be found in Fig. 5.6.
Even though the results of all methods were very similar (as can be seen especially in Fig. 5.6),
the highest mean test accuracy was achieved by the hmm model – 90.2%, closely followed by
the flex2 model with 90.0%. Both models were also best in terms of specificity, while the best
validation set sensitivity was achieved by the hmm and bayes classifiers.
Comparing two variants of the proposed method, the flex2 model with entry depth distri-
bution achieved better results than the NRMS-only variant flex1. The latter model tended to
converge to local optima on trajectories with high noise level or non-standard NRMS shape.
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Table 5.1: Classification results (error measures from 20-fold crossvalidation) comparing re-
sults of Bayes classifier (Moran et al. 2006) (bayes), Hidden Markov model (hmm),
suggested model based solely on the NRMS (flex1 ) and extended model with dis-
tribution of STN entry and exit depth (flex2 ). See also Fig.5.6.
TRAIN TEST
accuracy sensitivity specificity accuracy sensitivity specificity
bayes 90.4 84.1 94.1 89.0 82.5 92.8
hmm 91.3 83.8 95.7 90.2 83.1 94.3
flex1 88.5 80.9 92.9 88.0 80.6 92.2
flex2 90.1 83.2 94.1 90.0 83.1 94.1
5.3.3 Fitting of individual trajectories
Apart from the overall results, we also evaluated results on individual trajectories. The bayes
model, which from definition put no constraints on the resulting label vector, was capable of
classifying non-consecutive trajectories (interrupted STN labels) — this may have lead to the
rather high sensitivity on the training data. As for the proposed models, the flex1 NRMS-only
variant tended to fit zero-length STN near the end of the trajectory in cases of non-standard
STN passes where the NRMS did not exhibit the standard low–high–low profile or contained
strong local peaks. The addition of entry and exit depth distribution in the flex2 model variant
reduced this problem and lead to improved classification accuracy.
An example of a successful STN classification on a typical trajectory using the flex1 model
can be seen in Fig. 5.8, while the corresponding negative log-likelihood function from Eq. 5.10
can be seen in Fig. 5.9. Note that the log-likelihood function is defined only for a ≤ b. In the
case of the flex2 model, the values of the likelihood function around the a-priori expected entry
and exit depth are further reduced by the additional component in Eq. 5.16, which increases
the performance especially in cases with high noise in NRMS values.
5.4 Discussion
The presented model achieved comparable accuracy to existing approaches, represented by
bayesian classifiers (Moran et al. 2006) and HMM (Zaidel et al. 2009). The results of HMM
and hidden semi-markov models, presented by Taghva et al (Taghva 2011) were much superior,
but were evaluated on simulated data only. In summary, the presented extended model (flex2 )
achieved mean classification accuracy 90.0%, sensitivity 83.1% and specificity 94.1% on the test
set. As seen from the heavy overlap of different method’s results, clearly visible in Fig. 5.6,
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Figure 5.6: Classification results on the 20 validation sets: bayes classifier (Moran et al.
2006), Hidden Markov model (hmm), suggested model, based exclusively on NRMS
(flex1 ) and extended model with added a-priori entry and exit depth distribution
(flex2 ).
we can conclude that it is rather the robustness of the NRMS feature itself than the model
structure, that has major impact on the results.
The main aim of this chapter was to prove feasibility and efficacy of a probabilistic model
which is variable in structure and can potentially be used for fitting of an anatomical 3D model
to µEEG signals in multi-electrode setting. In such case, the inside and outside volume of the
anatomical model would yield different emission probability distribution and further constraints
or penalization on model shift, scaling or rotation could be added easily into the minimization
function. We have shown, that such addition of further constituents — such as the entry and
exit depth in case of the flex2 model — can be done and can contribute to improved classification
accuracy.
The key part of the presented model is the use of smooth state transition functions, which
ensure smooth shape of the resulting likelihood function and enable the use of general-purpose
optimization techniques for model fitting. Another consequence of the use of sigmoid transition
functions is that the detected transition point does not have to be truncated to a position of
available measurement, but can be at an arbitrary position between states (i.e. the detected
entry and exit depths are real numbers, not constrained by the depths where µEEG recordings
are available).
The drawbacks of the presented model are that contrary to Bayes classifier or an HMM it is
not straightforward to convert the presented method to an online algorithm, used e.g. during
the surgery. Another weak point is the lack of closed-form solution to model evaluation and
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Figure 5.7: Impact of the value of coefficient λ on train (left) and validation set performance.
The shaded area represents the inter-quartile range of each metric within values
observed on the 20 crossvalidation folds and is therefore comparable to ranges
delineated by boxes in Figure 5.6. The variability on the training data is very low
due to the high overlap (almost 95%) between training samples.
the necessity to use general optimization. Thanks to the low dimension6 and small size of the
parametric space, this does not pose a real problem in the presented settings, as the parameter
estimation took on average 0.9 s on the 247 training trajectories and model evaluation on all
260 trajectories took on average 4.5 s on a standard laptop PC.
5.5 Chapter conclusions
In this chapter, we presented a probabilistic model for identification of the STN in MER ex-
ploration trajectories during the DBS surgery. The model uses smooth state transitions and
emission probabilities based on observations on a test dataset, consisting of 260 electrode passes
in 61 PD patients. Overall, the presented model provided good classification accuracy 90%,
which is comparable to other existing solutions based on Hidden Markov Models and Bayes
classifier. In the following Chapter (6), the presented model concept serves as a basis for fitting
a 3D STN model to the µEEG trajectories directly. This may bring benefits to both target
6Dimension of the parametric space searched during the evaluation phase is two, due to two optimized pa-
rameters: STN entry a and exit b, both in the range of recorded depths. The search space is further reduced by
the conditions defined at the end of Model Evaluation section, especially a ≤ b.
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Figure 5.8: Example of flex1 model fit (red vertical lines — estimated position, red curve —
sigmoid weighting function) to a NRMS recorded along a trajectory (grey). The
expert-labeled STN position is shown in blue.
identification and modeling of neuronal activity within and around the STN.
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Chapter 6
Probabilistic fitting of anatomical
STN model
Chapter summary
The previous chapter proposed a probabilistic model for classification of MER signals recorded
from DBS trajectories and suggested that analogous technique could also be used in the three-
dimensional case. In this chapter, we construct such probabilistic model for the fitting of a
3D subthalamic nucleus model to recorded MER signals. We show that due to brain shift and
other inaccuracies, occurring during the surgery, the proposed model based solely on recorded
electrophysiology provides significantly better classification performance than manual STN iden-
tification based on pre-operative MRI imaging. The results suggest that the proposed technique
may be used to improve estimation of actual electrode position both intra-operatively and in
subsequent data analysis and contribute to higher precision in DBS surgery as well as research
of neurophysiological structure of the STN.
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6.1 Introduction
As mentioned many times in this thesis, highly accurate electrode placement is necessary in the
DBS in order to achieve good symptom suppression and low side effects. This chapter evaluates
the possibility of fitting an anatomical 3D model based solely on the measured electrophysio-
logical activity, which might lead to improved localization of the intraoperative MER within
the STN and thus lead to more accurate decisions about stimulation contact placement and
optimization of the treatment. In order to identify and understand sources of various spatial
inaccuracies, the following sections review the standard DBS procedure and suggest which of
the shifts can be compensated based on the microexploration MER.
6.1.1 Standard planning procedure
A typical targeting procedure is described in Section 2.2.2 and starts with target identification
in pre-surgical imaging and trajectory planning using MRI and possibly also CT scans. In the
next stage at the operating theater — the microexploration — a set of microelectrodes is shifted
along the planned trajectory, and MER signals are recorded. Based on manual evaluation of
the signals by a neurologist, the team decides about stimulation contact placement, removes
the microelectrode occupying the chosen trajectory and places the final stimulation electrode.
Afterwards, all remaining microelectrodes are also removed and the stimulation electrode is
fixed in its place.
Due to brain shifts and electrode bending during the surgery, additional post-operative
computed tomography (CT) or MRI imaging may be used to identify accurate final position
of the stimulation contact. The post-operative imagery with disctinctive artifact from the
stimulation lead and electrode is matched to the pre-operative imagery using transformation
based on high-contrast structures (Videen et al. 2008).
Several sources of inaccuracy can be identified in this process, which are summarized and
described in the following sections.
6.1.2 Sources of placement error in DBS stereotaxy
Several studies have investigated the various sources of brain shift, occuring between the pre-
operative MRI imaging, Microexploration and post-operative CT or MRI and quantified the
effect (Nimsky et al. 2000; Pallavaram et al. 2010; Halpern et al. 2008; Ivan et al. 2014). The
effects can be summarized as follows:
1. Brain shift – Deformation of brain tissue due to pressure changes within the skull (pneu-
6.1. INTRODUCTION 89
mocephalus), introduced by the the burr hole1 and cerebro-spinal fluid leakage during the
surgery. The impact of this effect on brain shift between the preoperative MRI and MER
was studied and quantified by Pallavaram et al. 2010 – this effect may introduce brain
shift of up to 4 mm in the first stage (MRI vs MER), yielding up to 2 mm in the areas
near the STN (Martin et al. 2005; Ivan et al. 2014; Pollo et al. 2014).
2. Electrode bending – During microelectrode insertion, the straightness of the exploratory
path is ensured mainly by high electrode stiffness. The same is true for the insertion of
the stimulatory electrode: commonly, the exploration electrode at the selected trajectory
is extracted and replaced by the stimulation lead. If present, exploratory electrodes at
other trajectories are kept in place to reduce additional shifts. However, electrode bending
occurs to some extent in both cases. Lalys et al. have investigated and quantified the
extent of stimulation electrode bending based on the post-operative CT (Lalys et al. 2014).
3. Lead migration - Lead migration may occur either intra- or post-operatively due to
insecure fix of the electrode in the burr hole terminal or patient movement (Bakay et al.
2011). Post-operative electrode bending and migration may also be caused by resolved
brain shift, causing discrepancies between post-operative imaging and intra-operative state
(Van Den Munckhof et al. 2010).
The extent of brain shift also appeared to affect the number of necessary electrode passes in
scenarios where exploration electrodes were added sequentially (Halpern et al. 2008). In other
words, higher extent of the brain shift causes a more severe difference between planned and
intra-operative state and renders the planned target inaccurate. Some authors suggested that
the shift between the pre-operative MRI and intra-operative MER can be reduced by the use
of real-time MRI (Martin et al. 2005). However, such equipment is not commonly available in
most DBS centers and is not part of the broadly-used procedures (Abosch et al. 2013).
In a research-oriented scenario, where the accurate recording location within the STN is
of interest – e.g. to identify internal functional organization (Lourens et al. 2013), location
of neuronal populations engaged in a specific function (Sieger et al. 2015), or appropriateness
of stimulation contact location (Lalys et al. 2013) – the data are evaluated oﬄine but the
requirements for spatial accuracy are very high due to small size of the STN. In such cases,
localization of the stimulation electrode contacts in post-operative CT scans is often used to
improve localization accuracy. Unfortunately, owing to stimulation electrode bending and mi-
gration, the post-operative identification of the electrode contact does not necessarily lead to a
more accurate localization of the recording site (Thani et al. 2011).
1hole drilled in the skull used to access the brain in stereotactic surgery
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6.1.3 Fitting 3D STN models
Several studies have suggested fitting of STN anatomical model to microelectrode recordings.
The authors of (Lujan et al. 2009) showed a method to fit a 3D surface atlas to manually
classified STN trajectories, based on minimizing the distance of points labeled as STN from the
fitted model distance. The authors compare the results to a manual atlas fit to annotated MER
points and show superiority of their approach, especially in terms of speed. Similar approach
has later been adapted by Lourens et al. 2013 in a study of internal functional organization
of the STN. However, the presented solution requires manual inspection and labeling of the
MER data and is therefore not fully automatic and does not utilize the full potential of the
electrophysiological activity to extract information about STN location in the 3D space. The
automatic classification methods, listed in Chapter 5, were restricted to classification of single
positions or signle trajectories and do not provide three-dimensional information either.
6.1.4 Available 3D brain atlases
In order to identify surface subthalamic atlases, available for the task of fitting to MER data,
we have undertaken a survey of available solutions, summarised in this section.
We sought a high-resolution surface-based model including the STN. Contrary to MRI-based
atlases, such as the ATAG atlas (Keuken et al. 2014) derived from 7T MRI imaging or the older
BGHAT atlas (Prodoehl et al. 2008) are usually provided in the form of a region of interest (ROI)
mask (i.e. voxel positions or probabilities) and are therefore relatively rough (0.5−1.5 mm voxel
size). Other atlases aimed at computing probability maps of the STN to aid identification of
optimal stimulation target (Nowinski et al. 2004; Forstmann et al. 2012). However, voxel-based
atlases are of a relatively low resolution and are not suitable for the intended model structure.
Other available subcortical atlases that could not be used due to missing or unannotated
STN are for instance the Subcortical atlas from the National University of Singapore (Qiu et al.
2010) or the highly detailed atlas by Chakravarty et al. (Chakravarty et al. 2006). The latter
was later extended by Sadikot et al. (Sadikot et al. 2011). Another three dimensional atlas
of the basal ganglia, including the subthalamic nucleus and substantia nigra was presented by
(Yelnik et al. 2007). To the best of my knowledge, this atlas is not publicly available.
Miocinovic et. al provided a three-dimensional stereotactic atlas of the basal ganglia (Mio-
cinovic et al. 2007; Butson et al. 2007), which has been used in similar settings by (Lujan et al.
2009; Lourens et al. 2013; Verhagen et al. 2015). The model used in this thesis is a digitized
version of the Anne Morel atlas (Morel 2007) as presented in (Krauth et al. 2010), which is
more detailed than that of (Miocinovic et al. 2007) and was kindly provided by prof. Gabor
Szekely from VisionLab, ETH, Zurich. The resolution of the mesh model has been reduced by
a factor of 5 (987 vertices in the original STN model to 197 in the new model) for performance
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reasons. Visualization and comparison of characteristic points before and after the reduction
showed no notable differences in model shape or dimensions. The simplified model is visualized
in Figure 6.1.
The interested reader can find an extensive and frequently updated summary of available
3D subcortical atlases at the webpage of the Lead-DBS toolbox (The Lead-DBS project web
page; Horn et al. 2014).
Figure 6.1: Complete 3D Morel atlas (Krauth et al. 2010) showing thalamus (green) and the
STN (violet). Only the STN has been used for fitting.
6.1.5 Proposed method
In the presented study, we propose a solution that is based solely on the MER recordings without
further requirements on manual signal annotation or cleaning, which could provide information
about STN position directly. The model is based on probabilistic modeling of the neuronal
background activity, which is higher inside of the STN due to much higher neuron density in
the nucleus (see Section 5.2.2 for details on neuronal background activity in the vicinity of
and inside the STN). The different activity level inside and outside the nucleus is used to find
maximum likelihood fit of a STN surface model (Krauth et al. 2010) and compared to MRI-
based model fit in terms of classification accuracy, based on manual expert annotation of the
MER. The model itself takes only unprocessed MER signals and information about electrode
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direction and planned position as an input and the manual MER labels are used for performance
evaluation only.
Contrary to the systems for surgery planning and evaluation such as the Lead-DBS (Horn et
al. 2014), the CranialVault (D’Haese et al. 2012) or commercial software provided by producers
of DBS solutions such as Medtronic Inc. or AlphaOmega Ltd., aimed mainly at image-based
(MRI and/or CT) alignment and surgical planning, the suggested method is aimed on intra- or
post-operative identification of location of MER recording sites within the STN. By alignment of
MER-based STN fit to the pre-surgical MRI space, the system could be used for evaluation of the
extent of the brain shift and help increase precision of the electrode placement. Together with
emerging systems aimed at modelling of the stimulation electrical field, such as that presented
by Be´riault et al. 2012, and emerging directional electrodes (Pollo et al. 2014; McIntyre et al.
2015) the accuracy and efficacy of the DBS procedure may be significantly improved in the
upcoming years.
6.2 Methods
The proposed model is based on finding a maximum likelihood fit of a surface STN model to
background neuronal activity, extracted from the MER recordings. The model (Krauth et al.
2010) is a 3D surface, represented as a standard triangular 3D mesh, consisting of a set of vertices
v and a set of faces f defining which vertices are connected by surface elements. Translation,
scaling and rotation of the model consists of transformation of the matrix of vector points v,
defined below.
6.2.1 Definition of transformation procedure
We define the 3D transformation used in this study as a matrix operation with nine degrees of
freedom, allowing translations tx, ty and tz, scaling factors sx, sy and sz along the x, y and z
axis respectively and also rotation around the three axes, given by the angles γx, γy and γz.
The transformation is given by the vector r and can be completely characterized as:
r = [tx, ty, tz, sx, sy, sz, γx, γy, γz]. (6.1)
6.2. METHODS 93
The individual components constitute the following matrices:
Rx(γx) =

1 0 0
0 cos γx − sin γx
0 sin γx cos γx
 , (6.2)
Ry(γy) =

cos γy 0 sin γy
0 1 0
− sin γy 0 cos γy
 , (6.3)
Rz(γz) =

cos γz − sin γz 0
sin γz cos γz 0
0 0 1
 (6.4)
for rotation. Model scaling is given by the matrix S
S =

sx 0 0
0 sy 0
0 0 sz
 (6.5)
(6.6)
and translation by the vector t:
t =

tx
ty
tz
 (6.7)
The transform of a column vector x using parameters r can then be expressed as:
x′ = T (x, r) = SRxRyRzx+ t, (6.8)
using the definition ofR,S, t above. In most cases, more than one point needs to be transformed.
In such case, the formula from 6.8 can be used analogously, with data matrix X, composed of
p column vectors [x1,x2, ...,xp]:
X =

x1,1 x2,1 . . . xp,1
x1,2 x2,2 . . . xp,2
x1,3 x2,3 . . . xp,3
 , (6.9)
where xi,j is j-th element of i-th point. The resulting transformation using parameter vector r
is defined as:
X ′ = T (X, r) = SRxRyRzX + tJ1,p (6.10)
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where X ′ is the matrix of transformed column vectors [x′1,x′2, ...,x′p] and J1,p is an all-ones
matrix with one row and p columns.
The coordinate system used for all visualizations is shown in Figure 6.2 and comprises x axis
pointing from the left to the right hemisphere (same for both hemispheres, meaning lateral to
medial direction in case of the left hemisphere), y axis pointing posterior to anterior direction
and z axis pointing ventral to dorsal.
Figure 6.2: Coordinate system, used in the study, showing directions of the main axes and
angles α and β on the stereotactic frame. Image adapted from Lourens et al. 2013.
6.2.2 Model structure
The basic model structure is similar to the one-dimensional case presented in Chapter 5, Section
5.2.3: First, neuronal background activity level is estimated from each MER signal using the
NRMS measure proposed by Moran et al. 2006 and described in detail in Section 5.2.2. Next,
the expected distribution of the NRMS values in each state is modeled by the log-normal
distribution.
Contrary to the aforementioned single-trajectory model where the state sequence of ”pre-
STN, STN, post-STN” can be assumed, the three-dimensional case requires modified structure,
as the recording site may be in arbitrary position with respect to the 3D model. We designed
the model with only two states: i) Inside the STN (IN ) and ii) outside the STN (OUT ), with
a single state membership logistic function, defining the smooth transition between the two
states. The general idea of the model remains the same and is based on finding a transformation
vector r∗ which optimizes the likelihood of producing a set of observations (i.e. NRMS values)
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x = {x1, ..., xN} recorded at locations L = {l1, ..., lN}, where li are the 3D recording site
coordinates corresponding to observation xi. The transformation T (v, r
∗), according to Eq.
6.8 is applied to the vector v of model vertices at the initial position.
The following paragraph define the probabilistic model components and explain computation
of the likelihood function
Emission probabilities
Similarly to the 1D version of the model, the emission probabilities represent how likely a
background activity (NRMS) level xi is to be observed in the respective state. The emission
probabilities are modeled using the log-normal distribution, as depicted in Figure 6.3. Pa-
rameters of the log-normal distribution for both states are estimated in the training phase on
training data using the standard maximum likelihood estimates, already defined in Eq. 5.1
and 5.2, the only difference being joining the states pre and post into a single state. As a
result, the two parameters are estimated for each state, leading to estimated parameter values
{µˆOUT , σˆOUT , µˆIN , σˆIN}, which become part of the parameter vector Θ.
In the evaluation phase, the emission probability p(xi|s,Θ) of observing NRMS value xi in
a state s given model parameters Θ is calculated using formula for probability density function
of the log-normal distribution, according to:
p(xi|s,Θ) = 1
xiσˆs
√
2pi
exp−(ln(xi)− µˆs)
2
2σˆ2s
, (6.11)
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Figure 6.3: Fitted emission probabilities: histograms of observed NRMS values inside (red
area) and outside (blue area) the STN, with fitted log-normal probability density
functions (dashed curves) and their parameters (vertical lines).
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Membership probabilities
In order to retain the smooth gradient function, discussed in the previous Chapter, the 3D
model also includes the assumption of a smooth state transition, modeled by logistic sigmoid
function. As there are only two states in this model, a single sigmoid function S is sufficient
to maintain the transition (as opposed to two sigmoid functions Sen and Sex in case of the
1D model). As the slope of the transition is different near STN entry and STN exit and only
data along the electrode trajectories are available at sufficient resolution (only very rough data
would be available to estimate parameters of the transition in other directions from the STN),
the single sigmoid S is trained on training nrms data aligned with respect to the STN entry,
combined with mirrored data aligned with respect to the STN exit. The situation is depicted in
Figure 6.4, where the entry data are shown in blue and exit data in green and the joint sigmoid
S (red) can be compared to separate Sen (blue) and Sex (green) sigmoids, fitted to the entry
and exit data separately.
During training, an extended function S′ with one extra degree of freedom is used to find
optimum parameters:
S′(d′i) = 1 + α
1 · (1 + exp−(β0 + β1(di)))−1 , (6.12)
with d′i being the distance to the transition (to STN entry or negative to STN exit) and α
1 being
the auxiliary scaling variable, replaced by the emission probabilities later during the evaluation
phase.
Values of the parameters {α1, β0, β1} are found as to minimize mean square error on training
data:
argmin
α1,β0,β1
∑ M∑
i=1
(
S′(d′i, α
1, β0, β1)− xi
)2
, (6.13)
where xi is the NRMS value measured at a distance d
′
i from the STN boundary for M training
samples.
In the evaluation phase, the sigmoid transition function depends only on distance di from
model surface, rotated using vector r and is computed according to:
S(di|Θ) =
(
1 + exp−(β0 + β1(di))
)−1
(6.14)
It is important to note that di is computed as euclidean distance between the measurement
location li and the nearest surface point of the STN model at current location and may be
formalized as di = dsurf (li, r) = ‖li − ai‖, where ai is the nearest surface point to li on the
STN model transformed by r. For the sake of simplicity, we will assume the relation between li
and di as implicit in the following. Additionally, the distance is multiplied by -1 if the location
li lies outside of the model and by +1 when inside.
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The membership probabilities for trained model parameters Θ and anatomical model trans-
formed by the vector r are then computed according to:
p(li ∈ IN |r,Θ) = S(li|r,Θ) (6.15)
for the state IN and:
p(li ∈ OUT |r,Θ) = 1− p(li ∈ IN |r,Θ) = 1− S(li|r,Θ) (6.16)
for the state OUT. Note that thanks to the model consisting only of two states, the membership
probabilities add to one implicitly and no normalization constant, simiar to zi in the 1D model
is necessary.
The trained model is fully characterized by the parameter vector Θ = {µˆOUT , σˆOUT , µˆIN , σˆIN ,
β0, β1}, comprising parameters of the emission probability densities and those of the sigmoid
function.
Likelihood function and MLE estimation
The joint probability of being in state s and observing a NRMS value xi at position li is
computed from the emission and membership probability functions according to the Bayes’
theorem:
p({xi, li ∈ s}|r,Θ) = p(xi|li ∈ s, r,Θ) · p(li ∈ s|r,Θ) (6.17)
The likelihood function for a single observation is then computed as a marginalization over
both states (IN,OUT ):
L({xi, li}|r,Θ) = p({xi, li}|r,Θ) =
= p({xi, li ∈ IN}|r,Θ)
+ p({xi, li ∈ OUT}|r,Θ)
(6.18)
And by using the expansion according to Eq. 6.17, the full likelihood for a single observation
yields:
L({xi, li}|r,Θ) = p({xi, li}|r,Θ) =
= p(xi|li ∈ IN, r,Θ) · p(li ∈ IN |r,Θ)
+ p(xi|li ∈ OUT, r,Θ) · p(li ∈ OUT |r,Θ).
(6.19)
To compute the joint likelihood of the whole observation sequence x = {x1, ..., xN} , L =
{l1, ..., lN}, we na¨ıvely assume conditional independence given model parameters and compute
the joint likelihood as:
L({x,L}|r,Θ) =
N∏
i=1
L({xi, li}|r,Θ) (6.20)
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Similarly to the case of the 1D model (Eq 5.8), the optimization procedure aims to find a
model transformation given by the vector r, which maximizes the likelihood of the observed
data. For numerical stability, we search for the minimum of the negative log-likelihood function,
which is equivalent to the maximum of the original likelihood function owing to monotonicity
of the ln() operation. The minimization then has the form:
r∗ = argmin
r
N∑
i=1
− ln(L({xi, li}|r,Θ)), (6.21)
where r∗ is the MLE estimate of optimal transformation parameters, given the model parame-
ters and the observation sequence. The minimization is performed using general purpose con-
strained optimization (the active set algorithm as implemented in MathWorks Matlab fmincon
function). Initial model position is defined by the target method described below and the initial
transformation vector is r = [0, 0, 0, 1, 1, 1, 0, 0, 0], i.e. no rotation and translation and identity
scaling in all dimensions. To prevent the model from diverging from clinically reasonable scaling
and rotation, we set the maximum shift to ±5 mm in any direction, maximum scaling ±25%
in each direction and rotation maximum ±15◦ around each axis.
6.2.3 Reference methods
In order to evaluate performance of the proposed method, we implemented two reference meth-
ods, based solely on anatomical landmarks, identified manually by neurologists in the pre-
operative MRI images:
1. target – the method consists in finding a translation [tx, ty, tz], which shifts central point
of the atlas model to the planned target point. No rotation or scaling are considered
and the translation can thus be computed as a difference between the two points. The
target method is also used as the initalization for NRMS-based fitting, as it requires
no additional information apart from planned target coordinates, which is the result of
standard pre-surgical planning procedure.
2. acpc – this method represents a simple atlas fitting approach, based on two significant
brain landmarks: the anterior commisure (AC) and the posterior commisure (PC), which
are clearly visible in the MRI scans and are often used as a reference for spatial localization
of deep brain structures. The method analytically finds a full transformation vector rˆ (i.e.
including translation, scaling and rotation along all axes), which maps the vector given by
AC and PC points in the atlas to the vector given by AC-PC points, identified in patient’s
MRI scans.
3. allpoints – additionally to the AC-PC points, this method uses 12 landmarks on the
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Figure 6.4: The membership logistic sigmoid function S (red) fitted to measured NRMS data
around the STN entry (blue circles) and exit (green circles, depth-flipped/negative)
data. The fitted sigmoid S can be compared to separate entry and exit sigmoid
Sen and Sex from the previous chapter (dashed blue and green curves). Compare
to Figure 5.4: different values of the two fitted sigmoids are caused by different
(smaller) data set including only patients with 3D reference information.
STN boundaries, defined previously in (Sieger et al. 2015). The exact definition of the
landmark points is given in Table 6.1. Based on these definitions, the landmark points
were transferred analytically to the STN model, which is visualized in Figure 6.5.
Finding the transformation parameters rˆ which fit the pairs of 14 atlas points Pmi ∈
{Pm1 , ..., Pm1 4} to the points identified in patient MRI scans P pi ∈ {P p1 , ..., P pn} is an overde-
termined task, which is solved by the least-squares estimation according to:
rˆ = argmin
r
n∑
i=1
‖P pi − T (Pmi , r)‖ (6.22)
where the ‖ · ‖ represents the l2 norm, T () is transformation operation from Eq. 6.8 and
n = 14 and includes the 12 landmark points, the AC and PC.
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Table 6.1: STN delineating points: definition of key points as defined in (Sieger et al. 2015).
Visualization can be found in Fig. 6.5
Point location definition
P1 Most ventral point in the posterior boundary
P2 Most dorsal point in the anterior boundary
P3 Most medial point in the in the most medially protruded slice in the anterior
part of the STN
P4 Most lateral point in the most medially protruded slice in the anterior part of
the STN
P5 Medial intersection of the axial plane crossing the middle point and the middle
contour
P6 Lateral intersection of the of the axial plane crossing the middle point and the
middle contour
P7 Dorsal intersection of the sagittal plane crossing the middle point and the
middle contour
P8 Ventral intersection of the sagittal plane crossing the middle point and the
middle contour
P9 Most medial point on the middle contour
P10 Most lateral point on the middle contour
P11 Most dorsal point on the middle contour
P12 Most ventral point on the middle contour
The middle point is the center of the line connecting points P1 and P2. The middle contour
is the coronal contour intersecting the middle point.
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Figure 6.5: Illustration of characteristic points as defined and used previously by our research
group in (Sieger et al. 2015), transferred newly to the 3D Morel atlas (Krauth
et al. 2010) according to their definition in Table 6.1
6.2.4 Data collection and preprocessing
The MER signals were recorded intra-operatively from five parallel electrode trajectories, spaced
2mm apart in a cruciform configuration around the central electrode. The spatial configuration
can be seen in Figure 6.2. The sampling frequency was 24 kHz, signals were filtered by a
bandpass filter in the range 500–5000 Hz upon recording and stored for oﬄine processing. At
each of the recording positions, spaced apart by 0.5 mm, a typically ten seconds of MER signal
were recorded using each electrode.
During preprocessing, the most distinct artifact have been detected using the extended COV
method presented in Chapter 4. The reason not to use one of the more accurate methods was
that due to the simple feature calculation, only the most pronounced frequency artifacts can
introduce noise to the results. As such, the COV method was chosen to retain at least some
portion of signal at each depth (to avoid excessive amounts of missing data) at the cost of noise
in the computed neuronal background levels. An example of MER signals measured at a set of
five trajectories can be found in Figure 6.6.
For the purpose of model fit evaluation, manual intra-operative expert annotation of the
MER signals has been stored, assigning each signal to a nucleus of origin: the STN, SNr
(substantia nigra), thalamus or other. In the evaluation, the STN was used as the target class
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(corresponding to the state IN ), while all other states were joint under other (corresponding to
the state OUT ).
To compute the reference fitting methods, based on anatomical landmarks, the center of the
anterior commisure (AC), center of the posterior commisure (PC) and the 12 landmark points
listed in Table 6.1 (see also Figure 6.5) were identified in the pre-operative MRI images by a
trained neurologist.
Additionally to the landmark points and nuclei annotations, coordinates of the planned
target, as well as setting of the stereotactic frame, defined by the anlges α and β has been
collected.
The background neuronal activity level was computed using the normalized root-mean-
square (NRMS) according to (Moran et al. 2006) in a process described above in 5.2.2.
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Figure 6.6: Example of one DBS MER exploration with five parallel electrode trajectories.
Artifacts detected using the extended COV method presented in Chapter 4 are
shown in red.
6.2.5 Performance evaluation
To estimate the out of sample performance of the proposed method and due to the relatively
small sample size (in terms of whole patient sets), we employed the following leave one subject
out (LOSO) procedure:
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1. In each iteration, data from a single patient (yielding one or two explorations) were chosen
as the evaluation sample and kept aside.
2. The probabilistic model parameters Θ were computed on the remaining part of the dataset
3. Each of the the explorations from the validation set (maximum two in a bi-laterally im-
planted patient) was used to find the NRMS-based maximum-likelihood model fit r∗.
Additionally the three anatomical reference methods were performed on each of the vali-
dation trajectories and all results were stored.
4. The process was repeated until all patients’ data were used for validation and the results
were aggregated, taking sample size of each patient into account.
To evaluate quality of the model fit, we used the machine-learning based approach used also
by Lujan et al. 2009. We calculated the number of recording positions, correctly classified by
the resulting model as follows:
 TP – true positives – recordings labeled by the expert as coming from the STN at locations
encapsulated within the surface of the trasformed model (i.e. ”inside the model”)
 FP – false positives – non-STN points (from all other nuclei), inside of the model
 TN – true negatives – non-STN points outside of the transformed model
 FN – false negatives – STN points outside of the model
Using these definitions, the accuracy, sensitivity, specificity and Youden J-index (J = sens +
spec− 1) were computed according to standard definition, with STN as the positive class.
6.3 Results and discussion
This section summarizes and comments on the results of performance evaluation on the collected
database of MER signals.
6.3.1 Collected data
The dataset contained data from 27 explorations in 15 PD patients with complete 3D informa-
tion and additional 8 explorations from 4 patients with measured and annotated MER signals
but without information on planned target position and stereotactic frame settings. The latter
small set was included for estimation of model parameters (Θ) but excluded from validation.
Each exploration consisted of 5 electrode trajectories with 25.9 recording positions on average.
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Table 6.2: Overall 3D STN model fitting crossvalidation results on the 27 validation trajecto-
ries for all methods.
Accuracy Sensitivity Specificity Youden J
method mean std mean std mean std mean std
target 74,3% 7,6% 40,7% 12,3% 87,3% 5,7% 28,0% 17,0%
acpc 75,7% 8,9% 44,7% 17,2% 87,6% 8,2% 32,3% 21,1%
allPoints 78,7% 8,7% 44,6% 19,8% 92,3% 4,9% 36,8% 21,3%
nrmsCon 88,1% 5,2% 69,0% 14,2% 95,5% 5,4% 64,5% 13,6%
In total, the data included 35 explorations from 19 patients, leading to 175 electrode trajectories
and 4538 recorded MER signals.
6.3.2 Performance evaluation
Classification performance (the proportion of correctly included/excluded STN points) was
evaluated for each of the fitting methods on the 27 exploration trajectories, the results are
shown in the Figure 6.7 and Table 6.2. As seen from both classification representations, it is
clear that the nrms-based method provided substantially better fit to the measured MER sites
than any of the other method. The results further show, that the main difference is driven
especially by the higher sensitivity, i.e. the proportion of correctly included STN points inside
the model. This is even more clearly seen from the tabulated values of the Youden J statistic,
where the proposed method surpasses the reference methods by a factor of two. It has to be
considered that the dataset is highly imbalanced dataset with only 27% of signals coming from
the STN.
The classification accuracy represents only one possible view on goodness of model fit. There-
fore, the following section evaluates the actual transformation parameters.
6.3.3 Analysis of transformation parameters
Additional important information may be provided by analysis of transformation parameters
of the fitted models. We may assume, that the landmark-based allPoints method will provide
a very good fit in terms of model scaling and rotation, which are not as affected by the brain
shift as the translation parameters. We would therefore expect the nrmsCon model to provide
similar results in terms of rotation and scaling and highly different translation. The comparison
of model parameters of the two models is shown in the Figure 6.8.
As seen from the figure, the difference in translation ty along the y (antero-posterior anatomi-
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Figure 6.7: Comparison of different fitting methods in terms of classification performance (cor-
rectly included/excluded recorded NRMS points): the electrophysology-based pro-
posed method nrms (yellow) showed higher STN identification accuracy than the
reference MRI-based methods, especially the allPoints (blue) based on fitting of
12 landmark points and the AC-PC. The performance advantage lays mainly in
much improved sensitivity, compared to the rest of the methods
cal direction) is apparent, while the differences in translation along other axes are not so striking.
According to previous studies (Ivan et al. 2014; Pallavaram et al. 2010), the brain shift occurs
predominantly in the posterior direction (negative shift along the y axis) due to gravity and
patient being operated in lying position. Considering the much better fit to the measured elec-
trophysiology locations, achieved by the nrmsCon method, we may assumed that the proposed
method managed to correctly identify shift of the brain issue with respect to pre-operative MRI
scans.
Evaluating the scaling and rotation parameters, there is clearly a higher degree of variability
in the case of the nrmsCon model, which may signalize a slightly higher anatomical variability
in model positioning than in case of the allPoints method. However, the constraints, defined in
Section 6.2.2 limit the transformation in a desired range and can be changed easily.
6.3.4 Discussion
The proposed nrmsCon method achieved highly increased performance in STN identification in
terms of Accuracy, sensitivity and specificity compared to the reference MER landmark-based
allPoints. Compared to previous studies on automatic MER classification, which aim to assist
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Figure 6.8: Boxplot of the transformation parameters computed by the proposed method
method nrmsCon, compared to the reference method allPoints, based on 14 MRI
landmarks. The parameters include translations t (red), scaling s (blue) and rota-
tion r (yellow, in radians). Note the significant difference in ty - the main direction
of the brain shift. The apparently non-zero shift in tz suggests the actual target
in pre-surgical planning may be slightly more ventrally placed compared to the
atlas-delineated center point.
or replace the manual MER labelling during the surgery (Reviewed in Chapter 5), the proposed
model introduces the benefit of anatomical information, providing a means to evaluate extent
of the brain shift and accurate positioning of recording site within an anatomical model. As
opposed to previous studies using anatomical model fitting (Lujan et al. 2009; Lourens et al.
2013), the proposed method is fully automatic and requires no manual labeling or other prior
knowledge other than location of the planned target and angular settings of the stereotactic
frame, which is known prior to the surgery.
It may be objected, that this increase is achieved at the cost of a less anatomically accurate
model position – in other words model overfitting to the data. Fortunately, several options
exist to achieve balance between the accuracy of MER classification and a trustworthy model
positioning:
1. Instead of using hard limits on various parameters of the rotation vector r, the likelihood
may be extended with a-priori distribution of each parameter values. This has already
been suggested and verified on the 1D model (flex2 ) in the previous chapter. The a-priori
distribution of transformation parameters may be based either on published studies (such
as Daniluk et al. 2010; Keuken et al. 2014, especially for shift) or from distribution of
models fitted using the allPoints method (especially for scaling and rotation, which may
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be assumed more robust against shift-induced error).
2. For applications where high accuracy is of interest – such as in the case of research studies
– the both approaches may be combined: based on the MRI landmarks, optimal model
rotation and scaling may be computed using the allPoints method. Subsequently, these
parameters may be fixed and optimal translation may be computed using the nrmsCon
method.
In the proposed scenario, we searched optimal fitting of an anatomical atlas to the recorded
MER signals, which is useful especially for identification of particular region within the STN
on a common atlas model. As suggested above, the system could be used instead for mapping
of the intra-operative space, affected by brain shift to the pre-surgical MRI scans. This way,
improved visualization and target localization might be obtained.
In terms of computational time, the proposed method required on average 29.3 s (std 10.1 s)
to fit the model to patient data on a standard laptop PC. It may be assumed, that code opti-
mization might lead to significant improvement in this already acceptable parameter, especially
considering no manual data labeling or preprocessing is necessary.
Overall, our study showed high potential of the presented probabilistic model in identifica-
tion of accurate target position and we find the results very promising for future research in
electrophysiology-based atlas mapping.
6.4 Chapter summary
In this Chapter, we have proposed a novel method to fit a three-dimensional STN model based
solely on the electrophysiological activity, measured along exploration trajectories. Compared
to the reference method allPoints, based on 14 landmark points identified in the pre-operative
MRI scans, the proposed method achieved dramatically increased performance in identifying
the STN nucleus in all measures: mean accuracy was 88.1% as opposed to 78.7% in the case of
the allPoints method, while the advantage in sensitivity was even more pronounced: 69.0% vs
44.6%, maintaining also higher specificity.
If appropriately applied, the proposed method may increase accuracy to the surgical pro-
cedure by accurately evaluating the extent of electrode displacement due to brain shift and
electrode bending. Moreover, the method may be used to improve accurate localization of MER
location within the STN in post-operative recordings, which is of high importance in research
studies. To the best of our knowledge, the presented model represents the first fully automatic
method to fit anatomical model to recorded MER signals and as such, it may contribute to
ongoing improvements in the field of stereotactic surgery.
108 CHAPTER 6. PROBABILISTIC FITTING OF ANATOMICAL STN MODEL
Figure 6.9: Examples of model fit using the allPoints method based on characteristic MRI
points (top) and the proposed nrmsCon method based solely on electrophysiology
(b - bottom) on a left (Sin) STN five-electrode trajectory. The model position after
fitting is shown in purple, while the initial position (target method) is shown in
grey. The width of the five microelectrode trajectories denotes the NRMS value,
while colors denote manual labels: STN in yellow, other nuclei in grey. MER
positions inside the resulting model are denoted by black points, target position
shown as the red circle.
Chapter 7
Summary and perspective
In the thesis, I suggested and validated several machine learning models applied to micro and
macro-electrode signals, obtained during the DBS surgery. The methods are aimed at the
improvement of data preprocessing and analysis procedures both in the clinical and research
setting. More accurate evaluation and elimination of errors, inherent to any real-world data,
may contribute to deepening of our understanding of the disease principles, as well as to bring
direct benefit to the patients in the form of increased efficacy of the treatment methods.
7.1 Thesis achievements
Scientific contribution of this thesis is represented by the following achievements:
 A method for detection of PD tremor onset from neuronal activity recorded through the
stimulation electrodes has been developed and presented in Chapter 3. The algorithm
achieved good classification accuracy on data from a group of PD patients and the results
suggest, that an adaptive DBS device, modifying stimulation parameters to current state
of the patient is feasible. The research was published in the Journal of Neuroscience
Methods, IF(2012)=2.1 (Bakstein et al. 2012). Subsequent analysis, based on suggestion
from the aforementioned paper was published later in Biomedical Signal Processing and
Control IF(2015)=1.4 ,(Camara et al. 2015) with my minor contribution.
 Three methods for classification of MER artifact have been developed and evaluated on
a newly created extensive database of labeled MER data, including more than 20 hours
of annotated MER signals from four DBS centers. The proposed methods significantly
outperformed existing solutions (validated previously on synthetic data only) and are
provided to the research community for automatic data cleaning. The results are about
to be submitted to an impacted journal.
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 A GUI tool sigInspect was developed, that allows inspection and annotation of multi-
channel MER signals. The tool incorporates methods that can be used to automatically
identify MER artifacts and provide annotation that can be further refined manually. The
sigInspect is the first tool available for automatic and semi-automatic MER signal labeling
and artifact detection and has the potential to be used also for other signal types, owing
to the high number of configuration options. The tool is made freely available to the
research community at https://github.com/ebakstein/sigInspect.
 A probabilistic model for classification of brain nuclei in DBS trajectories with fuzzy states
has been developed and presented. The model achieved comparable performance with the
state of the art methods and proved to be suitable for the task. The main advantages
include the theoretical possibility to classify with accuracy beyond the sampling interval
of the measured data and easy extensibility. It has been shown, that the model can be
extended by the addition of prior information and should be suitable for fitting of a 3D
atlas directly to the MER recordings
 In the last Chapter, a three dimensional extension of the model has been developed and
evaluated, which optimizes position of an anatomical model of the subthalamic nucleus
based solely on the recorded MER signals. In comparison to model based on landmarks
from pre-surgical MER imaging, the proposed model achieved a considerably higher per-
formance and the results suggest that the proposed model may be used to identify and
possibly suppress the undesired inaccuracies, inherently connected with the surgery. To
the best of our knowledge, this is the first fully automatic method that extracts anatom-
ical information solely from the electrophysiological recordings and may bring significant
accuracy improvement in localization of MER recordings within anatomical structures.
7.2 Further work
In my further work, I would especially like to develop the concept of the probabilistic model for
fitting of anatomical models. I consider the following research directions especially promising:
 As suggested in the discussion of Chapter 6, several steps may be undertaken to verify
and possibly increase accuracy of the resulting transformation: i) addition of prior dis-
tribution on different transformation parameters, which has been already tested in case
of the 1D model version in Chapter 5 and proved to be viable and ii) combination of
the proposed MER-based fitting with additional information from the pre or post-surgical
imagery. Both these aforementioned points may contribute to higher accuracy in both
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the clinical and research scenarios and seem very promising and feasible based on the
presented research, as well as additional pilot results.
 Although the model from Chapter 6 was presented in connection with electrophysiology,
my interest is also the use of the model of other spatial data that can be represented
by probability distributions. I would like to investigate the possibility to use the model
for fitting of three-dimensional surface models to medical imaging techniques, such as the
magnetic resonance imaging or computed tomography. I believe that models based on
the smooth state transition are in principle generalizable to other data types and different
tasks and I would like to investigate the possibilities.
 Another future task is to convert the procedure for electrophysiology-based anatomical
model fitting from Chapter 6 into a software tool, available to the DBS community. A
possible way is also integration to existing and well accepted tools, such as the Lead DBS
(Horn et al. 2014).
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