Two major approaches are known in the field of stochastic dynamics of intra-cellular biochemical networks. The first one places the focus of attention on the fact that many biochemical constituents vitally important for the network functionality may be present only in small quantities within the cell, and therefore the regulatory process is essentially discrete and prone to relatively big fluctuations. The second approach treats the regulatory process as essentially continuous. Stochasticity in such processes may occur due to bistability and oscillatory motion within the limit cycles.
dimensionality coupled with highly nonlinearity of a dynamical system. In mathematical terms, burstiness is associated with heavy-tailed probability distributions of stochastic processes describing the dynamics of the system. The sequence of stochastic cooperativity events allows for transition from continuous deterministic dynamics expressed in terms of ordinary differential equations (ODE) to discrete stochastic dynamics expressed in terms of Langevin and Fokker-Plank equations.
We demonstrate also that high-dimensional nonlinear systems, even in the absence of explicit mechanisms for suppressing inherent instability, may nevertheless reside in a state of stationary pseudo-random fluctuations which for all practical purposes may be regarded as stochastic process. This type of stochastic behavior is an inherent property of such systems and requires neither an external random force, nor highly specialized conditions of bistability.
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Introduction
High-dimensional biochemical networks are the integral parts of intracellular organization. The most prominent roles in this organization belong to genetic regulatory networks [1] and protein-interaction networks [2] . Also, there are numerous other subsystems, such as metabolic [3] and glycomic networks [4] , to name just a few. All these networks have several important features in common. First, they are highly diverse, i.e., contain numerous (up to tens of thousands) different types of molecules. Second, their dynamics is constrained by a highly structured, densely tangled intracellular environment. Third, their constituents are predominantly macro-molecules interacting in accordance with the laws of thermodynamics and chemical kinetics. Fourth, all these networks may be called "unsupervised" in the sense that they do not have an overlaying regulatory structure of a non-biochemical nature that would control the behavior of each individual molecule. Although the term "regulation" is frequently used in the description of cellular processes, its actual meaning is different from that in the systems control theory. In this theory, a controller is a device which is largely independent on the system under control. It has an ability to gather the information about the system in a noninvasive manner through sensors and signal exchange, but, importantly, this exchange has a different physical nature than the system-to-be-controlled. Notably, the regulatory signal produced by the controller and the way it directs the system are of a different physical nature than the functions of the system under control. Contrary to this picture, the intra-and inter-cellular regulations are of a biochemical nature themselves (e.g., protein signal transduction [5] ); therefore, the subdivision of a system on the regulator and the subsystem-to-be-regulated is largely nominal. Logically, such a subdivision serves as a way of compartmentalizing a big biochemical system into relatively independent parts for the simplification of analysis. However, in biology this compartmentalization is rarely unambiguous, and it is never known for sure what regulates what. Another term frequently used in description of cellular dynamics is "machine" or "machinery." Although these words are appropriate to express our fascination with the high level of organization of the cells and apparent purposefulness in their actions, yet the analogy of the machine fails to go far enough. The machines per se are being assembled in an environment different from that in which the machines are intended to work. There are always a design, a designer's mind and a designer's tools behind the creation of a machine; these tools are of a different physical nature than the operational modalities of the machine itself. On the contrary, the cellular machines are self-assembled; the resources of their creation are the same as the resources the machines are working with, that is the macromolecules and biochemical reactions. Similar reservations should be made regarding the concepts of "information", "coding", "signal" and other terms borrowed from the human technological and societal experiences. These analogies and metaphors are useful instruments assisting human imagination in dissecting cellular realities, but none of them should be taken too literally. The drawback of these instruments is that their indiscriminate usage obscures the fundamental fact that intracellular functionality is nothing else than a vast system of interconnecting biochemical reactions between billions of molecules belonging to tens of thousands of various molecular species. Therefore, studying general properties of such large biochemical systems is of primary importance for understanding functionality of the cell.
In this work, the focus of attention is placed on dynamical stability of the biochemical networks. First, we show that stringent requirements of dynamical stability have very little chance to be satisfied in the biochemical networks of sufficiently high order.
Second, we show that a dynamically unstable system does not necessarily end up its existence through explosion or implosion, as prescribed by simple linear considerations.
It is possible that such a system would reside in a dynamic state similar to a stationary or slowly evolving stochastic process. Third, we conjecture that the motion in a highdimensional system of strongly interacting units inevitably includes a pattern of "bursting", i.e., sporadic changes of the state variables in either positive or negative directions. In biology, burstiness is an experimentally observed phenomenon [6] [7] [8] [9] , and a number of theoretical works have been performed to understand its origins [10] [11] [12] [13] . Two major facts are usually invoked to explain the burstiness. The first one is that some of the molecules critically important for the network functionality are present in the cell in small quantities, thus producing large random fluctuations downstream in the biochemical pathways. Another popular approach places the focus of attention on the oscillatory motion within limit cycles involving a number of simultaneous chemical reactions. The analysis presented in this paper points out to another possible scenario of bursting, in addition to the existing models. Unlike the two approaches just mentioned, the mechanism we consider does not require any special conditions for its realization.
Rather, it is seen as a ubiquitous property of any high-dimensional highly nonlinear dynamical system, including biochemical networks. The mechanism of stochastic evolution proposed here allows for some experimentally verifiable predictions regarding global parameters characterizing the system.
Nonlinear Model and the State of Equilibrium
A natural basis for the description of chemical kinetics in a multidimensional network is the power-law formalism, also known under the name S-systems [14] [15] [16] [17] . A useful property of S-systems is that S-functions are the "universal approximators," i.e., have the capability of representing a wide range of nonlinear functions under mild restrictions on their regularity and differentiability. S-functions are found to be helpful in the analysis of genome-wide data, including those derived from microarray experiments [18] . However, the most important in the context of this work is the fact that in the vicinity of equilibrium any nonlinear dynamical system may be represented as an S-system [19] .
Unlike mere linearization which replaces a nonlinear system by the topologically isomorphic linear one, the S-approximation still retains essential traits of nonlinearity but
often is much easier to analyze.
Without loss of generality, the system of equations of chemical kinetics may be recast in the following form
where i α , i β are the rates of production and degradation, and i m p , are the stoichiometric coefficients in the direct and inverse reactions, respectively. Depending on the nature and complexity of the system under investigation, the quantities{
, may represent various biochemical constituents participating in the process, including individual biomolecules or their aggregates. In the context of GRN, these biochemical constituents may include proteins, mRNAs, DNA, and numerous transcription factors such as holoenzymes, promoters, repressors and others [20] . There is no unique way of representing the biochemical machinery in mathematical form:
depending on the level of structural "granularity" and temporal resolution, the same process may be seen either as an individual chemical reaction or as a complex system of reactions. For example, the process that is commonly characterized as a singular event of
"binding" of a protein to the regulatory site in reality is the sequence of events of enormous complexity involving a large number of rearrangements and supported by numerous transcriptional co-activators. Similarly, on a certain level of abstraction, the process of transcription may be seen as an individual biochemical reaction between RNA polymerase and DNA molecule, whereas a more detailed view reveals a complex "dance" 1,..., i= N involving hundreds of elemental steps, each representing a separate chemical reaction [21] . However, it is important to note that in principle, regardless the complexity of the system, its dynamics may be expressed in the form (1) with appropriate definitions of
Simple algebra allows for transformation of equation (1) 
where
A for technical details.) It is easy to see that the fixed point is located in the origin of coordinates and that the Jacobian matrix in its vicinity is simply
No simplifications have been made for the derivation of (2) (3) . This means that these equations are quite general and may be always derived for any given sets of rates and stoichiometric coefficients.
Structure of the Solution in the Vicinity of Equilibrium
Equations ( of spatially separated processes supporting homeostatic equilibrium is a fundamental feature of living systems; it is very distinct from the state of "heat death" expressed in PDB. The principles governing the behavior of such systems (known as "dissipative structures") have been formulated by Prigogine [23] . The most fundamental among these is the principle of minimal entropy production. It should be noted, however, that this principle is phenomenological by nature and cannot be directly derived from the equations of underlying dynamics [24] . Therefore, there are no first principles that would impose any limitations on the structure of the Jacobian matrix, J , in the vicinity of the fixed point. This means in turn that J is just a matrix of general form, and there is no reason to expect that it has only the eigenvalues with negative real parts. Consequently, generally speaking, there are no reasons to assume that the macroscopic law of motion,
i.e., , is stable. Although the assumption of stability is frequently introduced in the context of genetic regulation, in fact, it refers to a highly specific condition which is hardly possible in multidimensional systems with many thousands of independent governing parameters.
It is sometimes argued that this presumed instability contradicts the common perception of smooth behavior of living entities. It should be noted in this regard that there are several qualitatively similar concepts characterizing temporal evolution which are frequently used interchangeably in biology, but should be clearly distinguished in mathematical modeling. It is especially important to distinguish between stability and stationarity. In biology, it is often observed that certain states either do not change at all or evolve slowly. Such a behavior may be the result of a genuine dynamical stability of the system, but also it may be the result of averaging across the population of cells of stationary variations in an inherently unstable dynamical system. On a macro level, these two behaviors may look similar, and thus both deserve to be characterized as "stable."
In this context, it is useful to recall some fundamental results pertaining to stability of nonlinear systems. According to the theorem by Lyapunov [25] , the matrix J is stable if and only if the equation has a solution, , and this solution is a positive definite matrix [25] . If such a solution does exist then the criteria of stability are reduced to the sequence of inequalities 
Matrix is a complicated function of all the stoichiometric coefficients and kinetic rates characterizing the network. Inequalities (4) would impose the set of very stringent constraints of high algebraic order on the structure of dynamically stable biochemical networks. Another classical approach to stability consists of the application of the RouthHurwitz criterion [25] . In this approach, one first calculates the characteristic polynomial of the Jacobian matrix; then one builds the sequence of the so-called Hurwitz regarding kinetic rates and stoichiometric coefficients. Therefore, generally, highdimensional biochemical networks which are not purposefully designed to be stable (like in reactors for biochemical synthesis [27] ) are reasonably presumed to be unstable. It is sometimes argued that the cell is not "a bag of molecules" but rather it is a complex "machine." It is also hypothesized that in the process of evolution the "evolutionary pressure" moved the cell from one stable configuration to another. Not discarding such a possibility, one still has to recognize that the "evolutionary pressure" is not a law by itself but rather is a label for all the unknown laws which brought the living systems into existence. In this capacity, the "evolutionary pressure" is analogous to the "wisdom of nature" or even to the "intelligent design"; it is not an established fact, but rather an expression of hope that the mechanism providing stability will be discovered sooner or later. It is precisely the goal of this paper to show how an apparent stability may appear even in the dynamically unstable high-dimensional biochemical networks. 
Stochastic Cooperativity
The term cooperativity is widely used in biology for describing multi-step joint actions of biomolecular constituents to produce a singular step in intracellular regulation [28, 29] .
In intra-cellular regulatory dynamics, the term cooperativity reflects the fact that an individual act of gene expression is not possible until all the gene-specific co-activators are accumulated in the quantities sufficient for triggering the transcription machinery. In happens that an inherently unstable system nevertheless behaves decently and does not explode or implode as prescribed by its linear instability. In simplified terms, the reason is that sporadic deviations of concentrations in positive directions are followed, sooner or later, by the balancing responses in degradation, thus maintaining approximate equilibrium.
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Probabilistic Structure of Burstiness
In order to envision a stochastic structure in the solution to equation (2) we make use of three fundamental results from the theory of stochastic processes, namely, (i) Central Limit Theorem (CLT) under the strong mixing conditions (SMC) [30] ; (ii) asymptotic distribution of level-crossings by stationary stochastic processes [31] and (iii) probabilistic structure of heavy-tailed (also known as bursting) processes [32] . We first notice that the arguments of in (2) are combined into two linear forms,
in which only n terms are non-zeros, where is the typical number of proteins facilitating gene expression; as mentioned above, this number may be of order from several dozens to hundreds. Generally, collections of transcription factors are genespecific, and there is no explicit correlation between transcription rates and transcription stoichiometry. We therefore may view these collections as independently bootstrapped from the totality of the proteome. According to the CLT under the SMC, the sums of weakly dependent random variables are asymptotically normal. Note that according to the Lindeberg theorem [33] , the terms in and are not required to be identically distributed: boundedness of the second moments is sufficient for the validity of CLT. Validity of the SMC, as applied to and is easy to demonstrate by simulation. Importantly, the sums (5) are asymptotically normal even when the processes 
Since and are Gaussian, the processes and e are lognormally distributed; their expectations and variances are, respectively,
where dot stands for or Q . The correlation coefficient between two exponentials is P
The right-hand side in (2) is the difference of two lognormal random variables. Exact probabilistic distribution of this difference is unknown. We have found by simulation that these distributions may be reasonably well approximated by the Generalized Pareto
More specifically, the tail distributions of The fact that is representable through the "heavy-tailed" GPD is significant. As well known from the literature [32] , stochastic processes with heavy-tailed distribution usually possess the property of "burstiness". This property means that a substantial amount of spectral energy of such processes is contained in the so-called "exceedances",
i.e., in the short sporadic pulses beyond the certain predefined bounds. 
where ik µ is the matrix of random Pareto-distributed amplitudes and is the set of random point processes coinciding with the events of bursting. 
Meaning of Stochastic Stability
Having the Langevin equation (16) [ ]
and using the standard Dirichlet technique, we find
By definition, the diffusion coefficient is
Since the correlation radius is much smaller than the inter-event time, in the above integral T may be extended to ∞ . Therefore, 2 0 ( )
Expression (20), after some inessential simplifications, may be reduced to
where n N λ =
; (see Appendix B for details.) In equation (24) 
where denotes the network-wide variance of fluctuations and
⎥ is the network-wide square of relaxation time. Equation (25) reveals important details of multidimensional diffusion in the biochemical networks. 
Equation (25) As is well known, there are two major types of problems associated with FPE; the stationary problem and the initial value problem [34] . None of these approaches seems to be quite adequate for intracellular networks. Stationary approach is only meaningful when there are permanent influx and outflow of chemical constituents to and from the system, and, in addition, the time frame available for observation is substantially greater than all the [36] . The FPE framework proposed in this paper has an advantage of flexibility allowing one to treat each process individually, from stationary approach for the rapidly evolving constituents to the initial value approach for slow processes. Although not being trivially simple, the FPE methodology is nevertheless much simpler than tackling the original ODE system (1).
Importantly, the stochastic model introduced in this paper does not depend on arbitrary assumptions regarding extraneous random noise of unknown origin. It emerges solely as a consequence of the deterministic equations of chemical kinetics (1) thus better conforming to the Ockham's lex parsimoniae principle.
Due to random partitioning and stochasticity of transcription initiation, the initial condition for the system of equations (21) may be considered as random. Starting with these initial conditions, the system is predominantly driven by the sequence of sporadic events of stochastic cooperativity. Although each such event produces a noticeable momentary shift in the system's evolution, the multitude of such events makes its overall behavior quite smooth; this behavior is illustrated in Figure 7 , bottom panel. In principle, solution of the FPE with initial conditions is a non-stationary process in which individual variances of constituent-specific concentrations grow linearly with time. However, this non-stationarity is only noticeable in large time scales and reflects slow evolution of the system as a whole. Linear growth of variances with time reflects a progressive desynchronization of the biochemical interactions. This process may be viewed as slow "aging" of the system, whereas the sequence of stochastic cooperativity events itself looks more like the system's current "business as usual."
Discussion
In this paper, the Pareto representation of exceedances has been derived from the fact that and are Gaussian processes, and, therefore, e and e are lognormally distributed. We have justified the normality of and by the CLT.
This assumption, however, served the only goal to simplify the analysis and may be substantially relaxed at the expense of increased complexity of calculations.
Conceptually, all the major ideas leading to the notion of stochastic cooperativity would stay in place even without transition to asymptotic normality. Let's assume again, as we did in the examples in
are lognormal processes. This time, however, we do not assume that the number of nonzero elements in these sums is sufficiently large to equate the distributions of sums to their asymptotic limits. This would reflect the situation when the number of transcription factors is comparatively small (quite a rare case, as far as gene expression is concerned!) Generally, exact analytical expressions for the distributions of sums of lognormals are unknown, but there is a consensus in the literature that they may be accurately modeled as lognormally-distributed themselves [37] . We have performed the simulation for studying probabilistic structure of the exceedances with lognormal and . It is rather remarkable that the GPD turns out to be a good approximation in this case as well, with the only reservation that simple parameterizations (12) (13) are no longer valid and should be replaced by more complex ones.
The property of stochastic cooperativity is not limited to a special form of dynamical systems introduced through S-functions. There is a much wider class of nonlinear systems where the above outlined approach may be applied as well. Let, for example, { ( )} i F x be a vector of positive monotonic functions with all ( ) 0
Let us also assume that P and Q are two matrices of all positive elements independently drawn from the same distribution. If the parameter σ is sufficiently large, then the dynamics of the system
will possess the properties of stochastic cooperativity and burstiness. The simplest way to envision this fact is to recall that, in accordance to the above mentioned property of Sfunctions to be "universal approximators", any nonlinear system may be represented through S-functions in the vicinity of the fixed point. This and other generalizations are currently under development and the results are to be published elsewhere.
There is a vast literature devoted to modeling the intracellular dynamics as a sequence of discrete events, famously exemplified by the Boolean Networks [38] , Cellular Automata [39] and Artificial Genome [40] , to name just a few (see [41] for comprehensive review.)
Generally, the discrete and continuous descriptions largely exist as two separate, methodologically alternative realms. In the discrete dynamics, it is difficult, if possible at all, to realistically incorporate biochemical processes; differential equations of chemical kinetics is the only way to explicitly utilize the laws of molecular interactions [42] . On the other hand, when delving into intricate details of the trajectories in the state space with dimension in thousands, it is easy to loose a big picture and overall logic of events.
Only the abstract discrete models seem to be able to reveal this logic. The model proposed in this work may serve as a natural bridge between the two approaches.
Although in the time scale of the lifecycle of the cell the chemical reactions are essentially continuous processes, the sequence of events of stochastic cooperativity is essentially discrete.
Summary
We have outlined the mechanism by which a multidimensional autonomous nonlinear system, despite being dynamically unstable, nevertheless may be stationary, that is, may reside in a state of stochastic fluctuations obeying the probabilistic laws of random walk.
Importantly, in this mechanism, the transition from the deterministic to probabilistic laws of motion does not require any artificial assumptions regarding the presence of extraneous random noise of unknown origin; stochastic-like behavior is produced by the system itself. An important role in forming this type of fluctuative motion belongs to inherent burstiness of the system associated with the events of stochastic cooperativity.
Unlike classical Langevin approach, macroscopic laws of motion of the system are not required to be dynamically stable. The overall properties of stochastic cooperativity and burstiness are largely independent of the structure of the Jacobian's eigenvalues in the vicinity of a fixed point.
In this work, we have selected the S-systems to be an example of a nonlinear system. At 
Since we are interested only in positive solutions, we replace exp( ) We note further that
and, because , we find that 
Appendix B. Derivation of the Autocorrelation Function
We start with two inessential simplifications. First, if the number of components in the sums U t , V t is sufficiently large then we may ignore the differences between P, and , respectively, in the expressions (7) for variances and . Another simplification is based on the computationally established fact that the coefficients of variation of and across the genes are much smaller than that of . Therefore, we can replace and by their averages across the genes (see [26] for more detail). After these simplifications 1 ( ) 
