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Low-rank modeling generally refers to a class of methods that solve problems by representing variables
of interest as low-rank matrices. It has achieved great success in various fields including computer vision,
data mining, signal processing and bioinformatics. Recently, much progress has been made in theories,
algorithms and applications of low-rank modeling, such as exact low-rank matrix recovery via convex pro-
gramming and matrix completion applied to collaborative filtering. These advances have brought more and
more attentions to this topic. In this paper, we review the recent advance of low-rank modeling, the state-
of-the-art algorithms, and related applications in image analysis. We first give an overview to the concept of
low-rank modeling and challenging problems in this area. Then, we summarize the models and algorithms
for low-rank matrix recovery and illustrate their advantages and limitations with numerical experiments.
Next, we introduce a few applications of low-rank modeling in the context of image analysis. Finally, we
conclude this paper with some discussions.
1. INTRODUCTION
In many research fields the data to be analyzed often have high dimensionality, which
brings great challenges to data analysis. Some examples include images in computer
vision, documents in natural language processing, customers’ records in recommender
systems, and genomics data in bioinformatics.
Fortunately, the high-dimensional data often lie in a low-dimensional subspace.
Mathematically, if we represent each data point by a vector di ∈ Rm and denote the
entire dataset by a big matrix D = [d1, · · · ,dn], the low-dimensionality assumption
can be translated into the following low-rank assumption: rank(D) ≪ min(m,n). A
typical example in computer vision is Lambertian reflectance, where d1, · · · ,dn corre-
spond to a set of images of a convex Lambertian surface under various lighting con-
ditions [Basri and Jacobs 2003]. Another example is from signal processing, where di
represents a vector of signal intensities received by an antenna array at time point i.
Interested readers are referred to [Markovsky 2012, Chapter 1.3] for more low-rank
examples.
In the real world, the raw data can hardly be perfectly low-rank due to the existence
of noise. Therefore, the following model is more faithful to real situations
D = X+E, (1)
where X corresponds to a low-rank component and E corresponds to the noise or er-
ror in measurements. Recovering the low-rank structure from noisy data becomes the
centric task in many problems.
A conventional approach to finding the low-rank approximation is to solve the fol-
lowing optimization problem:
min
X
‖D−X‖2F ,
s.t. rank(X) ≤ r, (2)
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where ‖Y‖F =
√∑
ij Y
2
ij denotes the Frobenious norm of a matrix.
1 Solving such
a minimization problem can be interpreted as seeking the optimal rank-r esti-
mate of D in a least-squares sense. According to the matrix approximation theorem
[Eckart and Young 1936], the solution to (2) is given analytically by the singular value
decomposition (SVD):
X∗ =
r∑
i=1
σiuiv
T
i , (3)
where {ui}, {vi}, and {σi} for i = 1, · · · , r correspond to the left singular vectors, right
singular vectors, and singular values of D, respectively. The vectors u1, · · · ,ur also
form an orthogonal basis to represent a r-dimensional subspace that can best embed
the data. This procedure corresponds to Principal Component Analysis (PCA) [Jolliffe
2002] in statistics.
While PCA is one of the most popular tools for data analysis because of the analyti-
cal solution in computation and the provable optimality under certain assumptions, it
cannot handle some difficulties in real applications. Consider the following two com-
mon examples:
Recovery from a few entries. In many applications, we would like to recover a
matrix from only a small number of observed entries. A typical example is that, when
building recommender systems, we hope to make predictions to customers’ preferences
based on the information collected so far. The NetFlix problem [Koren et al. 2009] is a
famous instance. The data is a big matrixD with each entryDij ∈ {1, · · · , 5} recording
the rating of customer i for movie j. There are around 480K customers and 18K movies
in the dataset, but only 1.2% entries have values since each customer only rated about
200 movies on average. The problem is how to predict the ratings that have not been
made yet based on the current observation. A popular solution is to assume that the
rating matrix should be low-rank. This assumption is based on the fact that a subgroup
of customers are likely to share a similar taste and their ratings to the movies will
be highly correlated. Consequently, the rank of the rating matrix will be bounded by
the number of subgroups formed by the customers. Therefore, the problem turns into
recovering a low-rank matrix from a few entries. This problem is often called Matrix
Completion (MC).
Recovery from gross errors. In some other applications, we have to recover a low-
dimensional subspace from corrupted data. For example, the face images of a person
may include glasses or shadows that occlude the true appearance. The classical PCA
assumes independently and identically distributed (i.i.d.) Gaussian noise and adopts
the sum of squared differences as the loss function, as shown in (2). Since the least-
squares fitting is sensitive to outliers, the classical PCA can be easily corrupted by
these gross errors. For example, the reconstructed face images would include arti-
facts caused by the glasses or shadows in the input images [De La Torre and Black
2003]. Recovering a subspace or low-rank matrix robustly in the presence of outliers
has become a popularly-studied issue. This problem is often called Robust Principal
Component Analysis (RPCA).
In recent years, many new techniques for low-rank matrix recovery have been pro-
posed. In the following, we will introduce some representative works. Basically, they
1In this paper, a matrix is denoted by a capital letter, e.g. Y. An element and a column of Y are denoted by
Yij and yi, respectively.
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can be divided into two categories based on their approaches to modeling the low-rank
prior. The first approach is to minimize the rank of the unknown matrix subject to
some constraints. The rank minimization is often achieved by convex relaxation. We
call these methods rank minimization methods. The second approach is to factorize the
unknown matrix as a product of two factor matrices. The rank of the unknown matrix
is upper bounded by the ranks of the factor matrices. We call these methods matrix
factorization methods.
The rest of this paper is organized as follows.2 In Section 2, we will review the rank
minimization methods for low-rank matrix recovery. We shall introduce some typical
models as well as the corresponding optimization algorithms to solve these models. In
Section 3, we will introduce matrix factorization methods for low-rankmatrix recovery.
In Section 4, we will use synthesized experiments to illustrate the performances of the
discussed methods. In Section 5, we will give a brief review of the applications of low-
rank modeling in image analysis. Finally, we will conclude the paper with discussions
in Section 6.
2. RANK MINIMIZATION
A direct approach to recovering a low-rank matrix is to minimize the rank of the ma-
trix with certain constraints that make the estimated matrix consistent with original
data. However, the rank minimization problem is combinatorial and known to be NP-
hard [Fazel 2002]. Therefore, convex relaxation is often used to make the minimization
tractable. The most popular choice is to replace rank with the nuclear norm which is
defined as
‖X‖∗ =
r∑
i=1
σi, (4)
where σ1, σ2, · · · , σr are the singular values ofX and r is the rank ofX. The advantages
of using the nuclear norm relaxation are mainly two-folds. Firstly, the nuclear norm
is convex. Hence, it is feasible to compute the global optima of the relaxed problem
efficiently. Secondly, the nuclear norm is proven to be the tightest convex surrogate
of rank [Fazel 2002]. It means that the nuclear norm is the best approximation to
the rank operator in all convex functions. Moreover, the analogy between using the
nuclear norm for low-rank matrix recovery and using the ℓ1-norm for sparse signal
recovery has been well established [Recht et al. 2010], and the exact recovery property
has been proven for some low-rank models using the nuclear norm [Recht et al. 2010;
Cande`s and Recht 2009; Cande`s et al. 2011]. In the following, we will first introduce
the convexmodels, summarize the optimization algorithms, and finally introduce some
nonconvex relaxation methods briefly.
2.1. Matrix Completion
In matrix completion, missing values in a matrix are estimated given observed values
{Dij|ij ∈ Ω}, where Ω denotes the set of observed entries. As discussed previously, the
common assumption is that the matrix should be low-rank. To solve the problem, the
following optimization problem is often considered:
min
X
rank(X),
s.t. PΩ(X) = PΩ(D), (5)
2A conference version of this paper appeared in Proceedings of SPIE Defense, Security, and Sensing 2013
[Zhou and Yu 2013].
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where PΩ(X) denotes the operation of projecting matrix X to the space of all matrices
with nonzero elements restricted in Ω, i.e. PΩ(X) has the same values as X for the
entries in Ω and zero values for the entries outside Ω. The equality constraint in (5)
says that the estimated values should coincide with the existing data.
As we discussed earlier, replacing rank with the nuclear norm can make the problem
tractable. In some recent works [Cande`s and Recht 2009; Cai et al. 2010], the following
convex problem is solved:
min
X
‖X‖∗,
s.t. PΩ(X) = PΩ(D), (6)
Cande`s and Recht [2009] theoretically proved that the solution of (6) can exactly re-
cover the low-rank matrix with a high probability, if the underlying low-rank matrix
satisfies the incoherence condition and the locations of observed entries Ω are uni-
formly distributed with |Ω| ≥ Cn1.2r logn , where |Ω| is the number of observed entries,
C is a positive constant, n is the matrix size, and r is the rank. Here the incoherence
condition is used to mathematically characterize the difficulty of recovering the under-
lying low-rank matrix from a small number of sampled entries. Informally, it says that
the singular vectors of the underlying low-rank matrix should sufficiently “spread out”
and be uncorrelated with the standard basis. An extreme example is that the underly-
ing low-rank matrix takes 1 in its (i, j)-th entry and 0 elsewhere. This matrix can be
recovered only if the (i, j)-th entry is actually sampled. This result has been further
strengthened to |Ω| ≥ Cnr poly(logn) by imposing the strong incoherence condition
[Cande`s and Tao 2010; Gross 2011].
In real applications, the observed entries may be noisy, and the equality constraint
in (6) will be too strict, resulting in over-fitting [Mazumder et al. 2010]. Therefore,
the following relaxed form of (6) is often considered for matrix completion with noise
[Candes and Plan 2010; Mazumder et al. 2010]:
min
X
1
2
‖PΩ(D)− PΩ(X)‖2F + λ‖X‖∗, (7)
where the parameter λ controls the rank of X and the selection of λ should depend on
the noise level [Candes and Plan 2010].
2.2. Robust Principal Component Analysis
Convex programming has also been used to solve RPCA. A popular method is named
sparse and low-rank decomposition [Cande`s et al. 2011], and involves the decomposi-
tion of a matrix D as a sum of a low-rank component X and a sparse component E
by minimizing the rank of X and the cardinality of E simultaneously. The surprising
message is that, under some mild assumptions, the low-rank matrix can be exactly re-
covered by the following convex program named Principal Component Pursuit (PCP)
[Cande`s et al. 2011]:
min
X,E
‖X‖∗ + λ‖E‖1,
s.t. X+E = D. (8)
Here, the nuclear norm ‖X‖∗ and the ℓ1-norm ‖E‖1 are the convex surrogates of rank
and cardinality, respectively. Cande`s et al. [2011] and Chandrasekaran et al. [2011]
analyzed the conditions for exact recovery. Briefly speaking, it has been proven that
the underlying low-rank matrix X∗ and the underlying sparse matrix E∗ can be ex-
actly recovered with high probability if X∗ satisfies the incoherence condition and the
nonzero entries of E∗ are sufficiently sparse with a random spatial distribution. More-
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over, a theoretical choice of parameter λ is provided to make the exact recovery most
likely [Cande`s et al. 2011].
The basic model in (8) was extended to handle additional scenarios such as Stable
PCP that considers Gaussian noise [Zhou et al. 2010], the outlier pursuit that incor-
porates group sparsity [Xu et al. 2012a], and the matrix recovery from compressive
measurements [Wright et al. 2012]. In Stable PCP [Zhou et al. 2010], the equality con-
straint in (8) is relaxed to be ‖X + E − D‖F ≤ σ to allow the existence of Gaussian
noise. In implementation, the following problem is solved
min
X,E
‖X‖∗ + λ‖E‖1 + µ
2
‖X+E−D‖2F , (9)
where µ is a parameter determined by the noise level.
2.3. Optimization Algorithms
The following theorem ([Cai et al. 2010, Theorem 2.1]) serves as an important building
block in nuclear norm minimization algorithms:
THEOREM 2.1. The solution to the following problem
min
X
1
2
‖Z−X‖2F + λ‖X‖∗ (10)
is given by X∗ = Dλ(Z), where
Dλ(Z) =
r∑
i=1
(σi − λ)+uivTi , (11)
r is the rank of Z, (x)+ = max(x, 0), and {ui}, {vi} and {σi} are the left singular vectors,
right singular vectors and singular values of Z, respectively.
Dλ is named the singular value thresholding (SVT) operator [Cai et al. 2010].
Based on Theorem 2.1, various algorithms have been developed for specific prob-
lems. Two of the most popular techniques are the Proximal Gradient (PG) method
[Moreau 1965] and the Augmented Lagrangian Method (ALM) [Bertsekas 1999], both
of which are applicable to a variety of convex problems. The PG method is very use-
ful to solve the norm-regularized maximum-likelihood problems such as the model
in (7), whose energy function comprises a differentiable loss and a nonsmooth reg-
ularizer. Moreover, the PG method is often combined with the Nesterov method to
accelerate convergence [Nesterov 2007; Beck and Teboulle 2009]. Examples using the
PG method include [Ji and Ye 2009; Mazumder et al. 2010; Toh and Yun 2010], etc.
The ALM method is closely related to the Alternating Direction Method of Multipli-
ers (ADMM) [Boyd 2010]. It provides a powerful framework to solve convex problems
with equality constraints such as MC in (6) and PCP in (8). The algorithms used in
[Lin et al. 2010; Cande`s et al. 2011] belong to this class. The details of PG and ALM
will be given in the following subsections.
2.3.1. Proximal Gradient. In sparse learning problems, the following optimization prob-
lem is often considered:
min
X
f(X) + λR(X), (12)
where f(X) usually denotes a differentiable loss function and R(X) corresponds to a
convex regularizer which might be nonsmooth. For example, the matrix completion
with noise in (7) uses f(X) = ‖PΩ(X−D)‖2F and R(X) = ‖X‖∗.
If f(X) is simply the sum of squared differences between X and a given matrix, the
problem in (12) is named the proximal problem [Moreau 1965], which can be solved
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analytically for many types of R(X). For example, if R(X) is the nuclear norm, the
problem can be solved analytically based on Theorem 2.1.
When (12) is not a standard proximal problem, the Proximal Gradient (PG) method
[Moreau 1965] is usually used. In PG, a quadratic approximation to f(X) is made
around the previous estimate X′ in each iteration. Define
Qµ(X,X
′) = f(X′) + 〈∇f(X′),X−X′〉+ µ
2
‖X−X′‖2F + λR(X),
=
µ
2
‖X− [X′ − 1
µ
∇f(X′)]‖2F + λR(X) + const., (13)
where <> means the inner product and µ is a constant. It can be proven that
[Beck and Teboulle 2009], if f(X) is differentiable and convex with a Lipschitz con-
tinuous gradient satisfying
‖∇f(X1)−∇f(X2)‖F ≤ µ‖X1 −X2‖F , (14)
(12) can be solved by repeatedly updating X via
Xk+1 = argmin
X
Qµ(X,X
k),
= argmin
X
1
2
‖X− [Xk − 1
µ
∇f(Xk)]‖2F +
λ
µ
R(X) (15)
with a convergence rate of O(1/k). It is easy to see that (15) is simply the proximal
problem, which is often convenient to solve.
The Accelerated Proximal Gradient (APG) method uses the Nesterov method
[Nesterov 1983] to accelerate the convergence of PG. Instead of making quadratic ap-
proximation around Xk, APG makes the approximation at another point Yk, which is
a linear combination of Xk and Xk−1. This modification will give a convergence rate
of O( 1k2 ). Please refer to [Nesterov 2007; Beck and Teboulle 2009] for details. The APG
method is summarized in Algorithm 1.
Algorithm 1 Accelerated Proximal Gradient (APG)
1. Initialize: X0 = X−1 ∈ Rm×n, t0 = t−1 = 1
2. repeat
3. Yk = Xk + t
k−1
−1
tk (X
k −Xk−1)
4. Xk+1 = argminXQµ(X,Y
k)
5. tk+1 =
1+
√
1+4(tk)2
2
6. until convergence
The PG and APGmethods have been intensively used to solve the matrix completion
problem in (7), where the updating in (15) is solved via SVT. For example, the SOFT-
IMPUTE algorithm in [Mazumder et al. 2010] solves (7) by iteratively updating X by:
Xk+1 = Dλ(PΩ(D) + PΩ⊥(Xk)) = Dλ(Xk − [PΩ(Xk)− PΩ(D)]), (16)
where PΩ⊥ denotes the complementary projection such that PΩ(Xk) + PΩ⊥(Xk) = Xk.
It is straightforward to find that (16) is equivalent to (15) with µ = 1. Hence, the SOFT-
IMPUTE algorithm can be interpreted as PG with fixed step length. The FPCA algo-
rithm introduced in [Ma et al. 2011] is also based on PG with a continuation technique
to accelerate convergence. Ji and Ye [2009] and Toh and Yun [2010] also proposed dif-
ferent implementations of APG for matrix completion. Tomioka et al. [2010] proposed a
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Dual Augmented Lagrangian algorithm for matrix completion, which achieves super-
linear convergence. It can be interpreted as a proximal method with the descending
directions computed from the augmented Lagrangian of the dual problem.
2.3.2. Augmented Lagrangian Method. The Augmented Lagrangian Method (ALM)
[Bertsekas 1999] is a classical tool to minimize a convex function with equality con-
straints. We will use PCP in (8) as an example to introduce this method.
To remove the constraintX+E = D, a multiplierY is introduced and the augmented
Lagrangian of (8) reads
Lµ(X,E,Y) = ‖X‖∗ + λ‖E‖1+ < Y,D−X−E > +µ
2
‖D−X−E‖2F . (17)
ALM alternates between the following two steps:
(Xk+1,Ek+1) = argmin
X,E
Lµ(X,E,Y
k), (18)
Yk+1 = Yk + µ(D−Xk+1 −Ek+1), (19)
which are named primal minimization and dual ascent, respectively. For PCP, the pri-
mal minimization in (18) is difficult over X and E simultaneously. But if we fix one
variable and minimize over the other one, the marginal optimization over X (or E)
turns into the nuclear norm (or ℓ1-norm) regularized proximal problem, which can be
efficiently solved by SVT (or soft-thresholding). Then, the X-step and E-step are re-
peated until convergence to solve (18).
A more efficient way is to update the primal variables X and E for only one iter-
ation, instead of exactly solving (18) before updating the dual variable Y [Lin et al.
2010; Cande`s et al. 2011]. This is named the Inexact Augmented Lagrangian Method
(IALM), a special case of the Alternating Direction Method of Multipliers (ADMM)
[Boyd 2010]. The method is summarized in Algorithm 2. It can be proven that the
sequences {Xk} and {Ek} will converge to an optimal solution of (8) [Lin et al. 2010;
Boyd 2010].
Algorithm 2 Inexact Augmented Lagrangian Method (IALM) for PCP
1. Initialize: E0 = Y0 = 0
2. repeat
3. Xk+1 = argminX Lµ(X,E
k,Yk)
4. Ek+1 = argminE Lµ(X
k+1,E,Yk)
5. Yk+1 = Yk + µ(D−Xk+1 −Ek+1)
6. until convergence
ALM can also be applied to matrix completion in (6). In [Lin et al. 2010], the equality
constraint PΩ(X) = PΩ(D) is replaced by X = D + E and PΩ(E) = 0. The new con-
straint is equivalent to the original one, but the projection operator on X has been re-
moved. Then, the ALM is applied. In this way, minimizing the augmented Lagrangian
over X turns into a proximal problem, which could be solved by SVT. ALM was also
applied to solve the nonnegative matrix factorization problem for matrix completion
[Xu et al. 2012b].
2.4. Nonconvex Rank Minimization
Recently, a few works used nonconvex functions instead of the nuclear norm as the
surrogates of rank for rank minimization. A typical choice is the Schatten-p norm of
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singular values:
fp(X) =
(
r∑
i=1
σpi
)1/p
, (20)
where σ1, · · · , σr are singular values of X. When p → 0, fp(X) → rank(X), and
the minimization is intractable. When p = 1, f1(X) turns out to be the nuclear
norm, which is the tightest convex surrogate. To bridge the gap, the nonconvex cases
with 0 < p < 1 were considered in recent literature [Majumdar and Ward 2011;
Mohan and Fazel 2012; Marjanovic and Solo 2012; Nie et al. 2012; Li et al. 2014]. The
theoretical analysis on the recovery properties can be found in [Zhang et al. 2013a].
Besides the Schatten-p, other nonconvex surrogate functions for rank minimization
were also studied in [Lu et al. 2014].
3. MATRIX FACTORIZATION
Instead of minimizing rank, another approach to modeling the low-rank property is
matrix factorization. Matrix factorization intends to decomposeX ∈ Rm×n as a product
of two factor matrices X = ABT , where A ∈ Rm×r and B ∈ Rn×r. Using matrix
factorization to model a low-rank matrix is based on the fact that
rank(ABT ) ≤ min (rank(A), rank(B)) . (21)
Therefore, if r is small, X has a small rank. Finally, the problem of recovering a low-
rank matrix can be converted into estimating two factor matrices A and B. In this
paper, we will discuss representative matrix-factorization methods in the context of
low-rank matrix recovery. Notice that not all matrix factorization methods aim to re-
cover a low-rank matrix. For example, the outputs of nonnegative matrix factorization
[Lee and Seung 1999] or dictionary learning [Tosic and Frossard 2011] are not neces-
sarily low-rank. We will not discuss these methods here. For a summary of matrix
factorization methods, please refer to [Singh and Gordon 2008].
3.1. Matrix Factorization with Missing Values
Basically, the factorization-based methods for matrix completion aim to solve the fol-
lowing optimization problem:
min
A,B
1
2
‖PΩ(D)− PΩ(ABT )‖2F . (22)
A straightforward approach to solving (22) is to minimize the function over A or
B alternately by fixing the other one. Each subproblem of estimating A or B turns
into a least-squares problem which admits a closed-form solution. Algorithms of this
type have been extensively studied in many works such as the early computer vision
literature [Shum et al. 1995; Vidal and Hartley 2004] and the recent matrix recovery
literature [Haldar and Hernando 2009; Tang and Nehorai 2011; Jain et al. 2013].
The matrix completion solver LMaFit [Wen et al. 2012] also adopted the alternating
strategy to solve the following equivalent form of (22):
min
A,B,Z
1
2
‖Z−ABT ‖2F ,
s.t. PΩ(Z) = PΩ(D), (23)
where Z is an auxiliary variable. Each step of updating A, B or Z can be solved
very efficiently. Additionally, LMaFit integrates a nonlinear successive over-relaxation
scheme to accelerate the convergence of alternation.
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While the formulation in (22) is nonconvex, the empirical results in many works
demonstrated that the alternating minimization performed both accurately and ef-
ficiently compared to convex methods [Haldar and Hernando 2009; Keshavan et al.
2009; Tang and Nehorai 2011]. Meanwhile, the theoretical analysis in [Jain et al.
2013] showed that the alternating minimization can succeed under the conditions
similar to the existing conditions given in [Cande`s and Recht 2009], which has been
introduced in Section 2.1. The lower bounds for the recovery error of using alternating
minimization for matrix completion were analyzed in [Tang and Nehorai 2011].
In computer vision literature, many works adopted higher order algorithms instead
of alternating least squares to solve (22) for faster convergence and better preci-
sion. For example, Buchanan and Fitzgibbon [2005] developed a Damped Newton al-
gorithm to solve the problem. The variables A and B are updated based on the New-
ton algorithm with a damping factor. However, they cannot handle large-scale prob-
lems due to the infeasibility of computing the Hessian matrix over a large number
of variables. To interpolate between the alternating least squares and the Newton
algorithm, some works proposed to use hybrid algorithms. In the Wiberg algorithm
[Okatani and Deguchi 2007], A is updated via least squares while B is updated by
a Gauss-Newton step in each iteration. Later, the Wiberg algorithm was extended to
a damped version to achieve better convergence [Okatani et al. 2011]. Chen [2008]
proposed an algorithm similar to the Wiberg algorithm. The difference is that B is
updated via the Levenberg-Marquadt algorithm and constrained in {B|BTB = I}. In-
terested readers can refer to [Okatani et al. 2011] for a more detailed introduction to
the factorization methods in computer vision.
When observation is highly incomplete, the problem in (22) is likely to be ill-posed,
which is a common case in collaborative filtering. A popular approach to addressing
this issue is to penalize the squared Frobenious norms of factor matrices:
min
A,B
1
2
‖PΩ(D) − PΩ(ABT )‖2F +
λ
2
(‖A‖2F + ‖B‖2F ). (24)
This method is named Maximum Margin Matrix Factorization (MMMF) [Srebro et al.
2005]. The idea is similar to using the squared ℓ2-norm in ridge regression to improve
the stability of parameter estimation. Moreover, the following equality is established
in [Srebro et al. 2005]
‖X‖∗ = min
A,B:X=ABT
1
2
(‖A‖2F + ‖B‖2F ), (25)
which indicates the equivalence between the MMMF in (24) and the nuclear norm
minimization in (7). This equivalence was also studied in [Mazumder et al. 2010;
Wang et al. 2012; Cabral et al. 2013]. To solve the optimization in (24), either gradient-
based algorithms [Rennie and Srebro 2005] or alternating minimization can be used
[Wang et al. 2012; Cabral et al. 2013].
3.2. Riemannian Optimization
Another widely-used regularization strategy in low-rank matrix factorization is to con-
strain the search space and optimize over manifolds.
Keshavan et al. [2010a] proposed to solve the following matrix completion problem
min
A,Σ,B
1
2
‖PΩ(D)− PΩ(AΣBT )‖2F ,
s.t. A ∈ Gr(r,m), B ∈ Gr(r, n), Σ ∈ Rr×r, (26)
where Gr(r, n) denotes the set of r-dimensional subspaces in Rn, which forms a Rie-
mannian manifold named Grassmannian. Keshavan et al. [2010a] proposed an algo-
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rithm named OptSpace to iteratively estimate the factor matrices, where A and B
are updated by gradient descent over the Grassmannian, while Σ is updated by least
squares. Similar to the theoretical results for the convex method [Candes and Plan
2010], Keshavan et al. [2010b] provided the performance guarantee of OptSpace under
an appropriate incoherence condition. Building upon the same model, Ngo and Saad
[2012] proposed a scaled-gradient procedure to accelerate the convergence of the al-
gorithm. Dai et al. [2011] proposed an algorithm named SET to solve the following
two-factor model:
min
A,B
1
2
‖PΩ(D)− PΩ(ABT )‖2F ,
s.t. A ∈ Gr(r,m), B ∈ Rn×r. (27)
SET updatesA over the Grassmannian and estimatesB by least squares. Based on the
same model, Boumal and Absil [2011] developed an algorithm named RTRMC that op-
timizes the cost function by a second-order Riemannian trust-region method to achieve
faster convergence.
Mishra et al. [2013b] proposed a framework of optimization over Riemannian quo-
tient manifolds for low-rank matrix factorization. They investigated three types of ma-
trix factorization: the full-rank factorization, the polar factorization and the subspace-
projection factorization, which are related to the models in (22), (26) and (27), respec-
tively. To take into account the invariance over a class of equivalent solutions, they
explored the underlying quotient nature of the search spaces and designed a class of
gradient-based and trust-region algorithms over the quotient search spaces. They con-
cluded through experiments that the three factorization models with different Riemm-
nanian structures were almost equivalent in terms of computational complexity and
performed favorably compared to the previous methods such as LMaFit and OptSpace.
More related works include [Meyer et al. 2011; Mishra et al. 2012, 2013a; Absil et al.
2013], etc.
Instead of exploring the geometries of search spaces of factor matrices,
Vandereycken [2013] and Shalit et al. [2012] proposed to directly optimize a function
over the set of fixed-rank matrices:
min
X
f(X) =
1
2
‖PΩ(D)− PΩ(X)‖22,
s.t. X ∈Mr. (28)
Here Mr denotes the set of rank-r matrices in Rm×n, which forms a smooth mani-
fold. Vandereycken [2013] developed a conjugate gradient descent algorithm named
LRGeomCG to efficiently optimize any smooth function over Mr, while Shalit et al.
[2012] designed an online algorithm to solve large-scale problems. Numerical experi-
ments [Vandereycken 2013; Mishra et al. 2013b] showed that LRGeomCG performed
comparably with the quotient-space methods for matrix completion.
Recently, a manifold-optimization toolbox named Manopt has been developed
[Boumal et al. 2014], providing a lot of ready-to-use algorithms to solve optimization
problems over various manifolds, such as Grassmannians and the fixed-rank mani-
folds.
3.3. Robust Matrix Factorization
Robust matrix factorization is a method for handling outliers in data, and can be re-
garded as the factorization approach towards RPCA. As mentioned before, the sensi-
tivity to outliers for traditional methods is due to the squared loss used in (22), which
penalizes large errors too much, resulting in biased fitting. To address this issue, a
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typical approach is to use more robust loss functions:
min
A,B
∑
ij
ρ(Dij − [ABT ]ij), (29)
where [ABT ]ij denotes the entry ij of AB
T and ρ is a robust loss function. For
example, the Geman-McClure function defined as ρ(x) = x
2
2(1+x2) is adopted in
[De La Torre and Black 2003]. To solve the optimization problem, alternating mini-
mization is carried out, where A and B are updated iteratively by solving robust lin-
ear regression via iterative reweighted least squares. A similar idea of reweighting
data based on robust estimators is used in [Aanæs et al. 2002]. Ke and Kanade [2005]
adopted the ℓ1-penalty and solved the problem by alternating ℓ1-minimization.
More examples of using the ℓ1-norm for robust matrix factorization include
[Kwak 2008; Eriksson and Van Den Hengel 2010; Zheng et al. 2012; Shu et al. 2014].
Kwak [2008] proposed to maximize the ℓ1-norm of the projection of a data
point onto the unknown principal directions instead of minimizing the residue
in (29). Eriksson and Van Den Hengel [2010] generalized the Wiberg algorithm
[Okatani and Deguchi 2007] to handle the ℓ1 case. Zheng et al. [2012] proposed to add
a nuclear-norm regularizer to improve the convergence and solved the optimization by
ALM. Shu et al. [2014] presented an efficient algorithm using the group-sparsity reg-
ularization and established the equivalence between the proposed method and rank
minimization. Many other works tried to address the problem from the probabilistic
point of view, which modeled non-Gaussian noise to improve robustness. We will dis-
cuss them in Section 3.5.
3.4. Online and Parallel Algorithms
The demand of online processing of streaming data like a video has motivated the
development of many incremental algorithms for subspace tracking in past decades
[Bunch and Nielsen 1978; Comon and Golub 1990; Edelman et al. 1998]. In more re-
cent works such as [Brand 2002; Balzano et al. 2010; He et al. 2012], online algorithms
for incomplete or corrupted data were developed. In GROUSE [Balzano et al. 2010] for
example, the following cost function is minimized over a subspace A each time a new
data point dt arrives:
F (t)(A) = min
bt
‖PΩt(dt −Abt)‖22, (30)
where Ωt denotes the set of observed entries in dt. In each iteration, bt is first solved
via least squares, andA is then updated via gradient descent over the Grassmannian.
The algorithm GRASTA introduced in [He et al. 2012] extends GROUSE to handle
outliers for robust estimation by replacing the squared loss with the ℓ1-norm in (30).
To solve the ℓ1-minimization problem in each iteration, the ADMM framework is used
in GRASTA. Shalit et al. [2012] developed an online algorithm by optimization over
the low-rank manifold, which has been discussed in Section 3.2.
To improve the scalability of matrix factorization algorithms, some parallel frame-
works have been proposed, which can performmatrix factorization in parallel comput-
ing architectures to handle extremely large datasets. Recht and Re´ [2013] proposed
an algorithm named JELLYFISH for large-scale matrix completion. It minimizes the
energy function in (24) via incremental gradient descent, i.e. the variables are up-
dated following an approximate gradient constructed from a sampling of matrix en-
tries. Moreover, JELLYFISH adopts a block matrix-partitioning scheme with a special
sampling order to allow a parallel implementation of the algorithm on multiple cores
to achieve a speed-up nearly proportional to the number of cores. Gemulla et al. [2011]
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adopted similar strategies for stochastic and parallel implementation. Mackey et al.
[2011] introduced a divide-and-conquer framework for matrix factorization. The frame-
work first divides a large input matrix into smaller submatrices (e.g. by selecting
columns and rows), factorizes submatrices in parallel using existing matrix factoriza-
tion algorithms, and finally combines the solutions of the subproblems using random
matrix approximation techniques. They provided a theoretical analysis on the recovery
probability of the paralleled algorithm compared to its batch version.
3.5. Probabilistic Matrix Factorization
In this subsection, we shall briefly introduce a class of methods that treat low-rank
matrix factorization from a probabilistic point of view.
3.5.1. Probabilistic PCA. Probabilistic PCA (PPCA) [Tipping and Bishop 1999] is a
latent variable model which successfully formulates classical PCA [Jolliffe 2002;
Hotelling 1933] into the probabilistic framework. Let di ∈ Rm be the i-th observed
data point and bi ∈ Rr be the i-th latent variable in the latent space. PPCA assumes
that di is linearly related to bi by a matrix A ∈ Rm×r:
di = Abi + ei, (31)
where ei ∈ Rm denotes random noise, which follows the Gaussian distribution
N (0, β−1I) with β denoting the precision. Then, the likelihood of model (31) can be
written as
Pr(di|A,bi, β) = N (di|Abi, β−1I). (32)
To obtain the marginalized likelihood ofA, we need to integrate out bi, and a prior dis-
tribution of bi has to be specified. PPCA adopts a zero mean and unit covariance Gaus-
sian distribution as the prior. After some derivation, the marginal likelihood reads:
Pr(di|A, β) =
∫
Pr(di|A,bi, β)Pr(bi)dbi,
= N (0,AAT + β−1I). (33)
By further assuming the independence of data points, the likelihood of full data is
given by
Pr(D|A, β) =
n∏
i=1
Pr(di|A, β). (34)
Finally, the matrix A can be estimated by maximizing the above likelihood function.
The maximum likelihood estimate (MLE) can be obtained analytically as
Aˆ = Ur(Σr − β−1I)1/2Q, (35)
where the columns of Ur ∈ Rm×r are given by the r eigenvectors of the covariance
matrix DTD corresponding to the r largest eigenvalues λ1, · · · , λr , Σr is a diagonal
matrix with the diagonal elements being λ1, · · · , λr, andQ is an arbitrary r× r orthog-
onal matrix. As a result, the column space of Aˆ is identical to the subspace spanned
by the principal components derived from the classical PCA. The MLE of the noise
variance is given by
β−1 =
1
n− r
n∑
i=r+1
λi, (36)
which can be interpreted as the average variance of the rest dimensions.
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An advantage of the probabilistic formulation of PCA is that it can be very helpful
to automatically choose r by seeking a Bayesian approach [Bishop 1999]. Consider an
independent Gaussian prior over each column of A:
Pr(A|γ) =
r∏
i=1
( γi
2π
)m/2
exp
(
−1
2
γia
T
i ai
)
. (37)
where ai ∈ Rm is the i-th column of A. Notice that the hyper-parameter γi controls
the inverse variance of ai. When γi converges to a large value during the inference,
it implies that the variance of ai is small, and consequently the dimension spanned
by ai is automatically switched off. An empirical Bayesian approach can be used to
find γ, which is also known as automatic relevance determination (ARD) in the ma-
chine learning literature [MacKay 1995; Bishop et al. 2006]. The well-known sparse
learning model, relevance vector machines (RVM) [Tipping 2001], also adopts a simi-
lar technique to optimize the hyperparameters.
The estimation of latent variables bi can be treated similarly by integrating out A,
which is known as dual PPCA [Lawrence 2005].
3.5.2. Probabilistic Matrix Completion and RPCA. Probabilistic matrix factorization meth-
ods generally consider the following model to describe the observed data:
D = ABT +E. (38)
The probabilistic framework can naturally handle missing values in matrix comple-
tion by only considering the likelihood over the observed entries
Pr(D|Θ) =
∏
ij∈Ω
Pr(Dij |Θ), (39)
where Θ is the set of parameters and Ω is the set of observed entries.
A representative work is the Probabilistic Matrix Factorization (PMF)
[Salakhutdinov and Mnih 2008b]. It assumes the following priors:
Aij ∼ N (0, γ−1a ),
Bij ∼ N (0, γ−1b ),
Eij ∼ N (0, β−1), (40)
where γa, γb and β are hyperparameters. If treating the hyperparameters as fixed
values, we have the following posterior probability of A and B
Pr(A,B|D, γa, γb, β) ∝ Pr(D|A,B, β)Pr(A|γa)Pr(B|γb)
=
∏
ij∈Ω
N (Dij |[ABT ]ij , β−1)
∏
ij
N (Aij |0, γ−1a )
∏
ij
N (Bij |0, γ−1b ). (41)
After simple derivation, we can see that the maximum a posteriori (MAP) estimate
of model (41) turns out to be the solution of (24) with λ = γa/β = γb/β. This gives
a probabilistic interpretation to MMMF. The regularization in MMMF corresponds to
imposing Gaussian priors on A and B.
The advantage of probabilistic modeling is that the regularization parameters γa, γb
and β do not need to be predefined. They can be automatically determined by treating
them as variables, introducing priors on them and estimating them from the data
[Salakhutdinov and Mnih 2008b]. Later, Salakhutdinov and Mnih [2008a] proposed a
full Bayesian method for PMF and solved the model by Markov Chain Monte Carlo
(MCMC) sampling.
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For RPCA, the prior on E needs to be changed. For instance, Wang et al. [2012] pro-
posed Probabilistic Robust Matrix Factorization (PRMF) that used the Laplacian prior
to model the error
Pr(Eij |β) =
(
β
2
)
exp(−β|Eij |). (42)
Compared to the Gaussian prior, the Laplacian prior will encourageE to be sparse and
allow Eij to have a large magnitude. The MAP estimate is given by
min
A,B
‖D−ABT ‖1 + λ‖A‖2F + λ‖B‖2F . (43)
Notice that the Laplacian prior on the error term induces the ℓ1-penalty on the residue.
One can see the connection between PRMF and PCP by (25).
Babacan et al. [2012] proposed a Bayesian method to solve RPCA. It assumes the
model D = ABT + E + Z, where E is a sparse matrix used to model outliers and Z
is a dense matrix used to model noise. Suppose Zij is i.i.d. Gaussian noise following
N (0, β−1) , the conditional probability of the observation is given by
Pr(D|A,B,E, β) = N (D|ABT +E, β) ∝ exp
(
−β
2
‖D−ABT −E‖2F
)
. (44)
Moreover, the following priors are assumed
Pr(E|α) =
∏
ij
N (Eij |0, α−1ij ),
Pr(A|γ) =
∏
i
N (ai|0, γ−1i I),
Pr(B|γ) =
∏
i
N (bi|0, γ−1i I). (45)
Instead of using fixed values, the hyperparameters αij and γi are further modeled
using Gamma priors. Finally, a variational algorithm is used to estimate A and B as
well as the hyperparameters.
Other probabilistic methods for robust matrix factorization include
[Lakshminarayanan et al. 2011; Ding et al. 2011; Wang and Yeung 2013;
Meng and De la Torre 2013], etc.
In probabilistic matrix factorization, the number of columns of A and B does not
necessarily determine the rank of ABT . It only serves as an upper bound. During the
inference, the true rank will be determined automatically [Babacan et al. 2012]. The
hierarchical modeling with hyperparameters plays an important role in the automatic
determination of rank. During the inference, some γi in (45) will converge to extremely
large values, resulting in the corresponding columns being close to zero. The automatic
“switch-off” of these columns driven by the data will determine the final rank of ABT .
3.6. Projection-Based Methods
Another category of methods estimate a low-rank matrix under an explicit rank con-
straint. To make the constraint satisfied during optimization, these methods often use
a greedy strategy that projects intermediate results to the feasible set of the rank con-
straint. While conceptually these methods use an explicit rank constraint, numerically
they implement the low-rank projection step using factorization methods.
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In [Jain et al. 2010], the following problem is considered:
min
X
f(X) =
1
2
‖A(X)− b‖22,
s.t. rank(X) ≤ r, (46)
whereA is a linear operator onX. Notice that the matrix completion problem is a spe-
cial case of (46). An algorithm named Singular Value Projection (SVP) was proposed in
[Jain et al. 2010] to solve (46). It uses a projected gradient descent scheme which alter-
nates between updatingX via gradient descent and projecting the intermediate result
to the set of rank-r matrices. By the matrix approximation theorem in (3), the projec-
tion is done by calculating the SVD of the matrix and keeping the r largest singular
values. This procedure is similar to the proximal gradient method for nuclear norm
minimization by replacing SVT with the low-rank projection. The soft thresholding of
singular values is applied in SVT, while the hard thresholding of singular values is
used in SVP. Therefore, SVP is analogous to the iterative hard thresholding algorithm
in sparse coding [Blumensath and Davies 2009].
The ADMiRA algorithm introduced in [Lee and Bresler 2010] also intends to solve
the problem in (46). Instead of using hard thresholding as in SVP, ADMiRA extends
the CoSaMP algorithm [Needell and Tropp 2009] in compressive sensing to the matrix
case. The matching pursuit-like [Mallat and Zhang 1993] scheme is used to stepwise
select the basis vectors to reconstruct the column space of X, which can minimize
the function in (46). The SpaRCS algorithm proposed in [Waters et al. 2011] can be
regarded as a counterpart of ADMiRA to solve the robust matrix factorization problem.
The GoDec algorithm proposed in [Zhou and Tao 2011] uses iterative hard thresh-
olding to solve the following nonconvex formulation of RPCA:
min
X,E
‖D−X−E‖2F
s.t. rank(X) ≤ r,
‖E‖0 ≤ k. (47)
To minimize (47), GoDec alternates between the low-rank projection to estimateX and
the hard thresholding to estimate E. To avoid the computation of SVD, GoDec uses a
bilateral random projection scheme to compute the low-rank projection.
4. NUMERICAL COMPARISON OF ALGORITHMS
A huge number of solvers have been developed for low-rank matrix recovery in the
past decade. Table I gives an inexhaustive list of them. In this section, we would
like to numerically illustrate their characteristics. As this paper does not focus on a
comprehensive comparison, we only test a few solvers on synthesized datasets. Note
that the performance of an algorithm often depends on many factors, such as prob-
lem size, rank of the underlying low-rank matrix, distribution of its singular val-
ues, density of missing entries or outliers, noise level, and even the shape of the
matrix. The results presented here only aim to provide a brief demonstration un-
der a few typical settings, which are far from complete. For more detailed compar-
isons, we refer the readers to the experiment sections in the algorithm papers such
as [Keshavan et al. 2009; Okatani et al. 2011; Mishra et al. 2013b] and the report
[Michenkova´ 2011]. The codes to produce the results presented in this paper is pub-
licly available at https://sites.google.com/site/lowrankmodeling/. We welcome readers
to modify the codes and test the algorithms on more applications.
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Table I. Representative Low-Rank Matrix Recovery Algorithms.
Category Algorithm & reference Problem Main techniques
Rank SVT [Cai et al. 2010] MC Proximal gradient (PG)
Minimization FPCA [Ma et al. 2011] MC PG, approximate SVD
SOFT-IMPUTE [Mazumder et al. 2010] MC PG, warm-start
APG [Ji and Ye 2009; Toh and Yun 2010] MC Accelerated PG
PCP [Cande`s et al. 2011] RPCA Augmented Lagrangian
SPCP [Zhou et al. 2010] RPCA Accelerated PG
ALM [Lin et al. 2010] Both Augmented Lagrangian
Matrix MMMF [Rennie and Srebro 2005] MC Gradient descent
factorization PMF [Salakhutdinov and Mnih 2008b] MC Gradient descent
LMaFit [Wen et al. 2012] MC Alternating
OptSpace [Keshavan et al. 2010a] MC Grassmannian
SET [Dai et al. 2011] MC Grassmannian
LRGeomCG [Vandereycken 2013] MC Riemannian
GROUSE [Balzano et al. 2010] MC Online algorithm
JELLYFISH [Recht and Re´ 2013] MC Stochastic & parallel
ADMiRA [Lee and Bresler 2010] MC Matching pursuit
SVP [Jain et al. 2010] MC Hard thresholding
GRASTA [He et al. 2012] RPCA Online algorithm
GoDec [Zhou and Tao 2011] RPCA Hard thresholding
PRMF [Wang et al. 2012] RPCA EM algorithm
VB [Babacan et al. 2012] Both Variational Bayes
This list is inexhaustive. It only includes several representative algorithms in each category.
We evaluate the accuracy of an algorithm by the relative distance defined as
relative distance =
‖Xˆ−X∗‖F
‖X∗‖F , (48)
where Xˆ and X∗ represent the algorithm estimate and the true low-rank matrix, re-
spectively. As the results depend on stopping conditions of algorithms and different al-
gorithms adopt different stopping criteria, we did not compare the algorithms merely
in terms of the relative error of final estimates. Instead, we plot the curve of the rela-
tive error for each algorithm as a function of time to see how quickly and how closely
the algorithm estimate can approach the ground truth as the algorithm runs. Note that
the curves do not aim to show the convergence rates of algorithms since the relative
distance here is calculated against the ground truth instead of the stationary point of
the cost function. Each curve is averaged over 5 randomly-generated instances with
the same problem setting.
The datasets are synthesized in the following way: The low-rank component is am×
mmatrix generated byX∗ = ABT , where bothA andB arem×r randommatrices with
r ≪ m. Aij and Bij are independently sampled from the normal distribution N (0, 1).
Then, X∗ is normalized to make ‖X∗‖2F = m2. For matrix completion, the locations
of missing values are defined by a binary matrix with entries independently sampled
from the Binomial distribution B(1, ρ). For RPCA, the locations of outlier entries are
simulated in the same way, with their values independently sampled from the uniform
distribution U(−10, 10).
For matrix completion, we have tested two convex solvers: the ALM algo-
rithm [Lin et al. 2010] solving model (6) for noiseless cases, and the APG algo-
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rithm [Toh and Yun 2010] solving model (7) for noisy cases. Also, we have tested
the following matrix factorization methods: LMaFit [Wen et al. 2012], OptSpace
[Keshavan et al. 2010a], GROUSE [Balzano et al. 2010], LRGeomCG [Vandereycken
2013] and VB [Babacan et al. 2012]. For RPCA, we have tested two convex models:
PCP [Cande`s et al. 2011] in (8) for noiseless cases, and SPCP [Zhou et al. 2010] in
(9) for noisy cases. In addition, we have tested GoDec [Zhou and Tao 2011], PRMF
[Wang et al. 2012] and VB [Babacan et al. 2012] for comparison.
The convex programs were implemented by the authors in MATLAB. For ALM, we
implemented the inexact version and adopted the varying penalty parameter scheme
provided by Boyd [2010]. For APG, we integrated the adaptive restart technique in-
troduced in [O’Donoghue and Candes 2012], which can practically improve the con-
vergence of APG. In original works, partial SVD (only first several singular values
are computed) is often used to accelerate the computation for large-scale problems
[Toh and Yun 2010; Lin et al. 2010]. In our implementation, we simply used the built-
in SVD function of MATLAB, since we observed that its efficiency was comparable
to or even better than a partial SVD solver (e.g. PROPACK) when m ≤ 1000. SPCP
was solved by APG in the original paper [Zhou et al. 2010]. Here, we implemented the
block coordinate descent (BCD) algorithm to solve SPCP, i.e., we alternately updated
X by SVT and updated E by soft thresholding until convergence. In our experience,
the efficiency of BCD is at least comparable to APG to solve the model in (9), while
it is much simpler in implementation. For other algorithms, we used the MATLAB
packages downloaded from the authors’ websites. We followed the default parameter
settings in the original papers and tuned some of them to get reasonably good results
for specific problems. Some algorithms require the rank, the noise level or the number
of outlier entries as input. To simplify the comparison, we provided their true values
to help parameter tuning. We set the initial guess to be the rank-r approximation of
the input matrix using SVD for all algorithms.
4.1. Matrix Completion
Inmatrix completion literature, the over-sampling ratio (OS) is widely used to quantify
the difficulty of a problem. For a m× n matrix with rank r, the OS is defined as
OS = |Ω|/(m+ n− r)r, (49)
where |Ω| denotes the number of observed entries and (m + n − r)r is the underlying
degree of freedom of the rank-r matrix. OS ≥ 1 is required to recover the matrix. The
smaller the OS is, the more difficult the recovery turns out to be.
Figure 1(a) shows a basic case, where a sufficient number of entries are observed
(OS = 6) and no noise exists. The values of all curves decrease to small numbers be-
low 10−6, which indicates that all of the algorithms recover the underlying matrix in
a high precision. The convex algorithm ALM is comparatively slower, since it needs
to perform SVD computation in each iteration. Notice that the convex model in (6) is
parameter-free, while it recovers the low-rank matrix accurately. The matrix factor-
ization methods are generally accurate and fast. The manifold-based algorithm LR-
GeomCG achieves the fastest performance, followed by LMaFit. The online algorithm
GROUSE also converges to an accurate solution after passing over the data multiple
times. The probabilistic method (VB) shows competitive performance while it requires
no parameter tuning.
The problem setting in Figure 1(b) is similar to the setting in Figure 1(a) except
that the rank is increased from 20 to 50. All curves in Figure 1(b) have similar shapes
compared to those in Figure 1(a). The recovery accuracy for all algorithms remains
high, as OS is unchanged. However, the curves of the factorization-based methods
more or less shift to the right, indicating an increase of computational time. This is
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(d) OS = 3, r = 50, σ = 0
Fig. 1. Comparison of algorithms for matrix completion. Each curve represents the relative distance be-
tween an algorithm estimate and the true low-rank matrix as a function of time on a log10 / log10 scale. The
problem size is fixed as 1000× 1000. OS, r and σ denote the over-sampling ratio, the true rank and the noise
level, respectively.
attributed to the fact that the dimensions of variables in factorization-based methods
directly depend on the predefined rank.
Figure 1(c) shows a case where Gaussian noise with σ = 0.1 is added. The curves of
all methods converge to values larger than zero due to the existence of random noise.
All of the factorization-based methods achieve similar accuracy, while the relative er-
ror of the convex algorithm APG is higher. This is attributed to the fact that, while
convex relaxation can guarantee optimality in optimization, it may introduce bias into
the model. Specifically, SVT is used to solve the convex model (7), which will shrink
the singular values of the recovered matrix while removing noise components. Conse-
quently, the values of the recovered matrix shrink towards zero, especially when the
noise level is large. To compensate for the bias, some postprocessing techniques could
be used, which have proven to be effective [Mazumder et al. 2010].
Figure 1(d) shows a case where the sampling rate is decreased to OS = 3. Compared
to Figure 1(b) with OS = 6, the curves shift to the right indicating an increase of compu-
tational time, which means that the convergence rates of the algorithms are influenced
by the over-sampling ratio. Besides, all of the methods still obtain accurate recovery
with the relatively low over-sampling ratio.
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(a). ρ = 0.1, r = 20, σ = 0
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(c). ρ = 0.1, r = 50, σ = 0.1
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Fig. 2. Comparison of algorithms for RPCA. Each curve represents the relative distance between an algo-
rithm estimate and the true low-rank matrix as a function of time on a log
10
/ log
10
scale. The problem size
is fixed to be 1000 × 1000. ρ, r and σ denote the proportion of outlier entries, the true rank and the noise
level, respectively.
4.2. RPCA
The problem settings for RPCA are similar to the settings for matrix completion. The
proportion of outliers is defined as ρ = |Ω|/mn. A larger ρ indicates more outliers,
which makes the recovery more difficult. The results are shown in Figure 2.
The convex program PCP achieves a very high accuracy in noiseless cases without
knowing the true rank. For the noisy case, its stable version SPCP is tested, which does
not obtain the best accuracy due to the shrinkage effect of nuclear norm minimization
as mentioned in the previous subsection. The probabilistic method PRMF achieves
similar performance to PCP. Another probabilistic method VB using the Variational
Bayes inference achieves the best overall performance in terms of both speed and
accuracy, and it requires no parameter tuning. The projection-based method GoDec
performs very well under the first two cases, but the performance drops in the more
difficult cases in Figure 2(c) and (d), where the curves are flattened at high values.
5. APPLICATIONS IN IMAGE ANALYSIS
Many objects of interest in image analysis can be modeled as low-rank matri-
ces, such as the images of a convex lambertian surface under various illumina-
tions [Basri and Jacobs 2003], dynamic textures changing periodically [Doretto et al.
2003], active contours with similar shapes [Blake and Isard 2000], and multiple fea-
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Fig. 3. Using RPCA to remove shadows and specularities in face images. The rows from top to bottom
correspond to the original images, the low-rank components and the sparse components, respectively. We
applied the PCP algorithm [Cande`s et al. 2011] on a set of 64 face images of a person and selected 4 images
to show the results. Note that the displayed intensities in each image have been scaled to [0, 255]. Face
image courtesy of the Extended Yale Face Database B [Georghiades et al. 2001; Lee et al. 2005].
ture tracks on a rigid moving object [Vidal and Hartley 2004]. Intuitively, the low-
dimensional subspace models the common patterns underlying the data. Hence, re-
covering the low-rank structure is critical to many applications such as background
subtraction, face recognition, and segmentation. Below, we will introduce some typical
applications based on the models we have discussed in the previous sections.
5.1. Face Recognition
The concept of low dimensionality has been used in face recognition for decades since
the work by Sirovich and Kirby [1987]. PCA was applied on a set of face images to con-
struct a face space and each face image can be characterized by a low-dimensional vec-
tor [Sirovich and Kirby 1987; Kirby and Sirovich 1990]. Later on, Turk and Pentland
[1991] introduced the “eigenface” method for face recognition. The basic steps of using
eigenfaces for face recognition include: (1) generating N eigenfaces by computing the
first N eigenvectors of the matrix composed of a set of training images; (2) calculating
the weight vector of an input image by projecting the image onto the space spanned by
the N eigenfaces; and (3) determining whether the input image is a face image and if
so, which person the image belongs to according to the projection error and the weight
vector. This is the earliest example of using low-rank modeling for face recognition.
The face images in real datasets are usually corrupted by various artifacts such
as shadows, specularities and occlusions, which cannot be handled by classical PCA.
Therefore, many approaches based on RPCA were proposed to process face images
[De La Torre and Black 2003; Cande`s et al. 2011; Chen et al. 2012]. As illustrated in
Figure 3, the local defects in face images could be removed as the sparse component,
while the correct description of the person’s face could be obtained from the low-rank
component. This procedure can improve the characterization of faces and boost the
performance of recognition algorithms [Chen et al. 2012].
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Fig. 4. Using RPCA for background subtraction. The rows from top to bottom correspond to the input
images, the low-rank components (background) and the sparse components (foreground), respectively. We
applied the PCP algorithm [Cande`s et al. 2011] on the subway station dataset from [Li et al. 2004]. The
dataset (used with permission of Liyuan Li) is a surveillance video of a subway station including moving
escalators in the background. We selected 200 frames to perform background subtraction and 4 frames to
show the results in the figure.
5.2. Background Subtraction
Background subtraction involves modeling the background in a video and detect-
ing the objects that stand out from the background. Similar to eigenfaces, PCA has
been applied to model the background since the work “eigenbackground subtraction”
[Oliver et al. 2000]. The basic idea is that the underlying background images of a video
captured by a static camera should be unchanged except for illumination variation.
Therefore, the matrix composed of vectorized background images can be naturally
modeled as a low-rank matrix. However, a set of training images without foreground
objects are required to generate a clean background model in traditional methods. To
estimate a background model at the presence of foreground objects, RPCA is desired
[De La Torre and Black 2003]. As illustrated in [Cande`s et al. 2011], the PCP algo-
rithm can recover the background images in the low-rank component and identify the
foreground objects in the sparse component. Figure 4 gives an illustration. Notice that
the background includes three moving escalators, which are clearly reconstructed in
the low-rank component. This shows the appealing capability of low-rank modeling for
background subtraction. To achieve better accuracy for object detection, the spatially-
contiguous property of foreground pixels can be modeled and integrated into RPCA
by using Markov Random Fields or other smoothing techniques [Zhou et al. 2013b;
Gao et al. 2012; Wang and Yeung 2013]. Similarly, the RPCA framework can be used
to segment the point trajectories in a video into two groups, which correspond to back-
ground and foreground, respectively [Cui et al. 2012]. The segmentation is based on
the fact that the background motion caused by camera motion should lie in a low-
dimensional subspace.
5.3. Clustering and Classification
Low-Rank Representation (LRR) is a well known method for subspace clustering.
In subspace clustering, the data points are assumed to be embedded in several low-
dimensional subspaces, and the task is to find these subspaces and the membership
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of each data point in these subspaces. A popular method is spectral clustering, where
the clustering is achieved by partitioning a graph whose edge weight represents the
affinity between two data points. In LRR, each data point is represented by a linear
combination of its neighbors within the same subspace, and the coefficient X is esti-
mated by
min
X,E
‖X‖∗ + λ‖E‖2,1,
s.t. D = DX+E, (50)
where ‖E‖2,1 =
∑
j
√∑
i E
2
ij encourages column-wise sparsity on the outlier term E.
It can be shown that, if the data points in D are from several orthogonal subspaces,
X derived from (50) will be block-diagonal [Liu et al. 2010]. Intrinsically, X identifies
the affinity between data points, and its block-diagonal structure indicates clusters in
the data. Thus, X provides a favorable affinity matrix to perform spectral clustering.
A similar idea has also been applied to image segmentation [Cheng et al. 2011].
Another application of low-rank representation is on dictionary learning for image
classification. In dictionary learning, the primary task is to construct a dictionary
Φ = [φi, · · · , φn], such that the input signals can be represented by sparse linear com-
binations of dictionary atoms. That is, D = ΦX + E, where X should be sparse. In
[Zhang et al. 2012b, 2013b,c], it has been claimed that X should also be low-rank to
learn a discriminative dictionary. The intuition is that, if the constructed dictionary
Φ is discriminative, the signals in D with the same label should be represented by
the same set of atoms in Φ. Consequently, the coefficient matrix X should be a block-
diagonal matrix if the columns are ordered by class labels. To impose such a structural
constraint, the sparsity and the rank of X are minimized simultaneously.
5.4. Image Alignment and Rectification
Image alignment refers to the problem of transforming different images into the same
coordinate system. Peng et al. [2012] proposed to solve the problem by rank minimiza-
tion based on the assumption that a batch of aligned images should form a low-rank
matrix. The parameters of transformation τ were estimated by solving
min
τ,X,E
‖X‖∗ + λ‖E‖1,
s.t. X+E = D ◦ τ, (51)
where each column of D corresponds to an image to be aligned and D ◦ τ denotes the
images after transformation. The sparse component E models local differences among
images.
Similarly, Zhang et al. [2012c] used the model in (51) to generate transform-
invariant low-rank textures (TILT). The difference compared to [Peng et al. 2012] is
that D in TILT represents a single image instead of an image sequence. The assump-
tion of TILT is that the rectified images of textures such as characters, bar codes and
urban scenes are usually symmetric patterns and consequently form low-rank matri-
ces. The reconstructed low-rank texture can be further used in many applications such
as camera calibration, 3D reconstruction, character recognition, etc.
5.5. Structure and Motion
The low-rank matrix factorization has been widely used to analyze the tracks of fea-
ture points in a video since the seminal work by Tomasi and Kanade [1992]. The key
observation is that a measurement matrix composed of feature tracks will be rank-
limited and the rank depends on the type of camera model (e.g. affine or perspective)
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and the complexity of object motion (e.g. rigid or non-rigid). For example, under the
weak-perspective model, the 2D image coordinates x ∈ R2 and the 3D position X ∈ R3
of a feature point are related by the following equation:
x =M
[
X
1
]
, (52)
whereM ∈ R2×4 is an affine motion matrix. If a set of feature points on a rigid object
are tracked across many frames, we have
 x11 · · · x1n... . . . ...
xm1 · · · xmn


︸ ︷︷ ︸
P∈R2m×n
=

 M1...
Mm


︸ ︷︷ ︸
M∈R2m×4
[
X1 · · · Xn
1 · · · 1
]
︸ ︷︷ ︸
S∈R4×n
, (53)
where xij denotes the 2D image coordinates of point j in frame i, Mi is the affine
motion matrix for frame i, and Xj is the 3D coordinates of point j. P, M and S
are often called measurement matrix, motion matrix and structure matrix, respec-
tively [Tomasi and Kanade 1992]. Since the smallest dimension of M is 4, we have
rank(P) ≤ 4. In addition, it is possible to recover the structure and motion matri-
ces from the low-rank factorization of the measurement matrix in (53), which solves
the problem of structure from motion (SFM) [Tomasi and Kanade 1992]. For nonrigid
SFM, the object shape changes from frame to frame, and (53) is only valid for each
frame separately with m = 1, which is an undetermined system. To make the prob-
lem well posed, prior knowledge on the shapes is required. The low-rank prior is
widely adopted by many state-of-the-art methods for nonrigid SFM, which assumes
that the shapes to be reconstructed are linear combinations of a limited number of ba-
sis shapes. Exemplar works include [Bregler et al. 2000; Xiao et al. 2006; Angst et al.
2011; Dai et al. 2012].
Given that the measurement matrix itself is low-rank, the low-rank constraint can
also be used to help tracking feature points and finding correspondences across video
frames [Torresani and Bregler 2002; Irani 2002; Garg et al. 2013].
Another related application is motion segmentation [Vidal and Ma 2004; Rao et al.
2010; Vidal 2011], where the feature tracks are from multiple moving objects instead
of a single rigid object. The task is to segment the feature tracks into different groups,
and each group of tracks belong to a single moving object. As discussed above, each
group of tracks should form a rank-4 subspace. Therefore, the motion segmentation
problem can be formulated as subspace clustering, i.e. dividing the feature tracks into
multiple clusters with each cluster forming a low-dimensional subspace. For a more
detailed introduction to subspace clustering, please refer to [Vidal 2011].
5.6. Restoration and Denoising
A popular application of matrix completion is image restoration. In many scenarios, it
is desired to reconstruct the lost or corrupted parts of an image, which might be caused
by texts or logos superposed on the image. This process is named image restoration
or inpainting [Bertalmio et al. 2000]. As a natural image is approximately low-rank
[Zhang et al. 2012a], the problem of restoring the corrupted pixels can be formulated as
a matrix completion problem. Figure 5 is an illustration of using matrix completion to
restore an image from randomly sampled pixels or a text-occluded image. Liang et al.
[2012] used a more sophisticated model, where the texture to be recovered is mod-
eled as both low-rank and sparse in a certain transformed domain. Moreover, they
assumed that the corrupted regions might be unknown and used a sparse error term
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(a) (b)
Fig. 5. Matrix completion for image restoration. (a) The input image with 50% missing pix-
els and the recovered image. (b) The input image corrupted by text and the recovered im-
age. The SOFT-IMPUTE [Mazumder et al. 2010] algorithm was applied. Original image from
http://en.wikipedia.org/wiki/File:Lenna.png.
to model and detect the corrupted regions. To alleviate the shrinkage of signals, some
works adopted nonconvex methods for rank minimization instead of using the nuclear
norm [Zhang et al. 2012a; Gu et al. 2014]. Ji et al. [2010] proposed a method for video
restoration. The unreliable pixels in the video are first detected and labeled as miss-
ing. Then, the image patches are grouped such that the patches in each group share a
similar underlying structure and approximately form a low-rank matrix. Finally, the
matrix completion is carried out on each patch group to restore the images.
Similarly, the low-rank assumption is often used to model the coherence of multiple
images for noise removal in medical image analysis. In denoising of magnetic reso-
nance (MR) images, for example, an image sequence usually consists of multiple echo
images [Bydder and Du 2006], frames of dynamic imaging [Nguyen et al. 2011] or dif-
ferent diffusion-weighted images [Lam et al. 2012]. Although the images are different,
the desired signals in these images are supposed to be correlated and consequently can
be reconstructed with several significant principal components. The remaining compo-
nents correspond to random noise, which are removed. Recently, Candes et al. [2013]
used the SVT operator in (11) instead of classical PCA to achieve more robust results
for image denoising. More importantly, it has been shown that the optimal thresh-
old for SVT can be obtained theoretically based on the Stein’s unbiased risk estimate
[Candes et al. 2013], which brings great convenience to practical applications.
5.7. Image Segmentation
The active shape model [Cootes et al. 1995] was proposed to increase the robustness
of deformable models for image segmentation. It constructs a statistical shape space
from a large set of given shapes and constrains the candidate shape in the shape space.
In the active shape model, a candidate shape is represented as
C(w) = C +Φw, (54)
where C denotes the mean shape, Φ is a matrix consisting of vectors describing shape
variations in the training data, and w is a vector of coefficients to represent the candi-
date shape in the shape space. Then, w is determined by fitting the parametric curve
in (54) to the features in the image. Since the number of columns of Φ is often small,
the candidate shape is confined in a low-dimensional space. Therefore, the active shape
model intrinsically admits a low-rank assumption on the population of shapes. More-
over, C and Φ are derived by applying PCA to the set of training shapes. The active
shape model was later extended to the active appearance model to make use of both
shape and appearance information [Cootes et al. 2001]. More exemplar methods build-
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ing upon the active shape model for image segmentation include [Leventon et al. 2000;
Tsai et al. 2001; Cremers 2006; Zhu et al. 2010]. An alternative approach to mak-
ing use of the low-rank assumption for image segmentation is to impose a group-
similarity constraint on multiple shapes by nuclear norm minimization [Zhou et al.
2013a], which does not require training shapes.
5.8. Medical Image Reconstruction
Image reconstruction based on low-rank modeling has drawn much attention in the
medical imaging community. The idea is to make use of the temporal coherence in dy-
namic imaging to reduce the required number of sampling. In MR imaging, for exam-
ple, Liang [2007] proposed the concept of partial separability (PS) to model a spatial-
temporal MR image ρ(x, t) as
ρ(x, t) =
L∑
ℓ=1
φℓ(x)vℓ(t), (55)
where φℓ(x) and vℓ(t) for ℓ = 1, · · · , L are spatial and temporal components, respec-
tively. L is the order of the model. Correspondingly, any sample in the (k, t)-space can
be expressed as c(k, t) =
∑L
ℓ=1 uℓ(k)vℓ(t), where uℓ(k) is the Fourier transform of φℓ(x).
Using matrix notations, we have
C = UV, (56)
where Cij = c(ki, tj), Uiℓ = uℓ(ki) and Vℓj = vℓ(tj). Since the images are temporally
coherent, L can be very small, which gives a low-rank model of the coefficients C in
the (k, t)-space. Hence, a small number of samples are sufficient to estimate C and
reconstruct the image sequence. For example, uℓ(k) and vℓ(t) for ℓ = 1, · · · , L can be
computed by fully sampling L columns and rows of the (k, t)-space [Liang 2007]. Some
works used other sampling schemes and solved the reconstruction problem by matrix
recovery algorithms [Haldar and Liang 2010, 2011].
The basic PS model can be further extended to integrate other sparse properties
in specific domains. For example, the image intensity φℓ(x) often has a sparse rep-
resentation in wavelets or a limited total variation [Lustig et al. 2008; Lingala et al.
2011; Majumdar and Ward 2012]. Meanwhile, the temporal component vℓ(t) is usually
periodic or bandlimited, which results in sparsity in the Fourier domain [Zhao et al.
2010, 2012]. The low-rank property is modeled as regionally dependent and exploited
locally in [Christodoulou et al. 2012; Trzasko 2013]. Instead of using the PS model,
some works [Lingala et al. 2011; Majumdar and Ward 2012] proposed to reconstruct
data by nuclear normminimization. Otazo et al. [2013] used a RPCAmodel to separate
background and dynamic components in imaging. Lingala and Jacob [2013] developed
a dictionary learning-based framework for dynamic imaging. Low-rank modeling has
also been applied to reconstruct multi-channel data [Shin et al. 2013], single k-space
data [Haldar 2014] and imaging data from other modalities such as computed tomog-
raphy (CT) [Cai et al. 2014; Gao et al. 2011] and positron emission tomography (PET)
[Rahmim et al. 2009].
5.9. More Applications
Recent examples of low-rank modeling-based applications also include object tracking
[Ross et al. 2008; Zhang et al. 2012b], saliency detection [Shen and Wu 2012], corre-
spondence estimation [Zeng et al. 2012; Chen et al. 2014], fac¸ade parsing [Yang et al.
2012], model fusion [Ye et al. 2012; Pan et al. 2013], and depth image enhancement
[Shu et al. 2014], to name a few.
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6. DISCUSSIONS
In this paper, we have introduced the concept of low-rank modeling and reviewed some
representative low-rank models, algorithms and applications in image analysis. For
additional reading on theories, algorithms and applications, the readers are referred
to online documents such as the Matrix Factorization Jungle3 and the Sparse and
Low-rank Approximation Wiki4, which are updated on a regular basis.
The convex programming-based methods for low-rank matrix recovery generally
achieve a stable performance under a wide range of scenarios due to the global op-
timality in optimization. In noiseless cases, the convex programs such as (5) and
(8) can exactly recover the underlying low-rank matrix with a theoretical guarantee
[Cande`s and Recht 2009; Cande`s et al. 2011]. In noisy cases, the nuclear norm min-
imization may shrink true signals while compressing noise. To compensate for the
shrinkage effect, some postprocessing steps may be used [Mazumder et al. 2010], while
some other works tried to alleviate this issue by going beyond the nuclear norm and
using nonconvex relaxation techniques [Mohan and Fazel 2012; Zhang et al. 2012a].
A limitation of convex methods is the requirement of repeated SVD computation,
which is time consuming and unaffordable in large-scale problems. While many efforts
have been made towards fast SVD computation such as partial SVD [Lin et al. 2010],
approximate SVD [Ma et al. 2011] or performing SVT without SVD [Cai and Osher
2010], computational efficiency is still an issue in many real applications.
The factorization-based methods are widely used in real applications (e.g. building
recommender systems [Koren et al. 2009]), mostly due to the computational conve-
nience. Inference of a large matrix is reduced to estimation of two smaller factor matri-
ces. Moreover, the cost function of matrix factorization is often decomposable as a sum
of separate functions over data points or variables. Therefore, it is convenient to de-
velop online algorithms for real-time processing and to design distributed algorithms
for solving large-scale problems. A limitation of matrix factorization is that the under-
lying rank needs to be predefined in many models. While rank estimation techniques
have been proposed in some works such as [Keshavan et al. 2009] and [Wen et al.
2012], rank estimation is still a challenging problem especially in noisy cases. The
probabilistic methods have shown great potential in both simulation [Babacan et al.
2012] and real application [Wang and Yeung 2013]. Moreover, the probabilistic mod-
els with a Bayesian treatment are often parameter free, which is important in real
applications.
The applications of low-rank modeling are based on the fact that linear correlation
often exists among data. Such prior knowledge can be used for many purposes such
as extracting common patterns, removing random noise, reducing sampling rates in
imaging, etc. The recent advances in sparse learning and optimization provide pow-
erful frameworks and techniques to conveniently model the low-rank property of data
and develop efficient algorithms. We expect to see more applications of low-rank mod-
eling in the near future.
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