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Synopsis
Dans le cadre de cette thèse, nous abordons les problèmes liés à un robot au-
tonome devant apprendre différentes tâches sensori-motrices dans des situations
d’interaction et d’imitation. D’un point de vue théorique et dans le cadre des In-
teractions Homme-Machine (IHM), nous aborderons notamment les notions liées
aux phénomènes d’entraînement rythmiques, de coordination interpersonnelle et
de synchronisation intentionnelles et non-intentionnelles qui jouent un rôle impor-
tant dans les interactions sociales. En particulier nous défendons l’hypothèse que
des mécanismes d’entraînement rythmiques facilitent grandement l’apprentissage
dans des situations d’interactions Homme-Robot. Leur prise en compte dans la
conception de nouvelles IHMs est primordiale pour les rendre plus « intuitives ».
A long terme, nous aimerions que le robot puisse utiliser ces signaux sociaux pour
comprendre les intentions de son partenaire.
L’utilisation d’une tâche complexe est ici nécessaire pour que le robot soit con-
fronté à des situations d’échecs qui devront introduire des modifications de com-
portement non seulement de la part du partenaire mais aussi et surtout de la part du
robot. Ces situations introduiront des modifications du rythme dans l’interaction
au cours de l’apprentissage. Pour réussir ce pari, le robot devra être capable d’auto
évaluer à la fois son comportement vis à vis de la tâche en cours d’exécution (et
d’apprentissage) et son comportement d’interaction avec son partenaire.
Nous proposons de travailler sur un « robot mobile compagnon » capable
d’apprendre de manière interactive (avec son compagnon) à naviguer. L’utilisation
de jeux d’interaction et d’imitation comme moyen d’apprentissage mais surtout
de communication permet d’envisager de nouveaux principes d’IHM (Interface
Homme-Machine) où l’interaction n’est plus considérée comme une « charge »,
elle devient au contraire plaisante.
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Abstract
In this thesis, we address the issues related to autonomous learning of dif-
ferent sensory-motor tasks using interaction and imitation. From a theoretical
point of view and considering Human Machine Interaction (HMI), we will ques-
tion the concepts linked to rhythmic entrainment, interpersonal coordination, and
also intentional and unintentional synchronisations and their contribution to im-
prove social interactions. Particularly, these mechanisms facilitate human-human
interactions. Consequently, we defend the idea that taking them into account is
essential to build more intuitive HMI. In near future applications, we would like
to make the robot able to use these signals to improve its understanding the human
partner intentions.
Using a complex task is, then, necessary to confront the robot to failures that
will introduce behavioral changes for both the human and the robot agents. These
situations will introduce interaction rhythm modifications during learning phases.
In this aim, the robot should be able to self assess its behavior regarding both the
current task to learn and its interaction with its partner.
We propose to work on a ’mobile companion robot’ able to learn interactively
(with its partner) to navigate. Using interaction games and imitation as a medium
of learning and above all of communication, allows to consider new principles of
HMI (Human Machine Interface) where the interaction is no longer considered as
a ’load’, it becomes rather pleasant.
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Introduction
Problématique générale.
L’introduction des robots dans la vie quotidienne crée de nouvelles problé-
matiques qui s’additionnent aux " défis standards " de la robotique autonome :
la présence d’humains dans son environnement et le besoin d’interagir avec eux.
Dans cette thèse, nous nous intéressons à la difficulté qu’ont les systèmes com-
plexes (robots, drones, système de monitoring) à interagir dans un espace social
d’une manière qui émule un travail collaboratif entre humains. Le plus grand dé-
faut que l’on pourrait reprocher aux interfaces homme machine au sens large serait
leur incapacité à s’adapter aux intentions de l’humain.
Nous souhaitons étudier et construire des nouveaux modèles d’interactions
homme robot (IHR) dans le but de rendre les interactions plus "plaisantes" pour
l’utilisateur. En robotique classique, les robots sont pensés par les chercheurs dans
le but de réaliser une tâche particulière. Malheureusement, ces méthodes ne sont
absolument pas robustes aux changements d’environnement ni à la présence de
différents partenaires humains d’interaction. Dans la figure 1, nous illustrons
l’importance de l’expertise de l’utilisateur lors des interactions homme robot. Le
partenaire humain est souvent frustré par la non-intuitivité de l’interaction. Cette
interaction qui dépend énormément de l’expérience du partenaire n’est pas plai-
sante. Du point de vue du robot, il est difficile d’interagir dans un monde fait pour
les humains. De plus, l’introduction d’un objet fait naître le besoin de collabo-
rer. Cette collaboration est limitée par l’incompréhension (incapacité de prédire
les intentions de l’autre) entre les deux partenaires d’interaction. Le scientifique
doit donc répondre à la problématique d’acceptation du robot par l’humain. Bien
que l’humain soit capable de s’adapter au comportement des autres, cela lui de-
mande une charge cognitive plus importante. S’il se retrouve en compagnie d’une
personne prête à collaborer, l’interaction est alors plus agréable et naturelle. De
plus, des études de psychologie ont montré que les interactions entre les humains
sont facilitées par des mécanismes sociaux comme l’imitation et la coordination
interpersonnelle. Nous défendons alors l’idée qu’exploiter les propriétés de stabi-
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FIGURE 1 – Interaction Homme Robot triadique vue par le scientifique..
lité et d’adaptation des synchronisations non intentionnelles et des activités ryth-
miques peut résoudre plusieurs problèmes liés aux IHR et permettre de repenser
leur conception.
Nous avons choisi de nous inspirer des interactions sociales entre humains
dans le but de rendre les interactions avec le robot plus naturelles et par consé-
quent, plus intuitives.
S’inspirer des interactions sociales.
Les interactions sociales représentent une partie importante des nombreuses
activités quotidiennes des populations. Une conséquence de cette activité interper-
sonnelle est que le comportement d’un individu, intentionnel ou non, est modifié
par les interactions avec les autres.
De nombreux chercheurs s’intéressent à cette problématique [Minato et al.,
2007], [Fong et al., 2003]. On peut aussi citer l’équipe de Rodney Brooks et Cyn-
thia Breazeal [Brooks et al., 1999] qui ont portés le projet : Cog. Ils construisent un
prototype robotique au cours de ce projet dans l’optique d’explorer les structures
développementales, la notion d’embodiment, l’intégration de multiples senseurs
et systèmes moteurs ainsi que les interactions sociales.
En plus de l’aspect comportemental de l’interaction, un sujet récurrent con-
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cerne l’acceptation du robot par l’homme d’un point de vue physique. Une pre-
mière approche consistera alors à créer des prototypes robotiques qui se rap-
prochent de plus en plus d’une copie physique de l’humain [Minato et al., 2004].
On retrouve par conséquent des robots ressemblant fidèlement à des humains.
Malheureusement, lorsqu’ils se mettent à bouger, ils rendent les personnes mal à
l’aise car leur mouvement n’est pas naturel.
Nous nous intéressons alors à la façon de bouger du robot au cours de l’in-
teraction mais aussi de réagir aux stimuli de l’humain. Les coordinations interper-
sonnelles jouent un rôle particulier au cours de l’interaction. Particulièrement, le
phénomène d’entraînement [Phillips-Silver et al., 2010] facilite les coordinations
interpersonnelles [Amazeen et al., 1995] et le phénomène d’empathie [Richardson
et al., 2007].
Nous avons choisi de tirer notre inspiration des interactions sociales entre
les humains dans le but de rendre l’interaction plus plaisante pour l’utilisateur et
tout aussi efficace.
Justification scientifique
Dans de précédents travaux sur l’interaction et l’imitation, les membres du
laboratoire ETIS ont montré qu’un système robotique autonome conçu comme
un homéostat, et dont les perceptions sont ambiguës, permet l’émergence d’une
capacité d’imitation immédiate et spontanée [Gaussier et al., 1998], [Andry et al.,
2002]. Cette capacité d’imitation de " bas niveau " permet à son tour d’amorcer des
séquences d’apprentissage (avec un robot mobile dans le cadre de la navigation,
avec un bras de robot) et d’interaction non verbale [Prepin and Gaussier, 2010].
Parallèlement, le laboratoire ETIS a montré que les modèles neurobiolo-
giques inspirés des études sur la navigation des rongeurs et des primates décrivant
les interactions entre le système visuel, l’hippocampe pouvait réellement contrô-
ler un robot autonome évoluant de grands environnements (peu ou pas structuré et
considéré comme a priori non connu). Le robot est capable d’explorer un nouvel
environnement et d’apprendre par lui-même (en ligne) à revenir à certains endroits
précédemment explorés. Ce modèle est complété par la prise en compte des inter-
actions entre l’hippocampe, le cortex pré-frontal et les ganglions de la base. Ces
modèles rendent aujourd’hui possible la navigation visuelle, la création de bassin
d’attraction et la planification par association entre transition et récompense.
Plus récemment, l’intérêt fut porté sur la notion de synchronie et de prédic-
tion de synchronie lors d’une interaction homme robot. Il a alors été développé un
modèle donnant la possibilité à un robot, lors de phases d’imitation immédiate, de
synchroniser sa propre dynamique interne avec les stimuli visuels résultants de la
perception du mouvement de l’humain (flot optique).
Cette thèse s’intéressera particulièrement à l’apprentissage de tâches sensori-
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motrices par le biais de jeu d’imitation. Dans le cadre de l’apprentissage d’une
ronde par un ensemble de couples lieux-actions (approche sensori-motrice) , l’un
des principaux problèmes est la création d’un bassin d’attraction. Si l’on pres-
crit la trajectoire à suivre, on obtient une solution "parfaite" mais absolument pas
robuste, en effet, si le robot s’éloigne de la trajectoire apprise, il ne saura pas
comment revenir dessus et risque au contraire de s’en éloigner de plus en plus.
A l’inverse, si on laisse le robot "plus libre" de ses mouvements on peut
lui apprendre quelle direction prendre depuis un endroit donné pour rejoindre la
bonne trajectoire. On passe alors d’un apprentissage prescriptif à un apprentis-
sage proscriptif qui permet en deux ou trois cycles d’apprentissage de la ronde
d’obtenir la fabrication d’un bassin d’attraction robuste (le robot reviendra sur la
trajectoire même si on le kidnappe et le dépose relativement loin) [Giovannan-
geli and Gaussier, 2010]. Le point clé pour cet apprentissage est que le robot
puisse montrer à son partenaire l’action qu’il prévoit de faire de manière à ce que
l’humain adapte sa stratégie d’enseignement. Dans cette situation, l’efficacité de
l’apprentissage dépend de l’alternance des tours de rôle.
Ainsi, le robot doit en outre être capable d’auto-évaluer son comportement
de manière à prédire s’il s’attend à une action de son partenaire. Dans ce cas là,
l’apprentissage doit sûrement suivre son cours normal. Au contraire, si l’action du
partenaire était non prévue (erreur de prédiction), le robot augmentera sa "vigi-
lance". On voit donc que cette tâche demande à la fois de prédire le rythme global
de l’interaction et d’essayer de prédire localement les actions du partenaire pour
se rendre compte, par exemple, si dans une situation donnée le robot n’arrive pas
ou plus à progresser. Nous espérons aussi que lorsque l’humain imitera le robot
cela permettra au robot d’apprendre à reconnaître quelles caractéristiques du mou-
vement humain sont associées à ses propres actions et donc par la suite permettre
d’affiner ses capacités à mieux imiter.
Nous aimerions, dans ce cadre, intégrer notamment la notion de synchronie
entre le robot compagnon et l’être humain. En effet, les psychologues considèrent
la "synchronie" (corrélation temporelle) comme un des baromètres de l’interaction
"naturelle" et de ce fait un paramètre très important pour l’interaction sociale. Ils
ont notamment montré qu’un bébé n’interagissait plus avec sa mère lorsque celle-
ci n’était plus en synchronie avec lui [Nadel et al., 1999], [Field, 1984]. La syn-
chronie entre l’état interne du robot (sensori-motricité) et les stimuli visuels (flot
optique par exemple) peut alors être considérée comme le point de départ d’une
interaction sociale avec le compagnon (être humain), interaction qui peut aussi
bien amener le robot à suivre, de manière synchrone, les mouvements de marche
du compagnon afin d’explorer un lieu (navigation) ou alors imiter les gestes de ce
dernier afin d’apprendre à saisir un objet (manipulation).
D’autre part, on définira aussi des zones "d’attention" comme étant celles
où les stimuli visuels sont synchrones avec la dynamique interne du robot. Dans
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un environnement non contraint, définir des zones d’attention permet la détection
et la sélection du partenaire en présence de multiples stimuli visuels. Cela néces-
sitera de réfléchir à une architecture minimale permettant de sélectionner le bon
partenaire (en fonction de son rythme, de la capacité à prédire ses actions...).
Pris tous ensemble, ces résultats fourniront des solutions efficientes pour la
coopération intuitive et naturelle avec un robot et devraient également contribuer
à nous faire progresser vers une compréhension de la notion de soi et d’autrui.
Contexte applicatif et problématiques
Nous nous placerons dans le contexte applicatif de l’apprentissage auto-
nome d’une tâche sensori-motrice (navigation) à travers l’interaction et l’imita-
tion. D’un point de vue théorique, nous aborderons notamment la notion de ryth-
micité de l’interaction et l’influence des synchronisations non intentionnelles dans
le cadre de l’apprentissage de tâches complexes. A long terme, le robot devra être
capable de prédire et anticiper les intentions de son partenaire d’interaction. L’uti-
lisation d’une tâche complexe est alors primordial dans notre contexte. En effet,
le robot doit être confronté à des situations d’échecs qui permettront d’introduire
une modification du comportement de la part du partenaire mais aussi de la part
du robot. Ainsi , le robot devra être capable d’auto-évaluer à la fois son com-
portement vis à vis de la tâche qu’il doit effectuer mais aussi son comportement
d’interaction avec son partenaire. Nous travaillerons sur un robot mobile capable,
non seulement d’apprendre de manière interactive, à naviguer en intérieur dans de
petits et grand environnements.
Nous souhaitons qu’un utilisateur non expérimenté puisse apprendre par le
biais de jeux d’interaction une trajectoire particulière à un robot. Il va donc falloir
mettre en place un modèle permettant de répondre à plusieurs problématiques :
• l’initiation automatique de l’interaction et sélection du partenaire,
• focus d’attention du robot sur le partenaire et maintien de l’interaction,
• réengagement de l’interaction,
• adaptation des dynamiques d’interaction avec le rythme naturel des parte-
naires,
• apprentissage autonome de tâches sensori-motrices à travers des phases
d’imitation
• validation de la tâche apprise et capacité du robot à auto-évaluer sa progres-
sion au cours de l’apprentissage
Présentons maintenant le scénario global de cette thèse :
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• Le robot se déplace de manière autonome à son propre rythme (qui est phy-
siquement illustré par les oscillations rythmiques de son bras) et scanne
visuellement son environnement avec sa caméra.
• Si un humain se place devant lui et commence à bouger, le flot optique induit
influence le rythme du robot et par conséquent les oscillations du bras. Les
mouvements du bras du robot génère donc un stimulus visuel pour le parte-
naire humain qui pourra être "entraîné" (voir modèle d’entraînement dans le
chapitre 4) rythmiquement et éventuellement non-intentionnellement. Pour
le moment, nous partirons sur un modèle où le partenaire tente de se syn-
chroniser volontairement.
• Si l’entraînement mutuel permet de faire converger les deux acteurs vers une
dynamique commune, alors le robot détecte qu’un partenaire tente d’inter-
agir avec lui. La phase d’initiation de l’interaction est terminée. Le robot
arrête alors de scanner son environnement et focalise son attention sur les
zones synchrones. Ceci permet de lancer l’apprentissage de la forme du par-
tenaire.
• Lorsque le partenaire sélectionné (qu’il est maintenant capable de recon-
naître visuellement) commence à bouger, le robot le suit grâce à une deuxième
caméra (seule à suivre, le corps du robot reste immobile). Le partenaire peut
donc montrer au robot la direction à apprendre relativement à la cellule de
lieux dans laquelle il se trouve.
• S’il y a une différence entre l’orientation du corps du robot et celle de sa tête
(respectivement l’orientation courante et désirée) est suffisamment grande
alors une nouvelle association lieu/action (PC/a) est apprise. Le déclenche-
ment de l’apprentissage devra être réalisé lorsque le robot aura rejoint la
direction à apprendre. Dans cette première approche, le mouvement de la
tête du robot et celui du corps sont sériels. Le robot suit d’abord son parte-
naire du regard puis lorsque la direction montrée est stable le corps réalise
la même rotation (la tête étant capable de compenser ce mouvement). Ce
comportement n’étant pas très naturel, nous montrons une nouvelle mé-
thode pour le déclenchement de l’apprentissage par la suite.
• Après cette intervention du partenaire, le robot recommencera à scanner son
environnement et naviguer en fonction de ce qu’il a déjà appris.
Au fur et à mesure des interactions (correction de l’humain), le robot va pouvoir
apprendre un bassin d’attraction.
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Plan de la thèse
Cette thèse se divisera en 7 chapitres. Dans le chapitre 1, nous introdui-
rons les notions de base liées au sujet de cette thèse et au domaine de recherche
des interactions homme machine et plus particulièrement des interactions homme
robot. Nous expliquerons comment nous en sommes arrivés à vouloir créer des
robots sociaux en nous inspirant des interactions sociales. Nous mettrons aussi
l’accent sur la classification des robots suivant leur niveau d’autonomie puis nous
expliquerons l’influence de l’apparence physique et comportementale des robots
dans le contexte d’interactions avec les humains. Tous ces points nous amène-
rons au problème de l’évaluation des interactions. Quelles méthodes faut-il utili-
ser pour analyser, comparer les différents modèles d’interaction Homme Robot ?
Quel point de vue adopter ? Enfin, nous expliquerons pourquoi la robotique est
une bonne approche pour étudier les modèles computationnels. Cela nous per-
mettra d’aborder l’intérêt des synchronisations et coordinations interpersonnelles
pour le bon fonctionnement des interactions sociales.
Dans le chapitre 2, nous réaliserons un état de l’art sur les synchronisations
et coordinations interpersonnelles. Nous verrons que ce phénomène social n’est
pas exclusivement présent chez les humains mais qu’il jouent un rôle fondamen-
tale dans la communication non verbale pour de nombreuses espèces. Nous ferons
un point sur la façon dont se développent les capacités d’interaction entre les in-
dividus du point de vue de la neuro-psychologie. Plus particulièrement, nous nous
intéresserons aux études sur l’imitation intentionnelle ou non intentionnelle qui
nous mènerons à la présentation du phénomène d’entraînement très présent chez
les individus. Enfin, nous discuterons des idées importantes de cette bibliographie
qui nous permettront de construire nos modèles.
Dans le chapitre 3, nous ferons une petite parenthèse pour présenter les mo-
dèles de réseaux de neurones qui nous seront utiles pour la compréhension de
cette thèse. En premier lieu, nous ferons une brève analogie entre le neurone bio-
logique et le neurone formel. Ensuite, nous nous intéresserons aux différents types
d’apprentissage : apprentissage hebbien, conditionnement classique ainsi qu’aux
processus de catégorisation non supervisés. Nous présenterons aussi le mécanisme
de compétition de type Winner Take All qui sera très présent dans nos modèles.
Enfin, nous nous consacrerons à la présentation du fonctionnement des champs de
neurones dynamiques (Neural Fields) présente des propriétés intéressantes pour
la fusion de stratégies (problématique présente dans cette thèse).
Dans le chapitre 4, nous entrerons dans la problématique principale de cette
thèse. Comment initier et maintenir l’interaction avec un robot mobile ? De pré-
cédents travaux réalisés au laboratoire ont permis de développer un modèle per-
mettant de sélectionner un partenaire parmi plusieurs en se basant sur le critère de
détection de synchronie. En partant de la présentation de ce modèle, nous expli-
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querons comment nous avons pu mettre en place un système qui permet d’initier
l’interaction avec un robot puis de maintenir cette interaction grâce à la reconnais-
sance visuelle du partenaire. Pour aller plus loin, nous détaillerons le mécanisme
attentionnel mis en place et présenterons les résultats d’une première expérience
sur un robot statique mais possédant une caméra mobile.
Dans le chapitre 5, nous entamerons l’étude des interactions avec un robot
réellement mobile. Un des points importants de cette thèse est de rendre la tâche
d’enseignement de la trajectoire agréable pour l’utilisateur. Pour cela, le robot doit
être capable d’adapter sa vitesse en fonction de celle de son partenaire humain.
L’humain s’adaptant de façon naturelle alors nous entrons dans des interactions
dites bidirectionnelles qui ont pour intérêt de rendre plus plaisante l’interaction.
Notre étude se concentrera sur la marche côte à côte entre un robot mobile et
son partenaire. En particulier, nous présenterons un modèle permettant au robot
d’adapter sa vitesse mais aussi (comme lors d’une interaction entre humains) de
synchroniser les mouvements (bras oscillant) du robot avec ceux de son parte-
naire. Enfin, une expérimentation sur des utilisateurs naïfs permettra d’identifier
les limitations du modèle mais aussi les limitations techniques du robot.
Dans le chapitre 6, nous nous présenterons un bref état de l’art des modèles
de navigation du point de vue de robotique classique et de celui de la robotique
bio-inspirée. Nous expliquerons pourquoi nous avons fait le choix d’utiliser le
modèle proposé par l’équipe Neuro-cybernétique du laboratoire ETIS qui repose
sur l’apprentissage d’associations sensori-motrices. Enfin, nous présenterons le
modèle d’apprentissage par imitation proposé pour l’apprentissage de la trajec-
toire. Nous réaliserons trois expériences qui permettront de donner des résultats
préliminaires répondant à notre problématique.
Enfin, dans le chapitre 7, nous axerons notre réflexion sur l’aspect évalua-
tion de l’interaction du point de vue de l’utilisateur naïf dans le but de justifier
l’hypothèse suivante : notre modèle d’apprentissage par imitation du partenaire
permet de rendre la tâche plus simple et plus agréable pour l’utilisateur. On aura
alors fait un pas vers l’amélioration de l’intuitivité de notre système. Nous nous
intéresserons pour finir à l’aspect évaluation du comportement du robot par le ro-
bot lui-même. Pour cela, nous présenterons un bref état de l’art des méthodes et
un modèle simple d’auto-évaluation qui s’applique à notre système. Il permettra
au robot de prédire si son comportement est en accord avec celui de son partenaire
et permettra de ré-engager ou adapter l’apprentissage du robot si nécessaire. Nous
ne présenterons que des résultats préliminaires pour cette étude.
Pour finir, nous présenterons les apports de cette thèse ainsi que les perspec-
tives qui sont ouvertes.
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Interaction Homme Robot.
L’objectif de ce chapitre est d’introduire les notions de base liées au sujet
de cette thèse, c’est-à-dire les interactions Homme robot. Nous nous intéresserons
particulièrement à l’état de l’art du domaine ainsi qu’aux attentes des personnes
vis à vis des robots. Nous discuterons alors de la forme d’intelligence attendue
lorsque l’on interagit avec un robot compagnon.
1.1 Des interactions Homme Machine aux robots com-
pagnons.
On appelle interface homme-machine l’ensemble des dispositifs matériels
et logiciels permettant à un utilisateur d’interagir avec un système. Les interfaces
homme machine ont énormément évolué ses dernières années. D’une approche
techno-centrée, où l’utilisateur s’adaptait à la machine nous nous sommes tournés
vers une approche anthropo-centrée où l’interface s’adapte à son utilisateur. Nous
avons vu apparaître des interfaces graphiques tactiles vouées à une utilisation la
plus intuitive possible. L’objectif est donc de mettre en place des systèmes convi-
viaux et attractifs. Les systèmes rétroactifs, c’est-à-dire qui sont influencés par les
conséquences de leurs propres actions vont laisser place aux systèmes interactifs.
Les Interactions Homme Robot (IHR) correspondent à l’étude des interac-
tions entre les hommes et les robots. Ce domaine de recherche est multidiscipli-
naire. Les contributions concernent différents domaines dont voici une liste non
-exhaustive : la mécanique, l’électronique, le design, l’informatique (intelligence
artificielle, vision artificielle), ... Elles s’étendent au domaine des sciences hu-
maines et cognitives : psychologie, communication, anthropologie, langage, fac-
teurs humains. Cet intérêt grandissant pour les IHR fait d’ailleurs naître de nou-
veaux questionnements du point de vue de l’éthique et de la philosophie [Feil-
Seifer and Mataric´, 2009].
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Durant les trente dernières années, nous avons énormément appris sur sur
la façon dont sont perçues les machines. Cela a permis d’identifier les contraintes
à prendre en compte lors du développement d’IHMs. En particulier, les IHMs
doivent s’adapter au comportement de l’utilisateur et non pas l’inverse. Ces re-
marques sont aussi valables dans le cas des interactions homme robot. Malgré
tout, on note des différences entre les interfaces traditionnelles et les robots. Ces
différences reposent principalement sur le fait que les robots possèdent un "corps".
Ils ont accès à des informations sensorielles (vision, audition, proprioception, ...)
et peuvent agir (action) sur leur environnement. De plus, ils évoluent dans un envi-
ronnement réel et doivent être capable de prendre des décisions suivant certaines
contraintes. Enfin, la présence d’autres agents (humains ou autres robots) dans
l’environnement impose au robot d’être capable d’interagir de manière complexe.
Les avancées de la recherche en robotique et en intelligence artificielle ont
permis à la fin du XXème siècle d’entrevoir l’introduction des robots dans notre
quotidien. Les premiers robots, industriels ou ménagers, étaient voués à réaliser
une tâche automatisée sans interaction sociale avec les humains. L’apparition de
systèmes plus complexes, comme par exemple les drones ou robots compagnons,
a permis de mettre en évidence les difficultés d’interactions avec ces machines.
Au départ, les robots sont incapables de ressentir et d’interagir dans un monde
bâti pour l’homme.
Les premiers robots étaient entièrement automatisés et répétaient une sé-
quence de mouvements pré-codés pour réaliser une tâche précise et répétitive.
Par exemple, en 1961, on assiste à l’introduction du premier robot sur une chaîne
de montage de General Motors. Actuellement, il est très difficile d’entrevoir une
simple interaction entre un humain et ce type de robot en fonctionnement. En ef-
fet, leur puissance et leur vitesse de déplacement rend dangereuse la présence d’un
humain à leurs côtés (voir figure 1.1). Par conséquent, ces robots sont cloisonnés
dans des cages métalliques pour éviter les accidents.
Pourtant, dans certains cas, la coopération entre le robot industriel (ou non)
et l’humain est nécessaire. Interagir de manière sécurisée devient donc une prio-
rité. Par conséquent, ces robots sont alors pourvu de capteurs qui leur permettent
de percevoir leur environnement à travers leurs actions. De plus, de nombreux
chercheurs se sont intéressés à la compliance des robots [Patterson and Lipkin,
1993], c’est-à-dire, la capacité d’un robot à avoir un comportement souple et à
s’adapter à son environnement. Ces constatations ont fait naître un intérêt particu-
lier pour l’étude des interactions entre l’homme et le robot.
L’étude des IHR doit permettre de comprendre comment les humains in-
teragissent avec les robots de manière à bien les concevoir mécaniquement mais
aussi du point de vue de l’implémentation. Peu à peu, le robot devient un par-
tenaire d’interaction. On commence alors à parler de robot compagnon. Les ro-
bots compagnons sont voués à assister les personnes dans les tâches du quotidien.
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FIGURE 1.1 – A gauche, un exemple de bras robotiques enfermés dans des cages car il
serait très dangereux qu’une personne se retrouvent dans leur espace de travail. A droite,
un exemple de collaboration entre un bras robotique et une personne.
Ces systèmes devront alors être capable d’accomplir des tâches complexes dans
un environnement dynamique en interaction avec l’humain. On pourra citer des
exemples : l’assistance à la personne [Goetz and Kiesler, 2002], les robots guides
dans les musées [Karaouzene et al., 2013]...
La présence dans notre quotidien de ces robots peut faire naître chez cer-
taines personnes un sentiment d’insécurité. La prise en compte de cet aspect est
d’ailleurs parfaitement illustré par Asimov qui a écrit ses trois lois de la robotique :
• un robot ne peut porter atteinte à un être humain, ni, en restant passif, per-
mettre qu’un être humain soit exposé au danger ;
• un robot doit obéir aux ordres qui lui sont donnés par un être humain, sauf
si de tels ordres entrent en conflit avec la première loi ;
• un robot doit protéger son existence tant que cette protection n’entre pas en
conflit avec la première ou la deuxième loi.
L’Intelligence Artificielle a permis la conception d’agents intelligents qu’on
définira par le fait qu’ils soient capables de réaliser des actes/actions intelligent(e)s.
Ces agents perçoivent leur environnement et se servent de cette perception pour
agir. Leurs actions sont choisies de manière à maximiser les chances de succès
pour arriver à un but qui leurs a été fixé [Poole, 1998],[Kim et al., 2003] tout en
respectant la sécurité des personnes qu’ils les entourent. Ainsi, les interactions
homme robot sont devenues plus sécurisées et permettent d’envisager le partage
d’un environnement commun entre les robots et les humains.
Les premiers robots compagnons orientés grand public sont présents dans diffé-
rents secteurs : l’éducation, l’assistance aux personnes âgées ou dans les hôpitaux.
Un autre domaine très concerné est le domaine militaire où il est primordial que
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l’interaction avec les soldats soit la plus naturelle et intuitive possible. L’autono-
mie est alors nécessaire pour le robot mais il est très important que le partenaire
puisse le corriger si nécessaire et par conséquent interagir avec lui.
1.2 Taxonomie des IHR et autonomie des robots.
Dans l’article de Cinthia Breazeal, les IHR ont été classifiées suivants quatre
paradigmes [Breazeal, 2004] :
• le robot outil : il réalise une tâche donnée.
• le cyborg : le robot et l’humain ne font qu’un, il n’est une parfaite extension
du corps.
• l’avatar : le robot (avatar) est une entité dans laquelle la personne se projette
pour communiquer avec d’autres personnes.
• le partenaire social (robots compagnons) : agent qui communique et inter-
agit avec les personnes au quotidien.
Chacun se distingue des autres par la perception mentale que les personnes
se font du robot lorsqu’elles interagissent avec. On pourra citer le robot aspira-
teur qui peut être considéré comme un outil lorsqu’il réalise sa tâche sans l’atten-
tion de l’utilisateur. A partir du moment où l’utilisateur commence à essayer de
comprendre l’intelligence du robot ou essaye d’interagir avec lui (appui sur les
détecteurs d’obstacles pour le faire changer de direction) alors le robot devient un
compagnon. Il est très important de noter que lorsque l’on parle de compagnon, on
peut considérer que le partenaire humain va vouloir donner des intentions au robot
ou inversement on souhaite que le robot soit capable de prédire les intentions de
son partenaire [Schrempf and Hanebeck, 2005].
Les relations entre les hommes et les robots sont en grandes parties liées
à l’autonomie du robot. En robotique, on peut définir plusieurs niveaux d’auto-
nomie allant du robot télé-opérable par l’humain au robot entièrement autonome
[Yanco and Drury, 2002]. On citera quelques exemples : la Télé-opération, la
semi-autonomie et l’autonomie collaborative. Scholtz propose une taxonomie des
différents types d’IHR [Scholtz, 2003]. En juillet 2003, un groupe de travail du
NIST (National Institute of Standards and Technology) crée le système de clas-
sification ALFUS (Autonomy Levels For Unmanned Systems) dont l’objectif est
de donner des métriques pour classer les systèmes par niveaux d’autonomie (voir
figure 1.2). Un premier travail important a été de définir la terminologie autour
des systèmes autonomes [Huang et al., 2005].
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FIGURE 1.2 – A gauche (A), un schéma représentant le système de classification géné-
rique ALFUS et à droite (B), le modèle détaillé selon 3 axes (figure extraite de [Huang
et al., 2005])
Parmi les méthodes pour l’évaluation des systèmes robotiques, la classifi-
cation par des niveaux d’autonomie semble être la méthodologie la plus pratique
pour l’utilisateur final. Le principe est simple : un tableau à niveaux définit les
capacités requises pour un système, afin de correspondre à un niveau donné. Ce-
pendant, cette méthode est difficile à mettre en œuvre.
L’autonomie est un problème complexe dans le contexte des interactions
homme robot. Un robot peut avoir un degré particulier d’autonomie qui varie en
fonction du type d’interaction. Il ne peut néanmoins pas être le seul décisionnaire
lorsqu’il interagit avec une personne (une des raisons est la sécurité). Pour rendre
l’interaction plus acceptable, il est important de s’inspirer du fonctionnement des
interactions sociales pour concevoir les IHR.
Lorsque l’on s’intéresse aux robots compagnons, la réflexion est centrée sur
les IHR et les systèmes robotiques complexes. De plus, les possibilités d’inter-
actions entre les humains et les robots compagnons sont très grandes et doivent
respecter des contraintes sociales que ce soit au niveau comportemental, de l’ap-
parence physique et des compétences cognitives. En 2007, Dautenhahn définit le
robot compagnon comme :
"A robot that (i) makes itself ’useful’, i.e., is able to carry out a variety of
tasks in order to assist humans, e.g. in a domestic home environment, and (ii)
behaves socially, i.e. possesses social skills in order to be able to interact with
people in a socially acceptable manner" [Dautenhahn, 2007].
Il est très important que le comportement et les compétences cognitives
coïncident avec l’idée dont s’en fait l’utilisateur. Du point de vue du compor-
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tement social, on citera plutôt l’intégration des robots compagnons dans la vie
quotidienne de personnes vulnérables (personnes âgées, handicapées). Les robots
compagnons ne doivent donc pas être envahissant, doivent être facile d’utilisation,
respecter les règles d’interactions sociales. A court terme, ils sont conçus pour être
des assistants mais à long terme ils pourraient devenir des compagnons.
Ces robots s’insèrent dans un processus social. On comprend alors l’intérêt
de leur donner la capacité d’interagir socialement.
1.3 Apparence physique et comportement du robot.
L’apparence physique des robots est une problématique importante lorsque
l’on s’intéresse aux IHR. On pourrait penser que si les robots ont une apparence
humanoïde alors l’interaction sociale sera plus agréable, plus intuitive. En effet,
si le robot correspond au schéma humain, il sera plus simple de comprendre et
d’anticiper son comportement. Dans la réalité, il faut faire très attention lors de
la conception. Masahiro Mori, un roboticien japonais, parlera de la théorie de la
vallée dérangeante (de l’anglais uncanny valley) [Mori et al., 2012]. Ce terme
est utilisé pour désigner une théorie scientifique, publiée pour la première fois en
1970, selon laquelle plus un robot humanoïde est similaire à un être humain, plus
ses imperfections nous paraissent monstrueuses. Ainsi, certains observateurs se-
ront plus à l’aise en face d’un robot clairement artificiel que devant un robot doté
d’une peau, de vêtements et d’un visage pouvant passer pour humain. La théorie
prévoit cependant qu’au delà d’un certain niveau de perfection dans l’imitation,
les robots humanoïdes sont beaucoup mieux acceptés. Cela explique l’utilisation
du terme de vallée : il s’agit d’une zone à franchir dans laquelle chaque progrès
fait vers l’imitation humaine amènera plus de rejet avant de finalement amener
une acceptation plus grande. Un prototype robotique très proche d’une copie phy-
sique de l’humain est celui de [Minato et al., 2004]. On notera l’importance de la
relation entre la structure morphologique et le contrôle dynamique moteur [Lun-
garella and Berthouze, 2002], [Lungarella and Sporns, 2005]. L’aspect humanoïde
devrait rendre le robot plus sympathique pour l’utilisateur. Le robot est plus pré-
visible car il a la capacité de pouvoir "bouger" comme les humains. Malgré cette
similarité, on peut se demander si ce prototype ne se retrouve pas dans la vallée
dérangeante.
Cette théorie de la vallée dérangeante est tout de même controversée. En fait,
outre l’apparence physique, c’est plus la décorrélation entre ce que l’on attend,
d’un point de vue comportemental, d’un robot qui est si proche physiquement de
l’humain par rapport à son comportement réel qui est gênant pour l’homme [Marin
et al., 2009]. Nous avons déjà abordé le sujet de l’intérêt de s’inspirer des interac-
tions sociales. Ainsi, de plus en plus de chercheurs étudient comment les hommes
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FIGURE 1.3 – Illustration de la vallée dérangeante
.
interagissent entre eux pour pouvoir appliquer cela aux robots [Severinson-Eklundh
et al., 2003].
On souhaite s’inspirer de ce comportement pour rendre les IHR les plus
naturelles possibles. Pour cela, il est nécessaire que le robot soit capable de com-
muniquer suivant le langage corporel humain. La figure 1.4 présente différentes
situations : faire des expressions faciales, serrer la main de son partenaire, imiter et
marcher côte à côte. De nombreux chercheurs s’intéressent à ces problématiques.
On peut citer l’équipe de Rodney Brooks et Cynthia Breazeal [Brooks et al., 1999]
qui ont portés le projet : Cog project. Ils construisent un prototype robotique au
cours de ce projet dans l’optique d’explorer les structures développementales, le
rôle de l’embodiment [Pfeifer and Scheier, 2001], l’intégration de multiple sen-
seurs et systèmes moteurs ainsi que les interactions sociales.
1.4 Évaluation de l’interaction.
Avant de pouvoir évaluer une interface, qu’elle soit robotique ou autre, il
est nécessaire de comprendre les compétences propres à l’utilisateur et les repré-
sentations mentales qu’il se fait de l’interface. Il faut alors mettre en place des
critères qui y sont liés. Des évaluations basées sur une série d’heuristiques ont
permis la conception d’interfaces web et logicielles [Nielsen, 1994]. Malgré tout,
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FIGURE 1.4 – Interactions sociales Homme Robot. Pour rendre les interactions intuitives,
il est nécessaire que le robot soit capable de communiquer suivant le langage corporel
humain. Cette figure présente différentes situations : faire des expressions faciales, serrer
la main de son partenaire, imiter et marcher côte à côte.
on remarque que les interfaces actuelles varient énormément en fonction de la
plate-forme et ses capteurs. Il n’est donc pas adapté de vouloir trouver des cri-
tères généraux permettant une évaluation heuristique commune à tous les types
d’interfaces. Lorsque l’on s’intéresse à l’état de l’art des systèmes intelligents,
on peut trouver quelques critères comme ceux proposés par Messina [Evans and
Messina, 2001]. Malheureusement, ces critères sont qualitatifs et ne s’appliquent
qu’aux robots seulement. Ils ne sont donc pas pertinents pour l’évaluation d’une
interaction coopérative entre un robot et son utilisateur. Yanco proposera lui des
méthodes pouvant aider à l’évaluation [Yanco et al., 2004].
Les trois phases classiques pour l’évaluation des interactions homme/robot
sont les suivantes :
• l’étude des performances techniques du système par des tests en laboratoire
(intégration, évaluation par des utilisateurs experts) ;
• l’évaluation de l’acceptation du système dans des environnements presque
réels ;
• l’évaluation des effets du système lors d’expériences à long terme en condi-
tions réelles.
Il est difficile de mettre en place une évaluation pertinente des modèles
d’IHR. Une première étape à franchir est l’obtention d’un système robuste. Pour
obtenir des résultats quantitatifs à partir des expériences, il faut aussi rassembler
assez de candidats. Enfin, la plupart des expériences sont réalisées en laboratoire.
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Cet environnement n’est pas familier pour les participants ce qui pourraient les
pousser à ne pas se comporter naturellement. Par conséquent, dans ces conditions,
les résultats pourraient être biaisés.
Evaluation objective et subjective
Il existe différents point de vue pour évaluer les interactions homme ma-
chine. L’évaluation peut être objective ou subjective et peut être réalisée grâce à
des questionnaires. De nombreux philosophes ont débattu sur l’objectivité de la
subjectivité (Bergson) et sur la subjectivité de l’objectivité (Husserl). La notion
d’objectivité pose quelques problèmes particulièrement car il est compliqué de
faire le lien entre des mesures quantitatives (données) et des ressentiments qua-
litatifs (mots). Prenons l’exemple de l’interaction avec un avatar : on souhaite
mesurer l’acceptation de cet avatar par les personnes. On leur demande alors s’ils
ont l’impression d’interagir avec une vraie personne. Les réponses obtenues sont
très difficiles à analyser et à comparer [Gunawardena and Zittle, 1997]. Pierre de
Loor propose alors de mixer des données objectives et subjectives [De Loor, 2015]
tout en utilisant des méthodes classiques d’évaluation.
En ingénierie, les systèmes sont évalués de manière subjective à partir de
questionnaires. Un exemple classique est le questionnaire SUS. Ce questionnaire
est à l’origine « quick and dirty », donc rapidement fait sans avoir de prétentions
particulières. Il a été créé par John Brooke en 1986, pour répondre à un besoin
de mesure rapide d’un système électronique. Depuis ce questionnaire est réguliè-
rement utilisé et plusieurs études ont porté sur sa validité. Il se trouve qu’il est
beaucoup moins « dirty » que prévu, mais toujours aussi « quick » ! Le SUS se
compose de dix questions qui permettent de recueillir le point de vue subjectif
de l’utilisateur sur un système ou un service. Le SUS se base sur une échelle de
Likert qui permet à l’utilisateur de répondre sur une échelle en 5 ou 7 points de «
Pas du tout d’accord » à « Tout à fait d’accord ».
Pour construire le SUS, il a fallu identifier des questions qui provoquent des
réponses tranchées. Pour cela, une cinquantaine de questions potentielles ont été
posées à des utilisateurs après le test de deux systèmes différents. Les questions
conservées sont celles qui provoquaient les réponses les plus extrêmes. Il y avait
aussi une corrélation forte (+0,7 à +0,9) entre ces questions. La moitié des ques-
tions sélectionnées présentait un accord fort, l’autre moitié un désaccord. Dans ce
questionnaire, on observe que les questions portent sur divers aspects tels que la
convivialité du service, la complexité, la facilité d’apprentissage,. . .
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Point de vue des éthologistes
Un autre point de vue pour l’évaluation des interactions homme/robot est
celui des éthologistes.
L’éthologie correspond à l’étude scientifique et objective du comportement
animal basée sur l’observation. Ce concept a été défini dans les années 1930-1940
par Lorentz. Vers les années 1950-1960, les concepts de l’éthologie ont été in-
troduits en psychologie. Klein et son équipe ont adopté ce point de vue dans le
but d’étudier les comportements humains[Klein et al., 2000]. En effet, il existe
une similarité entre l’étude des comportements des animaux et celle des com-
munications non-verbales chez l’humain. Récemment, Jost et Grandgeorge ont
collaboré pour mettre en place une nouvelle approche pour l’évaluation des inter-
actions homme/robot [Jost et al., 2014]. Il existe plusieurs étapes principales pour
l’étude des comportements : décrire et quantifier les comportements et analyser et
interpréter les données.
Ainsi, les éthologistes définissent des types de comportements qui doivent
être compris de tous sans risque d’ambiguïté. La quantification des comporte-
ments s’appuient sur les méthodes générales d’échantillonnage présentées par Alt-
mann en 1974 : échantillonage par balayage, échantillonage centré, échantillon-
nage continu et échantillonage au hasard [Campan and Scapini, 2002]. L’analyse
et l’interprétation des données se basent sur quatre points particuliers :
• La fonction du comportement : quel est l’effet de ce comportement sur les
chances de survie et de reproduction ? Pourquoi l’animal se comporte de la
sorte et pas d’une autre façon ?
• Le développement du comportement : Comment ce comportement évolue-
t-il avec l’âge ? Quels apprentissages sont nécessaires pour l’apparition de
ce comportement.
• Les causes de ce comportement : Quels sont les stimuli qui provoquent ce
comportement ? Qu’est-ce qui a été modifié au cours des derniers appren-
tissages ?
• Chronologie du comportement : Comment évolue ce comportement suivant
les espèces (voisines) ?
Pour conclure, les avantages principaux de l’analyse des IHR du point de
vue de l’éthologie sont les suivants : les observations sont réalisées dans des condi-
tions réelles (pas forcément en laboratoire). Elle permet de quantifier les données.
Les observations ne se basent pas seulement sur des ressentis ou sur les croyances
des participants. Elle peut se juxtaposer avec d’autres méthodologies et, enfin,
cette méthodologie n’est pas invasive.
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Standardiser l’évaluation ?
Pour pouvoir évaluer et comparer les interactions homme robot, il a été né-
cessaire de mettre en place des mesures standards. Steinfield a identifié une série
de mesures et s’est intéressé aux facteurs qui pourraient introduire un biais et qui
doivent être pris en compte [Steinfeld et al., 2006].
Nous allons citer quelques exemples de mesures à utiliser en fonction des
domaines :
• Navigation : pourcentage de tâche accomplie, écart par rapport à la trajec-
toire, nombre d’obstacles qui ont été correctement évités, temps pour effec-
tuer la tâche, temps où l’opérateur doit reprendre la main, nombre d’inter-
vention de l’opérateur, ...
• Reconnaissance de formes : précision de la classification, robustesse à l’orien-
tation, ...
• Performance du robot : capacité du robot à s’auto-évaluer, niveau d’autono-
mie du robot, ...
On pourrait trouver de nombreuses méthodes de mesures qui sont très diffé-
rentes les unes des autres. La plus grande difficulté dans l’évaluation des interac-
tions homme robot et celle des interfaces homme machine en générale est de trou-
ver des éléments, mesures légitimes qui permettent de les comparer entre elles.
Ainsi, on constatera que dans la majorité des études actuelles, les mesures sont
très variées et ne sont pas forcément comparable. Une bonne méthode d’évalua-
tion serait alors celle qui repose sur les différentes approches vues précédemment.
De plus, il est très facile d’introduire un biais lors des études réalisées pour
l’évaluation d’une IHM : que ce soit à cause des questionnaires et la manière dont
l’expérimentateur peut orienter la pensée du testeur, ou par l’environnement dans
lequel se déroulent les expérimentations. En effet, la majorité d’entre elles sont
réalisées dans les laboratoires et pas forcément en environnement "naturel" ce qui
peut modifier le comportement des personnes qui interagissent avec le système.
Pour conclure, estimer la qualité d’une IHM est une tâche compliquée qui
repose sur la comparaison ou corrélation entre plusieurs évaluations.
1.5 Comprendre les interactions sociales à travers la
robotique.
La robotique bio-inspirée sera au cœur de cette thèse. Son objectif peut être
dual : 1) s’inspirer du vivant pour construire de meilleurs modèles d’IHR 2) et
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utiliser ces dernières comme plateformes de tests afin d’aider à comprendre l’hu-
main et les mécanismes mis en jeu lors de ses interactions sociales. Dans ce qui
suit, nous présentons quelques études dans cette lignée.
Les premiers travaux se sont intéressés à l’imitation. Ils ont montré que
celle-ci pouvait permettre de donner de l’autonomie aux robots. Grâce à de simples
comportements "sociaux" [Dautenhahn, 1995], les robots sont libres et capables
de s’adapter à leur environnement physique. Jusqu’à présent, les roboticiens se
sont principalement intéressés à la capacité d’apprentissage par imitation. Grâce
à cette méthode, le robot peut apprendre facilement en imitant l’autre. De plus, si
l’on considère une population de robots, elle permet d’accélérer la vitesse d’ap-
prentissage [Dautenhahn, 1995], [Berthouze and Kuniyoshi, 1998], [Kuniyoshi,
1994]. Il est important de souligner que l’imitation est fondamentale pour la com-
munication interpersonnelle et l’apprentissage chez l’homme. Elle est aussi fon-
damentale pour le développement et l’adaptation des comportements en fonction
des interactions. L’imitation est une capacité qui permet de répondre à un certain
nombre de problèmes. On peut citer de manière non-exhaustive :
L’apprentissage de nouveaux comportements :
• communiquer par le biais de l’imitation [Billard and Hayes, 1997], [Ko-
zima, 2002], [Billard, 2001], [Demiris and Dearden, 2005]
• généraliser [Calinon et al., 2007],
• détecter la nouveauté,
• développer une curiosité artificielle [Oudeyer, 2004],
• apprendre de manière supervisée [Schaal et al., 2000], [Ijspeert et al., 2001]
et auto-supervisée [Gaussier et al., 1998], [Andry et al., 2001], [Barto and
Simsek, 2005],
• détecter des signaux implicites (par exemple : les causalités physiques [Ar-
senio et al., 2003], [Arsenio and Fitzpatrick, 2005]) et détecter les mar-
queurs de l’interaction [Andry et al., 2005].
La compréhension des interactions dyadiques :
• interactions homme-robot [Ogata et al., 2003], interactions robot-robot [Steels
and Kaplan, 2002], [Baillie and Nottale, 2005],
• turn-taking et changement de rôle (professeur/élève devient élève/professeur)
ainsi que l’attention partagée [Nadel and Butterworth, 1999],
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• communications pré-verbales et les interactions par la gestuelle [Andry et al.,
2001], [Kuniyoshi and Nagakubo, 1997], [Billard et al., 1998], [Cheng and
Kuniyoshi, 2000].
• création des liens affectifs et leur adaptation à travers les interactions [Blan-
chard and Canamero, 2005].
La compréhension des interactions triadiques :
• interaction homme-robot-objet et la représentation des gestes coopératifs
dans le cadre d’interactions à travers l’objet. Ces représentations utilisent
des modèles de neurones miroirs [Metta et al., 1998].
• l’attention partagée qui entre en jeu dans l’utilisation d’objets [Nagai et al.,
2003], [Prepin et al., 2005], [Boucenna et al., 2010].
La robotique développementale est alors un point central de ces nombreuses
recherches. Les robots ont été repensés pour répondre aux problématiques précé-
dentes. Cog and Obrero sont de bons exemples de robots utilisant une exploration
active pour apprendre et appréhender leur environnement physique [Torres-Jara,
2007], [Kemp et al., 2008]. Le robot Cog produit des mouvements aléatoires avec
son bras pour faire rouler ou pousser un objet. Il utilise alors le flot optique induit
par ses actions pour discriminer les objets du fond et pour apprendre certaines
de leurs propriétés (objet qui roule ou non). Les progrès du robot sont directe-
ment liés à ses actions et les changements qu’elles engendrent. De plus, la notion
de motivation intrinsèque a été introduit par Barto et al. chez les agents artificiels
dans le cadre de l’exploration de leur environnement physique [Barto et al., 2004].
Ils proposent que les expérimentations basées sur des contrôleurs prédictifs per-
mettent au robot de découvrir son environnement physique et de le catégoriser en
un nombre fini d’états [Oudeyer et al., 2007]. Cette "curiosité artificielle" est un
très bon exemple de méthode pour construire une récompense interne au système.
Cette récompense est très utile pour guider le développement du robot.
De précédents travaux du laboratoire ETIS ont permis de montrer que l’imi-
tation bas-niveau de gestes simples peut être une propriété émergente d’un simple
homéostat percetion/action basé sur l’ambiguïté de la perception. [Gaussier et al.,
1998], [Andry et al., 2002]. Dans le cas d’un bras robotique, on peut supposer
que l’homéostat essaye de maintenir une certaine constance de la position de sa
main dans son champ visuel. Si, par chance, le robot concentre son attention sur
la main de son partenaire, conséquence d’une ambiguïté de la perception (le robot
ne perçoit seulement la zone de l’image où se situe le maximum de mouvement),
il va confondre la main de l’humain avec sa propre main et va tenter de réduire
l’erreur entre sa proprioception et les stimuli induits par les informations visuelles
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FIGURE 1.5 – Le robot Cog (à gauche) et le robot Obrero (à droite) sont deux robots du
MIT créé par Rodney Brooks.
et donc réaliser le mouvement en lien avec l’information donnée par la vision. On
voit ainsi l’émergence d’une capacité d’imitation immédiate .
Pour conclure, l’imitation peut être la conséquence d’un effet de bord de
l’ambiguïté de la perception dans un système homéostatique [Gaussier et al.,
1998], [Andry et al., 2002]. Le couplage de ce système avec un modèle neuronal
de l’hippocampe ainsi que celui d’autres aires du cerveau permet au robot d’ap-
prendre à prédire et à reproduire de simples séquences sensori-motrices [Banquet
et al., 2005], [Gaussier et al., 2002], [Hok et al., 2007], [Gaussier et al., 2007],
[Andry et al., 2004].
La sélection ou le renforcement de séquences d’actions correctes peuvent
être accomplis à travers les interactions entre agents. Il n’y a pas besoin d’un sys-
tème explicit de récompense ou punition [Andry et al., 2001]. La capacité à prédire
le rythme d’interaction pourra être associée à une récompense positive tandis que
l’incapacité à prédire ce rythme pourra générer des récompenses négatives [Pre-
pin and Gaussier, 2010]. Dans des exemples simples, les travaux du laboratoire
ETIS ont montré que la prédiction du rythme d’interaction peut être utilisée par
un ordinateur ou un robot pour adapter de manière autonome son comportement
face à des règles arbitraires [Andry et al., 2001] , [Andry et al., 2011].
1.6 Conclusion
Ce chapitre nous a permis de faire un état de l’art sur le contexte de cette
thèse : les interactions homme robot. Les premières IHR reposaient sur la capacité
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d’adaptation de l’humain. L’évaluation de ces systèmes a montré qu’il était néces-
saire de repenser cette approche. Ainsi, nous avons fait le choix de nous inspirer
des interactions sociales dans le but de rendre plus intuitives les interactions entre
l’humain et le robot. Le point fait ci-dessus sur les capacités d’autonomie des ro-
bots justifie en grande partie notre approche. Nous en concluons en effet, qu’il est
important, pour une meilleure interaction, que celle-ci soit bidirectionnelle. Par
bidirectionnelle, il est entendu une capacité mutuelle à la fois de l’humain et du
robot à s’adapter à son partenaire.
L’humain est naturellement doté d’une capacité d’adaptation qui engendre
néanmoins une charge cognitive plus ou moins grande suivant le degré d’intuitivité
de l’interaction. Par conséquent, notre objectif est de nous inspirer des processus
qui facilitent les interactions sociales entre les humains. Plus précisément, parmi
les nombreux mécanismes mis en jeu lors des interactions sociales, nous nous in-
téresseront spécifiquement à deux phénomènes primordiaux pour la coordination
interpersonnelle que sont : l’imitation et la synchronisation. Le chapitre suivant
détaillera, par conséquent, l’état de l’art sur la synchronisation et la coordination
interpersonnelle qui seront au cœur de notre étude.
Une des difficultés consistera, bien entendu, à valider nos hypothèses par des
évaluations efficientes de nos modèles et des IHM qu’ils engendrent. Nous avons
vu qu’il existait de nombreux points de vue sur le sujet : objective/subjectif ; psy-
chologie/éthologie ; etc... mais aussi de nombreuses mesures standards pour le do-
maine. Nous avons aussi précisé la difficulté d’obtention de résultats non biaisés.
Par exemple, lorsqu’un utilisateur tente d’évaluer une IHM, il peut être difficile de
savoir si ce dernier n’anticipe pas le résultat voulu par l’expérimentateur. Ainsi,
nous chercherons à valider nos résultats en utilisant diverses approches.
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CHAPITRE 2
Synchronisation et coordination
interpersonnelle : des interactions
sociales aux interactions
Homme/Robot.
Les interactions sociales représentent une partie importante des nombreuses
activités quotidiennes des populations. Une conséquence de cette activité interper-
sonnelle est que le comportement d’un individu, intentionnel ou non, est modifié
par les interactions avec les autres. Les modifications des comportements indi-
viduels et collectifs vont de l’imitation à la synchronisation spontanée, elles ont
été observées dans des groupes dont la taille varie, de dyades à des milliers de
personnes [Oullier et al., 2008].
L’un des objectifs principaux de cette thèse est de travailler sur des méca-
nismes, notions ou caractéristiques inspirés de ces interactions sociales et permet-
tant de repenser les interactions entre l’homme et le robot dans le but de les rendre
intuitives et naturelles. Ceci signifie que le robot doit être capable d’identifier les
signaux importants de l’interaction mais aussi d’adapter sa dynamique en fonction
du comportement de son partenaire.
Dans ce cadre, nous nous intéressons plus particulièrement aux aspects d’imi-
tation, d’adaptation rythmique et de synchronisation en lien avec les coordinations
interpersonnelles que nous allons maintenant introduire.
2.1 Coordination interpersonnelle non-intentionnelle.
Le comportement d’un individu dit "social" est influencé par celui des autres
individus qui l’entourent. On parlera alors de coordination interpersonnelle. Ce
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phénomène est le résultat d’une adaptation réciproque du comportement des par-
tenaires [Hari and Kujala, 2009].
La coordination interpersonnelle joue un rôle très important dans la commu-
nication non-verbale. Elle peut être liée au facteur d’intimité entre les personnes
[Hove and Risen, 2009]. De plus, elle pourrait avoir été sélectionnée au cours
de l’évolution grâce à son influence sur la cohésion sociale [Freeman III, 1998].
Plus précisément, la coordination interpersonnelle permet aux personnes de mieux
comprendre les actions de l’autre, et ainsi, de créer des liens sociaux.
On peut définir deux types de coordination : le matching comportemental
(imitation) et la synchronisation interpersonnelle (mouvement synchrone dans le
temps) [Bernieri and Rosenthal, 1991].
Par ailleurs, ces coordinations interpersonnelles peuvent revêtir un carac-
tère "intentionnel" ou "non-intentionnel". La notion d’intentionnalité repose sur
un concept décrit par Franz Brentano et repris ensuite par Husserl. En 1997,
Malle et Knobe ont proposé un modèle du concept de l’intentionnalité [Malle
and Knobe, 1997] reposant sur plusieurs études. Ce concept désigne le caractère
fondamentalement orienté de la conscience vis-à-vis d’un objet, quel qu’il soit.
L’intentionnalité est le fait d’"être conscient de". Lorsque les philosophes défi-
nissent l’intentionnalité, ils distinguent le point de vue psychique du point de vue
physique.
L’intentionnalité a un rôle central dans la perception des objets ou des autres.
D’après Husserl, l’intentionnalité est un "opérateur d’anticipation qui permet à
l’esprit de combler les « blancs » ou « vides » de la perception pour constituer
un objet intégral pour la conscience". Par exemple, nous ne nous contentons pas
d’appréhender un dos ou un profil lorsque nous observons une personne, mais
nous nous attendons à ce que les caractéristiques qui sont masquées pour la per-
ception puissent être données. Ce concept est important lorsque l’on parle d’imi-
tation dont on distinguera deux types : intentionnelle et non intentionnelle.
Habituellement, on constate qu’un phénomène d’imitation se produit lors-
qu’une personne tente de reproduire explicitement et intentionnellement les mou-
vements moteurs d’une autre personne. Par exemple, lorsqu’un enfant imite sa
mère en train d’applaudir. On parlera alors d’imitation intentionnelle. Il a été sug-
géré par Meltzoff que ce phénomène joue un rôle clé dans l’apprentissage de nom-
breuses capacités incluant des compétences motrices et le langage. Il pourrait aussi
joué un rôle dans la compréhension des buts, des intentions et les envies des autres
individus [Meltzoff and Moore, 2002]. Iacoboni affirme que les neurones miroirs
(situés dans le système pré-moteur et la région pariétale du cerveau ) sont activés
lorqu’un individu est en train d’observer et de réaliser une tâche [Iacoboni, 2009].
Par opposition, l’imitation immédiate est une prédisposition innée qui pousse
les personnes à reproduire le comportement d’autrui de manière inconsciente au
cours d’une interaction. Chartrand parlera de l’effet caméléon : "Un bon bâilleur
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en fait bâiller deux" [Chartrand and Bargh, 1999]. Il sera repris un peu plus tard
par Lakin [Lakin et al., 2003].
Un très bon exemple de coordination non-intentionnelle est lorsque deux
personnes marchent côte à côte, les oscillations de leurs jambes se coordonnent
de manière inconsciente. De plus, [Issartel et al., 2007] ont étudié les coordina-
tions interpersonnelles en demandant explicitement aux participants de ne pas se
laisser perturber. Les résultats ont montré que même s’ils essayaient de suivre la
consigne ils ne pouvaient pas s’empêcher d’être influencé par l’autre. Ceci est la
preuve que lorsque deux personnes partagent les mêmes informations visuelles,
ils se coordonnent non-intentionnellement. On pourra ajouter un autre point : les
personnes souffrant de schizophrénie ne se coordonnent pas de manière intention-
nelle alors que les coordinations non intentionnelles ne sont pas impactées [Varlet
et al., 2012].
FIGURE 2.1 – Le modèle EP-M de Hamilton. Dans ce modèle on peut distinguer trois
régions qui ont un rôle pour le traitement des informations motrices et sociales qui ne
comprennent pas le système de neurones miroirs. Le MTG (gyrus temporal moyen : gy-
rus du lobe temporal du cortex cérébral) fournit une représentation visuelle des caracté-
ristiques cinématiques des actions observées. Le IPL (lobe pariétal inférieur) permet de
représenter le but de l’action et le IFG (gyrus frontal inférieur) contient une représenta-
tion motrice des caractéristiques cinématiques de l’action. Il y a trois voies par lesquelles
les informations transitent. La voie E allant du MTG au IPL permet l’apprentissage par
imitation et la compréhension du but de l’action. La voie P allant de IPL au IFG permet
la planification de l’action. Ensemble, ces deux voies forment la voie indirecte EP res-
ponsable des comportements sociaux. En opposition à cela, la voie M permet la création
d’associations directes entre les représentations des cinématiques visuelles et motrices et
permet les comportements d’imitation.
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2.2 Phénomène d’entraînement.
La capacité de coordination motrice implique d’avoir la faculté à être "en-
traîné" (mouvement) par des stimuli extérieurs provenant ou non d’autres per-
sonnes. Ce phénomène, pouvant être intentionnel ou non-intentionnel, est très
présent chez l’homme lors de ses interactions sociales.
Les premières études du phénomène d’entraînement datent des années 1980.
Wylie fut un des premiers à penser que ce phénomène jouait un rôle essentiel
dans les communications interpersonnelles. Bernieri voit dans ce phénomène une
nouvelle méthode pour étudier les coordinations interpersonnelles. Pour cela, il
s’intéresse au cas particulier d’une mère et son enfant. Le résultat de son étude
montre que les interactions sont facilitées grâce à la synchronisation [Bernieri and
Rosenthal, 1991]. En 1995, McNeill explique que ce phénomène peut faciliter
des situations complexes et interdépendantes de coordination dont on pourra don-
ner quelques exemples : sport, jeux, communication verbale, expressions émo-
tionnelles, ainsi que la musique et la danse [McNeill, 1997], [Large, 2000]. De
nombreuses études ont pu être effectuées en fonction des différents contextes. Ce
phénomène d’entraînement permet d’indiquer une perception mutuelle au cours
d’une expérience sociale. Il est un des mécanismes à l’origine de l’imitation phy-
sique et émotionnelle [Richardson et al., 2007] [Gallese et al., 2004]. D’après
Phillips-Silver, le phénomène repose sur la présence de trois blocs fondamentaux
[Phillips-Silver et al., 2010] : la détection de signaux rythmiques, la production
d’informations rythmiques et l’intégration de ces deux systèmes.
Phillips parle d’entraînement social lorsque des individus se co-entraînent
c’est-à-dire lorsque les sorties rythmiques générées par les uns deviennent les en-
trées rythmiques des autres. Ce phénomène aussi appelé entraînement interper-
sonnel a été observé chez de nombreuses espèces [Clayton et al., 2005]. L’entraî-
nement social, et l’auto-entraînement, joue un grand rôle dans les activités comme
la musique ou la danse et permet aux différents individus de se synchroniser de
manière non-intentionnelle. On parlera alors de deux autres catégories : l’entraîne-
ment mutuel ou bidirectionnel et l’entraînement social collectif (voir figure 2.2).
Dans le cas de l’entraînement mutuel (voir figure 2.2), il se crée une boucle
entre les deux individus : les productions rythmiques de l’un devenant l’entrée
rythmique de l’autre. Il est très probable que ce processus joue un rôle dans les
interactions dyadiques [Merker, 2000] mais aussi dans les situations de tour de
rôle (turn taking) [Wilson and Wilson, 2005]. l’entraînement mutuel améliorerait
aussi la synchronisation entre des partenaires de danse. En effet, chacun des par-
tenaires va pouvoir ajuster son comportement au niveau moteur en fonction des
mouvements rythmiques de l’autre et ainsi se synchronisera plus facilement (et
non-intentionnellement) avec son partenaire. l’expérience sera alors plus agréable
- 40 -
CHAPITRE 2. SYNCHRONISATION ET COORDINATION INTERPERSONNELLE : DES INTERACTIONS
SOCIALES AUX INTERACTIONS HOMME/ROBOT.
FIGURE 2.2 – Modélisation du phénomène l’entraînement social d’après Phillips
[Phillips-Silver et al., 2010]. a) L’entraînement social (uni-directionnel) se produit lors-
qu’un individu ayant des capacités à être entraîner utilise les sorties rythmiques d’un autre
individu comme signal d’entrée de son propre système d’oscillateurs. b) L’entraînement
social mutuel ou bidirectionnel se produit lorsque deux individus se co-entraînent. c) L’en-
traînement social collectif se produit lorsqu’un groupe d’individus se co-entraînent les uns
les autres.
pour les danseurs. De l’extérieur, les observateurs remarqueront une meilleure co-
hésion entre les deux partenaires.
L’entraînement social collectif (Figure 2.2c) est très similaire à l’entraîne-
ment mutuel, mais au lieu de le caractériser par une "boucle" entre deux individus
en interaction rythmique, il est caractérisé par un réseau avec des connections
entrées-sorties entre chaque individu à l’intérieur du groupe. On peut faire l’hy-
pothèse que l’entraînement collectif a le même rôle au sein du groupe que l’aurait
l’entraînement mutuel au sein d’une dyade. Par exemple, il permettrait de main-
tenir une cohésion au sein d’un orchestre ou d’un groupe de danse. Plus géné-
ralement, il permettrait de faciliter les interactions comme par exemple dans un
groupe conversationnel ou encore n’importe quelle tâche nécessitant que les mou-
vements de l’un soient liés aux mouvements de l’autre.
Ces systèmes d’entraînement social favoriseraient les capacités à détecter
des signaux intentionnels produits par des agents. De plus, chez l’homme, la re-
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connaissance d’un signal rythmique ayant pour conséquence une potentielle co-
ordination joue un rôle dans l’activation du système. De plus, dans le contexte
d’attention partagée, ce phénomène permet de mettre en place une meilleure coor-
dination comme par exemple lors de discussion, permettant de simplifier les tours
de parole. Ce phénomène n’ait pas uniquement présent dans les processus inten-
tionnels. En effet, les études de Marin et al., à titre d’exemple, ont montré qu’on
ne pouvait s’empêcher d’être entraîné par l’autre [Issartel et al., 2007] montrant
l’importance de ce phénomène dans les processus non-intentionnels.
2.3 Synchronisation interpersonnelle.
Précédemment, nous avons vu que des partenaires s’entraînaient mutuel-
lement au cours de l’interaction de manière non intentionnelle. L’interaction est
ainsi facilitée par ce phénomène. Maintenant, nous allons introduire un nouvel
aspect qui est celui de la synchronisation au cours des interactions. La synchro-
nisation peut être considérée comme la résultante d’effets d’entraînements mu-
tuels aboutissant à une convergence rythmique (en fréquence et en phase) durant
l’interaction. Dans cette section, nous présenterons un état de l’art détaillé sur le
phénomène de "Synchronie" en nous basant sur des études spécifiques aux do-
maines de la psychologie et la neurobiologie ainsi que sur les contributions dans
le domaine de la robotique.
Synchronisation et systèmes biologiques
La synchronisation est un phénomène déjà omniprésent dans la nature [Glass,
2001]. Elle est définie comme le résultat d’une coordination de plusieurs opé-
rations entre elles provoquée par un couplage d’énergie ou un transfert d’infor-
mations [Pikovsky et al., 2003]. On pourra citer plusieurs exemples comme la
synchronisation des vols d’oiseaux, le clignotement des lucioles, ... Dans le cas
des lucioles, elles se rassemblent à un endroit particulier et se mettent à clignoter
en synchronie. Bien que chacune possède son rythme particulier, elles sont ca-
pables d’interagir entre elles et d’adapter leur fréquence en fonction des autres
[Mirollo and Strogatz, 1990]. Le chant des grillons est un autre exemple de cou-
plage d’oscillateurs [Walker, 1969]. Pour mettre en évidence les capacités de cou-
plage des grillons, Strogatz et Duncan ont tenté de perturber ces insectes. Ainsi,
s’ils ne peuvent pas entendre l’autre ils ne se synchronisent pas, si l’un des grillons
chante plus fort le partenaire fera de même. Il est possible de trouver d’autres
exemples de synchronisation au sein même d’un individu. Le rythme circadien,
par exemple, a une très grande importance pour notre organisme. Il permet de
réguler les phases de sommeil et d’éveil sur un cycle de 24 heures ainsi que
la température du corps. Différents facteurs entrent en jeu dans cette régulation
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FIGURE 2.3 – Observation des ondes alpha dans le lobe centro-pariétal durant une inter-
action. Les deux partenaires sont en synchronisation moteur dans la partie verte.
comme l’alternance jour/nuit (influence de l’environnement extérieur sur l’orga-
nisme) [Hastings et al., 2003]. De plus, des études de physiologie, qui s’intéressent
au phénomène d’entraînement, ont mis en évidence la synchronisation du rythme
cardiaque et respiratoire des partenaires d’interactions durant des phases de com-
munication en face à face [Watanabe and Okubo, 1997].
Synchronisation et neurobiologie
L’apparition de la magnétoencéphalographie (MEG) et de l’électroencéphalo-
graphie (EEG) au siècle dernier, a permis de mettre en évidence l’existence des
rythmes cérébraux. Des études en double EEG (électroencéphalogramme) ont rap-
porté des oscillations synchrones inter-cerveau dans un contexte social. Pendant
une interaction, ces études ont démontré que la synchronie comportementale est
accompagnée par des couplages oscillatoires au niveau cortical. Les neurones de
la population observée sont excités en même temps et s’activent à la même fré-
quence [Pfeuty et al., 2003]. Les deux cerveaux sont liés par plusieurs bandes de
fréquences oscillant dans les régions temporales et pariétales des deux partenaires
(figure 2.3). Les régions temporales et pariétales ont été suggérées pour jouer un
rôle central dans l’interaction sociale [Tognoli et al., 2007] [Dumas et al., 2010].
Toutes ces données nous permettent de conclure que ces synchronisations
interpersonnelles ne sont pas la conséquence de la planification de processus haut
niveau mais plutôt le résultat de la synchronisation bas niveau de populations de
neurones liée au flot sensoriel. Dans le cas contraire, on ne pourrait obtenir une
synchronisation aussi rapide (de l’ordre de la milliseconde).
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2.4 Psychologie et développement des coordinations
interpersonnelles
Un grand nombre d’études s’intéresse à la façon dont les nourrissons dé-
tectent les changements dans les réponses de l’autre lors des interactions en face-
à-face.
Le paradigme "still-face" introduit par[Nadel et al., 2005b] en 1978 a été lar-
gement étudié dans le cas d’interaction pré-verbale. Il consiste à gardé un visage
neutre en face de l’enfant après quelques minutes d’interaction avec l’enfant. Un
fait marquant a été mis en évidence : cette rupture brutale du rythme d’interaction
entraîne la diminution des réponses positives de l’enfant. De plus, des interactions
désynchronisées (dans une configuration de vidéoconférence) entre une mère et
son bébé peuvent induire des réactions très négatives chez le bébé (et la nécessité
d’arrêter l’expérience [Nadel et al., 2005a]). De nombreuses études sur le déve-
loppement de l’enfant considère que celui-ci est préparé de manière innée (généti-
quement et physiologiquement) à ce type d’interaction [Nagy, 2011], [Porges and
Furman, 2011], [Trevarthen, 2011]. Cette théorie soutient le fait que la cognition
sociale serait à l’origine du développement plutôt qu’une conséquence comme le
pense Piaget [Piaget, 1954]. Ainsi, à la naissance, le cerveau du nourrisson est
prêt à reconnaître des visages humains, de soutenir le regard des autres [Rigato
et al., 2011], de répondre émotionnellement aux mouvements biologiques et à imi-
ter les autres avec des capacités limitées. Nous pouvons citer comme exemple :
le nouveau-né est capable d’imiter l’ouverture de la bouche, une protusion de la
langue [Kugiumutzakis, 1999] [Meltzoff and Moore, 1983], un clignement d’oeil
et des expressions faciales primaires [Field et al., 1982].
Par conséquent, cette imitation précoce du nouveau-né pourrait suggérer
qu’elle est soit innée ou acquise très rapidement grâce à la capacité à reconnaître
et focaliser son attention sur une silhouette humaine. Enfin, que les circuits neuro-
naux soient précablés ou non, ils influencent forcément le développement cognitif
des nouveau-nés et permettent d’appréhender le monde physique comme le monde
social.
Plusieurs caractéristiques pertinentes sont déterminantes pour le dévelop-
pement d’un cerveau social. Les jeunes enfants, même au stade préverbal, sont
capables de maintenir des interactions bidirectionnelles (de type tour de rôle) sans
l’utilisation de codes spécifiques [Meltzoff and Prinz, 2002]. Ils sont capables
d’identifier les pauses lors de communication en face-à-face et ainsi d’interagir
au bon moment [Anglin et al., 1980]. Encore plus tôt dans le développement, on
constate lorsque le bébé boit au biberon des phases d’alternance entre la mère et
l’enfant. La mère stimule le nourrisson en bougeant le biberon et ce dernier ne
recommence à téter que lorsque sa mère s’arrête de bouger.
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Ainsi, les bébés sont dotés de compétences qui leur permettent d’exploiter
des informations sensori-motrices durant les phases d’interactions [Rochat, 2003].
On constate alors que les nouveau-nés (entre 2 et 48 heures après la naissance)
sont capables d’anticiper la causalité entre deux événements, et aussi réaliser une
expression négative si le deuxième événement ne suit pas le premier [Goslin and
Aldous, 1969] [Blass et al., 1984]. [Gergely and Watson, 1999] et Watson ont
unifié ces conclusions dans leur modèle de détection de contingence (DCM) en
étendant la notion de causalité à des événements sociaux. Selon ce modèle, les
nourrissons sont capables de distinguer la causalité provoquée par leurs propres
actions. Selon ce modèle, les nourrissons sont capables de distinguer la causalité
provoquée par leurs actions propres (on constate une rétroaction directe induisant
une synchronie parfaite avec leurs actions motrices). Par exemple, à partir des
contingences des interactions sociales (conséquences d’une synchronie régulière
mais qui n’est pas parfaite entre les stimili du bébé et la réponse de la personne
qui prend soin de lui), le nourrisson est capable de voir et/ou percevoir les mou-
vements de son propre corps.
A partir de là, la détection de contingence peut être considérée comme une
des clés du mécanisme du développement cognitif personnel et social [Hiraki,
2006]. Nadel et son équipe ont pu montrer que les échanges interpersonnels étaient
d’autant plus étroit que lorsque l’on se trouve dans un jeu d’imitation. Pour dé-
montrer cela, ils ont fourni des objets similaires aux deux inter-acteurs dans le but
de faciliter le développement d’imitations simultanées. Les échanges émotionnels
entre les inter-acteurs résultant de cette expérience sont très positifs (voir [Nadel
and Décety, 2015] et [Nadel and Muir, 2005] ). Des récentes données en neuro-
imagerie soutiennent l’existence de ce mécanisme.
Les études sur les fonctions neurones miroirs (MNS : mirror neuron sys-
tems) ont montré que ceux-ci présentaient une activité aussi bien lorsqu’un indi-
vidu exécute une action que lorsqu’il observe un autre individu exécuter la même
action, ou même lorsqu’il l’imagine. Les neurones miroirs joueraient un rôle dans
la cognition sociale, notamment dans l’apprentissage par imitation, mais aussi
dans les processus affectifs. Un certain nombre de chercheurs (comme les psy-
chologues [Preston and De Waal, 2002], [Decety, 2002] et [Gallese and Goldman,
1998] ont proposé que les neurones miroirs jouent un rôle important dans l’empa-
thie, c’est-à-dire dans la capacité à percevoir et reconnaître les émotions d’autrui,
notamment sur la base du fait qu’un système miroir semble exister pour les émo-
tions : par exemple, la partie antérieure du lobe de l’insula, est active aussi bien
quand la personne éprouve du dégoût que lorsqu’elle voit quelqu’un exprimant du
dégoût. Cela éclaire d’un jour nouveau le phénomène connu de contagion émo-
tionnelle et les effets de masse.
L’interprétation de ces données est donc que le système miroir des émotions
permet de simuler l’état émotionnel d’autrui dans notre cerveau et donc de mieux
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identifier les émotions éprouvées par les individus de notre entourage.
Par ailleurs, D’après les psychologues qui s’intéressent au développement,
la synchronie est au cœur des interactions entre une mère et son enfant [Feld-
man, 2007] [Schmidt and Richardson, 2008]. Un aspect intéressant de ces inter-
synchronisations individuelles est leur nature involontaire. On donnera l’exemple
des nourrissons qui synchronisent les mouvements de leurs jambes avec le rythme
de la parole des adultes [Condon and Sander, 1974]. Le mécanisme de détection
de synchronisation joue un rôle très important dans l’apprentissage et le dévelop-
pement cognitif des jeunes enfants [Berthouze and Metta, 2004] (apprentissage du
langage [Gogate and Bahrick, 1998], capacités d’interaction avec un objet [Wat-
son, 1972], la conscience et le contrôle de soi [Gergely and Watson, 1999]).
Ainsi, la synchronie est un mécanisme fondamental pour permettre la com-
munication chez les très jeunes enfants. Elle peut servir de signal de renforce-
ment pour évaluer la qualité de l’interaction. Un autre point important est que
la synchronie peut être une conséquence de l’interaction mais elle est aussi la
cause qui permet de maintenir cette interaction. La synchronie doit être considé-
rée comme un paradigme d’énaction [Maturana and Varela, 1981] [Gergely and
Watson, 1999]. On notera que la notion d’énaction est une façon de concevoir la
cognition qui met l’accent sur la manière dont les organismes et esprits humains
s’organisent eux-mêmes en interaction avec l’environnement. Proulx se servira
aussi de ce paradigme pour tenter de mieux comprendre notre activité langagière
que se soit pour la parole mais surtout pour les gestes qui y sont associés [Proulx,
2004]. Begg s’intéressera aussi à l’énactivisme pour comprendre les méthodes
d’apprentissage et d’enseignement [Begg, 2013].
2.5 Coordination interpersonnelle en robotique
Divers travaux ont montré qu’une coordination synchrone permet de créer
un lien particulier (verrouillage de phase bidirectionnelle) entre le robot et son
professeur [Prepin and Revel, 2007], [Blanchard and Nadel, 2009], [Revel and
Andry, 2009]. Blanchard et Canamero ont proposé un système de détection de
vitesse pour synchroniser les mouvements de deux agents. L’objectif consistait
à améliorer la réactivité des agents dans le contexte de tâche de coordinations
[Blanchard and Canamero, 2005].
Qiming Shen et al. ont comparé la coordination motrice ainsi que les inter-
férences motrices engendrées par la présence de différents stimuli visuels (robot,
pendule et un point en mouvement)dans le champ visuel d’une personne réalisant
des mouvements rythmiques [Shen et al., 2011]. Les auteurs en concluent que
les participants ont tendance à mieux se synchroniser avec des agents ayant une
apparence humanoïde. Ce qui veut dire que les interactions homme/robot seront
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facilitées si le robot se rapproche d’une entité sociale (physiquement ou du point
de vue comportemental). De plus, Marin et son équipe ont mis en évidence le fait
que la résonance motrice entre les robots et les humains joue un rôle important
dans l’amélioration des compétences sociales au cours des interactions [Marin
et al., 2009].
Michalowski et al. ont implémenté un robot capable de danser dans le but
d’analyser les propriétés et l’intérêt de la synchronisation des mouvements lors
des interactions sociales [Michalowski et al., 2007]. Ikegami et Iizuka se sont eux
intéressés aux algorithmes génétiques et ont montré que le couplage et le turn-
taking entre deux agents est très sensible à la dynamique des interactions [Ikegami
and Iizuka, 2003].
Crick et al. ont programmé un robot capable de jouer de la batterie (dans un
groupe de batteurs) grâce à l’intégration de diverses entrées sensorielles (oscilla-
teurs). Ils ont montré que la fusion des données de différents capteurs permettait
d’établir une synchronisation très précise entre les hommes et les robots et cela
même si les entrées sont bruitées [Crick et al., 2006].
Pitti et al. ont montré comment il était possible pour un robot d’explo-
rer et de contrôler dynamiquement son propre rythme à travers les interactions
avec l’environnement grâce à la modélisation du réseau locomoteur spinal humain
(CPG) [Pitti et al., 2005], [Pitti et al., 2006], [Pitti et al., 2009], [Pitti et al., 2010].
Prepin et al. [Prepin and Gaussier, 2010] ont étudié le rôle de la synchronisation
lors des interactions homme robot. Plus récemment, les travaux de Hasnain et al.
ont montré que l’utilisation de modèle simple d’oscillateurs neuronaux peuvent
permettre la synchronisation de mouvements oscillatoires entre un robot et un hu-
main. De plus, ce modèle a été utilisé pour permettre la sélection de partenaire
[Hasnain et al., 2012].
2.6 Discussions
Si nous voulons créer des robots qui interagissent dans le même environ-
nement physique que le nôtre, il est important qu’on leur attribue une sorte de
"sociabilité" dans leur comportement. Quand on parle de comportement social du
robot, on parle d’une interaction la plus spontanée possible. Le travail de cette
thèse consiste à essayer de comprendre le comportement de la personne en in-
teraction et de concevoir le système de dialogue non-verbal pour qu’elle et le
robot puissent s’adapter mutuellement. Comme le montre l’état de l’art ci-dessus,
la coordination interpersonnelle et plus précisément l’adaptation rythmique et la
synchronisation ont un lien fort avec un ensemble de signes vecteurs de communi-
cation et que nous utilisons de façon naturelle : la respiration, le regard, le moment
où on prend la parole, le rythme de parole mais aussi au sémantique, à l’empathie.
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Quand nous parlons avec des enfants, avec des personnes qui n’entendent pas
bien ou ne comprennent pas notre langue, nous nous adaptons en parlant plus len-
tement, en étant plus chaleureux, etc. Nous utilisons des signes en plus du langage,
le paralangage comme par exemple le son de la voix, les expressions faciales, ou
encore les gestes. Dans ce contexte, la synchronisation des mouvements apparaît
comme une approche prometteuse pour la mise en place d’IHR intuitives et à la
mesure de tous. Cependant, il est important de se poser ces différentes questions :
• est-il nécessaire de mettre en place des comportements qui pourraient in-
duire un sentiment d’empathie envers un robot compagnon social ? Le but
n’est-il pas plutôt de se concentrer sur le fait de permettre aux deux inter-
acteurs (le robot et l’humain) de comprendre et d’anticiper le comportement
de l’autre ?
• pour que l’interaction soit plus intuitive, faut-il que l’humain attribue des
intentions au robot ?
Nous sommes, bien entendu, encore loin de la notion d’empathie mutuelle entre
un robot et un humain. Cependant, donner la capacité de prédire et d’anticiper
le comportement de l’autre à un robot s’avère être prometteur pour faciliter les
interactions avec l’humain. Nous considérons alors que l’étude de la coordina-
tion/synchronisation interpersonnelle intentionnelle et non-intentionnelle est un
moyen efficace pour converger vers des robots compagnons possédant un com-
portement plus social.
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Modélisation neuronale.
Ce chapitre a pour but de présenter les outils de base utiles pour la com-
préhension des modèles développés dans le cadre de cette thèse. Les notions pré-
sentées seront abordées de manière volontairement didactique afin de rendre la
lecture de cette thèse accessible à des lecteurs moins initiés. Dans un premier
temps, nous aborderons brièvement les bases du formalisme neuronal en présen-
tant le fonctionnement d’un neurone biologique et de son homologue, le neurone
formel. Nous parlerons ensuite de groupe neuronal pour désigner une population
de neurones partageant des caractéristiques communes : une fonction et/ou une
règle d’apprentissage identique.
Les travaux de cette thèse s’articulent autour de l’interaction entre l’homme
et un robot mobile, nous détaillerons dans ce chapitre , différents algorithmes ou
réseaux de neurones qui constitueront les briques de base de nos modèles.
Nous aborderons alors, dans ce cadre expérimental, les concepts liés à :
• L’apprentissage pour acquérir de nouvelles compétences (apprentissage Heb-
bien et par conditionnement classique)
• La catégorisation de lieux, objets ou personnes afin d’appréhender l’envi-
ronnement
• Et à la prise de décisions (à l’aide de mécanismes de compétitions / co-
opération) qui, additionnée aux deux premiers, permettra la réalisation des
tâches complexes telle que la navigation par exemple
3.1 Neurones et synapses
Les réseaux de neurones sont un ensemble de modèles computationnels ins-
pirés de la biologie et utilisés pour réaliser différents types de calculs et de trai-
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FIGURE 3.1 – Analogie neurone formelle (A) et neurone biologique (B). Le neurone
calcule son potentiel d’entrée en faisant la somme de ses entrées pondérées par le poids
de leur connexion. Le potentiel de sortie est calculé grâce à l’application de la fonction
d’activation.
tements. Cette idée fondamentale a d’abord été proposée par McCulloch et Pitts
dans [McCulloch and Pitts, 1943].
Le fonctionnement du neurone ainsi que son analogie avec le neurone for-
mel sont illustrés par la figure 3.1.
Une des premières applications ayant grandement participée à la populari-
sation des réseaux de neurones est le Perceptron de Rosenblatt [Rosenblatt, 1958]
composé d’une rétine artificielle et d’un processus d’apprentissage utilisé pour de
la catégorisation. Pour comprendre ce qu’est un réseau de neurones, il convient
de décrire le fonctionnement des neurones ainsi que de leurs synapses. Chaque
neurone est une unité de calcul simple faisant la somme de ses entrées venant de
ses connexions entrantes depuis d’autres neurones. Les connexions entre les neu-
rones ont un poids w qui permet de pondérer l’importance de chacune des entrées
dans le comportement de sortie. Ce poids est appelé poids synaptique ou efficacité
synaptique. Le potentiel d’entrée P d’un neurone i est la somme de ses entrées xn
pondérées par leur poids synaptique w (voir figure 3.1). Il se calcule de la façon
suivante :
Pi =
∑
wi,n.xn (3.1)
Ce potentiel d’entrée est ensuite transformé par une fonction de sortie f
puis, selon les conditions, il déclenche un potentiel de sortie transmis par ses
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connexions sortantes vers d’autres neurones. Différents neurones sont donc dé-
finis par différents types de fonctions f . Il existe une grande variété de fonctions
f mais nous n’en utiliserons que deux : la fonction Identité seuillée définie par
l’équation (3.2) et la fonction Heaviside définie par l’équation (3.3). On notera s
le seuil.
f(x) =
{
x− s si x− s > 0
0 sinon (3.2)
f(x) =
{
1 si x ≥ s
0 sinon (3.3)
En raison d’une utilisation prépondérante de certains types de neurones et
pour simplifier les descriptions, nous définirons deux types particuliers :
• le neurone seuillé : sa fonction d’activation est la fonction Identité seuillée
(voir eq. (3.2)) et son seuil s est compris entre 0 et 1. Sa sortie est la somme
pondérée de ses entrées moins le seuil s (voir eq. (3.4)). Si s vaut 0, le
neurone est linéaire.
sortie(t) =
∑
wi,n(t).xn(t)− s (3.4)
• le neurone binaire : sa fonction d’activation est la fonction Heaviside et son
seuil s est compris entre 0 et 1. Sa sortie est 1 ou 0 selon que la somme
pondérée de ses entrées est supérieure à s ou non.
Il existe deux contraintes sur le potentiel de sortie d’un neurone. Il ne peut
pas être négatif et il ne peut pas dépasser 1 (valeur de saturation).
Ces deux règles de fonctionnement traduisent le fait que l’activité d’un neu-
rone réel correspond en réalité à une fréquence de décharge de potentiels d’action.
Cette fréquence ne peut évidemment pas être négative et il existe une fréquence
maximale de décharge du neurone.
Différents types de synapses peuvent être utilisés. Tout d’abord, elles peuvent
être plastiques ou non (dans le simulateur Prométhée présenté en annexes on
parlera de lien modifiable ou non modifiable). Une connexion plastique est une
connexion dont le poids peut varier. Au contraire, une connexion non plastique à
un poids fixe.
Les connexions non plastiques peuvent être soit excitatrices (poids positif),
soit inhibitrices (poids négatif). Les connexions excitatrices augmentent donc le
potentiel d’entrée d’un neurone tandis qu’une connexion inhibitrice le diminue.
Dans le cas non pas de deux neurones mais de deux groupes de neurones, les
connexions peuvent soit être de "un vers un" soit de "un vers tous". Les connexions
de "un vers un" relient chaque neurone de premier groupe à un unique neurone du
second groupe. Les connexions de "un vers tous" relient donc chaque neurone
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du premier groupe à tous les neurones du second groupe. Dans ce second cas de
figure, chaque neurone du second groupe est donc également connecté à tous les
neurones du premier groupe.
Enfin, un dernier type de connexion est utilisé mais il ne faut pas le confondre
avec les connexions précédentes. Il s’agit du lien de neuro-modulation permettant
de contrôler les modifications du poids des synapses plastiques. Il s’agit d’un lien
vers des synapses et non vers un neurone. Son rôle sera expliqué plus en détails
lors de la description des capacités d’apprentissage des réseaux de neurones.
L’apprentissage dans un réseau de neurones, que nous allons détailler dans
la section suivante, correspond à la modification des poids synaptiques qui dé-
pendent des différentes relations, liens ou connexions entre les différents neurones
du réseau.
3.2 Processus d’apprentissage
3.2.1 Apprentissage associatif Hebbien
Le neuropsychologue Donald Olding Hebb s’est particulièrement illustré
par ses recherches sur le fonctionnement des neurones. Le but de ses travaux
était de comprendre le rôle des neurones dans le fonctionnement des processus
psychologiques. Hebb s’est particulièrement intéressé au lien entre les capacités
d’adaptation d’un réseau de neurones et le comportement d’apprentissage d’un
être humain [Hebb, 1949]. Dans son ouvrage majeur, Hebb fait le lien entre son
expérience en tant que neurochirurgien et ses travaux en psychologie comporte-
mentale. Il y décrit le cerveau comme un réseau de neurones hautement inter-
connectés. Toute information est représentée par l’activité des neurones et par la
qualité ou la force de leurs connexions. L’apprentissage Hebbien ou loi de Hebb
est le mécanisme de base permettant de renforcer la connexion entre deux neu-
rones. L’idée est très simple : quand un neurone A excite souvent un neurone B,
la connexion entre A et B devient de plus en plus efficace. Autrement dit, le poids
de la connexion A-B est renforcé quand A excite B. Il en résulte que l’activation
de B par A est facilitée par leur co-activation. Hebb l’explique en ces mots :
"When an axon of cell A is near enough to excite B and repeatedly or per-
sistently takes part in firing it, some growth process or metabolic change takes
place in one or both cells such that A’s efficiency, as one of the cells firing B, is
increased.".
Depuis les travaux d’Eric Kandel sur la mise en évidence du phénomène
de potentialisation à long terme [Kandel and Spencer, 1968], [Kandel and Spen-
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FIGURE 3.2 – Apprentissage hebbien : le poids wij de la connexion entre les neurones i
et j est renforcé par la co-activation de i et j conjointement avec la neuro-modulation λ.
cer, 1961], un grand nombre de travaux en neurobiologie ont permis d’explorer la
variété des phénomènes de plasticités synaptiques. Si ces résultats apportent des
mises en évidences biologiques du modèle de Hebb, ils montrent aussi que le cer-
veau est bien plus complexe qu’un simple réseau de neurones capables d’appren-
tissages hebbiens. Cependant, cette simplicité permet une approximation facile à
modéliser et à mettre en œuvre. De plus, suivant une approche constructiviste, il
semble préférable de partir de modèles simples et d’explorer leurs capacités une
fois mis en réseau plutôt que d’élaborer les modèles plus sophistiqués et plus réa-
listes mais difficiles à interpréter.
L’apprentissage hebbien peut être modélisé très simplement. La figure 3.2
illustre son principe. Il peut être décrit plus formellement de la manière suivante :
si deux neurones i et j sont reliés par une connexion (synapse) dont le poids est
noté wi,j et que xi et xj représente le potentiel d’activation des neurones i et j, la
loi de Hebb décrivant l’évolution du poids wi,j dans le temps peut être modélisée
par l’équation (3.5) :
∆wi,j = λ · xi · xj − ε · wi,j (3.5)
On notera λ le pas d’apprentissage. Nous utiliserons de la même manière les
expressions "pas d’apprentissage" et "neuro-modulation". La neuro-modulation
peut être considérer comme la possibilité de modifier plus ou moins facilement
les poids synaptiques. Pour le neurone réel, le neuro-modulateur est une neuro-
hormone qui modifie le fonctionnement de la cellule. Ce paramètre d’apprentis-
sage est reçu par le lien de neuro-modulation. Le produit xi · xj représente la
co-activation des neurones i et j. Une fois que wi,j est suffisamment important,
l’activité du neurone i conditionne l’activité du neurone j. Cependant, si les poids
wi,j ne sont modifiés qu’en fonction de la co-activation des neurones i et j, la règle
d’apprentissage n’est pas stable : les poids wi,j peuvent augmenter indéfiniment.
C’est pourquoi le terme −ε · wi,j est ajouté à cette équation. Il correspond à un
oubli passif du lien entre les neurones x et y. A la place de cet oubli, il est possible
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d’utiliser une normalisation des poids synaptiques, certainement plus fiable, mais
pas nécessaire dans notre cas.
3.2.2 Apprentissage de conditionnements : Widrow et Hoff et
méthode des moindres carrés
Bernard Widrow, un chercheur en électronique et son étudiant Ted Hoff sont
les concepteurs de l’algorithme qui permet à un réseau de neurones de mettre en
œuvre la méthode de réduction de erreurs quadratiques (Least Mean Square ou
LMS) [Widrow and Hoff, 1960]. Ce type d’algorithme d’apprentissage d’un ré-
seau de neurones constitue une classe de filtres adaptatifs utilisés pour apprendre
un signal désiré en trouvant les coefficients (poids synaptiques) permettant de
produire la plus faible erreur quadratique moyenne entre le signal désiré et le si-
gnal effectif. Il s’agit d’une méthode stochastique de descente de gradient dans la
mesure où le réseau ne s’adapte à un moment donné qu’en fonction de l’erreur
produite à ce moment. La figure 3.3 est une illustration simplifiée du principe de
fonctionnement de cet algorithme. Dans cet exemple, un neurone code pour le si-
gnal à apprendre, la sortie désirée Sdj , un neurone code pour le signal d’entrée
Ei et un neurone représente la sortie Sj : le résultat de l’apprentissage. Un lien
inconditionnel relie la sortie désirée Sdj au neurone de sortie Sj . Ce lien n’influe
pas sur le potentiel du neurone de sortie mais il permet de comparer leurs po-
tentiels respectifs afin de déterminer le signe et l’importance de l’apprentissage.
Cet apprentissage est effectué par la pondération du lien conditionnel reliant le
neurone d’entrée Ei et le neurone de sortie Sj . L’adaptation du poids de ce lien
dépend de l’écart ou l’erreur entre la sortie Sj et la sortie désirée Sdj . De même
que pour l’apprentissage hebbien, le pas d’apprentissage λ permet de contrôler
la vitesse d’apprentissage. Le lien plastique wi,j relie l’entrée Ei et la sortie Sj .
L’équation (3.6) décrit formellement le fonctionnement de l’apprentissage par la
règle de Widrow et Hoff :
∆wi,j = λ · Ei · (Sdj − Sj) (3.6)
Pavlov a introduit la notion de conditionnement pour ce que l’on appelle au-
jourd’hui conditionnement classique, répondant, de type I ou simplement condi-
tionnement pavlovien [Pavlov, 1927]. Il s’agit de l’apprentissage du lien entre une
perception neutre (le signal conditionnel) et une perception de plaisir ou de dou-
leur (le signal inconditionnel). L’image souvent utilisée pour illustrer ce type de
conditionnement est la fameuse expérience de Pavlov et de son chien. Avant de
lui servir à manger, Pavlov fait retentir une cloche. En répétant cette procédure à
chaque fois qu’il le nourrit, le chien ne commence plus à saliver quand la nourri-
ture est servie mais quand la cloche retentit. Un autre type de conditionnement est
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FIGURE 3.3 – Apprentissage de Widrow et Hoff : la connexion conditionnelle (plastique)
entre l’entréeEi et la sortie Sj s’adapte en fonction de l’erreur entre la sortie Sj et la sortie
désirée Sdj venant depuis la connexion inconditionnelle. Dans cet exemple, le poids de
la connexion modifiable wi,j est renforcé puisque la sortie est inférieur à la sortie désirée.
Dans le cas contraire, la connexion aura été affaiblie. La neuro-modulation λ permet de
contrôler la vitesse d’apprentissage.
toutefois possible. Un modèle computationnel de ce conditionnement classique a
aussi été proposé par Rescorla et Wagner [Rescorla et al., 1972]. Au lieu de condi-
tionner une perception, Thorndike puis Skinner se sont intéressés à la possibilité
de conditionner une action : apprendre à renforcer ou inhiber un comportement
pour obtenir une récompense ou éviter une punition. C’est le conditionnement
instrumental, opérant, de type II ou encore conditionnement skinnérien [Skinner,
1938]. Ces deux types de conditionnement ont été largement étudiés, et modélisés
par l’apprentissage de réseaux de neurones [Grossberg, 1971], [Grossberg, 1974],
[Carpenter and Grossberg, 1987], [Grossberg, 1987] , [Rescorla, 1967], [Rescorla
and Solomon, 1967], [Rescorla et al., 1972], [Rescorla, 1988]. Ces conditionne-
ments ont aussi été étudiés du point de vue des structures neuronales impliquées
[Schmajuk and DiCarlo, 1992], [Schmajuk and Moore, 1986], [Hasselmo and Mc-
Clelland, 1999].
3.3 Processus de catégorisation et classification.
La classification est un domaine vaste qui propose des méthodes pour réa-
liser un partitionnement de données (data clustering). Elle permet de diviser un
ensemble de données en différents ensembles homogènes, en ce sens que les don-
nées de chaque sous-ensemble partagent des caractéristiques communes, qui cor-
respondent le plus souvent à des critères de proximité que l’on définit en introdui-
sant des mesures de distances ou de similarités entre les données. La classification
peut être supervisée ou non. Ici nous nous limiterons au cas non-supervisé.
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3.3.1 Adaptive resonance Theory
Carpenter et Grossberg ont créé un système d’apprentissage autonome ca-
pable de résoudre le compromis entre l’adaptation et la stabilité (compromis entre
plasticité et rigidité synaptique) : l’ART (adaptative resonance theory) est décrite
sur la figure 3.4 . Un système adaptatif peut facilement diverger si la plasticité
synaptique est trop importante, en apprenant des informations qui ne sont pas
pertinentes ou en oubliant des informations apprises. Ceci a pour conséquence
un manque de stabilité. D’autre part, un système dépourvu d’adaptation (les sy-
napses n’évoluent pas) condamne tout apprentissage. Le compromis entre plasti-
cité et stabilité est un problème central pour être capable d’apprendre de manière
autonome.
L’ART propose une solution pour concilier ce compromis, introduisant un
facteur de vigilance qui module la plasticité du système. L’ART est constitué
d’une première couche F1 permettant la comparaison des activités des motifs
d’entrée aux catégories apprises et d’une seconde couche F2 effectuant la catégo-
risation des motifs. Des liens bidirectionnels relient F1 et F2. Leur modification
permet un apprentissage long terme. En effet, les poids synaptiques reliant F2 à
F1 permettent d’apprendre à reconstruire les motifs catégorisés. F1 possède une
mémoire à court terme (STM) permettant une résonance si le motif a déjà été ap-
pris. Grossberg et al. ont présenté de nombreuses possibilités d’utilisation de cette
architecture [Grossberg, 2013].
La principale nouveauté de cette architecture est l’introduction d’un facteur
de vigilance permettant de déterminer si un nouveau neurone doit être recruté pour
coder le motif d’entrée ou si ce dernier est suffisamment proche d’un motif déjà
appris. En effet, la vigilance permet de décider si la forme présentée est nouvelle
pour être apprise. Un calcul de similarité est effectué permettant de décider si le
motif est nouveau. Cette similarité est une comparaison de l’erreur de reconstruc-
tion de la forme mémorisée avec le motif actuel. La vigilance permet de régler la
plasticité du système.
La première version de l’ART est consacrée à des vecteurs d’entrées bi-
naires cependant d’autres versions ART2, ART3 ont été développées pour per-
mettre l’apprentissage de formes analogiques. D’autres versions plus complexes
comme l’ART-MAP ou le fuzzy-ARTMAP ont été développées permettant d’ob-
tenir une notion de topologie a posteriori [Carpenter et al., 2010].
3.3.2 Partitionnement en K-moyennes.
L’algorithme des k-moyennes (k-means) [MacQueen et al., 1967] est l’une
des méthodes d’apprentissage non-supervisé les plus simples qui illustre bien la
façon dont il est possible de classifier des données. Cette méthode propose de caté-
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FIGURE 3.4 – Schéma simplifié de l’architecture ART.
goriser un ensemble de données au sein d’un certain nombre de classes (clusters),
dont le nombre est fixé à priori. L’idée maîtresse est de définir k centroïdes, un par
classe. Ces centroïdes sont placés aléatoirement dans l’espace des données tout en
s’assurant qu’ils soient autant que possible loin les uns des autres 3.5. Chacune
des données est associée au centroïde le plus proche. A chaque itération, la po-
sition de chaque centroïde est mise à jour en calculant le barycentre des données
qui lui sont associées. L’opération est répétée jusqu’à atteindre un état de conver-
gence à partir duquel les positions des centroïdes se sont stabilisées. Le but de
l’algorithme est de minimiser la fonction de l’erreur quadratique J.
J =
k∑
i=1
n∑
j=1
||xji − cj||2 (3.7)
Où ||xji − cj||2 est une mesure de distance entre une donnée xji et le cen-
troïde cj . Le résultat est un partitionnement de l’espace des données en cellule de
Voronoï [Voronoï, 1908].
Cet algorithme réalise la discrétisation de l’espace d’entrée en ne modifiant
à chaque cycle d’adaptation qu’un seul vecteur référent. Le processus d’appren-
tissage est donc très long.
L’algorithme du partitionnement en K-moyennes de base n’est pas un mo-
dèle neuronal. Il a alors été introduit l’algorithme de [Kohonen, 1984]. Ce dernier
propose une amélioration de la méthode des k-moyennes en tirant profit des rela-
tions de voisinage pour réaliser une discrétisation dans un temps beaucoup plus
court.
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FIGURE 3.5 – Partitionnement en K-moyennes. A gauche, les centroïdes (1 et 2) sont pla-
cés de façon arbitraire. Toutes les données sont alors partitionnées suivant les deux catégo-
ries sur le critère de proximité (c’est-à-dire si le point n’est plus près du centroïde 1 alors
il appartient à la catégorie 1. Au centre, après la première itération, les deux centroïdes se
sont déplacés pour se placer au barycentre des points appartenant à leur catégorie respec-
tive. A droite, à partir de la deuxième itération, les positions des centroïdes commencent
à se stabiliser. Après un certain nombre d’itération, le partitionnement obtenu sera stable.
3.4 Mécanisme de compétition : Winner Take All.
L’idée de base du Winner Takes All(WTA) provient des modèles connexion-
nistes [Grossberg, 1976]. Ils permettent de simuler les mécanismes de compéti-
tion existant au sein d’une population de neurones. Les mécanismes de compé-
tition peuvent être simulés par des réseaux dont la topologie caractéristique (la
façon dont les neurones sont connectés à leur voisin) permet à chaque neurone
de se mesurer aux autres pour le partage de l’activité neuronale. La compétition
est alors le résultat d’une dynamique d’inhibition réalisée par le biais de connec-
tions latérales inhibitrices. Le rôle des liaisons inhibitrices latérales au sein de ces
populations sont au cœur du processus de compétition. Après convergence, seul
le neurone ayant la plus grande activité reste actif et inhibe tous les autres [Ru-
melhart and Zipser, 1985]. Ces processus naturels de compétition permettent une
prise de décision, à l’instar d’un système de vote.
Intéresserons nous maintenant plus en détail au fonctionnement de ce type
de réseaux de neurones. Ici, chaque neurone inhibe l’ensemble des autres neu-
rones par des connections latérales négatives/inhibitrices. En plus des connections,
chaque neurone peut également s’auto-exciter par le biais d’un lien récurrent, ce
qui accélère le processus de déséquilibre (voir figure 3.6). La variation du poten-
tiel d’action d’un neurone xi du groupe est définie par l’équation :
dxi
dt
= α · xi − β ·
K∑
k 6=i
xk + Ii (3.8)
Avec K le nombre de neurones du groupe, Ii l’activité en entrée du neurone
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FIGURE 3.6 – Schéma représentant un mécanisme de compétition sur un réseau à une
couche de type WTA
i, α ∈ [0, 1] le poids du lien récurrent autoexcitateur du neurone i et β ∈ [0, 1]
le poids des liens inhibiteurs provenant des autres neurones du groupe. Un réseau
possédant ce type de topologie inhibitrice assure qu’un seul et unique neurone
possède tout le potentiel d’activité lorsque le réseau a atteint un régime perma-
nent. Ce mécanisme très simple permet de faire émerger une fonction de prise
de décision en utilisant un nombre minimum de règles rudimentaires impliquant
un équilibre instable, sans besoin de prescrire une procédure complète. Le fait
de jouer sur la fonction d’activation des neurones permet d’obtenir une compéti-
tion plus ou moins stricte. Plusieurs gagnants peuvent ainsi être conservés ("Soft
WTA" ou "k-WTA") [Maass, 2000].
3.5 Champ de neurones dynamiques et fusion de stra-
tégies.
Dans le contexte d’interactions homme-robot, nous devrons nous intéres-
ser à la problématique de fusion de stratégies entre "le robot doit écouter son
professeur", "le robot applique ce qu’il a appris", etc... Les champs de neurones
dynamiques ont des propriétés permettant la fusion de stratégies. Ils modélisent
le fonctionnement des populations de neurones du cerveau humain. A priori, la
première tentative pour développer une théorie expliquant le fonctionnement d’un
champ neuronal peut être attribuée à Beurle en 1956 qui observa des bulles d’ac-
tivité dans un tissu cérébrale [Beurle, 1956]. Cette théorie est reprise plus tard par
Griffith [Griffith, 1963], puis par Wilson [Wilson and Cowan, 1973] qui ajoutent
les concepts d’inhibitions et excitations du voisinage ainsi que la notion de ré-
currence. Finalement, le modèle le plus utilisé actuellement nous vient d’Amari
[Amari, 1977] qui proposa sa théorie des champs de neurones dynamiques (ou
"Dynamical Neural Field" ou en abrégé DNF) quelques années plus tard. Selon
cette théorie, les excitations sont locales tandis que les inhibitions ne sont que
distales. Le noyau d’interaction est un laplacien de gaussienne dont la forme très
particulière est présentée dans la figure 3.7.
L’intérêt du modèle d’Amari est qu’il possède quelques propriétés intéres-
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FIGURE 3.7 – Principe d’excitation et inhibition d’un champ de neurones dynamiques.
(a) Le noyau d’interaction est construit à l’aide d’une différence de gaussiennes. (b) Le
champ de neurones est représenté avec ses connexions excitatrices proximales et inhibi-
trices distales.
santes de filtrage, de stabilité ainsi qu’un compromis entre compétition et coopé-
ration, là ou un réseau de type WTA reste seulement compétitif. Dans un champ
de neurones dynamiques, chaque neurone est connecté à ses voisins suivant une
règle définie par le noyau d’interaction. Nous construirons notre noyau à l’aide
d’une différence de gaussiennes (DoG). Le centre du noyau est excitateur, tan-
dis que les bords sont inhibiteurs (voir figure 3.7). La dynamique du champ est
modélisée par l’équation suivante :
τ · d(u(φ, t))
dt
= −u(φ, t) + I(φ, t) + h+
∫
Z
w(φ− z) · f(u(φ′, t))dz (3.9)
Où u(φ, t) représente l’activité d’un neurone x à l’instant t, I(φ, t) est l’entrée du
système, h est une constante négative qui assure la stabilité du réseau, τ est le taux
de relaxation du système, w est le noyau d’interaction utilisé pour l’activation du
champ et Z correspond à l’intervalle de définition du voisinage
Dans ce modèle, l’ensemble de la population possède des propriétés d’at-
tracteurs qui correspondent à des maxima locaux du champ d’activité. Le réseau
réalise également un compromis entre compétition et coopération qui nous sera
utile par la suite. Par exemple, si l’on considère deux bulles d’activité présentes
en entrée (voir figure 3.8), et si ces deux bulles sont suffisamment éloignées, la dy-
namique du champ tendra à en sélectionner une seule (compétition). Par contre,
si les deux entrées sont suffisamment proches (dépendant de la largeur du noyau),
le champ convergera vers une seule et unique bulle en sortie. Cette bulle résulte
de la moyenne des 2 entrées (mode coopération), et son amplitude est supérieure
à celle des entrées [Schöner et al., 1995].
La forme du noyau d’interaction est importante et doit être paramétrée en
fonction de la tâche désirée. Par exemple, la largeur de la bulle d’excitation (par-
tie positive du noyau) peut être modulée .On peut ainsi considérer qu’un réseau
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FIGURE 3.8 – Comportement d’un champ de neurone dynamique en fonction de la proxi-
mité des entrées. A gauche, deux entrées distantes à l’instant t tentent de s’inhiber puisque
les bords du noyau d’interaction sont inhibiteurs. Le réseau converge vers une unique
bulle. Le réseau se comporte alors comme un réseau de compétition. A droite, les deux
entrées sont proches et par conséquent vont fusionner pour ne former qu’une bulle d’acti-
vité. Il y a alors une coopération (fusion) entre les deux entrées.
de type "Winner Takes All" est un cas particulier de champ de neurones pour le-
quel la bulle d’excitation du noyau est réduite au minimum (1 seul neurone). Le
réseau comprend également des liens récurrents (un pour chaque neurone), qui
ne sont pas illustrés sur les figures. Cette récurrence permet un lissage temporel
et donc un filtrage efficace contre le bruit ou les oscillations présentes en entrée.
Par exemple, si une entrée apparaît de manière épisodique suite au dysfonctionne-
ment d’un capteur, la dynamique temporelle du réseau ne lui laissera pas le temps
de s’imposer. Il est nécessaire qu’une entrée reste stable et statique pendant un
certain temps pour faire émerger une bulle d’activité en sortie.
L’intérêt d’adopter un codage par champ de neurones dynamiques est triple.
Il permet de bénéficier des propriétés de filtrage et du compromis compétition /
coopération. Enfin, le DNF prodigue une base au sein de laquelle peuvent être
fusionnées les actions de stratégies de natures très différentes, pourvu que ces
actions adoptent le même codage et le même référentiel. Nous utiliserons par
la suite un champ de neurones dynamiques pour fusionner de manière efficace
les orientations proposées par différentes stratégies. Malgré tout, un des inconvé-
nients des DNF est qu’ils possèdent un nombre important de paramètres pas tou-
jours évidents à adapter à chaque problème. Les champs de neurones dynamiques
permettent toutefois d’obtenir une solution efficace pour la fusion / sélection de
stratégie.
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3.6 Conclusions.
Dans ce chapitre, nous avons présenté les outils qui seront essentiels pour la
compréhension de cette thèse. Les réseaux de neurones qui ont été présentés ont
des propriétés qui seront utiles pour la mise en place de nos modèles. En effet, les
capacités d’apprentissage et d’adaptation de ces réseaux de neurones permettront
au robot de pouvoir interagir correctement avec son partenaire dans un environ-
nement non contrôlé. L’apprentissage par conditionnement et particulièrement le
modèle de Widrow et Hoff (LMS) entre en jeu dans nombreux modèles de cette
thèse. Un exemple est celui de l’apprentissage de la tâche de navigation en interac-
tion avec le partenaire. Un autre exemple que l’on peut citer est l’apprentissage par
imitation du rythme du partenaire humain au cours de l’interaction. Les proces-
sus de catégorisation et classification permettront de construire des modèles pour
reconnaître les lieux et la forme du partenaire. Enfin, les champs de neurones
dynamiques permettront de réaliser la fusion / compétition entre les différentes
stratégies qui sont les suivantes : le suivi du partenaire et la navigation basée sur
l’apprentissage d’associations sensori-motrices.
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Initier et maintenir l’interaction avec
un robot mobile
Dans un futur proche, les robots devront être capables d’interagir dans un
monde social. Par conséquent, leur adaptation aux dynamiques et comportements
des autres est indispensable. Comme nous l’avions déjà précisé dans les chapitres
précédents, plusieurs paramètres peuvent être considérés pour aborder cette no-
tion d’adaptabilité. En nous inspirant de la manière dont l’humain interagit avec
ses congénères, nous nous sommes intéressés, dans le cadre de cette thèse, au phé-
nomène d’entraînement et synchronisation décrit dans le chapitre 2. Ces phéno-
mènes sont très importants dans le contexte d’interactions sociales. Il facilite dans
un premier temps la stabilité de l’interaction de par sa bidirectionnalité qui permet
une adaptation mutuelle des deux agents. De plus, son caractère non-intentionnel,
rend l’interaction plus naturelle et intuitive en limitant la charge cognitive.
Dans ce chapitre, nous entrons dans le contexte applicatif de cette thèse. En tra-
vaillant sur une modélisation du phénomène d’entraînement, nous présentons ici
une architecture qui permet :
• de donner au robot des capacités minimales d’adaptation rythmique lui per-
mettant de se synchroniser avec son partenaire
• de focaliser l’attention visuelle du robot sur les zones synchrones
• de sélectionner un partenaire "synchrone"
• d’utiliser la synchronie comme signal de renforcement pour l’apprentissage
de nouvelles compétences (ici, reconnaissance de la forme du partenaire)
• d’initier et maintenir l’interaction entre le robot et son partenaire
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Ainsi, après une phase d’initiation, notre modèle permettra de stabiliser l’in-
teraction d’un point de vue rythmique (synchronisation des mouvements des par-
tenaires) mais aussi de stabiliser le focus d’attention du robot sur le partenaire en
mouvement à l’aide de deux stratégies : la détection de zones visuelles synchrones
et la reconnaissance visuelle du partenaire).
4.1 La synchronie pour initier l’interaction et sélec-
tionner le bon partenaire.
Dans de précédents travaux du Laboratoire ETIS, il a été développé un ré-
seau de neurones permettant au robot :
• d’avoir la capacité de s’adapter à la dynamique du partenaire humain et de
se synchroniser avec les stimuli visuels induits par les mouvements de ce
dernier (flot optique)
• de pouvoir sélectionner un partenaire parmi plusieurs inter-acteurs et garder
son attention visuelle dessus grâce à une détection de synchronie.
Les premiers tests de ce modèle ont été réalisés sur un robot humanoïde sta-
tique (NAO) dont le champ visuel est capté par une caméra fixe. Dans le cadre des
expériences menées durant cette thèse (que nous présenterons dans les chapitres
suivants), nous avons adapté ce système dans le but de travailler sur les interac-
tions entre l’humain et un robot mobile (de type Robulab auquel nous avons ajouté
un bras oscillant). Par soucis de clarté nous allons donc commencer par présen-
ter dans cette section le modèle neuronal précédemment développé au laboratoire
ETIS durant la thèse de Syed Khursheed Hasnain et qui sera étendu dans le cadre
de nos travaux à l’interaction avec un robot mobile.
4.1.1 Setup expérimental et méthode.
Les premières expériences avec le modèle ont été réalisées au laboratoire
ETIS avec le robot Nao d’Aldebaran. Le setup expérimental était très sommaire.
Le robot pouvait bouger son bras suivant un seul degré de liberté et sa tête autour
de l’axe vertical (pan). Pour l’acquisition des images, une caméra indépendante
avait été rajoutée.
Pour analyser la synchronisation entre les gestes du robot et de son parte-
naire, nous enregistrons les signaux d’oscillations du bras du robot (commande
motrice envoyée au bras robotique) et ceux du partenaire à l’aide d’un calcul du
flot optique engendré par les mouvements du partenaire présent dans le champ de
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FIGURE 4.1 – Setup expérimental. A gauche, le robot Nao assis sur sa chaise pouvant
bouger son bras suivant un degré de liberté (haut-bas). Au centre, Nao en interaction avec
des partenaires humains.
vision du robot.
Le terme flot optique a été défini par le psychologue James Jerome Gibson
en 1950 dans une étude sur la vision humaine [Gibson, 1950]. Le flot optique
entre deux images successives est le mouvement apparent des pixels d’une image
à l’autre. C’est un champ de vecteurs représentant les déplacements des points de
la première image à la seconde. Très utilisé en traitement d’image, le flot optique
permet de rendre compte de la présence de mouvement et de leur ampleur. Pour
estimer le flot optique sur une séquence d’images, deux algorithmes importants
ont été proposés au début des années 1980 par [Horn and Schunck, 1981] et [Lu-
cas et al., 1981]. Depuis, de nombreux travaux ont apportés des améliorations à
ces algorithmes [Motai et al., 2012]. Cependant, nous utiliserons ici la méthode
de Horn et Schunck pour estimer les vitesses de déplacement (voir annexe C). Le
faible coût computationnel de cet algorithme est la raison de notre choix.
A partir de ces signaux ainsi enregistrés, nous appliquerons la méthode pré-
sentée par Lachaux et al. ( PLV : Phase Locking Value). La PLV pour deux signaux
est définie par la formule (4.1).
PLVx,y =
1
N
· |
N∑
t=1
exp(i(φx − φy))| (4.1)
Dans cette équation, N représente le nombre d’échantillons du signal et φx−φy la
différence de phase entre les signaux x et y. Si la PLV est proche de 1 les signaux
sont synchronisés sinon elle est proche de 0.
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4.1.2 Modélisation du phénomène d’entraînement.
Au cours des interactions sociales, il est clair que les humains sont influen-
cés, entraînés par les mouvements de l’autre. Par exemple, lors d’un rassemble-
ment de personnes, le lancement d’applaudissements d’une personne peut entraî-
ner toute la foule pour arriver à la synchronisation des personnes. Il existe alors
chez l’humain un système qui permet de lier les entrées sensorielles et les sorties
motrices et qui induit ce phénomène d’entraînement.
La figure 4.2 présente un modèle schématisant le phénomène d’entraîne-
ment entre une personne et un robot similaire à celui proposé par Phillips [Phillips-
Silver et al., 2010]. Le robot et l’humain possède tous les deux un système d’auto-
entraînement. Dans ce dernier, les perceptions (visuelles) déclenchent un mouve-
ment réflexe (contrôle moteur). La sortie rythmique de chacun des inter-acteurs
vient perturber l’entrée rythmique de son partenaire responsable du phénomène
d’entraînement.
FIGURE 4.2 – Modèle schématique du phénomène d’entraînement entre une personne et
un robot similaire au modèle proposé par Phillips [Phillips-Silver et al., 2010]. Le robot
et l’humain possède tous les deux un système d’auto-entraînement. Le modèle interne
montre que les perceptions déclenchent un mouvement réflexe pour le contrôle moteur.
Enfin, la sortie rythmique de chacun des inter-acteurs vient perturber l’entrée rythmique
de son partenaire responsable du phénomène d’entraînement.
Dans ce modèle, il est sous-entendu que le phénomène d’entraînement est
le résultat d’un réflexe moteur inné. En opposition à cette idée, ce phénomène
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pourrait être le résultat d’un apprentissage. L’individu aurait appris les associa-
tions entre la proprioception et les mouvements perçus (par exemple, lorsque le
bébé bouge son bras dans son champ visuel). Ainsi, lorsque la personne perçoit
du mouvement dans son champ visuel, elle reproduit le mouvement qui y est asso-
cié [de Rengervé et al., 2010]. Notons qu’en pratique, les deux types d’approches
peuvent coexister suivant le contexte et la tâche.
FIGURE 4.3 – Modèle du phénomène d’entraînement adapté au robot. Dans ce modèle, la
perception visuelle du robot correspond à l’extraction du flot optique à partir des images
enregistrées par la caméra. Les mouvements montant et descendant seront transformés en
activité positive ou négative qui vient alimenter l’oscillateur. Enfin, l’oscillateur est relié
au mouvement du bras du robot qui produit la sortie rythmique du système.
Le modèle présenté dans la figure 4.3 correspond au point de départ de notre
étude sur les interactions Homme Robot. Il a été développé dans le but de per-
mettre la synchronisation entre deux agents s’influençant mutuellement. L’archi-
tecture proposée permet au robot de se synchroniser en fréquence et en phase avec
son partenaire d’interaction. L’estimation des vecteurs vitesses des mouvements
perçus par le robot est réalisé par un algorithme classique de flot optique [Horn
and Schunck, 1981]. Ces vecteurs jouent le rôle de stimuli visuels et d’entrée
pour notre modèle. Le bras du robot est contrôlé par un oscillateur témoin de la
fréquence interne du robot.
Plusieurs modèles computationnels d’oscillateurs ont été développés et un
des plus connus est celui de Rowat et Selverston en 1978 [Rowat and Selverston,
1997]. Il a déjà été implémenté pour de nombreuses applications en robotique
comme par exemple pour étudier les poignées de main entre un robot et son par-
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tenaire [Melnyk et al., 2013]. Le modèle d’oscillateur choisi ici est beaucoup plus
simple. Il a été développé par Prépin en 2007 [Prepin and Revel, 2007]. Cet os-
cillateur est composé de deux neurones N1 et N2 (voir figure 4.3 ) qui inhibe ou
excite l’autre proportionnellement à la variable β. La fréquence, l’amplitude et la
phase d’oscillation dépend des trois variables α1, α2 et β (voir équations (4.2) et
(4.3)).
N1(n+ 1) = N1(n)− β ·N2(n) + α1 (4.2)
N2(n+ 1) = N2(n)− β ·N1(n) + α2 (4.3)
Enfin, on peut appliquer une très grande gamme de fréquences à ces oscil-
lateurs. Pour l’application aux interactions Homme Robot, on essayera de garder
une fréquence proche de celle de l’humain.
Le modèle d’oscillateur, que nous venons de présenter, représente la dy-
namique interne du robot (qui oscille à sa propre fréquence et amplitude). Lors-
qu’une personne tente d’interagir avec le robot en bougeant son bras, le mouve-
ment perçu dans le champ visuel du robot est estimé grâce à un algorithme de
calcul du flot optique. Les vecteurs vitesses sont ensuite convertis en activités po-
sitives et négatives.
L’évolution dans le temps de l’oscillateur du robot peut être alors écrite comme
suit :
N1(n+ 1) = N1(n)− β ·N2(n) + α1 + f ′ · fc (4.4)
Dans cette équation, f ′ correspond à l’énergie induite par l’activité du flot op-
tique. Par conséquent, lorsqu’un agent interagit, en fonction de l’énergie visuelle
produite par ses propres mouvements, l’oscillateur du robot sera alors modifié (en
phase et en fréquence) suivant certaines limites. Ces limites sont définies par le
facteur de couplage fc qui module l’influence du partenaire. Ce paramètre va im-
pacter directement sur la vitesse d’adoption du rythme de l’humain par le robot.
En effet, il permettra le couplage des deux oscillateurs (robot et partenaire hu-
main) et modulera l’injection d’énergie en provenance du flot optique en direction
de l’oscillateur contrôlant le bras du robot (phénomène d’entraînement chez le
robot). Le fonctionnement de ce modèle peut être discrètement comparé aux pen-
dules de Huygens. On considère en effet qu’un transfert bidirectionnel d’énergie
entre deux systèmes oscillants fera converger ces deux derniers vers un rythme
commun.
La figure 4.4 illustre les résultats des expériences menées par Hasnain et al
sur une interaction entre un robot Nao et son partenaire humain.
Sur la figure 4.4(a), il a été représenté les signaux des mouvements du
bras de Nao et ceux du bras de l’humain. Chacun des partenaires est entraîné
par l’autre. Au départ, les mouvements des deux agents sont désynchronisés. Par
- 68 -
CHAPITRE 4. INITIER ET MAINTENIR L’INTERACTION AVEC UN ROBOT MOBILE
FIGURE 4.4 – IHR entre Nao et son partenaire humain : (a) Signaux représentant le
mouvement du bras de l’humain (en pointillés) et celui de l’oscillateur contrôlant le bras
du robot (trait plein). (b) Mesure de la PLV (1 time unit = 0.0333 sec).
conséquent, la PLV (mesure du niveau de synchronie) a une valeur très basse (voir
figure 4.4(b)).On peut voir dans les figures 4.4(a) et 4.4(b), que Nao et son par-
tenaire humain se synchronisent progressivement au cours du temps. La tendance
à augmenter de la PLV reflète l’émergence d’une synchronisation entre les deux
agents. Sur ces figures, on peut aussi voir que les deux partenaires sont totalement
synchronisés au bout d’un certain temps (la PLV est à son niveau maximum).
4.1.3 Validation du modèle avec des utilisateurs naïfs
Des expériences ont été menées par le laboratoire ETIS en collaboration
avec le laboratoire d’analyse de mouvement humain EUROMOV de l’université
de Montpellier. L’objectif était de valider cette hypothèse qu’avec le modèle d’en-
traînement, relativement simple, décrit ci-dessus, il était possible d’induire des
phénomènes d’entraînement non-intentionnels chez l’homme qui pouvait amélio-
rer la coordination interpersonnelle lors d’une Interaction Homme Robot [Hasnain
et al., 2013]. Lors de ces expériences, les synchronisations non intentionnelles ont
été étudiées à travers des interactions rythmiques entre le robot NAO et des parte-
naires humains naïfs. NAO pouvait avoir deux comportements distincts :
• bougeant avec une fréquence fixe).
• Ou doté de capacités minimales d’adaptation : il utilise le modèle présenté
précédemment qui lui permet d’adopter le rythme (fréquence) du partenaire
humain.
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On parle d’interaction unidirectionnelle lorsqu’un seul des agents (partenaire hu-
main ou robot) est capable de s’adapter aux mouvements du partenaire. Lors des
interactions bidirectionnelles, les deux agents ont la capacité d’adaptation mu-
tuelle.
On introduit alors trois conditions expérimentales :
• Condition 1 : unidirectionnelle, le robot est contrôlé par le modèle d’entraî-
nement alors que le partenaire humain est aveugle et sourd.
• Condition 2 : unidirectionnelle, les rôles sont inversés par rapport à la pre-
mière condition.
• Condition 3 : bidirectionnelle, les deux agents peuvent se synchroniser.
Dans les trois conditions, il a été demandé aux sujets de bouger leur bras à leur
propre rythme. De plus, pour les conditions 2 et 3, les partenaires devaient porter
leur attention sur le bras du robot. Voici les conclusions de ces expériences qui
nous intéressent dans le cadre de cette thèse :
• les sujets se synchronisent mieux si l’interaction est bidirectionnelle. Ce qui
justifie l’importance de la capacité d’adaptation au cours des interactions
sociales.
• les humains ne peuvent s’empêcher d’être influencés par les mouvements
du bras du robot et en particulier, lorsque la fréquence propre du robot est
proche de celle de l’humain.
Nous invitons le lecteur à se référer à [Hasnain et al., 2013] pour des résultats plus
détaillés.
Enfin, les observations globales de ces travaux ont montré que les synchro-
nisations non-intentionnelles étaient très importantes pour la mise en place d’in-
teractions intuitives et naturelles.
4.1.4 Sélection du partenaire et focus d’attention
Le modèle décrit ci-dessus a ensuite été utilisé dans le but d’initier l’inter-
action et sélectionner le bon partenaire. Pour cela, le critère sera la détection de
synchronie entre le robot et son partenaire humain. Dans cette section, nous nous
intéresserons aux parties B et C de la figure 4.5 qui est dédiée à la sélection du
partenaire et au mécanisme attentionnel permettant la localisation du partenaire.
Par cette première étude sur les IHR, nous souhaitons donner au robot la capa-
cité d’interagir avec l’humain par le biais de la synchronie. Le robot adaptera ses
mouvements en phase et en fréquence en fonction de son partenaire.
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FIGURE 4.5 – Architecture globale du modèle proposé par S.K Hasnain [Hasnain et al.,
2012]. Elle se divise en trois parties : (a) le modèle d’interaction dynamique. (b) La sélec-
tion du partenaire basée sur la détection de synchronie entre plusieurs agents. (c) Focus
d’attention : permet de localiser dans le champ visuel la position du partenaire synchrone
et d’orienter l’attention du robot sur cette zone en particulier.
Détaillons en premier lieu l’architecture permettant la sélection du parte-
naire (figure 4.5 B). Elle fonctionne en deux phases : une phase d’apprentissage
et une phase de test. Au cours de la phase d’apprentissage, le robot perçoit ses
mouvements et apprend sa propre dynamique. L’apprentissage de l’association
entre les perceptions et la dynamique interne du robot est réalisé par un réseau
de neurones de type "Least Mean Square". Le "prédicteur fréquentiel" obtenu est
alors capable de prédire la fréquence d’oscillation du robot en fonction de sa per-
ception visuelle. Ce qui a pour conséquence, la modification de la fréquence de
l’oscillateur interne du robot. Précédemment, l’oscillateur du robot était directe-
ment lié aux stimuli externes f ′. Maintenant, les oscillateurs sont couplés grâce
au "prédicteur fréquentiel" via f ′′. L’équation de l’oscillateur peut se réécrire de
la sorte :
N1(n+ 1) = N1(n)− β ·N2(n) + α1 + f ′′ (4.5)
Après la phase d’apprentissage, le robot est capable d’adapter ses mouvements en
fonction de ses perceptions à condition qu’elles ne soient pas trop éloignées de ce
qu’il a déjà appris au cours de la phase précédente (fréquence de ses dynamiques
internes). Dans le cas où plusieurs inter-acteurs seraient présents devant le robot,
ce dernier adoptera seulement les dynamiques de l’agent rythmiquement proche
de lui.
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Néanmoins, le robot ne sera pas capable de localiser ce partenaire dans son
champ visuel car cette partie de l’architecture (figure 4.5B) n’a pas de dépendance
spatiale (position du partenaire).
La figure 4.5 C correspond à la partie du modèle permettant cette locali-
sation et le focus d’attention du robot sur son partenaire. Ici, si un agent interagit
avec une fréquence proche de celle du robot, alors le blocX ′′ apprend à prédire où
devrait être localisés les mouvements du partenaire. Ainsi, il est possible de discri-
miner parmi plusieurs stimuli celui du partenaire en modulant le résultat obtenu
dans le bloc X ′′ et l’entrée visuelle brute. Un processus de compétition permet
alors de localiser les mouvements synchrones. La projection du résultat sur l’axe
des abscisses permettra alors d’orienter la position de la tête du robot.
Le mécanisme de focus d’attention a été testé très simplement. Les résultats
obtenus sont présentés dans la figure 4.6. En (a), sont représentés les oscillations
du bras de Nao et celles du flot optique induit par les mouvements du bras de son
partenaire humain. La sous-figure (b) représente l’orientation du focus d’attention
du robot calculée par l’architecture en détectant les zones dans l’image où des
mouvements (flot optique) synchrones sont présents. En (c), la localisation réelle
du partenaire relativement au champ de vision de Nao a été représentée (vérité
terrain).
Au départ, aucun stimuli visuel n’est présenté à Nao, le focus d’attention se
positionne alors aléatoirement entre−30◦ et 30◦. Après 500 unités de temps (16.6
sec.), un mouvement rythmique est introduit sur la gauche de Nao (−28.3◦). Le
focus d’attention est alors orienté vers la zone en synchronie (résultat de l’inter-
action). Lorsque le partenaire d’interaction de Nao bouge légèrement sur la droite
(−2.7◦), l’architecture force la ré-orientation du focus d’attention sur la zone en
synchronie. Ensuite, l’agent bouge sur la gauche (25.4◦) et le focus d’attention
suit encore. Enfin, cette séquence est répétée plusieurs fois dans le but de vérifier
si le focus d’attention continue de suivre le partenaire.
4.2 Reconnaissance du partenaire pour le maintien
et le réengagement de l’interaction.
Précédemment, nous avons présenté un modèle de sélection du partenaire
capable de focaliser l’attention du robot sur les régions qu’il détecte synchrones
avec sa propre dynamique. Ainsi, si le partenaire humain arrête de bouger le robot
n’est pas capable de maintenir l’attention visuelle, il y a alors potentiellement
rupture de l’interaction.
Dans l’optique de mettre en place des interactions homme robot réalistes, les
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FIGURE 4.6 – (a) Représentation des oscillations du bras de Nao au cours de l’inter-
action(b) Fluctuation de l’orientation du focus d’attention en fonction des mouvements
rythmiques perçus, (c) Position réelle du partenaire relativement au champ de vision de
Nao.
agents doivent être capable d’échanger leurs rôles (turn-taking). Chacun d’entre
eux doit pouvoir être le meneur au cours de l’interaction. Dans ce cas, l’autre
pourrait arrêter éventuellement de bouger. Pour maintenir le focus d’attention du
robot, nous avons alors étendu le modèle précédent et développé un nouveau mé-
canisme attentionnel permettant de localiser le partenaire humain soit par le biais
de la synchronie soit par la reconnaissance visuelle de la forme du partenaire.
Ceci permettra de réengager l’interaction sans que le partenaire doive se
synchroniser à nouveau avec le robot.
Nous nous sommes alors positionnés sur une approche ascendante (bottom
up) basée sur la détection de synchronie entre le robot et son partenaire. Ce mo-
dèle utilise des vignettes (imagettes) basse résolution pour caractériser la forme du
partenaire. Les vignettes sont sélectionnées autour de points d’intérêts. La forme
apprise est alors mise à jour afin de pouvoir l’adapter à plusieurs vues du par-
tenaire durant l’interaction. Un modèle de poursuite d’objet ("tracking lisse") a
enfin été ajouté afin de pouvoir obtenir un suivi dynamique (focus d’attention) du
partenaire.
4.2.1 Setup Experimental
Nous avons adapté le setup pour nos expériences sur robot mobile. Dans
un premier temps, nous avons mis en place un setup expérimental simplifié dans
lequel le robot est capable de bouger son bras ajouté (témoin de l’état rythmique
interne du robot) et de bouger "uniquement" en rotation. Ceci signifie que la navi-
gation du robot n’est pas ici considérée, elle sera traitée dans les modèles présentés
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dans les chapitres suivants. La caméra sera ici embarquée sur le robot et pourra
tourner suivant l’axe vertical. La fréquence d’acquisition des images est voisine
de 30 Hz.
Une description plus détaillée de l’électronique embarquée sur le robot est
présente en annexe. Dans la deuxième partie de nos expériences, le mouvement de
la tête du robot sera désolidarisé de celui du corps permettant ainsi un mouvement
plus naturel. Néanmoins, le mouvement de la tête et du corps du robot resteront
corrélés.
(a) (b)
FIGURE 4.7 – Setup expérimental adapté dans le cas d’un robot mobile. (a) Plateforme
robotique avec (1) la caméra simulant les mouvements de la tête au cours de l’interaction,
(2) la caméra utilisée pour le système de navigation, (3) le bras oscillant du robot et (4) le
laser pour la détection d’obstacles. (b) Exemple d’interaction homme robot.
4.2.2 Présentation du modèle de reconnaissance d’objet.
Comme nous l’avions introduit au début de ce chapitre, nous souhaitons ici
utiliser la synchronie pour focaliser l’attention visuelle du robot sur le partenaire
synchrone et ainsi pouvoir apprendre la forme de ce dernier. Nous allons ici dé-
tailler l’algorithme de reconnaissance de formes que nous utiliserons à cet effet.
Dans la littérature du traitement d’images par ordinateur, on peut trouver de nom-
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breux travaux qui ont été publiés concernant la détection, la reconnaissance et le
suivi de la personne. Ces travaux peuvent être classifiés suivant diverses taxono-
mies [Aggarwal and Cai, 1997], [Gavrila, 1999], [Moeslund and Granum, 2001].
Un moyen simple de classifier ces études est de considérer l’utilisation (ou non)
d’un modèle explicite de la forme de la personne. En effet, pour la détection ou le
suivi de la personne dans des séquences d’images, une première méthode consiste
à définir un modèle 2D ou 3D de la forme de la personne. Le positionnement de
segments et points sur les différentes parties du corps permet alors de construire
le modèle [Haritaoglu et al., 1998], [Cham and Rehg, 1999], [Rehg and Kanade,
1994]. Une autre possibilité est de s’affranchir d’une connaissance a priori de la
forme du corps humain et d’adopter une approche ascendante (bottom up) qui uti-
lisent la combinaison de caractéristiques basse résolution comme par exemple les
contours [Goldenberg et al., 2001] ou les points d’intérêts [Gabriel et al., 2005],
[Fablet and Black, 2002]. Dans la pratique, l’efficacité de ces méthodes promet-
teuses dépend grandement de l’application que l’on souhaite en tirer : environ-
nement intérieur ou extérieur, utilisation en temps réel, caméra fixe ou mobile,
etc... Malheureusement, une majorité de ces algorithmes imposent de très fortes
contraintes de puissance de calcul et n’ont pas de plausibilité neuronale.
Notre modèle neuronal de reconnaissance de la forme du partenaire s’inspire
du modèle de reconnaissance d’objet de Leprêtre [Lepretre et al., 2000]. Le prin-
cipe général de ce modèle est le suivant : le robot va apprendre des vues locales de
l’objet par la sélection de points d’intérêts. Comme illustré dans la figure 4.8, on
extrait dans un premier temps le gradient de l’image. Le résultat est alors convolué
avec un filtre de type Différence de Gaussienne (DoG). On obtient alors une carte
de saillance qui met en évidence les régions de l’image représentant des coins. On
sélectionne alors les maxima locaux à partir de cette carte. On extrait alors des
FIGURE 4.8 – Étapes successives du traitement d’images pour la sélection des points
d’intérêts.
vignettes locales qui rassemblent les pixels autour des points d’intérêts. La taille
de ces vignettes est de 16*16 pixels. Ces vignettes subissent une transformation
log-polaire dans le but de rendre le modèle robuste aux changements d’échelles
et aux légères rotations. Elles servent alors d’entrée à un réseau de neurones de
type ART : le Selective Adaptive Winner (SAW) (voir figure 4.9). En fonction du
seuil de vigilance du SAW, si les nouvelles vignettes sont trop différentes de celles
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déjà apprises de nouveaux neurones seront recrutés. Puis, les vignettes les mieux
reconnues vont être sélectionnées par un réseau de neurones de type Winner Take
All.
FIGURE 4.9 – Modèle général de reconnaissance d’objet.
Le modèle présenté en figure 4.9 peut être divisé en deux parties. La re-
connaissance du "what" : quel est cet objet et de la localisation "where" : où est
l’objet.
Un premier algorithme de type LMS (minimisation de l’erreur par la méthode des
moindres carrés, voir Chapitre 3) est utilisé pour apprendre la forme de l’objet et
un autre pour la localisation. Concernant la localisation, on utilise un LMS pour
réaliser un apprentissage associatif entre la position en abscisse et en ordonnée et
le centre de l’objet. Après une phase d’apprentissage, chaque vignette locale va
prédire la position du centre de l’objet (voir figure 4.10). Si la plupart des pré-
dictions concordent sur la même position l’objet sera considéré comme reconnu.
Dans le cas contraire, plusieurs positions du centre seront possibles et on n’arri-
vera pas à identifier un gagnant. Si l’objet est déplacé dans le champ de vision, la
prédiction sera aussi décalée et l’objet sera reconnu.
4.2.3 Mécanisme attentionnel et apprentissage de la silhouette
du partenaire.
Pour l’apprentissage de la forme du partenaire, on utilisera le modèle de
reconnaissance d’objet présenté ci-dessus. Pour s’assurer que le robot apprenne
automatiquement la forme du partenaire souhaité au cours de l’interaction (et
non pas celle d’autres personnes ou objets), nous avons ajouté les conditions sui-
vantes :
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A. B. C. D.
FIGURE 4.10 – Reconnaissance d’objet. A) Apprentissage de l’objet au centre de l’image.
B) Prédiction de la position du centre de l’objet après apprentissage. C) Influence de
la rotation sur la prédiction de la position du centre de l’objet. D) Les différents points
d’intérêts prédisent des positions du centre non concordantes : on en déduit que l’objet
n’est pas reconnu.
• l’apprentissage de la forme ne s’effectue que si le focus d’attention par le
biais de la synchronie a été réalisé. Ceci dans le but d’assurer la présence
du bon partenaire dans le champ de la caméra.
• La carte de saillance obtenue par le filtrage de type DoG (voir section pré-
cédente) est modulée par l’intensité du flot optique dans le but de focaliser
la sélection des points d’intérêts sur le partenaire en mouvement (lorsqu’il
interagit avec le robot).
Présentation du scénario
Dans le but de tester les capacités de notre modèle neuronal permettant la dé-
tection du partenaire, nous avons réalisé plusieurs expériences dans des environ-
nements réels et non contraints avec un robot mobile de type robulab.
Le scénario de l’expérience est le suivant :
• le partenaire humain bouge son bras en face du robot pour lui apprendre une
fréquence préférentielle d’interaction.
• Après cette phase d’apprentissage, lorsqu’une personne interagira avec le
robot avec une dynamique proche de celle qui a été apprise (la fréquence
apprise peut être perçue grâce aux oscillations du bras du robot, voir figure
4.7), le robot sélectionne et localise ce partenaire favori en se basant sur un
critère de détection de synchronie. Il commence alors à apprendre la forme
du partenaire.
• A la fin de ces deux phases d’apprentissage, le robot est capable de localiser
et de focaliser son attention sur le partenaire en combinant le modèle de
détection de synchronie et de reconnaissance visuelle.
• Enfin, le robot est capable de suivre son partenaire et ceci en utilisant le
système de poursuite lisse (comme nous l’avons précisé précédemment, il
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est difficile d’assurer la stabilité du modèle de reconnaissance lorsque le
robot est en mouvement).
Fonctionnement du modèle
Le modèle présenté dans la figure 4.11fonctionne de la façon suivante : dans un
premier temps, le robot apprend une fréquence préférentielle au cours d’une phase
d’interaction avec le partenaire. Cette fréquence joue un rôle important dans la
sélection du partenaire. Par exemple, si deux personnes tentent d’interagir avec le
robot, celle qui aura la fréquence propre la plus proche sera sélectionnée comme
étant le "bon partenaire".
Après cette phase d’apprentissage, le partenaire commence à bouger avec
une dynamique proche de la fréquence apprise, le robot sera alors capable de lo-
caliser le partenaire humain dans son champ de vision. La prédiction de la position
du partenaire est alors utilisée pour permettre au robot de s’orienter en face du par-
tenaire. Le contrôle moteur du robot est réalisé à partir d’un champ de neurones
dynamiques qui permet de maintenir la stabilité du comportement [Amari, 1977],
[Schöner et al., 1995]. Ensuite, lorsque le focus d’attention est réalisé, le modèle
de reconnaissance commence à apprendre la forme du partenaire en sélectionnant
des points d’intérêts dans les zones où l’intensité du mouvement est la plus im-
portante. Statistiquement, la majorité des points d’intérêts auront été sélectionnés
sur le partenaire.
Dans le but de maintenir une bonne reconnaissance du partenaire humain,
différentes vues du partenaire ont été apprises. Pour permettre le raffinement du
modèle de la forme du partenaire, nous avons introduit un signal de vigilance basé
sur la détection de synchronie qui permet au robot d’adapter son apprentissage
lorsque le partenaire tente d’attirer une nouvelle fois son attention.
Ensuite, nous entrons dans une phase de suivi visuel du partenaire. Au cours
de ce suivi, la stabilité de la sélection et reconnaissance des points d’intérêts n’est
pas garantie. Par conséquent, nous avons développé un système de poursuite lisse
qui a l’avantage d’être très réactif et qui permettra de faire le lien entre les phases
statiques et les phases dynamiques. Ce modèle se base sur la continuité du mou-
vement et s’inspire des travaux de Ancona [Ancona and Poggio, 1995]. Ainsi, à
chaque itération de l’algorithme, nous allons pouvoir estimer la position la plus
probable du partenaire dans le voisinage de la position à l’itération précédente.
Voici les grandes étapes de cet algorithme :
• Une vignette globale est sélectionnée sur le partenaire.
• A chaque itération, on va rechercher dans l’image perçue par le robot et
dans le voisinage de la position à l’itération précédente, l’imagette la plus
ressemblante.
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• La position de cette imagette sera stockée en mémoire.
• L’imagette trouvée sera moyennée avec la précédente de façon à garder une
trace du passé. La mise à jour de la vignette au cours du temps respectera
l’équation suivante :
Vt+1 = (1− αc) ∗ Vt + α ∗Ot+1 (4.6)
αc = α · (1−
∑
i∈nbpixel ||Ot+1(i)− Vt(i)||
nbpixels ∗ 255 ) (4.7)
Dans ces équations, Vt représente l’imagette locale apprise au moment de
l’initiation d’interaction avec le partenaire à l’instant t,Ot+1 représente l’imagette
correspondant au maximum de corrélation dans le champ de la caméra du robot.
La vitesse de mise à jour de la vignette dépend du paramètre α et du calcul de l’er-
reur entre Vt et Ot+1. Ainsi, l’actualisation de la vignette dépendra de la similarité
entre Ot+1 et Vt. Si les imagettes sont trop différentes, il y aura peu d’adaptation.
Pour réduire le coût computationnel, nous avons limité le champ de re-
cherche à un voisinage de 15 pixels sur l’axe horizontal et 13 pixels sur l’axe
vertical. Ces valeurs peuvent être modifiées en fonction de la vitesse d’exécu-
tion du programme. De plus, en fonction du paramètre α compris entre 0 et 1,
on pourra donner plus ou moins d’influence au passé. En fonction de la valeur
choisie, l’algorithme sera plus ou moins robuste aux changements de position du
partenaire en face ou à côté du robot.
FIGURE 4.11 – Modèle général du mécanisme attentionnel pour le maintien d’interaction
entre le robot et son partenaire humain.
Ainsi, la coopération des différentes stratégies pour localiser et suivre le
partenaire permet d’avoir un modèle capable de maintenir l’attention du robot sur
son partenaire humain au cours de l’interaction.
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4.2.4 Résultats expérimentaux.
FIGURE 4.12 – Résultat de la coopération des stratégies de détection de synchronie et
reconnaissance du partenaire. On peut observer un délai temporel Dt entre la position
réelle (en vert) et la position prédite (en bleue). Les points noirs et blancs représentent les
positions des points d’intérêts sélectionnés par le modèle de reconnaissance. Les points
noirs correspondent aux points d’intérêts catégorisés comme appartenant au partenaire
humain.
Dans la figure 4.12, on peut voir une comparaison entre la position réelle du
partenaire dans le champ visuel du robot et la position (sur l’axe des x) prédite,
après apprentissage, par notre modèle dans un cas où le suivi du partenaire n’est
pas actif (caméra et robot statiques). Ceci démontre l’efficacité de la coopération
des stratégies. Ensuite, pour valider la sélection des points d’intérêts, nous avons
tracé dans cette figure tous les points d’intérêts et en particulier ceux catégorisés
comme appartenant au partenaire humain (en noir) et les autres (blancs). On peut
noter une certaine latence (délai) temporelle Dt, pouvant introduire une gêne lors
de l’interaction (voir figure 4.12) et que nous expliquons par la présence d’inté-
grateurs temporels (permettant la stabilité de la reconnaissance) dans le modèle
de détection et de reconnaissance.
Le modèle de poursuite lisse pour le suivi du partenaire va alors permettre
de s’affranchir de ce problème de latence. Pour valider le fonctionnement de notre
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FIGURE 4.13 – Résultats obtenus pour le suivi du partenaire humain. La courbe rouge
représente la position réelle du partenaire dans le champ de la caméra du robot. La courbe
bleue représente le centre de gravité de la zone en mouvement dans l’image. Enfin, la
courbe verte correspond à la position du partenaire calculée par notre modèle de suivi.
modèle en condition dynamique, nous avons dans un premier temps testé dans le
cas où la vitesse linéaire du robot est nulle. Seule une rotation pour le suivi vi-
suel du partenaire est possible. Dans la figure 4.13, on peut voir une comparaison
entre la position "réelle" (les images ont été annotées manuellement) de la per-
sonne dans l’image et celle prédite par le système de poursuite lisse. Dans cette
figure, la courbe rouge représente la position réelle du partenaire dans le champ de
la caméra du robot. Cette position a été obtenue grâce à une annotation manuelle
des images (sélection d’un point particulier). La courbe verte correspond à la po-
sition du partenaire calculée par notre modèle de suivi. On constate un décalage
de position entre la position réelle et la position prédite. Lors de la phase d’initia-
tion d’interaction le centre de l’imagette apprise était un peu décalée par rapport
au point de référence ce qui explique le décalage obtenu. La courbe bleue repré-
sente le centre de gravité de la zone en mouvement dans l’image. On remarque
des sauts de positions lorsqu’il n’y a plus de mouvements. Ainsi, la coopération
du modèle de détection et suivi du partenaire permet alors au robot de maintenir
l’interaction. De plus, l’ajout de la poursuite lisse permet de supprimer la latence
temporelle constatée dans l’expérience précédente.
Nous avons aussi testé la robustesse du modèle de reconnaissance de forme
du partenaire. Après la phase d’apprentissage, un humain jouant le rôle de distrac-
teur s’est placé à côté du partenaire dans le champ visuel du robot. Nous consta-
tons que si cette personne interagit avec une fréquence qui diffère de celle qui
a été apprise, le robot gardera son focus d’attention sur le partenaire favori. Au
contraire (ou si les deux personnes arrêtent de bouger), le robot doit être capable
de discriminer les deux stimuli grâce à la reconnaissance du partenaire. Ce cas est
illustré dans la figure 4.14 dans laquelle le partenaire favori est à droite alors que
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le distracteur est du côté gauche. Une analyse statistique à montrer que 58% des
points d’intérêts (points rouges) situés sur le partenaire préféré ont été correcte-
ment classifiés. Sur les 42% restants (points blancs), 15% ont été sélectionnés sur
le distracteur et 27% sur le fond de l’image. Cette analyse montre que le robot est
capable de localiser son partenaire d’interaction malgré la présence d’autres inter-
acteurs potentiels dans son champ visuel. De plus, on pourrait croire que 58% est
un niveau de reconnaissance très faible mais il faut considérer que ce résultat est
obtenu après seulement quelques secondes d’interaction.
FIGURE 4.14 – Image obtenue au cours d’une expérience : à droite on peut voir le par-
tenaire qui a été apprise et à gauche le distracteur. Les points représentent la position des
points d’intérêts qui ont été sélectionnés. Les rouges sont considérés comme appartenant
au partenaire et les blancs comme du bruit.
Nous avons étendu ce modèle pour permettre au robot de reconnaître plu-
sieurs vues du partenaire ou même plusieurs partenaires (voir figure 4.15). Dans
ce cas, le robot est statique lorsque trois personnes essayent d’engager l’interac-
tion avec le robot. Deux d’entre elles ont déjà été synchronisées avec le robot
mais pas la troisième. Par conséquent, le robot a seulement appris à reconnaître
les deux partenaires synchrones. Ceci explique que le suivi visuel n’est enclenché
que pour les partenaires synchrones. On notera que le déclenchement se base sur le
dépassement d’un seuil de reconnaissance qui a été choisi de manière empirique.
Considérons maintenant le scénario complet décrit au début de cette sec-
tion. Premièrement, le robot commence à se déplacer en focalisant aléatoirement
son attention par manque de régions saillante dans son champ de vision (courbe
noire). A l’instant t = 40 sec., une personne commence à interagir avec une fré-
quence proche de celle apprise par le robot. Par conséquent, le réseau de neurones
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FIGURE 4.15 – Séquences d’interactions Homme/Robot avec trois partenaires. Les deux
partenaires présentés sur la gauche ont déjà interagit de manière synchrone avec le robot.
On remarque que le robot est capable de les reconnaître et de les suivre visuellement
après chaque intervention. De plus, on remarque bien que la troisième personne (qui n’a
pas interagit préalablement) n’arrive pas à engager l’interaction.
permettant le focus d’attention basé sur la synchronie sélectionne le partenaire et
prédit sa position (courbe bleue). Le champ de neurones dynamiques contrôlant
les mouvements du corps du robot oriente le Robulab de manière à centrer le par-
tenaire dans son champ visuel. Lorsque le focus d’attention du robot est valide
(synchronisation entre les partenaires d’interaction) le modèle de reconnaissance
commence à apprendre (zones sur fond vert). A partir de l’instant t = 40 sec.
jusqu’à l’instant t = 80 sec., on peut noter que l’apprentissage s’est arrêté puis
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FIGURE 4.16 – Sélection et suivi du partenaire. Résultat expérimental obtenu dans des
conditions réelles. La courbe bleue correspond à la position sur l’axe horizontal du par-
tenaire. La courbe verte correspond à la zone de focus d’attention du robot. On remarque
bien l’alternance des phases d’apprentissage et des phases de suivi. L’apprentissage est
déclenché lorsque le focus d’attention du robot se concentre sur le partenaire.
relancé relativement à la détection de synchronie entre le robot et son partenaire.
Ceci permet d’affiner l’apprentissage de la forme du partenaire. Comme nous pou-
vons le voir dans la figure 4.16, à partir du moment t = 80 sec., même si le robot
perd son focus d’attention basé sur la synchronie, il est capable de suivre le parte-
naire grâce à l’apprentissage de la forme du partenaire.
4.3 Discussions
Dans ce chapitre, nous avons présenté une nouvelle approche qui s’inscrit
dans la continuité des travaux réalisés au laboratoire sur la sélection du partenaire
par le biais de la synchronie. Les résultats précédents avaient déjà démontré que
si plusieurs personnes tentaient d’interagir (avec le robot) alors le robot sélection-
nait la personne ayant une fréquence d’interaction la plus similaire à la sienne.
De plus, l’algorithme permettant le focus d’attention force le robot à s’orienter
face à l’agent synchrone. Malgré tout, si le partenaire favori arrête de bouger, le
robot ne pouvait plus le localiser. Nous avons alors proposé un modèle intégrant
la reconnaissance du partenaire.
Dans un premier temps, l’initiation d’interaction entre l’homme et le robot
est réalisée grâce au modèle de synchronie. Une fois le partenaire sélectionné, le
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robot est alors capable de le localiser et de le suivre grâce à la reconnaissance
visuelle. L’apprentissage de cette reconnaissance est affiné et modulé par la détec-
tion de synchronie. Pour pallier au manque de stabilité et de réactivité du modèle
de reconnaissance nous avons ajouté un système de poursuite lisse qui permet le
suivi du partenaire avec un robot mobile. La coopération entre les différentes stra-
tégies prodigue au robot de nouvelles capacités pour sélectionner et suivre le bon
partenaire. On constate alors l’émergence de la possibilité de réengager l’interac-
tion entre les agents par le biais soit de la synchronie soit de la reconnaissance.
Dans le but de rendre les interactions plus naturelles, nous proposons main-
tenant d’étendre le modèle afin de permettre l’étude d’adaptation rythmique du-
rant l’interaction entre un homme et un robot mobile entrain de naviguer. Dans le
chapitre suivant, nous présenterons alors une architecture permettant la synchro-
nisation lors de la marche côte à côte entre un robot et son partenaire humain.
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CHAPITRE 5
Synchronisation lors d’une tâche de
navigation : adaptation du rythme
d’interaction
5.1 Introduction
Dans le chapitre 4, nous avons montré que les phénomènes d’entraînement
et de synchronisation avait une influence sur l’initiation et le maintien de l’interac-
tion homme robot. Dans les expériences précédentes, nous nous sommes limités
au cas où le robot était d’abord statique puis nous avons élargi notre champ d’étude
au cas où le robot peut tourner sur lui-même. Nous avons notamment développé
un modèle qui utilise la synchronie comme moyen de moduler l’apprentissage de
nouvelles compétences (reconnaissance de la forme du partenaire).
Maintenant, nous nous intéressons au cas où le robot est mobile et donc
potentiellement capable de naviguer. En particulier, nous mettrons en place un
système permettant l’adaptation du rythme du robot à la fréquence de marche du
partenaire au cours d’une tâche de navigation. Le modèle neuronal présenté ici
va permettre au robot d’adapter sa vitesse de locomotion et le rythme de balance-
ment de son bras relativement à celle de l’humain. Pour cela, nous utiliserons le
flot optique généré par le mouvement de la caméra du robot pour en extraire les
oscillations des bras/jambes du partenaire d’interaction.
Lorsque deux personnes marchent côte à côte, leurs mouvements (fréquence
d’oscillation des bras et des jambes) apparaissent comme étant interdépendants et
couplés à un certain degré (voir figure 5.1) [van Ulzen et al., 2008]. Cette syn-
chronisation des mouvements est naturelle et ne requiert pas d’effort de la part des
deux partenaires. Elle est probablement une conséquence du phénomène d’entraî-
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FIGURE 5.1 – Exemple de synchronisations de personnes. A gauche, une foule qui ap-
plaudit. Au centre, trois personnes marchant côte à côte. A droite, sportifs sur des tapis de
course. Plusieurs situations où l’on remarque que les mouvements des participants sont
synchrones.
nement dont nous parlions précédemment.
Ce qui nous intéresse ici, c’est la capacité des personnes à adapter non in-
tentionnellement leur vitesse, la taille et la fréquence de leurs pas en fonction du
partenaire [Zivotofsky et al., 2012]. Ce phénomène a été étudié qualitativement
dans [van Ulzen et al., 2010] et [Nessler et al., 2009]. D’un point de vue quanti-
tatif, les observations de Zivotofsky et al. ont montré que dans 50 % des cas les
partenaires étaient synchronisés [Zivotofsky and Hausdorff, 2007]. De plus, ils ont
mis en évidence l’importance du retour sensoriel sur ce phénomène (auditif, visuel
ou tactile). Pour cela, ils ont demandés à 14 couples de personnes de marcher sur
70 mètres sous différentes conditions (modification du retour sensoriel). Il en res-
sort que les retours auditif et tactile améliorent la synchronisation. [Nessler et al.,
2009] ont étudié l’aspect non intentionnel de la synchronisation lors de la marche.
Dans cette étude, il a été demandé à 20 couples de participants de marcher côte
à côte. Le résultat obtenu montre que la majorité des couples se synchronisent en
fréquence de manière non-intentionnelle.
Dans la lignée de cet état de l’art et dans le cadre applicatif de cette thèse
(robot compagnon) nous nous sommes intéressés à l’adaptation rythmique et aux
synchronisations lors d’une marche côte à côte entre un robot et un humain.
Nous défendons ici l’idée qu’un robot compagnon doit être capable de s’adap-
ter au rythme du partenaire et de lui présenter un retour sensoriel (visuel, auditif
ou tactile) représentatif de ses dynamiques internes. L’hypothèse sous-jacente est
que l’émergence d’une synchronisation par effet d’entraînement bidirectionnel et
éventuellement non-intentionnelle permet une interaction plus intuitive et natu-
relle qui permet un allégement de la charge cognitive chez l’agent humain et donc
laisser place à d’autres aspects plus "intentionnels" de l’interaction.
Nous allons de ce fait étendre le modèle présenté dans le chapitre 4 pour
permettre au robot d’adapter sa vitesse de locomotion à partir des stimuli visuels
collectés grâce à l’étude du flot optique acquis par la caméra. L’extraction des
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mouvements des bras et des jambes du partenaire donnera des informations sur la
fréquence de marche du partenaire. Nous ne nous intéresserons pas ici aux retours
auditifs et tactiles pour le robot mais cette piste pourrait être envisagée.
5.2 Setup expérimental
Lors de nos expériences, nous avons utilisé un Robulab 10 de Robosoft et
un ordinateur à distance. Le robot mesure environ 1m50, pèse un peu plus de 15kg
et est équipé d’un ordinateur embarqué. Pour l’évitement d’obstacle, il possède un
laser Hokuyo permettant d’obtenir une vision à 4m sur 180 degrés de l’environ-
nement. Le robulab est doté de quatre roues : deux roues pour le contrôle moteur
et deux autres pour permettre une stabilité du robot lors des déplacements. Pour
la récupération d’images de résolution 320 par 240 pixels, on utilise une caméra
USB3 de la marque e-con systems. Un petit bras qui oscille a été ajouté sur le
robot pour cette expérience pour donner un retour visuel et auditif (mouvement
du servo-moteur) de la fréquence interne du robot (voir figure 5.2).
Les expériences ont été réalisées en simulation et en environnement réel in-
térieur. Le partenaire se situait à environ un mètre du robot de façon à éviter de
déclencher l’évitement d’obstacle et à permettre au robot de percevoir les jambes
du partenaire humain dans son champ de vision. Cette distance peut être augmen-
tée ou réduite en fonction de l’angle d’ouverture de la caméra.
Pour l’analyse de l’interaction, nous analyserons les deux signaux suivants :
les stimules visuels perçus par le robot (flot optique généré par les mouvements
des bras et jambes du partenaire) et la dynamique interne du robot.
5.3 Etude du flot optique généré par une caméra en
mouvement.
En robotique mobile, si nous désirons travailler sur du flot optique ou le
mouvement au sens large, la question de la gestion des mouvements générés par
le robot lui-même (lors de ses déplacements) se pose légitimement et assez rapi-
dement.
Considérons donc le cas d’une caméra mobile (sur robot par exemple) et
intéressons-nous au lien entre la vitesse de déplacement de la caméra et le flot
optique engendré entre les images.
Soit une caméra en mouvement ayant une vitesse de translation v(t) =
(v1(t), v2(t), v3(t)) et de rotation ω(t) = (ω1(t), ω2(t), ω3(t)). Alors le flot op-
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FIGURE 5.2 – Setup expérimental. (a) Photographie d’interaction homme robot prise au
cours des expériences. (b) et (c) Représentations du robot.
tique u(x, y, t) en un point (x,y) du plan rétinien vérifie [Jonchery, 2006] :
u(x, y, t) =
1
d
v(t)
(−1 0 x
0 −1 y
)
+ ω(t)
(
xy −(1 + x2) y
1 + y2 −xy −x
)
(5.1)
On fera alors l’hypothèse pour notre robot que la vitesse de translation est unique-
ment sur l’axe horizontal soit v2(t) = v3(t) = 0 et on ne prendra pas en compte
la vitesse de rotation ω(t) = 0. Par conséquent, on obtient la relation suivante :
u(x, y, t) = −1
d
v1(t) (5.2)
Ainsi, nous pouvons considérer que le flot optique généré par la caméra
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en mouvement de notre robot est proportionnel à la vitesse de déplacement et
inversement proportionnel à la distance aux objets.
Une vérification expérimentale de cette proportionnalité a été réalisée.
Dans un premier temps, nous avons étudié la relation entre le flot optique
perçu par le robot lorsqu’il se déplace (en roulant) à des vitesses constantes. Nous
nous sommes placés dans un environnement où les objets sont à une distance fixe
du robot. Nous avons alors vérifié que le flot optique généré par le robot en mou-
vement est proportionnel dans un premier temps à la vitesse de déplacement du
robot. On notera que ces résultats ont été obtenus grâce à l’étude de l’histogramme
de la norme des vecteurs vitesse du flot optique sur l’axe horizontal (voir figure
5.3).
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FIGURE 5.3 – Histogramme des vecteurs vitesse du flot optique filtré sur l’axe horizontal
pour différentes vitesses d’avancement du robot.
Maintenant, nous allons nous intéresser au lien entre la vitesse de déplace-
ment et la distance aux objets. On enregistre alors plusieurs séries images avec le
robot à différentes distances d’un mur et à vitesse constante. On obtient alors les
résultats présentés en figure 5.4.
Ainsi, on remarque qu’à partir d’une certaine distance (environ 2 mètres)
par rapport aux objets, le flot optique généré par le mouvement de la caméra du
robot est négligeable. Par conséquent, lorsque les objets seront éloignés du robot,
il n’y aura pas de perturbations liées au fond de l’image (environnement). Ces
conditions particulières pourraient permettre de simplifier notre modèle.
Malheureusement, lorsque le robot évolue dans un environnement intérieur
la distance des objets par rapport au robot et relativement réduite.
Par conséquent, il est nécessaire de mettre en place un système permettant
de compenser le flot optique généré par le mouvement propre du robot.
A partir du résultat obtenu, il sera alors possible d’extraire et détecter les
oscillations des jambes du partenaire humain.
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FIGURE 5.4 – Histogramme des vecteurs vitesses du flot optique filtré sur l’axe horizontal
pour différentes distances fixes du robot aux objets.
5.4 Compensation du flot optique propre au mouve-
ment du robot.
5.4.1 Compensation du flot optique
Lorsque le robot se déplace, deux mouvements indépendants peuvent être
perçus dans son champ visuel : le mouvement propre au déplacement du robot
et celui généré par le mouvement de personnes ou autres robots présents dans le
champ de vision du robot. Comme ces deux composantes du flot sont mélangées
et difficiles à différencier, le robot devra apprendre dans un premier temps à pré-
dire et compenser le flot généré par son propre déplacement. Il sera alors possible
d’extraire et analyser les mouvements "relatifs" du partenaire. Pour résoudre ce
problème, nous sommes inspirés de l’approche Perception-Action qui permet au
robot d’apprendre les associations entre les modalités sensorielles et les actions
réalisées par le robot. Par exemple, lorsque le robot est en mouvement il existe
un lien entre ses actions (vitesse du robot) et les stimuli visuels (i.e. flot optique
perçu par le robot) qui sont induits par ce mouvement.
Après une phase d’apprentissage, le robot sera capable de prédire le flot optique
qu’il devrait percevoir et par conséquent de le compenser.
L’architecture qui a été proposé dans un premier temps est illustrée figure
5.5. Un algorithme de flot optique est utilisé pour extraire les vecteurs vitesse des
zones en mouvement des images acquises grâce à la caméra embarquée. Les ré-
gions les plus contrastées étant plus pertinentes, le résultat obtenu est modulé par
l’intensité du gradient de l’image. Le flot optique modulé alimente alors un ré-
seau de neurones permettant un filtrage du flot optique suivant les orientations. Ce
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FIGURE 5.5 – Architecture proposée pour la compensation du flot optique pour un robot
navigant en ligne droite. Cette figure est le modèle proposé par [Hasnain et al., 2014].
réseau de neurones simule la fonction des aires V1 et MT du cerveau qui sont sen-
sibles aux directions des mouvements ("component direction-selective neurones")
[Movshon et al., 1985], [Cruz-Martín et al., 2014]. Il permet alors de filtrer le flot
optique modulé en fonction de la direction souhaitée.
L’activité (Ai) en sortie de ce réseau de neurones est proportionnelle à la distance
entre la direction du flot optique et la direction de référence du suivant l’équation
(5.3) où β représente la direction du flot optique, βi représente la direction de ré-
férence du neurone i, et τ1 est le coefficient permettant de réguler la dynamique
de l’activité du neurone en fonction de la direction du flot optique.
Ai = exp
−( (β−βi)
2
2τ1
2 ) (5.3)
Dans ce modèle, nous utiliserons seulement deux directions préférentielles
pour β : 0˚(robot avance) et 180˚(le robot recule). Nous justifions ce choix par le
fait que lorsque le robot avance ou recule en ligne droite, le flot optique perçu par
le robot sera horizontal. La sortie de ce réseau de neurones est ensuite injectée
dans un réseau de neurones (20 neurones) réalisant un histogramme des activités
du flot optique directionnel. Le résultat obtenu est ensuite intégré dans le temps
pour permettre d’identifier le flot optique prépondérant lorsque le robot avance à
une vitesse linéaire fixée. Au cours de la phase d’apprentissage, le robot avance
avec sept valeurs de vitesse différentes et une lorsqu’il recule. On justifie ce choix
car notre objectif est de permettre au robot de compenser le flot optique généré
par son propre mouvement lorsqu’il suit son partenaire.
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La valeur analogique de la vitesse du robot a été transformée en valeur nu-
mérique grâce à huit neurones. Les neurones s’activent en fonction de la valeur de
la vitesse en entrée. Pour apprendre l’association Perception-Action, on utilise un
réseau de neurones de type LMS qui correspond à un conditionnement classique.
Les neurones s’activant en fonction de la valeur de la vitesse représentent l’en-
trée inconditionnelle du LMS alors que la vitesse prépondérante du flot optique
représente l’entrée conditionnelle. Ainsi, le réseau de neurones (LMS) apprendra
à prédire la valeur du flot optique à compenser lorsqu’il se déplace à une vitesse
donnée.
Enfin, après la phase d’apprentissage, lorsque le robot commencera à bouger à
une vitesse donnée, le LMS permettra de compenser le flot optique généré par le
mouvement du robot.
Cet algorithme de compensation de mouvement sera intégré aux modèles
qui seront présentés dans les sections suivantes où les résultats expérimentaux
seront présentés.
5.4.2 Suivi du partenaire à l’aide du flot optique
Maintenant, considérons le cas où le robot est immobile mais qu’une per-
sonne entre dans le champ de vision du robot. La perception visuelle du robot
est alors modifiée créant alors une ambiguïté visuelle (flot optique apparent alors
que le robot ne bouge pas). Si on doit rétablir une certaine cohérence de sa per-
ception, le robot doit alors modifier sa vitesse et adopter celle en lien avec le flot
optique perçu. Cette approche s’inspire de précédents travaux de [Gaussier et al.,
1998]. Ces travaux proposent une explication au phénomène d’imitation bas ni-
veau qui pourrait être une propriété émergente d’un simple homéostat perception-
action basé sur l’ambiguïté de la perception. Plus précisément, un apprentissage
pavlovien conditionné est réalisé entre les actions et les retours sensoriels. Après
apprentissage, si un stimulus sensoriel est perçu, le robot réalise automatiquement
l’action en lien avec ce dernier faisant ainsi émerger une imitation immédiate. Une
approche similaire a donc été envisagée, en partant de l’apprentissage réalisé pour
la compensation de mouvement propre (voir section précédente). Cette méthode
permet à un robot mobile d’imiter un humain qui arrive dans son champ visuel et
de le suivre sur une marche côte à côte.
Malheureusement, cette approche possède une limitation importante qui est
lié à la séparation des phases d’apprentissage et d’utilisation. De plus, elle ne
prend pas en compte la dépendance du flot optique à la distance du robot par
rapport aux objets présents dans son environnement. Un apprentissage est alors
- 94 -
CHAPITRE 5. SYNCHRONISATION LORS D’UNE TÂCHE DE NAVIGATION : ADAPTATION DU RYTHME
D’INTERACTION
FIGURE 5.6 – Adaptation de la vitesse du robot pour le suivi du partenaire en mouvement.
associé à un environnement particulier dans lequel le robot pourra alors compenser
son flot optique propre et suivre le partenaire.
Rappelons que notre objectif est d’apprendre à un robot une trajectoire en
interaction avec un partenaire. Il est donc primordial que le robot soit capable
d’adapter son apprentissage online. Nous proposons alors un autre modèle qui re-
groupe la phase d’apprentissage et la phase d’utilisation. Dans ce modèle, illustré
figure 5.6, la vitesse d’adaptation du LMS sera rapide et permettra d’apprendre
une moyenne temporelle de la valeur à compenser. Ainsi, le système s’adaptera
rapidement pour compenser le flot optique.
Pour permettre l’adaptation du robot en vitesse, le modèle utilisé est pré-
senté figure 5.6. A partir du flot optique compensé, on réalise un histogramme
de la norme des valeurs. Ensuite, un réseau de neurone du type Winner Take All
permettra de trouver la valeur du flot la plus présente dans l’image. Le résultat
obtenu est alors intégré temporellement pour permettre au robot d’avoir un com-
portement plus fluide. La perception d’un mouvement vers l’avant fera accélérer
le robot et inversement la perception d’un mouvement vers l’arrière fera ralen-
tir le robot. Ainsi, chaque accélération du partenaire sera alors perçue comme
un déséquilibre pour le robot qui accélérera pour compenser. On aura alors un
comportement d’imitation résultant d’un phénomène d’entraînement. Expérimen-
talement, on remarquera que le fonctionnement de ce système repose sur la dy-
namique d’interaction entre le robot et le partenaire. Il subsistera bien entendu un
flot optique résiduel lié à une certaine latence de notre système (inertie du LMS)
mais aussi aux mouvements oscillatoires des jambes/bras du partenaire présents
dans le champ de la caméra du robot. Ce modèle sera par la suite testé par des
utilisateurs naïfs (voir section 5.7).
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5.5 Extraction du rythme de marche du partenaire
humain.
Une fois le mouvement propre du robot compensé et que ce dernier est ca-
pable de suivre le partenaire humain qui marche à côté de lui, il est maintenant
nécessaire d’extraire le rythme de la marche de l’humain afin de pouvoir synchro-
niser le bras du robot avec la fréquence de marche du partenaire humain. Pour
ce faire, il est primordial dans un premier temps d’extraire les signaux pertinents
induits par les oscillations des membres (jambes, bras) de l’humain au cours de
la marche. Pour cela, pour se rapprocher d’un modèle biologique plausible, nous
analyserons des primitives visuelles bas niveau pour identifier le mouvement hu-
main.
FIGURE 5.7 – Extraction des oscillations des jambes de l’humain. (A) Pour extraire les
signaux induits par la marche du partenaire, le flot optique est filtré suivant huit neurones
s’activant en fonction de l’orientation du flot optique. (B) Ce schéma représente les huit
directions préférentielles des neurones dans le plan de la caméra. (C) Description des
mouvements d’une personne qui marche.
Replaçons-nous dans le scénario précédent. C’est-à-dire, dans la situation
où le robot imite et suit son partenaire qui est en train de marcher. Le flot op-
tique du robot est alors compensé grâce au modèle que nous venons de présenter.
Le résultat de la compensation dans ce scénario correspond au flot induit par le
mouvement du partenaire d’interaction. Il est alors filtré suivant 8 directions par
les neurones directionnels (voir figure 5.7). Les activités des neurones du flot
optique directionnel sont alors sommées pour construire les "pattern direction-
selective neurons".
Les signaux obtenus sont présentés dans la figure 5.8. On remarque que
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FIGURE 5.8 – Activité des neurones directionnels lorsqu’un robot et un humain marche
côte à côte.
lorsque le robot et le partenaire marchent côte à côte, trois neurones sont actifs. Le
neurone dont la direction est 0˚a une activité constante qui correspond à la direc-
tion de déplacement du partenaire. Les neurones dont les directions préférentielles
sont -45˚et 45˚s’activent de façon intermittente en fonction des mouvements d’os-
cillations des jambes et des bras du partenaire.
Lorsqu’une personne marche côte à côte avec un robot, si l’on somme les
activités des neurones dont les directions préférentielles sont -45˚et 45˚on obtient
un signal quasi-périodique dont la fréquence est de 0.8 Hz. Ce signal que l’on
notera f par la suite sera utilisé pour synchroniser le comportement du robot avec
celui de son partenaire.
5.6 Synchronisation du bras du robot avec les oscil-
lations des jambes du partenaire.
Dans cette partie, nous expliquerons le modèle neuronal permettant au ro-
bot de synchroniser son rythme avec celui de son partenaire humain. L’objectif
est d’adapter la fréquence de marche du robot avec celle de l’humain. Malheu-
reusement, notre robot ne possède pas de jambes et se déplace en roulant. Par
conséquent, nous avons eu l’idée de rajouter à notre robot un bras oscillant très
simpliste (voir annexe). La principale raison de cette modification est de créer un
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FIGURE 5.9 – Modèle d’entraînement adapté à notre application.
retour sensoriel de la fréquence du robot pour l’humain. En effet, la synchronisa-
tion est meilleure lorsque celle-ci est bidirectionnelle (conséquence du phénomène
d’entraînement présenté dans le chapitre 2).
Ainsi, notre objectif est d’arriver à synchroniser le mouvement du bras du
robot avec les oscillations des jambes et bras du partenaire humain. Le modèle
utilisé correspond au modèle d’entraînement présenté dans la figure 5.9.
Ce modèle est similaire à celui présenté dans le chapitre 4. Les entrées du
modèle sont les images enregistrées par la caméra du robot. A partir de cette
image, on extrait le flot optique puis on filtre grâce au flot optique directionnel
(voir section précédente). On obtient alors le signal f qui représente l’énergie
visuelle induit par les mouvements des jambes de l’humain. Ce signal est alors
utilisé pour entrainer l’oscillateur du robot. L’influence de ce signal est modulé
par le facteur de couplage fc (voir équation (5.4)).
N1(n+ 1) = N1(n)− β ·N2(n) + α1 + f · fc (5.4)
Nous allons maintenant nous intéresser au scénario de nos expériences. Au
départ, le robot est immobile. Lorsqu’une personne entre dans son champ visuel,
le robot va automatiquement l’imiter et commencer à le suivre à l’aide du mo-
dèle décrit section 5.4. Le modèle d’entrainement décrit ci-dessus adapte alors les
oscillations du bras du robot en fonction du signal (flot optique) généré par les
balancements des bras et jambes de l’humain.
La figure 5.10 illustre le résultat d’un premier test de validation du fonc-
tionnement du modèle. Sur cette figure, on a tracé les signaux enregistrés par le
robot. En rouge, on retrouve le signal du robot et en bleu celui de l’humain (extrait
à partir du flot optique directionnel). Une analyse par PLV (courbe verte) nous a
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FIGURE 5.10 – Résultat de la synchronisation entre le robot et son partenaire. (A) En
rouge, le signal correspondant à l’oscillateur du robot. En bleu, le signal extrait à partir
du flot optique correspondant aux oscillations des jambes du partenaire. On remarque
que les agents se synchronisent après une courte phase d’interaction. (B) La courbe verte
correspond à l’analyse par PLV du niveau de synchronie au cours du temps.
permis de noter qu’après une phase d’interaction, il y a synchronisation entre les
rythmes des deux partenaires.
5.7 Évaluation du modèle de synchronisation avec
des utilisateurs naïfs
Nous avons présenté un modèle qui permet au robot mobile d’adapter son
rythme à celui de son partenaire. Dans cette partie, nous allons alors étudier le
point de vue de l’utilisateur naïf. Dans un premier temps, nous nous intéresserons
à l’apport de ce modèle au cours d’interactions de type "synchronisation au cours
de la marche" entre un utilisateur naïf et un robot. Nous présenterons le protocole
mis en place pour l’évaluation du système d’adaptation du rythme du robot lors-
qu’il se déplace avec l’utilisateur. Cette expérience va nous permettre d’étudier
l’influence des différents paramètres (vitesse, suivi ou non du partenaire, bras en
mouvement ou non) sur le ressenti de l’utilisateur et la capacité à se synchroniser
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avec le robot. Cette expérience correspond à une première étude de notre modèle,
il n’y aura donc pas d’analyse quantitative pour valider les résultats. Néanmoins,
cette dernière devra être réalisée dans le cadre des études liées au projet ANR
DIRAC qui se basent sur les modèles développés dans cette thèse.
Participants
Une dizaine d’étudiants (5 hommes et 5 femmes) de l’Université de Cergy-
Pontoise ont participé en tant qu’utilisateurs naïfs à ces expériences. Leur âge est
compris entre 18 et 25 ans et leur taille entre 150 et 195 cm. Tous les étudiants
sont en bonne santé physique, psychologique et neurophysiologique. L’expérience
dure en moyenne dix à quinze minutes.
Protocole
Intéressons-nous maintenant au protocole de l’expérience. Le robot mobile peut
avancer à des vitesses variant de 0 à 3 km/h environ. Il est capable d’adapter sa
vitesse en fonction de celle de la personne marchant à côté de lui (jusqu’à sa
vitesse maximale). Le robot possède un bras oscillant dont la fréquence peut (en
fonction des conditions) soit s’adapter uniquement à la vitesse d’avancement du
robot (propre rythme du robot) soit se synchroniser sur le rythme de marche du
partenaire.
Il a été demandé aux différents participants dans un premier temps de mar-
cher comme il le souhaite avec le robot d’un point A à un point B sans autres
précisions (conditions 1 et 2) puis d’accompagner volontairement le robot (condi-
tions 3 à 6). Les conditions sont les suivantes :
• Condition 1 : le robot adapte sa vitesse en fonction de la vitesse de son
partenaire. Le bras du robot n’oscille pas.
• Condition 2 : le robot adapte sa vitesse et synchronise la fréquence de son
bras sur le rythme de son partenaire.
• Conditions 3-4-5 : la vitesse du robot est fixée (1, 2, 3 km/h). Le bras du
robot n’oscille pas. On demandera à la fin de ces trois conditions une vitesse
préférentielle parmi celles proposées.
• Condition 6 : la vitesse du robot est fixée à la vitesse préférentielle choisie
par le participant (parmi celles des conditions 3,4 et 5). Le bras du robot
oscille à une fréquence adaptée à sa vitesse d’avancement mais ne s’adapte
pas au rythme de l’humain.
Au cours de l’expérience, on présentera les conditions dans l’ordre sui-
vantes : 1 et 2 ou 2 et 1 de façon aléatoire, puis les conditions 3-4-5 aléatoirement
aussi puis la condition 6.
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Dans les deux premières conditions, on pourra parler de non intentionnalité
dans le sens où l’humain marche comme il le souhaite sans volonté consciente de
s’adapter au robot. Dans les conditions suivantes, nous nous placerons dans le cas
d’interaction intentionnelle. Ceci explique le fait que les conditions 1 et 2 soient
réalisées avant les conditions intentionnelles afin de ne pas biaiser les résultats.
Méthode d’évaluation
Pour une évaluation qualitative du modèle, on a demandé à l’utilisateur de ré-
pondre à un même questionnaire après chaque condition. Les questions sont les
suivantes :
• Marcher avec le robot était plutôt : Très agréable, Agréable, Désagréable,
Très désagréable
• La vitesse du robot est-elle un problème ? : Trop rapide, Adéquate, Trop
lent.
• Le robot cherchait-il à vous suivre ? : Oui, Non, Je ne sais pas
Les résultats des questions ont été transformés en notes. Quelle que soit la
méthode de notation, on réalise alors une moyenne sur les participants en séparant
homme et femme. Pour la première question, les notes vont de 0 (très désagréable)
à 4 (très agréable). Pour la deuxième question, les notes peuvent aller de -1 (vitesse
trop lente) à 1 (vitesse trop rapide). Une note égale à zéro correspond à une vitesse
confortable. Enfin, pour la question 3, on veut vérifier si le participant est capable
de déterminer si le robot le suit ou non. On notera que si le participant considère
que le robot le suit alors la note sera égale à 1 et -1 sinon. La valeur de référence
est représentée en gris figure 5.11. Cette valeur de référence vaut 1 si le robot suit
le partenaire et -1 sinon.
Au cours de cette étude, nous avons aussi étudié où se situait l’attention
visuelle du partenaire au cours de la tâche. On a tracé ensuite, figure 5.11, pour
chaque condition, un graphe représentant le statut de l’attention (en bleu : focus
d’attention sur le robot, en blanc : le focus n’est pas sur le robot) au cours du temps
( axe des abscisses, 0 : début de l’expérience, 1 fin de l’expérience). Cette étude a
été réalisée à posteriori, à partir d’une séquence vidéo, pour un seul candidat.
Résultats
A partir des résultats expérimentaux obtenus, nous avons réalisé une étude sta-
tistique (voir figure 5.11. Il est néanmoins important de souligner qu’on ne pourra
tirer des conclusions fermes à partir de ces résultats à cause du manque de parti-
cipants. La figure 5.11 rassemble les résultats des questionnaires :
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• question 1 : on remarque une dynamique inversée entre les hommes et les
femmes. Les femmes ont tendance à préférer le cas où le robot s’adapte
(condition 1 et 2). Néanmoins, la différence entre les conditions n’est pas
significative.
• question 2 : les résultats montrent que le robot est trop lent sauf à la vitesse
maximale (condition 5). Il existe une gêne pour le participant liée à la vi-
tesse du robot qui s’illustre parfaitement par le résultat de la condition 6.
Dans cette condition, le participant a choisi sa vitesse préférée, néanmoins
le résultat montre qu’il reste tout de même gêné par la vitesse du robot.
• question 3 : On remarque globalement que les utilisateurs n’ont pas été
capables, dans cette étude, de déterminer si le robot les suivait ou non. La
seule condition pour laquelle on s’approche de la vérité est la condition 2.
Ces tests avec des utilisateurs non-experts ont permis de mettre en évidence
une limitation technique liée à la vitesse. Cette limitation rend l’interaction avec
le robot désagréable du point de vue des utilisateurs.
On peut aussi noter que, sans doute à cause de ce désagrément lié à la vitesse, les
participants ont eu de grandes difficultés à juger du fait que le robot soit en train
de les suivre ou pas. La seule exception est la condition 2 où le robot s’adaptait
au rythme de l’humain aussi bien en déplacement qu’en oscillation du bras. Étant
donné que ce résultat ne se vérifie pas dans la condition 1 qui est similaire à la 2
mais sans les oscillations du bras, ce dernier peut s’expliquer par la présence du
retour sensoriel (oscillations du bras du robot que l’humain peut voir et entendre)
qui donne une indication aux participants sur le rythme du robot et qui permet une
adaptation mutuelle et bidirectionnelle des deux agents.
Intéressons-nous maintenant à l’étude du focus d’attention du partenaire au
cours de l’expérience. Les résultats obtenus sont présentés dans la figure 5.12.
Pour cela, nous avons enregistré les candidats au cours de l’expérience. A poste-
riori et à partir des images enregistrées nous avons étudié comment se comporter
le candidat vis-à-vis du robot. On remarque que dans les conditions où le robot
s’adapte (conditions 1 et 2), le partenaire porte son attention visuelle sur le robot
seulement à la fin de l’expérience. Dans la condition 5, le partenaire porte son
regard sur le robot périodiquement comme pour vérifier que ce dernier le suit. On
peut faire l’hypothèse que la vitesse d’avancement du robot ne convient pas au par-
tenaire. Dans la condition 4, on remarque le même profil que dans les conditions
1 et 2, la vitesse pourrait mieux convenir au partenaire a priori. Malheureusement,
le résultat n’est pas validé par le choix du participant qui pour la condition 6 choi-
sit la vitesse préférentielle correspondant à la condition 5. Lorsque l’on observe le
profil de la condition 6, on remarque que le partenaire passe son temps à regarder
le robot.
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FIGURE 5.11 – Résultats statistiques des expériences avec les utilisateurs naïfs. On com-
pare les résultats obtenus pour un groupe de femme et un groupe d’homme. (a) Résultats
de la première question, on remarque une dynamique inversée entre les hommes et les
femmes. Les femmes ont tendance à préférer le cas où le robot s’adapte (condition 1 et
2). (b) Résultats de la question 2, les résultats montrent que le robot est trop lent sauf à la
vitesse maximale. (c) Résultats de la question 3, en gris on a tracé la valeur de référence.
Pour conclure et plus globalement, on remarque que lorsque le robot adapte
sa vitesse (conditions 1 et 2), l’humain passe moins de temps à vérifier son com-
portement.
FIGURE 5.12 – Etude de l’attention du partenaire au cours de l’interaction. Le focus
d’attention du partenaire sur le robot est représenté par les phases en bleu foncé. On
obtient les profils des différentes conditions de l’expérience.
A partir de l’étude de l’attention visuelle du partenaire, nous avons pu ob-
tenir des résultats intéressants. Malgré tout, pour valider ses premiers résultats,
il sera nécessaire de réaliser une étude quantitative qui permettra d’enrichir cette
étude qualitative.
De plus, il reste encore à étudier les signaux enregistrés et l’index de syn-
chronie entre les oscillations du bras du robot et celle des jambes du partenaire.
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Malheureusement, cette étude restera en perspective dans le cadre de cette thèse.
5.8 Discussions.
Dans ce chapitre, nous avons proposé un modèle neuronal permettant à un
robot capable de suivre son partenaire humain. Le robot adapte sa vitesse auto-
matiquement et synchronise les mouvements de son bras avec les oscillations des
jambes de son partenaire. Ce modèle se base sur l’extraction de primitives bas
niveau : proprioception et flot optique visuel. Dans ce modèle bio-inspiré, le robot
apprend les contingences entre son contrôle moteur (vitesse linéaire du robot) et
le flot optique visuel induit par le mouvement relatif son déplacement. Cet ap-
prentissage lui permettra de prédire et compenser le flot visuel généré par son
propre déplacement. Le robot va alors extraire le mouvement lié au déplacement
du partenaire et pourra alors le suivre. De plus, l’architecture permet d’extraire
du flot optique le signal périodique induit par les oscillations des jambes et des
bras du partenaire. Un système neuronal similaire à celui présenté dans le cha-
pitre 4 est utilisé pour adapter en fréquence les mouvements du bras du robot. Ce
bras s’adapte en fonction du rythme du partenaire présent dans le champ visuel du
robot.
Dans un premier temps, le modèle a été testé dans le but de valider la ca-
pacité à se synchroniser avec une personne qui marche côte à côte avec le robot.
D’autres tests avec des utilisateurs non-experts ont permis de mettre en évidence
une limitation technique liée à la vitesse du robot. Cette limitation rend l’interac-
tion avec le robot désagréable du point de vue des utilisateurs.
A partir d’une étude du focus d’attention de l’humain au cours de l’inter-
action, nous avons pu constater que l’architecture présentée permet de réduire la
charge attentionnelle du partenaire humain.
Dans les chapitres suivants, nous évaluerons ce modèle au cours d’une tâche
de navigation. On notera que ce modèle a été développé pour des interactions de
suivi en ligne droite. Par conséquent, on suppose que les changements de direction
généreront des ruptures de rythme au cours de l’interaction homme robot. Ces
ruptures de rythme seront utiles au robot pour détecter de la nouveauté ou une
situation d’échec.
A contrario, les phases de synchronisation pourront servir de signal de ren-
forcement pour l’apprentissage du robot (trajectoire ou forme du partenaire).
Une dernière remarque sur ce modèle concerne le paramétrage de la fré-
quence par défaut de l’oscillateur contrôlant le bras du robot. Cette fréquence est
liée proportionnellement à la vitesse d’avancement linéaire du robot. Nous nous
sommes appuyés sur une étude de [Snaterse et al., 2011] pour justifier cette hy-
pothèse. Malgré tout, nous avons voulu vérifier cette hypothèse pour une étude
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FIGURE 5.13 – Etude de la relation entre vitesse d’avancement et fréquence de marche
pour six participants. En (a), les résultats obtenus et (b), la courbe de référence obtenue
par [Snaterse et al., 2011]
rapide au cours d’interaction homme robot. On a alors demandé à six participants
de marcher à côté du robot et à la même vitesse que celui-ci. Dans la figure 5.13a,
nous avons tracé la fréquence de marche des participants en fonction de la vitesse
du robot. Dans la figure 5.13b, on a repris les courbes de référence obtenues par
[Snaterse et al., 2011]. On remarque, grâce aux courbes obtenues, que notre hy-
pothèse se valide que très rarement. Ce qui montre que lorsque l’on contraint une
personne à marcher à un rythme de marche différent, la relation de proportionna-
lité n’est pas respectée. Ceci témoigne d’une gêne pour les participants lorsque la
vitesse n’est pas adaptée.
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CHAPITRE 6
Apprentissage de tâches
sensori-motrices par suivi du
partenaire.
Dans les chapitres précédents, nous avons proposé une architecture neuro-
nale bio-inspirée qui tient compte de la dynamique des interactions entre indivi-
dus. Cette architecture s’inspire des interactions sociales et se base sur le phéno-
mène d’entraînement et de coordination interpersonnelle. Dans ce chapitre, nous
allons nous intéresser à l’apprentissage de tâches de navigation à un robot. Le
partenaire humain devra montrer au robot la tâche à réaliser sans avoir recours à
un joystick, une laisse ou une interaction verbale. Dans un premier temps, nous
ferons un bref état de l’art sur les modèles de navigation en robotique qui permet-
tra d’expliquer notre positionnement (apprentissage d’associations Lieu/Action).
Ensuite, nous donnerons une définition aux notions d’apprentissage "prescriptif"
et "proscriptif" et nous expliquerons pourquoi il est important de concevoir des
interactions homme/robot qui permettent d’obtenir un apprentissage proscriptif.
Enfin, nous présenterons notre modèle pour l’apprentissage d’une tâche de na-
vigation en interaction avec le partenaire humain sélectionné grâce au critère de
synchronie. Puis, nous montrerons les premières expériences réalisées avec des
utilisateurs experts.
6.1 Navigation en robotique et positionnement.
Dans cette section, nous ferons un bref état de l’art des méthodes utilisées
pour la navigation des robots. Nous nous concentrerons sur une comparaison entre
l’approche de la robotique classique et la robotique bio-inspirée. Enfin, nous ex-
pliquerons notre positionnement.
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6.1.1 Navigation en robotique classique.
Selon le point de vue de l’approche classique de la navigation robotique,
la construction d’une carte précise de l’environnement est nécessaire pour qu’un
agent parvienne à planifier ses actions et puisse naviguer de manière autonome
dans cet environnement. Selon Newman, cette capacité est considérée comme pri-
mordiale pour la durée de vie d’agents mobiles autonomes [Leonard and Newman,
2003]. La cartographie d’un environnement inconnu est généralement considérée
comme l’un des problèmes les plus importants pour atteindre une réelle autono-
mie en robotique mobile [Thrun et al., 2002], [Leonard and Newman, 2003]. Les
premiers modèles internes de l’environnement ont été proposés par Nilson puis
Moravec et al. dans les années 80 [Nilsson, 1984] [Moravec and Elfes, 1985].
Le modèle est basé sur une grille représentant l’espace libre et occupé par les
obstacles (occupancy grid). Une méthode alternative basée sur une représentation
métrique a ensuite été proposée par Chatila et Laumond [Chatila and Laumond,
1985]. D’autres approches proposent une cartographie topologique (décrivant les
connections entre lieux) [Kuipers and Byun, 1991] ; [Mataric, 1992]. A partir des
années 90, le domaine est dominé par l’approche probabiliste, dont les travaux de
Smith, Self, et Cheeseman [Smith et al., 1990] introduisent un cadre statistique
pour répondre au problème du SLAM (c’est à dire, parvenir à cartographier l’en-
vironnement tout en s’y localisant dans le même temps). Ces approches probabi-
listes sont principalement représentées par 2 grandes familles : l’une d’elle utilise
la méthode du filtrage de Kalman [Kalman, 1960], tandis que l’autre se base sur
l’algorithme Expectation Maximization [Dempster et al., 1977] pour réaliser ces
estimations.
Le filtre de Kalman permet d’estimer les états d’un système linéaire dy-
namique à partir d’une série de mesures incomplètes ou bruitées. Il est utilisé
dans une large gamme de domaines technologiques (radar, vision électronique,
communication, ...). Ce filtre fait l’hypothèse que le bruit est purement gaussien,
ce qui est une approximation insuffisante dans de nombreux cas. De plus, il ne
permet de traiter que des problèmes impliquant des dépendances linéaires entre
les différentes variables [Thrun et al., 2002]. Une variante, le filtrage de Kalman
étendu permet de traiter les problèmes non-linéaires [Julier and Uhlmann, 2004].
Le filtrage particulaire est une méthode permettant de ne pas se limiter à de telles
hypothèses de bruit gaussien et de linéarité, mais cette technique présente un coût
computationnel important [Gordon et al., 1993]. Cette technique est utilisée pour
la localisation de robot mobile par Thrun et al. [Thrun, 2002]. De nombreuses
variantes de ces méthodes existent, mais leur description et comparaison est en
dehors du champ de cet état de l’art. Ces méthodes probabilistes tentent de ré-
soudre 5 problèmes majeurs liés à la cartographie autonome [Thrun et al., 2002] :
• les bruits de mesures ne sont pas statistiquement indépendants. La nature de
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ces bruits dépend fortement du contexte. Par exemple, l’utilisation d’une ca-
méra panoramique non calibrée crée une erreur de localisation des amers dé-
pendante de l’orientation. S’affranchir d’un bruit non-centré (biaisé) s’avère
extrêmement compliqué. De même, pour une navigation à l’estime, le cumul
d’erreurs affecte la manière dont les futures mesures seront interprétées.
• la dimensionnalité de la représentation augmente considérablement avec la
taille de l’environnement et la précision du modèle, ce qui implique une
quantité de mémoire importante.
• le problème le plus dur à résoudre est celui de la correspondance qui sur-
vient lors de la clôture d’une boucle au sein d’une trajectoire (correspon-
dence ou loop closing problem) [Williams et al., 2009]. La difficulté réside
dans le fait de déterminer si plusieurs mesures, enregistrées à des moments
différents, correspondent à la même entité physique dans l’environnement.
Ce phénomène provient de la nature ambiguë de la perception, phénomène
bien connu en psychologie et expliqué par la théorie de la "Gestalt" [Smith,
1988].
• l’aspect dynamique du monde réel peut rendre inopérant le système si des
éléments essentiels à la localisation viennent à disparaître. Il est alors né-
cessaire d’effectuer un réapprentissage pour s’adapter à ces changements
• le système doit pouvoir planifier son chemin au sein d’un environnement
partiellement connu. Les solutions doivent bien souvent faire face à un com-
promis entre réactivité et fiabilité.
L’utilisation de méthodes statistiques [Thrun et al., 2002] permet de s’af-
franchir du problème de la navigation en environnement inconnu mais implique
de nombreux passages dans chaque lieu, ce qui reste incompatible avec le besoin
d’une grande réactivité au stade initial. En restant dans le cadre de l’approche
classique de la robotique, les méthodes basées sur la construction de modèles in-
ternes du monde sans a priori sont finalement celles qui donnent les meilleurs
résultats. Assez récemment une telle méthode a permis des performances impres-
sionnantes de navigation en intérieur sur le long terme (plusieurs semaines) avec
changements environnementaux [Andreasson et al., 2005].
Cependant, le passage à l’échelle à des environnements plus larges et moins
structurés (extérieurs) pose encore de nombreux problèmes tels que l’explosion
de la taille mémoire du modèle interne, l’odométrie non fiable sur terrains acci-
dentés ou encore le recollement de cartes. D’autres méthodes plus ad-hoc donnent
de bons résultats en réponse à des problèmes spécifiques. Les travaux de Leonard
et Newman [Leonard and Newman, 2003] montrent, par exemple, qu’il est pos-
sible de développer un algorithme dont le temps de convergence est constant dans
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le cas où le robot est autorisé à faire des visites répétées de toutes les régions de
l’environnement. Steux et Hamzaoui [Steux and Hamzaoui, 2010] sont parvenus
à développer un algorithme léger et très simplifié de SLAM dont le code ne dé-
passe pas 200 lignes. Cet algorithme permet au robot d’atteindre une vitesse de
2.5 m/s en embarquant l’ensemble des calculs sur un processeur ARM9. Nguyen
et al [Nguyen et al., 2006] propose un modèle également très léger basé sur l’hy-
pothèse d’un environnement formé de plans orthogonaux (ce qui est souvent le
cas en intérieur) permettant ainsi de simplifier considérablement la complexité
des calculs. Bien que très utilisées dans certains domaines précis, ces méthodes
requièrent la plupart du temps un scanner laser précis et donc très coûteux. De
plus, elles sont fortement dépendantes du modèle a priori du monde.
Des travaux récents visent justement à s’adapter aux déplacements et à l’oc-
clusion d’amers visuels et à se remettre à jour dynamiquement [Lee et al., 2006].
D’autres méthodes donnent de bons résultats dans des environnements fortement
dynamiques comme l’algorithme développé par Foka et Trahanias [Foka and Tra-
hanias, 2010]. L’algorithme permet à un robot mobile de se localiser et naviguer
dans un milieu encombré (une foule d’êtres humains par exemple).
Des approches ensemblistes sont également utilisées pour la robotique sous-
marine [Jaulin, 2009], [Jaulin, 2011] pour s’affranchir des conditions données par
l’environnement (Les fonds marins sableux sont des lieux très pauvres en amers
et présentant de fortes redondances). Malgré de nombreux progrès réalisés dans
ce domaine, le SLAM présente tout de même des défis importants. Aujourd’hui, il
existe de nombreuses méthodes pour cartographier et se localiser simultanément
dans un environnement si celui-ci est statique, structuré et de taille limitée. La
navigation au sein d’environnements complexes, dynamiques, non-structurés et de
grandes tailles restent encore un problème de recherche largement ouvert [Thrun
et al., 2002].
6.1.2 Navigation en robotique bio-inspirée.
Basée sur les nombreuses études des solutions utilisées chez l’animal pour
naviguer, une approche concurrente de la navigation robotique classique s’est dé-
veloppée en proposant des modèles inspirés de la biologie. Cette approche a per-
mis l’apparition de robots réactifs, rapides et capables de comportements simples
et robustes. A l’inverse de l’intelligence artificielle classique, les solutions obte-
nues sont souvent sous-optimales mais adaptatives et se prêtent particulièrement
bien aux environnements inconnus. Certaines approches bio-inspirées se veulent
également biologiquement plausible et, de ce fait, permettent un enrichissement
mutuel des disciplines de la robotique et des sciences du vivant. Les expériences
robotiques permettent de confirmer ou d’infirmer certaines hypothèses sur les mo-
dèles.
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FIGURE 6.1 – Hiérarchie des stratégies locales de retour au nid (homing) selon Franz et
Mallot. Figure extraite de [Franz and Mallot, 2000].(a) Exploration aléatoire. (b) Suivi de
piste ou de sentier. (c) Visée du nid (nécessite un indice sensoriel saillant sur le nid). (d)
Guidage vers le nid par le biais de relations spatiales entre amers environnants.
A partir des classifications proposées par les éthologues [Gould, 1986], dif-
férents modèles d’architecture de contrôle pour la navigation ont été proposés
[Trullier and Meyer, 1997]. Mallot et Franz proposent de faire une distinction
hiérarchique entre stratégies locales de retour au nid (figure 6.1) et stratégies
de recherche de chemin (figure 6.2) [Franz and Mallot, 2000]. Un classement
hiérarchique existe également au sein de chacune des deux catégories. Parmi les
stratégies locales : l’agent a recours à une exploration aléatoire en l’absence d’in-
dice sensoriel. Il peut suivre un sentier si celui-ci existe (dépôt de phéromones ou
traces visuelles par exemple). Il peut viser le nid par remontée de gradient si un
indice sensoriel saillant y est présent. Enfin, l’agent peut rejoindre le nid par l’ap-
prentissage de relations spatiales entre celui-ci et des amers proches, sans codage
de la position du nid lui-même.
Parmi les stratégies de recherche de chemin : Si l’environnement est relati-
vement statique, un chemin peut être appris par une séquence simple d’associa-
tions entre états (lieux) et actions (direction à suivre). Dans le cas d’apparition
d’obstacles, des chemins multiples peuvent être appris par la construction d’une
topologie entre lieux proches. L’agent connaît ainsi une autre route en cas d’échec
sur la première (navigation topologique). Enfin, l’exploration des alentours permet
de découvrir des raccourcis (navigation métrique).
Dans nos travaux, nous utiliserons un modèle de navigation qui s’inspire
du modèle générique de couplage développé par Gaussier et Zrehen dans les an-
nées 90. Ce modèle permet à un robot d’apprendre des conditionnements entre
informations sensorielles (la reconnaissance d’un lieu spatial, d’une position par-
ticulière d’un membre, d’une expression faciale, etc...) et action (une direction
à suivre, une configuration motrice) [Gaussier and Zrehen, 1995]. L’élégance du
modèle est de proposer une architecture générique de bas niveau et qui ne requiert
aucune représentation symbolique du but (qui dans le cadre de nos expériences
est difficile à représenter). Notre modèle de navigation spatiale a été proposé par
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FIGURE 6.2 – Hiérarchie des stratégies de planification de chemin selon Franz et Mallot.
Figure extraite de [Franz and Mallot, 2000]. (a) Chemin simple défini par une séquence
d’associations état/action. La stratégie ne s’adapte pas à l’apparition de nouveaux obs-
tacles (e.g porte fermée). (b) Des chemins multiples sont envisageables après la construc-
tion d’une topologie entre états. L’agent peut choisir une autre route en cas d’échec. (c)
Explorer les alentours permet à l’agent de découvrir des raccourcis (pointillés) aux travers
de lieux inexplorés.
l’équipe Neurocybernetique du laboratoire ETIS. Du point de vue de la neuro-
biologie, il modélise le fonctionnement de l’hippocampe et des boucles corticales
en permettant de contrôler un robot mobile lors de tâche de navigation visuelle
[Gaussier et al., 2002], [Giovannangeli and Gaussier, 2010], [Banquet et al., 2005]
et proprioceptive [Gaussier et al., 2007].
6.2 Modèle de navigation sensori-moteur
6.2.1 Présentation du modèle
Le modèle de navigation (modèle VPC/A) utilisé dans nos expériences re-
pose sur le principe d’apprentissage d’associations sensori-motrices entre des lieux
et des actions à réaliser. La sélection des cellules de lieux repose sur une modé-
lisation de l’hippocampe et du cortex entorhinal [Gaussier et al., 2002]. Il a pu
être observé chez les mammifères que le niveau d’activité d’un neurone codant
une cellule de lieux dépend du niveau de reconnaissance de celle-ci à un endroit
donné d’un environnement.
Dans ce modèle, les points d’intérêts sont extraits séquentiellement à partir
d’une carte de saillance (maxima locaux). Cette carte est obtenue par convolution
du gradient de l’image d’entrée avec un filtre de type DoG (Différence de Gaus-
sienne). Une cellule de lieux correspond à une constellation de landmarks/azimuts
sélectionnés dans un panorama autour du robot.
Au cours de l’apprentissage de la ronde, chaque cellule de lieu est asso-
ciée à une action à réaliser. Ces associations vont permettre de construire un
bassin d’attraction qui rend la trajectoire de la ronde robuste dans des environ-
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FIGURE 6.3 – Modèle de cellules de lieu : architecture Per-Ac pour la navigation vi-
suelle. A chaque instant, la caméra du robot prend un panorama visuel de l’environne-
ment à 360 degrés. L’image du gradient de ce panorama est convoluée avec un filtre par
différence de gaussiènne (DoG) pour en extraire une constellation de points saillants. Le
système apprend ensuite des imagettes locales centrées sur les points plus saillants. Ces
imagettes sont apprises par des cellules d’amer (landmarks). Un réseau PrPh fusionne les
amers et leurs azimuts respectifs. Chaque cellule de lieu (PC) apprend ensuite à recon-
naître une constellation amers-azimuts particulière. Un mécanisme de compétition (WTA
ou softWTA) sélectionne la (ou les) cellule(s) de lieu la (les) plus active(s) au temps t.
Enfin, une association est apprise entre la cellule de lieu gagnante et l’orientation actuelle
du robot, après quoi le robot s’orientera dans la direction apprise lorsque la cellule cor-
respondante est de nouveau gagnante.
nements intérieurs et extérieurs. Après la phase d’apprentissage, la compétition
entre les cellules déterminera l’action à réaliser. On obtient alors un conditionne-
ment sensori-moteur qui est basé sur le modèle générique de Perception/Action :
PerAc [Gaussier et al., 2000].
6.2.2 Comparaison entre un apprentissage prescriptif et pros-
criptif.
La navigation à partir d’associations sensori-motrices ou aussi "PCs/Action"
(en anglais : Place cells/ Action ou Lieu/Action) nécessite la construction d’un
bassin d’attraction. Pour cela, il existe deux méthodes :
• un apprentissage prescriptif : le robot apprend la trajectoire de manière pré-
cise. Ainsi, tant que l’environnement n’est pas modifié la trajectoire pourra
être réalisée assez précisément. Par contre, si le robot sort de sa trajectoire
il ne sera pas capable d’y retourner seul.
• un apprentissage proscriptif : le robot va apprendre les associations qui lui
permettent de revenir sur la trajectoire (i.e. il apprend à partir de ses erreurs).
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FIGURE 6.4 – Représentation des deux méthodes d’apprentissage des associations
sensori-motrices. Les vecteurs rouges représentent le lieu et la direction associée qui ont
été appris. L’ensemble des vecteurs correspond au bassin d’attraction construit au cours
de l’apprentissage. (A) Apprentissage prescriptif. (B) Apprentissage proscriptif.
Ainsi, le bassin d’attraction construit au cours de l’apprentissage sera plus
robuste que pour la méthode précédente.
Une comparaison entre les deux méthodes est illustrée dans la figure 6.4.
Dans cette figure, la courbe bleue représente la trajectoire désirée enregistrée à
partir de l’odométrie du robot et la courbe verte représente la trajectoire réalisée
par le robot. Les vecteurs rouges représentent les associations sensori-motrices
qui ont été recrutées au cours de la phase d’apprentissage. Dans le premier cas, le
robot a dû éviter deux fois des obstacles. Dans le deuxième cas, le robot n’est pas
sorti du bassin d’attraction construit par l’utilisateur expert.
L’apprentissage prescriptif apparaît comme une méthode simple d’appren-
tissage du point de vue de l’utilisateur mais ne permet pas de construire des bas-
sins d’attraction stable. Au contraire, un apprentissage prescriptif est une méthode
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FIGURE 6.5 – Comparaison entre un apprentissage prescriptif (à gauche) et un apprentis-
sage proscriptif (à droite).
qui consiste à apprendre de ses erreurs. Dans le cas de l’apprentissage d’une tra-
jectoire par un robot, cette méthode revient à apprendre les associations sensori-
motrices qui permettront au robot de revenir sur sa trajectoire s’il se retrouve dévié
par un obstacle, ou perd ses repères visuels à un endroit particulier.
Par la suite, nous nous intéresserons à la mise en place permettant de combi-
ner ses deux méthodes. Dans un premier temps, le robot apprendra en suivant son
partenaire d’interaction qui lui montrera la trajectoire précise qu’il devra réaliser.
Ensuite, il pourra corriger son apprentissage en identifiant les situations d’échecs :
changement de rythme, divergence avec le partenaire, ... Il apprendra alors par le
biais de l’interaction comment revenir sur la trajectoire. Ce qui permettra à un
utilisateur naïf d’apprendre au robot une trajectoire grâce à la construction d’un
bassin d’attraction stable par le biais d’interactions simples.
6.3 Mise en place d’un modèle d’apprentissage par
imitation du partenaire.
Depuis le début, notre objectif est de mettre en place un modèle bio-inspiré
pour les interactions Homme Robot qui prend en compte la sensibilité des hu-
mains aux interactions synchrones. Pour cela, nous avons mis en place un modèle
qui combine la détection de synchronie et la reconnaissance de la personne pour
permettre le maintien de l’interaction entre les deux partenaires. De plus, nous
avons parallèlement développé un système de navigation basée sur l’apprentis-
sage d’associations sensori-motrices. L’objectif de nos travaux sera maintenant
de faire coopérer ces modèles pour permettre au partenaire humain d’apprendre
une trajectoire au robot grâce à des interactions naturelles. Dans les sous-sections
qui suivront, nous présenterons les différentes applications qui nous ont permis
d’aboutir au modèle final qui sera testé par des utilisateurs naïfs dans le dernier
chapitre de cette thèse.
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6.3.1 Setup expérimental.
Pour les expériences qui vont suivre, nous utiliserons un robot mobile de
type Robulab de la société Robosoft (voir figure 6.6(a)). Le Robulab mesure 40 cm
de large, 48 cm de long et 140 cm de haut et possède 4 roues. A cette plate-forme
robotique embarquée, nous avons ajouté un petit bras robotique qui est contrôlé
par un oscillateur témoin de sa dynamique d’interaction. Deux caméras de type
"pan" (rotation autour de l’axe vertical), sont utilisées pour les expériences. La
première sert pour la reconnaissance des points d’intérêts (simulation des saccades
occulaires) du modèle de navigation. La deuxième caméra permet la détection
du flot optique, la reconnaissance ainsi que le suivi du partenaire. Elle permet
aussi de simuler le mouvement de la tête au cours des interactions. Le champ
de rotation de ces caméras est respectivement de 300 ˚et 200˚. De plus, pour la
détection d’obstacles et de présence du partenaire, le robot possède un laser de
type hokuyo. Enfin, les expériences seront réalisées en environnement intérieur
(voir figure 6.6(b), 6.6(c) et 6.6(d)).
6.3.2 Apprendre au robot à rester dans une zone.
Le but de cette première expérience est d’apprendre au robot à rester à l’in-
térieur d’une zone particulière (voir figure 6.6(b)). En fonction de la distance mi-
nimale pour détecter un obstacle, nous avons défini une zone dont le diamètre
est de 3.40 mètres dans laquelle il n’y a pas d’obstacles. En considérant les vi-
tesses en linéaire et en rotation, la zone de sécurité sera alors définie par une zone
concentrique de 1.80 mètres de diamètre. Pour construire un bassin d’attraction
correct, il faudra que l’humain intervienne lorsque le robot pénétrera dans la zone
située entre les deux cercles précédents. Ce bassin d’attraction permettra au robot
de rester à l’intérieur de la zone de tolérance.
Présentation du scénario
Le scénario typique de notre application est le suivant :
• Le robot se déplace de manière autonome à son propre rythme (qui est phy-
siquement illustré par les oscillations rythmiques de son bras) et scanne
visuellement son environnement avec sa caméra.
• Si un humain se place devant lui et commence à bouger, le flot optique induit
influence le rythme du robot et par conséquent les oscillations du bras. Les
mouvements du bras du robot génèrent donc un stimulus visuel pour le par-
tenaire humain qui pourra être "entraîné" (voir modèle d’entraînement dans
le chapitre 4) rythmiquement et éventuellement non-intentionnellement. Pour
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(a) Plate-forme robotique. (b) Environnement de l’expérience 1
(c) Environnement de l’expérience 2
(d) Environnement de l’expérience 3
FIGURE 6.6 – Setup expérimental et environnement. (a) En (1), la caméra simulant les
mouvements de la tête au cours de l’interaction, (2) la caméra utilisée pour le système de
navigation, (3) le bras oscillant du robot et (4) le laser pour la détection d’obstacles. (b)
Au centre d’une pièce mesurant 8m sur 6.5m, nous avons défini une zone de tolérance de
3.4m de diamètre à l’intérieur d’une zone dite de "sécurité".
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le moment, nous partirons sur un modèle où le partenaire tente de se syn-
chroniser volontairement.
• Si l’entraînement mutuel permet de faire converger les deux acteurs vers une
dynamique commune, alors le robot détecte qu’un partenaire tente d’inter-
agir avec lui. La phase d’initiation de l’interaction est terminée. Le robot
arrête alors de scanner son environnement et focaliser son attention sur les
zones synchrones. Ceci permet de lancer l’apprentissage de la forme du par-
tenaire.
• Lorsque le partenaire sélectionné (que le robot est maintenant capable de
reconnaître visuellement) commence à bouger, le robot le suit grâce à une
deuxième caméra. Le "tracking" du partenaire se fait exclusivement par le
biais de la rotation de la caméra et pas celle du corps du robot. Le partenaire
peut donc montrer au robot la direction à apprendre en lien avec la cellule
de lieux perçue dans l’environnement.
• Si la différence entre l’orientation du corps du robot et celle de sa tête (res-
pectivement l’orientation courante et désirée) est suffisamment grande alors
une nouvelle association lieu/action (PC/a) est apprise. Le déclenchement
de l’apprentissage devra être réalisé lorsque le robot aura rejoint la direc-
tion à apprendre. Dans cette première approche, le mouvement de la tête du
robot et celui du corps sont sériels. Le robot suit d’abord son partenaire du
regard puis lorsque la direction montrée est stable le corps réalise la même
rotation (la tête étant capable de compenser ce mouvement). Ce comporte-
ment n’étant pas très naturel, nous montrons une nouvelle méthode pour le
déclenchement de l’apprentissage par la suite.
• Après cette intervention du partenaire, le robot recommencera à scanner son
environnement et naviguer en fonction de ce qu’il a déjà appris.
Au fur et à mesure des interactions (correction de l’humain), le robot va pouvoir
apprendre un bassin d’attraction. On peut spécifier ici que ce type d’interaction
induit un apprentissage de type proscriptif (plus stable).
Le Modèle
Il correspond au premier modèle mis en place pour les interactions homme ro-
bot dans le contexte d’apprentissage de tâches de navigation. Il est présenté dans
la figure /refmodneuronal. Dans le but d’apprendre au robot une tâche de navi-
gation, nous avons établi un système basé sur les interactions bidirectionnelles.
Lorsque le partenaire humain imite les mouvements du bras du robot, la détection
de synchronie permet de sélectionner le partenaire. La détection d’une déviation
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FIGURE 6.7 – Architecture neuronale pour l’apprentissage de tâches de navigation.
entre l’orientation montrée par le partenaire et celle du robot permet de déclencher
l’apprentissage des associations sensori-motrices. Le robot est aussi capable d’in-
teragir avec son environnement grâce à la stratégie de navigation de type PerAc
Au début de l’expérience, le robot est à l’intérieur de la zone de sécurité.
Avant tout apprentissage, il navigue aléatoirement à cause du bruit présent dans
le réseau de neurones (représentant les associations sensori-motrices). A chaque
fois que le robot s’approchera de la limite de la zone, le partenaire humain in-
terviendra dans le but de corriger la trajectoire. Comme nous l’avons expliqué
précédemment, si le robot ne reconnaît pas son partenaire humain, il est alors né-
cessaire qu’il engage l’interaction en se synchronisant sur le rythme du robot. Par
contre, si le partenaire est connu par le robot, ce dernier suivra visuellement la
personne en face de lui (à l’aide des modèles décrits chapitre 4). Si une dévia-
tion entre l’orientation suggérée par le partenaire et sa propre orientation (corps)
est détectée (20 degrés dans cette expérience), le robot réalisera un panorama de
son environnement grâce à la deuxième caméra. Comme pour la reconnaissance
du partenaire, des points d’intérêts seront alors sélectionnés et des vues locales
autour de ses points seront encodées à partir d’une transformation log-polaire.
Ensuite, une STM (short term memory ou mémoire à court terme) permet de sto-
cker en mémoire les vues locales encodées ainsi que la position à laquelle elles
ont été perçues (lien entre les informations WHAT & WHERE). Après cela, une
nouvelle cellule de lieu (VPC : Visual Place Cell) est catégorisée à partir d’une sé-
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rie de couples landmarks/azimuts (voir architecture section 6.2). A chaque VPC,
le robot associera la direction (action) que lui montrera son partenaire au cours
de l’interaction. Cette méthode d’apprentissage de type association Lieu/Action
permettra de construire un bassin d’attraction qui guidera le robot dans sa tâche
de navigation [Giovannangeli and Gaussier, 2010]. On pourra noter que les condi-
tions initiales n’auront pas d’influence sur le comportement final du robot.
Résultats
Au début de l’expérience, si le robot se trouve en dehors de la zone, l’appren-
tissage d’un couple Lieu/Action lui permettra de retourner vers la zone souhaitée.
La figure 6.8 montre le résultat obtenu pour une expérience qui a duré 15 minutes.
Le temps est représenté sur l’axe X et l’activité des neurones sur l’axe Y. Certains
signaux ont été représentés plusieurs fois pour une meilleure clarté. Leur couleur
sera la même sur toutes les figures 6.8(a), 6.8(b), 6.8(c), 6.8(d), 6.8(e) et 6.8(f).
La figure 6.8(a) montre l’évolution du niveau de synchronisation au cours de
la phase d’intervention du partenaire humain. Lorsque ce signal dépasse un certain
seuil qui a été fixé empiriquement (courbe noire en pointillés), l’apprentissage
de la forme du partenaire est déclenché (courbe verte). Il y a malgré tout une
exception à t = 500sec. : l’apprentissage n’est pas déclenché car les détecteurs de
proximité n’ont pas détecté la présence d’une personne.
Sur la figure 6.8(b), on peut voir l’évolution du niveau de reconnaissance
au cours de l’expérience. Lorsqu’il dépasse le seuil de reconnaissance (70 %), la
phase de suivi du partenaire démarre. On peut alors voir que lorsque le robot est
en mouvement le système de reconnaissance haute résolution (se basant sur les
points d’intérêts) est défaillant. En effet, les vignettes (imagettes), extraites autour
des points d’intérêt sont ici peu fiables car le fond de la scène (background) est très
variable si le robot est mobile. Ceci confirme le besoin d’ajouter un autre système
de reconnaissance basse résolution permettant de réaliser le suivi du partenaire
(voir chapitre 4).
La figure 6.8(c) retrace l’évolution de position de la tête du robot (courbe
noire). Quelque fois, on peut voir que le partenaire s’assure que le robot est bien
en train de le suivre. Cela se déroule souvent au début de la phase de suivi. On
observe alors cet événement lorsque la tête est orientée vers une direction puis
vers son opposée. La déviation est alors déterminée par l’écart entre la position de
la tête et du corps du robot.
La figure 6.8(d) montre l’activité des différents signaux de vigilance (recon-
naissance, association Lieu/Action). Elle illustre aussi la succession des phases :
apprentissage du partenaire, suivi du partenaire, apprentissage de l’association
Lieu/Action.
La figure 6.8(e) montre l’activité neuronale des cellules de lieux au cours du
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temps. On peut remarquer que cette tâche requiert l’apprentissage de très peu de
couples Lieu/action.
Enfin, la figure 6.8(f) permet de voir la trajectoire du robot au cours du temps
(dans la pièce) ainsi que les endroits où ont été appris les couples Lieu/Action. Il
est très difficile de discriminer les différents lieux. Ceci s’explique par la taille
très réduite de l’environnement de l’expérience mais aussi par des problèmes plus
techniques. Par exemple, la course du servo-moteur se limitant à un angle de 180
˚, le partenaire devra s’y reprendre à deux fois pour faire faire demi-tour au robot
et le ramener au centre de la zone. Malgré ces quelques défauts, le comportement
obtenu est assez satisfaisant. A partir du temps t = 450sec., le robot sera capable
de rester dans la zone définie sans intervention du partenaire.
6.3.3 Apprendre au robot une trajectoire particulière.
L’expérience précédente a mis en évidence la possibilité d’apprendre au ro-
bot une tâche simple en interaction avec un partenaire humain. Malgré un com-
portement du robot semblant être intéressant, il subsiste quelques défauts. Dans
un premier temps, l’application est très simple et ne permet pas d’avoir des phases
d’interaction assez longues (dans le temps et l’espace) pour analyser l’impact de la
synchronie ou du rythme sur l’IHR. Dans cette expérience, le modèle de synchro-
nisation ne sert qu’au moment de l’initialisation de l’interaction. Ensuite, on peut
reprocher les alternances de phases, qui sont très séquentielles et qui ne paraissent
pas très naturelles d’un point de vue extérieur.
Nous souhaitons maintenant montrer qu’il est possible d’utiliser ce modèle
dans une tâche plus complexe : l’apprentissage d’une ronde. Pour simplifier l’ex-
périence, nous nous affranchirons de la phase d’initiation de l’interaction. Le robot
sera déjà capable de reconnaître et suivre son partenaire (réalisé avec le modèle
présenté chapitre 4).
Pour rendre le déplacement du robot plus naturel, le mouvement du corps
sera relié au mouvement de la tête. Ce dernier cherchera à maintenir la même
orientation que sa tête, qui sera, elle-même, guidée par le suivi du partenaire.
Concernant la vitesse linéaire, elle sera modulée par le système d’évitement d’obs-
tacles. Ainsi, plus le partenaire entrera dans la zone "péri-personnelle" du robot et
plus ce dernier ralentira ou tentera d’éviter.
Il n’y aura quasiment plus de phase où les deux agents sont statiques. En
effet, lorsque le partenaire s’arrêtera, un champ de réseau de neurones dynamique
permettra la fusion des stratégies de suivi et d’évitement d’obstacles. Le robot
finira alors par tourner autour de son partenaire. L’émergence d’un tel comporte-
ment est liée à la collaboration des deux stratégies de navigation.
Pour illustrer le fonctionnement du modèle du suivi en interaction dyna-
mique, nous avons demandé à un utilisateur naïf de montrer une trajectoire pré-
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(a) (b)
(c) (d)
(e) (f)
FIGURE 6.8 – Résultats de l’expérience. Chaque signal a la même couleur dans les sous-
figures (a), (b), (c), (d), (e) et (f). (a) Au cours de l’intervention du partenaire, le niveau
de la détection de synchronie dépasse le seuil fixé et déclenche par conséquent l’appren-
tissage de la forme du partenaire. (b) Lorsque le partenaire est reconnu, on entre dans la
phase du suivi du partenaire. (c) Lorsque l’orientation de la tête du robot change alors une
déviation est détectée. (d) La phase de suivi du partenaire induit un changement d’orienta-
tion qui déclenche l’apprentissage de l’association Lieu/Action. (e) Activités des cellules
de lieux (VPC : Visual Place Cells). (f) Trajectoire du robot et positions du robot lors du
déclenchement de l’apprentissage des différentes associations Lieu/Action. Le gradient
de couleur grise permet d’illustrer la course au cours du temps. Le robot a appris à rester
à l’intérieur d’une zone de tolérance de 170 cm de rayon.
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définie au robot. La trajectoire réalisée par le robot est tracée dans la figure 6.9 et
a été comparée à un contrôle téléguidé (wiimote). On constate un décalage de la
trajectoire dans le cas du suivi qui peut être expliqué par l’influence de la distance
interpersonnelle.
FIGURE 6.9 – Fonctionnement du modèle général au cours d’une interaction dynamique.
Cette figure permet de réaliser une comparaison entre la trajectoire de référence (en noir),
la trajectoire obtenue grâce à un contrôle téléguidé (wiimote) du robot (en rouge) et la
démonstration de la trajectoire grâce au suivi du partenaire (en vert).
Intéressons-nous maintenant au déclenchement de l’apprentissage des couples
Lieu/Action. Le modèle choisi ici et illustré figure 6.10 a été simplifié. L’appren-
tissage se déclenchera lors de la détection d’un changement de direction. A cela,
nous avons ajouté un système permettant de vérifier la stabilité de la direction
avant de déclencher l’apprentissage (voir figure 6.10). Cette brique permet d’ap-
prendre la direction stabilisée en évitant de déclencher l’apprentissage trop tôt.
La direction du robot correspond à la mesure de l’orientation par rapport au nord
(boussole). Elle est représentée par un groupe de neurones circulaires (60 neu-
rones : on obtient alors une précision de 6˚) qui s’activent suivant la fonction de
l’orientation du robot.
Le groupe de neurones suivant est de type LMS. Son entrée inconditionnelle
est une constante égale à 1. Ainsi, il joue le rôle d’intégrateur temporel pour le
groupe neuronal encodant la direction. L’activité du neurone gagnant sera alors
seuillée. A chaque déplacement de ce seuil, l’apprentissage sera déclenché.
L’apprentissage du robot se déroulera en plusieurs phases :
• Phase 1 : le partenaire initiera l’interaction avec le robot par le biais de la
synchronie. Le robot apprendra alors la forme de son partenaire et pourra
ainsi le suivre.
• Phase 2 : le partenaire montrera la trajectoire au robot qui l’apprendra de
manière autonome.
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FIGURE 6.10 – Modèle de déclenchement automatique de l’apprentissage des associa-
tions sensori-motrices lors d’un changement de direction du robot. Il a été rajouté un
système qui permet de vérifier la stabilité de la direction avant de déclencher l’apprentis-
sage.
• Phase 3 : pour vérifier que la trajectoire a bien été apprise, le partenaire
laissera naviguer le robot et pourra intervenir en cas de nécessité pour le
corriger.
Comme nous l’avons précisé précédemment, la phase (1) sera réalisée en
amont de l’expérience.
Pour ne pas présenter deux fois les mêmes figures, les résultats de cette
expérience seront présentés dans le chapitre suivant.
6.3.4 Synchronisation entre le robot et son partenaire lors d’une
tâche de navigation.
Dans cette expérience, nous souhaitons valider le fonctionnement du modèle
de marche côte à côte (voir chapitre 5 au cours d’une tâche de navigation. De
plus, nous souhaitons étudier les possibilités de synchronisation entre le partenaire
humain et le robot au cours de cette tâche. Nous nous intéresserons alors à l’étude
de la synchronisation entre le bras du robot et le rythme de l’humain. Pour cela, le
robot a déjà appris la trajectoire et l’humain se contente de le suivre au cours de
cette tâche.
Le modèle de synchronisation au cours de la marche côte à côte tourne
en arrière-plan. Il n’aura alors aucune influence sur la vitesse d’avancement du
robot par contre, le bras pourra se synchroniser. Il est tout à fait possible que
l’incohérence entre les oscillations du bras du robot et sa vitesse d’avancement
puisse poser un problème à l’utilisateur. Pour cela, nous avons réglé la fréquence
de base du robot de manière à ce qu’elle se rapproche de celle du partenaire.
Cette étude illustrera pour nous une preuve de concept. Notre hypothèse :
il est possible d’extraire des phases de synchronisation au cours de l’accomplis-
sement d’une tâche. Par la suite, l’objectif sera de tirer profit de ces signaux pour
permettre au robot d’évaluer son comportement pour être en adéquation avec celui
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de son partenaire humain.
Les signaux enregistrés nous permettront d’étudier l’évolution du niveau de
synchronie au cours de la tâche et de vérifier alors notre hypothèse.
FIGURE 6.11 – Oscillations du bras du robot (vert) et oscillations des jambes de l’humain
(bleu) au cours d’une ronde. En jaune, on a mis en évidence les phases de marche en
ligne droite. On remarque que sur les séquences de marche en ligne droite, le robot et le
partenaire se synchronisent progressivement.
Scénario
L’expérience se déroule en plusieurs étapes :
• Le partenaire apprend au robot une trajectoire particulière non triviale. Cette
trajectoire est présentée dans la figure 6.6(d).
• Lorsque nous estimons que le robot a appris correctement la ronde, nous le
laissons naviguer sans intervention. Le rôle du partenaire humain consiste
alors à suivre le robot. Le modèle présenté dans le chapitre 5 tournera en
tâche de fond au cours de l’expérience.
On remarquera ici que nous nous plaçons volontairement dans une tâche
intentionnelle de marche côte à côte (côté partenaire).
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Résultats
La figure 6.11 illustre les résultats obtenus. Sur le premier graphe, on peut voir
l’enregistrement des oscillations du bras du robot (courbe verte) et celles du par-
tenaire humain (courbe bleue). En jaune, nous avons mis en évidence les phases
de marche en ligne droite. Le deuxième graphe représente une évaluation du ni-
veau de synchronisation entre les deux signaux grâce à une analyse de type PLV
[Lachaux et al., 1999]. Lors des phases de marche en ligne droite, on remarque
(quasiment à chaque fois) l’augmentation du niveau de synchronie entre les deux
partenaires d’interaction. Ces résultats nous permettent de valider l’existence de
phases de synchronisation entre le robot et son partenaire au cours d’une tâche de
navigation. Cette observation justifie notre hypothèse : il existe des phases de rup-
ture de rythme au cours de tâche de collaboration entre un robot et son partenaire.
Concernant la tâche de navigation, on remarque que ces ruptures se déclenchent
aux moments où le robot change de direction. Le signal de synchronie pourrait
être un critère pour le déclenchement de l’apprentissage. Pour aller plus loin dans
notre analyse, il pourrait être aussi de permettre au robot d’avoir un critère d’auto-
évaluation de son comportement.
6.4 Discussions.
Dans ce chapitre, nous avons fait un bref état de l’art sur les modèles de
navigation en robotique. La robotique classique apporte des méthodes intéres-
santes qui permettent de cartographier et se localiser dans un environnement sta-
tique, structuré et de petite taille. Malheureusement, dans le cadre d’interaction
Homme/Robot, nous ne pouvons clairement pas nous orienter vers de telles mé-
thodes. La robotique bio-inspirée, quant à elle, permet d’ouvrir le champ des re-
cherches et propose des méthodes qui permettent de pallier à de telles limitations.
Grâce à elle, les robots deviennent plus rapides, plus réactifs et capables de com-
portements simples. De plus, les modèles sont adaptatifs ce qui ouvre de bonnes
perspectives pour la navigation dans des environnements moins structurés et de
plus grande taille.
Cette capacité d’adaptation a retenu notre attention. En effet, pour construire
des modèles d’interaction homme robot, il faut garder en tête que l’environne-
ment sera constamment en train de changer. Parmi les modèles de navigation bio-
inspirée, nous avons choisi d’utiliser le modèle développé par Gaussier et Zrehen
permettant l’apprentissage de conditionnements entre les informations visuelles
et une action à réaliser. En plus d’être une architecture bas niveau qui ne requiert
aucune représentation symbolique, ce modèle s’adapte très bien à notre besoin.
Le professeur humain montrera la tâche à réaliser au robot qui apprendra par imi-
tation les associations entre les lieux visuels perçus et les actions à réaliser. Le
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résultat sera alors la construction d’un bassin d’attraction robuste aux change-
ments permettant au robot de naviguer sur sa trajectoire et à y revenir s’il en était
dévié (par la présence d’un obstacle).
Ce chapitre nous a permis de présenter un premier exemple pour la prise en
compte des interactions dynamiques entre le robot et son partenaire dans le cadre
d’une tâche de navigation. Plus spécifiquement, nous avons donné un exemple
d’intégration du modèle de sélection du partenaire présenté dans le chapitre 4 et
du modèle de navigation de type PerAc. Nous avons ainsi montré comment la syn-
chronie et l’adaptation rythmique pouvait servir pour le déclenchement d’appren-
tissage sensori-moteur. Un avantage majeur de notre approche (que l’on montrera
par la suite) est de permettre à des utilisateurs non-experts d’apprendre de ma-
nière intuitive et efficace le comportement voulu au robot. En effet, l’initialisation,
le réengagement et le maintien de l’interaction sont gérés par un modèle simple
d’entraînement social mutuel dont l’entrée rythmique est le flot optique visuel.
Les humains étant très sensible au phénomène d’entraînement, aucune expertise
particulière sera nécessaire pour interagir avec le robot. Un geste de "coucou", le
mouvement d’un objet dans le champ visuel du robot permet à n’importe quelle
personne d’interagir si elle le souhaite avec le robot. La synchronisation entre les
deux partenaires est d’autant plus simple puisqu’elle est bidirectionnelle.
Dans la littérature, il existe des exemples d’architecture pour l’apprentis-
sage interactif. On pourra citer par exemple [Fails and Olsen Jr, 2003] et [Knox
et al., 2013] qui proposent des architectures dont les performances sont intéres-
santes en terme d’apprentissage. Malgré tout, on peut se poser des questions au
sujet de la présence d’une véritable interaction. Dans ces expériences, les profes-
seurs ne communiquent malheureusement pas directement avec le système. De
plus, le modèle de Knox est basé sur un apprentissage de type renforcement (sys-
tème de récompense) qui est différent de notre approche orientée apprentissage par
démonstration/imitation. Une perspective de notre modèle pourrait être de se ser-
vir de la détection de synchronie comme signal de renforcement. Ce signal vien-
drait renforcer l’apprentissage de l’association Lieu/Action. Le fonctionnement de
notre architecture serait alors modifié passant d’un apprentissage "one-shot" à un
apprentissage par renforcement au cours du temps. Le modèle de reconnaissance
présenté dans [Grand et al., 2014] est basé sur cette approche.
Une autre étude menée par [Saunders et al., 2006] s’approche de notre point
de vue sur l’apprentissage par démonstration. En se basant sur des études sur le
comportement social des primates, ils ont mis en place un modèle écologique
d’apprentissage par démonstration. Par contre, les auteurs ont séparés les phases
d’apprentissage et d’exécution. Depuis le début de nos travaux sur les interactions
Homme Robot, c’est un problème que nous nous efforçons d’éviter dans le but
d’obtenir une interaction la plus naturelle possible. Grâce à cela, le professeur peut
observer directement l’effet de ses interventions sur le comportement du robot. Du
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côté robot, il peut plus facilement communiquer son état interne.
Notre modèle contient encore quelques défauts au niveau de l’interaction.
Il est n’est pas possible dans l’architecture présenté en section 6.3.2 de parler de
"turn-taking" (échange de rôle). Notre robot ne joue à aucun moment le rôle du
professeur. Par conséquent, le professeur ne peut pas tirer profit de l’interaction en
elle-même. Le seul retour pour l’humain est dans l’analyse du comportement du
robot (qui réalise la tâche correctement ou non). La résolution de ce problème fait
partie des perspectives de cette thèse. L’ajout du modèle de synchronisation sur
la marche présenté en chapitre 5 pourrait ouvrir de nouvelles possibilités. Dans la
section 6.3.4, nous avons pu voir qu’au cours d’une tâche de navigation on pouvait
observer des phases de synchronisation et des ruptures de rythme. Il serait donc
intéressant utiliser ses informations au cours de l’interaction.
Dans le chapitre suivant, nous allons alors réaliser des tests du modèle avec
des utilisateurs naïfs. Notre objectif étant de comparer deux méthodes d’appren-
tissage : (1) télécommandé (le professeur décide où et quand apprendre) et (2)
suivi du partenaire (le robot décide). Le modèle de synchronisation sur la marche
tournera en tâche de fond. On pourra alors analyser les signaux après l’expérience.
A partir de cette étude, nous souhaitons vérifier que l’utilisateur arrive plus faci-
lement à apprendre la tâche au robot grâce au suivi. De plus, voir s’il est possible
de tirer parti des signaux de synchronie.
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Evaluation de l’intuitivité du modèle et
Auto-évaluation au cours de la tâche.
Dans ce dernier chapitre, nous souhaitons valider les hypothèses proposées
tout au long de ce manuscrit. Premièrement, l’évaluation de notre modèle par
des utilisateurs non-experts (naïfs) permettra de justifier l’intérêt de remplacer le
contrôle de l’apprentissage grâce à une télécommande (joystick, wiimote) par un
système plus intuitif de suivi du partenaire.
Cette étude correspond en grande partie à un travail d’intégration des dif-
férents systèmes étudiés au cours de cette thèse. L’expérience finale consiste en
l’apprentissage d’une tâche de navigation par un robot mobile en interaction avec
un professeur humain. En premier lieu, il est nécessaire que le professeur (par-
tenaire) puisse initier l’interaction de manière intuitive (en lui faisant coucou par
exemple). Pour cela, nous avons présenté un modèle de détection d’un partenaire
synchrone dans le champ de vision du robot. Ce modèle n’est malheureusement
pas suffisant pour maintenir et réengager l’interaction. Par conséquent, nous avons
alors rajouté un modèle de reconnaissance de la forme du partenaire. Ce dernier a
été étendu à un modèle de reconnaissance de vues pour plus de robustesse.
Malgré tout, ce système se limite à un fonctionnement avec un robot quasi-
statique (qui peut tourner sur lui- même). Cette limite est directement liée au
nombre important de points d’intérêts à apprendre pour pouvoir reconnaître le
partenaire à n’importe quel endroit dans une pièce. Pour pallier à ce défaut, l’ajout
d’un système de poursuite lisse complétant le système de reconnaissance était re-
quis. Le système de suivi du partenaire obtenu couplé à un modèle de navigation
de type PerAc donne l’architecture globale qui servira lors des expériences.
Dans ce chapitre, notre objectif principal est de valider la possibilité d’ap-
prendre une ronde à un robot par imitation de son partenaire (suivi). Nous com-
parerons alors cette méthode d’apprentissage interactif avec un apprentissage té-
léguidé. Par conséquent, nous ne nous intéresserons pas ici à la phase d’initiation
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de l’interaction qui sera réalisée en amont. Par contre, on portera un intérêt certain
à l’analyse du niveau de synchronie au cours de la tâche. Pour cela, le modèle de
synchronisation sur la marche tournera en tâche de fond et nous enregistrerons les
activités des groupes de neurones correspondants.
Les résultats de ces expériences permettront de mettre en avant les avantages
et défauts de notre modèle. Nous proposerons dans la section 7.2 quelques pistes
pour de futurs travaux. En particulier, sur comment il est possible pour le robot
de s’autoévaluer au cours de la tâche. Nous proposerons un modèle basique qui
se base sur la détection de nouveauté et la prédiction des associations sensori-
motrices.
7.1 Evaluation de notre modèle d’IHR par des utili-
sateurs naïfs.
Cette expérience a pour but d’étudier l’intuitivité de notre modèle de suivi
visuel dans le cadre de l’apprentissage d’une tâche de navigation par interaction
avec un partenaire.
Protocole expérimental
Le volontaire naïf doit apprendre une trajectoire précise (tracée sur le sol non
visible par le robot) à un robot capable, grâce à nos modèles, d’apprendre des
associations sensori-motrices et d’éviter les obstacles. Pour cela, il existe deux
méthodes :
• le robot est téléguidé grâce à une wiimote et le professeur doit décider les
endroits où le robot doit apprendre. L’apprentissage est entièrement super-
visé par l’utilisateur.
• le robot suit la personne et apprend les associations de manière autonome.
En tâche de fond, le robot essayera de synchroniser son bras avec les si-
gnaux qu’il a en entrée.
La vitesse du robot sera assez lente et identique pendant les deux expé-
riences.
La plate-forme robotique utilisée est celle présentée en annexe 7.1(a). La
vitesse du robot a été fixée à 3km/h et a été réglée qualitativement en fonction
des capacités du système de navigation. Le temps d’un panorama est d’environ 5
secondes et la précision d’une cellule de lieux est inférieure à un mètre. Il est donc
important que le robot ait le temps de réaliser le panorama avant d’être sorti de la
cellule. La trajectoire à apprendre au robot est celle présentée en figure 7.1(b).
- 130 -
CHAPITRE 7. EVALUATION DE L’INTUITIVITÉ DU MODÈLE ET AUTO-ÉVALUATION AU COURS DE LA
TÂCHE.
(a) Plate-forme robotique. (b) Trajectoire à apprendre en forme de S.
FIGURE 7.1 – Setup expérimental et environnement.
Le choix de la trajectoire a été pensé de manière à ce qu’elle puisse être
apprise grâce à une stratégie de navigation de type Perception/Action. Elle est
représentée sur la figure 7.1(b). Cette figure représente la trajectoire que le sujet
doit apprendre au robot. Les carrés bleus représentent les "points de contrôle" :
endroits où l’on observe le comportement du robot pour vérifier que les bonnes
associations sensori-motrices ont été apprises. Malgré tout, il est important que la
trajectoire présente quelques difficultés et qu’elle ne puisse pas être réalisée par
un robot naviguant aléatoirement avec un système d’évitement d’obstacles.
Une première phase consistera à expliquer les consignes et expliquer le
fonctionnement du robot pour que l’utilisateur puisse réaliser l’expérience. Dans
le cas 1 : contrôle avec la wiimote, voici les consignes données à l’utilisateur :
"Le robot est capable de naviguer en apprenant des lieux et en évitant les
obstacles. Votre tâche consistera à apprendre au robot la trajectoire tracée au
sol par des croix rouges. Évidemment, le robot ne peut pas les voir. Vous pou-
vez contrôler le robot grâce à la wiimote. Pour cela, il faut appuyer une fois sur
le bouton B pour autoriser le mouvement et ensuite vous pouvez vous servir des
croix directionnelles pour le guider. Pour faire apprendre un lieu au robot il suffit
d’appuyer sur le bouton - . Le robot effectuera alors un panorama de son environ-
nement. Vous aurez quatre tentatives pour apprendre la tâche au robot . A partir
de la deuxième tentative, on laissera le robot naviguer seul (appuyer sur le bouton
1) et vous l’accompagnerez en marchant côte à côte avec lui. Ainsi, lorsqu’il se
trompe vous serez capable d’intervenir pour le ramener sur sa trajectoire. A la
fin de cette expérience, on vous donnera un questionnaire à remplir. En général,
l’expérience dure environ 30 min." .
Et pour le cas du suivi du partenaire :
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"Le robot est capable de naviguer en apprenant des lieux et en évitant les
obstacles. Votre tâche consistera à apprendre au robot la trajectoire tracée au sol
par des croix rouges. Évidemment, le robot ne peut pas les voir. Le robot est ca-
pable de vous suivre. Pour cela, vous devez vous placer devant la caméra (celle
du bas) du robot et attendre deux à trois secondes). Le robot commencera à vous
suivre. Le robot décidera d’apprendre automatiquement les lieux lorsque c’est né-
cessaire. A ce moment- là, il effectuera alors un panorama de son environnement.
Vous aurez quatre tentatives pour apprendre la tâche au robot . A partir de la
deuxième tentative, on laissera le robot naviguer seul (appuyer sur le bouton 1) et
vous l’accompagnerez en marchant côte à côte avec lui. Ainsi, lorsqu’il se trompe
vous serez capable d’intervenir pour le ramener sur sa trajectoire. A la fin de cette
expérience, on vous donnera un questionnaire à remplir. En général, l’expérience
dure environ 30 min."
Participants
L’ensemble des volontaires est composé de 6 stagiaires débutants au labora-
toire et étudiants de l’université de Cergy-Pontoise. Aucun des participants n’a
de connaissance particulière sur le fonctionnement du système de navigation, du
système de suivi du partenaire ou du protocole pour contrôler le robot avec la wii-
mote. Ils sont âgés de 20 à 26 ans. Nous avons créé deux groupes distincts de 3
personnes pour éviter d’introduire un biais dans les résultats.
Méthode d’évaluation
Pour l’évaluation de l’interaction homme robot, nous avons fait attention à uti-
liser plusieurs méthodes d’évaluation : une méthode subjective et une méthode
objective. L’objectif est d’avoir différentes sources d’informations et ainsi d’in-
troduire le moins de biais possible dans les résultats.
Dans le but d’obtenir une analyse subjective, à la fin de l’expérience, il a été
demandé à l’utilisateur naïf de remplir un questionnaire composé de sept ques-
tions. Ces questions serviront à évaluer la difficulté de l’utilisateur à réaliser la
tâche et le ressenti de l’utilisateur après l’expérience. Voici les différents points
d’évaluation :
1. J’ai réussi à apprendre la tâche au robot : oui – non
2. J’ai trouvé cette tâche : Très facile – Facile – Difficile – Très difficile
3. La vitesse du robot était-elle un problème : Trop rapide – Pas de problème
– Trop lent
4. Avez-vous eu l’impression d’interagir avec le robot ? : oui – non
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• Si oui, l’interaction avec le robot était : Très agréable – Agréable –
Désagréable – Très désagréable
5. Les informations que l’on m’a données étaient : Suffisantes – Insuffisantes
– Trop d’informations
6. Le mouvement du bras du robot était : Génant – Pas génant – Je ne l’ai pas
remarqué
7. Pensez-vous que la majorité des personnes pourrait réaliser cette tâche sans
problème ? : Oui tous – Oui, une majorité – Non, seulement une minorité –
Non
Nous avons essayé de trouver des questions plutôt simples et qui pourraient être
comprises de différentes manières.
Après l’expérience avec l’utilisateur, une dernière phase consiste à évaluer
la trajectoire apprise sur cinq essais. Pour cela, le robot sera placé au point de
départ et on analysera son comportement. Une mesure de la précision de la trajec-
toire étant difficile à mettre en place à partir de l’odométrie du robot (peu précise),
nous avons alors décidé d’utiliser une autre méthode. Nous avons placé des points
de contrôle ou "checkpoints" (voir figure 7.1(b)) sur la trajectoire. On vérifiera
pour chacun des points de contrôle si le robot est bien passé dessus et s’il a réa-
lisé l’action qui y est associée. Évidemment, le superviseur notera s’il a décidé
de stopper l’expérience. Par exemple, dans le cas où le robot serait bloqué ou ne
réaliserait pas du tout la tâche souhaitée.
Résultat préliminaire
Dans le but de valider la non trivialité de la trajectoire à apprendre, nous avons
effectué un premier test. Nous avons placé douze fois le robot au point de départ
(voir figure 7.2) puis nous l’avons laissé naviguer aléatoirement en évitant les
obstacles. Les différentes courbes colorées représentent les différentes trajectoires
réalisées par le robot dans l’environnement du laboratoire. On constate que le
robot a réussi à sortir trois fois de la première salle mais ne s’est pas dirigé vers
le but. Dans les autres cas, le robot finissait par rester bloqué dans des points
anguleux, à ce moment- là l’expérimentateur a arrêté l’expérience. Les étoiles
représentent la fin de la trajectoire du robot pour chacun des essais. Dans aucun
essai, le robot a effectué l’action souhaitée à l’endroit souhaité.
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FIGURE 7.2 – Résultat du test de comportement aléatoire du robot.
Avis des utilisateurs et observations
Dans cette section, nous présenterons les résultats obtenus au cours des expé-
riences. Le nombre de participants étant limité, il ne nous permet de donner que
des résultats préliminaires à cette étude. De plus, des problèmes techniques ont
pu être rencontrés au cours des expériences avec certains candidats (candidats 3 et
7). Ainsi, nous ne considérerons seulement les cas où aucun problème technique
n’est venu perturber les expériences.
Nous allons quand même décrire les résultats globalement obtenus et nous
décrirons plus en détails deux cas particuliers : un avec apprentissage télé-opéré
et l’autre avec suivi du partenaire.
Candidats 1 2 3 4 5 6
Méthode Wiimote Wiimote Wiimote Suivi Suivi Suivi
Q1 non oui oui oui oui oui
Q2 difficile difficile facile facile facile difficile
Q3 pas de problème pas de problème trop lent pas de problème pas de problème pas de problème
Q4 non non oui oui oui oui
Q5 suffisantes suffisantes suffisantes suffisantes suffisantes suffisantes
Q6 je ne l’ai pas remarqué je ne l’ai pas remarqué pas gênant pas gênant pas gênant pas gênant
Q7 oui, une majorité oui, une majorité non, seulement une minorité oui, tous oui, une majorité oui, une majorité
FIGURE 7.3 – Résultats des réponses aux questionnaires des participants.
Dans un premier temps, nous allons nous intéresser aux résultats des ques-
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(a) Apprentissage télé-opéré (wiimote) (b) Apprentissage par imitation
FIGURE 7.4 – Bassins d’attraction obtenus pour un cas particulier d’apprentissage télé-
opéré (wiimote) à gauche et par imitation à droite. On remarque que pour le cas de l’uti-
lisation de la wiimote la méthode utilisée est prescriptive alors que dans le deuxième cas
elle est proscriptive.
tionnaires (voir 7.3). On remarque dans un premier temps que les sujets trouvent
plus facile d’apprendre la trajectoire au robot grâce au suivi. De plus, dans ce
cas- là, ils ont l’impression d’interagir avec le robot contrairement au cas où ils
utilisent la wiimote.
Un autre point, les utilisateurs ayant contrôlé le robot avec la wiimote n’ont
pas remarqué la présence du bras sur le robot alors que les utilisateurs de l’autre
groupe l’ont remarqué et ne l’ont pas trouvé gênant. On pourrait expliquer cela
par le fait que lors du suivi l’utilisateur a son attention qui est plus porté sur le
robot, alors qu’avec la wiimote il est concentré sur la tâche à accomplir.
Au cours des expériences avec la wiimote, on a aussi pu remarquer deux
sortes de comportements des utilisateurs : ceux qui faisait apprendre très peu d’as-
sociations au robot et ceux au contraire qui lui faisait apprendre continuellement.
En général, la quasi- totalité des utilisateurs ont réussi à apprendre la trajectoire
ou une partie de la trajectoire au robot. Ce qui montre que la tâche était réalisable
dans les deux cas.
Comme nous avons pu le préciser précédemment, le nombre de sujet de cette
étude ne nous permet pas de tirer des conclusions tranchées sur notre système.
Malgré tout, ces résultats préliminaires font ressortir le fait que lorsque le robot
est capable de suivre le partenaire et d’apprendre de manière automatique cela
rend la tâche plus simple pour l’utilisateur.
Etude de cas : Candidat 1 et 4
Maintenant, nous allons étudier les signaux enregistrés au cours des expériences.
La figure 7.4 représente les associations Lieu/Action qui ont été apprises :
• Cas 1 : lors d’un apprentissage télé-opéré à partir d’une wiimote par le pro-
fesseur (figure 7.4(a)). Dans ce cas, le professeur décide quand et où ap-
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prendre. On remarque que les associations Lieu/Action ont été apprises de
manière prescriptive. Les points rouges sont situés sur la trajectoire et les
flèches orientées dans la direction à suivre.
• Cas 2 : apprentissage par imitation grâce au suivi du partenaire (figure
7.4(b)). Ici, c’est le robot qui fait le choix d’apprendre de nouvelles associa-
tions si nécessaire. Le déclenchement de l’apprentissage étant automatisé
pour la méthode de suivi, les résultats obtenus suivants les différents sujets
sont très similaires. Dans l’open space (espace ouvert), on remarque une
ébauche d’un bassin d’attraction. Ce bassin s’est construit tout au long de
l’interaction. Les corrections du professeur permettent d’apprendre com-
ment revenir sur sa trajectoire. Le résultat obtenu est comparable à celui
d’un utilisateur expert utilisant une wiimote (voir figure 6.5). Par contre,
dans le couloir, l’apprentissage semble être de type prescriptif. Cela peut
se justifier par le fait qu’il n’est pas nécessaire de corriger le robot dans le
couloir. Dans cette situation, la stratégie d’évitement d’obstacles est tout à
fait suffisante.
Intéressons- nous maintenant à des résultats plus complets. Dans les figures
7.5(a) et 7.5(b), on retrouve, en haut à gauche (A), les trajectoires réalisées par le
robot au cours de l’apprentissage (quatre passages). Le décalage spatial entre les
courbes vertes est une conséquence du mauvais repositionnement du robot sur sa
position initiale (remise à zéro de l’odométrie). La figure (B), en haut à gauche,
représente le résultat obtenu lors de la phase de validation de l’apprentissage. Le
comportement du robot est un témoin de ce qu’il a appris. Dans les deux cas, on
remarque que le robot est capable d’atteindre le but fixé. On ne peut conclure sur
une véritable différence en les deux méthodes à partir de ces observations. Sur la
figure centrale (C), on peut voir les positions du robot dans un repère (X, Y) (resp.
courbe orange et rouge) au cours du temps. La courbe bleue représente le signal de
vigilance pour le déclenchement de l’apprentissage. On remarque dans les deux
cas, qu’au cours de l’expérience le nombre de déclenchement de l’apprentissage
diminue (recrutement de nouvelles associations Lieu/Action). Le robot semble de-
venir de plus en plus autonome. Enfin, sur la figure (D), on peut observer le niveau
de synchronie (analyse de type PLV) au cours de l’expérience. On remarque qu’à
chaque fois que l’apprentissage est déclenché (courbe bleue) le niveau de synchro-
nie diminue. Il a donc bien une rupture de rythme au cours de l’interaction. Ici,
cette rupture est certainement une conséquence du déclenchement de l’apprentis-
sage car elle arrive après. Difficile alors d’affirmer si l’on peut tirer profit de cette
information.
Pour conclure, la plus grande différence entre un apprentissage télé-opéré et
par imitation réside dans la façon dont est construit le bassin d’attraction. Ainsi,
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(a) Apprentissage télé-opéré (wiimote)
(b) Apprentissage par imitation (suivi)
FIGURE 7.5 – Résultats des expériences avec les utilisateurs non experts. (A) Trajectoires
au cours de l’apprentissage. (B) Trajectoires obtenus au cours de la phase de validation de
l’apprentissage par le superviseur. (C) Évolution de la position en X (orange), Y (rouge)
au cours du temps et signal de vigilance (courbe bleue). (D) Niveau de synchronie entre
les mouvements d’oscillations du bras du robot et la fréquence de marche du partenaire
(PLV).
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(a) Apprentissage télé-opéré (wiimote) (b) Apprentissage par imitation (suivi)
FIGURE 7.6 – Statistiques de réussite dans un cas particulier.
notre modèle permet à des utilisateurs non-experts d’apprendre au robot une tra-
jectoire d’une façon simple sans qu’ils n’aient à prendre de décision.
Nous avons aussi testé l’apprentissage du robot et étudier le pourcentage
de réussite de la tâche. Nous avons utilisé la méthode présentée précédemment
(validation aux points de passage Ci) qui a pour but de vérifier si le robot à réaliser
l’action qui convient à des endroits prédéterminés. Les résultats sont présentés
dans les figures 7.6(a), 7.6(b), 7.7(a) et 7.7(b).
Dans les figures 7.6 et 7.7, on a représenté pour chaque checkpoint Ci, le
pourcentage de passage dans le lieu (à gauche) et le pourcentage de fois où l’ac-
tion désirée a été réalisée (à droite). Précédemment, nous avions mis en évidence
dans un test témoin la non-trivialité de la tâche à accomplir. Dans cette étude pré-
liminaire, il a aussi été montré que le pourcentage de passage par les checkpoints
C1 etC2 est élevé par défaut. Par contre, l’action associée n’y était pas réalisée. En
tenant compte de ce constat, nous pouvons alors interpréter les résultats de notre
étude.
La figure 7.6(a) représente les résultats obtenus dans un cas particulier d’ap-
prentissage télé-opéré (wiimote). On remarque que le robot n’arrive que très ra-
rement à réaliser les actions associées aux checkpoints C1 et C2. La figure 7.7(a)
confirme cette tendance avec des résultats incluant les autres candidats.
Dans le cas d’apprentissage par imitation (suivi du partenaire, voir figure
7.6(b) et 7.7(b)), les pourcentages de réussite sont plus élevés. Il semble qu’en
général la tâche a été plus facile à réaliser pour ce groupe d’utilisateurs.
Ces études préliminaires ont pu montrer qu’il était plus facile pour un uti-
lisateur naïf d’apprendre la trajectoire au robot s’il n’a pas à gérer le contrôle du
robot et le déclenchement de l’apprentissage des associations sensori-motrices.
Une des limitations de ces expérimentations est que le robot n’était pas capable
de s’adapter aux cours des corrections. En effet, si l’utilisateur souhaitait corri-
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(a) Apprentissage télé-opéré (wiimote) (b) Apprentissage par imitation (suivi)
FIGURE 7.7 – Statistiques globales de réussite : moyenne sur 3 utilisateurs.
ger le robot alors une nouvelle association était apprise. La mise en place d’un
système qui permet au robot d’évaluer son comportement et de le corriger si né-
cessaire est un point important pour améliorer l’interaction entre le robot et son
partenaire. Pour aller plus loin dans cette étude, il serait intéressant de mettre
en place une analyse objective réalisée par le superviseur de l’expérience. Voici
quelques exemples de critères qui pourront être observés :
• le nombre d’interventions de l’expert,
• le nombre d’interventions de l’utilisateur,
• la réussite de la tâche : l’utilisateur a t’-il réussi à apprendre la trajectoire au
robot ?,
• la durée de chaque parcours,
• des observations complémentaires liées au déroulement de l’expérience.
7.2 Auto-évaluation : Du suivi du partenaire vers un
début d’autonomie du robot.
L’autonomie en robotique est encore un problème largement ouvert, pour
lequel des concepts restent à inventer. Par autonome, nous entendons un système
capable de développer et évaluer ses compétences afin de décider si son comporte-
ment est adéquat ou non au vue de la situation et de la tâche à accomplir. Ainsi, il
faut inclure dans la notion d’autonomie comportementale, la capacité à apprendre
des comportements à long terme, mais également le fait de pouvoir les évaluer
afin de les adapter en fonction de la situation.
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Dans nos travaux, nous ne nous intéressons pas directement au problème
de l’apprentissage de nouvelles compétences de manière totalement autonome.
Nous proposons dans un premier temps d’étudier le développement à long terme
dans le cadre de l’interaction avec l’humain. Selon ce point de vue, l’agent a be-
soin d’un professeur pour pouvoir apprendre une tâche. Cette tâche est apprise
par démonstration (suivi du partenaire), mais pas de manière prescriptive. Depuis
longtemps, nous développons des modèles permettant à des robots d’apprendre
de manière semi-autonome différentes tâches de navigation telle que la construc-
tion d’une carte cognitive pour être capable de rejoindre plusieurs buts [Gaus-
sier et al., 2002], [Giovannangeli et al., 2006], [Laroque et al., 2010], [Cuperlier
et al., 2007], [Hasson et al., 2011], [Hirel et al., 2013] ou l’utilisation de récom-
penses implicites ou explicites pour apprendre différents types de comportements
sensori-moteurs [Andry et al., 2002], [Andry et al., 2004]. Cependant, il apparaît
inévitable qu’à certains moments le robot échoue dans la réalisation de sa tâche
à cause d’un apprentissage incomplet ou bien de changements dans l’environne-
ment. Pour des tâches compliquées, être autonome signifie également être capable
de se rendre compte d’un comportement défaillant afin de demander de l’aide et
ainsi apprendre d’autrui. Cela peut être réalisé de plusieurs façons : par un filtrage
adéquat au niveau des stimuli sensoriels (sélection de l’information pertinente,
par l’intégration d’information multimodale ou encore par l’ajout de différents
niveaux d’imitation.
Nous nous focalisons sur la question du robot amené à travailler pendant
un certain temps sous la supervision d’un professeur afin de découvrir efficace-
ment la solution à un problème complexe ou bien dans le but de compléter son
apprentissage. Afin de répondre à la problématique des interactions naturelles de
bas-niveau, l’apprentissage est réalisé par le biais du suivi de la personne. La dif-
férence principale avec un système supervisé classique réside dans le fait que le
robot doit évaluer quand et comment prendre en considération le signal de su-
pervision. Pour des raisons de simplicité, nous supposons que le professeur est
bienveillant et par conséquent, le robot ne cherchera pas à réaliser une autre tâche
que celle qui lui a été montrée. Ajouter des capacités d’auto-évaluation aux robots
semble être une solution intéressante dans le cadre de la robotique sociale, dans le-
quel l’humain joue un rôle clé dans le développement cognitif du robot. Cela peut
amener le robot à rechercher plus d’interactions avec le professeur quand cela est
nécessaire, comme dans le système de contrôle collaboratif de [Fong et al., 2003].
Le robot pourrait, par exemple, communiquer son incapacité à améliorer ses com-
pétences et alors se reposer sur son professeur qui lui permettrait de s’améliorer.
Cela signifie que ce dernier a non seulement besoin de coder ses compétences mais
également d’être capable de déterminer leurs limites. Cette capacité est d’autant
plus importante pour les systèmes robotiques qui ont à prendre des décisions ba-
sées sur des observations provenant de plusieurs modalités [Zillich et al., 2011].
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Évaluer les performances d’un comportement requiert, avant tout, (1) la capacité
à prédire ce comportement. Ensuite, (2) cela requiert le fait de détecter des pro-
blèmes potentiels en prenant en considération des aspects de nouveauté dans ces
prédictions. C’est dans ce but que Jauffret et al. ont mis en place un système de
détection de nouveauté qui est présenté dans la figure 7.8 [Jauffret et al., 2015].
FIGURE 7.8 – Architecture neuronale de détection de nouveauté [Jauffret et al., 2015].
Le réseau apprend les contingences sensorimotrices d’une stratégie donnée en apprenant
à prédire la sensation courante à partir des perceptions passées. La perception est définie
comme une mémoire à court terme des tuples sensation/action récents. Cette mémoire
est utilisée pour approximer la moyenne, la variance et l’asymétrie statistique (skewness)
du vecteur de sensations y. La nouveauté (novelty) est définie arbitrairement comme la
somme des erreurs à l’ordre 3. Le niveau d’activité de cette erreur donne à l’agent un
retour sur l’anormalité de la situation
Dans ce modèle, le réseau de neurones apprend les contingences sensorimo-
trices d’une stratégie donnée en apprenant à prédire la sensation courante à partir
des perceptions passées. Ce modèle nécessite deux phases : une phase de dévelop-
pement durant laquelle est réalisé l’apprentissage des corrélations sensorimotrices
lorsque la stratégie est utilisée dans une situation usuelle (training set), puis une
phase d’exploitation durant laquelle le système utilise sa capacité à détecter des
motifs sensorimoteurs étrangers lors de situations inattendues.
Ce modèle a permis de montrer qu’il était possible de détecter des situations
inhabituelles. A partir de cela, le robot est alors capable de se rendre compte d’un
échec dans son comportement. Jauffret et al. propose alors un modèle de frustra-
tion qui permet au robot de faire appel à son professeur dans le cas de situation
d’échec.
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FIGURE 7.9 – Détection de corrélation entre les consignes du professeur et les actions du
robot.
Dans notre étude, nous proposerons un modèle simplifié qui repose sur l’in-
teraction entre le robot et son professeur humain. Dans ce modèle, un réseau de
neurones permet de détecter la corrélation entre les actions qui ont été apprises
par le robot et celles proposées par le professeur (voir figure 7.9).
Le calcul de l’inter-corrélation est réalisé à partir d’un réseau de neurones
simple dont les entrées sont : (1) la direction associée à la cellule de lieu (stra-
tégie de navigation PerAc) reconnue et l’orientation du professeur perçue par le
robot (stratégie de suivi du partenaire). Ces informations sont chacune représen-
tées par un groupe de neurones (groupe PerAc et groupe Suivi). Ce groupe de
neurones est ensuite convolué par une gaussienne. Le calcul de l’inter-corrélation
entre l’action du robot et la consigne du partenaire Ic(t) est défini par l’équation
7.1. Dans cette équation, N représente le nombre de neurones, sPerAc(N, t) l’ac-
tivité des neurones du groupe PerAc et ssuivi(N, t) celle du groupe Suivi. Enfin, la
détection d’un front montant permettra le déclenchement de l’apprentissage. Plus
tard, il sera intéressant d’interpréter ce signal comme modulation pour l’appren-
tissage. Plus le signal est proche de 1, plus la vitesse d’apprentissage du réseau
sera rapide.
Ic(t) = 1−
∑N
i=1 sPerAc(N, t) · ssuivi(N, t)
N
(7.1)
Pour valider expérimentalement notre approche, nous avons réalisé un test
simple dont les résultats sont présentés dans la figure 7.10. Dans cette expérience,
le professeur apprend d’abord la trajectoire au robot grâce au modèle de suivi
du partenaire. Après la phase d’apprentissage, le robot est replacé au point de
départ. Le robot peut alors montrer à son professeur ce qu’il a appris. Le partenaire
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FIGURE 7.10 – Étude préliminaire portant sur le modèle d’auto-évaluation. Elle se dé-
coupe en deux phases : apprentissage et évaluation. La courbe bleue représente la consigne
(suivi du professeur) et la courbe verte l’action apprise (Stratégie Lieu/Action). Le signal
rouge représente le signal de vigilance au cours de la phase d’apprentissage. Le signal
orange représente la détection d’anomalie. On remarque que le robot est capable de dé-
tecter la contradiction entre les deux stratégies.
reste aux côtés du robot au cours de la tâche. Ainsi, le modèle d’auto-évaluation
permet de détecter les contradictions entre les deux stratégies (navigation et suivi
du partenaire).
Dans la figure 7.10, la courbe bleue représente la consigne (suivi du profes-
seur) et la courbe verte l’action apprise (Stratégie Lieu/Action). Le signal rouge
représente le signal de vigilance au cours de la phase d’apprentissage. Le signal
orange représente la détection d’anomalie. On remarque que le robot est capable
de détecter la contradiction entre les deux stratégies.
7.3 Discussions
Confronter notre modèle à des utilisateurs naïfs nous a permis de valider
l’avantage de celui-ci. Il est plus simple pour les participants non-experts d’ap-
prendre la tâche de navigation au robot lorsque l’interaction s’inspire de celle
qu’ils pourraient avoir avec des partenaires humains. Cette architecture permet au
robot d’être plus autonome au niveau de son apprentissage. Le modèle d’auto-
évaluation ouvre des perspectives intéressantes pour la sélection de stratégies qui
est un des points non résolus dans cette thèse. Plus clairement, le robot doit faire
un choix soit suivre le professeur humain soit naviguer en faisant confiance à son
apprentissage. Le signal d’auto-évaluation pourrait servir à faire croître un niveau
de confiance dans le professeur ou dans la stratégie de navigation perception-
action. Le robot choisirait alors la stratégie ayant le plus haut niveau (compé-
tition). Une autre solution consisterait à faire fusionner (coopération) grâce à un
champ de neurones dynamiques les deux stratégies et regarder le résultat. Des tests
préliminaires ont été réalisés dans ce sens. Malheureusement, les résultats étaient
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peu convaincants. Pour aller plus loin, et de la même manière que le traite [Rich
et al., 2010], le signal pourrait fournir une mesure de l’engagement du partenaire
humain dans l’interaction. [Rich et al., 2010] soulignent le fait que l’établissement
d’une taxonomie (dans leur modèle) entre les successions d’événements n’est pas
suffisant pour fournir un modèle complet de l’engagement. Un bon point de notre
modèle est qu’il ne nécessite pas la mise en place d’une taxonomie.
D’autres études s’intéressent à la prise en compte du paramètre émotionnel
de l’interaction. [Paiva et al., 2005] montrent que l’empathie joue un rôle im-
portant au cours de l’apprentissage. De plus, la compréhension des émotions du
partenaire peut aussi influencer l’interaction entre les humains. En essayant de
généraliser ces remarques, nous pourrions supposer que le phénomène d’entraîne-
ment et l’empathie sont liés. Omniprésent au cours des interactions, ils facilitent
la communication entre les individus. Leur impact est d’autant plus grand qu’ils
sont non intentionnels et ne requiert aucune charge cognitive supplémentaire.
Pour résumer, notre système d’IHR mêle plusieurs modules qui s’inspire
des interactions sociales (phénomène d’entraînement, synchronisation, imitation)
et un modèle d’auto-évaluation s’appuyant sur le retour du partenaire. Enfin, ce
modèle peut facilement s’adapter à des interactions multi-personnes.
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Les travaux de cette thèse portent sur des questions actuelles concernant
l’introduction des robots et des IHMs au sens large dans des environnements so-
ciaux. Nous avons décidé de nous s’inspirer des interactions sociales entre les
humains pour rendre les interactions homme robot plaisantes. Pour ce faire, nous
nous sommes intéressés à un phénomène social non-intentionnel : le phénomène
d’entraînement [Phillips-Silver et al., 2010]. Omniprésent chez les individus, ce
dernier facilite grandement les coordinations interpersonnelles et plus générale-
ment les interactions sociales.
Dans le premier chapitre, un état de l’art sur les interactions homme ro-
bot a permis de mettre en évidence les failles des premières interfaces hommes
machines. Elles reposaient sur la capacité d’adaptation de l’humain. En nous ins-
pirant des interactions sociales, nous avons décidé de repenser cette approche.
Ainsi, pour créer des machines qui interagissent dans le même environne-
ment physique que le nôtre, il est important de leur attribuer une "sociabilité" au
niveau de leur comportement. Dans le chapitre 2, nous avons donc mis en évi-
dence l’importance des coordinations interpersonnelles au cours des interactions
sociales. Dans le chapitre 3, nous avons présenté les outils qui nous ont permis
de développer nos modèles. Les réseaux de neurones utilisés ont été sélectionnés
pour leurs capacités d’apprentissage. Celles-ci permettront au robot de pouvoir
interagir correctement avec son partenaire dans un environnement non contrôlé.
Dans le chapitre 4, nous avons présenté une nouvelle approche qui s’inscrit
dans la continuité des travaux réalisés au laboratoire sur la sélection du partenaire
par le biais de la synchronie. Le modèle de synchronisation présenté par [Hasnain
et al., 2012] possède de bonnes propriétés pour initier l’interaction. Malheureu-
sement, il ne permet pas de la maintenir si les deux partenaires ne sont plus en
mouvement. Pour pallier à cette limitation, nous avons dans un premier temps
adapté ce modèle au cas où la caméra était en mouvement rotatif pur. Puis, nous
avons ajouté un modèle neuronal de reconnaissance de la personne. Les phases
d’interactions synchrones servent de signal de renforcement pour l’apprentissage
de la forme du partenaire.
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Dans le but de rendre les interactions plus naturelles, nous avons ensuite
proposé d’étendre le modèle afin de permettre l’étude d’adaptation rythmique du-
rant l’interaction entre un homme et un robot mobile en train de naviguer. Pour
aller plus loin (chapitre 5), et pour permettre le ré-engagement de l’interaction au
cours d’une tâche de navigation, nous nous sommes intéressés à l’adaptation du
rythme du robot à la fréquence de marche du partenaire au cours de la tâche de
navigation. Le modèle neuronal présenté permet d’adapter la vitesse de locomo-
tion du robot relativement à celle de l’humain. Des tests avec des utilisateurs naïfs
nous ont permis d’identifier une limitation technique liée à la vitesse du robot et
au contrôle moteur du robot (le robot ne possède pas de jambes). Cette faille réso-
lue, il serait intéressant de reprendre cette étude pour pouvoir étudier l’impact de
ce modèle au cours de la marche.
Dans le chapitre 6, nous avons réalisé un bref état de l’art sur les modèles de
navigation en robotique. La robotique bio-inspirée fournit des modèles adaptatifs
qui ouvrent de bonnes perspectives pour la navigation dans des environnements
moins structurés et de plus grande taille. Ce chapitre nous a permis de présenter un
premier exemple pour la prise en compte des interactions dynamiques entre le ro-
bot et son partenaire dans le cadre d’une tâche de navigation. Plus spécifiquement,
nous avons donné un exemple d’intégration du modèle de sélection du partenaire
présenté dans le chapitre 4 et du modèle de navigation de type PerAc. Nous avons
ainsi montré comment la synchronie et l’adaptation rythmique pouvaient servir
pour le déclenchement d’apprentissages sensori-moteurs. Un avantage majeur de
notre approche est de permettre à des utilisateurs non-experts d’apprendre de ma-
nière intuitive et efficace le comportement voulu au robot. Notre modèle contient
néanmoins encore quelques défauts au niveau de l’interaction. Il n’est pas possible
dans l’architecture présentée section 6.3.2 de parler de "turn-taking" (échange de
rôle). Notre robot ne joue à aucun moment le rôle du professeur. Le seul retour
possible pour l’humain est dans l’analyse du comportement du robot (qui réalise la
tâche correctement ou non). La résolution de ce problème fait partie des perspec-
tives de cette thèse. L’ajout du modèle de synchronisation sur la marche présenté
en chapitre 5 pourrait ouvrir de nouvelles possibilités.
Enfin, nous avons confronté notre modèle à des utilisateurs naïfs. Ceci nous
a permis de valider l’importance de rendre les interfaces homme machine plus
intuitives. Il est plus simple pour les participants non-experts d’apprendre la tâche
de navigation au robot lorsque l’interaction s’inspire de celle qu’ils pourraient
avoir avec des partenaires humains. Cette architecture permet au robot d’être plus
autonome au niveau de son apprentissage. De plus, nous avons présenté un modèle
d’auto-évaluation simple mais qui ouvre des perspectives intéressantes pour la
sélection de stratégies (un des points non résolus dans cette thèse).
Notre étude sur la synchronie a permis d’identifier des changements de
rythme au cours de l’interaction. La mise en place d’un système capable de prédire
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le rythme d’interaction et de détecter les ruptures pourrait permettre de moduler
l’apprentissage au cours de la tâche de navigation. Lorsque le robot est synchrone
avec son partenaire, il renforcera son apprentissage et inversement, il désappren-
dra les mauvaises associations. La présence de signaux correspondant à une auto-
évaluation du robot pourrait servir de retour sur les intentions du professeur. Ils
seraient aussi témoins de l’engagement du partenaire humain au cours de l’inter-
action. Nous proposons alors des perspectives de travail intéressantes concernant
l’auto-évaluation par le robot de son comportement. Grâce à ce modèle, on entre-
voit la possibilité d’introduire chez le robot la capacité à réagir au changement de
rôle entre un robot et son professeur (turn-taking).
Plus généralement, nous avons essayé de comprendre comment se comporte
une personne face à une machine. L’objectif principal est de leur permettre de
communiquer de manière plaisante. Nous avons vu que les coordinations inter-
personnelles ainsi que le phénomène d’entraînement facilite le dialogue entre les
humains mais il en existe d’autres comme : l’orientation du regard, la vitesse
de respiration, les tours de rôle lors des discussions, le rythme de parole mais
aussi d’un point de vue émotionnel : l’empathie. Pour illustrer cette idée, voici
un exemple : quand des personnes adultes communiquent avec des enfants, ils
s’adaptent en parlant plus lentement, en étant plus chaleureux, etc...
Dans cette thèse, nous avons voulu permettre à des utilisateurs non-experts
d’apprendre une tâche de navigation au robot. Au départ, l’apprentissage était
déclenché volontairement par l’utilisateur. Ce dernier devait alors décider quand
faire apprendre les associations sensori-motrices au robot. Pour apprendre une
trajectoire robuste (apprentissage proscriptif), une certaine expertise du professeur
était requise. Un utilisateur naïf utilise un apprentissage de type prescriptif (plus
simple). Nous avons introduit un modèle permettant le suivi du partenaire humain
couplé à un système de détection de synchronie (initiation de l’interaction). Le
robot apprend lorsqu’une erreur entre la direction montrée par le professeur et sa
propre direction est détectée. Ainsi, le robot apprend à revenir sur sa trajectoire et
construit un bassin d’attraction plus robuste.
Cette thèse correspond à une première ébauche de réponse à des ques-
tions qui n’avaient pas été explorées auparavant. En particulier, l’exploitation des
phénomènes d’entraînement rythmique et de synchronisation non-intentionnelles
dans la conception des IHMs pourrait permettre de mettre en place des systèmes
de plus haut niveau cognitif (auto-évaluation, modulation de l’apprentissage etc...).
Nos contributions peuvent apporter des perspectives dans de nombreux do-
maines. Des travaux actuels du laboratoire visent, par exemple, à explorer l’impact
du modèle de synchronisation lors d’interactions entre des enfants autistes et un
robot. L’objectif de cette étude est d’aider les enfants autistes à communiquer par
l’intermédiaire du robot.
A long terme, les travaux répondant aux problématiques ouvertes dans cette
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thèse permettront d’introduire des capacités cognitives haut niveau chez les ro-
bots. Ces derniers seraient alors capables de reconnaître et associer des signaux
implicites témoignant des intentions de l’humain. Ceci permettra au robot de ré-
pondre à ces intentions de manière appropriée. Ainsi, le robot pourra véritable-
ment collaborer avec des humains dans des tâches complexes (manipulation d’ob-
jets lourds). Cette capacité sera très utile dans de nombreux domaines comme
l’industrie ou le médical.
Pour conclure, si l’on considère que les intentions des humains sont détermi-
nées par leurs manières d’interagir, il est alors important qu’un robot soit capable
de comprendre et d’interpréter les gestes de l’humain mais aussi d’adapter, en
conséquence, son comportement. Grâce à nos travaux portant sur l’apprentissage
interactif, nous pouvons entrevoir la possibilité de mettre en place de nouveaux
modèles pour rendre les interactions homme robot plus intuitives et naturelles.
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ANNEXE A
Outils de simulation de réseaux de
neurones
Les travaux présentés dans cette thèse ont été réalisés en majorité par le
biais de 2 outils développés par le laboratoire ETIS : Coeos un environnement
graphique de conception d’architectures neuronales ainsi que Promethe un simu-
lateur temps-réel et distribué de réseaux de neurones [Matthieu et al., 2008].
A.1 Coeos : une interface graphique de conception
d’architectures neuronales
Coeos est un environnement graphique de conception de réseaux de neu-
rones artificiels. Cet outil permet la construction et la compilation de fichier,
incluant la structure du réseau de neurones, afin d’être par la suite interprété
par le simulateur Promethe. Son fonctionnement repose sur l’édition de groupes
neuronaux connectées entre eux via des liens à poids variables (symbolisant les
connections synaptiques). Le logiciel autorise le choix du type de connectivité
(connexion plastique, réflexe/inconditionnel, un vers tous, un vers un, un vers voi-
sinage). La visualisation est celle d’un graphe orienté dont les groupes neuronaux
représentent les nœuds et les liens synaptiques, les arêtes (voir figure A.1). Une
architecture neuronale peut être scindée en plusieurs parties (ou scripts) afin de
rendre la modélisation modulaire (e.g. un script peut être dédié aux traitements
visuels tandis qu’un autre s’occupe du contrôle moteur du robot). Ces scripts
communiquent entre eux de manière synchrone ou asynchrone par le biais d’un
protocole réseau. Ils peuvent être exécutés sur des machines différentes, permet-
tant ainsi de répartir la charge de calcul. Les groupes peuvent être neuronaux,
c’est à dire suivre des règles d’apprentissage propre aux réseaux de neurones
artificiels, ou bien de type algorithmique, correspondant alors à des fonctions
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A.2. PROMETHE : UN SIMULATEUR TEMPS-RÉEL ET DISTRIBUÉ DE RÉSEAUX DE NEURONES
FIGURE A.1 – Capture d’écran de l’environnement graphique de conception d’architec-
ture neuronale : Coeos. Une fenêtre d’interactions offre la possibilité d’éditer de nouveaux
groupes neuronaux ou algorithmiques et de les interconnecter par le biais de liens de dif-
férentes sortes.
ad-hoc d’une tâche ou d’un système matériel particulier. Les groupes algorith-
miques n’apprennent pas et proposent généralement une optimisation d’un calcul
qui serait largement sous-optimal s’il était modélisé sous forme neuronale. Cer-
tains groupes algorithmiques permettent également de s’interfacer avec le matériel
embarqué du robot (caméra, carte de contrôle des servomoteurs, capteurs, etc...).
A.2 Promethe : un simulateur temps-réel et distri-
bué de réseaux de neurones
Promethe est le simulateur de réseaux de neurones artificiels permettant
l’exécution des scripts conçus puis compilés par Coeos. L’interface de debug de
Promethe permet d’afficher une représentation de l’évolution de chaque groupe
de neurones en temps réel, les ressources utilisées par tel ou tel groupe, ainsi que
d’éventuelles informations complémentaires (images provenant d’une caméra em-
barquée, graphe temps-réel de l’évolution de l’activité d’un neurone). L’interface
de debug est utilisée pour le contrôle du bon fonctionnement du système en rensei-
gnant l’utilisateur sur l’évolution des variables internes et des poids synaptiques
du système. Chaque carré noir représente un groupe neuronal du script (voir fi-
gure A.2). A l’intérieur de celui-ci, l’état des neurones du groupe est affiché sous
la forme d’un carré blanc, dont la dimension est proportionnelle à l’activité du
neurone correspondant. Un carré rouge dénote une activité "négative". Promethe
peut également être lancé « en aveugle », c’est à dire sans aucun outil graphique
de débogage afin d’améliorer sa vitesse d’exécution. Un séquenceur s’occupe de
l’ordonnancement et de l’optimisation de l’exécution des groupes en fonction de
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ANNEXE A. OUTILS DE SIMULATION DE RÉSEAUX DE NEURONES
FIGURE A.2 – Interface de debug graphique du simulateur de réseau de neurones arti-
ficiels : Promethe. L’activité des neurones de différents groupes est visible. Chaque neu-
rone est représenté par un rectangle blanc (positif) ou rouge (négatif) dont la taille est
proportionnelle à son activité. Les groupes peuvent contenir une matrice ou un vecteur de
neurones ou encore un seul neurone.
la vitesse de simulation. L’exécution des groupes est réalisée suivant un système
de propagation de jetons, à l’instar d’un réseau de Petri. Un groupe n’est exécuté
que lorsqu’il reçoit un jeton de la part des groupes connectés en amonts. Une fois
son exécution terminée, le groupe transmet un jeton aux groupes connectés en
aval. La mise à jour du réseau est donc réalisée par vagues de propagation des je-
tons. Un tel système de jetons permet de mettre en place des aspects d’exécution
temps-réel si les jetons sont envoyés à une fréquence définie. Les groupes peuvent
également être exécutés à des vitesses différentes par l’utilisation d’échelles de
temps fonctionnant comme des boucles imbriquées.
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ANNEXE B
Plates-formes robotiques
B.1 Robot mobile d’intérieur
La plate-forme Robulab de Robosoft est équipée comme suit :
• 2 roues motorisées de part et d’autre de la base mobile. Chaque roue possède
un encodeur incrémental donnant un retour odométrique des déplacements
du robot.
• 9 capteurs ultra-son de proximité disposés sur le pourtour de la base mobile.
Ils permettent d’estimer la distance aux obstacles sur une plage allant de
1cm à 2.5m. Chaque capteurs ultra-son possède une ouverture angulaire de
30°.
• 1 cou artificiel (un simple joystick disposé à l’avant du robot) auquel est
attaché une laisse permettant à l’utilisateur d’interagir avec le robot en le
tirant dans la direction souhaitée.
• 1 routeur wifi utilisé pour la communication sans fil avec un poste fixe. Cette
communication sans-fil permet le déport de certains calculs si nécessaire
ainsi qu’un poste fixe de supervision.
• 1 pc embarqué lui permettant de réaliser une partie des calculs de manière
autonome (processeur Intel Core I7 4 coeurs, 3,40 GH ; mémoire RAM 2x8
Go DDR3, disque de stockage SSD 80 Go).
• 1 caméra FireWire, montée sur un servomoteur lui permet une prise d’image
sur un panorama à 360°.
• 1 caméra UBS3, montée sur un servomoteur lui permet une prise d’image
sur un panorama à 360°.
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B.2. COMMUNICATION RÉSEAU.
FIGURE B.1 – Schéma de fonctionnement réseau de l’architecture répartie entre machine
locale et machine embarquée.
• 1 boussole magnétique renseigne le robot sur la direction du nord à tout
moment.
B.2 Communication réseau.
La masse de calcul requise par le robot est bien souvent trop importante
pour être exécutée en temps réel sur la seule machine embarquée au sein de celui-
ci. Bien souvent, il est nécessaire de déporter une part des calculs sur d’autres
machines et donc de recourir à une architecture distribuée. Une tel architecture
nécessite la mise en place d’un réseau sans fil (wifi) pour assurer la communica-
tion entre la partie mobile réactive (le robot) et la station de calcul, de sauvegarde
et d’apprentissage (un ordinateur classique) (voir figure B.1).
Ces dernières années, la puissance des cartes mères embarquées (proces-
seur i7) nous permet même de ne plus dépendre d’une station de calcul déportée,
puisque la totalité des calculs requis peut être exécuter par le robot en temps réel.
Néanmoins, une connexion wifi avec un poste déporté est souvent nécessaire pour
le contrôle et le debug distant. Chaque carte mère est connecté à un routeur wifi.
Les 2 routeurs communiquent directement (connexion de type "bridge"). Enfin, le
pc embarqué envoi des ordres moteurs haut-niveau à la base motrice (Robubox)
du robot, laquelle se charge de contrôler les moteurs en fonction.
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ANNEXE C
Le flot optique
Le psychologue américain James J. Gibson à proposer le concept de flot
optique dans les années 1940 [Gibson, 1950]. Le flot optique fournit des informa-
tions précieuses concernant les positions des objets dans l’espace ainsi que leur
fréquence de déplacement [Gibson, 1977]. Selon Horn et Schunck, "Optical flow
is the distribution of apparent velocities of movement of brightness pattern in the
image. Optical flow can arise from the relative motion of objects and the viewer"
[Horn and Schunck, 1981].
Au début des années 1980, deux algorithmes fondamentaux pour le calcul
du flot optique ont été proposés :
• Horn et Schunck [Horn and Schunck, 1981]
• Lucas et Kanade [Lucas et al., 1981]
Ces deux algorithmes permettent d’obtenir une estimation efficace du flot
optique et ont servi de catalyseur pour le domaine de recherche concerné. Évi-
demment, ces dernières années, de nombreuses méthodes plus précises ont été
développées [Motai et al., 2012].
Cependant, dans nos travaux, nous utiliserons la méthode classique propo-
sée par Horn et schunck pour estimer les vitesses de déplacement. Notre choix
se justifie par la simplicité de cet algorithme mais aussi son faible coût compu-
tationnel. De plus, la précision de cette méthode est largement suffisante pour
nos expériences. Les équations de base de l’algorithme de Horn et schunck sont
données plus bas. Enfin, on pourrait aisément remplacer ces équations par leur
homologue neuronal.
On note I(x, y, t) l’intensité lumineuse pour le pixel (x, y) à l’instant t et
(u, v), correspond au flot optique du pixel (x, y) à l’instant t. En considérant que
la luminosité est corrélée d’un instant à l’autre, on peut alors déduire que :
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I(x, y, t) ≈ I(x+ δx, y + δy, t+ 1) ou I(x, y, t) ≈ I(x+ u, y + v, t+ 1)
où w = (δx, δy, 1)T est le vecteur de déplacement entre les images aux instants t
et t + 1. Cette hypothèse nous amène à l’approximation suivante : ∂I(x,y,t)
∂t
≈ 0.
En réalisant un développement en séries de Taylor, on obtient :
∂I
∂x
.
∂x
∂t
+
∂I
∂y
.
∂y
∂t
+
∂I
∂t
≈ 0 (C.1)
En utilisant les abréviations suivantes pour les dérivées partielles :
Ex =
∂I
∂x
, Ey = ∂I∂y , Et =
∂I
∂t
, u = ∂x
∂t
et v = ∂x
∂t
on retrouve au final cette équation :
Ec = uEx + vEy + Et ≈ 0 (C.2)
L’équation C.2 correspond aux contraintes appliquées au flot optique. Comme
nous pouvons le constater il existe deux inconnues dans cette équation, il est donc
nécessaire d’ajouter de nouvelles restrictions pour obtenir les vitesses u et v. On
appellera cela le "problème d’occlusion (Aperture)".
Pour résoudre ce problème, Horn and Schunck ont introduit la nécessité
d’un filtrage local du flot optique et ont ajouté une nouvelle contrainte en minimi-
sant le carré du gradient du flot optique.
E2s = (
∂u
∂x
)2 + (
∂u
∂y
)2 + (
∂v
∂x
)2 + (
∂v
∂y
)2 ≈ 0 (C.3)
où u et v sont les composantes horizontale et verticale du vecteur vitesse. En
utilisant les deux contraintes et en introduisant un terme constant α2 pour moduler
le filtrage, il est alors possible de définir le terme d’erreur à minimiser :
Err2 =
∫ ∫
(α2E2s + E
2
c )dxdy (C.4)
Plus de détails sur la solution itérative que l’équation C.4 peuvent être trou-
vés dans [Horn and Schunck, 1981]. La figure C.1 montre un exemple d’extrac-
tion de flot optique lorsqu’une personne bouge sa main de bas en haut devant une
caméra
- 178 -
ANNEXE C. LE FLOT OPTIQUE
FIGURE C.1 – Cette figure montre un exemple d’extraction de flot optique lorsqu’une
personne bouge sa main de bas en haut devant une caméra. Les flèches représentent la
direction du mouvement.
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