Introduction
[2] The success in climate modeling over the last decades is associated, along with development of more sophisticated model dynamics and physics, with the availability of rapidly improving supercomputers that allow us to use higher resolution and/or ensemble integrations. Even the most powerful modern supercomputers impose strict practical limitations on model resolution used, especially for longterm climate simulations. There is a consensus in the climate modeling community that modern general circulation models (GCMs) should be able to use 1°Â 1°or higher global resolution. This is an important requirement for variable resolution stretched-grid (SG)-GCMs (as versions of basic uniform resolution GCMs) as well as for regional nested-grid models (driven by a GCM boundary forcing).
[3] The SG approach was originally proposed for spectral models by Schmidt [1977] and for grid point models by Staniforth and Mitchell [1978] . The SG approach has been initially used for short-term forecasting models. The variable resolution spectral Action de Recherche Petite Echelle Grande Echelle (ARPEGE) model is used at Météo-France for operational short-term forecasting for Europe since the mid-1990s [e.g., Yessad and Bénard, 1996] . A multipurpose global variable resolution model, the Global Environmental Multiscale (GEM) model [Côté et al., 1998a [Côté et al., , 1998b Yeh et al., 2002] , has been used since February 1997 by Environment Canada for operational short-term forecasting for North America.
[4] Development of SG-GCMs exploring the new SG approach to regional climate modeling was initiated in the early to mid-1990s independently by the authors, first at Météo-France with the spectral model [Déqué and Piedelièvre, 1995] and then with the grid point models of other major centers/groups in the United States, Canada, and Australia [Fox-Rabinovitz et al., 1997; Côté et al., 1997; McGregor and Dix, 1997] . There are other variable resolution models that use grid point or spectral approximations [e.g., Paegle, 1989; Paegle et al., 1996; Hardiker, 1997; Semazzi et al., 1995 Semazzi et al., , 1997 . Also, the SG versions of the National Center for Atmospheric Research (NCAR), Community Atmospheric Model (CAM) [Baer et al., 2000 [Baer et al., , 2004 Fox-Rabinovitz et al., 2004] , are under development.
[5] A variable resolution GCM using a global stretched grid with enhanced uniform resolution over the region(s) of interest has proven to be an established approach to regional climate modeling. It is being used by the authors as an alternative to the current widely used nested-grid approach introduced over a decade ago as a pioneering first step toward reliable regional climate simulations [e.g., Dickinson et al., 1989; Giorgi, 1990 Giorgi, , 1995 McGregor and Walsh, 1991 , 1993 . The SG approach allows continuous multiyear simulations to be autonomously performed without the need for a driving GCM to provide a continuous or periodic updating of conditions at the region's boundaries. In other words, a SG-GCM can be used for straightforward simulations as a usual GCM with the only difference that a variable resolution grid is used instead of a traditional uniform grid. An important advantage of SG-GCMs is that they provide self-consistent interactions between global and regional scales of motion and their associated phenomena as in a usual GCM. As a result, the appropriate spectral decomposition is provided all over the globe including the region(s) of interest [Fox-Rabinovitz et al., 2002 . Note that an adequate representation of long waves over the region of interest is a challenging problem for nested-grid models because of using a limited area domain. Some workable solutions addressing the problem have been developed [e.g., Kida et al., 1991; Biner et al., 2000; von Storch et al., 2000] . There are some limitations of the SG approach. For comparable regional domains and resolutions, global SG-GCMs require more computational resources than limited area nested-grid models. Also, there are some limitations on maximum stretching factors and maximum global grid intervals [e.g., Déqué and Piedelièvre, 1995; Fox-Rabinovitz et al., 1997] , especially for climate applications (see section 2.1). Extensive comparisons of SG-GCM simulations with the corresponding uniform grid GCM simulations, with the same amount of the global grid points in the stretched and uniform grids [e.g., Déqué and Piedelièvre, 1995; Fox-Rabinovitz et al., 1997 , 2001 Lorant and Royer, 2001; Dugas and Winger, 2005] , have shown that the SG-GCM simulations preserved the general quality of the global circulation and produced better regional mesoscale circulations (see also section 2.4).
[6] SG-GCMs provide a scientifically sound way of performing cost-effective regional climate experiments with high resolution over the area(s) of interest versus the corresponding control runs with high global uniform resolution GCMs [e.g., Côté et al., 1998a Côté et al., , 1998b FoxRabinovitz et al., 1997 FoxRabinovitz et al., , 2000 . The computational savings for climate simulations with SG-GCMs versus the control runs are ranging from $4 to 9 times for moderate stretching versions [e.g., Fox-Rabinovitz et al., 2001 to $16 times for larger stretching factors [e.g., Fox-Rabinovitz, 2000; Berbery and Fox-Rabinovitz, 2003 ]. However, these gains are smaller than those of nested-grid models, especially those with highly enhanced resolution. Regional climate simulations with SG-GCMs are used for various applications: (1) anomalous regional climate studies [Déqué and Piedelièvre, 1995; Fox-Rabinovitz et al., 2001 Berbery and Fox-Rabinovitz, 2003; McGregor and Nguyen, 2003] ; (2) chemistry transport experiments [Allen et al., 2004; Park et al., 2004a Park et al., , 2004b McGregor and Kowalczyk, 1999; Pudykiewicz et al., 1997] ; (3) climate change studies [Gibelin and Déqué, 2003; Hope et al., 2004] ; and (4) a typhoon study [McGregor and Katzfey, 1998 ]. These and other major center/group studies exploring and using the SG approach have shown its maturity. The consensus was achieved on the desirability of the SG-GCM intercomparison at this stage of development and experimentation with the models. The international stretched-grid model intercomparison project, phase-1 (SGMIP-1), using variable resolution GCMs developed at major centers/groups was initiated in 2001 and successfully conducted by the authors during 2002 -2005 . The international SGMIP-1 effort is focused on a better understanding of the SG approach, and is aimed at introduction of the SG-GCMs to a broader regional and eventually global climate modeling community. The results for the U.S. multiyear climate are available at the SGMIP Web site: http://essic.umd.edu/$foxrab/sgmip. html. The initial analysis of the SGMIP-1 multimodel ensemble has shown a solid potential of the SG approach for regional climate modeling [7] This multimodel regional climate study is conducted with enhanced 0.45°-0.5°regional resolution for SG-GCMs, with the same or a similar number of global grid points as in the 1°Â 1°global grid. This conservatively enhanced resolution is used in this study for practical considerations because of available computing resources and storage capacities. This study is devoted to analyzing the multiyear SGMIP-1 SG-GCM simulations in terms of studying the impact of high regional resolution on efficient downscaling to realistic mesoscales, regional climate variability, and the quality of the multimodel ensemble. We intentionally focused mostly on studying the multimodel ensemble results to keep the paper within a realistic scope. The differences between the models have been also briefly discussed. The future SGMIP-2 (phase-2) plans, including comparisons of high resolution stretched and uniform grid GCMs, are outlined in section 6.
[8] Section 2 contains the SGMIP stretched-grid designs and the experimental setup. Brief descriptions of the SGMIP models are given in section 3. Global and regional simulation results are discussed in sections 4 and 5, respectively. Conclusions are given in section 6.
SGMIP-1 Stretched-Grid Designs and the Experimental Setup
[9] All the SGMIP-1 SG-GCMs are the variable resolution versions of basic uniform grid GCMs of the following four major meteorological centers/groups: (1) Australian CSIRO, C-CAM; (2) Environment Canada/RPN, GEM; (3) Météo-France, ARPEGE; and (4) the United States, NASA/GSFC Goddard Earth Observing System, version 3 (GEOS-3). The SGs are presented in the above order in Figures 1a -1d and Table 1 , and the above model numbers are also used for the Taylor diagrams shown in subsections 4.5 and 5.7.
[10] All the SGMIP-1 SG-GCMs have adopted similar and consistent SG designs. They are based on an approximately 1°Â 1°global grid with its grid points redistributed according to the SG designs. The SG designs contain the area of interest with enhanced regional resolution allocated over the major part of North America including southern Canada, the United States, and northern Mexico (Figure 1) .
[11] The major parameters of the stretched grids for the SGMIP-1 SG-GCMs are summarized in Table 1 and their further details are given below in section 2. Some of the parameters are approximate. For the C-CAM, GEM and GEOS SG-GCMs, regional and maximum grid intervals are given for the model equator. The SG factors for the C-CAM and ARPEGE SG-GCMs are given for Schmidt's transformation (2.5) and also in %, the latter for consistency with the two other SG-GCMs. For these models, the approximate stretching factor is $1% inside and 2% outside the area of interest.
Stretched-Grid Designs for the Grid Point Models Using Spherical Grids
[12] The SG designs shown in Figures 1b and 1d have a uniform fine resolution over the area of interest. Outside this area, the grid intervals increase in both latitudinal and longitudinal directions as a geometric progression with a constant local stretching factor, or the ratio defined as R j = DX j /DX jÀ1 , where DX j and DX jÀ1 are adjacent grid intervals, and j is the horizontal index. Within the area of interest, resolution is uniform, and therefore R j is set equal to 1.
[13] In order to control undesired computational problems due to grid irregularity, the following conditions have to be imposed on the SG design [Vichnevetsky, 1987; FoxRabinovitz, 1988; Fox-Rabinovitz et al., 1997] . First, the uniform stretching should be used, i.e., R j should be constant for all j's outside the area of interest. Second, the moderate stretching has to be used so that the local stretching factors do not deviate from unity by more than about 5 -10% depending on a specific application. Third, to keep the global accuracy of the approximation under control, especially for long-term integrations, the maximum grid intervals have to be not larger than a few degrees. In this way, a reasonable quality of the global simulated fields is obtained, thus providing consistent interactions between global and regional scales throughout the SG-GCM integrations. Fourth, fine regional resolution over the area of interest has to be uniform for a homogeneous representation of orography, land-sea differences, and other stationary boundary forcing. The orographic forcing is represented directly on the stretched grid as an integral part of the model dynamics [e.g., Fox-Rabinovitz et al., 2000].
Stretched-Grid Design for the Grid Point C-CAM Model Using the Conformal Cubic Grid
[14] The C-CAM simulations were on a C80 conformal cubic grid (i.e., six panels each having 80 Â 80 grid points), centered on 98°W, 39°N. Using a Schmidt [1977] stretching factor of 2.5 (the same as used for ARPEGE) produces a grid spacing of 52 km over the central panel, and 324 km at the center of the coarsest panel. The grid is shown in Figure 1a . The central panel extends from 122°W to 74°W and from 19°N to 59°N, although the region of fine resolution is actually somewhat larger than this. The grid is isotropic; geometric aspects of the grid are described by McGregor [1996] and in detail by McGregor [2005a] , see also 2.3. Stretched-Grid Design for the Spectral ARPEGE Model Using Conformal Transformation
[15] The ARPEGE grid is a reduced Gauss grid with 160 latitudes and 320 longitudes. The pole is located at 100°W 40°N. The latitude circles are made closer to the new pole by the following operation: a stereographic projection with respect to the new pole, division of distances by 2.5, an inverse stereographic projection. This type of transformation is the only way to maintain isotropy on the whole sphere [Courtier and Geleyn, 1988] . Figure 1c shows the location of grid points over North America. 12-year period, 1987 -1998 . All SGMIP-1 SG-GCM integrations were started earlier to avoid initial spin-up effects. The total number of global grid points for the stretched grids used in this study is (or close to) that of the 1°Â 1°uniform global grid. The areas of interest with 0.5°Â 0.5°(or close) resolution for all SGMIP SG-GCMs cover the major part of North America and have (or are close to) the following coordinates: 20°-60°N and 130°-60°W. Notice that the high-resolution area of interest for the GEM and GEOS SG-GCMs is extended to cover Canada that results in an increase of the total number of grid points for the area (see Table 1 Analysis of the SGMIP-1 results is focused on the major scientific topics relevant to the basics of the SG approach. The multimodel ensemble mean, i.e., the average of the four SGMIP-1 SG-GCM simulated products, is the focal point of SGMIP-1 due to the growing success of the ensemble approach for climate modeling.
Surface Boundary Forcing
[17] The National Centers for Environmental Prediction (NCEP) weekly analyses of sea surface temperatures and sea-ice distributions at 2°Â 2°or 1°Â 1°resolution, and the 1/6 Â 1/6 degree orography data set are employed for surface boundary conditions, following the AMIP-2 protocol.
Calculation of Model Physics
[18] Treatment of model physics for SG-GCMs is one of the major scientific issues for the SG approach. For the SGMIP-1 SG-GCMs, the model physics is calculated on an intermediate uniform resolution grid for GEOS SG-GCM [e.g., Fox-Rabinovitz et al., 2001 or directly on SGs for other SG-GCMs [e.g., Déqué and Piedelièvre, 1995 , Côté et al., 1998a , 1998b , McGregor and Dix, 2001 . As mentioned in Introduction, extensive comparisons of SG-GCM simulations with the corresponding uniform grid (UG)-GCM simulations, with the same amount of the global grid points in SG and UG, have shown that the SG-GCM simulations preserved the general quality of the global circulation while producing better regional mesoscale circulations [e.g., Déqué and Piedelièvre, 1995; FoxRabinovitz et al., 2001 FoxRabinovitz et al., , 2002 FoxRabinovitz et al., , 2005 Figure 2 ]. This figure contains global annual and summer precipitation for both simulations with the SG-GCM and UG-GCM versus CMAP precipitation. It is shown that the simulated global precipitation fields for both SG-GCM and UG-GCM are similar all over the globe including the tropics despite using a coarser resolution far from the region of interest in SG-GCM. These and other simulated global fields are of a high quality, which is important for maintaining consistent interactions of global and regional scales within SG-GCM. Comparisons of GEM SG-GCM with its 1.8°u niform resolution AMIP-2 simulation indicate that the large-scale features outside of the high-resolution area of interest are well reproduced by the SG-GCM, and no problems were found arising from the 4 to 1 anisotropy that occurs in certain areas away from the area of interest [Dugas and Winger, 2005] . Lorant and Royer [2001] show that variable resolution is not detrimental to the ARPEGE SG-GCM physics, provided that the minimum resolution along the equator is finer than 400 km, which is the case for SG used for SGMIP-1.
Computational Overheads
[20] Although SG-GCMs use usually a redistribution of the same or a similar number of global grid points as that of the corresponding UG-GCM, there are some overall computational overheads like using the refined polar filter [Takacs et al., 1999] instead of FFT (Fast Fourier Transformation). The overheads are 6% or less for the ARPEGE and C-CAM SG-GCMs, and 10% for the GEM and GEOS SG-GCMs.
Data Storage
[21] All the global and regional 3-D and 2-D prognostic and diagnostic fields are stored every 6 hours and provided on the uniform 0.5°Â 0.5°grid, in terms of monthly means at the 21 mandatory and interpolated pressure levels from the surface or 1000 hPa to 10 hPa. Reanalysis fields are interpolated onto the same 0.5°Â 0.5°global grid for validation purposes. The AMIP-2 format is used for all data sets.
Verifying Data Sets
[22] The 2°Â 2.5°horizontal resolution NCEP-NCAR [Kalnay et al., 1996] and ECMWF (European Centre for Medium-range Weather Forecasts) global reanalyses are employed to evaluate the SG-GCM prognostic fields. Precipitation and 2-m temperature (T2M) simulations are compared to independent high-resolution rain gauge precipitation and T2M data produced on a 0.5°Â 0.5°grid (land only) for (that covers the first 10 years of the SGMIP-1 simulations) and available from the University of Delaware [Willmott and Matsuura, 2001] . Also, the 2.5°Â 2.5°precipitation data set called Climate Prediction Center (CPC) Merged Analysis of Precipitation (CMAP), which is discussed by Xie and Arkin [1997] , is used. Other details of the SGMIP-1 SG-GCM simulation setup are given in section 3.
Brief Descriptions of the SGMIP Models

C-CAM SG-GCM
[23] The conformal cubic atmospheric model (C-CAM) has been developed at CSIRO over the last 9 years.
Model Dynamics
[24] 1. Global grid: C-CAM is formulated on a quasiuniform grid, derived by projecting the panels of a cube onto the surface of the Earth (Figure 1a) . The conformal cubic grid was devised by Rančić et al. [1996] . Using the Schmidt [1977] transformation, C-CAM can be run in a SG mode to provide high resolution over any selected region. The SG details are provided above in section 2.2 and Table 1 .
[25] 2. Vertical grid: This consists of 18 dimensionless vertical sigma pressure levels, from 0.99554 to 0.00446.
[26] 3. Numerical scheme: The dynamical formulation of C-CAM is described by McGregor and Dix [2001] and in detail by McGregor [2005a] . The model is hydrostatic, with two-time-level semi-implicit time differencing. The time step is 12 min. It employs semi-Lagrangian horizontal advection with bicubic horizontal interpolation [McGregor, 1993; McGregor, 1996] . For the SGMIP-1 simulations, semi-Lagrangian vertical advection was also used. For moisture advection, the quasi-monotone limiter of Bermejo and Staniforth [1992] is applied. The grid is unstaggered, but the winds are transformed reversibly to/from C-staggered locations before/after the gravity wave calculations, providing improved dispersion characteristics [McGregor, 2005b] . As with most semi-Lagrangian models, the time differencing is made weakly implicit by off-centering [Rivest et al., 1994] in order to avoid resonances near steep orography for large Courant numbers. The model employs a global a posteriori conservation scheme for both total dry air mass and moisture.
Model Physics
[27] Physics computations are performed on the model stretched grid, using the dynamics time step, except for radiation which is only calculated twice hourly.
[28] 1. Radiation: The GFDL parameterization for longwave and short-wave radiation [Fels and Schwarzkopf, 1975; Schwarzkopf and Fels, 1991] is employed, with interactive cloud distributions, diagnosed in the SGMIP simulations from relative humidity.
[29] 2. Turbulence: C-CAM employs a stability-dependent boundary layer scheme based on the Louis [1979] scheme, together with nonlocal vertical mixing [Holtslag and Boville, 1993] .
[30] 3. Convection: The mass flux cumulus convection scheme was developed at CSIRO [McGregor, 2003] , and includes detrainment, downdrafts and evaporation of rainfall. A 20-min convective timescale is utilized for the SGMIP-1 simulations, which may be compared to the model time step of 12 min. For these simulations, the simple Tiedtke [1984] shallow convection scheme was also used, together with cloud distributions diagnosed from relative humidity.
[31] 4. Gravity wave drag: The gravity wave drag scheme of Chouinard et al. [1986] is included; weak deformationbased horizontal diffusion is also used in these simulations.
[32] 5. Land surface model: The model employs a canopy scheme as described by Kowalczyk et al. [1994] , having six layers for soil temperatures, six layers for soil moisture (solving Richard's equation), and three layers for snow. The simulations include a simple instantaneous enhancement of sea surface temperatures under conditions of low wind speed and large downward solar radiation.
GEM SG-GCM
[33] The GEM model is described in Côté et al. [1998a Côté et al. [ , 1998b and Yeh et al. [2002] .
Model Dynamics
[34] 1. Global grid: The horizontal resolution is 0.45°o ver the high uniform resolution window covering North America, going down to a minimum of 1.8°with a stretching of 7% occurring over 20 points. The SG is shown in Figure 1b and its details are provided above in section 2.1 and Table 1. [35] 2. Vertical grid: The top of the model is at 2 hPa with 60 hybrid unstaggered vertical levels. [36] 3. Numerical scheme: It is a two-time-level implicit semi-Lagrangian grid point model on an Arakawa C grid. It is unconditionally stable and for the SGMIP-1 run the time step of 1350 s (22.5 min) was used. A slight offcentering is used to eliminate any possible orographic resonance effects. GEM conserves the total mass of air rather than the total mass of dry air. Specifically, GEM conserves the global average logarithm of surface pressure in an a posteriori manner with corrections applied at each time step. The surface pressure itself is not exactly conserved but has small oscillations of the order of a very few hundredths of hPa.
Model Physics
[37] Physics computations are performed on the model SG. The full radiation is calculated every 90 min (i.e., four model time steps) while the rest of the physics is calculated at every time step. The solar radiation is interpolated following the value of the solar zenith angle in between radiation time steps.
[38] 1. Radiation: Short-wave radiation of Fouquart and Bonnel [1980] and long-wave radiation of Garand and Mailhot [1990] are used for the tropospheric and lowerstratospheric (below 30 hPa) domains while stratospheric long-wave radiation of Fomichev and Blanchet [1995] is used upward of 30 hPa. The full radiation is calculated at every other vertical level and interpolated on the intermediate levels.
[39] 2. Turbulence: Treatment of eddy vertical diffusion in the PBL rests on a time-dependant equation for the turbulent kinetic energy and is described in Benoit et al. [1989] .
[40] 3. Convection: Convection and large-scale condensation are provided by the classical Kuo [1974] scheme while condensation is handled by the Sundqvist et al. [1989] scheme.
[41] 4. Gravity wave drag: The gravity wave drag parameterization of McFarlane [1987] and low-level blocking of Lott and Miller [1997] are implemented by Zadra et al. [2003] .
[42] 5. Land surface model: ISBA (Interaction between Soil, Biosphere and Atmosphere) is the land surface scheme over North America [Bélair et al., 2003a [Bélair et al., , 2003b while elsewhere the simple force-restore scheme [Deardorff, 1978] is used.
ARPEGE SG-GCM
[43] The ARPEGE model is a climate version of the forecast model ARPEGE/IFS used by Météo-France and ECMWF for operational numerical weather prediction [Déqué et al., 1994] . The version 3.1 is used here.
Model Dynamics
[44] 1. Global grid: The SG details are provided above in section 2.3; see also Figure 1c and Table 1. [45] 2. Vertical grid: 31 vertical levels in hybrid sigma pressure coordinate are used. They exactly correspond to those used in ERA15 [Gibson et al., 1997] .
[46] 3. Numerical scheme: The linear terms are calculated using spherical harmonics decomposition (the so-called spectral model). The harmonics are truncated to total wave number 159 (T159 truncation). The advection is semiLagrangian with two time levels [Tolstykh, 1996] . The nonlinear terms, as well as the physics, are calculated on a grid with 160 pseudo latitudes and 320 equidistant pseudo longitudes (the so-called Gauss grid). To save computation time, the number of grid points along a latitude circle is reduced near the poles. The time step is 20 min. Mass conservation is ensured by a uniform correction of dry air pressure applied every 5th day, so that the mass of dry air is kept constant (983.20 hPa).
Model Physics
[47] Model physics is calculated on the same grid and at the same time step as the nonlinear dynamical terms, except for radiation which is called every 3 hours.
[48] 1. Radiation: The Morcrette [1990] scheme is used to calculate both the long-wave and short-wave radiation. The long-wave radiation fluxes are corrected at every time step by a linear term to maintain the feedback with surface temperature.
[49] 2. Turbulence: The Ricard and Royer [1993] scheme is used. This scheme provides cloud, stratiform precipitation, and vertical diffusion coefficients, in a consistent way, on the basis of a statistical submesh distribution of the variable. Liquid and solid water, as well as turbulent kinetic energy are diagnosed at each time step from large-scale historical variables (temperature, wind and water vapor).
[50] 3. Convection: The convection scheme is derived from the mass flux scheme with the moisture convergence closure described by Bougeault [1985] .
[51] 4. Gravity wave drag: In the upper atmosphere, momentum deposition of gravity waves generated by unresolved orography is parameterized in a similar way as in the Lott and Miller [1997] scheme.
[52] 5. Land surface model: The soil scheme consists of a four-layer diffusion scheme for temperature and the ISBA soil vegetation scheme [Douville et al., 2000] for the hydrological cycle.
GEOS-3 SG-GCM
[53] Development of the GEOS SG-GCM as a SG version of the basic GEOS-3 GCM, aimed at regional climate applications, was done at the University of Maryland in collaboration with NASA/GSFC.
Model Dynamics
[54] 1. Global grid: The model uses a spherical latitudelongitude grid. The total number of global grid points for SG is that of the 1°Â 1°uniform global grid. The 0.5°Â 0.5°uniform resolution is used over the area of interest. SG details are provided above in section 2.1; see also Figure 1d and Table 1. [55] 2. Vertical grid: 70 sigma [Lorenz, 1960] layers are used between the surface and the 0.01 hPa level.
[56] 3. Numerical scheme: The momentum equations are written in the ''vector invariant'' form, as in Sadourny [1975] and Arakawa and Lamb [1981] , to facilitate the derivation of the energy and potential enstrophy conserving fourth-order differencing scheme, and the thermodynamic and moisture equations are written in a flux form to facilitate potential temperature and moisture conservation [Suarez and Takacs, 1995] . The total dry air mass is conserved. The Arakawa C grid is used for the horizontal approximation. A refined high-latitude filter [Takacs et al., 1999] and a Shapiro [1970] filter are applied directly on the SG fields. The vertical differencing scheme is described in Arakawa and Suarez [1983] . The explicit time scheme is used, namely the leapfrog scheme combined with the Asselin [1972] time filter, and with a time-averaged pressure gradient [Schuman, 1971; Brown and Campana, 1978; FoxRabinovitz, 1974] . The time step is limited to 120 seconds because of the impact of a strong upper stratospheric jet.
Model Physics
[57] The model physics or diabatic tendencies are computed on an intermediate uniform 1°Â 1°grid and updated every hour, with the exception of long-wave radiation calculated every 6 hours. Then, they are interpolated, prorated per time step and applied to the SG, so that the model integration history resides effectively on the SG. Such an approach is justified by the assumption that model physics and dynamics can be treated at different temporal and spatial resolutions [see Lander and Hoskins, 1997] .
[58] 1. Radiation: Long-wave and short-wave radiation are parameterized following Chou and Suarez [1994] .
[59] 2. Turbulence: The planetary boundary layer and the upper level turbulence parameterizations are based on the level 2.5 closure model of Helfand and Labraga [1988] and Helfand et al. [1991] .
[60] 3. Convection: The Relaxed Arakawa-Schubert (RAS) cumulus convection and the reevaporation of falling rain are parameterized following Moorthi and Suarez [1992] and Sud and Molod [1988] .
[61] 4. Gravity wave drag: The orographic gravity wave drag parameterization follows Zhou et al. [1995] . [62] 5. Land surface model: The land surface parameterizations are performed by the Mosaic land surface model [Koster and Suarez, 1996] .
Global Simulation Results
[63] In this and the next sections we will focus on a discussion of the general quality of global and regional fields of the SGMIP-1 multimodel ensemble, including both its spatial and temporal characteristics.
Zonal Mean Vertical Distributions
[64] We will start our analysis of the 12-year SGMIP-1 simulations with discussing the temporal and zonal mean vertical distributions of temperature shown in Figure 2 for the ensemble mean and two ensemble members. The ensemble mean distribution is similar to that of the NCEP reanalysis (Figures 2a and 2b) . Their difference or ensemble bias for the most part of the vertical domain is about 1 K by magnitude (Figure 2c ). Ensemble bias is twice larger but still within 2 K by magnitude in the lower troposphere and within the 200 -100 hPa layer in the tropics. It increases to 4 K by magnitude within the layer for 30°S and southward and within the 700 -1000 hPa layer for a small part of the southern polar domain. These larger but still limited biases occur far away from the area of interest.
[65] The biases for two ensemble members, namely for models 2 and 4, are shown in Figures 2e and 2g , respectively. Over the major part of the vertical domain, biases for both models are small, mostly within the 0 -2 K range. However, we have chosen to show these particular model biases because they are larger than those of other ensemble members, model 1 and model 3. More specifically, the biases are up to 13 -14 K by magnitude in the upper troposphere in the tropics for model 2 (Figure 2e ) and over the southern polar domain for model 4 (Figure 2g ). Increased but more moderate biases, up to 6-8 K by magnitude, are shown also for both models 2 and 4 in the lower troposphere over the southern polar domain and in the upper troposphere over the northern polar domain. An interesting feature of these bias distributions for models 2 and 4 is that they are predominantly of an opposite sign and therefore are canceling each other within the ensemble mean that results in a significant reduction of its bias. Note that the GEM GCM zonal mean temperature bias shown in Figure 2e was diagnosed to be mostly related to a deficient long-wave radiation forcing in the lower stratosphere. This problem has been corrected in more recent versions of GEM GCM and had nothing to do with the model's horizontal resolution.
[66] In addition to biases, the root-mean-square errors (RMSE) for the ensemble mean and models 2 and 4 are shown in Figures 2d, 2f , and 2h, respectively. Although over a significant part of the vertical domain RMSE for the ensemble mean and both models are limited to about 2 K, the ensemble RMSE are considerably smaller overall than those of models 2 and 4, especially for the 200 -100 hPa layer. Zonal mean vertical distributions for other prognostic variables show the same similarity to the corresponding reanalysis fields, with biases and RMSE significantly reduced for the ensemble mean.
Horizontal Distributions
[67] The 500 hPa heights for the 12-year ensemble mean and reanalysis are very close to each other patternwise, with global means differing by just $5 m, and minimum and maximum values differing by $86 m and 3 m by magnitude, respectively (Figures 3a and 3b) . Their global mean difference or bias (Figure 3c of other simulated fields show the same close similarity to reanalyses.
Zonal Mean Annual Cycle
[68] The zonal mean annual cycle for T2M for the ensemble mean and ECMWF reanalysis is shown in Figure 4 . The annual cycle trends and patterns are close to each other for all months and latitudes, with minimum and maximum values differing by about 1 K (Figures 4a and 4b) . The mean bias is quite small, about À0.5 K (Figure 4c ). The bias is mostly just within the 0 -1 K range, with the maximum about 2 K, during February -June or mostly for the boreal spring season, north of $50°N. Larger, but still mostly 2 -4 K, biases are shown only within the southern polar domain. The above results and also those for precipitation and other fields confirm that the annual cycle is well reproduced by the ensemble mean.
Time Series
[69] The time series of global mean T2M for the ensemble mean and NCEP reanalysis are presented in Figure 5 .
The time series are very close to each other and are dominated by the steady seasonal trend, with the amplitudes slightly varying within $0.5 K for the entire 12-year period ( Figure 5 (top) ). The ensemble mean is slightly cooler that corresponds to slightly deeper minima and slightly reduced maxima compared to those of the reanalysis. The maxima for the ensemble mean exhibit predominantly cooler midyear peaks, with the exception of 1993 and 1998. End of the year minima are cooler for the ensemble mean, except for 1996. Bias or the deviation of the ensemble mean from the NCEP reanalysis is quite small and limited to just the À0.6 -0.4 K range ( Figure 5 (bottom) ). It also shows a seasonal trend. Namely, positive (warmer) bias for the ensemble mean occurs in the second part of the year whereas negative (cooler) bias occurs in the first part of the year. The cooler bias is slightly stronger than the warmer bias. Still, the annual mean bias is quite close to zero.
Taylor Diagrams
[70] Let us now show the performance of each of the participating models and their ensemble mean using the Taylor [2001] diagrams. Basically, the Taylor diagrams include the correlation (the radial lines) and RMSE calculated against observations. The zero RMSE point is located on the x axis at the 1.00 point, so that the distance from this point indicates the error magnitude. The Taylor diagram for global mean precipitation for all the participating models (indicated by numbers identified in section 2) and their ensemble mean calculated against CMAP precipitation data set is shown in Figure 6 for the boreal winter (DJF) and summer (JJA) seasons, and for the annual mean (ANN). All models exhibit quite a similar performance with the high correlation coefficient (CC) of $0.8. Most importantly, the ensemble mean has the CC of $0.85 -0.87 for both seasons and $0.9 for the annual mean, which is noticeably higher than that of any of the particular models. The ensemble mean RMSE is also consistently and noticeably smaller than those of the particular models. The Taylor diagrams for global mean precipitation calculated against the University of Delaware data set show quite similar results. For the Taylor diagrams for global mean T2M calculated against the University of Delaware data set, the ensemble mean CCs are even higher, 0.92 for DJF, 0.94 for JJA, and 0.96 for the annual mean (ANN), with consistently very small RMSE. All the participating models show quite similar results. These Taylor diagrams have clearly demonstrated the advantage of the global SGMIP-1 multimodel ensemble mean.
Regional Simulation Results
[71] In this section, we will validate the results obtained for the North American region for the SGMIP-1 multimodel ensemble mean compared against reanalyses or observations.
Zonal Mean Distributions
[72] The time-averaged zonal mean distributions for sea level pressure (SLP) and precipitation are shown in Figure 7 . The 12-year means of the ensemble mean and NCEP reanalysis for SLP are quite close to each other (Figure 7a) . Their deviation or bias (Figure 7b ) is small, within the 0.6 hPa range, whereas regional mean bias is very close to zero. The ensemble mean distribution for the summer (JJA) precipitation is similar to that of CMAP (Figure 7c ). Bias (Figure 7d ) is within 0.8 mm/day but mostly just within 0.4 mm/day by magnitude, whereas regional mean bias is very close to zero.
Horizontal Distributions
[73] The 12-year mean of the ensemble mean and NCEP reanalysis for the 500 hPa heights are shown in Figure 8 . The patterns are very close to each other (Figures 8a and 8b) . Their deviations or bias (Figure 8c [74] The 10-year means of the ensemble mean and the University of Delaware precipitation data have similar patterns (Figures 9a and 9b) , with bias mostly below 0.5 mm/day, and the mean bias of just 0.1 mm/day (Figure 9c ). The well simulated mesoscale features include the patterns over the western and eastern coastal areas, the Appalachians, and the coastal areas of the Gulf States from Texas to Florida. The similarity is even closer for the summer season (JJA) (Figures 9d and 9e) , with bias mostly about 0.5 mm/day and not exceeding 1 mm/day (besides some limited areas) and practically zero mean bias (Figure 9f ). As shown in Figures 9d and 9e , the increased JJA precipitation over the Midwest (Iowa-Missouri-Kansas-NebraskaColorado) and the increased mesoscale precipitation over the Gulf States and eastern coastal areas and over the Appalachians are well simulated in the ensemble mean. The NAMS (North American Monsoon System) JJA precipitation over Mexico and over the secondary southwestern U.S. monsoonal area, Arizona and New Mexico, are well simulated.
Winter-Summer Differences
[75] Let us consider now in this and the next subsections the fields showing the regional temporal variability. We start from presenting the winter (DJF) and summer (JJA) seasonal differences for the 850 hPa heights for the ensemble mean and NCEP reanalyses (Figure 10 ). (Notice that the isolines are not produced for the ensemble mean and bias over the areas elevated above the 850 hPa level, namely over the part of the Rocky Mountains located approximately within 120°W -105°W and 34°N-44°N .) The seasonal DJF -JJA difference patterns are close to each other (Figures 10a  and 10b ) with bias mostly within just 3 -6 m, and with a mean bias of À3 m (Figure 10c ). The bias is larger, although still quite limited, over the areas of New England and southeastern Canada where it increases to 9 -21 m and over Oregon and Washington states where it increases to 12-33 m. The DJF -JJA differences for the 925 hPa meridional winds show the same similarity of patterns with the mean bias of À0.6 m/s. The seasonal differences over the LLJ area and the mesoscale features over the Appalachians are well simulated.
Zonal Mean Annual Cycle
[76] The annual mean cycle has similar distributions for the 12-year ensemble mean and CMAP precipitation (Figures 11a and 11b) . Bias (Figure 11c ) is mostly within the 0.4-0.8 mm/day range by magnitude, with a mean bias of just 0.2 mm/day. The maximum bias of 0.8 mm/day is shown for the winter and spring seasons (December to May) Figure 9 . Time-averaged (10-year, 1987 Time-averaged (10-year, -1996 regional precipitation (over land only), in mm/day, for annual (left) and summer (JJA) (right) for (a, d) ensemble mean; (b, e) University of Delaware gauge data; and (c, f) biases or the differences between ensemble mean and University of Delaware gauge data. Contour interval is 0.5 mm/day.
for the 40°-50°N area, and for July for the small 25°-28°N area (Figure 11c ). The T2M annual mean cycle also shows similar distributions for the 12-year ensemble mean and ECMWF reanalyses, with mean bias of À1.1°K. The T2M annual cycle bias is mostly larger for the winter and spring seasons for which it is within the À1.5 to À4 K range, with the minimum of À3 to À4 K shown for the 38°-50°N area. For the summer and fall seasons the bias is significantly smaller and is within 0 to 1 K for all the regional latitudes.
[77] The increased differences or biases between ensemble means and observations for both precipitation and T2M zonal annual mean cycles, for the winter and spring seasons for the 40°-50°N area, are probably at least partly associated with a relatively short period of integration and limited ensembles. Larger ensemble and longer integrations could be beneficial for a better representation of the features.
Time Series
[78] The T2M time series for the ensemble regional mean and NCEP reanalyses and their differences or bias are presented in Figure 12 , top and bottom, respectively. The time series show the strong seasonal cycle with the mid summer maxima and mid winter minima usually slightly overestimated in the ensemble mean (Figure 12 (top) ). Bias is mostly limited to the 0 -2 K range by magnitude, with the time mean bias close to zero (Figure 12 (bottom) ). Bias increases to 2.5 -3 K by magnitude for just 7 separate winter season months (within the 12-year period) during winter. The precipitation time series for the ensemble mean and CMAP precipitation also show a strong seasonal cycle with an overestimation of precipitation in the ensemble mean for the warm season. It is noteworthy that for the summer of 1993 (June -July, JJ), including such a significant anomalous event as the strong Midwest flood, the ensemble mean (and especially one of the participating models) is quite close to CMAP precipitation even after $6.5 years of the simulation. However, we cannot exclude the possibility that this interesting result could be just coincidental.
Interannual Variability or Ensemble Dispersion
[79] The natural climate variability represented by the standard deviations (with the annual trend removed) of the annual means for observational and reanalysis data and the ensemble mean are shown in Figure 13 for CMAP and ensemble precipitation and in Figure 14 for 500 hPa heights, for both the global and regional domains. The ensemble mean patterns of the standard deviations for precipitation for the global and regional domains (Figures 13b  and 13d ) are close to those of the standard deviations for the observations (Figures 13a and 13c ). More specifically, for the global domain, standard deviations are larger in the tropics (Figures 13a and 13b) where they are close for the ensemble mean and observations. In the extratropics, the larger standard deviations are also close for the ensemble mean and observations, especially over the eastern United States. They are also close for the surrounding Atlantic Ocean, parts of western Europe, eastern China, Japan, and surrounding Pacific Ocean. Notice that these areas have a relatively fine resolution (in the latitudinal direction only) due to stretching for two of the models.
[80] For the region of interest, the increased standard deviations over the west and east coast areas, the Gulf States coastal area, and the surrounding ocean areas are well represented in the ensemble mean and are consistent with observations (Figures 13c and 13d) . The extension of increased standard deviations over the Midwest (the tongue reaching the Great Lakes area) is also represented but is weaker than that in the observations. The increased standard deviations over the NAMS area, including Mexico and some extension toward Arizona and New Mexico, are shown in the ensemble mean as well as the decreased standard deviations over the Rockies. It is likely that the standard deviation distribution would have benefited, in terms of producing more mesoscale features, from an extended ensemble.
[81] Both the global and regional standard deviations for 500 hPa heights show the strong similarity for the ensemble mean and NCEP reanalysis (Figure 14) . For the global domain (Figures 14a and 14b) , the standard deviations pattern for the ensemble mean is very close to that of the reanalysis. The standard deviations are only slightly smaller mostly over the polar domains compared to the NCEP reanalysis. Over the region of interest (Figures 14c and 14d) , the major pattern features, the strong ridge extending from Texas and New Mexico through the Midwest into Canada and the two troughs on both the east and west sides of the ridge, are well represented in the ensemble mean compared to the reanalysis. However, the major features are slightly smoothed for the ensemble mean and the ridge is slightly shifted eastward. As mentioned above, a larger ensemble could be beneficial for a better representation of the features.
Taylor Diagrams
[82] The Taylor diagrams for regional precipitation simulated by different models and their ensemble mean are presented in Figure 15 for winter (DJF), summer (JJA), and annual (ANN) means. For DJF and ANN, all models and the ensemble mean show practically the same high-quality results, whereas for JJA model 2 and the ensemble mean are better. The correlation coefficients (CCs) for DJF for models 1-4 and the ensemble mean are in the $0.82 -0.92 range. For JJA, CC for model 2 is $0.84 and for the ensemble mean is $0.78. For ANN, models 2 and 4 and the ensemble mean have CCs of $0.87 and 0.92, and CCs for models 1 and 3 are also quite high, $0.8-0.83.
[83] For the T2M Taylor diagrams produced using the University of Delaware data, the spread between the models is very small, that is, they are very close to each other and to the ensemble mean, with very small RMSE. CCs for T2M are high, namely for DJF and ANN, CCs are $0.93 and for JJA $0.9. The regional Taylor diagrams indicate that the ensemble means are close to observations but can benefit from a more extended ensemble, with longer integrations and more models, especially for JJA.
Conclusions and Future Plans
[84] The climate simulation results obtained with the SGMIP-1 SG-GCMs have shown the maturity of the SG approach. The 12-year regional simulations are analyzed in terms of studying the impact of high regional resolution on efficient downscaling to realistic mesoscales, regional climate variability, and the quality of the multimodel ensemble. This is what has been learned from SGMIP-1: (1) The appropriate moderate stretching design for long-term climate simulations is defined; (2) the SG approach works well and is robust for SG-GCMs with different dynamics and physics; namely, for dynamics using spectral and grid point schemes, with spherical and geodesical grids, and for physics calculated at intermediate uniform or variable resolution for the resolution range of 0.5°to 2°-3°(with a moderate stretching); (3) the SGMIP-1 SG-GCMs provide high-quality regional and good quality global climate simulation products, with some differences between the models documented through producing the Taylor diagrams; (4) the advantage of using the multimodel ensemble (MME) mode has been demonstrated, in the sense that the MME means are closer to reanalyses and observations than the individual ensemble members; and (5) larger regional ensembles are desirable especially for including the impact of better resolved land-sea differences, and longer periods of integration are also desirable.
[85] It is noteworthy that, in line with the AMIP experience, only the comprehensive set of Taylor diagrams and other model characteristics, produced for the variety of model prognostic and diagnostic fields, should be cautiously used for arriving at any conclusions on the relative performance of the SGMIP-1 models.
[86] More specifically, the major SGMIP-1 results are as follows.
[87] 1. Efficient regional downscaling to realistic mesoscales is obtained with small/limited regional biases for time-averaged model products that are a fraction ($50% or less) of reanalysis or observational errors, just as a reference. Biases are larger, twice the reanalysis or observational errors, only for the southern polar domain (notice that our SGs have the North American area of interest). Overall, biases are within the uncertainties of available reanalyses.
[88] 2. Seasonal and interannual variability are well represented, namely annual cycles, seasonal differences, time series, and variances/standard deviations are close to those of observations or reanalyses.
[89] 3. Orographically induced precipitation and other simulation products are well simulated at mesoscales and larger scales because of high-resolution regional forcing. The major positive regional impact from stretching is directly obtained from a better resolved model dynamics and regional enhanced resolution stationary boundary forcing, i.e., orography and land-sea differences. In that sense, the improvements are obtained near small-scale terrain features and coastlines and are reflected, for example, in the Appalachian and coastal precipitation. However, some improvements associated with a better resolved land-sea differences may be obtained only when using larger ensembles [e.g., Fox-Rabinovitz et al., 2005] .
[90] The future SGMIP-2 (phase-2) plans endorsed by the WMO/WCRP/WGNE, include performing the experiments with (1) SG-GCMs with the prime area of interest over the major part of North America and (2) uniform fine and intermediate resolution GCMs. These SGMIP-2 experiments will provide the possibility for a comprehensive analysis of enhanced variable and uniform resolution GCMs and their unique high-resolution ensembles against reanalysis and observations. The SGMIP-2 experiments will be conducted for the longer period of integration, from 1979 to 2003 or the present time.
[91] The SGMIP-1 and SGMIP-2 will be providing contributions to WMO/WCRP/WGNE, Climate Variability and Predictability program, Global Energy and Water Cycle Experiment, Intergovernmental Panel on Climate Change, and to other national and international programs. The SGMIP effort, aimed at introduction of the SG-GCMs to a broader regional and global climate modeling community, contributes to a better understanding of the efficient SG approach to climate modeling and the variety of applications. The SGMIP effort reflects a trend in the modeling and broader communities to move toward more detailed climate assessments and applications important for the public, business and policy decision makers, as well as for international collaborations on climate-related issues.
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