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Abstract
In this paper, we present a new terminal sliding mode control to achieve predefined-time stability of robot manipulators. The
proposed control is developed based on a novel predefined-time terminal sliding mode (PTSM) surface, on which the states are
forced to reach the origin in a predefined time, i.e., the settling time is independent to the initial condition and can be explicitly
user-defined via adjusting some specific parameters called the predefined-time parameters. It is also demonstrated that the
proposed control can provide satisfactory steady-state performance in the case of both external disturbances and parametric
uncertainties. Besides, we present a formal systemic analysis method to derive the sufficient conditions for guaranteeing the
predefined-time convergence of the closed-loop system. Finally, the effectiveness and performance of the presented control
scheme are illustrated through both theoretical comparisons and numerical simulations.
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1 Introduction
In the past decades, the stabilization problems of
nonlinear systems have been a magnet for large research
attention due to its wide potential applications [1–3].
These results were mainly focused on first-, second-order
nonlinear systems and Lipschitz-type systems. Thus,
they cannot be directly applied to regulate the robot
manipulators, whose dynamics are generally described
as the Euler-Lagrange system. This system has been
recognized as a practical model to describe various rigid
bodies, such as surface vehicles [4], networked robotic
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systems [5, 6], and teleoperation systems [7].
Therefore, increasing efforts have been devoted to the
stabilization of robot manipulators and other Euler-
Lagrange systems [8–11]. In these systems, the para-
metric uncertainties and external disturbances are in-
evitably involved within the dynamics and generally
have negative impacts on system stabilization. To elim-
inate these impacts, there have arisen many control
techniques, including the parameter-adaptive sliding
mode control [6, 8], neural-network-based sliding mode
control [10, 11], to name a few. It has been illustrated
from the above-mentioned literatures that the sliding
mode control is an effective way to deal with such class
of robust stabilization problems due to its capability of
disturbance rejection.
Most of the existing sliding mode control schemes are
designed based on the linear sliding mode (LSM) sur-
face, on which the states converge to the origin exponen-
tially as time approaches infinity [5, 6]. Then, in order
to achieve finite-time stability of the states, the terminal
sliding mode control technique has been presented based
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on terminal sliding mode (TSM) surface, which can force
the states to approach the origin in a finite time [12–14].
The obtained finite time is related to the initial condi-
tion, detailedly, it generally increases if the value of the
initial states rises, which thus prevents the applications
of the finite-time TSM control in the case of large initial
values. Thus, more recent researches focused on deriv-
ing the uniform boundedness of the settling time regard-
less of the initial conditions, being referred to as fixed-
time stability [15, 16]. Although the fixed-time schemes
can generally provide faster convergence speed compar-
ing with the finite-time ones, the obtained fixed time
generally has a complicated relationship with several
system/control parameters, and cannot be easily user-
defined. However, it is of great significance to define the
settling time in advance for task planning of practical
engineering applications. Therefore, to predefine the set-
tling time, a novel concept named predefined-time sta-
bility has been introduced to describe a new type of sta-
bility, in which the settling time for the convergence of
the states can be explicitly user-defined through the ad-
justment of some predefined-time parameters [17–20].
As a consequence, the prescribed-time (i.e., predefined-
time) stability of first-order integrator has been pre-
sented in [21] by introducing a time-varying scaling
function. Wang, et al, [7] have investigated the adaptive
fault-tolerant prescribed-time control for teleoperation
systems by employing a specific time-varying piece-wise
function. Due to the employment of the LSM sur-
face, the practical predefined-time tracking problems
(i.e., the tracking errors converge to a bounded set) of
robotic manipulator has been solved in [17]. All in all,
the zero-error predefined-time stabilization problem for
robot manipulators has not been well addressed, due
to the lack of an applicable predefined-time terminal
sliding mode (PTSM) surface, on which the states will
be forced towards the origin within a predefined time.
Motivated by the above discussions, a newly-designed
PTSM surface is proposed to handle the predefined-time
stabilization problem of robot manipulators with both
external disturbances and parametric uncertainties. The
main contribution of this paper is to solve the zero-error
predefined-time stabilization problem of robot manipu-
lators, different from the results presented in [17], which
can only achieve practical predefined-time stability of
the states, i.e., the states converge to a bounded neigh-
borhood of the origin in a predefined time. We present
a new PTSM to replace the LSM used in [17] to solve
such a challenging problem. It is also illustrated from
both numerical simulations and theoretical comparisons
that the presented PTSM control schemes can provide
satisfactory performance (i.e., the cost of the control in-
put, the steady-state performance) and can be easily
extended to develop controllers for effectively regulat-
ing other higher-order nonlinear systems in a predefined
time.
The remaining parts are organized as follows. Sec-
tion 2 provides the relative preliminaries. The newly-
designed PTSM surface and the predefined-time stabil-
ity are presented in Section 3. The predefined-time sta-
bilization problem of robot manipulators is analyzed in
Section 4. The numerical simulation results are included
in Section 5. Finally, conclusions are summarized in Sec-
tion 6.
Notations: R denotes the real number field, and Rn
represents the n-dimensional Euclidean space. λmin(·)
symbolizes the minimum eigenvalue of the correspond-
ing matrix. ◦ denotes the Hadamard product, detailedly,
given x = [x1, x2, . . . , xn]
T and y = [y1, y2, . . . , yn]
T ,
one has x ◦ y = [x1y1, x2y2, . . . , xnyn]T . Besides,
some operate modes are defined as follows, sig(x)k =
[sgn(x1)|x1|k, sgn(x2)|x2|k, . . . , sgn(xn)|xn|k]T , and
[[x]]
k
= [xk1 , x
k
2 , . . . , x
k
n]
T , where k is a positive constant.
2 Preliminaries
2.1 Conventional terminal sliding mode surface
The conventional TSM surfaces for deriving finite-
time stability [14] and fixed-time stability [15, 16] are
usually respectively designed as
s = x˙+ b1sig(x)
ν (2.1)
s = x˙+ a1x+ b1sig(x)
ν , (2.2)
and
s = x˙+ a2x
m1
n1 + b2x
m2
n2 , (2.3)
where x ∈ R, a1, b1 > 0, 0 < ν < 1, a2, b2 > 0,
m1, n1,m2 and n2 are positive odd integers with m1 >
n1 and m2 < n2.
Remark 1 According to the definitions of finite-time
stability [22] and fixed-time stability [16, Lemma 2], it can
be derived that x converges to the origin in finite-time and
fixed-time after reaching the sliding surface (i.e., s = 0),
and the settling time functions are respectively given as
follows:
T ≤ 1
b1(1− ν) |x(t0)|
1−ν , (2.4)
T ≤ 1
a1(1 − ν) ln
a1|x(t0)|1−ν + b1
b1
, (2.5)
T ≤ n1
a2(m1 − n1) +
n2
b2(n2 −m2) . (2.6)
Remark 2 Using the conventional TSM, it is notewor-
thy that the settling time functions are extremely com-
plicated. Then, it becomes difficult to derive the desired
uniform settling time by adjusting the control parame-
ters, which thus motivates us to explore a novel PTSM
surface to solve the above problem.
2.2 Lemmas
Some useful lemmas are given as follows.
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Lemma 1 [17] For given system x˙ = f(t, x), if there
exists a positive-definite Lyapunov function V (x) such
that
V˙ (x) ≤ − π
ρTc
(
V 1−
ρ
2 (x) + V 1+
ρ
2 (x)
)
, (2.7)
where Tc > 0 and 0 < ρ < 1, then the origin is a globally
predefined-time stable equilibrium of the considered sys-
tem with Tc being the predefined time, namely, x and x˙
converges to zero within t ≤ Tc.
Lemma 2 [23] Consider the differential system x˙ =
−φ(t)x, x(0) = x0, and chose
φ(t) =
ε˙(t)
1− ε(t) + ǫ , (2.8)
where 0 < ǫ ≪ 1, and ε(t) is the time base generator
(TBG) which satisfying the following properties:
(i) ε(t) ∈ Cp on (0,+∞), where p ∈ N and p ≥ 2, i.e.,
ε(t) is continuous and at least second-order deriv-
able on (0,+∞);
(ii) ε(0) = 0, ε(Tc) = 1, ε˙(0) = ε˙(Tc) = 0, and ε(t) = 1,
ε˙(t) = 0 when t > Tc, where 0 < Tc < +∞ is a
predefined time instant.
(iii) ε(t) is non-decreasing on [0, Tc].
Then the state x reaches ǫ1+ǫx0 at Tc which is regardless
of the initial condition.
3 The predefined-time terminal sliding mode
surface and the predefined-time stability
3.1 The design of the PTSM surface
In this subsection, we are going to propose a PTSM
surface, under which the upper bound of the settling
time appears explicitly as a predefined-time parameter
in the control design. The PTSM with predefined-time
convergence is described as
s = x˙+
(1 + x2)
3
2
Ts(1− γ) sig
(
x√
1 + x2
)γ
, (3.9)
where x, x˙ ∈ R, Ts > 0, and 0 < γ < 1.
Theorem 1 Designing PTSM surface as (3.9), the
achievement of s = 0 guarantees that the predefined-time
convergence to the origin of the states with Ts being the
predefined-time parameter, namely, once the PTSM sur-
face is reached, x and x˙ converge to zero within t ≤ Ts.
Proof Once s = 0 is derived, one has
x˙ = − (1 + x
2)
3
2
Ts(1− γ) sig
(
x√
1 + x2
)γ
. (3.10)
In the case that x ≥ 0, the above differential system
0s =
0s >
0s <
x
h
Fig. 1. The phase plot of the system.
turns to be
x˙ = − (1 + x
2)
3
2
Ts(1− γ)
(
x√
1 + x2
)γ
. (3.11)
Construct the Lyapunov function candidate as V (x) =(
x/
√
1 + x2
)1−γ
, which is obviously positive-definite. It
then follows that
V˙ (x) =
(1− γ)x˙
(1 + x2)
3
2
(
x√
1 + x2
)−γ
= − 1Ts . (3.12)
Then, based on Lyapunov stability, the states converge
to zero in finite time, and the settling time function is
given as T ≤ V (x(t0))Ts. Note that 0 ≤ x/
√
1 + x2 < 1
on x ∈ [0,+∞). It follows that 0 ≤ V (x(t0)) < 1, and
thus one has T ≤ Ts which does not depend on the initial
value of x. The same conclusion can be derived by similar
analysis in the case that x < 0. This completes the
proof.
3.2 Predefined-time stability for second-order systems
In this subsection, the predefined-time stabilization
problem for the uncertain second-order system is first
analyzed. Consider the uncertain second-order system
described as {
ξ˙(t) = η(t),
η˙ = τ(t) + f(t, ξ(t), η(t)),
(3.13)
where ξ, η ∈ Rn are the state vectors, τ(t) is the control
input, and f(t, ξ(t), η(t)) denotes the uncertain term in-
cluding the parametric uncertainties and external dis-
turbances. A reasonable assumption on f(t, ξ(t), η(t)) is
presented as follows.
Assumption 1 The uncertain term f(t, ξ(t), η(t)) are
bounded, i.e., there exists a positive scalar σf such that
‖f(t, ξ(t), η(t))‖ ≤ σf .
Definition 1 The main problem considered here is
to design proper control input τ(t) such that system
(3.13) is predefined-time stable, namely, there exists an
3
predefined-time parameter Tf in the control design such
that 

lim
t→Tf
ξ(t) = 0,
lim
t→Tf
η(t) = 0,
(3.14)
and ξ(t) = 0, η(t) = 0 when t ≥ Tf .
Firstly, the PTSM surface is designed as
s = η+
[[
1n+[[ξ]]
2
]] 3
2
Ts(1 − γ) ◦sig
(
ξ ◦
[
1n+[[ξ]]
2
]]− 1
2
)γ
, (3.15)
where Ts > 0 and 0 < γ < 1. The control input for
(3.13) is designed as τ = τeq + τs, where τeq, τs respec-
tively represent the equivalent control law and the non-
linear hitting control law, and are concretely presented
as follows:
τeq = −
3ξ◦
[
1n+[[ξ]]
2
]] 1
2◦ η
Ts(1 − γ) ◦ sig
(
ξ◦
[[
1n+[[ξ]]
2
]]− 1
2
)γ
− γηTs(1− γ) ◦
[
|ξ| ◦
[
1n+[[ξ]]
2
]]− 1
2
]]γ−1
, (3.16)
τs = − π
ρTc
(
1 + ‖s‖2ρ
) s
‖s‖ρ −Kf sgn(s), (3.17)
where Tc > 0, 0 < ρ < 1 and Kf is a diagonal positive-
definite gain matrix.
Substituting the designed control input τ into (3.13)
and differentiating s along (3.13) yield the following
closed-loop system,
s˙ = − π
ρTc
(
1 + ‖s‖2ρ
) s
‖s‖ρ−Kf sgn(s)+f(t, ξ(t), η(t)).
(3.18)
Further, we focus on the stability analysis of (3.18), and
the corresponding theorem is presented as follows.
Theorem 2 Utilizing the designed control input (3.16)
and (3.17) for the considered uncertain system (3.13), if
Tc > 0, Ts > 0, (3.19)
λmin(Kf ) ≥ σf , (3.20)
then (3.13) is predefined-time stable with the predefined-
time parameter being Tf = Tc+Ts, namely ξ, η converge
to the origin within t ≤ Tf .
Proof Construct the Lyapunov function candidate for
(3.18) as V (s) = 12s
T s. It then follows that
V (s) =− π
ρTc
(
‖s‖2−ρ+‖s‖2+ρ
)
−sTKf sgn(s)+sT f
≤− π
ρTc
(
‖s‖2−ρ+‖s‖2+ρ
)
−(λmin(Kf )−‖f‖)‖s‖
≤ − π
ρTc
(
V 1−
ρ
2 (s) + V 1+
ρ
2 (s)
)
, (3.21)
where ρ ∈ (0, 1) is predefined right after (3.17), (3.20)
has been utilized to derive the above inequality. It thus
follows from Lemma 1 that s converge to the origin within
predefined time Tc. Then, based on the the employment
of the PTSM surface and the results in Theorem 1, one
can eventually obtain that ξ and η converge to zero within
t ≤ Tf = Tc + Ts. This completes the proof
Remark 3 The phase plot of system (3.13) using the
designed algorithm is shown in Fig.1. For any chosen
initial values, the trajectory ξ(t) will touch the PTSM
surface s = 0, and then converge to the origin along the
PTSM surface monotonically within a predefined time.
4 Predefined-time tracking control for robot
manipulators
In this section, based on the aforementionedpredefined-
time stability of the uncertain second-order system,
we will further study the predefined-time stabilization
problem of robot manipulators. To be specific, the main
objective is to design proper PTSM control schemes
to actuate the robot manipulator to track the desired
trajectory.
4.1 System and problem formulation
The dynamics of the robotmanipulator with n degrees
of freedoms (DOFs) can be described by the following
Euler-Lagrange system,
M(q)q¨ + C(q, q˙)q˙ + g(q) = τ(t) + d(t), (4.22)
where q, q˙ ∈ Rn stands for the generalized-joint co-
ordinates and velocities, M(q) = M0(q) + ∆M(q) ∈
R
n×n denotes the inertia matrix, C(q, q˙) = C0(q, q˙) +
∆C(q, q˙) ∈ Rn×n represents the Coriolis-centrifugalma-
trix, g(q) = g0(q) + ∆g(q) ∈ Rn symbolizes the grav-
itational torque, d(t) denotes the external disturbance,
τ(t) is the torque input to be designed. Besides, M0(q),
C0(q, q˙) and g0(q) are the nominal terms with respect to
M(q), C(q, q˙) and g(q) which can be used in the control
design. ∆M(q), ∆C(q, q˙) and ∆g(q) denote the dynam-
ical uncertainties. Then (4.22) can be rewritten as the
following form:
M0(q)q¨+C0(q, q˙)q˙+ g0(q) = τ(t) + d(t) + h(t), (4.23)
where h(t) = −∆M(q)q¨−∆C(q, q˙)q˙−∆g(q) denotes the
uncertain term aroused by the dynamical uncertainties.
Besides, a reasonable assumption is given as follows.
Assumption 2 The external disturbance d(t) imposed
on system (4.22) is upper-bounded, namely, there exists
positive σd such that ‖d(t)‖ ≤ σd.
Some properties of (4.22) are presented as follows.
Property 1 M(q) and M0(q) are symmetric and pos-
itive definite. Besides, M˙(q) − 2C(q, q˙) and M˙0(q) −
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2C0(q, q˙) are skew symmetric, namely, for any given
δ ∈ Rn, it can be derived that δT [M˙(q)− 2C(q, q˙)]δ = 0
and δT [M˙0(q)− 2C0(q, q˙)]δ = 0.
Property 2 M(q), C(q, q˙), and g(q) are bounded for all
possible q, i.e., ‖M(q)‖ ≤ σm, ‖C(q, q˙)‖ ≤ σc‖q˙‖, and
‖g(q)‖ ≤ σg1 + σg2‖q‖, where σm, σc, σg1, and σg2 are
positive constants.
On the other hand, the desired trajectory is denoted
by col(qr, ωr, αr), where qr, ωr, and αr ∈ Rn denote
the desired generalized-joint coordinate, velocity, and
acceleration of the referenced trajectory, i.e., q˙r = ωr,
ω˙r = αr. A mild assumption on the acceleration of the
referenced trajectory is presented as follows.
Assumption 3 The acceleration of the referenced tra-
jectory is bounded, namely ‖αr‖ ≤ σα, where σα is a
positive constant.
Definition 2 The zero-error predefined-time stabiliza-
tion problem for robot manipulators is solved if there ex-
ists an predefined-time parameter Tf in the control design
such that 

lim
t→Tf
‖e‖ = 0,
lim
t→Tf
‖e˙‖ = 0,
(4.24)
and ‖e‖ = 0, ‖e˙‖ = 0 for t ≥ Tf , where e = q − qd
and e˙ = q˙ − ωd denote the errors states. Especially, the
practical predefined-time stabilization problem is solved if


lim
t→Tf
‖e‖ ≤ δ1,
lim
t→Tf
‖e˙‖ ≤ δ2,
(4.25)
and ‖e‖ ≤ δ1, ‖e˙‖ ≤ δ2 for t ≥ Tf , where δ1, δ2 > 0 can
be adjusted by appropriate control parameters.
4.2 Control design and stability analysis
Based on Property 2 and Assumption 2, it can be
derived that ‖M0(q)‖ ≤ σm0, and ‖h(t)‖ ≤ σ1+σ2‖q‖+
σ3‖q˙‖2, where σm0, σ1, σ2, and σ3 are positive constants.
Design the PTSM vector as
s = e˙+
[[
1n+[[e]]
2
]] 3
2
Ts(1− γ) ◦sig
(
e ◦
[
1n+[[e]]
2
]]− 1
2
)γ
, (4.26)
where Ts > 0, and 0 < γ < 1. For simplification,M0, C0,
and g0 are applied to respectively denoteM0(q),C0(q, q˙),
and g0(q) in the following presentation. Then the PTSM
controller τ(t) = τeq + τs is presented as follows:
τeq = −M0

3e◦
[
1n+[[e]]
2
]] 1
2◦e˙
Ts(1− γ) ◦sig
(
x◦
[
1n+[[e]]
2
]]− 1
2
)γ
+
γe˙
Ts(1−γ) ◦
[
|e|◦
[[
1n+[[e]]
2
]]− 1
2
] γ−1]
+C0q˙+g0,
(4.27)
τs = − π
ρTc
(
σˆ
1− ρ
2
m0 + σˆ
1+ ρ
2
m0 ‖s‖2ρ
) s
‖s‖ρ − C0s
−
[(
σ1+σ2 ‖q‖+σ3‖q˙‖2
)
In+Kd
]
sgn(s), (4.28)
where σˆm0 =
1
2σm0, Tc > 0, 0 < ρ < 1, and Kd is a di-
agonal positive-definite gain matrix. Then, substituting
(4.27) and (4.28) into (4.23) yields the following closed-
loop system,
s˙ =−M−10
{
π
ρTc
(ˆ
σ
1− ρ
2
m0 +σˆ
1+ ρ
2
m0 ‖s‖2ρ
) s
‖s‖ρ −d(t)−h(t)
+C0s+
[(
σ1+σ2‖q‖+σ3‖q˙‖2
)
In+Kd
]
sgn(s)
}
−αr
(4.29)
Theorem 3 Suppose that Assumptions 2 and 3 hold.
Utilizing the PTSM controller (4.27) and (4.28) for
(4.22), if
Tc > 0, Ts > 0, (4.30)
λmin(Kd) ≥ σd + σm0σα, (4.31)
then the zero-error predefined-time stabilization problem
for the robot manipulator can be addressed within t ≤
Tc + Ts.
Proof Construct V (s) = 12s
TM0s as the Lyapunov
function for (4.29). According to Property 1, V (s) is
positive-definite. Then, differentiating V (s) along (4.29)
yields that
V˙ (s) = sTM0s˙+
1
2
sT M˙0s
≤− π
ρTc
(ˆ
σ
1− ρ
2
m0 ‖s‖2−ρ+σˆ
1+ ρ
2
m0 ‖s‖2+ρ
)
+
1
2
sT (M˙0−2C0)s
−
(
σ1 + σ2 ‖q‖+ σ3‖q˙‖2 + λmin(Kd)
)
‖s‖
+ (‖h(t)‖+ ‖d(t)‖+ ‖M0‖ ‖αd‖) ‖s‖
≤ − π
ρTc
(
σˆ
1− ρ
2
m0 ‖s‖2−ρ + σˆ
1+ ρ
2
m0 ‖s‖2+ρ
)
− (λmin(Kd)− σd − σm0σα) ‖s‖
≤ − π
ρTc
(
σˆ
1− ρ
2
m0 ‖s‖2−ρ + σˆ
1+ ρ
2
m0 ‖s‖2+ρ
)
, (4.32)
where ρ ∈ (0, 1) is predefined right after (4.28), Prop-
erties 1-2 and (4.31) has been applied to obtain the
above inequality. Note that V (s) ≤ σˆm0‖s‖2 due to that
‖M0(q)‖ ≤ 2σˆm0. It then follows that
V˙ (s) ≤ − π
ρTc
(
V 1−
ρ
2 (s) + V 1+
ρ
2 (s)
)
. (4.33)
5
Fig. 2. The phase plot of the error system using the
TBG-based controller.
Thus, based on Lemma 1 and the analysis in Theorem 1,
it can be derived that the tracking errors e and e˙ converge
to the origin within the predefined time t ≤ Tf = Ts+Tc.
This completes the proof.
Remark 4 Note that the tracking errors in [17] finally
converge to a bounded set within the setting time, due to
the adoption of the linear sliding surface. Thus, it is of
great significance to design the PTSM surface (3.9), based
on which the PTSM controller is proposed to successfully
solve the zero-error predefined-time tracking problem for
robot manipulators.
Remark 5 Inspired by [23], we further give the following
TBG-based controller to address the practical predefined-
time tracking problem for robot manipulators: τ = τeq +
τs, where τeq is designed as same as (4.27) and τs is
designed as
τs =−
[(
σ1 + σ2 ‖q‖+ σ3‖q˙‖2
)
In +Kd
]
sgn(s)− C0s
− σˆm0ε˙(t)
1− ε(t) + ǫs, (4.34)
where ε(t) is the TBG, σˆm0 is the same as that in (4.28),
0 < ǫ ≪ 1, and Kd is a diagonal positive-definite gain
matrix.
Corollary 1 Suppose that Assumptions 2 and 3 hold.
Utilizing the TBG-based controller (4.27) and (4.34) for
(4.22), if ε(t) is give as in Lemma 2, and
Tc > 0, Ts > 0,
λmin(Kd) ≥ σd + σm0σα, (4.35)
where Tc is the control parameter in ε(t), then the practi-
cal predefined-time stabilization problem of the robot ma-
nipulator can be addressed within t ≤ Tc + Ts.
Proof Substituting (4.27) and (4.34) into (4.22), and
differentiating s along (4.22) yield below closed-loop sys-
tem:
s˙ =−M−10
{
σˆm0ε˙(t)
1− ε(t) + ǫs− d(t)− h(t) + C0s
+
[(
σ1 + σ2 ‖q‖+ σ3‖q˙‖2
)
In +Kd
]
sgn(s)
}
− αr.
(4.36)
Select V (s) = 12s
TM0s. It then follows that
V˙ (s) = sTM0s˙+
1
2
sT M˙0s
≤ − σˆm0ε˙(t)
1−ε(t)+ǫ‖s‖
2−(λmin(Kd)−σd−σm0σα) ‖s‖
≤ − ε˙(t)
1− ε(t) + ǫV (s). (4.37)
Based on Lemma 2, it can be derived that V (s) con-
verges to a bounded set Ω = {V (s)|V (s) ≤ ǫ1+ǫV (s(0))}
at Tc. It then follows from V (s) ≥ λmin(M0)2 ‖s‖2 that
limt→Tc ‖s‖ ≤ δ, where δ =
√
2ǫ
λmin(M0)(1+ǫ)
V (s(0)). As
is shown in Fig.2, the error vectors will converge to a
bounded neighborhood of the origin, which is related with
δ, in a predefined time Ts. To be specific, the less δ,
the higher tracking performance we derive. Besides, it is
noteworthy that δ can be adjusted by selecting proper ǫ.
Then, we can choose a small enough parameter ǫ to de-
rive satisfactory tracking performance. Thus, it can be
concluded that the practical predefined-time stabilization
problem of robot manipulators is addressed with the pre-
defined time being Tc + Ts. This completes the proof.
Remark 6 Redesign the nonlinear hitting control law τs
as
τs =− C0s−
[(
σ1 + σ2 ‖q‖+ σ3‖q˙‖2
)
In +Kd
]
sgn(s)
− ασˆ
m1+n1
2n1
m0 s
m1
n1 − βσˆ
m2+n2
2n2
m0 s
m2
n2 , (4.38)
where σˆm0 is the same as that in (4.28), α, β > 0,
m1, n1,m2 and n2 are positive integers with m1 > n1
and m2 < n2. The main results thus can degrade into
fixed-time convergence, and the corresponding corollary
is given as follows.
Corollary 2 Suppose that Assumptions 2 and 3 hold.
Utilizing the TSM controller (4.27) and (4.38) for (4.22),
if (4.31) hold and Ts > 0, then ei and e˙i converge to zero
in fixed-time, and the settling time function is given as
T ≤ Ts + 2n1
α (m1 − n1) +
n2 +m2
β (n2 −m2) . (4.39)
Proof Substituting (4.27) and (4.38) into (4.22) yields
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the following closed-loop system,
s˙ =−M−10
{
ασˆ
m1+n1
2n1
m0 s
m1
n1 +βσˆ
m2+n2
2n2
m0 s
m2
n2−d(t)−h(t)+C0s
+
[(
σ1 + σ2 ‖q‖+ σ3‖q˙‖2
)
In +Kd
]
sgn(s)
}
− αr.
(4.40)
Construct the Lyapunov function as V (s) = 12s
TM0s.
Then, differentiating V (s) along (4.40) yields that
V˙ (s) ≤− ασˆ
m1+n1
2n1
m0 ‖s‖
m1+n1
n1 − βσˆ
m2+n2
2n2
m0 ‖s‖
m2+n2
n2
− (λmin(Kd)− σd − σm0σα) ‖s‖
≤ − αV
m1+n1
2n1 (s)− βV
m2+n2
2n2 (s). (4.41)
Thus, it can be concluded that s converges to the origin
within t ≤ 2n1
α(m1−n1)
+ n2+m2
β(n2−m2)
. It follows that e and e˙
converge to zero within t ≤ Ts + 2n1α(m1−n1) +
n2+m2
β(n2−m2)
.
This completes the proof.
5 Simulation Examples
In this section, several simulation experiments are con-
ducted to verify the effectiveness of the main results.
5.1 Simulation for the uncertain second-order system
We first conduct simulation experiment on uncertain
second-order system to verify the predefined-time sta-
bility presented in Theorem 2.
Example 1 The designed PTSM controller (3.16) and
(3.17) is used to stabilize the uncertain second-order sys-
tem (3.13). Choose the state vectors ξ, η ∈ R2, and the
control parameters as γ = 0.5, ρ = 0.4, Ts = 4, Tc = 6,
and Kf = 10. Besides, the uncertain term f(t, ξ(t), η(t))
is selected as a random function bounded by 5. Ten groups
of initial value ξ(0) and η(0) are randomly chosen in
[−15, 15].
Simulation Results: The simulation results are shown
in Figs.3 and 4. It can be observed in Fig 3 that the states
ξ and η converge to the origin within the predefined
time Tf = Ts + Tc = 10s for any given initial values.
Similarly, Fig. 4 shows the predefined-time convergence
of the PTSM vector s.
5.2 Simulations for the robot manipulators
In this subsection, we select the 2-DOF robot manip-
ulator to verify the effectiveness of the main results in
Theorem 3 and Corollary 1. The specific dynamics is
presented as follows:
[
M11 M12
M21 M22
][
q¨1
q¨2
]
+
[
C11 C12
C21 C22
][
q˙1
q˙2
]
+
[
g1
g2
]
=
[
τ1
τ2
]
+
[
d1(t)
d2(t)
]
,
where M11 = pi1 + 2p2 cos(q2), M12 = M21 =
p3 + p2 cos(q2), M22 = p3, C11 = −p2 sin(q2)q˙2,
C12 = −p2 sin(q2)(q˙1 + q˙2), C21 = p2 sin(q2)q˙1, C22 = 0,
Fig. 3. Pictures (a) and (b) provides the evolution of ξ for
coordinates 1 and 2; pictures (c) and (d) provides the evo-
lution of η for coordinates 1 and 2.
Fig. 4. Pictures (a) and (b) provides the evolution of the
sliding mode vector s for coordinates 1 and 2.
g1 = gp4cos(q1)+gp5cos(q1 + q2), g2 = gp5cos(q1 + q2),
p1 = m1r
2
1 + m2(l
2
1 + r
2
2) + I1 + I2, p2 = m2l1r2,
p3 = m2r
2
2 + I2, p4 = m1r1 + m2l1, p5 = m2r2,
I1 =
1
3m1l
2
1, I2 =
1
3m2l
2
2, g = 9.8m/s
2 is the
gravitational constant, m, l, r are the physical pa-
rameters, which are selected as m = [2.8, 1.8]Tkg,
l = [3.8, 2.8]Tm, and r = 12 l. Besides the estimated value
of the corresponding physical parameters are given as
mˆ = [2.75, 1.85]Tkg, lˆ = [3.86, 2.74]Tm, and rˆ = 12 lˆ.
On the other hand, the trajectory of the referenced
trajectory is chosen as
{
qr = [7 + 5 sin(t),−7− 5 cos(t)]T ,
q˙r = [5 cos(t), 5 sin(t)]
T .
(5.42)
Example 2 The PTSM controller (4.27) and (4.28) is
used for system (4.22) to solve the zero-error predefined-
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Fig. 5. Using the PTSM controller (4.27) and (4.28) for
(4.22), pictures (a) and (b) provides the evolution of q for
coordinates 1 and 2; pictures (c) and (d) provides the evo-
lution of q˙ for coordinates 1 and 2.
Fig. 6. Using the PTSM controller (4.27) and (4.28) for
(4.22), pictures (a) and (b) provides the evolution of the
tracking error e for coordinates 1 and 2; pictures (c) and (d)
provides the evolution of the tracking error e˙ for coordinates
1 and 2.
time tracking problem. The control parameters are se-
lected as γ = 0.5, ρ = 0.5, σ1 = 14, σ2 = 12, σ3 = 10,
Kd = 25I2, and σm0 = 5 to make the corresponding
assumptions and sufficient conditions hold. Besides, the
external disturbance is selected as a random function
bounded by 5. Besides, we select Ts = 4, Tc = 6, and
Ts = 1, Tc = 1 to respectively carry out the simulation
experiment with the initial values chosen randomly in
[−5, 5].
Example 3 The TBG-based controller (4.27) and
(4.34) is used for system (4.22) to solve the practical
predefined-time tracking problem. The TBG ε(t) is se-
Fig. 7. Using the TBG-based controller (4.27) and (4.34)
for (4.22), pictures (a) and (b) provides the evolution of q
for coordinates 1 and 2; pictures (c) and (d) provides the
evolution of q˙ for coordinates 1 and 2.
Fig. 8. Using the TBG-based controller (4.27) and (4.34)
for (4.22), pictures (a) and (b) provides the evolution of the
tracking error e for coordinates 1 and 2; pictures (c) and (d)
provides the evolution of the tracking error e˙ for coordinates
1 and 2.
lected as follows to make the conditions in Lemma 2 hold,
ε(t) =
{
10
66 t
6 − 2466 t5 + 1564 t4, t ∈ [0, Tc] ,
1, t ∈ (Tc,+∞) ,
where Tc = 6. Besides, select ǫ = 0.1, Ts = 4, and the
remain settings are given as the same as that in Example
2.
Simulation Results: The simulation results are shown
in Figs.5-9. To be specific, Figs.5-6 and Figs.7-8 respec-
tively show that the predefined-time tracking control for
the 2-DOF manipulator can be realized by employing
both the PTSM controller (4.27), (4.28) and the TBG-
based controller (4.27), (4.34). Besides, it can be seen
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Fig. 9. The total energy consumed by using different control
algorithms.
from the tracking errors shown in Figs.6 and 8 that using
the PTSM controller (4.27), (4.28) derives higher track-
ing performance than using the TBG-based controller
(4.27), (4.34), which is consistent with the main results
that using (4.27), (4.28) and (4.27), (4.34) respectively
solve the zero-error and practical predefined-time track-
ing problems for the robot manipulator. Next, compar-
isons of the total energy consumed by using the three dif-
ferent control algorithms in this paper have been made
based on a metric of E =
∫ 10
0 ‖τ(t)‖dt, and the results
is shown in Fig.9, from which we can derive that the
TBG-based controller can effectively reduce the energy
consumption. In conclusion, the main results presented
in Theorems 1-3 are theoretically correct.
6 Conclusion
This paper has presented a novel PTSM surface to de-
sign a new control scheme for stabilizing the tracking er-
rors of the robotmanipulator to the origin in a predefined
time. The sufficient conditions on the control parame-
ters for guaranteeing zero-error predefined-time stability
of the closed-loop system have been derived by carrying
out the formal systemic analysis. It is observed from the
comparison studies that the PTSM control scheme pro-
vides better tracking performance while the TBG-based
ones consumes less energy. Finally, the simulation results
have shown the satisfactory steady-error performance.
Future work will be focused on the predefined-time sta-
bilization problem of robot manipulators in task space.
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