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Abstract
Coronal mass ejections (CMEs) are eruptions of billions of tonnes of plasma and
associated magnetic fields from the solar atmosphere that can affect the near-Earth
environment. In order to produce accurate long-term forecasts of space weather, we
need to develop the ability to predict CMEs days before they occur. This requires
a full understanding of the mechanisms involved in triggering and driving CMEs,
which in turn involves discerning the pre-eruptive configuration of the coronal mag-
netic field.
In this thesis, I use extreme-ultraviolet observations to infer that the pre-
eruptive coronal configuration of a CME that occurred on 14 June 2012 was that
of a magnetic flux rope. This flux rope formed in a hyperbolic flux tube (HFT)
configuration via magnetic reconnection high up in the solar corona — a scenario
which has not previously been studied in great quantity or detail. It is proposed
that the coronal reconnection that formed the flux rope was forced by the observed
‘orbiting’ motion of newly-emerging magnetic flux in the photosphere.
A numerical model of the coronal magnetic field on 14 June 2012 is produced
via the nonlinear force-free field extrapolation of photospheric field measurements.
The model shows exceptional agreement with the observational analysis, confirm-
ing the presence of the HFT flux rope. Furthermore, the model suggests that the
eruption of the flux rope was driven by the torus instability.
Four additional cases of pre-eruptive HFT flux ropes are identified, and similar
photospheric ‘orbiting’ motions are observed whilst the flux ropes formed. This
suggests that these motions are systematically involved in triggering the formation
of HFT flux ropes via magnetic reconnection in the corona.
Impact Statement
Plasma and magnetic fields can be ejected from the Sun in the form of coronal
mass ejections (CMEs), which can cause a range of potentially-damaging effects
on Earth and in the near-Earth environment. The research in this thesis is a step
towards understanding the causes of CMEs, and therefore towards being able to
accurately forecast these ‘space weather’ effects.
Producing space weather forecasts that enable us to prepare for the impact of
CMEs may in some cases require the prediction of CMEs before they occur. To be
able to do this, we must first develop an understanding of the mechanisms involved
in CME initiation, including the configuration of the pre-eruptive magnetic field,
the processes that form pre-eruptive structures, the timescales these structures are
stable for, and the mechanisms that drive their eventual eruptions.
In this thesis, I provide new insight in to each of these open topics using a
combination of observational and modelling techniques. I identify signatures that
are indicative of the formation of pre-eruptive magnetic flux ropes, and determine
the mechanisms by which flux ropes form and erupt. Space weather forecasters
could monitor the Sun for similar signatures to improve their capabilities of recog-
nising the development of potentially-eruptive structures.
The results obtained in this thesis can also be applied to improving the op-
eration of upcoming missions, such as the European Space Agency’s Solar Or-
biter spacecraft. Solar Orbiter aims to investigate solar magnetic activity, including
CMEs, but will only take remote sensing observations during limited time-windows.
Therefore, its remote sensing observations will need to be planned effectively, and
the conclusions obtained in this thesis will be valuable for selecting target regions
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on the Sun at the appropriate times to observe CMEs.
Outside the field of solar physics, knowledge of solar activity can be applied
to other stars. This will be necessary when considering the relationship between
exoplanets and their stars. Furthermore, here on Earth, the instabilities of toroidal
plasma structures studied in this work are relevant to the development of nuclear
fusion techniques in tokamaks.
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Chapter 1
An Introduction to the Sun
1.1 Structure of the Sun
The Sun is approximately 4.6 billion years old (Bonanno and Fro¨hlich, 2015) and
is currently in the main-sequence phase of its stellar life cycle. It is predicted to
remain so for a further 6.4 billion years (Sackmann et al., 1993). The radius of the
Sun (R) is approximately 696 Mm (from its centre to the photosphere; see Section
1.1.2.1).
The Sun consists of plasma: gas that has been ionised under heating, and has
a magnetic field. Different layers of solar structure can be classified based on the
temperature and density of plasma, and these layers are described in Sections 1.1.1
and 1.1.2.
1.1.1 The Solar Interior
Extending out to 0.25 R from the centre of the Sun is the hot, dense core. The core
has a temperature of 15 MK, which is hot enough for the nuclear fusion of hydrogen
into helium along the proton-proton chain (Phillips, 1995). In addition to positrons
and neutrinos, gamma ray photons are emitted during the fusion process.
Surrounding the core is a layer that extends from roughly 0.25 – 0.7 R in
which the transfer of energy is dominated by radiation. The photons produced by
nuclear fusion in the core have a very short mean free-path in the radiative zone
due to the high density of free electric charges. Therefore, individual photons will
undergo many Thomson scattering events before they escape the radiative zone.
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Figure 1.1: Rotational frequency varies with both latitude and radius throughout
the convective zone (0.7 – 1.0 R). Image from the Global Oscilla-
tion Network Group (https://gong.nso.edu/gallery/disk2k10/data/
resource/torsional/torsional.html).
Across the radiative zone, the temperature drops to ≈1 MK (Phillips, 1995).
The increase in opacity with radial distance from 0.7 – 1.0 R establishes a
steep temperature gradient. This temperature gradient is sufficient to enable con-
vection, and therefore this layer of the Sun is called the convective zone. Here,
bulk motions bring plasma up to the surface where it may then radiate photons, cool
down, and sink once again. This establishes cells of convection beneath the solar
surface.
Unlike the radiative zone, which rotates as a solid-body, the convective zone
rotates differentially. In other words, the rotational velocity of the convective zone
depends on depth beneath the surface and latitude, with faster rotation at low latit-
udes and slower rotation at high latitudes (see Figure 1.1).
The difference in rotational velocity between the radiative zone and the con-
vective zone creates a thin (∼ 30 Mm) layer of strong shearing, called the tacho-
cline. This is where the solar dynamo is located, amplifying the Sun’s magnetic
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Radiative ZoneConvective Zone
Figure 1.2: The solar dynamo. The differential rotation of the convective zone is faster
(red) at low latitudes and slower (blue) at high latitudes. The gradient in rota-
tional velocity between the radiative and convective zones shears the poloidal
(north-south) magnetic field, introducing a toroidal (east-west) component. Ad-
apted from Higgins (2012).
field and introducing a toroidal field-component to the previously poloidal field (see
Figure 1.2).
1.1.2 The Solar Atmosphere
Here, the layers of the Sun above 1 R are collectively called the solar atmosphere.
The differential rotation seen in the convective zone also occurs at the base of the
solar atmosphere.
1.1.2.1 The Photosphere
The photosphere is the layer from which visible light escapes the Sun (i.e., where
the optical depth = 1) and can travel freely away from the Sun. Therefore, it is
commonly regarded as the Sun’s “surface”. The photosphere is ∼500 km thick, has
a temperature of ≈ 6000 K and a particle (hydrogen) density of 1023 m−3.
As introduced previously, the layer beneath the photosphere consists of con-
vection cells where hot plasma rises towards the surface and cool plasma falls back
down. The tops of these convection cells manifest in the photosphere as ‘granules’
that are ≈1 Mm wide (Hood and Hughes, 2011). The pattern of granulation in the
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Granulation
Penumbra
Umbra
Figure 1.3: An image of the solar photosphere taken at 430 nm by the GREGOR telescope,
featuring granulation and a sunspot (umbra and penumbra). Figure adapted
from Schmidt et al. (2012).
photosphere can be seen in Figure 1.3. Larger-scale convection cells called super-
granules are also observed. Supergranules are ≈30 Mm wide and contain many
individual granules (Rieutord and Rincon, 2010).
Sunspots are relatively dark features that are observed in the photosphere
where magnetic fields generated in the solar interior penetrate through the surface.
Since they are the photospheric manifestation of emerging closed magnetic loop
systems, sunspots generally exist in pairs. Sunspot pairs are aligned roughly in the
east-west direction, such that they may be labelled as a ‘leading’ spot and a ‘trail-
ing’ spot in the sense of solar rotation. The magnetic fluxes of trailing polarities are
often dispersed over larger areas than in leading sunspots (e.g. van Driel-Gesztelyi
and Green, 2015), meaning that sometimes only the leading polarity appears as a
coherent dark spot.
The presence of a strong radial magnetic field component suppresses convec-
tion beneath the solar surface, meaning that heat from the interior will not be trans-
ported to the surface as efficiently. This is why sunspots are cooler and appear
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darker than their photospheric surroundings. The magnetic field is most-radial at the
centre of a sunspot, whereas the field has a stronger horizontal component around
the edge. Therefore, a sunspot is seen to have a dark, central ‘umbra’ and a less-
dark surrounding ‘penumbra’ (see Figure 1.3). Typical magnetic field strengths in
sunspot umbrae can be ∼ 3000 G (Hood and Hughes, 2011).
1.1.2.2 The Chromosphere and Transition Region
Above the photosphere is the chromosphere. The chromosphere is ≈ 10 Mm thick,
across which the temperature increases from 6000 K to 35000 K. The chromosphere
has a hydrogen density of 1019 m−3.
Above the chromosphere is the transition region. Here, the temperature in-
creases dramatically from 105 K to 106 K across only 100 km.
1.1.2.3 The Corona
Above the transition region is the extremely hot (106− 107 K) but tenuous (1015
particles m−3) corona. The corona emits strongly in the extreme-ultraviolet (EUV)
part of the electromagnetic spectrum.
Plasma flows along magnetic field lines in the corona (see Section 1.2.2.2) and
emits EUV light. The corona therefore appears bright above groups of sunspots
where strong magnetic field loops are formed. These areas are known as active
regions, which are discussed in greater detail in Section 1.3.1.
1.2 Magnetic Fields
When discussing magnetic fields, it is useful to define the concept of magnetic field
lines. Magnetic field lines are theoretical lines that are tangential to the magnetic
field vector at all points.
The solar magnetic field is amplified in the solar interior at the tachocline in
a process known as the solar dynamo. Plasma flows along loops of magnetic field
(see Section 1.2.2.2 for a discussion of Alfve´n’s law of magnetic flux being ‘frozen-
in’ to plasma), and we can therefore introduce the concept of a magnetic flux tube.
A magnetic flux tube is defined such that the magnetic field is tangent to its (lateral)
surface, and therefore the magnetic flux through any cross-section of the tube is
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constant. This has the effect that any plasma within the tube stays within the tube.
We may understand how magnetic fields are transported from the tachocline
to the surface by considering a magnetic flux tube in a surrounding medium where
there is no magnetic field. In their review of flux emergence, Cheung and Isobe
(2014) describe how, if the pressure within the flux tube (gas pressure + magnetic
pressure) is balanced by the pressure of its surroundings (gas pressure only), then
the internal gas pressure of the flux tube must be lower than the external gas pres-
sure. For this to be true, a flux tube with the same temperature as its surroundings
must have a lower density than its surroundings, and will therefore be buoyant and
rise towards the solar surface (Parker, 1955).
As a rising flux tube approaches the photosphere, the density of the surround-
ing environment decreases until eventually the flux tube is no longer buoyant. On
its own, the flux tube is unable to continue rising and therefore cannot penetrate
through the surface into the solar atmosphere. Subsequently-rising flux tubes pile-
up beneath the photosphere, causing an increase in magnetic pressure. As the mag-
netic pressure increases, a buoyancy instability may set in, enabling a small amount
of magnetic flux to emerge in to the solar atmosphere (Acheson, 1979; Archontis
et al., 2004; Reviewed by Hood and Hughes, 2011). Additionally, convective mo-
tions in granules can help carry magnetic flux in to the photosphere on small scales
(as described by Pariat et al., 2004). To summarise, convection causes a magnetic
flux tube to undulate as parts of the tube rise and fall. Parts of a serpentine flux
tube emerge in to the atmosphere as small loops, creating observable patterns of
alternating positive and negative magnetic flux in the photosphere. Further motion
can cause oppositely-oriented parts of the flux tube to converge, enabling magnetic
reconnection (see Section 1.2.3 for more on reconnection). This reconnection forms
‘Ω-loops’ that expand in to the solar atmosphere, as well as dipped ‘U-loops’ that
can submerge beneath the photosphere.
It has been shown that, unless flux tubes are twisted, they will not survive
the tumultuous journey through the convective zone (Emonet and Moreno-Insertis,
1998; Hughes et al., 1998).
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Where strong magnetic field penetrates the surface, we see dark features called
sunspots (as described in Section 1.1.2.1).
1.2.1 Plasma Properties
A (fully-ionised) plasma is a collection of freely moving electrons and ions. Due to
their lower mass, electrons are much more mobile than ions (for equal energy) and
form ‘clouds’ around positive charges. The apparent total charge, and therefore the
electrostatic force, falls to zero within a certain distance from the ions, known as
the Debye length. The Debye length, λD, is defined as
λD =
√
ε0kBT
e2n0
, (1.1)
where ε0 is the permittivity of free space, kB is the Boltzmann constant, T is the
plasma temperature, e is the charge of an electron, and n0 is the average number
density of the plasma. In the corona (T ∼ 106 K, n0 ∼ 1015 m−3), the Debye length
is λD ∼ 10−3 m. This quasi-neutrality condition is one of the properties that a
system of charged particles needs to satisfy to behave as a plasma. The physical
length scales required to describe coronal systems are much larger than λD, e.g.,
sunspots and active regions are typically∼ 107 m and∼ 108 m across, respectively.
Therefore, coronal gas satisfies the above condition for quasi-neutrality and is a
plasma.
In the presence of magnetic fields, charged particles gyrate around magnetic
field lines. A plasma may be regarded as strongly magnetised if the gyroradius of
charged particles in a magnetic field is short compared to the collisional mean free
path of the particles. The gyroradius of an ion is defined as
rg,i =
miv⊥,i
|qi|B , (1.2)
where mi is the ion mass, v⊥,i is the velocity of the ion perpendicular to the magnetic
field, qi = Zie is the charge of the ion, and B is the magnetic field strength. Equation
1.2 shows that rg,i ∼ 1B , so stronger magnetic fields result in shorter gyroradii, and
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that the ion gyroradius is larger than the electron gyroradius by a factor
√
mi
Zi
√
me
for
equal temperature, assuming that v⊥,i =
√
3kBT
mi
.
From Chiuderi and Velli (2015), the collisional mean free path of two charged
ions is
λm f p =
pi
n0
(
6ε0kBT
Z1Z2e2
)2
, (1.3)
where Z1 and Z2 are the charge numbers of the two ions, n0 is the average number
density of the plasma, ε0 is the permittivity of free space, kB is the Boltzmann
constant, and T is the plasma temperature.
In the solar corona, (T ∼ 106 K, n0 ∼ 1015 m−3, B∼ 10−3 T, v⊥ ∼ 106 m s−1),
typical values of the electron gyroradius and electron-electron collisional mean free
path are rg∼ 10−2 m and λm f p∼ 106 m. Since rg λm f p in the corona, the coronal
plasma may be considered to be strongly-magnetised.
1.2.2 Magnetohydrodynamics (MHD)
Magnetohydrodynamics (MHD) is a branch of physics that can be used to describe
the behaviour of quasineutral, non-relativistic, magnetised fluids. In Section 1.2.1,
it was shown that coronal plasma satisfies these conditions.
The MHD equations describe plasma as a single fluid with mass density,
ρ , bulk velocity, v, scalar pressure, p, and magnetic field, B. The ideal (non-
dissipative) MHD equations are
∂ρ
∂ t
+∇ · (ρv) = 0 (1.4)
ρ(
∂
∂ t
+v ·∇)v= J×B−∇p+F (1.5)
ργ
γ−1
[
∂
∂ t
(
p
ργ
)
+v ·∇
(
p
ργ
)]
= 0 (1.6)
∂B
∂ t
= ∇× (v×B). (1.7)
This is a closed system of 8 equations in the 8 primary variables of MHD (where
the vector quantities v and B each represent 3 components). The magnetic field, B,
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satisfies the condition
∇ ·B= 0, (1.8)
the plasma pressure p is defined from the equation of state of an ideal gas
p = nkBT, (1.9)
γ is the ratio of specific heats (typically γ = 5/3), F represents additional forces
(e.g. gravity, when relevant), and J is the electric current density. The definition of
J comes from the Maxwell-Ampe`re equation:
∇×B= µ0J+ 1c2
∂E
∂ t
, (1.10)
where µ0 is the permeability of free space. The relative importance of the two terms
on the RHS of Equation 1.10 can be examined by introducing typical length-, time-,
and speed-scales, (l0 = v0t0; ∇∼ 1l0 ,
∂X
∂ t ∼ Xt0 ). From Faraday’s Law
∇×E=−∂B
∂ t
, (1.11)
we see that E ∼ Bl0t0 . Substituting this in to Equation 1.10, we see that the second
term on the RHS (the ‘displacement current’ term) is second-order in v0c . In the
non-relativistic limit (v0 c), the Maxwell-Ampe`re equation then simplifies to
J=
1
µ0
∇×B. (1.12)
Equations 1.4, 1.5, and 1.6 represent the conservation of mass, momentum,
and energy, respectively. Equation 1.7 is the ideal magnetic induction equation,
describing how the magnetic field varies with time in the absence of resistivity.
1.2.2.1 Plasma Beta
In the corona, the ideal MHD momentum equation (1.5) can be written as
ρ(
∂
∂ t
+v ·∇)v+∇p = J×B. (1.13)
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We can examine the relative importance of terms in Equation 1.13 by introducing
space, time, and velocity scales. By analysing the Lorentz force term on the RHS
and using Equation 1.12, we can write
J×B≡ 1
µ0
(∇×B)×B∼ B
2
lB
. (1.14)
Similarly, the velocity term on the LHS
ρ(
∂
∂ t
+v ·∇)v∼ ρv
tB
, (1.15)
and the pressure term
∇p∼ p
lp
. (1.16)
Here, for an order-of-magnitude estimation, the assumption is made that the terms
in the velocity expression occur on the same scales as the Lorentz forces (lB = vBtB;
vB = v), but pressure forces may occur on different scales (lp = vptp).
From the proportionalities above, the ratio of the Lorentz force and velocity
terms in the MHD momentum equation may be written as
ρ( ∂∂ t +v ·∇)v
J×B ∼
ρvlB
tBB2
∼ v
2
v2A
, (1.17)
where vA is the Alfve´n speed at which magnetic disturbances travel:
vA =
√
B2
µ0ρ
. (1.18)
This shows that the relative importance of the velocity and Lorentz-force terms in
the MHD momentum equation are determined by the ratio of the Alfve`n speed and
the typical velocity scale with which mass moves. In the low corona, vA v, so the
Lorentz force term dominates the velocity term of the momentum equation.
Now, taking the ratio of the pressure term to the Lorentz term, we obtain:
∇p
J×B ∼
lB
lp
p
B2
, (1.19)
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Figure 1.4: Figure 3 of Gary (2001). The variation of plasma β with height in the solar
atmosphere. β & 1 in the photosphere, but decreases in the choromosphere. In
the low-to-mid corona, β < 1, but high-up in the corona, β increases to order
unity again.
from which a quantity known as plasma beta is defined as the ratio between the
plasma pressure and the magnetic pressure:
β ≡ 2µ0 p
B2
. (1.20)
If plasma pressure is larger than or comparable to magnetic pressure (e.g.,
in the photosphere) or if lp  lB, then β & 1. However, in the corona, magnetic
pressure dominates plasma pressure, and β < 1 (see Figure 1.4), so the Lorentz
force dominates the pressure-gradient force. We can estimate β by using Equation
1.20 and substituting p = nkBT (Equation 1.9). In the photosphere (n∼ 1023 m−3,
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T ≈ 6×103 K, B∼ 0.1 T), βph ∼ 1, whereas in the corona (n∼ 1015 m−3, T ∼ 106
K, B∼ 10−3 T), βcor ∼ 10−2.
1.2.2.2 The Magnetic Reynolds Number
When considering finite resistivity (non-ideal), the induction equation is
∂B
∂ t
= ∇× (v×B)+η∇2B, (1.21)
where η is the diffusivity, which is related to resistivity (ρe) and conductivity (σ )
as η = ρeµ0 =
1
µ0σ . The first term on the RHS of Equation 1.21 describes advection,
and the second term describes diffusion. The relative importance of each term is
quantified with the magnetic Reynolds number,
Rm =
∇× (v×B)
η∇2B
∼ vl
η
, (1.22)
where v and l are characteristic velocity and length scales of the system being con-
sidered.
In many astrophysical cases, including in the solar corona, typical length scales
are large compared to velocities, and conductivity is high, so Rm 1. In the limit
where changes to the magnetic field are controlled only by advection, the electrical
conductivity is considered infinite and magnetic fields are “fastened” (or “frozen-
in”) to plasmas (Alfve´n’s Theorem, Alfve´n, 1943; plasma can flow along individual
field lines, but not perpendicularly between them).
The Rm . 1 case can occur when characteristic length scales are small, as in
the solar photosphere, and/or resistivity is significant. In this case, Alfve´n’s theorem
does not hold and magnetic field lines are able to diffuse through plasma.
1.2.3 Magnetic Reconnection
The hot solar corona is generally assumed to be a perfect conductor (Rm ∼ 109−
1012; Hood and Hughes, 2011), but there are some situations where this assump-
tion breaks down. When resitivity is significant and length-scales are small (e.g. in
electric current sheets), Rm ∼ 1, and the ‘diffusion term’ of the induction equation
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(Equation 1.21) becomes important. Alfve´n’s theorem of magnetic field lines being
frozen-in to plasma is violated, and, by the effect of localised diffusion, the mag-
netic field can change topology, thus connecting regions of plasma that were not
magnetically connected before. In this way, magnetic reconnection can have global
consequences despite typically being a localised effect.
For example, consider two oppositely-directed magnetic field lines approach-
ing each other, such that the scale-length associated with the gradient of the mag-
netic field is decreasing. An electric current sheet will form between the magnetic
field lines (cf. Equation 1.12), and the field lines may diffuse through the plasma.
This process is known as magnetic reconnection: the reconfiguration of the mag-
netic field towards a more energetically-favourable state (i.e., a state with reduced
electric current).
Magnetic reconnection is a universal process allowed by violation of the
frozen-in law, but may be driven by many different processes. On the Sun, plasma
motions from convective cells and differential rotation can move the photospheric
footpoints of coronal magnetic field loops. The continual relative motion of foot-
points as well as the emergence of magnetic flux from beneath the surface shears
coronal loops, adding more and more free energy to the magnetic field in the form
of electric currents. Magnetic reconnection enables the increasingly non-potential
magnetic field to return to a more energetically-favourable state, converting and re-
leasing free energy. The free energy liberated by the change in field-connectivity is
released in the form of jets that are accelerated away from the reconnection region.
Magnetic reconnection is the fundamental process behind solar flaring (see
Section 1.3.2 for more about solar flares). Solar flares can release vast quantities of
energy in minutes. Therefore, any model of magnetic reconnection must account
for the reconfiguration of a field over such a short timescale.
The Sweet-Parker model (Sweet, 1956; Parker, 1957; illustrated in Figure 1.5)
describes stationary, 2-D magnetic reconnection at an ‘X-point’ that separates dif-
ferent magnetic domains. Oppositely-directed magnetic field lines flow towards
each other with velocity Ui from an ideal (non-resitive) regime in to a diffusion re-
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Figure 1.5: Illustration of Sweet-Parker reconnection (Kivelson and Russell, 1995). Mag-
netic field lines flow toward an ‘X-point’ with velocity Ui. The field lines enter
a diffusion region (width 2L, thickness 2l) where they may slip through plasma,
reconfigure, and flow outward with velocity Uo.
gion where resistivity is important. The diffusion region has width 2L and thickness
2l around the X-point. The magnetic field lines slip through the plasma in the dif-
fusion region and reconnect with each other, before flowing away from the X-point
with an outflow velocity Uo.
We may determine the rate of reconnection by relating quantities in the system
to each other using conservation laws. Firstly, by the conservation of inflowing and
outflowing mass:
UiL∼Uol. (1.23)
Secondly, by comparing the (slow) inflowing magnetic energy to the (fast) outflow-
ing kinetic energy:
B2i
2µ0
∼ ρUo
2
, (1.24)
which can be rearranged for Uo to give
Uo ∼
√
B2
µ0ρ
≡ vA, (1.25)
i.e. the outflow travels with the Alfve´n velocity (as defined in Equation 1.18). Fi-
nally, the component of the electric field out of the plane, Ez, is conserved across
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the layer. The inflowing electric field follows the relation Ez =UiBi (where Bi is the
strength of the inflowing magnetic field), and the electric current density inside the
diffusion region is J= 1µ0∇×B∼
Bi
µ0l (from Equation 1.12). The (resistive) electric
field inside the diffusion region is E= Jσ , so conservation of Ez leads to
UiBi =
Jz
σ
∼ Bi
µ0lσ
. (1.26)
From this, we see that
Ui ∼ ηl . (1.27)
Using Equations 1.23, 1.25, and 1.27, the rate of Sweet-Parker magnetic re-
connection is
R =
Ui
Uo
=
l
L
∼ η
lvA
∼ R−1/2m , (1.28)
where Rm is the magnetic Reynolds number with the Alfve´n velocity as its char-
acteristic velocity (Equation 1.22; discussed in Section 1.2.2.2). Rm defined in this
way is sometimes also known as the Lundquist number. Following the Sweet-Parker
mechanism, a solar flare would develop on the order of a few weeks (Kivelson and
Russell, 1995), which is far too slow to explain observed solar flares (which occur
over minutes or hours). Other models of reconnection have been proposed that have
higher reconnection rates than the Sweet-Parker model (e.g., the tearing mode in-
stability — see Furth et al., 1963 and a recent revision by Pucci and Velli, 2014),
but the mechanisms themselves are beyond the scope of this thesis.
1.2.4 Magnetic Helicity
Individual magnetic field lines (and by practical extension, magnetic flux tubes)
may writhe along their length, be twisted around one-another, or be inter-linked
with each other (each illustrated in Figure 1.6). The twist, writhe, and linkage of
magnetic fields is quantified by magnetic helicity, H, expressed as
H =
∫
V
A ·B dV, (1.29)
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Twist
Writhe
Linkage
Figure 1.6: Magnetic helicity quantifies the twist, writhe, and linkage of magnetic fields.
Figure adapted from Scheeler et al., 2017.
where B is the magnetic field, V is the volume, and A is the magnetic vector poten-
tial defined as
B= ∇×A. (1.30)
In a vaccuum, if a straight rope of magnetic flux tubes twisted around each other
has H > 0, then the chirality of the magnetic field is right-handed, and when H < 0
the chirality is left-handed.
From Equation 1.30, we see that B is invariant to the gauge transformation
A→ A′ = A+∇ψ, (1.31)
where ψ is an arbitrary function of space and time, since ∇×(∇ψ) = 0. This gauge
transformation changes the magnetic helicity in the following way:
H→ H ′ = H +
∫
V
B ·∇ψ dV = H +
∫
S
n ·Bψ dS, (1.32)
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where the vector identities A.1 and A.2 have been used with Equation 1.8 (∇ ·B=
0), and where n is the vector normal to the surface S that encloses the volume, V .
In order for H to be invariant to any gauge transformation, the normal component
of the magnetic field must vanish at the surface, i.e.
n ·B|S = 0. (1.33)
1.2.4.1 Relative Magnetic Helicity
In situations where Equation 1.33 is not satisfied (such as at the photospheric bound-
ary of a coronal field volume, where magnetic flux emerges from the solar interior),
H is gauge-dependent. We may instead define a relative helicity between two mag-
netic fields that have the same distribution of normal field component at their bound-
ary (Berger and Field, 1984; Finn and Antonsen Jr, 1985). The relative magnetic
helicity is defined as
Hr =
∫
V
(A1 +A0) · (B1−B0) dV, (1.34)
and is gauge invariant.
The computation of relative helicity may be used to analyse the magnetic heli-
city of a magnetic field that contains electric currents (B = Bp +B j) by using the
potential, current-free field (Bp), as a reference. The relative helicity can be used to
represent only the magnetic helicity associated with the current-carrying part of the
field (as used e.g. in Pariat et al., 2017), as
H j =
∫
V
(A−Ap) · (B−Bp) dV. (1.35)
Potential and non-potential magnetic fields are discussed further in Chapter 3 along
with methods by which they may be computed.
1.2.4.2 Conservation of Magnetic Helicity
Magnetic helicity is a conserved quantity in a highly-conductive fluid contained in
a closed magnetic surface (i.e., in a Rm 1 plasma with no normal-component of B
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and v at its boundary; Woltjer, 1958). It has also been shown that magnetic helicity
is almost perfectly conserved in almost-ideal conditions (Taylor, 1974; Berger and
Field, 1984).
Local helicity may change by transferring it from one area to another, even
in the absence of dissipation. For example, magnetic helicity can enter the corona
through the photosphere via magnetic flux emergence. Therefore, without a mech-
anism to remove helicity from the corona, it will continue to increase locally.
Coronal mass ejections (CMEs) are one way in which magnetic fields may be car-
ried away from the Sun (Rust, 1994), transporting the associated magnetic helicity
with them into interplanetary space (see Section 1.3.3).
1.3 Solar Magnetic Activity
1.3.1 Active Regions
In a review, van Driel-Gesztelyi and Green (2015) build on the definition given by
D’Azambuja (1953) to say that an active region is “the totality of all observable
phenomena preceding, accompanying and following the birth of sunspots including
radio-, X-ray-, EUV- and particle emission.” Even after coherent sunspots decay
and become dispersed regions of magnetic flux, the coronal conditions may still
warrant being described as an active region.
Since 1972, every sunspot region that has emerged or rotated on to the solar
disc has been assigned a unique number by the National Oceanic and Atmospheric
Administration (NOAA) to help catalogue them. For example, on 2 May 2010, the
11,067th active region identified in this way was catalogued as NOAA AR 11067.
This notation of active region identification is used throughout this thesis. If the
same sunspot region/active region lives long enough to rotate off of the solar disc at
the western limb and across the far-side of the Sun, it will be given a new NOAA
identifier when it reappears at the eastern limb.
1.3.1.1 Observed Trends of Active Regions
The number of sunspots and level of solar activity varies cyclically between maxima
and minima. The mean time between one solar minimum (or maximum) and the
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Figure 1.7: Top: latitude of sunspots over time. Bottom: average daily sunspot area to
demonstrate the phases of the solar cycle. At solar minimum, a higher propor-
tion of sunspot area occurs at higher latitudes, and closer to solar minimum,
sunspots appear closer to the equator. Image from https://solarscience.
msfc.nasa.gov/images/bfly.gif.
next is ≈11 years. The numbering of solar cycles began in 1755, and at the time of
writing this thesis, solar cycle 24 is approximately at its end (having begun in 2008
and reached its maximum in 2014).
Magnetic flux is observed to emerge through the photosphere in two latitudinal
bands, with one each in the northern and southern hemispheres. The latitude of these
so-called active bands depends on the stage of the solar cycle, with active regions
emerging between roughly ±20◦ – 40◦ at the start of a new solar cycle, but tending
to emerge closer to the equator around solar minimum (Carrington, 1858). This
phenomenon is known as Spo¨rer’s Law, and can be seen in ‘the butterfly diagram’,
shown in Figure 1.7.
As introduced in Section 1.1.2.1, individual sunspot regions are normally ori-
ented in the roughly east-west direction with ‘leading’ and ‘trailing’ spots. This
approximate east-west alignment is the manifestation of the toroidal field compon-
ent introduced to the solar magnetic field by differential rotation at the base of the
convective zone (Section 1.1.1). Hale’s law (Hale and Nicholson, 1925) states that,
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during a given solar cycle, the polarity of leading sunspots in active regions is cor-
related with the hemisphere they are in. In solar cycle 24, by Hale’s law, active
regions in the northern hemisphere would have leading sunspots of negative polar-
ity and trailing spots of positive polarity, whereas the southern hemisphere would
feature leading sunspots of positive polarity and trailing spots of negative polarity.
This hemispheric polarity trend reverses every cycle at solar minimum, and the sign
of the magnetic poles reverse at solar maximum. For example, in solar cycle 25,
leading sunspots in the northern hemisphere are expected to have positive polarity,
and leading spots in the southern hemisphere are expected to be negative.
Hale’s law is based on observations, but there are exceptions to the trend. 8.4%
of active regions observed during cycles 21, 22, and 23 were anti-Hale, i.e. the
polarities of leading spots opposed the hemispheric trend (McClintock et al., 2014).
Joy’s law describes the trend of active regions to deviate from exact east-west
alignment. Leading sunspots are often closer to the solar equator than their trailing
counterparts, such that active regions are tilted with respect to the equator by 3◦ – 5◦
(McClintock and Norton, 2013). However, anti-Joy active regions are observed with
leading polarities being further from the equator than their trailing counterparts.
Magnetic field with left-handed twist (negative chirality) emerges more often
in the northern hemisphere, and right-handed twist (positive chirality) emerges more
frequently in the southern hemisphere. This (weak) hemispheric helicity preference
was first noted by Seehafer (1990), who determined 11 out of the 12 northern-
hemisphere active regions they studied were left-handed, and 3 of 4 southern hemi-
sphere active regions were right-handed. More recently, studies have included lar-
ger numbers of active regions and found varying levels of support for the trend (e.g.,
Pevtsov et al., 2001 found 66%±3% of 263 regions matched the preferred helicity
sign for their hemisphere and Liu et al., 2014 found 75%±7% of 151 regions fol-
lowed the trend).
1.3.1.2 Polarity Inversion Lines (PILs)
Since active regions are systems of connected positive and negative magnetic polar-
ities, we may introduce the concept of a polarity inversion line (PIL). PILs are the
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Figure 1.8: Figure from Luoni et al. (2011). On the left, the leading (dark) polarity extends
to the south of the trailing (white) polarity. This is expected during the emer-
gence of right-handed twisted flux (positive helicity). On the right, the leading
polarity extends to the north of the trailing polarity. This is seen during the
emergence of left-handed twisted flux (negative helicity).
fictitious boundaries that separate opposing magnetic polarities, and they are gen-
erally considered 2-dimensionally in the photosphere using line-of-sight or radial
magnetic field measurements.
Features along PILs can be used as one method of observationally determining
the chirality of magnetic flux that emerges through the photosphere. The polarit-
ies in an emerging active region may be elongated such that the leading polarity
overlaps with the trailing polarity either to its north or south. These overlapping
elongations are sometimes called ‘magnetic tails’ (e.g. Archontis and Hood, 2010),
or, as in the rest of this thesis, ‘magnetic tongues’. As illustrated in Figure 1.8, the
observation of a leading tongue that overlaps to the south (north) of its trailing po-
larity can be reconciled with the emergence of a right-handed (left-handed) system
of twisted magnetic flux through the photosphere (Lo´pez Fuentes et al., 2000; Luoni
et al., 2011).
1.3.1.3 Arcades of Magnetic Loops
Where strong magnetic fields puncture the surface and enter the solar atmosphere,
closed loops with plasma following along them are formed in the corona. This
plasma emits EUV and X-ray light, and so coronal loops (and active regions overall)
appear bright in these wavelengths. The feet of coronal loops are “line-tied” to the
high-β photosphere/chromosphere, and so surface motions can shear coronal loops,
storing free magnetic energy in them. Collections of many loops are referred to as
arcades. In some cases, highly-sheared arcades of coronal loops may appear as
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Figure 1.9: Figure from (Filippov et al., 2015). The thick black line at the bottom of each
panel represents the photosphere. (a) A BPSS flux rope that intersects the pho-
tosphere at its lowest point. (b) A flux rope in an HFT configuration, including
an ‘X-point’ beneath the rope that is above the photosphere.
J-shapes when viewed from above.
1.3.1.4 Magnetic Flux Ropes
In this work, a magnetic flux rope is defined as a structure consisting of an axial
magnetic field line with at least one off-axial field line wrapped around it with at
least one full turn (2pi) of twist from end to end. This is the same definition as
outlined by Savcheva et al. (2012). In practice, then, magnetic flux ropes are bundles
of twisted magnetic field.
It can be useful to categorise flux ropes in to two groups based on their mag-
netic field configuration. These are bald patch separatrix surface (BPSS) flux ropes
and hyperbolic flux tube (HFT) flux ropes. BPSS flux ropes are those that are suf-
ficiently low down in the solar atmosphere that their lower sections intersect the
photosphere and are “line-tied” by the relatively dense plasma of the photosphere
and chromosphere (Figure 1.9a). HFT flux ropes are those that are sufficiently high
in the solar atmosphere that their undersides do not intersect the photosphere (Fig-
ure 1.9b).
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Both BPSS and HFT flux rope configurations feature a quasi-separatrix layer
(QSL; Priest and De´moulin, 1995). QSLs are surfaces that separate regions of dif-
ferent magnetic connectivities, and therefore may be found e.g. between a flux rope
and the more-potential field that surrounds it. Since local magnetic field gradients
are sharp between separate connectivities, electric currents are relatively strong and
magnetic reconnection may occur at QSLs.
The QSL at the periphery of a BPSS flux rope will intersect the photosphere,
and therefore any magnetic reconnection beneath such a low flux rope will form
small, low-lying loops. Magnetic tension causes sufficiently-small loops to sub-
merge beneath the photosphere, and this is observed as flux cancellation (van Bal-
legooijen and Martens, 1989; see Section 1.3.3.1). The toroidal field of a BPSS
flux rope is almost horizontal at its underside and is oriented such that it crosses
its local PIL from negative to positive (see Figure 1.9a). Therefore, observations of
the photospheric magnetic field beneath a low-altitude flux rope may show a ‘bald
patch’ in vertical field and an ‘inverse crossing’ in horizontal field.
The QSL around an HFT flux rope does not intersect the photosphere at the
underside of the flux rope, and as such, HFT flux ropes do not exhibit bald patches
or inverse crossings in the photospheric magnetic field. However, HFT flux ropes
do have an ‘X-point’ beneath them (in 2-D at least; see Figure 1.9b) that is above the
photosphere. Magnetic reconnection at this X-point can cause an arcade of loops to
form beneath the flux rope that are too large to submerge under tension. For some
time after their formation, these loops will be hot, appearing as bright flare arcades
that eventually cool and fade (see Section 1.3.2 for more about solar flaring).
1.3.1.5 Sigmoids
Sigmoids are continuous S-shaped (or inverse-S-shaped) plasma structures that ap-
pear strongly in soft X-ray bands, but also at hot EUV wavelengths. Sigmoid form-
ation has been observed as a transition from two J-shaped sets of coronal loops in
soft X-ray images (e.g., Green and Kliem, 2014; Figure 1.10). Magnetic reconnec-
tion occurs between the Js, causing their reconfiguration into a continuous S. Can-
field et al. (1999) found that sigmoidal active regions are highly likely to produce
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Figure 1.10: The formation of sigmoids in 4 active regions (one per row). First, mag-
netic flux emerges in to the solar atmosphere, and arcades of magnetic loops
are sheared. These sheared arcades sometimes take a ‘double J’ configur-
ation, and magnetic reconnection between the J-shaped aracades forms a
continuous-S sigmoid. Observations from the Hinode X-ray Telescope (XRT).
(Green and Kliem, 2014).
eruptions, so sigmoids are great targets for studies aimed at learning about solar
magnetic activity. A weak hemispheric trend (77% – 82%; Zhang et al., 2010) for
right-handed sigmoids in the south and left-handed in the north follows the similar
trend for hemispheric helicity of active regions introduced in Section 1.3.1.1.
Sigmoids may be interpreted as bundles of magnetic field lines with approxim-
ately one turn of twist along their length, viewed from above. In this way, sigmoids
may correspond to magnetic field lines at the periphery of magnetic flux ropes, per-
haps where electric currents are strong (Kliem et al., 2004; Fan and Gibson, 2004;
cf. Section 1.3.1.4 regarding QSLs). Following this logic, sigmoids are used as
observational indicators of magnetic flux rope presence (e.g. in Green and Kliem,
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2009).
1.3.1.6 Filaments
Filaments are dark, elongated structures consisting of relatively cool, dense chro-
mospheric plasma observed against the bright solar disc. Flux ropes can form at
low-altitudes in the solar atmosphere via magnetic flux cancellation (described in
Section 1.3.3.1). The low-altitude magnetic reconnection in the flux cancellation
scenario can cause relatively-cool, dense chromospheric plasma to become suspen-
ded in the dips of a forming helical flux rope along a PIL. On this basis, filaments
can be used to observationally suggest the presence of low-altitude magnetic flux
ropes. On the other hand, filaments may not form when the magnetic reconnection
that forms a flux rope occurs higher up in the corona. In this way, the lack of a fil-
ament (in the presence of other flux rope signatures, e.g. a sigmoid) can be used to
probe the altitude at which a flux rope formed in the solar atmosphere, and therefore
whether the flux rope may have a BPSS or HFT configuration.
1.3.2 Solar Flares
Solar flares are bursts of high-energy particles and radiation. Flares are especially
bright at EUV and X-ray wavelengths. The “standard model” of solar flares, other-
wise known as the CSHKP model after those who worked to develop it (Carmichael,
1964; Sturrock, 1966; Hirayama, 1974; Kopp and Pneuman, 1976), is summarised
by a 2.5-D cartoon that uses magnetic reconnection as the mechanism for producing
the observed signatures of an eruptive flare. For an illustration, see Figure 1.11.
Magnetic field lines pinch together beneath a rising plasma structure (cf. an
erupting flux rope; see Section 1.3.3 for more on solar eruptions). Magnetic recon-
nection may occur in the current sheet that forms between the inflowing oppositely-
directed field lines, reconfiguring the magnetic field and accelerating particles away
from the reconnection site (see Section 1.2.3 for more on magnetic reconnection).
Above the magnetic reconnection site, magnetic flux may be built in to the overlying
flux rope structure. Beneath the reconnection site, an arcade of relatively compact
magnetic loops is formed.
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Figure 1.11: 2-D schematic of the standard model of a solar flare. There is an inflow of
magnetic field lines beneath a rising plasma structure (e.g. an erupting flux
rope), and a current sheet forms. Magnetic reconnection in this current sheet
adds magnetic flux to the rising plasma structure and forms closed flare loops
underneath. Image adapted from Ko et al. (2003) which was based on the
model of Lin and Forbes (2000).
If the inflowing magnetic field moves in the horizontal direction, the recon-
nection outflows will move vertically to conserve momentum. The downward-jet
of accelerated particles bombards the high-density chromosphere, depositing their
kinetic energy. This heats plasma that then rises up along magnetic loops (known
as chromospheric evaporation). The hot plasma in the loops radiates at EUV and
X-ray wavelengths, and we observe a bright, flaring arcade.
The photospheric/chromospheric footpoints of the reconnected loops appear
bright where the accelerated particles impact. On the real Sun, magnetic recon-
nection does not occur simply in 2-D, but along 3-D surfaces called QSLs (Figure
1.12; QSLs introduced in Section 1.3.1.4). In a continuous, 3-D case, the flaring
footpoints will be elongated, appearing as “flare ribbons”. In the case of a simple,
bipolar configuration, as in Figure 1.12, the ribbons will manifest as two J-shapes
1.3. Solar Magnetic Activity 46
Figure 1.12: 3-D schematic of a solar flare by (Janvier et al., 2014). A QSL (current sheet,
in grey) separates an overlying flux rope from an underlying arcade. The
photospheric imprint of the QSL is seen as J-shaped flare ribbons that hook
around the feet of the flux rope.
with their hooks around the feet of the overlying flux rope. As more and more mag-
netic reconnection occurs, the underlying arcade and overlying structure will grow,
and the footpoints of newly-reconnected loops will appear to sweep apart from each
other. Practically, the amount of magnetic flux that is built in to an overlying flux
rope can be estimated by examining the magnetic flux contained in the area the
flare ribbons sweep over in the photosphere (e.g. Fletcher and Hudson, 2001), and
the hooks of flare ribbons can be used to locate the feet of the flux ropes.
1.3.3 Coronal Mass Ejections (CMEs)
Coronal mass ejections (CMEs) are eruptions of billions of tonnes of magnetised
plasma from the Sun that require large amounts of energy (≈1032 ergs). The only
coronal energy source large enough to produce CMEs is magnetic energy, as kinetic,
gravitational and thermal energy fall short by orders of magnitude (Forbes, 2000).
Many CME models describe processes by which an increasing amount of energy is
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stored in the corona and then suddenly released (Forbes, 2000). However, there is
currently no consensus regarding their cause.
CMEs that are able to escape the Sun and propagate through the heliosphere are
often referred to as interplanetary coronal mass ejections (ICMEs). When ICMEs
are Earth-directed, they can drive phenomena that affect the Earth and the near-
Earth environment, and these effects are known collectively as space weather. Space
weather impacts include geomagnetically induced currents (GICs) that can cause
strong voltage fluctuations and heating in power grid transformers, and solar ener-
getic particles (SEPs) that can damage satellites. Therefore, sufficiently-early space
weather forecasts are needed to allow preparation for the effects of Earth-directed
ICMEs. To achieve this, we must be able to predict eruptions, which requires a
better understanding of the processes by which eruptive structures form and lose
stability.
Spacecraft measuring the solar wind in situ detect signatures of ICMEs.
ICMEs appear as strong magnetic field fluctuations that sometimes display a smooth
rotation in field direction as the ICME passes the spacecraft. Such observations are
called “magnetic clouds” (Burlaga et al., 1981) and are consistent with the presence
of a flux rope.
It is unclear whether all CMEs have internal magnetic flux ropes that are just
sometimes undetected due to the geometry of the spacecraft crossing (as shown can
happen by e.g. Kilpua et al., 2011) or have had their structure modified in transit (see
Manchester et al., 2017), or whether there is a fundamental difference between the
formation mechanisms of CMEs with and without detected flux ropes (as supported
by e.g., Owens, 2018).
Regardless, all models of CME initiation account for the presence of a mag-
netic flux rope after the onset of the eruption so that they may be detected by the time
an eruption has reached interplanetary space. Where models differ is in the coronal
magnetic field configuration before the onset of eruption, and this is explored next.
Theories regarding the pre-eruptive magnetic field configuration can be organ-
ised in to two groups (Forbes, 2000; Forbes et al., 2006; Aulanier et al., 2010). One
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of these involves the presence of a sheared arcade (introduced in Section 1.3.1.3).
Sheared arcades are non-potential and are therefore a store of magnetic energy that
may be able to power an eruption. In these sheared arcade eruption models, a flux
rope may form during the onset of eruption (e.g., via internal tether-cutting recon-
nection; cartoon by Moore et al., 2001) or after the onset of eruption (e.g., via recon-
nection in a sheared arcade following ‘magnetic breakout’; Antiochos et al., 1999;
Lynch et al., 2008 — see Section 1.3.3.1). The other group of theories requires
that the pre-eruptive configuration is a magnetic flux rope (introduced in Section
1.3.1.4). Field lines that are less twisted than a flux rope (i.e. < 2pi) are classified
as belonging to a sheared arcade.
Understanding the pre-eruptive structure of the corona is crucial for identifying
the processes involved in CME initiation because certain eruption mechanisms may
only be relevant to specific configurations. We must also be aware about the ways
eruptive structures form.
1.3.3.1 Triggers and Drivers
In this thesis, the mechanisms involved with CME initiation are classified as triggers
and drivers, following the convention of Aulanier et al. (2010). Triggers can create
eruptive structures (such as magnetic flux ropes) and/or evolve them to the point
where they may erupt. Another process may then drive the erupting structure away
from the Sun. In order to predict a CME, we need to look for triggers to recognise
when and where eruptive structures may form, and identify whether eruptions of
those structures could be successfully driven.
A wide range of processes have been identified as CME triggers in the solar
atmosphere, including sunspot rotation (e.g., Yan et al., 2012; Chapters 4 & 6),
magnetic reconnection (e.g., flux cancellation; van Ballegooijen and Martens, 1989,
and tether-cutting; Moore et al., 2001), and the helical kink instability of a flux rope
(Hood and Priest, 1979; To¨ro¨k and Kliem, 2005). Some triggers that are relevant
to this thesis are described next, and more proposed mechanisms can be found with
references in Table 1 of Green et al. (2018).
Some eruption triggers involve the formation of an initially stable flux rope that
1.3. Solar Magnetic Activity 49
Figure 1.13: Schematic of magnetic flux cancellation by Yardley (2017), which was adap-
ted from van Ballegooijen and Martens (1989). Magnetic loops (a) are sheared
by motions in the photosphere (b), bringing their footpoints together and en-
abling magnetic reconnection (c). The small loops that form beneath the re-
connection site submerge beneath the photosphere under tension (d), which
is observed as a decrease in magnetic flux. As more loops are sheared and
reconnected (e), a magnetic flux rope can form (f).
may then later lose stability. Magnetic flux cancellation describes how this can hap-
pen via a series of magnetic reconnection events low down in the solar atmosphere.
For example, van Ballegooijen and Martens (1989) described how the shearing,
convergence and reconnection of magnetic field driven by photospheric flows may
form a flux rope (illustrated in Figure 1.13). As low-lying, small-scale loops that are
formed by reconnection submerge beneath the photosphere due to magnetic tension,
a decrease in magnetic flux is observed in the photosphere. Therefore, this process
is called flux cancellation. A flux rope formed by flux cancellation should form low
down with its underside in the photosphere or chromosphere due to the low altitude
of the reconnection, and may therefore contain filament material. The observed flux
cancellation can occur over timescales of hours to days (Yardley et al., 2018).
Mechanisms have also been proposed by which a flux rope may be formed after
the onset of the eruption of a sheared arcade. One such method is via ‘tether-cutting’
reconnection between the internal footpoints of two J-shaped sheared arcades, that
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Figure 1.14: The tether-cutting cartoon of Moore et al. (2001). The internal footpoints of
sheared J-shaped arcades are rooted in dense plasma. Magnetic reconnection
between these internal footpoints ‘cuts’ this tethering effect, enabling a rising
flux rope to form. This erupting flux rope may be either confined by overlying
field or successfully ejected from the atmosphere.
forms a flux rope and an underlying arcade (Moore et al., 2001; Figure 1.14). The
J-shaped arcades have their footpoints in relatively dense plasma, and are therefore
‘tethered’ to the photosphere. These tethers are cut during magnetic reconnection,
marking the onset of eruption and enabling the forming flux rope to rise higher in
the corona. The erupting flux rope may either be successfully ejected, or confined.
The helical kink instability is an ideal MHD instability (i.e. no resistivity and
therefore no magnetic reconnection) that occurs when the twist of a flux rope ex-
ceeds a critical value (Hood and Priest, 1979; To¨ro¨k and Kliem, 2005). To¨ro¨k and
Kliem (2003) examined a Titov and De´moulin (1999) flux rope topology and found
a critical twist of 3.5pi (1.75 turns). Simulations have successfully reproduced the
observed kinking of an erupting filament (To¨ro¨k and Kliem, 2005). The kink in-
stability can function as the initial process in the eruption of a flux rope, raising the
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axis of a flux rope to the height where a driving process (e.g. the torus instability;
Kliem and To¨ro¨k, 2006, see the next paragraph) can take set in. In this way, the
kink instability may be considered to be a trigger.
There are two main groups of theories pertaining to how the rapid expansion
of CMEs is driven. One group assumes that CMEs are driven by flare reconnection,
e.g. in the ‘breakout’ model (Antiochos et al., 1999; Temmer et al., 2010; Karpen
et al., 2012). Reconnection above a sheared arcade enables that arcade to erupt, and
further reconnection beneath the erupting arcade can cause a flux rope to form and
drives its accelerating eruption. The other set of theories assumes that CMEs are
driven by an ideal MHD instability involving a flux rope, such as the torus instability
(van Tend and Kuperus, 1978; Kliem and To¨ro¨k, 2006; De´moulin and Aulanier,
2010). The torus instability is an ideal MHD instability that occurs when there
is a sufficiently-rapid drop-off in poloidal magnetic field strength above an arched
(toroidal) flux rope (Kliem and To¨ro¨k, 2006). The rate of change of magnetic field
strength with height may be quantified by the decay index, n, defined as
n =−d lnBext,p
d lnR
, (1.36)
where Bext,p is the strength of the poloidal component of the magnetic field external
to the flux rope (non current-carrying), and R is the major radius of the torus. The
value of the critical decay index required for the torus instability of a symmetric
torus with a large aspect ratio is 1.5 (Bateman, 1978; Kliem and To¨ro¨k, 2006),
and a number of studies have found similar values in MHD simulations (To¨ro¨k and
Kliem, 2007; Aulanier et al., 2010; Kliem et al., 2013; Zuccarello et al., 2015, 2016).
However, some studies have also found lower and higher critical decay indices (e.g.,
ncrit = 1.1 – 1.3; De´moulin and Aulanier 2010, and ncrit ≈ 2; Fan 2010).
Chapter 2
Instrumentation
A number of different observational techniques have been employed throughout
this thesis to gain information about the evolution of CME source regions. This
chapter contains details of the numerous spacecraft, instruments, and data products
that have been used.
2.1 The Solar Dynamics Observatory (SDO)
The Solar Dynamics Observatory (SDO; Pesnell et al., 2012) was launched on 11
February 2010, and its instruments began taking measurements on 1 May of the
same year. The spacecraft operates in a geosynchronous orbit that is inclined by
28◦ to the equator, such that SDO remains above the longitude of its ground station
in New Mexico. This allows SDO to obtain and downlink a continuous 24 hours of
solar observations per day.
The purpose of SDO is to study the continual variability of the Sun. Data from
two of the instruments onboard SDO have been used in this work, and these are
described subsequently.
2.1.1 The Atmospheric Imaging Assembly (AIA)
The Atmospheric Imaging Assembly (AIA; Lemen et al., 2012) is an instrument
onboard SDO that makes high-cadence, high-resolution, full-disc observations of
the Sun in the ultraviolet (UV) and EUV to study variation in the corona.
AIA features four main telescopes, each with a filter wheel so that every tele-
scope can be used to observe multiple channels (see Figure 2.1). Three of the tele-
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Figure 2.1: The four main telescopes of AIA. Each telescope is capable of making ob-
servations in multiple channels using a filter wheel to switch between them.
Telescopes 1, 2 and 4 are used to observe two EUV channels each, whereas
telescope 3 observes one EUV channel as well as one of three UV channels at a
time. Telescope 2 utilises an aperture blade to ensure that only one of its filters
is used at a time. Each main telescope also has a guide telescope on top of it
for image stabilisation. This is Figure 2 of Lemen et al., 2012.
scopes are used to observe two EUV channels each (telescopes 1, 2 and 4 in Figure
2.1), while the remaining telescope observes one EUV channel and one of three
channels in the UV at any time. Telescope 2 requires an aperture selector blade to
control which channel is used in each exposure, because its two filters are similar
to each other. The EUV observations are made using filters that are each centred
on one of seven different spectral lines, corresponding to observations around 94
A˚, 131 A˚, 171 A˚, 193 A˚, 211 A˚, 304 A˚ and 335 A˚, and the UV observations are
centred at 1600 A˚, 1700 A˚ and 4500 A˚ (see Figure 2.2 for example images made by
AIA). The filters each cover a range of plasma temperatures, and, in some channels,
this can introduce ambiguity into the observations with regards to which plasma
temperature is dominating the observation. For example, the 131 A˚ pass-band is
strongly double-peaked about temperatures of 105.6 K and 107.0 K (see Figure 2.3
and Table 2.1 for the temperature responses of the filters).
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Figure 2.2: Example images produced by AIA in nine of its ten channels, showing the full
solar disc. Not pictured is the 4500 A˚ channel. These images were all taken on
the 15 February 2011.
AIA uses four charge-coupled devices (CCDs), with the light that enters each
telescope directed to one of the CCDs via two mirrors. Each main telescope also
has an associated guide telescope for image stabilisation purposes. Variations in
the position of the solar limb, as seen by the guide telescopes, are corrected for by
actuating the secondary mirrors accordingly to produce stable images. The CCDs
each consist of 4096×4096 pixels, meaning that for the 2460′′ diameter instrument
field-of-view, each pixel corresponds to an angular diameter of 0.6′′ on the Sun.
Images are produced in all seven of the EUV channels and one of the UV channels
every 12 seconds.
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Figure 2.3: Response functions at different plasma temperatures for six of the EUV chan-
nels used by AIA. Some channels are strongly double-peaked in response (e.g.
94 A˚, 131 A˚). Adapted from Figure 11 of Boerner et al., 2012.
Channel Primary ion(s) Region of atmosphere Char. log(T )
4500 A˚ continuum photosphere 3.7
1700 A˚ continuum temperature minimum, photosphere 3.7
304 A˚ He II chromosphere, transition region 4.7
1600 A˚ C IV + cont. transition region, upper photosphere 5.0
171 A˚ Fe IX quiet corona, upper transition region 5.8
193 A˚ Fe XII, XXIV corona and hot flare plasma 6.2,7.3
211 A˚ Fe XIV active-region corona 6.3
335 A˚ Fe XVI active-region corona 6.4
94 A˚ Fe XVIII flaring corona 6.8
131 A˚ Fe VIII, XXI transition region, flaring corona 5.6,7.0
Table 2.1: Each AIA channel corresponds to one or more primary ion and therefore has
associated characteristic temperatures. This means different channels can be
used to examine plasma at different heights in the solar atmosphere, from the
photosphere to the corona. This is Table 1 of Lemen et al., 2012.
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The raw, ‘level 0’ data received at the SDO ground station from AIA are sub-
sequently corrected for CCD noise, dark current, bad pixels and flat-field effects.
Images are also rotated by 180◦ so that solar North is at the top of the images, be-
cause in the raw data, solar South is at the image top. Once the data have undergone
these corrections, they are labelled as ‘level 1’ data, and it is at this stage the data
can be accessed by users.
2.1.2 The Helioseismic and Magnetic Imager (HMI)
The Helioseismic and Magnetic Imager (HMI; Scherrer et al., 2012) is another in-
strument onboard SDO. Similarly to AIA, HMI captures full-disc images of the Sun,
but instead of imaging the corona, HMI makes narrow-band measurements called
filtergrams around a photospheric line that can be used to derive the photospheric
magnetic field and give pseudo continuum images. Knowledge of the photospheric
magnetic field is useful for studying the behaviours that drive phenomena observed
in the corona.
2.1.2.1 Filtergram Construction
Magnetograms (images of the Sun’s magnetic field) can be made using knowledge
of the Zeeman effect. The Zeeman effect refers to the slight shifts in energy that
occur in spectral lines in the presence of a magnetic field. In the simplest case, a
spectral line is split into three components: one with a slightly increased energy,
one with slightly decreased energy of the same amount, and one that is not shifted.
The components of the line that either increase or decrease in energy are each po-
larised in different ways, with one component right-hand circularly polarised and
the other left-hand circularly polarised. The component that is not shifted is linearly
polarised.
The degree of the splitting (the value of the energy shift) is correlated with, and
therefore representative of, the strength of the magnetic field that is present. There-
fore, examining the polarisation state across a spectral line allows the determination
of the strength and direction of the field in the line-of-sight direction. The transverse
component of the magnetic field can be found by also examining the un-displaced
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Figure 2.4: The design of the HMI instrument. This is Figure 1 of Scherrer et al., 2012.
line. Since this component is linearly polarised, by measuring the polarisation state
of all of the incoming light, the full, vector magnetic field can be determined via an
inversion process, albeit with a 180◦ ambiguity in the transverse field direction (the
inversion process and the implications of this ambiguity are discussed in Section
2.1.2.3, along with an attempted disambiguation solution).
HMI takes narrow-waveband ‘filtergram’ images at six wavelengths and in
various polarisation states, and it is these filtergrams that are combined to make
magnetic field observations.
2.1.2.2 The HMI Instrument
HMI consists of a telescope, a system of filters and waveplates, an image stabil-
isation system (ISS; an actuatable mirror connected to four detectors), a beam dis-
ruption system, two shutters, and two CCDs. For a visual layout of the instrument
components, see Figure 2.4. The light first enters the telescope, which consists of
a 14 cm objective lens and an enlarging lens. For calibration purposes, the light
then passes through the first of two calibration focus wheels that are together used
to image the front window onto the CCD with sunlight falling on every pixel. Three
rotatable waveplates (two half-wave plates and one quarter-wave plate) are located
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between the first calibration wheel and the ISS mirror in HMI. These allow for the
selection of the polarisation state to be examined and allow for redundancy, since
only two of the three waveplates are required to be in the correct position for any
polarisation state. The light from the telescope then reflects from the actuatable
mirror of the ISS and is passed through the second calibration focus wheel. A po-
larising beam splitter then creates two primary images, with the light of the rejected
polarisation from the beamsplitter imaged on to the detectors of the ISS. The ISS
mirror is then actuated accordingly to ensure the data images of the Sun eventually
produced at the CCDs are stabilised based on the position of the Sun’s limb in the
ISS images.
Light of the desired polarisations is directed to the filters. The filters of the
instrument are housed inside an oven because of the required narrow passbands of
the filter system. Even small variations in temperature can alter the passband, af-
fecting the measurements. The light heading for the filters must pass through a
telecentric lens that images the light to infinity for its journey through the filters. In
this way, all of the light passing through the filters arrives at each CCD pixel with
the same angular distribution. The filter system works to produce a narrow pass-
band of wavelengths around the 6173 A˚ line, which is a visible light wavelength
representative of the photospheric Fe I absorption line. The central wavelength of
this narrow band is tunable by design of the Lyot filter and Michelson interferomet-
ers, so that 6 wavelengths around the 6173 A˚ centre may be sampled when making
the narrow-waveband filtergram images that are used to make magnetograms. The
optics package of HMI is surrounded by ‘Multi-Layer Insulation’, to help keep the
filters warm while reducing the amount of power required by the oven.
Inside the oven, the light passes into a Lyot filter, which has an 8 A˚-wide block-
ing filter at its entrance to limit the light and heat input. A Lyot filter consists of a
number of birefringent plates, meaning the refractive index of each plate depends on
the polarisation and path of the light passing through it. Each successive plate in a
Lyot filter is also half the thickness of the previous plate, such that successive plates
have a passband half as thick as the one before. HMI has five of these elements,
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with the final element being tunable via a rotating waveplate. The result of passing
through the Lyot filter is that only a narrow band of wavelengths are transmitted.
The HMI Lyot filter has a full width at half maximum (FWHM) of 612 mA˚.
Next, the light enters the first of two Michelson interferometers. This has a
lower FWHM than the Lyot filter, of 172 mA˚, to narrow the width of transmitted
wavelengths even further. Michelson interferometers require an already small range
of input wavelengths, so it makes sense to use both types of filter with the Lyot filter
placed before the Michelson interferometers to primarily reduce the passband that
will enter the interferometers. Two rotating waveplates and a polariser between the
interferometers allow for the tuning of the central wavelength in the vicinity of the
6173 A˚ photospheric absorption line with a three-for-two redundancy. The second
Michelson interferometer then reduces the bandwidth of the light even further, with
a FWHM of 86 mA˚. The combined filter system produces a 76 mA˚-wide band
centred around a tuned peak in the vicinity of 6173 A˚. This range of wavelengths
was chosen because it reduced the contributions of continuum intensity. As the
light leaves the oven, two lenses refocus the telecentric beam to the CCDs. A beam
splitter then separates the light in to two beams — one for each CCD.
HMI has two 4096×4096 pixel CCDs. One of these CCDs is used for produ-
cing the line-of-sight observables, while the other produces the vector field inform-
ation. The light passes through the instrument in the same way for both measure-
ments and is only split before reaching the CCDs, instead of using different tuning
settings for each set of images. Constantly adjusting the tuning of the instrument
back and forth for each image in turn would put a significant stress on the mech-
anisms of the instrument. Using separate CCDs also allows for a higher image
cadence. HMI sends all of the data it gathers back to Earth, where the observables
are then later computed.
2.1.2.3 Data Products
The HMI data products used in this work are the continuum intensity, line-of-sight
magnetic field, and vector magnetic field (for examples, see Figure 2.5). The CCD
that is used to produce the so-called ‘line-of-sight’ observables (which include the
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Figure 2.5: Example images of the HMI observables used in this work. Top: a continuum
intensity image. Middle: a line-of-sight magnetogram. Bottom: a composite
‘vector field’ image consisting of an image of the radial magnetic field com-
ponent with gold arrows representative of the horizontal field component where
values exceed 100 G. All three images are from the hmi sharp cea 720s data
series, and therefore also demonstrate the field-of-view selection of a HARP
box, which in this case contains two active regions.
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continuum intensity images and line-of-sight magnetograms), produces the observ-
ables at a cadence of 45 seconds. Each line-of-sight magnetogram is construc-
ted from 12 filtergrams (left and right circularly polarised light at each of the 6
wavelengths that HMI observes). All filtergrams produced by HMI are corrected
for overscan, dark current and flat-field effects to science level 1.0 before being
used to produce the level 1.5 observables that are downloaded by the user.
The second CCD is used to produce the vector observables. Measurements
of the four Stokes parameters that describe the complete polarisation state of the
observed light are required to compute the vector field. These parameters are the
integrated intensity (I), linear polarisations (Q and U) and circular polarisation (V).
Filtergrams are combined to construct each full Stokes vector (for a review on re-
mote sensing magnetic fields, see Lites, 2000), and HMI uses 36 filtergrams; six
polarisation states (I±Q, I±U, I±V) at each of the six observed wavelengths. To
reduce noise, 360 filtergrams are averaged together when producing science data,
resulting in an overall 720 second cadence.
The 3-dimensional magnetic field vector is derived from the Stokes vector via
an inversion process, in which spectral measurements are compared to synthetic
values from a model solar atmosphere. HMI vector data products are inverted using
the Very Fast Inversion of the Stokes Vector (Borrero et al., 2011) method. This
inversion outputs the magnitude of the magnetic field (B), and the inclination (θ )
and azimuth (φ ) angles that describe its orientation. However, the azimuth angles
obtained via inversion are subject to a 180◦ ambiguity, and are only given as values
0 < φ ≤ 180, which means the resulting field vector will also be subject to ambigu-
ity (see Figure 2.6). One effective way to resolve the ambiguity is to apply a ‘min-
imum energy’ disambiguation algorithm to the azimuth angles (ME0; described in
Hoeksema et al., 2014 and based on ME1 of Metcalf, 1994). The algorithm visits
each pixel in a magnetogram a number of times and selects the azimuth orientation
there that results in the lower global cost-function defined in terms of gradients of
the magnetic field (i.e., whether φ or φ +180◦ locally contributes to minimising the
global quantity ∑(|∇ ·B|+ |J|)). Methods that work in this way are referred to as
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“simulated annealing” techniques (see also the pre-processing method described in
Section 3.6.4). The result of the disambiguation process is a set of azimuth angles,
0 < φ ≤ 360, that describe the magnetic field vector.
One limitation of the minimum energy disambiguation method is that it may
have the tendency to select coronal field configurations that are actually less non-
potential than the ‘true’ field, if compatible with minimising the cost-function. Fur-
thermore, simulated annealing techniques can be very computationally expensive.
For example, in HMI data, the area of an active region typically covers tens or hun-
dreds of thousands of pixels, and each pixel is visited ∼ 100 times. However, the
ME0 algorithm was shown to be the best-performing disambiguation method in a
series of comparative tests on both idealised and observational conditions (Metcalf
et al., 2006; Leka et al., 2009).
It is often useful to convert the observed magnetic field vector from the ob-
served line-of-sight field component (unambiguous) and the transverse component
(ambiguous; perpendicular to the line-of-sight) in to components that are radial and
tangential (horizontal) to the solar surface. However, both the resulting radial and
horizontal field components will be affected by the 180◦, since the transverse com-
ponent is required to determine them both. This is illustrated in Figure 2.6.
The end-user may download the HMI vector data products in a number of
formats. Full-disc images are available in the hmi.B 720s data series in the form
of the magnetic field strength, the inclination and the azimuth angles that de-
scribe the magnetic field vector, and information regarding the azimuthal disambig-
uation. The vector field data is also available in the form of the hmi sharp cea 720s
dataset, which have had two further processing steps applied (see http://jsoc.
stanford.edu/doc/data/hmi/sharp/sharp.htm; Bobra et al., 2014). Firstly,
smaller field-of-view cut-outs of active regions are taken, called HMI active region
patches (HARPs; see Figure 2.5 for examples). These are produced by tracking
areas of strong magnetic flux as they pass across the observed solar disc, and a
field-of-view large enough to encompass the area at its largest point is used for the
cut-out. Such a HARP may contain more than one NOAA-designated active region,
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Figure 2.6: Figure by K.D. Leka. Both possibilities of the ambiguous transverse field com-
ponent (Bt, shown in green) are perpendicular to the unambiguously measured
line-of-sight component of the magnetic field (Bl, shown in gold). Either value
of Bt results in a different total magnetic field-vector (B, shown here in blue).
In the case pictured here, one field-vector has a radial field component (Bz,
pink) that is positive and pointing out of the Sun, while the other results in a
small, negative radial component pointing in to the Sun. The horizontal field
components (Bh, purple) also differ in magnitude and direction.
and so a unique HARP number is assigned to each patch. Quantities useful for
space weather analysis (such as the total unsigned flux) are calculated within each
HARP box, and so the data are referred to as Spaceweather HMI Active Region
Patches (SHARPs). Secondly, the SHARP data are remapped into a Lambert cyl-
indrical equal-area (CEA) projection, so that every pixel contains an equal area of
the solar surface (see Section 3.6.3.2). The projected coordinate system is centred
on each HARP, reducing line-of-sight projection effects by projecting such that it
is as if the observer is looking down on the centre of the HARP throughout its pas-
sage across the disc. The line-of-sight and transverse magnetic field components
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are remapped into the components that are parallel to the radial direction of the Sun
(radial component) and tangential to its surface (horizontal component).
2.1.2.4 Known Instrumental Issues
There is a variation in the orbital velocity of SDO relative to the Sun of ±3 km s−1
every 12 hours that introduces a Doppler shift to the spectral line that is measured
by HMI (Hoeksema et al., 2014). The varying Doppler shift thereby affects the
filtergrams, causing variations in the determined magnetic field strength that are
both time-dependent and spatially-dependent across the solar disc. The extent of
the periodic variation in measured field strength is dependent on the value of the
field itself, with smaller fractional variations observed in strong-field pixels and
larger fractional variations in quiet-sun areas (see Figure 2.7).
There may also be pixels with saturated values present in processed HMI data,
which are most often an erroneous result of the inversion process in pixels with
large field strengths.
2.2 Hinode
The Hinode spacecraft (Kosugi et al., 2007) was launched in September 2006 and
its instruments had all begun operating by 28 October 2006. Hinode operates in a
circular, sun-synchronous polar orbit that takes 98 minutes and enables continuous
observations of the Sun for nine months of the year. During the remaining months,
Hinode observations are eclipsed by the Earth for up to 20 minutes1 of each Hinode
orbit (so called ‘eclipse season’). Data are stored onboard the spacecraft and down-
linked to ground stations in Japan (Uchinoura Space Center) and Norway (Svalbard)
a number of times per day.
The primary aims of the Hinode mission are to investigate the origin and trans-
port of solar magnetic fields, the transfer of energy from the photosphere to the
corona, heating in the chromosphere and the mechanisms behind flares and CMEs.
In this work, data from the EUV Imaging Spectrometer (EIS; Culhane et al., 2007)
onboard Hinode are used to study plasma composition and Doppler velocities.
1Source: ‘Where is Hinode?’, https://www.nasa.gov/mission_pages/hinode/where.
html
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2011.02.12 01:36 UT
Vr = 2980 m s-1
2011.02.12 13:36 UT
Vr = -2372 m s-1
2011.02.12 19:36 UT
Vr = 263m s-1
2011.02.12 07:36 UT
Vr = 360m s-1
Figure 2.7: HMI observations of line-of-sight magnetic field strength (in Gauss) taken at
four times when the spacecraft was moving with different velocities relative the
the Sun. The quiet-Sun magnetic field strength should be uniform, but it is seen
to vary across the disc. Additionally, the magnitude of this spatial variation
depends on the relative velocity of the spacecraft. Adapted from Hoeksema
et al., 2014.
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Figure 2.8: The design of EIS. This is Figure 1 of Culhane et al., 2007.
2.2.1 The EUV Imaging Spectrometer (EIS)
The EIS onboard Hinode is capable of observing spectral lines at wavelengths in
the ranges 170 – 210 A˚ and 250 – 290 A˚ using a slit that can be moved to build up
images, as well as producing spectra. Separate CCDs are used for the lower and
higher wavelength ranges — both of which consist of 1024×2048 pixels — and
diffraction gratings are used to produce spectra on these CCDs (see Figure 2.8).
EIS features four sizes of aperture that can be used when making observations, and
these are categorised as either ‘slits’ or ‘slots’. The two slit apertures are the 1′′ slit
and the 2′′ slit, and they can be used to make images of intensity as well as Doppler
velocity measurements with a typical error of 5 km s−1 (see Figure 2.9 for examples
of these image types). The two slot apertures are the 40′′ and 266′′ slots, which can
be used to produce high-cadence images. EIS images can be produced via either
the ‘sit-and-stare’ mode, in which the aperture remains in the same location during
each exposure, or by moving the aperture from west to east between exposures in
a raster scan, which builds up a larger field-of-view over time. The aperture can
scan to produce a 6 arcmin × 8.5 arcmin field-of-view. Coarse rasters are those in
which the aperture is moved by a larger distance than the width of the slit itself.
For example, the 1′′ slit may undergo a 2′′ coarse raster, in which the slit pointing is
moved by 2′′ between each 1′′-wide measurement.
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Figure 2.9: Example Hinode/EIS images. Left: Intensity map in the Fe XII line. Right:
Doppler velocity map. Credit Dere 2007.
2.3 The Nanc¸ay Radioheliograph (NRH)
The Nanc¸ay Radioheliograph (NRH; Kerdraon and Delouis, 1997) is a ground-
based telescope array located in Nanc¸ay, France and operated by Paris Observatory.
The purpose of NRH is to produce observations of solar radio activity that can be
used in conjunction with other solar and space-weather missions. The instrument
is made of 44 total antennae across two ‘arms’; the ‘North-South’ array and the
‘East-West’ array, that together, form a ‘T’-shape (see Figure 2.10). The NRH can
observe at up to ten radio frequencies simultaneously in the range 150 – 450 MHz,
with a spatial resolution between 0.3 – 6 arcminutes that depends on the frequency
and season. The NRH is designed to produce images with a very fast cadence, and
can take up to 200 images per second. Figure 2.11 shows an example of an image
produced by NRH.
2.4 The Geostationary Operational Environmental
Satellite (GOES) System
The Geostationary Operational Environmental Satellite (GOES) system is a net-
work of satellites that function together to monitor terrestrial weather, such as hur-
ricanes, but also measures solar X-ray activity. Each GOES satellite is designated
an identifying letter prior to its launch and is renamed with a sequential number if it
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Figure 2.10: The ‘T’-shape configuration of the Nanc¸ay Radioheliograph, in which the
East-West and the North-South ‘arms’ combine for a total of 44 antennae.
This is Figure 1 of Kerdraon and Delouis (1997).
successfully reaches orbit. For example, GOES-A was the name of the first satellite
of the mission during its construction and it was renamed GOES-1 once in orbit,
but the rocket carrying GOES-G exploded soon after launch, so GOES-H went on
to become GOES-7 in its stead. GOES-15 launched in March 2010 and has been
operational since December 2011.
2.4.1 X-ray Sensor (XRS)
In this work, measurements of full-Sun integrated X-ray flux taken by the X-ray
Sensor (XRS) instrument onboard GOES-15 are used to give context to EUV and
photospheric observations of active region evolution. The XRS is one of the in-
struments in the GOES-15 Space Environment Monitor package, and it provides
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Figure 2.11: An example of an image produced by NRH. This image was taken at around
10:00 UT on the 14th June 2012 at 150 MHz, and the brightest regions corres-
pond to the largest intensities of radio emission. The position of the limb of
the Sun has been added in white for reference.
full-disc integrated X-ray flux measurements in the wavelength ranges 0.5 – 4.0 A˚
and 1.0 – 8.0 A˚ (see Figure 2.12 for an example of lightcurves produced by GOES).
Data from the XRS are relayed to the Space Weather Prediction Center in Boulder,
Colorado, where they are used for space weather forecasting purposes. In particu-
lar, solar flares are classified according to their peak integrated X-ray flux measured
by GOES in the 1 – 8 A˚ wavelength range. Each successive class of flare corres-
ponds to an order of magnitude increase in X-ray flux, from the weakest class-A
flares (<10−7 W m−2) through B, C, M and X-class flares (>10−4 W m−2; see
Table 2.2). Further to the letter of its class, each flare is designated a number to
delineate the value of the peak intensity. For example, a flare with a peak intensity
of 2×10−4 W m−2 is designated X2, and a flare of 6×10−5 W m−2 will be M6.
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Figure 2.12: An example of lightcurves obtained by GOES-15. The blue curve represents
integrated X-ray flux measurements in the 0.5 – 4.0 A˚ range and the red curve
shows the 1.0 – 8.0 A˚ range.
Class X-ray Flux (W m−2)
A < 10−7
B 10−6−10−7
C 10−5−10−6
M 10−4−10−5
X > 10−4
Table 2.2: Flares are classified according to their peak intensity of X-ray flux integrated
over the 1.0 – 8.0 A˚ wavelength range.
2.5 The Solar andHeliospheric Observatory (SOHO)
The Solar and Heliospheric Observatory (SOHO; Domingo et al., 1995) was
launched on 2 December 1995 and operates in a halo orbit about the Earth-Sun
L1 point. SOHO has a comprehensive instrument payload for taking in situ meas-
urements and remote-sensing observations.
2.5.1 The Large Angle and Spectrometric Coronagraph (LASCO)
Experiment
One of the remote-sensing instrument packages onboard SOHO is the Large Angle
and Spectrometric Coronagraph (LASCO; Brueckner et al., 1995). LASCO con-
sists of three coronagraphs with different fields-of-view: C1 which images from
1.1 – 3 R, C2 which images from 1.5 – 6 R, and C3 which images from 3.7 – 30
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Figure 2.13: Image from SOHO/LASCO C2. The brightest regions in this image are where
the electron density is highest. The location of the solar surface is indicated
by the central white circle.
R (all distances measured from the centre of the Sun).
Occulting discs block photons from the bright solar disc to enable better ima-
ging of the faint corona. Light from the Sun is Thomson-scattered by electrons in
the corona, so the observed intensity is proportional to the electron density (Figure
2.13).
2.6 The Solar Terrestrial Relations Observatory
(STEREO)
The Solar Terrestrial Relations Observatory (STEREO; Kaiser et al., 2008) mission
consists of two satellites: STEREO-A and STEREO-B, that were launched in Octo-
ber 2006. Both spacecraft orbit the Sun at approximately 1 AU, but STEREO-A is
slightly closer to the Sun and therefore orbits slightly faster than the Earth does, and
STEREO-B is slightly farther from the Sun and therefore orbits slightly slower than
the Earth does. The effect of this is that the separation of the STEREO satellites
varies over time, as STEREO-A moves ‘Ahead’ of the Earth and STEREO-B lags
‘Behind’ (see Figure 2.14).
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Figure 2.14: The positions along their orbits of the STEREO-A and STEREO-B spacecraft
on 24 January 2009. On this date, the spacecraft were at quadrature. Made us-
ing the ‘Where Is STEREO’ tool at https://stereo-ssc.nascom.nasa.
gov/cgi-bin/make_where_gif.
Contact was lost with STEREO-B on 1 October 2014, and no scientific data has
been obtained from it since. However, STEREO-A is still functional and providing
data at the time of writing this thesis.
Each of the STEREO spacecraft contains a package of instruments called the
Sun Earth Connection Coronal and Heliospheric Investigation (SECCHI). SECCHI
consists of the Extreme-Ultraviolet Imager (EUVI) for the solar disc (with 171A˚,
195A˚, 284A˚, and 304A˚ channels), two coronagraphs (COR1; 1.5 – 4 R and COR2;
2 – 15 R), and two heliospheric imagers. To distinguish between data from each
spacecraft, the name of each instrument may be appended with an ‘A’ or ‘B’ (e.g.,
COR2-A vs COR2-B).
Chapter 3
An Introduction to Magnetic Field
Modelling
3.1 Why Do We Need Magnetic Field Modelling?
Although CMEs are a way of releasing energy and magnetic helicity from the Sun,
no relationship has been found between the amount of available magnetic energy
and helicity in the corona and the likelihood that an eruption will occur. Connec-
tions have been made between the structure of the coronal magnetic field and the
occurrence of eruptions, such as critically-twisted fields becoming kink-unstable,
and decreasing field gradients in height causing the torus instability (see Section
1.3.3.1 for an introduction to these instabilities). Furthermore, simulations suggest
that a specific magnetic helicity quantity may be a predictor for eruptions (the ratio
of the current-carrying field helicity and the total-volume helicity, HJHV ; Pariat et al.,
2017). To investigate processes such as these, we need to study the structure of the
coronal magnetic field in detail.
However, we are currently unable to make sufficiently accurate measurements
of the magnetic field in the corona due to its high temperature, low density, and low
field strength. In lieu of magnetic field measurements in the corona, we can use
our knowledge of coronal conditions to create models of the coronal magnetic field.
For example, techniques have been developed to extrapolate the coronal magnetic
field from photospheric magnetic field measurements, which are readily available
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(for example, produced by HMI; Section 2.1.2.2). From these models of the solar
atmosphere, we are able to study twisted coronal fields and obtain quantitative res-
ults, for example identifying flux ropes and their twist, computing the decay index,
and evaluating magnetic helicity.
3.2 Extrapolating the Corona From Photospheric
Measurements
Although the corona evolves dynamically, we can assume that the coronal field at
any point in time is in quasi-static equilibrium with the photosphere. This is possible
because of the sharp contrast in density between the photosphere and the corona
(nph/ncor ∼ 108), whilst the magnetic field strength only changes by one order of
magnitude (Gary, 2001). This difference in density means that magnetic disturb-
ances travel at different speeds in the photosphere and the corona. For an order-
of-magnitude estimation, we can consider that magnetic waves travel at the Alfve´n
speed, defined in Equation 1.18. In the corona, typical magnetic field strengths and
densities can be B∼ 100 G (above sunspots) and ρ ∼ 10−12 kg m3 (from ρ ≈mpn,
where number density, n∼ 1015 m−3, and the mass of a proton, mp = 1.67×10−27
kg), giving a typical Alfve´n speed vA ∼ 106 m s−1. In the photosphere, typical mag-
netic field strengths and densities can be ∼ 1000 G and ρ ∼ 10−7 g cm3 (n ∼ 1023
m−3), giving a typical Alfve´n speed vA ∼ 103 m s−1.
The difference in local velocities means that changes to the coronal magnetic
field occur on a much shorter dynamic timescale than in the photosphere. By choos-
ing typical length scales, l, in the photosphere and the corona, we are able to define
the Alfve´n time,
tA =
l
vA
, (3.1)
as the timescale on which variations in the magnetic field propagate. For l ∼ 10
Mm, we see that the Alfve´n time in the corona and photosphere are of the order of
seconds and hours, respectively. Since the corona evolves on a much faster times-
cale, the coronal field will adapt relatively instantly to any evolution of the photo-
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spheric magnetic field beneath, and can therefore be considered in equilibrium with
respect to the photospheric evolution. This allows us to extrapolate snapshots of
the photospheric magnetic field to construct series of the corresponding quasi-static
coronal field equilibria.
The approximation that the corona is quasi-static is not always valid. For ex-
ample, during the onset of a CME, the coronal field may become unstable and no
longer be in equilibrium with the photosphere. This means that changes in the large-
scale coronal magnetic field occur on a timescale defined by the development of
instability in the field, not based on the speed at which small magnetic disturbances
can travel across a length-scale in the photosphere.
3.3 Forces in the Corona
In Section 1.2.2.1, the relative importance of terms in the ideal MHD momentum
equation (Equation 1.13) was analysed. In the corona, the Lorentz force term on
the RHS of Equation 1.13 dominates the pressure and velocity terms on the LHS.
Since the Lorentz force cannot be balanced by the relatively negligible pressure and
velocity forces, the Lorentz force must vanish to a first order approximation. This
leads to the force-free condition in the corona:
J×B= 0, (3.2)
which means that, within the validity of the assumptions given above, electric cur-
rents must be aligned with the magnetic field in coronal equilibrium. This, together
with the solenoidal condition (∇ ·B= 0; Equation 1.8) defines the force-free system
of nonlinear partial differential equations for the coronal field. These are therefore
the conditions that must be solved when producing a force-free model of the corona.
For a review of force-free field modelling in the corona, see Wiegelmann and Sak-
urai (2012).
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3.4 Satisfying a Force-Free Corona
The force-free condition (Equation 3.2) can be satisfied in two ways: either by
J= 0, or with J ‖ B.
3.4.1 Potential Field
In the case of J= ∇×B= 0, the magnetic field B can be defined as the gradient of
a scalar function, φ :
B= ∇φ . (3.3)
By using the solenoidal condition (Equation 1.8), we obtain
∇ ·B= ∇ · (∇φ) = ∆φ = 0. (3.4)
Here, we see that φ is a scalar potential, and therefore Equation 3.3 describes a po-
tential magnetic field, and a unique solution can be determined for given boundary
conditions (Seehafer, 1978).
Laplace’s Equation 3.4 can be solved using Neumann boundary conditions
∂φ
∂ nˆ
= nˆ ·B (3.5)
where nˆ is the external normal to the bounding surface. In this case potential fields
can be extrapolated without knowledge of the full-vector magnetic field at the pho-
tosphere; only the component normal to the boundary is needed (which is the radial
field component in spherical coordinates). Some large-scale features on the sun
can be well-described by a potential field, such as coronal holes and the quiet Sun
(Wiegelmann and Solanki, 2004), however, potential field models can not explain
all observations of active regions (Schrijver et al., 2005).
In general, the corona must not be in the minimum-energy state. We know this
because magnetic eruptions are observed without dramatic changes to the normal
field component (that determines the potential field in the photosphere), and free
energy is required to power these events. This free energy is provided by electric
currents.
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3.4.2 Non-potential Field
The second case that satisfies a force-free corona is where the electric current dens-
ity is parallel (or anti-parallel) to magnetic field. This means the magnetic field
and current density vectors differ only in magnitude and orientation, and we can
therefore write that
J= αB, (3.6)
where α is a scalar function called the force-free parameter that can be positive or
negative and relates the current density to the field strength. Larger magnitudes of α
describe fields with stronger currents, i.e., fields that are further from the potential
configuration (note that α = 0 describes a potential field).
Taking the divergence of Equation 1.12 (and using Vector Identity A.3) gives
∇ ·J= 0, (3.7)
and, by substituting Equation 3.6, we see that
∇ ·J= ∇ · (αB) = α(∇ ·B)+B · (∇α) = 0. (3.8)
Utilising Equation 1.8 (∇ ·B= 0), this simplifies to
B ·∇α = 0, (3.9)
which states that the gradient of α is zero in the direction of the magnetic field, or
in other words, α is constant along the length of individual field lines. Equations
3.6 and 3.9 are a set of force-free equations equivalent to equations 1.8 and 3.2.
3.4.2.1 Linear Force-Free Fields (LFFF)
A linear force-free field (LFFF) is a field that satisfies Equations 3.6 and 3.9 with
constant α throughout the specified volume (such that every modelled field line has
the same value of α). In this linear case, a Helmholtz equation is found by taking
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the curl of Equation 3.6:
∆B+α2B= 0, (3.10)
Numerous solutions to this condition have been provided, for example, by using
Fourier analysis (Alissandrakis, 1981).
The approximation of using a constant α everywhere throughout a region can
be adequate for modelling certain aspects of simple magnetic regions (e.g., Green
et al., 2002), but in general, the distribution of α in the photosphere is not uniform.
For LFFF extrapolation, an input value of α is required. In the same way as for a
potential field (which is recovered when α = 0), the only magnetic field component
needed to make a linear extrapolation is the component normal to the photospheric
boundary.
There are a number of ways to determine the appropriate α to use in a linear
field approximation. Firstly, the sign of α can be inferred from solar observations.
As described in Chapter 1, magnetic flux can show a ‘magnetic tongue’ pattern as
it emerges through the photosphere that indicates its sense of twist. Furthermore,
methods have been developed to determine the appropriate magnitude (and sign)
of α for the desired case by iteratively comparing to observations, e.g., by minim-
ising the difference between the linearly-extrapolated Bx and By components at the
photosphere and the corresponding observed components (which requires the 3-D
vector field at the photosphere, Pevtsov et al., 1995), or by comparing field lines
of different α values with soft X-ray observations of an active region (Green et al.,
2002).
The linear force-free problem can be solved using any of a number of methods
(Seehafer, 1978; Alissandrakis, 1981), and these can yield real and imaginary solu-
tions. In order to build an LFFF with finite energy (i.e., one that is physical), the
real solutions must be taken, and there are therefore constraints on the values of α
that may be taken. This is discussed, for example, by Alissandrakis (1981), but it
is worth noting the interesting result that the allowed magnitude of α is defined by
the dimensions of the extrapolation volume, i.e., the size of the magnetogram used
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as the lower boundary condition. In the Alissandrakis method,
|α| ≤ αmax = 2piL , (3.11)
where L is the length of the longest side of the magnetogram. Since there is an upper
limit to α , the maximum value of twist that can be reproduced by a linear extrapol-
ation is therefore constrained by the size of the input magnetogram, rather than any
physical constraints. Under the constraint of α , the linear field has a unique solution
for given boundary conditions (including the five non-photospheric boundaries).
3.4.2.2 Nonlinear Force-Free Fields (NLFFF)
In the nonlinear case, the force-free parameter, α , varies for different field lines in a
volume. This is necessary when attempting to accurately model complex structures
in the corona. The nonlinear force-free field (NLFFF) approximation is the simplest
method that can reproduce the constraints of an observed photospheric vector mag-
netogram in terms of electric currents and complex distributions of twist associated
with a flux rope (i.e., with a finite value of α) embedded in a (relatively potential;
α ' 0) arcade.
The distribution of α in a force-free field can be found using a rearranged form
of Equation 3.6:
α(x,y,z) =
J(x,y,z)
B(x,y,z)
, (3.12)
where J(x,y,z) and B(x,y,z) are the electric current density and magnetic field
strength in the volume, respectively. However, in reality, we see from Equation
1.12 that it is not possible to compute the full 3-dimensional J(x,y,z) without the
knowledge of B(x,y,z) in the same volume. Equation 1.12 shows that electric cur-
rent density, J, is related to the curl of B, and so we can compute the components
of J with the spatial derivatives of B as follows:
µ0Jx =
(
∂Bz
∂y
− ∂By
∂ z
)
xˆ, (3.13)
µ0Jy =
(
∂Bz
∂x
− ∂Bx
∂ z
)
yˆ, (3.14)
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µ0Jz =
(
∂By
∂x
− ∂Bx
∂y
)
zˆ. (3.15)
Here, we see that Jx and Jy require information about how B varies in the z-
direction. In application to solar observations, we can not currently compute these
two quantities because we do not routinely have measurements of how B varies
with height; we only have knowledge of the magnetic field in a 2-dimensional plane
in the form of magnetograms. However, we can compute Jz using a photospheric
magnetogram (i.e., at z = 0), and therefore, assuming the magnetogram is compat-
ible with the force-free condition such that the current density and magnetic field
are parallel (discussed next), we can get α over the magnetogram by
α(x,y,z = 0) =
Jz(x,y,z = 0)
Bz(x,y,z = 0)
, (3.16)
where Jz(x,y,z = 0) and Bz(x,y,z = 0) are the vertical components of the electric
current density and magnetic field strength in the lower-boundary magnetogram,
respectively. Fortunately, because α is constant along magnetic field lines (Equa-
tion 3.9), knowing α in the photosphere is, in principle, sufficient to extrapolate the
magnetic field in to the corona within the force-free approximation. Unfortunately,
photospheric magnetograms are not force-free, since typically β > 1 in the photo-
sphere (Gary, 2001; see Figure 1.4). A technique called pre-processing is often used
to modify magnetograms within sensible constraints to improve their compatibility
with the force-free condition (described in Section 3.6.4).
3.5 Extrapolation by Magnetofrictional Relaxation
There are a number of methods for performing NLFFF extrapolations. In the work
of Chapter 5, a magnetofrictional relaxation method is used to produce an NLFFF
model of the corona. This procedure is described in detail by Valori et al. (2005,
2007, 2010), but an overview is given in the rest of this chapter.
To summarise, an initial potential coronal field is constructed using the radial
field component of a photospheric magnetogram as a lower boundary condition, and
then the horizontal potential field components in the lower boundary are overwritten
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by the measured, non-potential values. This operation introduces a sharp gradient
in the vector field between the lower boundary and the field above it, adding electric
current and thereby forces and finite divergence to the field used as the initial condi-
tion. The field is then relaxed towards a force-free equilibrium state by propagating
the currents upwards and throughout the field volume.
The magnetofrictional relaxation (Chodura and Schlueter, 1981; Yang et al.,
1986; Valori et al., 2005, 2007, 2010) works by adding an artificial viscosity term
to Equation 1.13
ρ(
∂
∂ t
+v ·∇)v+∇p = J×B−νv, (3.17)
where ν is the viscosity. Under the same coronal approximations used to reduce
Equation 1.13 to Equation 3.2, and assuming the friction term to be of the same
order as the Lorentz force, Equation 3.17 reduces to
J×B= νv, (3.18)
which prescribes the magnetofrictional velocity, v. A quasi-static coronal equilib-
rium can be obtained by using Equation 3.18 in the induction equation (Equation
1.7), thereby reducing Lorentz forces with friction (Yang et al., 1986). In real-
ity, friction forces are far smaller than Lorentz forces in the largely collisionless
corona, but this unrealistic assumption is used only to pseudo-temporally counter
flows resulting from an initially-constructed non-force-free coronal field as it re-
laxes towards a more realistic force-free equilibrium, not to study the physical evol-
ution of the corona over time. On the other hand, magnetofrictional extrapolations
of near-continuous series of (interpolated) photospheric boundary conditions have
successfully approximated the observed time-evolution of the coronal field to some
extent (e.g., Mackay et al., 2011).
To modify the magnetic field, the relaxation uses a modified version of the
MHD induction equation,
∂B
∂ t
= ∇× (v×B)+ cL∇(∇ ·B). (3.19)
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Equation 3.19 differs from the usual MHD induction equation (Equation 1.7) in the
addition of the second term on the RHS, which functions as a “divergence cleaner”,
since the pre-relaxation field will not satisfy ∇ ·B= 0 because of the discontinuity
in the transverse field components at the bottom boundary, and the relaxed equi-
librium should satisfy it as closely as possible. In order to show the effect of the
additional term, the divergence of Equation 3.19 is taken (applying Vector Identity
A.3), resulting in a diffusion equation for ∇ ·B:
∂ (∇ ·B)
∂ t
= cL∇2(∇ ·B). (3.20)
Equation 3.20 demonstrates that finite ∇ ·B contributions will diffuse out of the
extrapolation volume as the magnetic field is relaxed (Marder, 1987). The scal-
ing number cL regulates the diffusion velocity of the “divergence cleaner”, and the
velocity, v, is defined from Equation 3.18 as
v= cY
J×B
B2
, (3.21)
where cY is another parameter that determines the speed of the relaxation (see Sec-
tion 3.6.1 for more about this parameter).
After a sufficient number of computational steps, the field will have relaxed
to a configuration that matches the observed photospheric boundary conditions by
construction, and will have been evolved to satisfy the other enforced criteria, such
as having a minimal divergence in the magnetic field and minimal Lorentz forces,
whilst generally still containing currents, and therefore free energy.
3.6 Numerical Implementation and Boundary Con-
ditions
3.6.1 Space and Time Discretisation
The relaxation must evaluate a number of partial derivatives (e.g., in Equation 3.19).
The spatial derivatives are computed using a fourth-order central difference method,
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meaning that quantities in one pixel are computed using the differences between
neighbouring values that are up to two pixels away on either side (inclusive). Valori
et al. (2007) performed a number of extrapolations to compare the use of second-
order and fourth-order central differencing, and found that the fourth-order method
reproduced a test-equilibria more accurately.
The iteration of quantities is handled with discrete, single time-steps (i.e., using
an Euler method). The size of these time-steps, ∆t varies to ensure that numerical
instability is avoided. To ensure this, the so-called heuristic Courant criterion is
adopted: the maximum velocity that is representable on the grid (vcourant) must
be greater than the fluid (magnetofrictional) velocity and wave velocity anywhere
across the grid, e.g.,
vcourant =
∆x
∆t
≥max
grid
(vplasma,vwave), (3.22)
where ∆x is the space discretisation. To satisfy this condition, each time step is
chosen as
∆t = cY
∆x
maxgrid(vplasma,vwave)
. (3.23)
Here, 0 < cY ≤ 1 controls the size of the time step and is tuned experimentally
for stability (for diffusion processes, as used here, a typical value is cY = 0.5.) Smal-
ler time steps give results with smaller errors, but make the computation take longer.
A Runge-Kutta-Chebyshev acceleration technique (super-time-stepping; Alexiades
et al. 1996; Evje and Karlsen 2000) is used to increase the efficiency of the chosen
time steps.
To improve performance, the relaxation is performed over a number of stages,
each at different resolutions (referred to as multi-gridding). For example, the first
stage of relaxation may be performed on a grid at 1/4 the resolution of the photo-
spheric boundary magnetogram. Once the extrapolated field has reached a fairly
stable state at this resolution, the resolution is doubled through trilinear interpola-
tion (i.e., now to 1/2 of the magnetogram resolution), and another stage of relaxation
is performed. Finally, the extrapolation resolution can then be increased to the full
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magnetogram resolution for a final relaxation. This speeds up the relaxation process
by allowing the larger-scale features of the NLFFF field to efficiently propagate to
the entire volume before increasing the resolution and allowing smaller-scale adjust-
ments to the field, and also helps to prevent numerical instabilities from developing
(Yang et al., 1986).
3.6.2 Initial and Boundary Conditions
The extrapolation volume is defined by the area of the input magnetogram (see
Section 3.6.3) and the user-specified height. Then, as introduced in Section 3.5,
an initial potential field is extrapolated using only the Bz component of the mag-
netogram (the component of the magnetic field in the radial direction from the
Sun remapped into Cartesian coordinates — see Section 3.6.3.2), resulting in a
3-dimensional potential field vector throughout the extrapolation volume. The po-
tential Bx and By components at the photosphere (horizontal to the solar surface) are
overwritten by the corresponding non-potential components from the vector mag-
netogram (see Section 3.6.3 for details on boundary vector magnetograms), and
these are kept fixed for the full duration of the relaxation process.
Boundary conditions that the coronal field must satisfy need to also be specified
on each of the other five non-photospheric faces of the extrapolation volume. At
the side and top boundaries, we impose that the normal component of the field
must satisfy ∇ ·B = 0. The transverse component is specified at the boundaries by
extrapolating from inside the field volume. Valori et al. (2007) found that using a
fourth-order polynomial gave the best extrapolated transverse boundary values.
3.6.3 Photospheric Boundary Conditions
The lower boundary condition, which is kept fixed during the extrapolation, is a dis-
ambiguated photospheric vector magnetogram with magnetic field components in
Cartesian coordinates, i.e., components in the plane of the photosphere (horizontal;
Bx and By), and perpendicular to the photosphere (vertical; Bz). Furthermore, each
pixel in the magnetogram should represent the same area of the solar surface. In
this section, the steps taken to obtain such magnetograms are described.
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3.6.3.1 Disambiguation
As discussed in Section 2.1.2.3, the azimuth angles used to describe the magnetic
field vector are subject to a 180◦ ambiguity. This must be resolved as best as pos-
sible before the photospheric field is used as a boundary condition, because any
inaccuracy in the disambiguation will cause inaccuracy in the injected currents (or
α) and, therefore, in the final extrapolated field.
There are a number of ways to attempt to resolve the 180◦ ambiguity. One
commonly-used method is the computationally-expensive but effective ‘minimum
energy’ method discussed in Section 2.1.2.3.
When necessary to reduce computation time, the minimum energy method may
be used to only disambiguate pixels where the magnetic field is stronger than the
noise threshold (≈ 150 G; Liu et al., 2017), since applying the method to potentially-
noisy pixels may result in a noisy solution anyway. For weaker-field pixels, less-
intensive methods may be used to estimate the correct field orientation. Examples
of such methods include choosing the orientation of the transverse field component
as the orientation that is closest to the potential field configuration, hand-selecting
the orientation that is closest to the “expected” orientation (e.g. selecting the most-
radial direction outwards from a sunspot), or simply selecting randomly. The down-
side of the potential and radial methods are that they may select against real areas of
non-potentiality by choosing the most-potential orientation. By its nature, the ran-
dom method will only produce an accurate result in ≈50% of the pixels it is used
on, but it avoids introducing systematic error in the way that the other two methods
do, and is therefore often the method that is used for disambiguating pixels below
the noise threshold.
3.6.3.2 Transformation and Remapping
The two-dimensional plane-of-sky images we take of the three-dimensional spher-
ical Sun result in an observed disc. The pixels across these images correspond to
different surface areas of the Sun, and must be remapped into a spherical or, as in
our case, Cartesian projection before extrapolation. Typically, and for the purposes
of the work in this thesis, the Lambert cylindrical equal-area (CEA) projection is
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Figure 3.1: A map of the Earth in the Lambert cylindrical equal-area (CEA) projection.
Every grid square (image pixel) contains an equal surface area of the planet.
The shape of circles are preserved when translated longitudinally, but not in
latitude. Image by Eric Gaba, Creative Commons BY-SA 4.0.
used (introduced in Section 2.1.2.3). When applied to a sphere, this projection pre-
serves the shape of features in longitude, but there is distortion with latitude (see
Figure 3.1). When applied to an observed disc (e.g. solar observations), there will
be some amount of foreshortening with longitude away from central meridian as
well. Therefore, magnetograms of regions close to the centre of the solar disc are
the best targets for extrapolation.
Furthermore, the implementation of the magnetofrictional relaxation employed
in the work of this thesis requires the magnetogram to use a Cartesian coordin-
ate system. The description of the magnetic field vector is transformed from field
strength, inclination, and azimuth (B, θ , φ ), to field components that are vertical
and horizontal to the solar surface (Bx, By, Bz).
3.6.3.3 Available Photospheric Data Products
The hmi sharp cea 720s data series (as introduced in Section 2.1.2.3), provides
magnetograms in a format suitable for extrapolation. SHARP magnetograms are
cut-out from full-disc data to contain at least one active region, remapped into the
Lambert CEA projection (Section 3.6.3.2), disambiguated with the minimum en-
ergy method (Section 3.6.3.1), and transformed to Cartesian coordinates with the
same, constant resolution in x and y (Section 3.6.3.2). Since the SHARP images
contain far fewer pixels than a full-disc image, the minimum energy disambigu-
ation method is applied to all pixels.
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Alternatively, using the Joint Science Operations Center Data Export web
tool1, the user can produce their own magnetograms suitable for extrapolation
by taking cut-outs of B, θ , and φ from the full-disc vector data (the hmi.B 720s
data series), remapping into an equal-area projection, disambiguating φ , and trans-
forming the field vector to Cartesian coordinates. This may be required if,
for example, the magnetograms in the SHARP data series are too small to suf-
ficiently reconstruct the coronal field, as was the case in the work of Chapter 5
(see Section 5.2). Information regarding the full-disk vector data and routines
for disambiguating and transforming it to Cartesian coordinates can be found at
http://jsoc.stanford.edu/jsocwiki/FullDiskDisamb.
3.6.4 Pre-processing
To produce a force-free field, the boundary magnetogram must be force-free.
However, the force-free condition does not hold generally in the photosphere be-
cause plasma pressure there is comparable-to or greater-than the magnetic pressure
(β & 1, except perhaps in sunspots; see Figure 1.4). Further forces are introduced to
magnetograms through errors in the filtergram measurements and/or inversion pro-
cess that are used to make the magnetograms (see Chapter 2.1.2 for details on how
magnetograms are made). These errors produce small-scale but sharp gradients in
the observed photospheric field. Transverse magnetic field components are partic-
ularly subject to such error. This is because the transverse components are derived
from the Q and U components of the Stokes vector (these describe linear polarisa-
tion), and Q, U ∼ sin2(ψ), where ψ is the angle between the magnetic field vector
and the line-of-sight (Jefferies et al., 1989). Therefore, when a magnetic field is
closely aligned with the line-of-sight, the observed linear polarisation is small, and
the transverse field component that is inverted from Q and U will be as well. Con-
versely, Stokes V ∼ cos(ψ), so observed circular polarisation is strong for small ψ ,
and the measured longitudinal field is strong (Jefferies et al., 1989). For these reas-
ons, magnetograms are often “pre-processed” to reduce total Lorentz forces (both
real and error-induced) before they are used as boundary conditions.
1http://jsoc.stanford.edu/ajax/lookdata.html
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In the work of this thesis, the pre-processing method used was that described
by Fuhrmann et al. (2007). The method works by defining a functional, L, that
quantifies the total magnetic force and torque exerted by the magnetogram on the
boundaries of the extrapolation volume, as well as the smoothness of the magneto-
gram.
The Lorentz force, F in a volume, V , is
F=
∫
J×B dV
=
1
µ0
∫
V
(∇×B)×B dV
=
1
µ0
∫
V
[
(B ·∇)B− 1
2
∇B2
]
dV
=
1
µ0
∫
V
∇ ·
[
BB− 1
2
IB2
]
dV
=
1
µ0
∮
S
(BB− 1
2
IB2) ·dS
(3.24)
where I is the identity tensor and dS is an infinitesimal surface element. If we
assume that the lateral and top boundaries do not contribute significantly to the
surface integral, then we can restrict the surface integral to only the lower bound-
ary. This implies that the positive and negative flux in the boundary magneto-
gram are balanced, and any field lines that originate in the photosphere should also
eventually terminate there. Dropping the factor µ0 for convenience, and rewriting
dS=−dxdyzˆ, the components of the Lorentz force can then be computed as
Fx = xˆ ·F=−
∫
mgm
BxBz dxdy
Fy = yˆ ·F=−
∫
mgm
ByBz dxdy
Fz = zˆ ·F= 12
∫
mgm
(B2x +B
2
y−B2z ) dxdy,
(3.25)
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and, finally, the functional for the the Lorentz force is
L f orce = F2x +F
2
y +F
2
z . (3.26)
Similarly, for the magnetic torque
T=
∫
r× (J×B) dV, (3.27)
components may be written as
Tx =
1
2
∫
mgm
y(B2x +B
2
y−B2z ) dxdy
Ty =
1
2
∫
mgm
x(−B2x−B2y +B2z ) dxdy
Tz =
∫
mgm
(yBxBz− xByBz) dxdy,
(3.28)
and a functional is defined as
Ltorque = T 2x +T
2
y +T
2
z . (3.29)
Another functional, Lsmooth, describes the smoothness of the magnetogram us-
ing a windowed-median around each pixel:
Lsmooth = ∑
i=x,y,z
∑
mgm
(Mn,Bi(x,y)−Bi(x,y))2, (3.30)
where Mn,Bi(x,y) is the median of Bi values in a (2n+1)
2 window centred on pixel
(x,y) of a magnetogram, where the window size, n is to be chosen by the user.
Lsmooth, therefore, quantifies the difference between field strength components in
one pixel and the median of its neighbours.
An overall functional can be defined as the weighted sum of the others
L = µ1(L f orce +Ltorque)+µ2Lsmooth, (3.31)
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where the values of µi quantify the importance given to minimising the Lorentz
force and magnetic torque, or achieving maximum smoothness (µi ≥ 0). Only the
ratio of the µi to each other is important, so µ1 may be taken as unity, with µ2 to
be chosen. In testing, Fuhrmann et al. (2007) found that µ2 = 0.1 produced a good
balance between lowering the magnetic force and torque whilst still smoothing the
magnetogram well. When pre-processing was used during the work contained in
this thesis (see Chapter 5), µ2 = 0.01 was used to give slightly more emphasis to
reducing the force and torque.
The pre-processing uses a simulated annealing technique (similar to the
method used to disambiguate magnetograms described in Section 2.1.2.3) that
makes local, random changes to the components of B in the magnetogram with
the aim of reducing L. These changes are not completely arbitrary, but rather the
user defines limits by which Bx, By, and Bz may vary. For each component, the
maximum allowed variation per-pixel is given as both as an absolute value and as a
relative error, with whichever is largest in each pixel being used by the algorithm.
One way to define these limits is to base them on the measurement error, so that the
flux densities are only varied within their uncertainty range. In this way, the vertical
flux densities are typically allowed to vary less than the horizontal components (if
at all), since, as described earlier in this section, transverse field components are
subject to larger uncertainties.
The minimisation technique used to reduce L over a magnetogram is named
“simulated annealing” due to its resemblance to the metallurgical annealing process,
by which a metal is cooled slowly to control its physical properties. A pixel is
chosen at random and the field components are changed by a random amount within
the specified limit. If this change decreases L, the change is accepted, but if it
does not decrease L, the change is given a probability of acceptance. The assigned
probability is proportional to exp
(−∆LT ), where ∆L is the difference in L due to
changing any of the field components and T is a factor that controls the probabilities,
representing a “temperature” for the process. This process is repeated until every
pixel in the magnetogram has been visited once, and then the process begins again
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Figure 3.2: An example of the minimisation of the functional, L, (and its individual com-
ponents, L12 and L4) via simulated annealing. Here, L (purple) approximately
follows the same evolution of L12 (green, such that it is difficult to see L beneath
L12) and reaches a local minimum at ≈20000 iterations. The ‘temperature’ is
raised, and after a few thousand more iterations, a new minimum of L is found
that is lower than the previous one.
with the edited magnetogram. Eventually, L will reach a local minimum, but this
may not be the global minimum. At this point, T is increased to enable the algorithm
to try and leave the local minimum by assigning larger probabilities of acceptance
to the changes that increase L. T is decreased again to “cool” the system into the
(possible) new minimum. Figures 3.2 and 5.2 show examples of the minimisation
of L, demonstrating the way the L is allowed to increase temporarily in order to
leave a local minimum.
The effectiveness of the method was tested on an artificially-constructed
NLFFF magnetogram with added noise. Starting from the noisy data, pre-
processing was able to reproduce a smooth magnetogram that largely resembled
the original force-free magnetogram (see Figure 3.3).
3.6. Numerical Implementation and Boundary Conditions 92
-600   -400   -200    0    200     -200      0      200      400  -1000  -666  -333    0    333      8         4         0         4         8      
Bx Low & Lou
Bx noisy
Bx preprocessed
By Low & Lou Bz Low & Lou α(x,y,z=0) Low & Lou
α(x,y,z=0) noisyBy noisy Bz noisy
α(x,y,z=0) preprocessedBy preprocessed Bz preprocessed
Figure 3.3: Adapted from Figures 1 and 3 of Fuhrmann et al. (2007). The top row shows the
constructed Low & Lou test-magnetograms of the three magnetic field vector
components, Bx, By, and Bz, as well as a map of the force-free parameter, α , in
the magnetogram. The middle row shows the same maps with artificial noise
added to them. A “white noise” of 35 G was added to all three components
of B as well as an additional field-relative noise of 30% in horizontal field
components (Bx, By) and 5% in the vertical component (Bz). The difference
in relative noise was chosen to resemble real data, since in observations, the
vertical magnetic field component is generally measured with higher accuracy
than the horizontal components. The bottom row shows the results after pre-
processing was applied to the noisy maps.
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3.7 A Critical Overview of the Coronal Field Extra-
polation Procedure
Currently, there is no method of producing an NLFFF that is mathematically well-
posed (i.e., a unique solution that depends smoothly on the boundary conditions)
for arbitrary large values of α . In addition, specific difficulties are encountered in
applying extrapolation to solar observations. Here, the steps used to produce the
NLFFF extrapolation in this thesis are summarised whilst highlighting the stages
that contribute to the challenging nature of the exercise.
The first task in coronal field extrapolation is to obtain spectropolarimetric
measurements. Various instruments provide such measurements, albeit it each to
their own limits and specifications. The space-based telescopes SDO/HMI and
the Solar Optical Telescope (SOT) onboard Hinode both make spectropolarimet-
ric measurements, but where HMI makes measurements of the full disc of the Sun
almost continuously, SOT targets smaller regions at better spatial and spectral res-
olutions than HMI. Furthermore, ground-based spectropolarimetric telescopes can
benefit from even smaller spatial resolutions, due to lesser restrictions on the size
of mirrors that can be used. However, measurements from ground-based telescopes
are subject to atmospheric effects and limited observing time due to the Earth’s ro-
tation. Anyone that wants to produce a coronal magnetic field extrapolation must
first choose the source for their spectropolarimetric measurements depending on the
image size, temporal coverage, and measurement quality they need. Each of these
factors will eventually affect the magnetic field extrapolation.
Secondly, the spectropolarimetric measurements must be inverted to get the
magnetic field strength, B and the inclination and azimuth angles, θ and φ , that
describe the magnetic field vector. To do this, spectral measurements are compared
to a synthetic model of the solar atmosphere, and therefore the inverted solution is
affected by both the quality of the measurements (e.g., by the spectral resolution of
the instrument used and by errors from overlooked modifications to the polarisation-
state of the observed light between the source and the detector) and the choice of
model atmosphere. Hence, the inversion procedure is not unique, and in this sense,
3.7. A Critical Overview of the Coronal Field Extrapolation Procedure 94
is not mathematically well-posed.
The azimuth angles determined by the inversion process are subject to a 180◦
ambiguity (0 < φ ≤ 180). This ambiguity must be resolved to give a representative
vector field. One implementation, the so-called minimum energy method (Section
3.6.3.1), uses a simulated annealing routine to disambiguate the azimuth based on
the solution that minimises a global energy functional. By the nature of the sim-
ulated annealing process, the final state of the disambiguated field vector, i.e., the
energy minimum that the algorithm arrives at, may be a local minimum rather than
the global minimum.
The field strength, inclination, and unambiguous azimuth can then be projec-
ted in to Heliographic magnetic field components, Bx, By, and Bz, and re-binned on
to a Cartesian grid (see Section 3.6.3.2). These are well-posed geometrical trans-
formations, however, different de-projection methods modify the magnetic field in
different ways.
To produce a force-free coronal field, the boundary magnetogram must also
be force-free (or at least, as close to it as possible). Pre-processing is used to im-
prove compatibility of magnetograms with the force-free condition, but the degree
to which magnetograms should be manipulated is not well-defined. Thus, different
choices of pre-processing parameters will result in different processed boundary
magnetograms, and therefore different extrapolated fields. Moreover, the simulated
annealing method used in this thesis may reduce forces to a local-minimum state in-
stead of the global minimum in the same way as the minimum energy field-azimuth
disambiguation method.
The initial state of the coronal field is a potential field extrapolated from the
boundary magnetogram (Section 3.6.2). Potential field extrapolation is mathemat-
ically well-posed, so that any input magnetogram (together with the chosen lateral
and top boundary conditions) has a unique potential field solution. However, the
subsequent NLFFF relaxation (Section 3.5) is not well-posed, and therefore may
not yield a unique solution.
In summary, the numerous stages between making initial spectropolarimet-
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ric measurements and obtaining an NLFFF field are not all mathematically well-
defined and can introduce both systematic and random errors. In order to begin
to draw conclusions from such an extrapolated field model, one must first validate
the accuracy of the model. One way to achieve this is to compare the extrapol-
ated magnetic field to solar observations. There are numerous examples of NLFFF
extrapolations that have successfully reconstructed observed coronal field features
(e.g. Valori et al., 2012; Polito et al., 2017; Green et al., 2017), demonstrating that
the method can produce valuable results.
In Chapter 5 of this thesis, an NLFFF extrapolation of the coronal magnetic
field one hour before a CME is presented that matches a range of observations
very well. The model is then used to investigate the processes that triggered the
formation of the pre-eruptive magnetic structure and drove its eruption.
Chapter 4
On-Disc Observations of Flux Rope
Formation Prior to Its Eruption
This chapter contains results that have been published in Solar Physics (James et al.,
2017 Sol. Phys. 292, 71). Under the supervision of Lucie Green, Gherardo Valori
and Lidia van Driel-Gesztelyi, this work was carried out in collaboration with Erika
Palmerio and Emilia Kilpua (University of Helsinki), who focused on the data ana-
lysis and interpretation of in situ aspects. David Brooks (George Mason Univer-
sity) made computations of the first-ionisation potential (FIP) using spectroscopic
measurements provided by Deborah Baker (University College London MSSL),
and both contributed insightful expertise. Hamish Reid (University of Glasgow)
provided and helped with the interpretation of solar radio data. Special thanks are
given to Yang Liu (Stanford University) for processing and providing additional
HMI SHARP data that were important for this work.
While the work of this chapter was in progress, it was presented as a contrib-
uted talk at the 2016 Solar Physics Division meeting in Boulder, Colorado, and
twice as a seminar; firstly at NorthWest Research Associates (Boulder), and then at
Stanford University. It has since been presented as a poster at the 7th Solar Orbiter
Workshop in Granada, and as part of a talk at the 2017 Flux Emergence Workshop
in Budapest.
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4.1 Introduction
Many aspects of CME formation and eruption remain unclear, including the pro-
cesses by which magnetic flux ropes form, whether flux ropes are present before
the onset of eruption, and what the key mechanisms that cause CMEs are.
Measurements of the 3-D photospheric magnetic field can be produced by ex-
ploiting the Zeeman effect (described in Section 2.1.2.1), but there are difficulties
in measuring the full coronal magnetic field vector. This is because temperatures
in the corona can be more than 1000 times higher than in the photosphere (Gary,
2001; see Figure 1.4 of this thesis), so thermal and non-thermal broadening have a
much larger effect than Zeeman splitting in the corona. Furthermore, because the
corona is optically thin, it is difficult to determine the altitude from which observed
photons originate, and various magnetic field directions and strengths may occur
along the line of sight. Therefore, direct, 3-D magnetic field measurements of flux
ropes in the corona have not been made.
However, the presence of flux ropes can be inferred without directly meas-
uring the coronal magnetic field. Photospheric vector magnetic field observations
can exhibit inverse crossings and bald patches, which are signatures of BPSS flux
ropes (see Section 1.3.1.4). EUV signatures of flux ropes include sigmoids (Section
1.3.1.5), filaments (Section 1.3.1.6), and plasmoids. Plasmoids are hot, globular
plasma structures that may be interpreted as cross-sections of coronal flux ropes
(for examples, see Shibata et al., 1995; Reeves and Golub, 2011). Plasmoids (and
therefore coronal flux ropes) have been most commonly observed at the solar limb,
where they are away from the much brighter solar disc and any flaring that may oc-
cur beneath them (e.g. Nindos et al., 2015). The altitude of such coronal flux ropes
and the existence of underlying flare arcades implies an HFT configuration.
The formation of BPSS flux ropes can be explained by the flux cancellation
scheme of van Ballegooijen and Martens (1989, see Section 1.3.3.1), in which mag-
netic reconnection occurs in the photosphere/chromosphere. Quantitative observa-
tional studies have found that flux ropes form via flux cancellation on timescales of
hours to days (e.g., Yardley et al., 2018).
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The processes and timescales involved in HFT flux rope formation are less
clear. Previous studies have used observations of plasmoids above the limb to infer
that pre-eruption flux ropes can form via magnetic reconnection in the corona (e.g.,
Reeves and Golub, 2011; Patsourakos et al., 2013). In some studies coronal flux
ropes erupted≈10 minutes after they first appeared (Cheng et al., 2011; Zhang et al.,
2012), whereas Patsourakos et al. (2013) observed a coronal flux rope that appeared
and grew larger over 17 minutes, but did not erupt until ≈7 hours later. Magnetic
reconnection in the corona requires the convergence of magnetic field lines in the
corona, and this may be driven by motions in the photosphere. However, since
coronal flux rope signatures have so-far been primarily observed at the limb, the
evolution of the photospheric magnetic field beneath the forming coronal flux ropes
has not been studied.
One potential way to distinguish between flux ropes that formed at different
heights is to examine their plasma composition. Plasma composition can be de-
termined by studying the intensity of emission lines from elements that each have
a different first-ionisation potential (FIP; Brooks and Warren, 2011). Low-FIP ele-
ments are more abundant in the corona than in the photosphere. Baker et al. (2013)
observed photospheric plasma in the core of a sigmoidal active region, and sug-
gested this could correspond to part of a flux rope that formed via reconnection
low-down in the solar atmosphere by flux cancellation along the polarity inversion
line (i.e., a BPSS flux rope). Following this hypothesis, an HFT flux rope that forms
as a result of coronal reconnection should contain coronal plasma, but no previous
study has investigated this.
In this chapter, the solar origin of a magnetic cloud studied by Palmerio et al.
(2017) is investigated to determine the pre-eruptive configuration of the corona.
EUV observations from SDO/AIA are used to study the evolution of NOAA AR
11504 before, during, and after it produced a CME on 14 June 2012. These are sup-
plemented with photospheric line-of-sight and vector magnetic field measurements
from SDO/HMI, as well as spectroscopic measurements from Hinode/EIS and radio
observations from the NRH. The various data products used are outlined in Section
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4.2. Section 4.3 begins by describing the in situ magnetic cloud detection and how
the active region of origin is identified. The magnetic field, EUV, spectroscopic and
radio observations of the active region are also presented in Section 4.3, and their
implications are discussed in Section 4.4. Finally, the key conclusions are given in
Section 4.5.
4.2 Data Analysis
SOHO/LASCO coronagraph data are used to identify the CME that formed the
magnetic cloud and determine the plane-of-sky CME speed. The two STEREO
satellites were used to give opposing perspectives of the CME to confirm it was
Earth directed.
Low-coronal EUV observations from SDO/AIA are used to study the source
active region of the CME. The aia prep routine in SolarSoft is used to prepare the
AIA data to level 1.5, correcting for the slight difference in viewing angle, focal
length, and alignment between each of the four AIA telescopes.
White-light continuum images as well as line-of-sight and vector magneto-
grams from SDO/HMI were used to characterise the evolution of the photosphere.
The line-of-sight data are processed using the aia prep routine, changing the image
scale to 0.6′′ per pixel to match AIA for easier comparison between the two data
sets. The vector magnetograms are from the ‘hmi.sharp cea 720s series’ (see Sec-
tion 2.1.2.3). HMI SHARP data were not available during 13 June 2012 (the day
before the eruption), so instead, cutouts were taken from the full-disk vector mag-
netic field series and transformed into the CEA projection (see Section 3.6.3.2) to
produce SHARP-style magnetograms. Electric currents were computed from the x-
and y-components of the magnetic field vector using Equation 3.15.
The GOES/XRS system is used to provide a full-Sun integrated X-ray flux
light curve over the hours before, during, and after the eruption to identify flares in
the source active region.
Spectroscopic data are obtained from Hinode/EIS. The data used are 1′′ slit
coarse (2′′) raster scans of a 120′′×512′′ field of view, taking 60-second exposures
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at each position. They are processed and calibrated using standard routines available
in SolarSoft that remove the dark current pedestal, account for hot, warm, and dusty
pixels, and correct the orbital drift of the spectrum on the CCD. The data are then
calibrated to physical units. The EIS calibration shows an on-orbit evolution with
time (Del Zanna, 2013; Warren et al., 2014), so the data are re-calibrated using the
method of Del Zanna (2013). The EIS scans used here are manually aligned with
AIA images to enable the comparison of observed features between data sets.
Finally, radio images are used from the NRH at nine frequencies between 150
MHz and 445 MHz using a 10-second integration time.
4.3 Observations
4.3.1 The Magnetic Cloud
An in situ observation of a magnetic cloud was made by the Wind satellite on 16
June 2012. The shock preceding the magnetic cloud was first detected at ≈19:30
UT on 16 June, and the passage of the magnetic cloud lasted from≈22:00 UT on 16
June until≈12:30 UT on 17 June. The measured magnetic field vector rotated from
north to south in the geocentric solar ecliptic coordinate system as the cloud passed
the spacecraft, and an eastern field component was measured throughout the cloud
(see Figure 6 of Palmerio et al., 2017). This is consistent with a right-handed flux
rope that has eastward axial field with helical field wrapped around it. The helical
field at the leading edge of the flux rope is northward and at the trailing edge it is
southward, so the measured rotation from north to south is produced as it passes
over the spacecraft. The in situ flux rope detection is discussed in more detail by
Palmerio et al. (2017) in addition to another event, whereas this chapter focuses on
the pre-eruptive coronal field that generated the magnetic cloud.
The magnetic cloud has previously been associated with a halo CME that was
observed by LASCO on 14 June 2012 at 14:12 UT (Richardson-Cane “Near-Earth
Interplanetary Coronal Mass Ejections” list;1 Kubicka et al., 2016; Palmerio et al.,
2017. For the method used in creating the ICME list, see Cane and Richardson,
1See http://www.srl.caltech.edu/ACE/ASC/DATA/level3/icmetable2.htm
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2003 and Richardson and Cane, 2010). Here the validity of this association is
checked. Halo eruptions manifest when CMEs travel along the line-of-sight of an
observer, either towards the Earth or away from it. Images from the STEREO A
and B satellites confirm that the halo CME originated on the Earth-facing side of
the Sun, and the magnetic cloud speed was measured to be≈500 km s−1 by Wind at
1 AU. Assuming the ICME had a constant speed between the Sun and L1 suggests
that the source eruption took place at ≈08:30 UT on 13 June 2012. However, since
the speed of the solar wind preceding the ICME was lower than the ICME speed
(solar wind speed ≈400 km s−1 measured by Wind), it is likely the ICME had been
decelerating before reaching L1. This means that 08:30 UT on 13 June is an earliest
estimate of the eruption time, and the eruption likely took place somewhat later than
this.
There are six eruptions listed in the SOHO/LASCO ICME catalog that oc-
curred between 08:30 UT on 13 June and the halo eruption on 14 June (see
https://cdaw.gsfc.nasa.gov/CME_list/). One of the six other eruptions was
a partial-halo CME, but that eruption is associated with a small, low-speed CME
that was detected by Wind 12 – 14 hours prior to the magnetic cloud referenced in
this work. This association is made because the 13 June partial-halo eruption was
determined to have a slower speed than the full-halo eruption of the 14 June by
SOHO/LASCO. Therefore, the 16 June magnetic cloud is associated with the 14
June halo CME.
Once the LASCO CME associated with the magnetic cloud has been identified,
the next step is to locate the CME source region. Given the time the halo CME was
first seen in LASCO C2 and the size of the occulting disc, a CME with plane-of-sky
speed of≈ 980 km s−1 should have left the low corona at≈ 13:45 UT. The full-disc
EUV data from AIA show that only one eruption occurred on the Sun from 13:00
UT – 14:00 UT: a CME that originated from NOAA AR 11504 at ≈ 13:30 UT (see
Section 4.3.3 for details of the eruption). Therefore, the origin of the considered
magnetic cloud is associated with NOAA AR 11504.
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Figure 4.1: Annotated continuum intensity images (left) and line-of-sight magnetograms
(right) from HMI showing the evolution of NOAA AR 11504. The magneto-
grams are saturated to±2000 G, with positive flux shown in white and negative
in black. In the continuum images, distinct fragments of magnetic flux are high-
lighted and labelled ±A, ±B, ±C, and ±D. The evolution of these fragments
is described in Section 4.3.2.
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Figure 4.2: Integrated magnetic flux of NOAA AR 11504 during its disk passage. Vertical
field-component HMI SHARP images are smoothed over 15× 15 pixel boxes
and then only pixels with a magnetic field strength greater than ±400 G are
included in order to exclude the majority of quiet-Sun field. This therefore
fails to count some small-scale serpentine flux emergence, and so these values
of magnetic flux should be regarded as lower limits. 24-hour moving-average
smoothing has been applied to the curve to remove short-timescale variations.
The vertical black line is drawn at 13:30 UT on 14 June to represent the time at
which the eruption of the sigmoid is observed to begin.
4.3.2 Photospheric Evolution
NOAA AR 11504 rotates onto the solar disc as seen by SDO on 8 June 2012 and
rotates off on 21 June 2012. The region initially contains two small sunspots, a
leading positive polarity spot and a trailing negative polarity spot (labelled A+ and
A- in Figure 4.1a). New magnetic flux emergence occurs between the two spots and
they separate (labelled±B and±C in Figure 4.1c). Figure 4.2 shows that≈7×1021
Mx cm−2 (with an estimated error of ≈5% based on the 2.3 Mx cm−2 noise-per-
pixel value of Liu et al., 2012) of magnetic flux emerges in the active region from
11 June until around noon on 15 June, at which time emergence ceases.
The positive flux that emerges during 11 – 13 June (±B and ±C) moves to-
wards the north of the positive sunspot (A+) and is distinguished as two sections
of umbra in Figure 4.1e. The southernmost section (C+) moves northward and
clockwise around the northern emerged umbra (B+), such that it (C+) eventually
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comprises the northernmost part of the positive sunspot. However, rather than fully
coalescing with the pre-existing positive sunspot umbra, the newly emerged flux
remains somewhat separate from the pre-existing flux, existing as distinct umbrae
within one penumbra (see Figure 4.1e). Further emergence of positive flux from
13 – 15 June (D+) forms another separated area of umbral field within the positive
sunspot penumbra to the north of the previous sections (see Figure 4.1g). As it (D+)
approaches the positive sunspot, it is observed to orbit the sunspot clockwise. This
continues, displaying an ≈120◦ movement about the sunspot in 24 hours before
stopping (compare panels e and i of Figure 4.1). This orbit of newly emerged flux
around separate areas of magnetic flux seen in the photosphere suggests that regions
of magnetic field in the corona may be wrapping around each other — increasing
stored energy and creating more favourable conditions for magnetic reconnection
between the different magnetic flux regions. The implications of this are discussed
in full in Section 4.4.
The negative flux that emerges during 11 – 15 June forms a magnetic tongue to
the south of the pre-existing negative sunspot (B-, C-, and D- in Figure 4.1g). In this
active region, the negative polarity tongue extends to the north of the positive emer-
ging flux (see Figure 4.1d), indicating that the emerging flux tube has right-handed
twist (explained in Section 1.3.1.2). The sheared negative polarity tongue develops
into a third sunspot, becoming cohesive on 16 June (see Figure 4.1i/j). From 15 June
until the active region leaves the disc, the positive sunspot moves eastward towards
the third sunspot. This motion is observed in the line-of-sight data, but also in the
CEA-projected vector data that remove some of the foreshortening near the limb
(Section 3.6.3.2). This suggests that the convergence is not just a foreshortening
effect near the limb. Additionally, when the converging motion begins on 15 June,
the active region is still quite far from the western limb, with the leading sunspot
only ≈250′′ west of central meridian.
The horizontal component of the magnetic field extends radially from the
southern section of the positive sunspot (A+ in Figure 4.1), but the field extend-
ing out to its north (C+, D+) is sheared by ≈45◦ relative to the radial direction
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(see Figure 4.3a). Furthermore, the pre-existing negative sunspot (A-) exhibits ho-
rizontal field that is mostly radial outwards from the sunspot, but the elongated
tongue to its south (C-, D-) features shear to a similar degree as seen to the north of
the positive sunspot. The positive and negative magnetic flux locations that exhibit
horizontal field components without shear (A±) both pre-exist the flux emergence
that is observed here, and the positive and negative field areas that do show shear in
their horizontal field components emerge at around the same time as their opposing-
polarity counterparts (C±, D±). The negative polarity tongue is associated with a
region of relatively strong vertical electric current density, seen in Figure 4.3b, and
the same is seen to the north of the positive sunspot. The vertical current density
is proportional to gradients in the horizontal field component (see Equation 3.15),
and so the vertical current is strongest in areas where shear is strongest. Finally, no
inverse crossings are found along the central part of the polarity-inversion line in
the HMI vector data (see Section 1.3.1.4 for an introduction to inverse crossings).
4.3.3 Coronal Evolution
Figure 4.4 depicts a timeline of coronal events, such as flares and sigmoid develop-
ment, observed in NOAA AR 11504 during the hours prior to the eruption on 14
June 2012. For the remainder of this section, all stated times refer to activity on 14
June 2012.
A C5.0 flare that produces a bright arcade in the centre of the active region
begins at 11:05 UT and reaches its peak intensity at 11:12 UT (as measured by
GOES). At 11:20 UT, loops appear to the west of the positive sunspot in the 131
A˚ images of AIA (see Figure 4.5b). Other AIA channels were studied, but the
coronal features described in this section appear only in the 94 A˚ channel and, most
prominently, in the 131 A˚ channel (≈6 MK and≈11 MK respectively; Lemen et al.,
2012). These western loops briefly brighten before fading out of view by 11:40 UT,
by which time the intensity of the flare arcade has also decreased. Data from the
X-ray Telescope (XRT) onboard Hinode were also studied, but there was a gap in
observations from 11:12 UT – 11:43 UT.
At 12:20 UT, loops that span from one sunspot to the other begin to brighten,
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Figure 4.3: (a): The vertical component of the vector magnetic field, with positive polarity
in white and negative polarity in black. Red and blue contours outline regions of
±1000 G. Gold arrows represent the direction and magnitude of the horizontal
field component for horizontal field strengths of 100 G or higher. The hori-
zontal field component is sheared to the north of the positive sunspot and in the
negative magnetic tongue. (b): A map of vertical current density (Jz) in units
of A m−2 (red=positive, blue=negative) with the same field-of-view as panel
(a), demonstrating locations of strong gradients in the horizontal magnetic field
component. The calculation of current densities in these units relies on the as-
sumption that each pixel represents an equal area in square metres. Here, the
relation is used that the width of one 0.03◦ pixel represents 0.5′′ (strictly only
true at disc centre), which corresponds to 362.635 km at a distance of 1 AU. To
remove noise, it is set that Jz = 0 in pixels where the horizontal field strength is
weaker than 100 G.
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Figure 4.4: The full-disc integrated X-ray flux (1.0 – 8.0 A˚) as measured by GOES-15.
Flares observed in NOAA AR 11504 are labelled and the durations of obser-
vations from the 131 A˚ EUV data described in Section 4.3.3 are shown by the
blue boxes. There is a two-stage rise in X-ray flux leading up to the CME, with
a slow rise from ∼13:00 UT – 13:30 UT, and a fast rise from 13:30 UT – 14:00
UT.
seen best to the south of the centre of the active region. A C2.6 flare begins at 12:33
UT and peaks at 12:37 UT. Throughout this time, the loops increase in brightness
and size while remaining in the same location, and continue like this until 13:00 UT.
As they brighten, loops once again appear to the west of the positive sunspot in the
same location as those that appear at 11:20 UT (from Figure 4.5b), and it becomes
clear that they are part of a common structure with the southern brightening. In fact,
together they form a continuous S-shape that traces along the polarity inversion line
and has its ends rooted near each sunspot: a forward-S sigmoid (see Figure 4.5c).
This continuous sigmoid cannot be identified in Hinode/XRT data because the field-
of-view does not cover the whole active region.
At 12:52 UT, an M1.9 flare begins, although it does not reach peak intensity
until 14:35 UT. The rise in X-ray intensity of this flare exhibits a two-stage increase
(see Figure 4.4). From 12:52 UT until ≈13:30 UT, there is a relatively steady rise
in intensity. During this time, the central flare arcade increases in brightness and
the sigmoidal loops expand. However, from ≈13:30 UT until ≈14:00 UT, the X-
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Figure 4.5: Four EUV images at 131 A˚ showing coronal evolution over the hours before,
during and after the eruption, a line-of-sight magnetogram of the active region
and an EUV image at 1600 A˚ showing flare ribbons. (a) NOAA AR 11504
≈3 hours before eruption. (b) Loops become visible to the west of the western
sunspot (dashed line). (c) The full S shape is visible (dashed line). (d) The
eruption is occurring, producing a hooked flare ribbon to the south of the west-
ern sunspot (annotated R). A dimming region (see Figure 4.6a) that appears
dark in EUV compared to surrounding plasma is outlined and hatched in gold,
marked DR. (e) An HMI line-of-sight magnetogram of the active region. (f)
The hooked flare ribbon (annotated R) is also visible at 1600 A˚. The AIA 131
A˚ images are saturated to 200 DN s−1 pixel−1, the magnetogram is saturated to
±2000 G and the AIA 1600 A˚ image is saturated to 800 DN s−1 pixel−1.
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Figure 4.6: (a) Base difference image of NOAA AR 11504 showing the difference in in-
tensity between AIA 131 A˚ images taken at 10:30 UT and 13:53 UT on 14
June 2012. Black areas correspond to decreases in intensity between the image
times, and white represents brightenings (saturated to ±50 DN s−1 pixel−1).
The red circles indicate the areas near the east and west sunspots that undergo
dimming around the time of eruption. (b) An HMI continuum white-light im-
age of the active region with a semi-transparent 131 A˚ AIA image overlaid. The
AIA image is saturated to 500 DN s−1 pixel−1, as in Figure 4.5. The dimming
locations from panel (a) are included.
ray intensity increases more rapidly. This coincides with a growth in the size and
brightness of the flare arcade, as well as the eruption of the sigmoid, and the erupting
sigmoid material is seen to move southward from the active region in the plane of
the image. It is concluded that the flare arcade forms beneath the sigmoid because
the arcade is not disrupted by the upward motion and eruption of the sigmoid.
A flare ribbon is observed to brighten at the western footpoint of the flare
arcade in every AIA channel from 13:45 UT. It is difficult to identify a flare ribbon
on the eastern side due to the brightness of the arcade and the complex photospheric
flux distribution, but the ribbon on the western side is particularly prominent, tracing
around the group of positive sunspot umbrae. After extending out and around the
sunspot, the flare ribbon turns back on itself to produce a hook-shape at 13:53 UT
(see Figure 4.5d).
At the same time as the flare ribbon on the western side traces out the hook,
twin dimmings are observed in the EUV data, with one occurring on either side of
the active region (marked with red circles in Figure 4.6). These are most apparent
when taking base difference images of the region, because these show increases and
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decreases in intensity relative to the chosen time of origin (10:30 UT on 14 June).
The western dimming is located within the hook of the western ribbon (where the
dark region labelled DR in Figure 4.5d extends from), and the eastern dimming
appears over a small patch of negative magnetic field to the south of the eastern
sunspot. The locations of the dimmings and their significance to the pre-eruptive
coronal configuration are discussed in Section 4.4.
4.3.4 Plasma Composition
Composition analysis is performed using data from an EIS raster that began at 11:42
UT on 14 June 2012 to investigate whether features observed in the EUV data have
photospheric or coronal plasma composition. The method of Brooks and Warren
(2011) is followed, which uses Fe lines to measure the electron density and compute
a differential emission measure (DEM) distribution. The density and temperature
are then used to model the Si X 258.375 A˚ / S X 264.223 A˚ line ratio, which is
sensitive to the difference in compositional fractionation of silicon and sulfur due to
the FIP effect. The method has been tested extensively in many studies (see Brooks
and Warren, 2011, 2012; Baker et al., 2013, 2015; Culhane et al., 2014; Brooks
et al., 2015; Edwards et al., 2016, for specific examples). The CHIANTI database
v.8 was used to compute the contribution functions needed for this analysis (Dere
et al., 1997; Del Zanna et al., 2015).
The study is performed on loops that extend to the north-west of the positive
sunspot, and also on an area to the south-west of the positive sunspot (see the red
and blue boxes in Figure 4.7). It is inferred that these locations correspond to the
periphery and leg of the flux rope, respectively, so that plasma composition in the
flux rope can be probed. The red box is located at the western part of the sigmoid,
where faint loops had appeared from 11:20 UT (as described previously, — see
Figure 4.5b). However, at the time of the EIS raster scan, these loops have faded
from the AIA 131 A˚ observations, and the EIS data show that the box covers a set
of loops that exhibit a red-shift (Figure 4.7). There will be a contribution along the
line-of-sight from photons of arcade plasma beneath the flux rope as well as plasma
in the flux rope itself. It is concluded that the blue box samples plasma within the
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Figure 4.7: HMI line-of-sight magnetogram (left), 193 A˚ AIA image (middle) and an EIS
Doppler-velocity image produced at 195.12 A˚ (Fe XII, right). The AIA and
EIS images show an area to the west of the positive sunspot, and this field-of-
view is marked on the HMI image. Downflows (red) are observed by EIS in
loops that extend to the north-west of the positive sunspot and upflows (blue)
are observed to the south-west of the sunspot. The composition analysis is
performed on these flow areas in locations shown by red and blue boxes. Since
these EIS images are produced via a raster that began at 11:42 UT, the red and
blue boxes sample plasma that is observed at ≈12:00 UT. Doppler velocities
are saturated to ±15 km s−1.
western leg of the flux rope because it is within the western EUV dimming region
that is later seen (marked DR in Figure 4.5d and shown in Figure 4.6a) that traces
back to the hooked flare ribbon (Figure 4.5f). Photons from this plasma are blue-
shifted, revealing that in this location there is a plasma flow toward the observer
along the line-of-sight (Figure 4.7).
The analysis returned a FIP bias of 3.1 at the northern loops and 1.9 for the
southern region. FIP biases of the order 1.0 are representative of photospheric
plasma, whereas FIP biases of the order of 2 – 3 correspond to coronal plasma com-
position (for a review of the FIP effect including the interpretation of FIP biases,
see Laming, 2015). Therefore, these values both suggest plasma that is coronal
in composition rather than photospheric. Uncertainties in the FIP bias factors are
difficult to quantify, since errors in the radiometric calibration and atomic data are
likely to be systematic in nature. Here the standard deviation from a distribution of
values calculated from 1000 Monte Carlo simulations is used, where the intensities
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are randomly perturbed within the calibration error. This produces an uncertainty of
≈0.3, which is much smaller than the difference between photospheric abundances
(FIP bias ≈1) and the range of coronal abundances (≈2 – 3).
4.3.5 Coronal Radio Observations
Solar radio emission originates from the acceleration of particles, which can occur
during magnetic reconnection. The coherent mechanism that can cause radio emis-
sion from the accelerated particles results in lower frequencies of radio emission
from source regions of lower-density plasma, and higher frequencies from higher-
density plasma (see e.g., McLean and Labrum, 1985; Pick and Vilmer, 2008; Reid
and Ratcliffe, 2014, as reviews). Therefore, observing the Sun at a number of differ-
ent frequencies enables the probing of radio emission from different plasma dens-
ities. Plasma density generally varies with altitude in the solar atmosphere (with
lower plasma density at larger heights), so radio emission at lower frequencies gen-
erally originates from higher altitudes, whilst high-frequency emission generally
originates lower down. However, this is not strictly true because plasma density
also varies between different structures, e.g., coronal loops and coronal holes.
Radio observations taken at nine frequencies between 150 MHz and 445 MHz
from 10:00 UT on 14 June 2012 show strong emission across all frequencies to the
east of the active region until 13:30 UT (Figure 4.8a – f). The emission at differ-
ent frequencies appears to form a column, suggesting radio emission from different
coronal heights. The sources of emission appear progressively farther to the south
as frequency decreases, likely because the emission at lower frequencies originates
from higher altitudes, and is therefore subject to stronger projection effects. This is
a type I noise storm, which corresponds to acceleration of electrons in the corona
over a continuous period. During this same time period, the Wind spacecraft ob-
served many successive individual type III radio bursts at lower frequencies (from
14 MHz down to 0.1 MHz), indicative of a type III noise storm. Frequencies of 0.1
MHz imply that the accelerated electrons generate coherent radio emission from
rarefied plasma as far out as 0.3 AU (e.g., Leblanc et al., 1998; Mann et al., 1999).
The type III bursts therefore indicate that the accelerated electrons have access to
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Figure 4.8: Contours representing locations of radio emission at different frequencies
around NOAA AR 11504. Contours are drawn at 50% of the maximum ra-
dio intensity at each frequency and time. The beam sizes of NRH at 150 MHz
(largest) and 445 MHz (smallest) at 11:21 UT on 14 June 2012 are indicated
in the top right corners of panels a and b, to show that all sources are resolved.
The contours are overlaid on 131 A˚ images taken by AIA (left) and line-of-
sight magnetograms taken by HMI (right) at the closest available times to the
radio data.
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Figure 4.9: A PFSS extrapolation of the solar magnetic field at 12:04 UT on 14 June 2012
produced using the ‘pfss’ package of SolarSoft. Field lines are plotted on an
image of the photospheric magnetic field and extend from positive polarities
(white) towards negative (black). The sunspots that comprise NOAA AR 11504
are indicated with blue arrows. Closed field lines are shown in white and field
lines that are open to the heliosphere are magenta. The extrapolated field lines
originate from a height of 1.15 R with a uniform grid spacing and the viewing
perspective is from that of Earth. The extrapolation suggests the presence of
open field lines to the east of NOAA AR 11504, active region loops that initially
curve north-westward from the positive sunspot (“AR loops”) and loops that
originate from an area of positive magnetic polarity to the west of the active
region and connect to negative field to the south of the sunspots (“External
Southward Loops”).
magnetic fields that extend out of the corona, and can subsequently travel through
interplanetary space.
To further investigate the coronal magnetic field, a potential field source sur-
face (PFSS) extrapolation is performed using line-of-sight photospheric magnetic
field data at 12:04 UT on 14 June 2012 (see Figure 4.9). Although PFSS extrapol-
ations have limitations, since they necessarily produce a potential field (see Section
3.4.1), they are useful in probing the global magnetic field configuration. This ex-
trapolation suggests the presence of a region of magnetic field that is open to the
heliosphere prior to the eruption. This open field is situated to the east of the active
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region and corresponds to the location of the radio noise storm seen in the NRH
images. Open field allows particles accelerated at different altitudes (plasma dens-
ities) to escape into the heliosphere, which is commensurate with the observation of
radio emission at all of the NRH frequencies.
A faint radio source is also present at the west of the active region in the higher
NRH frequencies (e.g., 445 MHz, see Figure 4.8a/b). From 11:20 UT (around the
same time as the C5.0 soft X-ray flare and the initial brightening of loops that later
comprise the western portion of the sigmoid), the western radio source brightens,
indicating increased particle acceleration. Higher radio frequency type I emission
corresponds to higher density plasma, and so the increased particle acceleration is
likely occurring low-down in the solar atmosphere. The eastern noise storm re-
mains present and type III bursts continue to appear in the interplanetary data, but
at 12:25 UT, the lower-frequency sources begin to move farther eastward, giving
the appearance that the column is being deflected away from the active region. Also
around 12:25 UT, relatively low-frequency radio emission is briefly observed cent-
rally to the south of the active region before reappearing and remaining from 13:08
UT. With projection effects, this could represent high-altitude emission above the
centre of the active region, and the lack of spread in frequency implies that emission
originating only from a certain height in the solar atmosphere is being observed.
Beginning at around 13:18 UT, a new radio source appears centred on the active
region at frequencies above 327 MHz (Figure 4.8e/f). This emission is interpreted
to originate from the core of the active region because it is localised to the higher
frequencies. From this time, the eastern noise storm begins to disappear, completely
vanishing around 13:30 UT. Meanwhile, the western signatures extend into lower
frequencies, developing to show a column of emission from different frequencies
(Figure 4.8g/h). The lower-frequency sources extend southward until they reach the
same location as the central high-altitude emission. The sources of this emission
move outwards to the west of the active region (see Figure 4.8c-h).
After 13:30 UT, the central high-altitude radio emission begins to move farther
southward, consistent with a moving type IV radio burst (accelerated electrons
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within plasma that is erupting into interplanetary space, e.g., Bain et al., 2014 — see
Figure 4.8g/h). The moving type IV source is observed to move from (-125′′,-875′′)
to (-225′′,-1050′′) in 8 minutes, and so, assuming radial expansion from the active
region latitude of 17◦, the speed of the source is ≈ 1040 km s−1. This speed is of
the same order as the 980 km s−1 plane-of-sky CME speed estimated by LASCO.
After the eruption, at around 13:52 UT, low-frequency (high altitude) radio
signatures are observed over the active region core and western external polarities,
as well as to the south-east and south-west of the active region (Figure 4.8i/j). The
southern sources at 150 MHz move away from the active region to the south-east
and south-west before fading after 15 minutes. Finally, from 14:00 UT onwards,
emission continues in all frequencies to the east and west of the active region, and
then only from the eastern location after 14:13 UT.
4.4 Discussion
Here, the wide range of observations presented in this chapter are brought together.
The aim is to build a coherent interpretation of how the magnetic field in NOAA AR
11504 evolved in the hours leading up to the eruption on 14 June 2012. The studied
data cover plasma emitting across a range of temperatures and altitudes from the
photosphere to the corona, as well as emission from particle acceleration.
The AIA observations strongly support an interpretation that part of the mag-
netic field in NOAA AR 11504 transforms from a sheared arcade to a flux rope
before the CME occurs. This is illustrated by a cartoon shown in Figure 4.10,
where two sets of sheared loops are indicated on a 171 A˚ image at 07:37 UT on
14 June 2012. Then, by 13:18 UT, a full S-shaped (sigmoidal) emission structure
is observed, most prominently in the AIA 131 A˚ channel along with a flare ar-
cade. The earliest signature of the forming sigmoid is seen at 11:20 UT (see Figure
4.5b), although this then fades and becomes visible again at around 12:20 UT. The
sheared loops are connected to the areas of magnetic flux that emerge between 11 –
13 June, labelled B± and C± in Figure 4.1, and the footpoints of the subsequently
formed sigmoid and flare arcade are in approximately the same locations. A pro-
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cess similar to the tether-cutting magnetic reconnection described by Moore et al.
(2001) could explain this transition from sheared loops to a sigmoid and flare ar-
cade with conserved footpoints. However, in contrast to the Moore et al. (2001)
scenario, the reconnection did not apparently lead to the immediate ejection of the
flux rope. Simulations by Aulanier et al. (2010) support the scenario of a flux rope
that forms by tether-cutting reconnection and only later becomes unstable (to the
torus instability).
The large extent of the sigmoid, particularly its extension to the south of the
active region, allows the central section of the sigmoid to be identified, which is
otherwise difficult due to the bright emission from the underlying flare arcade along
the same sight-line. The magnetic tongues in the emerging photospheric magnetic
field in the active region indicate that the sigmoid forms in a flux region that is of
right-handed chirality, consistent with the weak trend for active region magnetic
fields in the southern hemisphere. In addition, the sense of the S-shape (forward-
S) also indicates right-handed chirality (Pevtsov et al., 1997). A stable forward-S
sigmoid in a positive-chirality field is consistent with the presence of helical field
lines that have a dip in their central section (To¨ro¨k et al., 2010a), which is interpreted
here as a flux rope with at least one turn in the field lines (according to our definition
in Section 4.1). Previous work has shown that sigmoidal emission can be produced
by plasma trapped on S-shaped field lines that pass through a quasi-separatrix layer
underneath a flux rope (Titov and De´moulin, 1999). Furthermore, the hooked shape
of the western flare ribbon is considered a signature of energy deposition along field
lines at the periphery of a flux rope (De´moulin et al., 1996; Janvier et al., 2014, see
Figure 1.12). Our interpretation of the presence of a flux rope in the active region by
the time of the CME is matched by the in situ data, which find the ICME to contain
a flux rope with a chirality and axial orientation matching that observed at the Sun
(Palmerio et al., 2017).
The location of the footpoints of the erupting flux rope are determined using
EUV dimmings and the curved end of a hooked flare ribbon. The eastern EUV
dimming is located over a patch of negative magnetic polarity to the south of the
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Figure 4.10: Schematic to illustrate the formation of the sigmoid and arcade. Initially,
sheared loops (seen here in 171 A˚ and indicated with purple lines) connect
B+ to B- and C+ to C-, using the nomenclature of Figure 4.1. Later, a flare
arcade and a sigmoid (shown in dashed gold and red respectively) are ob-
served. The sigmoid connects B+ to C-, and the arcade footpoints are at C+
and B-. The sigmoid footpoints are consistent with the footpoint locations
inferred from the EUV dimmings shown in Figure 4.6. The transition from
sheared loops to an arcade and sigmoid is consistent with tether-cutting-like
reconnection, although it differs from that described by Moore et al. (2001) in
that the flux rope that forms (evidenced by the sigmoid) is stable for at least
two hours. The background image of the lower panel corresponds to the line-
of-sight magnetic field distribution shown in Figure 4.1g with the annotated
coloured contours of Figure 4.1h that show which areas of the flux distribution
emerge at the same time and are therefore connected.
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pre-existing eastern sunspot in the extended magnetic field region. The western
EUV dimming and flare ribbon indicates that the western flux rope footpoint is loc-
ated in the southern penumbra of the pre-existing positive sunspot. These footpoint
locations are displayed in Figure 4.6.
The sigmoidal structure that first partially appears in the 131 A˚ images around
11:20 UT is co-temporal with the brightening of high-frequency (low-altitude) ra-
dio emission produced on the western side of the active region. The sigmoidal
emission fades and then appears again at around 12:20 UT on 14 June 2012 — just
over an hour before the eruption and ≈30 minutes before the slow rise in the X-
ray flux begins. Whilst the 131 A˚ channel of AIA does include contributions from
cooler plasma at ≈0.4 MK, images taken in this channel are largely representative
of coronal plasma temperatures≈11 MK during flares or high-temperature sigmoid
formation. This indicates that the sigmoidal structure contains hot plasma. Both
appearances of the S-shaped emission structure are associated with increases in soft
X-ray emission detected by GOES and an enhancement in intensity and extent of
the central arcade of the active region as seen by AIA. These observations are in-
terpreted as an indication that magnetic reconnection occurs in two phases, and that
these two phases are predominantly responsible for building the flux rope. The first
phase of reconnection, around 11:20 UT, heats plasma and accelerates electrons,
which leads to the radio emission at the western end of the flux rope. The second
phase of magnetic reconnection, around 12:25 UT, then further builds the flux rope
structure. The flare arcade brightens and grows simultaneously with the overlying
sigmoid, suggesting they both develop as a result of the same episode of magnetic
reconnection, and therefore that the flux rope builds during the times the flare ar-
cade is seen to brighten. Furthermore, little photospheric flux cancellation is ob-
served, there are no photospheric inverse crossings seen along the central section of
the polarity-inversion line, and the sigmoid formation is best observed in the 131 A˚
channel of AIA (≈11 MK; representative of flaring plasma in the corona). Together,
these observations suggest that the flux rope does not form in a BPSS configuration
via reconnection in the photosphere or chromosphere via the flux cancellation form-
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ation process described by van Ballegooijen and Martens (1989), but rather that the
flux rope forms at a higher altitude in an HFT configuration by reconnection in the
corona (see Section 1.3.1.4).
The interpretation that magnetic reconnection in the corona builds the flux rope
is further supported by the plasma composition in the flux rope. In a previous study,
Baker et al. (2013) used plasma composition to investigate the altitude at which
magnetic reconnection occurs. In that work, a sigmoidal active region was ob-
served with a core channel of plasma that had a FIP-bias of order 1.0. This signified
that the channel contained plasma of a photospheric composition. The conclusion
of Baker et al. (2013) was that a flux rope formed via magnetic reconnection in
the photosphere associated with flux cancellation along the polarity-inversion line
of an active region. However, in our study, a photospheric plasma composition is
not observed in the sigmoidal structure. Instead, the composition analysis indicates
that plasma in the initial sigmoid loops that begin to brighten around 11:20 UT and
plasma within the western leg of the flux rope is of coronal composition, with FIP
biases of 3.1 and 1.9 respectively, with errors ≈0.3. This supports our interpreta-
tion that the flux rope forms in the corona. Coronal flux ropes, formed via coronal
reconnection, have previously been observed in other works as the appearance of
diffuse emission structures in the hottest AIA channels above brightening flare ar-
cades (e.g., Reeves and Golub, 2011; Zhang et al., 2012; Patsourakos et al., 2013).
In these cases, flux ropes were viewed along their axes when the structure was at the
limb. Here, the sigmoid is observed close to disc centre, viewing the flux rope from
above and allowing the photospheric magnetic field evolution to also be studied.
So, now the role that photospheric flows might have played in the evolution of the
magnetic field in the corona is examined.
As discussed previously, NOAA AR 11504 was in its emergence phase at the
time the CME studied here erupted. The flux emergence proceeded in stages with
different bipoles emerging in sequence. On 11 June, there are already two small
sunspots present, and the emergence of further bipoles, some of which coalesce
with the pre-existing field, develops these sunspots. The HMI data show that the
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photospheric horizontal magnetic field component is sheared in the locations of the
emerged flux, i.e., to the north of the positive sunspot and in the negative elongated
flux region, which manifests as strong concentrations of vertical electric current.
There are domains of positive emerged flux that remain distinct from the main pos-
itive sunspot (leading spot) as well as a region of negative magnetic flux that forms
an elongated structure to the south of the main negative sunspot (trailing spot). As
the flux emergence proceeds, there are ‘orbital’ and shearing motions between the
bipoles. The positive magnetic flux that emerges between 13 June and 15 June
moves westwards towards the pre-existing positive sunspot and then moves clock-
wise around the pre-existing sunspot umbra as separate umbrae. This suggests that,
in the days leading up to the eruption, the coronal magnetic field emanating from
this strongly moving and shearing positive region wraps around the magnetic field
of the pre-existing sunspot. Yan et al. (2012) also observed one umbra orbiting
around another in another active region, and associated the anti-clockwise motion
they observed with the formation of a left-handed sigmoid (whereas here, clock-
wise orbiting and the formation of a right-handed sigmoid are seen). Yan et al.
(2012) concluded that the twisting of magnetic field from the rotational motion in
the photosphere led to a non-potential field configuration in the corona. Similarly,
it is concluded here that the clockwise wrapping of twisted and sheared emerging
magnetic flux facilitates the reconnection that leads to the formation of the flux rope
in this study.
Observational support is found that the collision of the two newly-emerged
sheared flux domains drove the magnetic reconnection in the corona that sub-
sequently builds the sigmoidal structure (and inferred flux rope). As discussed pre-
viously, this magnetic reconnection is likely to be of tether-cutting type (Moore and
Labonte, 1980; Moore et al., 2001) that forms a flux rope through episodes of mag-
netic reconnection between two sets of sheared loops (illustrated in Figure 4.10),
but which here initially produces a stable flux rope that only later erupts rather than
runaway reconnection that both builds the flux rope and facilitates the eruption. Nu-
merical studies have shown that a thin current layer can be formed in an arcade that
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is subject to shearing, and that in the presence of resistivity, magnetic reconnection
can proceed in this current layer (Mikic and Linker, 1994; Roumeliotis et al., 1994;
Amari et al., 1996). Furthermore, the combined rotational and inward motion of a
pore around a sunspot has been shown to lead to a strong build up of current that is
needed for reconnection (Gerrard et al., 2003). Here, it is proposed that the shear-
ing and orbiting motion of the positive magnetic field elements around each other
in NOAA AR 11504 leads to magnetic reconnection in the sheared arcade and the
formation of a magnetic flux rope in the corona.
The photospheric motions are likely to also play a role in the occurrence of the
CME beyond the formation of the flux rope itself. The orbiting motion seen here in
the western sunspot of NOAA AR 11504 could drive the twisting of field rooted in
and around the sunspot, causing it to rise and inflate (To¨ro¨k et al., 2013). Further-
more, the field that overlies the forming flux rope may also twist and inflate until it
is no longer able to contain the underlying flux rope due to decreased tension. Evid-
ence of this expanding magnetic field configuration is seen in the form of deflected
radio emission to the east and west of the active region before the eruption (see
Section 4.3.5 and Figure 4.8). The radio emission is interpreted as a signature of
magnetic reconnection, and its motion outward from the edges of the active region
suggests that reconnection is occurring further and further away from the centre
of the active region as the active region magnetic field expands and pushes against
external magnetic field.
The increase in radio emission and the production of emission at lower fre-
quencies to the western side of the active region in the lead-up to the eruption sug-
gests that magnetic reconnection is ongoing, with electrons being accelerated at
increasing altitudes, perhaps a consequence of the flux rope and active region mag-
netic field inflating. The increase in low-frequency emission takes place during the
slow-rise phase of the eruption. From 13:18 UT — as the slow-rise phase contin-
ues — low frequency (high-altitude) radio emission is observed directly above the
active region. The high-altitude radio emission source appears stationary at first,
indicating that the expanding flux rope and active region field is pushing against
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and reconnecting with field above the active region.
After 13:30 UT, the eruption moves into the fast-rise phase, the flux rope es-
capes, and more impulsive flare reconnection sets in. This is consistent with pre-
vious work that has shown that the slow-rise and fast-rise phases are common to
CMEs (Zhang and Dere, 2006). In this study, the first phase (the slow-rise phase)
lasts for around 30 minutes and shows a steady increase in soft X-ray flux which
is co-temporal with the brightening and expansion of the sigmoid in 131 A˚ and
the radio emission. The second phase is a sharp rise phase that occurs during the
eruption of the sigmoid that involves more impulsive flare reconnection below and
above the flux rope. It is important to note that the flux rope was already present
before the onset of eruption, as evidenced by early, partial-sigmoid loops at 11:20
UT. However, additional magnetic flux will likely have been built in to the flux rope
by magnetic reconnection during the slow and fast rise phases.
As the fast rise phase continues, the previously-stationary central high-altitude
radio emission moves southward in the plane of the NRH images. This is interpreted
as a type IV radio burst, corresponding to the acceleration of energetic electrons
within the plasma of the moving CME as it erupts.
It is interesting to note the timescale over which the flux rope appears to be
stable. From the SDO/AIA observations and the appearance of the sigmoid, it is
inferred that the flux rope forms at least 2 hours prior to its eruption. Few studies
have been carried out to probe when flux ropes form prior to their eruption, and
the timescales over which they are stable. Previous studies of flux ropes that form
through magnetic reconnection in the corona, as in this event, suggest they might
be stable for a few hours. For example, Patsourakos et al. (2013) studied an event
where the flux rope formed 7 hours prior to eruption and Cheng et al. (2014) in-
vestigated the eruption of a flux rope that formed 2 hours beforehand. In contrast,
a small survey by Green and Kliem (2014) found that flux ropes that formed by
photospheric magnetic reconnection associated with flux cancellation were stable
in their active regions for between 5 and 14 hours. This is an area where further re-
search is needed (see Chapter 6). Flux ropes formed by reconnection in the corona
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will be of the HFT type, whereas flux ropes formed through flux cancellation may
be of BPSS type with their underside line-tied to the photosphere. The altitude and
specific topology of the flux rope may affect the timescale over which it is stable,
but no parametric numerical study of this has yet been conducted.
4.5 Conclusions
The pre-eruptive configuration of a flux rope that is detected in situ is investigated
to determine whether a flux rope was present before the onset of eruption at the Sun,
or if it formed at a later time. It is concluded that a flux rope forms via reconnection
in the corona at least 2 hours before the onset of eruption on 14 June 2012. This is
evidenced by a flux rope of coronal composition associated with a sigmoid in 131 A˚
images. The sigmoid first partially flashes into view between 11:20 UT and 11:40
UT before fully appearing from 12:20 UT. The EUV sigmoid grows and brightens
from 13:00 UT to 13:30 UT, and there is an accompanying slow rise in soft X-ray
emission. Finally, the sigmoid begins to erupt at 13:30 UT, and a fast rise in soft
X-ray intensity is observed.
The CME occurs when NOAA AR 11504 is still in its emergence phase. Posit-
ive areas of emerging flux move towards and then clockwise around the leading pos-
itive sunspot, facilitating tether-cutting-type reconnection in the corona that forms
a flux rope and an underlying flare arcade, but does not initially cause the flux rope
to erupt. Photospheric motions may cause the inflation of the global active region
magnetic field. Simulations have previously shown that vortical motion at the foot-
points of magnetic loops can cause the loops to rise, leading to weaker magnetic
field overlying an active region (To¨ro¨k et al., 2013). If the magnetic field overlying
the pre-eruption flux rope was weakened sufficiently, the eruption of the flux rope
could have been driven by the torus instability. This possibility is tested in Chapter
5.
Chapter 5
An Observationally-Constrained
Model of a Flux Rope that Formed in
the Corona
This chapter contains work that has been published in The Astrophysical Journal
Letters (James et al., 2018 ApJL 855 L16). This work was performed under the
supervision of Gherardo Valori, Lucie Green, and Lidia van Driel-Gesztelyi. Yang
Liu (Stanford University) provided a custom-made photospheric magnetogram that
was necessary for the successful extrapolation of the flux rope, Mark Cheung (Lock-
heed Martin Space and Astrophysics Laboratory) performed a DEM inversion of the
active region and provided interpretation on this topic, and Yang Guo (Nanjing Uni-
versity) provided the code used to compute the twist and writhe of the extrapolated
flux rope.
This work was presented at the 2017 Flux Emergence Workshop in Budapest
and at the 2018 SDO Science Workshop in Ghent.
5.1 Introduction
In Chapter 4, a variety of observations were used to conclude that a magnetic flux
rope formed in the corona above NOAA AR 11504 before it erupted on 14 June
2012. It was suggested that the same ‘orbiting’ motions of emerging magnetic flux
that enabled the flux rope to form via magnetic reconnection in the corona could
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have inflated and weakened the active region magnetic field to the point where the
pre-eruption flux rope became torus-unstable. However, the conclusions of Chapter
4 were based on indirect indications of the flux rope, because presently no direct
measurements of the full coronal magnetic field vector have been made.
In lieu of coronal magnetic field measurements, techniques have been de-
veloped to extrapolate the coronal magnetic field from complex (but routinely avail-
able) photospheric observations under the assumption that the corona is in a force-
free state (see Chapter 3 for details on these models and assumptions). A valid
model of the coronal magnetic field can provide quantitative information regard-
ing the pre-eruptive magnetic field, further supporting the conclusions inferred in
Chapter 4 and enabling the investigation of the processes that may have caused the
CME.
In this work, a nonlinear force-free field (NLFFF) extrapolation (see Section
3.4.2.2) is used to test the hypothesis of Chapter 4 — that a flux rope formed before
the CME that occurred at ≈13:30 UT on 14 June 2012 — and investigate the cause
of the eruption. The data and specific parameters used in this work are described
in Section 5.2, and the validity of the extrapolated coronal fields are checked by
comparison to EUV images of the active region. The properties of the extrapolated
coronal field, including the relevance of instabilities in causing the observed erup-
tion, are analysed in Section 5.3, and the conclusions are summarised in Section
5.4.
5.2 Data, Method, and Validation of the Model
The NLFFF extrapolation of NOAA AR 11504 was performed using a photospheric
vector magnetogram produced by SDO/HMI. The chosen magnetogram was taken
at≈12:24 UT on 14 June 2012: approximately one hour after the first observational
indication that a flux rope was present, and one hour before the CME began (see
Chapter 4). The episode of magnetic reconnection associated with the formation of
the flux rope had ended (as determined by the duration of the C5.0 flare, see Figure
4.4) and therefore the flux rope could manifest in the NLFFF extrapolation. Fur-
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thermore, the observed eruption-onset would not begin for another hour, suggesting
the flux rope was stable and could therefore be modelled with NLFFF extrapolation
(see Section 3.2 for a discussion of the validity of coronal NLFFF extrapolation).
The observations in Chapter 4 show that the EUV sigmoid was extended to the
south of NOAA AR 11504 before the CME occurred (see Figure 4.5c). Since the
active region occupied a large coronal volume, a lower-boundary magnetogram with
a large area was required. The field-of-view of a publicly available HMI SHARP
series magnetogram (see Section 2.1.2.3) was too small to use as a lower-boundary
for an extrapolation that would accurately reproduce the sigmoidal field. Therefore,
a bespoke SHARP-style magnetogram was required, and Yang Liu of the HMI in-
strument team produced one with an area more than large enough to form the base
of volume that could accommodate the size of the sigmoid (≈ 400′′× 600′′; the
right-hand panel of Figure 5.1). However, the presence of a dispersed patch of neg-
ative magnetic flux to the south of the active region caused the final extrapolated
magnetic field configuration to depend strongly on the chosen input photospheric
magnetogram area. The area of the boundary magnetogram for extrapolation was
chosen to be small enough to exclude as much of the dispersed negative magnetic
flux to the south of the active region as possible, whilst still being large enough to
accommodate the extent of the sigmoid as described above. The chosen boundary
magnetogram area is represented by the red boxes in Figure 5.1.
The magnetogram was re-binned to 1/6th resolution such that each pixel in
the CEA projection represents an angular diameter of 0.18◦ (equivalent to 3′′ or
≈2.18 Mm at disc centre when viewed from 1 AU). This was done because lower
resolution extrapolations are less computationally-demanding, and a 3′′ resolution
should still be sufficient to resolve the feet of the flux rope inferred by observations
in Chapter 4 (Figure 4.6 shows EUV footpoint dimmings with an area of ≈ 20′′×
20′′). The magnetogram was then smoothed using the median of a 7-pixel boxcar.
Despite the effort to choose a magnetogram area that avoided as much of the
dispersed negative magnetic flux as possible, there was still an imbalance of 13.6%
between the positive and negative magnetic flux in the magnetogram. To alleviate
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Figure 5.1: HMI magnetograms of the Sun taken on 14 June 2012. Positive (negative)
magnetic flux is shown in white (black), and saturated at ±1000 G. The left
panel is a line-of-sight magnetogram for context, and the right panel shows
the radial magnetic field component in CEA projection. The red boxes show
the boundary of the SHARP-style magnetogram that was used for the NLFFF
extrapolation, containing NOAA AR 11504.
the impact that this unblanaced flux would have on the extrapolated field, the bal-
ance of positive and negative magnetic flux was enforced over the magnetogram.
This was achieved by modifying the magnetic flux density in every pixel by +5.2 G,
which is far smaller than the 100 G per pixel error estimation suggested by Hoek-
sema et al. 2014.
The magnetogram was then pre-processed using the method of Fuhrmann et al.
(2007) to reduce the total Lorentz force by applying variations to the horizontal and
vertical magnetic field components (explained in Section 3.6.4). Modifications to
the observed horizontal (vertical) field component in each pixel were limited to 80
G or 30% (30 G or 10%) of its initial value — whichever was largest. Figure 5.2
shows the relative reduction in the total Lorentz force over the course of the pre-
processing.
The height of the extrapolation volume was chosen to more than doubly ac-
commodate the height of a semi-toroidal flux rope that has a footpoint separation as
indicated by the EUV dimmings observed in Chapter 4 (Figure 4.6). The coronal
magnetic field was extrapolated in this volume from the pre-processed magneto-
gram using the magnetofrictional NLFFF method detailed in Chapter 3, yielding a
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Figure 5.2: Minimisation of the functional, L, in the pre-processing of the magnetogram
used. The simulated annealing ran for over 40000 iterations and L was reduced
by a factor ≈500.
model of the active region.
The validity of the extrapolated magnetic field can be examined in several
ways. Previous studies have quantified how well the magnetic field satisfies the
force-free (J ‖ B; from Equation 3.2) and solenoidal (∇ ·B= 0; Equation 1.8) con-
ditions (Wheatland et al., 2000; Valori et al., 2013). 75% of the current in the
extrapolated field presented in this chapter is parallel to the magnetic field, and 9%
of the energy in the extrapolated field is associated with non-solenoidal magnetic
field. The degree to which these values are satisfactory is debatable, but next, a
qualitative test of how well the extrapolated field reproduces observations of the
corona — which is the ultimate goal of the model — is described.
The extrapolated magnetic field is compared to EUV observations produced by
SDO/AIA that were taken at the same time as the boundary magnetogram. The AIA
data are processed using standard techniques (i.e., to level 1.5 using the aia prep
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routine available in SolarSoft). A direct comparison would not be immediately cor-
rect because AIA images show the Sun projected in the plane-of-sky, whereas the
extrapolation is based on a vector magnetogram in a CEA projection (introduced in
Sections 2.1.2.3 and 3.6.3.2). Therefore, the NLFFF extrapolated field lines must
be re-projected and aligned with an AIA plane-of-sky image to enable a direct com-
parison. The re-projection is achieved by tilting the CEA-projected magnetogram
(and thereby the extrapolation volume) to give the same viewing angle of the active
region as AIA had. Since the active region was 10◦ east and 19◦ south of disc-centre
as observed by AIA, these were the tilt angles used. Once the re-projection is com-
plete, the alignment is achieved in two steps. Firstly, the CEA HMI magnetogram
is aligned with a plane-of-sky (line-of-sight) HMI magnetogram, and secondly the
plane-of-sky magnetogram is aligned with the plane-of-sky AIA EUV image. In
doing this, the CEA image is thereby aligned with the EUV image (a few more
details about this method are given in Polito et al. 2017).
Figure 5.3 shows that the extrapolation reproduces the large-scale active region
emission structures seen in the 193 A˚ channel of AIA, including field lines that fan
out from the edges of the active region and the sheared arcade in the core of the
active region (shown by the southern group of white field lines in the left panel of
Figure 5.3).
5.3 The Pre-eruptive Flux Rope
The NLFFF model is used to study the coronal magnetic field of NOAA AR 11504
before a CME that occurred at ≈13:30 UT on 14 June 2012. In particular, a mag-
netic flux rope is searched for, since it was concluded observationally in Chapter
4 that one was present prior to eruption (with footpoint locations shown in Figure
4.6).
The magnetic field strength (B), electric current (I), and force-free parameter
(α) are all studied in a vertical slice through the extrapolation volume in order to
identify whether a flux rope is present in the extrapolation volume (see Figure 5.4).
Examining Figure 5.4, the left panel shows that there is no clear signature of a flux
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Figure 5.3: The extrapolated coronal magnetic field (left) closely matches a number of act-
ive region features observed in the 193 A˚ channel of AIA (right). The AIA
image is saturated at 2500 DN s−1 pixel−1.
Figure 5.4: A vertical slice taken through the extrapolation volume at x = 67 pixels (see
Figure 5.5 for scale) that shows the magnetic field strength (left), the electric
current (middle), and the magnitude of the force-free parameter, α (right). A
region of large α (outlined by a red box) is used to define the extent of the flux
rope shown in Figure 5.5.
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Figure 5.5: Stream lines are drawn through the region of strong α shown in the right panel
of Figure 5.4, revealing a flux rope. Each stream line is given a fixed colour
along its length. (a) The flux rope in the extrapolated field as seen from the
same perspective as SDO. (b) Side-on view of the extrapolated flux rope.
rope in the magnetic field strength, and the middle panel shows many regions of
strong electric current. However, a distinct region where the α parameter is strong
can be seen in the right-hand panel (outlined in red). From Equation 3.12, the force-
free parameter α is the ratio of magnetic field strength and electric current density,
representing a proxy for twist in the extrapolated magnetic field.
Within the red box shown in Figure 5.4, the region of strong α was selected
by hand. By visualising magnetic field lines that pass through the region of strong
α , a flux rope is revealed (see Figure 5.5). The average value of α in the flux rope
is ≈ 0.07 Mm−1. The location and shape of the flux rope matches most, if not all,
of the observational constraints identified in Section 4.4 remarkably well, and these
similarities will be discussed in the remainder of this section.
The flux rope extends high in the corona, with its highest point reaching≈ 150
Mm (≈ 0.2 R) above the photosphere. The axis of the flux rope is not planar, but
is oriented roughly eastward and inclined to the south with respect to the vertical.
The axis is ≈ 350 Mm long and reaches up to ≈ 120 Mm above the photosphere.
The flux rope is highly asymmetric and has a strongly inhomogeneous distribution
of right-handed twist. The vaguely elliptical flux rope cross-section shown in the
right panel of Figure 5.4 has a major diameter of ≈105 Mm and a minor diameter
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of ≈35 Mm.
The footpoints of the extrapolated flux rope are located in the north-western
penumbra of the positive sunspot and to the south of the negative sunspot. EUV ob-
servations, however, suggest that the western footpoint of the flux rope was rooted
in the south-western penumbra of the positive sunspot during the eruption (see Fig-
ure 4.6). This difference of approximately half the sunspot diameter could be due
to modification of the magnetogram induced by pre-processing, to the difference in
time between the pre-eruptive extrapolation and observations during the dynamic
phase of the eruption, or to projection effects in the coronal EUV data.
In addition to the set of observations presented in Chapter 4, a DEM inver-
sion was performed using the method of Cheung et al. (2015) to study the thermal
emission of the active region. At the time of the extrapolation, the sigmoid and
underlying flare arcade observed in the active region emitted most strongly in the
temperature range log(T/K) = 6.85 – 7.15. This is consistent with their observation
in the 131 A˚ channel of AIA, which has a peak in temperature response at 11 MK
(Lemen et al., 2012), and confirms flux rope temperatures from previous DEM stud-
ies (e.g., Cheng et al. 2012). The shape of the sigmoid in the EUV observations and
DEM closely matches extrapolated field lines that pass through the strong region of
current density in the bottom-third of the flux rope (see Figure 5.6).
Field lines that reproduce the observed sheared arcade were also found to pass
through a region of strong current beneath the flux rope (see the green field lines in
Figure 5.6c and 5.6d). The average value of α in the sheared arcade is≈0.07 Mm−1,
which is the same as that of the flux rope, as mentioned previously. In addition to
the many observational details summarised above, the similarly hot temperatures
and high current densities of the sigmoid and the arcade support the hypothesis
of Chapter 4 that the flux rope and flare arcade form as the products of magnetic
reconnection in the corona, driven in particular by the orbiting motion of satellite
sunspot fragments.
The flux rope contains 4×1020 Mx of magnetic flux, which is ≈ 3% of half
the unsigned active-region flux computed in Chapter 4 (see Figure 4.2). The total
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Figure 5.6: (a) EUV image of NOAA AR 11504 in the 131 A˚ channel of AIA showing
the bright central flare arcade and the faint sigmoid. The image is saturated at
±200 DN s−1 pixel−1. (b) DEM of NOAA AR 11504 in the temperature range
log(T/K) = 6.85 – 7.15 shows the flare arcade and sigmoid. (c) Electric current
in a vertical slice taken through the extrapolation volume. The flux rope appears
as a region of relatively high current, which is particularly strong at the bottom
of the flux rope. Stream lines are drawn through regions of strong current
that match the EUV observations of the sigmoid (blue) and the flare arcade
(green). (d) The extrapolated sigmoidal and flare arcade stream lines from
panel (c) as viewed from the perspective of SDO, imposed on the extrapolated
magnetogram.
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electric current, I, is given by
I =
∫
J ·dS, (5.1)
where dS is the surface through which the current passes and the current density,
J, is defined in Equation 1.12. The total electric current within the flux rope is
2.3×1011 A, with an average current density of 9.9×10−5 A m−2. These values
are similar in magnitude to previous estimations of currents in prominences (Filip-
pov et al. 2015, and references within).
5.3.1 Twist and Writhe
According to the test in Section 4.3 of Valori et al. (2010), attempting to extrapolate
an unstable coronal magnetic field equilibrium with the magnetofrictional method
would result in an uncommonly long computational time, which did not occur when
producing the extrapolation in this work. However, the flux rope in this study is
clearly twisted and extends very high in the atmosphere, so it is investigated whether
the flux rope is indeed stable to the ideal MHD kink and torus instabilities.
The helical kink instability will occur if the flux rope twist exceeds a critical
value (see Section 1.3.3.1). To quantify the twist in our very asymmetric case, the
twist of individual field lines in the flux rope was calculated around an axis, and the
average was taken (e.g. Guo et al., 2010, 2013). Following Guo et al. (2017), the
axial field line is defined as the field line with the smallest ratio of tangential-to-
normal magnetic field components with respect to a plane roughly perpendicular to
the body of the flux rope.
The determination of the axis is therefore dependent on the chosen slice
through the flux rope. Given the marked asymmetry of the flux rope, three slices
were taken through the flux rope with different inclinations, resulting in three axes
and therefore three values of the average twist. Firstly, a slice was taken in the y-z
plane of the extrapolation volume through the centre of the flux rope (as in Figure
5.4). This gives an axis seen in Figure 5.7a and the average twist around it is 1.35.
The second slice was rotated about the z-axis with respect to the first slice, with the
axis shown in Figure 5.7b and the average twist around it is 1.61. The third slice
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was inclined downward with respect to the second slice, to be perpendicular to the
central part of the flux rope. This is shown in Figure 5.7c and the average twist
around it is 1.88. The axes are similar in height and length (for reference, the first
axis is ≈350 Mm long and reaches up to ≈120 Mm above the photosphere). The
same set of flux rope field lines were used to determine the twist around each of the
three axes. Two of the values obtained for the twist of the asymmetric, non-uniform
flux rope in this work are comparable to the critical threshold of 1.75 turns (see
Section 1.3.3.1).
The observations detailed in Chapter 4 show no significant sign of the flux rope
kinking before or during the eruption. In fact, the axis of the flux rope changed so
little that the CME configuration measured in situ closely matched the pre-eruptive
configuration (Palmerio et al., 2017). Therefore, the critical twist required for this
flux rope to become kink unstable seems not to have been reached.
The writhes of the three axes were 0.29, 0.09, and -0.07 turns. The axis that
resulted in the largest value of average twist was the one with the smallest writhe,
and vice versa. Therefore, the sum of the twist and writhe is closer to being inde-
pendent from the choice of the plane used to determine the axis (as expected; To¨ro¨k
et al. 2010b).
Guo et al. (2017) concluded that a good proxy of the magnetic helicity in the
current-carrying field inside a finite volume is
HTW =Φ2(Twist +Writhe), (5.2)
where Φ is magnetic flux. In our case, using the total magnetic flux in the flux
rope, this method gives a maximum helicity estimate of ≈ 3×1041 Mx2. On the
other hand, using the extrapolated field and Equation 1.35, the helicity of the closed,
current-carrying field, HJ , in the extrapolation volume is ≈ 4×1042 Mx2, which is
14 times larger than HTW . Part of this discrepancy may originate from underestim-
ating the magnetic flux in the flux rope when defining the boundary of the flux rope
using the force-free parameter, α . However, because HTW scales with Φ2, there
would need to be a factor of
√
14 ≈ 3.7 error in the magnetic flux to fully explain
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Figure 5.7: Three different cross-sections (the collections of black points) are taken through
the flux rope at different angles, and the best choice of axial field line (red) is
taken from each one using the method of Guo et al. (2017). The grey square at
the base is a contoured photospheric magnetogram.
5.3. The Pre-eruptive Flux Rope 138
Figure 5.8: The decay index is computed in slices along and perpendicular to the flux rope
axis. The decay index at the centre of the flux rope is ≈1.8.
the difference, which is unreasonable to assume is the case. Instead, the difference
may originate from strong currents elsewhere in the active region (i.e. external to
the flux rope), since HJ is computed in the whole volume and HTW is counted only
in the flux rope. Regions of strong electric current external to the flux rope are
observed in the middle panel of Figure 5.4.
The helicity of the threading part of the field, related to both the potential field
and current-carrying field (as defined, e.g., by Equation 11 in Pariat et al. 2017),
HPJ ≈ 1×1043 Mx2. The total helicity in the extrapolation volume is then H =
HJ + 2HPJ ≈ 2.4×1043 Mx2. In this chapter, the first estimation of the eruptivity
proxy recently introduced by Pariat et al. (2017) for an NLFFF extrapolation of an
active region is given, equal to HJ/H = 0.17.
5.3.2 Decay Index
A toroidal magnetic structure, such as a flux rope, may be torus-unstable to per-
turbations if the overlying magnetic field strength decreases too rapidly with height,
i.e., if the decay index is critical (see Section 1.3.3.1 for an introduction to the torus
instability and the decay index).
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In order to estimate the decay index at the height of the flux rope, a potential
field extrapolation is performed using the method of Alissandrakis (1981) to ap-
proximate magnetic field external to the flux rope. The poloidal field component is
taken as the component perpendicular to the central section of the flux-rope axis.
Then, following Equation 1.36, the gradient of the poloidal field component is used
to compute the decay index in two planes: one inclined parallel with the flux rope
axis, and one perpendicular to the axis (shown in Figure 5.8).
The decay index near the centre of the extrapolated flux rope is equal to 1.8,
and closer to the axis apex is equal to 2.0. The extrapolated asymmetric flux rope
therefore lays above the critical decay index for a symmetric torus of ncrit = 1.5, but
as stated before, the extrapolation method used here should have produced a stable
equilibrium field configuration. Other studies have suggested higher (and lower)
values of ncrit (1.1 < ncrit < 2.0; see Section 1.3.3.1). The scenario of the flux rope
in this work being very close to being torus unstable is compatible with the eruption
of the flux rope occurring just one hour after the extrapolation time. A triggering
process may act during this hour that can modify the decay index and/or raise the
flux rope until the decay index at the axis is critical.
5.4 Conclusions
In this study, the hypothesis from Chapter 4 that a magnetic flux rope formed in
the corona of NOAA AR 11504 before erupting as a CME is tested. An NLFFF
extrapolation of the coronal magnetic field is produced from a photospheric mag-
netogram one hour before the onset of eruption, and a close match is found with the
observational conclusions of Chapter 4. Firstly, a flux rope is indeed found in the
extrapolated field before the eruption. Secondly, the flux rope is relatively high up
in the corona, with its axis reaching≈120 Mm above the photosphere (≈150 Mm at
the top of the flux rope). A sheared arcade is found beneath the flux rope in an HFT
configuration, supporting the hypothesis that the flux rope formed via reconnection
in the corona.
The altitude of the flux rope is comparable to that of the pre-eruptive configura-
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tions of several reported stealth CMEs (Robbrecht et al., 2009; Ma et al., 2010). The
eruption studied in this chapter is certainly not a stealth CME, as it exhibits numer-
ous strong low-coronal signatures (outlined in Chapter 4). The CME studied here
originates from an active region with strong magnetic field, whereas many identi-
fied stealth CMEs originate from regions of weaker magnetic field. This difference
in field strength may explain the contrast in observed eruption signatures, such that
stealth CMEs are simply the weaker-field limit of high-altitude (HFT configuration)
flux rope eruptions.
The flux rope found in this chapter is different in a number of ways to sigmoid-
associated flux ropes that form via magnetic flux cancellation. Flux cancellation can
form flux ropes over a few days, building magnetic flux in to a flux rope. Yardley
et al. (2018) studied a sample of four active regions that produced low-altitude flux
rope eruptions, and found that an average of 36% of the peak fluxes of the regions
was cancelled over the days before the eruptions. Other studies have found higher
quantities of flux cancellation than this, and also suggest that only 50% – 70% of
cancelled flux is built in to flux ropes (Green et al., 2011; Savcheva et al., 2012). The
reconnection involved in flux cancellation occurs low down in the solar atmosphere,
so the flux ropes that form may have BPSS configurations. In contrast, the flux rope
found in this chapter formed via magnetic reconnection in the corona with an HFT
configuration, was only stable for ≈2 hours, and contains 3% of the active region
flux.
The decay index near the centre of the flux rope is≈1.8, which is comparable to
the critical value for the torus instability onset determined in other works. However,
the extrapolated magnetic field equilibrium must represent a stable configuration, so
the flux rope modelled in this work is stable (although a proper verification of the
latter statement requires an MHD numerical evolution starting from the extrapolated
field). Therefore, it is concluded that, at the time of the extrapolation (1 hour before
eruption), the flux rope was close to becoming torus unstable.
During the hour between the extrapolation and the eruption, a triggering pro-
cess may have further evolved the coronal magnetic field towards instability. Any
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perturbation could have caused the QSL around the HFT flux rope to collapse and
form a current sheet, enabling magnetic reconnection to occur and thereby modify-
ing the decay index and/or raising the flux rope.
In another study, Vemareddy et al. (2017) used observations to conclude that
the helical kink instability caused a highly twisted prominence (flux rope; 2.96
turns) to rise to the point at which the torus instability set in. The flux rope modelled
in this chapter has an average twist in the range of 1.35 – 1.88 turns, which is similar
to estimates of the critical twist needed for the onset of the kink instability. How-
ever, the observations presented in Chapter 4 suggest that kinking did not occur.
Therefore, the kink instability did not trigger the CME studied here, and another
trigger mechanism is required to explain how the magnetic field evolved before the
eruption.
In Chapter 4, it was suggested that the ‘orbiting’ motion of emerging sunspot
fragments around each other drove magnetic reconnection in the corona that formed
an HFT flux rope, but also inflated magnetic field above the flux rope. The results
of the modelling in this chapter very closely match the observational conclusions
of Chapter 4, lending support to the hypothesis that the flux rope formation was
triggered by photospheric motions. By extension, there is now further support for
the scenario in which these same photospheric motions may also have inflated and
therefore weakened magnetic field above the flux rope, explaining how the torus
instability developed and drove the eruption.
Since only one event has been studied in this thesis so far, more cases of HFT
flux rope formation are studied in Chapter 6. The aim of this extended study is to
reveal how common the pre-eruptive processes identified in Chapters 4 and 5 are.
Chapter 6
Magnetic Flux Emergence and the
Formation of Coronal Flux Ropes
The work contained in this chapter was performed under the supervision of Lucie
Green, Gherardo Valori, and Lidia van Driel-Gesztelyi. The results have been
presented as a contributed talk at the 2018 SDO Science Workshop in Ghent, Bel-
gium.
6.1 Introduction
Different processes are required to describe the slow build-up of electric currents
in the corona before eruptions and the onset and acceleration of CMEs (Aulanier
et al., 2010). In this thesis, these initiation mechanisms are classified as triggers
and drivers. Triggers create stable structures before eruptions, such as magnetic
flux ropes, and evolve them to the point where they may lose stability. Then a
driving process is responsible for the loss of stability and the fast dynamical phase of
eruption. For further discussion of triggers and drivers with examples, see Section
1.3.3.1.
In order to predict CMEs, relevant triggers must be identified so that pre-
eruptive structures can be recognised, and knowledge of whether eruptions of these
structures can be successfully driven must be obtained.
A number of observational studies have used EUV, X-ray, and radio observa-
tions to find evidence supportive of flux ropes that formed high up in the corona
6.1. Introduction 143
before eruptions, seen best when close to the solar limb (e.g., Reeves and Golub,
2011; Patsourakos et al., 2013; Nindos et al., 2015). However, since these studies
identified coronal flux ropes at the limb, they were unable to observe the evolution
of the photosphere beneath the forming flux ropes. Photospheric observations can
provide crucial information about the triggering mechanisms that cause flux ropes
to form in the corona and evolve towards the brink of eruption.
The work contained in Chapter 4 builds on previous studies by inferring the
presence of a coronal flux rope that is close to the centre of the solar disc. The
observational conclusions of Chapter 4 are supported by an extrapolated magnetic
field model in Chapter 5 which reveals a flux rope that matches the observations
well. The modelled flux rope has its axis ∼ 0.2 R above the photosphere, and
spectroscopic measurements in Chapter 4 confirmed that the flux rope had a coronal
plasma composition, supporting the conclusion that the flux rope formed in an HFT
configuration via magnetic reconnection in the corona.
Since the flux rope studied in Chapters 4 and 5 was close to disc-centre as
viewed by SDO, the photospheric behaviour of the host active region could be stud-
ied to identify the processes that drove reconnection in the corona and formed the
flux rope. The active region was in a phase of ongoing magnetic flux emergence,
with emerging flux fragments moving towards — and then around — previously-
emerged sunspots of the same magnetic polarities. It was concluded that this ‘orbit-
ing’ motion of emerging flux caused the footpoints of two J-shaped sets of magnetic
field loops to wrap around each other, forcing magnetic reconnection to occur in the
corona. This reconnection caused the observed transition in the active region from
the two J-shaped structures to a flux rope and an underlying flare arcade (see Figure
4.10).
Furthermore, the observed orbital motion of emerging magnetic flux around
the sunspot could have injected magnetic energy in to the field that overlies the flux
rope (To¨ro¨k et al., 2013). This would have inflated the overlying field, weakened
its confining effect on the underlying flux rope, and therefore enabled the flux rope
to rise. This is consistent with the model in Chapter 5 that suggested the flux rope
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eruption was driven by the torus instability due to a critical magnetic field gradient
above the rope.
The scenario of emerging flux that ‘orbits’ pre-existing magnetic flux explains
the observed formation and eruption very well. However, Chapters 4 and 5 rep-
resent only a case-study of one active region. A natural extension of this previous
work is therefore to ask how common this process is, and investigate whether these
processes are observed in other eruptive active regions.
The motion of magnetic flux fragments around each other may be framed in the
broader observational context of sunspot rotation. The causal connection between
rotational motions of sunspots and the onset of solar activity has been well-studied.
The rotation of sunspots has been linked to the the formation of sigmoids, flar-
ing, and CMEs (e.g., Gerrard et al., 2003; Brown et al., 2003; Yan et al., 2012;
Vemareddy et al., 2016). The sunspots in each of these studies feature multiple
umbrae within one rotating sunspot, and may therefore be similar to the ‘orbiting’
scenario described above. The relative energetic contribution of the solid-body rota-
tion (spin) of a sunspot has been compared to that of shearing individual fragments
around each other, concluding that the energy budgets of flares can be powered by
either one, or both, in different cases (Longcope et al., 2007; Kazachenko et al.,
2009, 2010). In summary, sunspot rotation and the relative motion of sunspot frag-
ments are known to correlate with energy storage and release in flares and CMEs.
However, the physical processes that cause these motions and create the magnetic
field configurations that ultimately erupt require further investigation.
Specifically, relatively few studies have focused on the formation and eruption
of structures high up in the corona (e.g. HFT flux ropes). In the rest of this chapter,
the formation of five HFT flux ropes in four active regions is studied. Photospheric
motions are quantified in each active region to identify whether the same processes
that formed the flux rope in Chapters 4 and 5 are systematic in HFT flux rope form-
ation. The criteria used to select events are given in Section 6.2. The method used
to quantify photospheric motions is described in Section 6.3.1, and the method used
to estimate the height of structures in the corona is explained in Section 6.3.2. Sec-
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tion 6.4 contains the observations of each eruption and the measured motions. The
results are interpreted and discussed in Section 6.5, and conclusions are presented
in Section 6.6.
6.2 Data and Event Selection
For this study, events were selected from the SDO-era in which flux ropes formed
in the corona before erupting. It was also required that observations of the photo-
spheric evolution during the days before eruption were available.
Events were selected by following one of two procedures. Some events were
chosen by identifying halo CMEs in the SOHO LASCO CME catalogue, using the
STEREO spacecraft to check that the CMEs originated from the SDO-facing disc of
the Sun, and then identifying signatures of flux ropes in the corona before the erup-
tions (e.g. sigmoids and plasmoids). Other events were chosen by identifying pre-
eruption signatures of flux ropes in the corona first, and then using SOHO/LASCO
observations to confirm that the flux ropes erupted as CMEs.
The coronal configuration before each CME was studied using EUV obser-
vations from SDO/AIA (AIA data were processed to level 1.5 using the aia prep
routine available in SolarSoft). Sigmoids and plasmoids are observational signa-
tures of flux ropes corresponding to hot plasma and can therefore be observed using
the 94 A˚ and 131 A˚ channels of AIA. However, the temperature response functions
of the 94 A˚ and 131 A˚ channels of AIA are ‘double-peaked’ (see Figure 2.3), and
therefore the images they produce contain contributions of photons from both hot
and cold plasma. To ensure that only hot signatures were identified, images from
the relatively cool 171 A˚ channel was used for comparison. Any feature that ap-
pears in the 94 A˚ and 131 A˚ images but does not appear in the 171 A˚ channel must
correspond to hot plasma, and therefore may be a flux rope signature.
Additionally, observations from the 193 A˚ and 211 A˚ channels of AIA were
used to identify EUV dimmings, and images from the 304 A˚ and 1600 A˚ channels
were used to locate flare ribbons. EUV dimmings and flare ribbons manifest at
the footpoints of erupting flux ropes, and are therefore useful for determining the
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locations in the CME source regions where photospheric motions should be studied.
In order to study the evolution of the photosphere before the eruptions, ac-
curate observations of the photospheric magnetic field over a number of days were
required. To ensure these observations were available, any CME that did not ori-
ginate from within ±60◦ of disc-centre was ruled out. From the initial sample, 18
CMEs were identified that occurred within ±60◦ of disc-centre and showed signa-
tures of pre-eruptive flux ropes. However, to serve as a continuation of the work
in Chapters 4 and 5, this selection was narrowed further to include only flux ropes
that formed high up in the corona, i.e. flux ropes with an HFT configuration, not a
BPSS configuration (see Section 1.3.1.4).
When a flux rope forms with an HFT configuration, an arcade of magnetic
loops is also created beneath the rope. Alternatively, when magnetic reconnection
forms a BPSS flux rope, flux cancellation can be observed when newly-formed
loops submerge beneath the photosphere. EUV observations from SDO/AIA were
used to identify whether arcades of magnetic loops had developed beneath the flux
ropes, and observations of the radial photospheric magnetic field (Br) from the
SDO/HMI SHARP data series (see Section 2.1.2.3) were used to check for flux
cancellation.
Using the above method, it was found that 12 of the 18 candidate CMEs
showed no arcades forming beneath their pre-eruptive sigmoids/plasmoids, and ex-
hibited significant magnetic flux cancellation, suggesting BPSS configurations. In
the other 6 events, sheared arcades were seen to simultaneously brighten beneath
the forming flux ropes, and little-to-no flux cancellation was observed along their
central polarity inversion lines. The observations of these 6 events suggest that HFT
flux ropes formed via magnetic reconnection in the corona. The dates of the 6 CMEs
are given in Table 6.1, along with information about the source active regions.
The sigmoid that erupted on 17 July 2016 spanned two active regions: NOAA
ARs 11585 and 11587. The photospheric magnetic field configuration of this event
was determined to be too complex for the scope of this work, and this event was
therefore excluded from the rest of this study. The observations and analysis presen-
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Date of CME NOAA AR Lat. Long. Hale Chirality Orbiting
13 March 2012 11429 N18◦ W59◦ No Left Anticlockwise
13 June 2012 11504 S17◦ E23◦ Yes Right Clockwise
14 June 2012 11504 S17◦ E10◦ Yes Right Clockwise
08 October 2012 11585 S19◦ W33◦ Yes Left Anticlockwise
17 July 2016* 11585/7 N5◦ E8◦ Yes Both Both
14 July 2017 12665 S6◦ W34◦ Yes Left Anticlockwise
Table 6.1: The identified events that feature HFT flux ropes that form in emerging active
regions that go on to erupt as CMEs. Latitude (Lat.) is specified in either the
northern (N) or southern (S) hemisphere. Longitude (Long.) is specified east
(E) or west (W) of central meridian. All values from the Debrecen Photohe-
liographic Data sunspot catalogue http://fenyi.solarobs.csfk.mta.hu/
en/databases/DPD/. *The CME on 17 July 2016 spans two active regions:
NOAA ARs 11585 and 11587, so the given latitude and longitude is the average
of the two regions. These two regions have opposite chiralities and observed
orbiting motions to each other, so taken overall, both are observed. This event is
not selected for further study.
ted in the rest of this chapter are of the remaining five events.
The evolution of the photosphere before each CME was studied using white-
light continuum images and radial magnetic field strength observations from the
SDO/HMI SHARP data series. The magnetic flux of the CME source regions was
computed by integrating the radial magnetic flux densities in each HMI SHARP
magnetogram. In events where the SHARP magnetograms contained more than
one region of strong magnetic flux, such as multiple active regions, the data were
cropped to contain only the desired source active region. Pixels with magnetic flux
densities lower than 30 G were excluded from the flux calculations to reduce the
effect of noise. The method used to quantify photospheric motions is described in
Section 6.3.1.
Full-Sun integrated X-ray light curves are obtained from the GOES XRS sys-
tem and used in combination with EUV images from SDO/AIA to identify flares in
the CME source active regions.
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6.3 Methods
6.3.1 Quantifying the ‘Orbital’ Motion of Emerging Magnetic
Flux Fragments
In Chapter 4, the orbital motion of a magnetic flux fragment around a sunspot was
estimated by-eye using two white-light continuum images that were taken 24 hours
apart. However, in this chapter, a more systematic method is used to track the
motion of individual magnetic flux fragments, as explained in this section.
HMI continuum images from the SHARP data series were used to study the
motion of magnetic flux fragments in the photosphere. Roughly 12 days of data
were used to follow the full passage of each active region across the solar disc at an
image cadence of 6 hours.
Contours were set on each HMI SHARP continuum image to encircle indi-
vidual umbral fragments, and the flux-weighted centre of each fragment was found
using the radial magnetic field strength inside each contour (see Figure 6.1). In the
first image of a sequence (at time t1), two fragments were selected by hand: one
as the “central” fragment and one as the “orbiting” fragment, and a vector (v1) was
drawn between the flux-weighted centroids of the two fragments. In the next im-
age in the sequence (at time t2), the orbiting fragment had moved relative to the
central fragment, and a new vector (v2) was drawn between the new flux-weighted
fragment centroids. By comparing the vectors in successive images (illustrated in
Figure 6.2), the angle the orbiting fragment had moved around the central fragment
by was calculated using the relation
θ21 = arccos
v1 ·v2
|v1| |v2| . (6.1)
This gives 0 ≤ θ21 ≤ 180, and therefore does not distinguish between rotation in
the clockwise and anticlockwise directions. In order to obtain a signed orbit angle,
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Figure 6.1: a) Contours are drawn at fixed intensity levels on HMI continuum images to
enclose individual umbral fragments. b) The radial magnetic field component,
Br, shows the polarity and strength of magnetic flux. c) Masks of the pixels
within the continuum contours. d) Flux-weighted centroids (red) of the frag-
ments are computed using Br within the masked pixels. Each centroid (and
therefore fragment) is assigned a unique number so they can be hand-selected
to quantify orbiting.
Figure 6.2: Illustration of the method used to track the relative orbital motion of a magnetic
flux fragment.
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−180≤ θ21 ≤ 180, the relation
(v1×v2) ·vn > 0→ 0 < θ21 < 180
(v1×v2) ·vn < 0→ −180 < θ21 < 0
(6.2)
may be used, where vn is the vector normal to v1 and v2, oriented positively towards
the observer. This process was repeated for every image in the time sequence to
track the orbital rotation over time.
At some points in the time sequence, different pairs of fragments were tracked
to best quantify the observed motions. The vectors between different pairs of
tracked fragments are colour-coded in e.g. Figure 6.4, and the corresponding or-
bit angles of different fragments are colour-coded in e.g. Figure 6.5.
Occasionally, it was not possible to distinguish two fragments, for example
after they had merged together. In these cases, the solid-body rotation of the merged
sunspot was quantified. This was done by linearly fitting a vector to the major
axis of the elliptical sunspot umbra to best describe the orientation of the sunspot.
The rotation of this vector is then followed through time in the same way as de-
scribed above by Equations 6.1 and 6.2. The assumption here is that the previously-
distinguishable fragments still comprise different parts of the now-elliptical sunspot,
and this is confirmed by the observation of light bridges in some events.
6.3.2 Estimating Heights in the Corona
Unlike in Chapter 5, models of the coronal magnetic field are not produced for the
events studied in this chapter. Therefore, the heights of structures in the corona are
estimated from observations using geometrical considerations and assumed sym-
metry. Throughout the rest of this section, the middle of a sigmoid is used as an
example of a point in the corona where the height above the photosphere is estim-
ated.
The assumption is made that the middle of the chosen sigmoid lies radially
above the centre of a photospheric PIL, via symmetry. In reality, the middle of a
sigmoid does not necessarily lie radially above the centre of a PIL, as the symmetry
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of the system is affected by many factors (e.g., the spatial flux distribution at the
photosphere, the distribution of currents in the active region, the dynamical evolu-
tion of the sigmoid, etc.). Due to the nature of the assumptions being made, any
resulting heights should only be taken as order-of-magnitude estimations.
From plane-of-sky solar observations, two coordinates are taken: the coordin-
ate of a point at the centre of the coronal sigmoid (xsig,ysig) and the point at the
middle of the photospheric PIL (xpil,ypil). In addition, the heliocentric longitude
(φ ) and latitude (θ ) of (xpil,ypil) is required. Then, the height of the sigmoid above
the photospheric PIL can be estimated using either the difference in x coordinates
or the difference in y coordinates:
hx =
xsig− xpil
cos(θ)sin(φ)
, (6.3)
hy =
ysig− ypil
sin(θ)
. (6.4)
If the assumption that the coronal point lies radially above the photospheric
point is correct, then hx = hy, but otherwise these two equations will give different
height estimates. Whenever this method is applied later in this chapter, both hx and
hy are computed and the average is taken to give a qualitative estimate of height.
The calculated values of hx and hy are found to differ by no more than a factor of
2.5.
6.4 Observations
6.4.1 13 March 2012
6.4.1.1 Coronal Evolution
A CME occurred on 13 March 2012 at ∼17:10 UT in NOAA AR 11429 with an
accompanying M7.9 flare that spanned the active region. The white-light CME was
first observed by LASCO C2 at 17:36 UT (Figure 6.3a). An inverse-S (left-handed)
sigmoid brightened in the active region shortly before the onset of the eruption
along with a clear underlying flare arcade, suggesting that an HFT flux rope was
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Figure 6.3: Observations of the 13 March 2012 eruption. (a) A white-light CME (indicated
by the white arrow) seen by LASCO C2. (b) AIA 131 A˚ image of a sigmoid
(highlighted by a dashed red line) brightening above a flaring arcade (indicated
by a red arrow). (c) AIA 211 A˚ base difference image showing twin EUV
dimmings (marked by two yellow arrows). (d) AIA 1600 A˚ image showing
hooked flare ribbons (indicated by two black arrows).
forming via reconnection in the corona (see Figure 6.3b). The middle of the sig-
moid is estimated to be at an altitude of 68 Mm above the footpoints of the flaring
loops at 16:47 UT (using the method described in Section 6.3.2). The ends of the
sigmoid appear rooted in the east and west parts of the active region, and twin EUV
dimmings and hooked flare ribbons are also observed in these locations during the
eruption (Figures 6.3c and 6.3d respectively). These observations suggest that a flux
rope formed with footpoints in the east and west parts of the active region and later
6.4. Observations 153
erupted during the CME.
The previous CME from NOAA AR 11429 occurred on 10 March (3 days
before the CME mentioned above), and was associated with an M8.4 flare at 17:44
UT. A white-light CME with a bright front and cavity was seen at 18:18 UT in
LASCO C2 images, suggesting that the CME had a flux rope structure at the time
of the coronagraph observations (as described by Vourlidas et al., 2013 and the
references within). Much like the M7.9 flare associated with the CME on 13 March,
the M8.4 flare on 10 March spanned the full width of the active region, suggesting
both eruptions originated from the same major PIL at the centre of the active region.
Assuming any pre-eruptive structure (e.g. a flux rope) was fully-ejected from the
active region during the 10 March CME, the flux rope that erupted on 13 March
must have formed at some time during the 3 days between eruptions.
The specific time(s) of flux rope formation can be inferred by identifying solar
flares that occurred in the active region during the 3 days between CMEs. This is
because solar flares are produced by magnetic reconnection, and the same episode
of reconnection could simultaneously build a flux rope.
Four of the flares detected by GOES between the CMEs on 10 and 13 March
2012 occurred in NOAA AR 11429. On 11 March, a C2.3 flare began at 03:18 UT
and a B8.8 flare began at 14:06 UT. Both of these flares were highly-localised to
small areas of the active region and lasted for only 10s of minutes. Then, a C4.1
flare began on 12 March at 22:20 UT, and a C3.1 flare began on 13 March at 06:55
UT. These latter two flares brightened across the whole active region, lasting for 2.5
hours and 1.5 hours respectively, and hot plasma structures were observed above the
flaring arcades with shapes similar to — and in the same location as — the sigmoid
that appeared before the 13 March CME. The C3.1 flare was only partially-observed
because the view of the Sun from SDO and GOES was eclipsed from 06:30 – 07:30
UT on 13 March, but the fading flare loops are seen after this time. STEREO-A
had an uninterrupted view of the active region, and observations from EUVI-A and
COR2-A confirm that no eruption was associated with the flare.
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6.4.1.2 Photospheric Evolution
The active region was 59◦ west of central meridian around the time of the erup-
tion, giving a clear perspective of the brightening sigmoid and underlying arcade.
This also means that the evolution of the photospheric magnetic field can be stud-
ied for 10 days before the CME, as the active region moved across the solar disc.
This means the photospheric motions that facilitated the coronal reconnection, and
therefore flux rope formation, can be characterised.
NOAA AR 11429 rotated on to the solar disc on 3 March 2012, as observed by
SDO, and it contained two pre-existing sunspots. The leading sunspot had positive
polarity and the trailing spot was negative, which means the active region does not
follow Hale’s law for a northern-hemisphere region in solar cycle 24. On 4 March
2012, magnetic flux emergence began at two sites between the pre-existing sun-
spots. The emerging active region exhibited left-handed magnetic tongues, showing
that it had left-handed twist (negative chirality).
Positive and negative fragments of emerging flux moved westward and east-
ward respectively in the active region, towards the pre-existing sunspots of the same
polarities. As the fragments approached the sunspots, they orbited around them in
an anti-clockwise sense. The strongest orbiting was observed around the leading
sunspot (see Figure 6.4), and the EUV dimmings (shown in Figure 6.3c) suggest
that the flux rope had a footpoint in the leading spot. Therefore, the leading sunspot
was chosen as the location to quantify orbiting motion.
The motion of positive magnetic flux around the leading sunspot was tracked
by following distinct fragments using the method described in Section 6.3.1. The
orbiting motion is quantified in Table 6.2 and also represented in Figure 6.5, with
different fragments colour-coded in the same way as the corresponding vectors in
Figure 6.4. In addition, Figure 6.5 also contains the GOES X-ray lightcurve over
the duration of the orbiting for comparison and the evolution of the positive and
negative magnetic flux of the active region. Measurements of magnetic flux when
the active region was close to the solar limb should be treated cautiously. In partic-
ular, noise increases in HMI measurements past 60◦ of central meridian (Hoeksema
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Figure 6.4: The anticlockwise motion of newly-emerged flux around the pre-existing pos-
itive (leading) sunspot in NOAA AR 11429. In each image, vectors are drawn
either to connect the flux-weighted centroids of two orbiting fragments (panels
a-d) or to best-fit the major axis of merged fragments (panels e-f). In the bottom
two panels, red circles highlight the position of a fragment whose ≈180◦ orbit
from the south of the sunspot to the north between panels was not successfully
tracked using the vector method.
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Figure 6.5: Top: The measured orbital motion of chosen magnetic flux fragments in 6-hour
intervals. The colours correspond to different choices of fragments (see Figure
6.4). Middle: Full-disc integrated GOES soft X-ray lightcurve. Bottom: The
evolution of magnetic flux in NOAA AR 11429, made using the radial magnetic
field component, Br, of the HMI SHARP data series and smoothed with a 24-
hour moving average. Vertical dashed lines indicate the times of the CMEs on
10 and 13 March 2012 described in Section 6.4.1.1.
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Start Time End Time Total Orbit Average Orbit
(UT) (UT) (◦) (◦ day−1)
04 March 2012 18:00 06 March 2012 18:00 +73.9 +36.95
07 March 2012 00:00 08 March 2012 06:00 +35.7 +28.56
08 March 2012 12:00 14 March 2012 12:00 +18.9 +3.15
*08 March 2012 12:00 14 March 2012 12:00 +180 +30
Table 6.2: The orbital motion of three subsequently-emerged umbral flux fragments rel-
ative to previously-emerged umbrae in NOAA AR 11429. Positive angles are
anticlockwise and negative angles are clockwise. The first three rows are the
quantities given by the fragment-tracking method, but the orbiting quantified
from 8 – 14 March is under-measured compared to observations. *The fourth
row contains the values determined by-eye.
et al., 2014; Couvidat et al., 2016), as the active region was until 5 March and from
14 March onward.
For the remainder of this section, the ongoing orbiting motions of the emer-
ging flux fragments is described. One tracked fragment orbited by 73.9◦ between 5
March and 7 March (an average of∼ 37◦ per day; Table 6.2). During this time, there
was an X-class flare in the the active region (X1.1 on 5 March at 02:30 UT) with an
associated halo CME. The total magnetic flux of the active region had begun to de-
cay on 6 March. From 7 March until midday on 8 March, another fragment orbited
by 35.7◦ (an average of∼ 29◦ per day). During this time, there was another X-class
flare from the active region (X5.4 on 7 March at 00:02 UT) with an associated halo
CME. The flux ropes involved with the eruptions on 5 and 7 March 2012 were not
rooted in the leading, coalescing sunspot, and formed low-down in the atmosphere
as a result of shearing motions elsewhere in the active region (Chintzoglou et al.,
2015).
On 9 March, all of the emerged fragments had coalesced together as one large
sunspot umbra, and on 10 March, the magnetic flux of the active region began to
increase again. Little orbiting motion was measured over the remaining time the
active region was on the disc using the method described in Section 6.3.1 with a
total of 18.9◦ measured from 9 – 15 March (an average of 3.15◦ per day). This
measured orbiting appears to be noisy, consisting of small rotations . 5◦ in each
time interval that vary between clockwise and anticlockwise rotations (Figure 6.5).
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However, when examining the sunspot by eye, there is significant orbiting oc-
curring in the sunspot that is not detected using the fragment-tracking method (see
panels e and f of Figure 6.4). The magnetic flux fragment that arrived at the south
of the leading sunspot at 12:00 UT on 8 March orbits almost 180◦ up to the north of
the sunspot by 12:00 UT on 11 March — an average rotation of 60◦ per day. This is
not picked up by the automated orbit-tracking method because the fragments have
merged together in to one sunspot (therefore individual fragments cannot be separ-
ated by contours) and the sunspot is roughly circular (not elliptical), so its rotation
is not identified by the best-fit vector.
6.4.1.3 Interpretation
The flux rope that erupted on 13 March 2012 at 17:10 UT formed at some time
after the eruption on 10 March at 17:24 UT. During this 3-day period, the active
region was in a phase of emergence after having previously been decaying, with
the total unsigned magnetic flux of the region increasing from ≈ 2.4×1022 Mx
to ≈ 3.1×1022 Mx, and the fragment-tracking method described in Section 6.3.1
measured net clockwise orbiting of 0.7◦. This is remarkably small and demonstrates
how noisy the measured motions were during this period, with small clockwise and
anticlockwise rotations mostly cancelling each other out over time.
However, as explained above, it is clear that more orbiting occurs during this
time-frame than can be detected by the tracking method. By eye, the orbiting frag-
ment appears to move anticlockwise from the west of the sunspot on 10 March to
the north on 13 March, suggesting an orbit of ≈ 90◦ between eruptions in NOAA
AR 11429 (an average of ≈ 30◦ per day).
Between 10 – 13 March, two non-eruptive C-class flares spanned the whole
active region, beginning at 22:20 UT on 12 March and at 06:55 UT on 13 March.
It is inferred here that the orbiting brought together magnetic loops rooted in the
moving fragments, causing the loops to reconnect in the corona. This reconnection
caused a twisted flux rope to form and grow in the corona with underlying flare
arcades brightening beneath. In this scenario, the times of the observed flares show
when the flux rope was forming. This suggests the flux rope had begun to form at
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least 19 hours before the onset of the CME on 13 March 2012.
6.4.2 13 & 14 June 2012
6.4.2.1 Coronal Evolution
A CME erupted from NOAA AR 11504 on 13 June 2012 at 13:00 UT. The CME is
seen in white-light by LASCO C2 at 14:36 UT (Figure 6.6a). A hot EUV plasma
emission feature is seen to grow, brighten, and rise above an M1.2 flaring arcade
during the 2 hours leading up to its eruption (Figure 6.6b). The highest point of
the growing plasma emission was 376 Mm above the centre of the active region’s
photospheric PIL at 12:58 UT (using the method described in Section 6.3.2). The
hot plasma emission comes from above a flaring arcade in the active region, and is
interpreted as a signature of an HFT flux rope forming in the corona. The footpoints
of the flux rope are inferred by twin EUV dimmings and hooked flare ribbons that
form in the east and west parts of the active region during the eruption (Figure 6.6c
and 6.6d).
It is difficult to identify whether a previous CME occurred from the active
region before the 13 June eruption. White-light CMEs are seen in LASCO C2 data
on 8 June, 10 June, and 12 June, but most of these correspond to filament eruptions
on the far-side of the Sun. One of the CMEs on 10 June, seen from 07:30 UT in
LASCO C2 images as a faint circular blob, may have originated from NOAA AR
11504. An M1.3 flare began in the active region at≈06:39 UT on 10 June, and may
be associated with this CME. Assuming any flux rope that may have been involved
in this eruption was fully-ejected, the flux rope that eventually erupted on 13 June
had 3.25 days to form after the 10 June event.
There were 11 flares in NOAA AR 11504 between the CMEs on 10 June and
13 June. These flares were all fairly weak, ranging from C1.1 – C2.7 GOES classes,
and all of them illuminated loops that spanned the full width of active region, as
the flare associated with the 13 June CME did. Taking these flares as signs that
magnetic reconnection was occurring, it is inferred that the flux rope that erupted
on 13 June (and had feet on either side of the active region) was forming throughout
this 3-day period.
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Figure 6.6: Observations of the 13 June 2012 eruption. (a) White-light CME (indicated by
the white arrow) observed by LASCO C2. (b) A plasmoid (highlighted by a red
dashed line) brightens above a flaring arcade (indicated by a red arrow) in the
131 A˚ channel of AIA. (c) Twin EUV dimmings (marked by two yellow arrows)
seen in base difference 211 A˚ images. (d) Hooked flare ribbons (indicated by
two black arrows) seen in the 1600 A˚ AIA channel.
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After the CME on 13 June 2012, NOAA AR 11504 went on to produce an-
other CME the next day. As described in Chapters 4 and 5, a CME was seen by
LASCO C2 on 14 June 2012 at 14:12 UT (Figure 6.7a). To summarise the findings
of the previous Chapters, a sigmoid brightened in the active region above an M1.9
flare arcade at least 2 hours before erupting (Figure 6.7b). The sigmoid and its po-
sition above the arcade suggests that an HFT flux rope formed in the active region,
which is further supported by spectroscopic measurements of coronal plasma and
an extrapolated magnetic field model. The middle of the sigmoid was at an altitude
of 91 Mm above the footpoints of the flaring loops at 12:24 UT (using the method
described in Section 6.3.2). For comparison, the central axis of the extrapolated
flux rope in Chapter 5 was 120 Mm above the photosphere at the same time. EUV
dimmings and hooked flare ribbons show the footpoint locations of the flux rope
during the eruption (Figure 6.7c, and 6.7d).
There were 7 flares in NOAA AR 11504 between the CMEs on 13 June and 14
June. These flares ranged from GOES class C1.2 – C5.0, and all of them illuminated
the same region of sheared loops in the centre of the active region that went on to
comprise the M1.9 flare associated with the 14 June CME. Therefore, it is inferred
that the flux rope that erupted on 14 June was forming throughout this 24-hour
period.
6.4.2.2 Photospheric Evolution
NOAA AR 11504 was close to the centre of the solar disc when it erupted on 13 and
14 June. This gives an excellent viewpoint from SDO for examining the corona with
minimal projection effects, and for studying the magnetic field in the photosphere
from above, since measurements of the vector magnetic field are most accurate at
the centre of the Sun.
As detailed in Section 4.3.2, the active region contained two pre-existing sun-
spots as it entered the solar disc on 8 June. Figure 6.8 shows that the total flux of
the active region was increasing throughout the full duration that is studied here, so
the active region was undeniably in an emergence phase. The active region showed
right-handed magnetic tongues, inferring that the emerging magnetic flux had right-
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Figure 6.7: Observations of the 14 June 2012 eruption. (a) White-light CME (indicated by
the white arrow) observed by LASCO C2. (b) A sigmoid (highlighted by the
dashed red line) brightens above a flaring arcade (indicated by the red arrow)
in the 131 A˚ channel of AIA. (c) Twin EUV dimmings (marked by two yellow
arrows) seen in base difference 211 A˚ AIA images. (d) Hooked flare ribbons
(indicated by two black arrows) seen in the 1600 A˚ channel of AIA.
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Figure 6.8: Top: The measured orbital motion of chosen magnetic flux fragments in 6-hour
intervals. The colours correspond to different choices of fragments (see Figure
6.9). Middle: Full-disc integrated GOES soft X-ray lightcurve. Bottom: The
evolution of magnetic flux in NOAA AR 11504, made using the radial magnetic
field component, Br, of the HMI SHARP data series and smoothed with a 24-
hour moving average. Vertical dashed lines indicate the times of the CMEs on
10, 13, and 14 June 2012 described in Section 6.4.2.1.
6.4. Observations 164
Start Time End Time Total Orbit Average Orbit
(UT) (UT) (◦) (◦ day−1)
09 June 2012 18:00 10 June 2012 18:00 -1.7 -1.7
11 June 2012 06:00 12 June 2012 12:00 -59.9 -47.12
12 June 2012 18:00 15 June 2012 18:00 -185.6 -61.87
Table 6.3: The orbital motion of three subsequently-emerged umbral flux fragments around
the pre-existing leading sunspot in NOAA AR 11504. Positive angles are anti-
clockwise and negative angles are clockwise.
handed twist (positive chirality). The magnetic flux emergence occurred in ‘epis-
odes’ that began on 11 June and continued until 15 June, with distinct fragments of
magnetic flux emerging one after the other and moving towards and around the pre-
existing sunspots of the same polarities (described in detail in Section 4.3.2). The
strongest orbiting was observed in the leading sunspot (see Figure 6.9). Between
11 June 06:00 UT and 12 June 12:00 UT, a fragment of emerged positive magnetic
flux moved clockwise around the pre-existing positive sunspot by≈ 60◦ (an average
orbital motion of ≈ 47.1◦ per day). Then, between 12 June 18:00 UT and 15 June
18:00 UT, another fragment travelled≈ 186◦ around the same, growing sunspot (an
average orbital motion of ≈ 61.9◦ per day). These quantified orbits are given in
Table 6.3 and also represented in the top panel of Figure 6.8. Figure 6.8 shows that
the two eruptive M-class flares from the active region occurred during the period of
strongest orbiting.
6.4.2.3 Interpretation
The flux rope that erupted on 13 June 2012 at 13:00 UT formed at some time after
the eruption on 10 June at 07:00 UT. During this 3.25-day period, the active re-
gion was in a phase of emergence (as it had been throughout its disc-passage) with
the total unsigned magnetic flux of the region increasing from ≈ 1.3×1022 Mx
to ≈ 1.6×1022 Mx, and the fragment-tracking method described in Section 6.3.1
measured net clockwise orbiting of 74◦.
The flux rope that erupted on 14 June 2012 at 13:30 UT formed at some time
after the eruption on 13 June at 13:00 UT. Flux emergence continued during this
time, and the fragment-tracking method measured net clockwise orbiting of 145◦
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Figure 6.9: The clockwise motion of newly-emerged flux around the pre-existing positive
(leading) sunspot in NOAA AR 11504. In each image, vectors are drawn to
connect the flux-weighted centroids of two orbiting fragments.
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during this 24-hour period.
As the sunspot fragments orbited each other between 10 – 14 June (at an av-
erage rate of ≈ 23◦ per day), magnetic loops rooted in the fragments were brought
together and caused to reconnect with each other in the corona. This reconnection
first caused the formation of a flux rope that erupted on 13 June, and further re-
connection triggered by the continuing photospheric motions enabled a second flux
rope to form that erupted on 14 June. Underlying flare arcades brightened beneath
both flux ropes throughout their formation. The times of these major reconnection
events can therefore be inferred as the times of the 11 non-eruptive C-class flares
that occurred on 10, 12, and 13 June, and the 4 non-eruptive C-flares between the
eruptions on 13 and 14 June.
This suggests the first high-altitude flux rope could have formed gradually over
3 days, however, with no major flares observed in the active region on 11 June, form-
ation could have begun with the first flare on 12 June. This gives an upper-limit to
the formation timescale of the flux rope of either 1.5 or 3 days. The second flux
rope then had less than 24 hours to form, and sigmoid observations suggest it was
already present at least 2 hours before it erupted. Therefore, the second flux rope
formed much faster than the first. This correlates with the strength of the orbit-
ing motions that were measured in the active region whilst each flux rope formed.
Much stronger orbiting was observed in the photosphere during the formation of the
second flux rope, which could explain how it formed more quickly than the first, as
coronal loops were brought together more rapidly.
6.4.3 8 October 2012
6.4.3.1 Coronal Evolution
A CME erupted from NOAA AR 11585 at ∼20:00 UT on 8 October 2012. The
eruption is linked to a slow white-light CME seen in STEREO-A coronagraphs:
COR1 from 21:15 UT, and COR2 from 23:09 UT (Figure 6.10a). A faint arcade
brightened in the active region as the eruption proceeded, but the 1.0 – 8.0 A˚ X-ray
flux measured by GOES did not reach C-class and no flare was registered. Loops
that extend from the east and west of the active region appear strongly curved in the
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hours before the eruption, but it is difficult to say whether they form a continuous
sigmoid across the active region at this time. From 19:30 UT, the curved loops at
both ends of the active region begin to expand, giving the sense that there is an
expanding sigmoid in the active region (Figure 6.10b), and hot plasma emission is
seen near the centre of the active region from 20:19 UT until the eruption, suggest-
ing that a flux rope had formed in the active region. The hot plasma emission was
at an altitude of 150 Mm above the centre of the photospheric PIL at 20:39 UT (us-
ing the method described in Section 6.3.2) which is consistent with the other HFT
flux ropes in this chapter. During the eruption, twin EUV dimmings and hooked
flare ribbons develop in the active region, showing that the erupting flux rope had
its footpoints in the east and west sides of the region (Figure 6.10c and 6.10d).
No previous CMEs were observed to have originated from NOAA AR 11585
during its passage across the solar disc. Therefore, the entire passage of the region
across the disc was analysed to search for the processes that enabled the erupting
flux rope to form.
Between 3 October and the eruption on 8 October, there were 7 flares in NOAA
AR 11585, ranging from GOES class B3.2 – B5.3. There were 2 flares on 3 October,
3 flares on 6 October, and 2 flares on 7 October. All of these flares occur in the
centre of the active region in the same place that the flare arcade later forms during
the eruption on 8 October. Therefore, these flares may indicate the times at which
the flux rope formed before it erupted on 8 October.
6.4.3.2 Photospheric Evolution
At the time of eruption, the active region was 33◦ west of central meridian, meaning
photospheric magnetic field measurements can be used reliably.
The active region was emerging when it rotated on to the solar disc on 1 Oc-
tober 2012. The leading, positive sunspot had already formed, and a small negative
spot briefly coalesced on 2 October before dispersing. The region exhibited left-
handed magnetic tongues, implying the emerging flux had left-handed twist (neg-
ative chirality). Flux emergence had ceased by 4 October, and the region began to
decay (see Figure 6.11).
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Figure 6.10: Observations of the 8 October 2012 eruption. (a) White-light CME (indicated
by the white arrow) observed by STEREO COR2-A. (b) A sigmoid (indicated
by the dashed red line) observed in the 131 A˚ channel of AIA. (c) Twin EUV
dimmings (marked by the two yellow arrows) seen in base difference 193 A˚
images (d) One hooked flare ribbon (indicated by the orange arrow) seen in
base difference 304 A˚ images.
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Figure 6.11: Top: The measured orbital rotation of a chosen magnetic flux fragment around
another in 6-hour intervals (see Figure 6.12). Middle: Full-disc integrated
GOES soft X-ray lightcurve. Bottom: The evolution of magnetic flux in
NOAA AR 11585, made using the radial magnetic field component, Br, of
the HMI SHARP data series and smoothed with a 24-hour moving average.
The vertical dashed line indicates the time of the CME on 8 October 2012
described in Section 6.4.3.1.
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Start Time End Time Total Orbit Average Orbit
(UT) (UT) (◦) (◦ day−1)
03 October 2012 06:00 06 October 2012 00:00 111.3 40.5
06 October 2012 12:00 08 October 2012 00:00 41.2 27.5
08 October 2012 12:00 09 October 2012 00:00 6.5 13.0
Table 6.4: The orbital motion of umbral flux fragments relative to each other in NOAA AR
11585. Positive angles are anticlockwise and negative angles are clockwise.
The positive sunspot comprised of three subsequently-emerged distinct umbrae
that moved around each other within a single penumbra during the week before the
eruption (see Figure 6.12). Since the method for quantifying orbiting described in
Section 6.3.1 can only follow the motion of one fragment about another, the two
fragments that showed the strongest orbiting relative to each other were chosen.
Between 3 October 06:00 UT and 6 October 00:00 UT (2.75 days), the chosen
fragment orbited around the other by 111.3◦ (an average of 40.5◦ per day). Between
6 October 12:00 UT and 8 October 00:00 UT (1.5 days), the chosen fragment or-
bited around the other by 41.2◦ (an average of 27.5◦ per day). Between 8 October
12:00 UT and 9 October 00:00 UT (0.5 days), the chosen fragment orbited around
the other by 6.5◦ (an average of 13.5◦ per day). After this time, the three umbrae
merged together, making it difficult to discern any further orbiting. These motions
are quantified in Table 6.4 and visualised in Figure 6.11 along with the GOES X-ray
activity of the Sun during these times.
Between 4 October and midday on 7 October, the total unsigned magnetic flux
of the active region decreased from ≈ 1.6×1022 Mx to ≈ 0.7×1022 Mx (Figure
6.11). A small magnetic bipole emerged in to the active region on 7 October to the
south of the leading sunspot. This led to an increase in the total magnetic flux of the
active region until the time of eruption, at which time the total unsigned flux was
≈ 0.9×1022 Mx.
6.4.3.3 Interpretation
No previous white-light CMEs were identified from NOAA AR 11585 before the
flux rope eruption on 8 October 2012 at 20:30 UT. This means no upper-limit can be
placed on the timescale of this flux rope’s formation. From 3 – 7 October, the active
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Figure 6.12: The anticlockwise motion of newly-emerged flux around the pre-existing pos-
itive (leading) sunspot in NOAA AR 11585. In each image, vectors are drawn
either to connect the flux-weighted centroids of two orbiting fragments (pan-
els a-c) or to best-fit the major axis of merged fragments (panels d-f).
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region was decaying, but it entered a new phase of emergence from 7 October until
past the time of eruption. 159◦ of anticlockwise orbiting was measured from 3 – 9
October — an average of ≈ 26.5◦ per day.
Magnetic loops rooted in the orbiting fragments were brought together and re-
connected with each other in the corona. This reconnection caused the formation
of a flux rope that erupted on 8 October and underlying flare arcades. GOES de-
tected 7 B-class flares in the active region, occurring on 3, 6, and 7 October. This
suggests that the flux rope may have been forming on these dates, although there is
no upper-limit of the formation timescale since no previous CME is observed.
The orbiting of fragments in this event is weaker in this event than some others,
but occurs continuously over a long time. This could explain the lack of flux rope
ejections from this active region, because it may have taken a long time to build a
flux rope.
6.4.4 14 July 2017
6.4.4.1 Coronal Evolution
On 14 July 2017, a CME erupted from NOAA AR 12665 at∼ 01:00 UT, accompan-
ied by an M2.4 flare. The corresponding white-light CME is first seen by LASCO
C2 at 01:36 UT (Figure 6.13a). The active region appears faintly sigmoidal several
hours before the eruption in the 131 A˚ channel of AIA (Figure 6.13b). A relatively
faint flare arcade began to appear beneath the sigmoid from ∼ 00:00 UT, suggest-
ing an HFT flux rope was present in the active region before the CME. The sigmoid
began to expand and erupt at 00:30 UT, and the flare arcade brightened and grew
in to a cusp shape. At 00:35 UT, the top of the flare arcade was 167 Mm above
the photosphere (using the method described in Section 6.3.2). During the eruption,
observed twin EUV dimmings and hooked flare ribbons imply that the erupting flux
rope has footpoints in the east and west parts of the active region (Figure 6.13c and
6.13d).
It is difficult to confidently identify whether a previous flux rope eruption oc-
curred from NOAA AR 12665 before the 17 July eruption. Multiple white-light
CMEs are seen in the LASCO C2 data during the time the active region is on the
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Figure 6.13: Observations of the 14 July 2017 eruption. (a) White-light CME (indicated
by the white arrow) observed by LASCO C2. (b) Curved loops (indicated by
the dashed red lines) that may belong to a sigmoid above the observed flare
arcade (indicated by the red arrow) in the 131 A˚ channel of AIA. (c) Twin
EUV dimmings (marked by the two yellow arrows) seen in base difference
211 A˚ images. (d) Flare ribbons (indicated by two black arrows) seen in the
1600 A˚ channel of AIA.
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solar disc, but not all of them exhibit a clear three-part structure and some clearly
originate from other regions of the Sun. Therefore, the full passage of the active
region across the disc before the eruption is used to search for the causes of flux
rope formation.
NOAA AR 12665 first rotated on to the solar disc on 5 July 2017 and produced
2 M-class flares, 9 C-class flares, and 48 B-flares between that time and the CME
on 17 July 2017 (inclusive). The two largest flares in this period were the M2.4 on
14 July associated with the CME, and an M1.3 flare on 9 July. Notably, 38 of the
B-flares occurred before/on 9 July, and 7 of the C-flares occurred on/after 9 July
(after the M-flare). To summarise, there were weaker but more frequent flares in the
active region until 9 July, and stronger but less-frequent flares from 9 July onwards.
By far the most significant flaring occurred on 9 July 2017 (1 M-flare, 4 C-flares,
and 16 B-flares), so the flux rope that erupted on 14 July may have undergone a
significant portion of its formation on 9 July.
6.4.4.2 Photospheric Evolution
When the CME occurred on 14 July 2017, NOAA AR 12665 was 34◦ west of central
meridian, meaning photospheric magnetic field measurements can be used reliably.
NOAA AR 12665 first rotates on to the east limb of the solar disc viewed by
SDO on 5 July 2017. At this time, there are two small pre-existing sunspots; the
leading spot is of positive magnetic polarity, and the trailing is negative. The young
active region shows left-handed magnetic tongues, meaning that left-handed (negat-
ive chirality) magnetic flux is emerging. New magnetic flux is seen to emerge from
between the pre-existing sunspots from 6 – 12 July (although the total magnetic flux
of the active region is decaying; Figure 6.15). The active region enters a phase of
net emergence from 13 – 15 July, and the CME occurs at ≈01:00 on 14 July.
A strong fragment of magnetic flux emerged on 6 July and moved towards
the leading sunspot before rotating anticlockwise around the pre-existing sunspot
umbra (shown in Figure 6.14). Between 8 July 00:00 UT and 10 July 00:00 UT
(2 days), the emerging fragment orbited around the other by 92.0◦ (an average of
46.0◦ per day). The strongest orbiting during this period was seen on the evening
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Start Time End Time Total Orbit Average Orbit
(UT) (UT) (◦) (◦ day−1)
08 July 2017 00:00 10 July 2017 00:00 92.0 46.0
10 July 2017 06:00 14 July 2017 00:00 46.5 12.4
14 July 2017 00:00 15 July 2017 00:00 43.2 43.2
Table 6.5: The orbital motion of umbral flux fragments relative to each other in NOAA AR
12665. Positive angles are anticlockwise and negative angles are clockwise.
of 9 July, with the fragments shearing past each other from 18:00 – 00:00 UT for a
rotation of 54◦. Between 10 July 06:00 UT and 14 July 00:00 UT (3.75 days), the
chosen fragment orbited around the other by 46.5◦ (an average of 12.4◦ per day).
During this time, the umbrae had merged together, making it difficult to discern the
full extent of the orbiting. Between 14 July 00:00 UT and 15 July 00:00 UT (1
day), the chosen fragment orbited around the other by 43.2◦ (an average of 43.2◦
per day). These values are collected in Table 6.5, and presented in Figure 6.15 with
the corresponding X-ray activity measured by GOES.
6.4.4.3 Interpretation
No previous white-light CME were identified from NOAA AR 12665 before the
flux rope eruption on 14 July 2017 at 00:30 UT. From 8 – 12 July, the active region
was decaying, but it entered a new phase of emergence from 13 July until past the
time of eruption. 138◦ of anticlockwise orbiting was measured from 8 – 14 July —
an average of ≈ 20◦ per day.
GOES detected an M-class flare in the active region on 9 July, but no CME
was observed. The flux rope that erupted on 14 July may have been forming since
this time (or even earlier) as orbiting fragments brought coronal loops together.
Magnetic reconnection then occurred in the corona, causing the formation of a high-
altitude flux rope.
The average daily orbiting in this active region is weaker than in some events,
but since there are no observed prior CMEs from the region, the flux rope may
have formed gradually over several days. The main emerging sunspot fragment
encountered the pre-existing sunspot on 8 July and showed strong shearing motion
clockwise around it throughout 9 July (90◦ in 24 hours). Most of the strong flares
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Figure 6.14: The anticlockwise motion of newly-emerged flux around the pre-existing pos-
itive (leading) sunspot in NOAA AR 12665. In each image, vectors are drawn
either to connect the flux-weighted centroids of two orbiting fragments (pan-
els a, b, and f) or to best-fit the major axis of merged fragments (panels c, d,
and e).
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Figure 6.15: Top: The measured orbital motion of chosen magnetic flux fragments in 6-
hour intervals. The colours correspond to different choices of fragments (see
Figure 6.14). Middle: Full-disc integrated GOES soft X-ray lightcurve. Bot-
tom: The evolution of magnetic flux in NOAA AR 12665, made using the
radial magnetic field component, Br, of the HMI SHARP data series and
smoothed with a 24-hour moving average. The vertical dashed line indicates
the time of the CME on 14 July 2017 described in Section 6.4.4.1.
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from the active region occur during this time, with an M2.4 flare, 4 C-flares, and
16 B-flares. Even if it cannot be said with certainty that a flux rope is forming at
this time, there is a clear correlation between strong sunspot shearing orbiting and
reconnection in the corona, causing flaring.
6.5 Discussion
CMEs are ultimately the result of a magnetic energy storage and release process
that is driven by the emergence of magnetic flux from the solar interior and mo-
tions that occur in the photosphere. As introduced in Section 1.3.3.1, there are
only two groups of mechanisms that can release energy by ‘driving’ CMEs: flare
reconnection and ideal MHD instabilities. On the other hand, many pre-eruption
‘trigger’ mechanisms have been identified that cause energy to build up in the solar
atmosphere and evolve the coronal magnetic field towards the point where an erup-
tion can occur. One example of a trigger mechanism is magnetic flux cancellation,
which can lead to a flux rope forming via magnetic reconnection low down in the
solar atmosphere (e.g. in the chromosphere). A comprehensive list of identified
triggers and drivers with appropriate references can be found in Table 1 of Green
et al., 2018.
In this chapter, the hypothesis is tested that a different photospheric process,
namely the orbiting motions of emerging magnetic flux, can build a flux rope via
reconnection in the corona (see Fig 6.16). This is motivated by the eruption of the
flux rope studied in Chapters 4 and 5, which was found to have formed in the corona
with an HFT configuration as a consequence of observed orbiting motions in the
photosphere before its eruption was driven by the ideal MHD torus instability. The
aim of the study in this chapter is to identify additional cases of coronal flux rope
formation and investigate the photospheric behaviours that trigger the reconnection
in the corona.
In this work, five HFT flux ropes have been identified in four active regions.
These five flux ropes erupt as CMEs on 13 March 2012, 13 June 2012, 14 June 2012
(the same event from Chapters 4 and 5), 8 October 2012, and 14 July 2017. In the
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Figure 6.16: Orbiting motions of a magnetic flux fragment around a pre-existing sunspot.
(a) A magnetic bipole (red) emerges beneath the pre-existing bipole field of
sunspots (blue). (b) A fragment of the emerging flux moves towards and
“orbits” around the pre-existing sunspot of the same polarity, wrapping field
lines around each other. (c) Component magnetic reconnection occurs in the
corona. (d) The products of this reconnection are sheared (twisted) field lines
in the form of an overlying flux rope and an underlying arcade.
days before each eruption, magnetic flux emerges in to each source active region
and is seen to ‘orbit’ around previously-emerged sunspots in the photosphere. The
observation of this orbiting before each event suggests that the process that forms
coronal HFT flux ropes is somewhat systematic, however, since only 5 of the initial
18 candidate eruptions were found to have HFT configurations, these coronal flux
ropes appear to be relatively uncommon.
Using EUV images taken before each eruption, the heights of certain flux rope-
related structures were estimated. In the 13 June 2012 event, the peak of the ob-
served hot plasma structure was estimated to be 376 Mm above the photosphere,
but this is likely to be an overestimate due to significant projection effects. In the
cases of the 13 March 2012, 14 June 2012, and 8 October 2012 CMEs, the heights of
sigmoids were estimated to be 68 Mm, 91 Mm, and 150 Mm above the photosphere
respectively. The peak of the flare arcade in the 14 July 2017 event was likely just
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beneath the bottom of the flux rope at the onset of eruption, and had a height of 167
Mm at this time. These estimates are similar to the height of the flux rope modelled
in Chapter 5 (∼100 Mm). The estimated heights of the observed structures are in
the β < 1 region of the solar atmosphere (see Figure 1.4), meaning that plasma does
not contribute to the stability of these HFT flux ropes in the same way that it would
if their underside were line-tied to dense photospheric/chromospheric plasma in a
BPSS configuration. In other words, it may be easier for a perturbation to create
a current sheet under these HFT flux ropes than in BPSS cases, meaning HFT flux
ropes may be less stable to eruption.
The origin of the orbiting motions that form the flux ropes in this chapter is an
open and interesting question. Brown et al. (2003) posed two possible explanations
for the observed bodily rotation of sunspots, and these may also be relevant for ex-
plaining the orbiting motions observed in this chapter. Extending these explanations
to the case of orbiting, the first case is that the observed rotation in the photosphere
may be caused by one magnetic flux tube being physically moved around another by
sub-photospheric flows. Secondly, the orbiting may be an apparent motion caused
by the emergence of two flux tubes that are twisted around each other beneath the
surface. Building on the work of Brown et al. (2003), Min and Chae (2009) sug-
gest that the case of sunspot rotation they studied was an apparent motion caused
by the emergence of twisted flux tube, but were unable to rule out the effect of a
torque force from the solar interior. Contrarily, simulations by Sturrock et al. (2015)
support the torque scenario for sunspot rotation and rule out the possibility of the
rotation being an apparent effect.
To investigate whether the orbiting in this chapter is caused by flux emergence,
the evolution of the total unsigned magnetic flux in each active region is studied.
The total unsigned flux of one active region (NOAA AR 11504, June 2012) was
increasing throughout the full time it was studied, whereas the other three active
regions showed phases of decaying magnetic flux followed by new emergence in
the lead-up to the CMEs. In all events, the total unsigned flux of each source active
region had been increasing for at least 2 days before all five CMEs. However, this
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increase in active region flux can not necessarily be linked to the emergence of twis-
ted flux tubes that are causing the orbiting sunspot fragments, because new bipoles
are seen to emerge elsewhere in each of the three previously-decaying regions away
from the orbiting sunspot fragments. On the other hand, if the apex of a twisted
Ω-shaped flux tube has already emerged through the photosphere, no significant in-
crease in magnetic flux would be expected as the mostly-vertical legs continue to
emerge. It is therefore difficult to comment on the origin of the observed orbiting
motions. The increase in active region flux before each eruption is still an interest-
ing thing to note, as the emerging bipoles may play a role in causing the eruptions
(but this is not investigated here).
Regardless of the origin of the orbiting motion of magnetic flux fragments
around sunspots, the proposed connection between these motions and the formation
of flux ropes in the corona is examined. This requires knowledge of the timescale
over which the flux ropes formed. Where possible, upper limits were placed on the
formation timescale of each flux rope, determined as the time between the studied
flux rope eruptions and the previous eruptions that occurred from the same source
active regions. Here, the assumption is made that any flux rope that formed before
the previous CME was fully-ejected, meaning the flux ropes studied in this chapter
formed purely between eruptions. Previous CMEs occurred roughly 3 days before
the 13 March 2012 and 13 June 2012 events, and 1 day before the 14 June 2012
event. For the other two events (8 October 2012 and 14 July 2017), no previous
eruptions were observed, so their source regions were studied over the full duration
of their disc passage before the studied eruption.
Once these general time intervals were identified during which the five HFT
flux ropes likely formed, specific indications of flux rope formation were searched
for. The HFT flux ropes studied in this thesis formed via magnetic reconnection
with flaring arcades beneath them. By identifying flaring arcades in each active re-
gion that form along the same PIL as the eventual CME, the times at which magnetic
reconnection occurred (and therefore the times at which the flux ropes could have
been built) can be determined. Before the CME that occurred on 13 March at 17:10
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UT, homologous C-class flares occurred on 12 March at 22:20 UT and 13 March
at 06:55 UT. Taking the time of the first flare in this sequence as the time flux rope
formation began, the flux rope was stable for≈19 hours before erupting. Before the
CME on 13 June 2012, multiple C-flares occurred in the same location on 10 and
12 June, giving a formation time of 3.25 days. Then, another CME occurred from
the same active region on 14 June, and it has been previously concluded that this
flux rope formed at least 2 hours before the eruption, associated with C-class flares
(see Chapter 4). There were at least 5 days of B- and C-class flares in NOAA AR
11585 before the 8 October 2012 CME, and no eruptions were observed during this
time. This suggests the flux rope may have formed over these 5 days, but since all
observational signatures of flaring and eruption in this event are weak, it is import-
ant to highlight there is uncertainty in this proposed formation timescale. Finally,
strong and frequent flaring occurred in NOAA AR 12665 on 9 July, including an
M-class flare with no associated CME, suggesting the flux rope that erupted on 14
July may have begun to form 5 days before erupting. In summary, the timescales
between HFT flux rope formation and eruption in this work vary from a couple of
hours to five days.
To examine the cause of each flux rope formation, the orbiting motions ob-
served in the photosphere were quantified using the method described in Section
6.3.1. In four of the events, orbital motions ranged from 12 – 47◦ per day between
the times the flux ropes were found to have begun forming and the times they erup-
ted. However, before the 14 June 2012 CME, the emerging sunspot fragment orbited
the pre-existing sunspot by 100◦ in one day. This strong orbiting may explain how a
flux rope was able to form in NOAA AR 11504 so quickly after the previous CME
the day before.
The sense of orbiting appears related to the magnetic helicity sign of the act-
ive region field it occurs in. In all of the active regions that emerged with negative
helicity (inferred observationally from left-handed magnetic tongues) the emerging
flux orbited the pre-existing sunspots in the anti-clockwise direction. Conversely,
emerging flux orbited clockwise in the positive-helicity active regions. This con-
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nection extends to the chirality of the flux rope that formed in each active region.
Left-handed, reverse-S sigmoids formed in the active regions with anticlockwise
orbiting, and right-handed forward-S sigmoids formed in the clockwise-orbiting re-
gion. Sigmoids are the observational manifestation of magnetic field lines at the
periphery of magnetic flux ropes (running beneath them), and therefore the handed-
ness of each sigmoid infers the chirality of the flux rope. The correlation between
the chirality of the active regions and the sense of orbiting suggests that the orbit-
ing fragments are part of the same emerging twisted structures as the pre-existing
sunspots that they move around. Furthermore, the correlation between the sense
of orbiting and the handedness of each flux rope further supports the hypothesis
that the orbiting motion of emerging magnetic flux is responsible for triggering the
formation of the flux ropes.
6.6 Conclusions
Five HFT flux ropes have been identified in four active regions. The flux ropes
formed via magnetic reconnection in the corona at heights ∼100 Mm (where it is
expected that β < 1). The reconnection that built the flux ropes occurred in sporadic
bursts, as evidenced by solar flares, and by using the timings of these flares, it has
been found that the periods these flux ropes were stable for varied from a couple of
hours to five days.
In searching for the photospheric process(es) that caused magnetic reconnec-
tion to occur in the corona, it was found that all of the active regions exhibit newly-
emerged magnetic flux fragments that move towards and then orbit around pre-
existing sunspots during the periods of flux rope formation. The studied flux ropes
each have one leg rooted in/around the sunspots where the strongest orbiting is ob-
served, and there is consistency between the chirality of the emerging flux, the sense
of orbiting, and the chirality of the flux ropes that form (three left-handed sigmoids
form in negative chirality active regions that show anticlockwise orbiting and two
right-handed sigmoids form in a positive chirality active region that showed clock-
wise orbiting). Furthermore, the event in which a flux rope formed most quickly
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featured the strongest orbiting (100◦ of motion between the CMEs on 13 and 14
June 2012). Therefore, it is inferred that the orbiting motions of emerging magnetic
flux observed in the photosphere are related to the formation of the HFT flux ropes.
It is proposed here that, as the sheared flux tube associated with an orbiting
photospheric fragment wraps around pre-existing sunspot field, component mag-
netic reconnection occurs in the corona. This reconnection forms a magnetic flux
rope in the corona in an HFT configuration above a sheared, flaring arcade.
Chapter 7
General Conclusions and Future
Work
7.1 Questions and Aims
As established in Section 1.3.3, CMEs can cause a number of space weather ef-
fects, such as GICs that (in severe cases) may damage national power networks,
and SEPs that may disrupt satellite operations. These effects can be prepared for
by allowing for the additional load on electrical networks, by putting satellites into
‘safe modes’, or by making sure astronauts are safely shielded inside the Interna-
tional Space Station, but all of these actions require time. Long-term forecasting of
space weather (for example, forecasting the effects the Sun will have on the near-
Earth environment over the next 5 days — as desired by the UK’s National Grid;
Krausmann et al., 2016), could greatly improve our resilience to the arrival of CMEs
and SEP storms. CMEs typically take 1-3 days to reach the Earth at 1 AU, and SEPs
can arrive at Earth in minutes, making early warning practically impossible after an
eruption has begun. Therefore, in order to be able to produce an effective 5-day
forecast of space weather, we need to gain the ability to predict CME occurrence
2-4 days before they happen.
Predicting CMEs first requires an understanding of the mechanisms that cause
them, but there is still much debate about what processes may be involved in CME
initiation. A wide range of trigger mechanisms have been identified that can form
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and evolve pre-eruptive structures, and there are two main candidates for driver
processes by which stability is lost and CMEs are accelerated away from the Sun
(see Section 1.3.3.1). Furthermore, deducing which of these mechanisms are rel-
evant to CME initiation depends on the structure of the corona before the onset
of eruption, e.g. whether a magnetic flux rope forms before or after the onset of
eruption. Much of the difficulty in discerning the magnetic structure of the corona
before eruptions stems from the present inability to make measurements of the full
3-D magnetic field vector in the corona.
With the open questions raised above in mind, the aims of this thesis are:
• to examine the structure of the corona before CMEs and determine whether
magnetic flux ropes form before the onset of eruption;
• to identify triggering processes that are responsible for the formation of pre-
eruptive coronal structures;
• to quantify the timescales over which pre-eruptive evolution occurs and dis-
cern observational signatures; and
• to determine the mechanisms that drive the eruptions of CMEs.
7.2 Conclusions
In Chapter 4, the pre-eruptive coronal configuration of an active region that pro-
duced an interplanetary CME with a clear magnetic flux rope structure at 1 AU
is studied. A forward-S sigmoid appears in EUV data two hours before the on-
set of the eruption, which is interpreted as a signature of a right-handed flux rope
that formed prior to the eruption. A flaring arcade formed beneath the brighten-
ing sigmoid/flux rope, suggesting the system had an HFT configuration and that
the reconnection that formed the flux rope (and arcade) occurred in the corona.
Composition analysis suggests that the flux rope had a coronal plasma composition,
supporting the interpretation that the flux rope formed via magnetic reconnection
in the corona. Flare ribbons and EUV dimmings are used to infer the locations of
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the flux rope footpoints. These locations, together with observations of the global
magnetic flux distribution, indicate that an interaction between newly emerged mag-
netic flux and pre-existing sunspot field in the days prior to the eruption may have
enabled the coronal flux rope to form via reconnection in the corona. Once formed,
the flux rope remained stable for two hours before erupting as a CME. The effect-
ive rotational motion of magnetic flux around the sunspots may have inflated and
weakened overlying magnetic field, enabling the onset of the torus instability to
drive the CME.
In Chapter 5, the coronal magnetic field of the active region studied in Chapter
4 is modelled one hour prior to the eruption using an NLFFF extrapolation. A flux
rope is found that remarkably matches the many observational conclusions from
Chapter 4, confirming that a flux rope formed before the onset of the CME. The
height of the modelled flux rope is also exceptional, with its highest point reach-
ing 150 Mm above the photosphere. To examine whether the eruption of the flux
rope could have been triggered by the kink instability, the twist of the flux rope was
quantified. Due to the strongly asymmetric nature of the extrapolated flux rope,
three choices of axis were used to make three estimations of its average twist, ran-
ging from 1.35 – 1.88 turns. These twist values are in the range of the critical twist
required for the onset of the kink instability, but since the erupting structure de-
scribed in Chapter 4 was not observed to kink, it is concluded that the trigger of
the eruption was not the kink instability. The decay index near the apex of the axis
of the extrapolated flux rope is comparable to typical critical values required for
the onset of the torus instability, supporting the conclusion from Chapter 4 that the
eruption was driven by the torus instability.
In Chapter 6, the single-event studies of Chapters 4 and 5 are extended by
identifying four more cases of coronal flux rope formation. Each of these events
shows similar photospheric motions to those described in Chapter 4, with emerging
magnetic flux moving towards and then “orbiting” around pre-existing sunspots in
their host active regions. The times at which the flux ropes begin (and continue)
to form are determined using observations of solar flares as indications that mag-
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netic reconnection is occurring in the corona. In the sample studied, the flux rope
formation timescales were found to range from a couple of hours to five days. The
difference in formation times appears to be related to the strength of the orbiting
motions observed in the photosphere, with flux ropes forming most-quickly in the
active regions that show the fastest motions, and vice versa. Additional evidence
that the photospheric orbiting motions are connected to the formation of the flux
ropes is that there is consistency between the handedness of twist of emerging mag-
netic flux in the active regions, the sense of the orbiting motions, and the chirality
of the flux ropes that form. For example, three left-handed sigmoids (and therefore
flux ropes) were found to form in negative-chirality active regions that exhibit anti-
clockwise orbiting, and two right-handed sigmoids (flux ropes) formed in positve-
chirality active regions that show clockwise orbiting motions.
The work contained in this thesis has provided new insight towards each of the
questions it aimed to study. The ways in which the four specific questions listed in
Section 7.1 have been addressed are summarised next.
In examining the pre-eruptive magnetic structure of the corona, five cases of
flux ropes have been identified that formed before the onset of CMEs. Further-
more, these five flux ropes all formed at relatively high altitudes, ∼100 Mm above
the photosphere. This is interesting because their HFT configurations suggest they
formed via magnetic reconnection in the corona, whereas many flux ropes that have
been studied before formed in BPSS configurations via reconnection in the photo-
sphere/chromosphere. Previously-studied HFT flux ropes have generally been iden-
tified above the solar limb, where they are easier to discern away from the bright
solar disc. This has meant that, until now, the photospheric processes responsible
for triggering the formation of these flux ropes in the corona have not been studied.
Since the flux ropes studied in this thesis all form and erupt when on the solar disc,
the photospheric evolution that caused their formation could be studied.
By inspecting the evolution of the photosphere beneath the forming flux ropes
in this thesis, systematic motions have been identified that triggered the flux rope
formation. Emerging magnetic flux was seen to move towards and then orbit around
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previously-emerged flux during the times when the flux ropes were forming. It
is hypothesised that the observed orbiting motions in the photosphere show that
magnetic flux tubes are wrapped around each other in the corona, which leads to
magnetic reconnection and the formation of a twisted magnetic field structure (flux
rope) above a flaring arcade (see Figure 6.16). These orbiting motions of emer-
ging magnetic flux represent a new trigger mechanism by which flux ropes form,
adding another trigger to the list of previously-identified processes given in Table 1
of Green et al. (2018).
The timescales of flux rope formation studied in this thesis range from a couple
of hours to five days. Observational signatures that suggest a pre-eruptive flux
rope may form in the corona include magnetic flux emergence, the relative orbiting
motion between emerging photospheric flux fragments, and the appearance of hot
(∼107 K) plasma structures such as sigmoids and plasmoids above flaring arcades.
The expansion of active region magnetic field in the lead-up to an eruption was also
evidenced by radio data.
Using a combination of observations and modelling, it was concluded that the
eruption of the flux rope studied in Chapters 4 and 5 was driven by the torus in-
stability. Furthermore, due to the similarities between this event and the other four
studied in Chapter 6 (both in their heights in the corona and the observed photo-
spheric motions beneath them), it is plausible that all of the eruptions studied in this
thesis may have been driven by the torus instability, However, further modelling
work is required to substantiate this claim.
7.3 Future Work
A natural extension of the work contained in this thesis is to produce models of the
four flux ropes from Chapter 6 that were not already modelled in Chapter 5. NLFFF
models of each event would give additional support to the observational conclusions
that stable flux ropes formed in HFT configurations in the corona before the onset
of each eruption. Then, in the same way as in Chapter 5, the decay index can
be approximated for each event using potential field models to give insight in to
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whether the eruptions could have been driven by the torus instability.
Another way to probe the stability of the flux ropes is to use the NLFFF ex-
trapolations as initial states for time-dependent MHD modelling. By evolving the
photospheric boundary of extrapolated flux ropes through time, the eruptions of the
flux ropes can be simulated. Furthermore, magnetic flux emergence simulations
could be used to test the hypothesis given in Chapter 6 that the observed orbiting
motions of magnetic flux are the photospheric manifestation of the emergence of
magnetic flux tubes that are wrapped around each other beneath the solar surface.
More information can be obtained from the 14 June 2012 CME by further com-
paring the properties of the pre-eruptive NLFFF flux rope model to the associated
magnetic cloud that was measured in situ. In Chapter 4, it was noted that the flux
rope orientation inferred by pre-eruption observations matched the one measured
in situ (this result was obtained in collaboration with Palmerio et al., 2017), but
this is not always the case (e.g. Palmerio et al., 2018), and other properties of the
flux rope may also change as it travels through the corona and heliosphere. Under-
standing the evolution of a flux rope between its pre-eruptive state and its arrival
at 1 AU is hugely valuable for forecasting the effects a CME may cause. One av-
enue for investigation would be to compare the magnetic flux content between the
pre-eruption modelled flux rope and the measured magnetic cloud. Magnetic re-
connection can occur beneath erupting flux ropes, as evidenced by CME-associated
solar flares, implying that magnetic flux may be built in to a flux rope as it erupts.
This reconnected flux could explain any discrepancy between the values modelled
before eruption and measured in situ, and an estimate of the reconnected flux can
be quantified by examining the photospheric flux that is ‘swept over’ by expanding
flare ribbons (e.g. Fletcher and Hudson, 2001).
One of the motivations behind the studies in this thesis was to work towards
the goal of producing accurate, long-term space weather forecasts. As a next step in
this direction, it would be an interesting exercise to systematically apply the obser-
vational and modelling techniques used in this thesis to CME prediction. NLFFF
extrapolations are computationally-expensive (taking days to produce), and are thus
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not yet viable for near real-time application to finding pre-eruptive flux ropes in
solar active regions. However, the formation and altitudes of flux ropes can be in-
ferred by identifying signatures such as magnetic flux cancellation, magnetic flux
emergence, and orbiting motions in routinely-available photospheric observations.
Furthermore, computationally-inexpensive potential field extrapolations (that can
be performed in a few minutes) can be used to approximate the height above an
active region PIL where the decay index becomes critical, and therefore the height
at which the successful eruption of a flux rope can be driven by the torus instability.
Idealised numerical simulations have shown that the decay index increases more
rapidly with height above more complex photospheric flux distributions, e.g. in
quadrupolar active regions rather than simple bipoles (To¨ro¨k and Kliem, 2007). In
future work, I will use a sample of≈50 real-Sun active regions of varying magnetic
complexities to test whether the combination of photospheric observations and po-
tential field modelling can effectively predict whether CMEs will occur from active
regions. By inferring whether a high-altitude (HFT) or low-altitude (BPSS) flux
rope may be forming in an active region, and determining whether the decay in-
dex becomes critical at a relatively high or low altitude above that active region, it
may be possible to predict whether an eruption could be successfully triggered and
driven from that active region.
In addition to space weather forecasting applications, CME prediction is also
crucial for the upcoming Solar Orbiter mission. Scheduled for launch in 2020, the
nominal mission phase of Solar Orbiter is set to begin by the end of 2021, and a
major objective of the mission is to investigate how solar transients, such as flares
and CMEs, drive heliospheric variability. Solar Orbiter will not provide continuous
observations of the Sun, but rather it will take remote sensing observations during
planned 90-day windows throughout each of its orbits. Furthermore, some of Solar
Orbiter’s remote sensing instruments have limited fields-of-view that observe on
active region scales. Therefore, to collect the data necessary to address the object-
ives of Solar Orbiter, observation planners will need to be able to recognise likely
sites of eruptive activity on the Sun so they can choose when and where to make ob-
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servations. My work on using observations and modelling to identify the signs that
given active regions may be able to produce eruptions will therefore aid with tar-
get selection, allowing the remote sensing windows of Solar Orbiter to be utilised
efficiently.
Solar Orbiter will provide valuable data that will expand our knowledge of
CMEs. By making in situ measurements of CMEs as close as 0.3 AU from the Sun,
there will be greater opportunities to study the connection between observed pre-
eruptive flux ropes and magnetic clouds. Other future missions that will provide
opportunities to extend the research of this thesis are the ground-based Daniel K.
Inouye Solar Telescope (DKIST) and European Solar Telescope (EST). Scheduled
for first light in 2019 and 2026 respectively, DKIST and EST will use mirrors that
are > 4 m in diameter to make observations of the photosphere and chromosphere
at exceptionally-high spatial resolutions. These telescopes will also provide meas-
urements of the full Stokes polarisation state in the chromosphere and corona for
the first time, which can in principle be inverted to provide magnetic field vectors.
Accurate, high-resolution maps of the vector magnetic field at the top of the chro-
mosphere are expected to provide boundary conditions for NLFFF extrapolations
that are far more compatible with the force-free assumption than photospheric mag-
netograms. Therefore, to extend the work of this thesis, these chromospheric and
coronal magnetic field vector measurements could be used as boundary conditions
for magnetic field extrapolations, improving the accuracy of coronal magnetic field
models.
Appendix A
Vector Identities and Constants
Vector Dot Gradient
A ·∇ψ = ∇ · (ψA)−ψ∇ ·A (A.1)
The Divergence Theorem
∫
V
(∇ ·F) dV =
∫
S
(F ·n) dS (A.2)
Divergence of Curl
∇ · (∇×B) = 0 (A.3)
Physical Constants
kB = 1.38×10−23 J K−1
ε0 = 8.85×10−12 F m−1
µ0 = 4pi×10−7 H m−1
mp = 1.67×10−27 kg
me = 9.11×10−31 kg
e = 1.6×10−19 C
c = 3×108 m s−1
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