Abstract-A grammar transform is a transformation that converts any data sequence to be compressed into a grammar from which the original data sequence can be fully reconstructed. In a grammar-based code, a data sequence is first converted into a grammar by a grammar transform and then losslessly encoded. In this paper, a greedy grammar transform is first presented; this grammar transform constructs sequentially a sequence of irreducible grammars from which the original data sequence can be recovered incrementally. Based on this grammar transform, three universal lossless data compression algorithms, a sequential algorithm, an improved sequential algorithm, and a hierarchical algorithm, are then developed. These algorithms combine the power of arithmetic coding with that of string matching. It is shown that these algorithms are all universal in the sense that they can achieve asymptotically the entropy rate of any stationary, ergodic source. Moreover, it is proved that their worst case redundancies among all individual sequences of length are upper-bounded by log log log , where is a constant.
I. INTRODUCTION
U NIVERSAL data compression theory aims at designing data compression algorithms, whose performance is asymptotically optimal for a class of sources. The field of universal data compression theory can be divided into two subfields: universal lossless data compression and universal lossy data compression. In this paper, we are concerned with universal lossless data compression. Our goal is to develop new practical lossless data compression algorithms which are asymptotically optimal for a broad class of sources, including stationary, ergodic sources.
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To put things into perspective, let us first review briefly, from the information-theoretic point of view, the existing universal lossless data compression algorithms. So far, the most widely used universal lossless compression algorithms are arithmetic coding algorithms [1] , [20] , [22] , [23] , [29] , Lempel-Ziv algorithms [16] , [35] , [36] , and their variants. Arithmetic coding algorithms and their variants are statistical model-based algorithms. To use an arithmetic coding algorithm to encode a data sequence, a statistical model is either built dynamically during the encoding process, or assumed to exist in advance. Several approaches have been proposed in the literature to build dynamically a statistical model. These include the prediction by partial match algorithm [4] , dynamic Markov modeling [5] , context gathering algorithm [24] , [26] , and context-tree weighting method [27] , [28] . Typically, in all these methods, the next symbol in the data sequence is predicted by a proper context and coded by the corresponding estimated conditional probability. Good compression can be achieved if a good tradeoff between the number of contexts and the conditional entropy of the next symbols given contexts is maintained during the encoding process. Arithmetic coding algorithms and their variants are universal only with respect to the class of Markov sources with Markov order less than some designed parameter value. Note that in arithmetic coding, the original data sequence is encoded letter by letter. In contrast, no statistical model is used in Lempel-Ziv algorithms and their variants. During the encoding process, the original data sequence is parsed into nonoverlapping, variable-length phrases according to some kind of string matching mechanism, and then encoded phrase by phrase. Each parsed phrase is either distinct or replicated with the number of repetitions less than or equal to the size of the source alphabet. Phrases are encoded in terms of their positions in a dictionary or database. Lempel-Ziv algorithms are universal with respect to a class of sources which is broader than the class of Markov sources of bounded order; the incremental parsing Lempel-Ziv algorithm [36] is universal for the class of stationary, ergodic sources.
Other universal compression algorithms include the dynamic Huffman algorithm [10] , the move to front coding scheme [3] , [9] , [25] , and some two-stage compression algorithms with codebook transmission [17] , [19] . These algorithms are either inferior to arithmetic coding algorithms and Lempel-Ziv algorithms, or too complicated to implement.
Very recently, a new type of lossless source code called a grammar-based code was proposed in [12] . The class of grammar-based codes is broad enough to include block 0018-9448/00$10.00 © 2000 IEEE codes, Lempel-Ziv types of codes, multilevel pattern matching (MPM) grammar-based codes [13] , and other codes as special cases. To compress a data sequence, each grammar-based code first transforms the data sequence into a context-free grammar, from which the original data sequence can be fully reconstructed by performing parallel substitutions, and then uses an arithmetic coding algorithm to compress the context-free grammar. It has been proved in [12] that if a grammar-based code transforms each data sequence into an irreducible context-free grammar, then the grammar-based code is universal for the class of stationary, ergodic sources. (For the definition of grammar-based codes and irreducible context free grammars, please see Section II.) Each irreducible grammar also gives rise to a nonoverlapping, variable-length parsing of the data sequence it represents. Unlike the parsing in Lempel-Ziv algorithms, however, there is no upper bound on the number of repetitions of each parsed phrase. More repetitions of each parsed phrase imply that now there is room for arithmetic coding, which operates on phrases instead of letters, to kick in. (In Lempel-Ziv algorithms, there is not much gain from applying arithmetic coding to parsed phrases since each parsed phrase is either distinct or replicated with the number of repetitions less than or equal to the size of the source alphabet.) The framework of grammar-based codes suggests that one should try to optimize arithmetic coding and string matching capability by properly designing grammar transforms. We address this optimization problem in this paper.
Within the design framework of grammar-based codes, we first present in this paper an efficient greedy grammar transform that constructs sequentially a sequence of irreducible context-free grammars from which the original data sequence can be recovered incrementally. Based on this greedy grammar transform, we then develop three universal lossless data compression algorithms: a sequential algorithm, an improved sequential algorithm, and a hierarchical algorithm. These algorithms combine the power of arithmetic coding with that of string matching in a very elegant way and jointly optimize in some sense string matching and arithmetic coding capability. It is shown that these algorithms are universal in the sense that they can achieve asymptotically the entropy rate of any stationary, ergodic source. Moreover, it is proved that their worst case redundancies among all individual sequences of length are upper-bounded by , where is a constant. These algorithms have essentially linear computation and storage complexity. Simulation results show that these algorithms outperform the Unix Compress and Gzip algorithms, which are based on LZ78 and LZ77, respectively.
The paper is organized as follows. In Section II, we briefly review grammar-based codes. In Section III, we present our greedy grammar transform and discuss its properties. Section IV is devoted to the description of the sequential algorithm, improved sequential algorithm, and hierarchical algorithm. In Sections V and VI, we analyze the performance of the hierarchical algorithm and that of the sequential and improved sequential algorithms, respectively. Finally, we show some simulation results in Section VII and draw some conclusions in Section VIII. 
II. REVIEW OF GRAMMAR-BASED CODES
The purpose of this section is to briefly review grammarbased codes so that this paper is self-contained and to provide some additional insights into grammar-based codes. For the detailed description of grammar-based codes, please refer to [12] .
Let be our source alphabet with cardinality greater than or equal to . Let be the set of all finite strings drawn from , including the empty string , and the set of all finite strings of positive length from . The notation stands for the cardinality of , and for any , denotes the length of . For any positive integer , denotes the set of all sequences of length from . Similar notation will be applied to other finite sets and finite strings drawn from them. To avoid possible confusion, a sequence from is sometimes called an -sequence. Let be a sequence to be compressed. As shown in Fig. 1 , in a grammar-based code, the sequence is first transformed into a context-free grammar (or simply a grammar) from which can be fully recovered, and then compressed indirectly by using a zero-order arithmetic code 1 to compress . To get an appropriate , string matching is often used in some manner. It is clear that to describe grammar-based codes, it suffices to specify grammar transforms. We begin with explaining how context-free grammars are used to represent sequences in .
A. Context-Free Grammars
Fix a countable set of symbols, disjoint from . Symbols in will be called variables; symbols in will be called terminal symbols. For any , let . For our purpose, a context-free grammar is a mapping from to for some . The set shall be called the variable set of and, to be specific, the elements of shall be called sometimes -variables. To describe the mapping explicitly, we shall write, for each the relationship as , and call it a production rule. Thus the grammar is completely described by the set of production rules 2 . Start with the variable . Replacing in parallel each variable in by , we get another sequence from . If we keep doing this parallel replacement procedure, one of the following will hold: 1) After finitely many parallel replacement steps, we obtain a sequence from . 2) The parallel replacement procedure never ends because each string so obtained contains an entry which is a -variable. For the purpose of data compression, we are interested only in grammars for which the parallel replacement procedure ter-minates after finitely many steps and every -variable is replaced at least once by in the whole parallel replacement process. In the above, we start with and then repeatedly apply the parallel replacement procedure. We see that after four steps-each appearance of the notation represents one step of parallel replacements-we get a sequence from and the parallel replacement procedure terminates. Also, each variable ( ) is replaced at least once by in the whole parallel replacement process. Therefore, in this example, (or ) represents the sequence . Each of the other -variables represents a substring of : represents , represents , and represents . Let be an admissible grammar with variable set . The size of is defined as the sum of the length over
where denotes the length of the -sequence . For example, the size of the admissible grammar in Example 1 is equal to . Given any sequence from , if the length of is large, then there are many admissible grammars that represent . Some of these grammars will be more compact than others in the sense of having smaller size . Since in a grammar-based code, the sequence is compressed indirectly by using a zero-order arithmetic code to compress an admissible grammar that represents , the size of is quite influential in the performance of the grammar-based code. In principle, an admissible grammar that represents should be designed so that the following properties hold: a.1) The size of should be small enough, compared to the length of . a.2) -strings represented by distinct variables of are distinct. a.
3) The frequency distribution of variables and terminal symbols of in the range of should be such that effective arithmetic coding can be accomplished later on. Starting with an admissible grammar that represents , one can apply repeatedly a set of reduction rules to get another admissible grammar which represents the same and satisfies Properties a.1)-a.3) in some sense. This set of reduction rules is introduced in [12] and will be described next.
B. Reduction Rules
Reduction Rule 1: Let be a variable of an admissible grammar that appears only once in the range of . Let be the unique production rule in which appears on the right. Let be the production rule corresponding to . Reduce to the admissible grammar obtained by removing the production rule from and replacing the production rule with the production rule . The resulting admissible grammar represents the same sequence as does . 3), may give poor compression performance and cannot be guaranteed to be universal. The reason for this is that once different variables of a grammar represent the same -sequence, the empirical entropy of the grammar gets expanded. Since the compression performance of the corresponding grammar-based code is related to the empirical entropy of the grammar, the entropy expansion translates into poor compression performance.
An irreducible grammar satisfies Properties a.1)-a.3) in some sense, as shown in the next subsection.
C. Grammar Transforms
Let be a sequence from which is to be compressed. A grammar transform converts into an admissible grammar that represents . In this paper, we are interested particularly in a grammar transform that starts from the grammar consisting of only one production rule , and applies repeatedly Reduction Rules 1-5 in some order to reduce into an irreducible grammar . Such a grammar transform is called an irreducible grammar transform. To compress , the corresponding grammar-based code then uses a zero-order arithmetic code to compress the irreducible grammar . After receiving the codeword of , one can fully recover from which can be obtained via parallel replacement. Different orders via which the reduction rules are applied give rise to different irreducible grammar transforms, resulting in different grammarbased codes. No matter how the reduction rules are applied, all these grammar-based codes are universal, as guaranteed by the following results, which were proved in [12] . Result 2: Any grammar-based code with an irreducible grammar transform is universal in the sense that for any stationary, ergodic source , the compression rate resulting from using the grammar-based code to compress the initial segment of length converges, with probability one, to the entropy rate of the source as goes to infinity.
Clearly, Reduction Rules 2-4 are string matching reduction rules. The reason that grammar-based codes with irreducible grammar transforms are universal lies in the fact that such codes combine the power of string matching with that of arithmetic coding. The above results, however, do not say how to construct explicitly such codes or irreducible grammar transforms although there are many of them to choose from. Also, within the framework of grammar-based codes, it needs to be determined how one can design irreducible grammar transforms that can in some sense jointly optimize arithmetic coding and string matching capability.
In this paper, we address the concerns raised in the preceding paragraph. In the next section, we shall present a greedy grammar transform that can construct sequentially a sequence of irreducible grammars from which the original data sequence can be recovered incrementally. This greedy grammar transform then enables us to develop three universal lossless data compression algorithms.
III. A GREEDY GRAMMAR TRANSFORM
As mentioned at the end of the last section, the purpose of this section is to describe our greedy irreducible grammar transform.
The Proposed Irreducible Grammar Transform: Let be a sequence from which is to be com- In Example 6, we see that to get from the appended , only Reduction Rules 1-3 are possibly involved. Furthermore, the order via which these rules are applied is unique, and the number of times these rules need to be applied is at most 2. This phenomenon is true not only for Example 6, but also for all other sequences, as shown in Theorem 1 below.
Before we state Theorem 1, we define a function as follows: , and for any , is equal to if is equal to the appended , and otherwise. According to this definition, the sequence in Example 6 is Note that we assume that the variable set of is .
Theorem 1: Let be the last symbol of . Let be the symbol that represents if , and itself otherwise. Let be the admissible grammar obtained by appending to the end of . Then the following steps specify how to get from : Case 1: The pattern does not appear in two nonoverlapping positions in the range of . In this case, is irreducible and hence is equal to . Case 2: The pattern appears in two nonoverlapping positions in the range of , and . In this case, apply Reduction Rule 2 once if the pattern repeats itself in , and Reduction Rule 3 once otherwise. The resulting grammar is irreducible and hence equal to . The variable set of is with , and the newly created production rule is . are all the same. In view of the greedy nature of the proposed irreducible grammar transform, the production rule in then implies that the th phrase is instead of . This is a contradiction. Thus at this point, only Reduction Rule 2 or 3 is applicable. Apply Reduction Rule 2 once if the pattern repeats itself in ; otherwise, apply Reduction Rule 3 once. The resulting grammar has a variable set and a new production rule . We claim that the resulting grammar is irreducible and hence equal to . To see this is true, first note that there is no nonoverlapping repeated pattern of length any more in the resulting grammar, since is the only nonoverlapping repeated pattern of length in the range of and repeats itself only once in the range of . Second, if is a variable, then implies that appears in the range of at least three times. If , then appears in the range of at least four times; as a result, when a new production rule (which is in this special case) is introduced, each variable other than still appears at least twice in the range of the resulting grammar. On the other hand, if and is a variable, then appears in the range of at least three times; as a result, when a new rule is introduced, each variable other than still appears at least twice in the range of the resulting grammar. The result also holds in all other cases: neither nor is a variable or only one of them is a variable. Finally, the new variable represents the sequence which is distinct from all other sequences represented by , . To see this is true, note that otherwise, one gets the contradiction that the th parsed phrase is instead of . Therefore, the resulting grammar is indeed irreducible and hence equal to .
In Case 3, implies that is equal to the newly introduced variable in and appears only twice in the range of . Using mathematical induction, one can show that in this case, represents the substring obtained by concatenating the th parsed phrase, the th parsed phrase, , and up to the th parsed phrase for some . Note that in Case 3,
, and repeats itself only once in the range of . A similar argument to that in the above paragraph can be used to show that at this point, Reduction Rule 4 is not applicable. Apply Reduction Rule 2 once if the pattern repeats itself in ; otherwise, apply Reduction Rule 3 once. The resulting grammar, which is denoted by , has a variable set and a new production rule . However, the resulting grammar is not irreducible since appears only twice in the range of and as a result, appears only once in the range of . In fact, appears only in the newly introduced rule . Apply Reduction Rule 1 to and change back to . The resulting grammar has the same variable set as does , and the production rule corresponding to is obtained by appending to the end of . We now claim that the resulting grammar is irreducible and hence equal to . To see that this is true, first note that since both and are irreducible and since is the only repeated pattern of length and repeats itself only once in the range of , there is no nonoverlapping repeated pattern of length in the range of the resulting grammar. (Note that the irreducibility of guarantees that the pattern consisting of the last symbol of and in the range of the resulting grammar is not a nonoverlapping repeated pattern.) Second, if is a variable, then appears at least three times in the range of ; as a result, every variable other than in the resulting grammar appears at least twice in the range of the resulting grammar. Finally, due to the greedy nature of the proposed irreducible grammar transform, the variable in the resulting grammar represents the sequence obtained by concatenating the th parsed phrase, the th parsed phrase, , and up to the th parsed phrase, which is distinct from all other sequences represented by , . Therefore, the resulting grammar is irreducible and equal to .
Finally, note that there is no other case other than Cases 1-3. This completes the proof of Theorem 1.
From Theorem 1, we see that once the th phrase is parsed off, it is pretty fast to get from the appended .
Remark 1:
There is a variant of the proposed irreducible grammar transform in which the next substring is the longest prefix of that can be represented by for some if such a prefix exists, and otherwise, with . In other words, the symbol now is also involved in the parsing. To get from the appended , special attention must be paid to the case where is appended to the end of ; in this case, one changes in to a new variable and introduces a new rule . This variant was first described by the authors in [14] . All the results in this paper hold as well for this variant. We shall not use this variant as our grammar transform since, in practice, it is highly unlikely that the entire previously processed string will occur again right away (except near the beginning of the data).
Remark 2:
In their recent paper [18] , Nevill-Manning and Witten presented independently a grammar transform that constructs sequentially a sequence of grammars. However, the grammars constructed by their transform are not necessarily irreducible because they do not satisfy Property b.3). As a result, the corresponding grammar code may not be universal.
IV. UNIVERSAL ALGORITHMS Having described our irreducible grammar transform, we now describe our compression algorithms: a hierarchical algorithm, a sequential algorithm, and an improved sequential algorithm. They share the common greedy grammar transform, but have different encoding strategies. We first describe the hierarchical algorithm which consists of the greedy irreducible grammar transform followed by the arithmetic coding of the final irreducible grammar .
The Hierarchical Algorithm: Let be an sequence which is to be compressed. Let be the final irreducible grammar for furnished by our irreducible grammar transform. In the hierarchical algorithm, we use a zero-order arithmetic code with a dynamic alphabet to encode (or its equivalent form). After receiving the binary codeword, the decoder recovers (or its equivalent form) and then performs the parallel replacement procedure mentioned in Section II to get .
To illustrate how to encode the final irreducible grammar , let us look at Example 6 again. The final irreducible grammar for the sequence in Example 6 is given by
The above form of , however, is not convenient for transmission. (One may wonder why we need to introduce both symbols and ; after all, we can insert at the end of each to identify . The reason is that most of any furnished by our irreducible grammar transform have length . As a result, by using the pair to isolate with , we actually get a shorter concatenated sequence and hence better compression performance.) Since is canonical, i.e., satisfies Property c.1), the first appearance of , for any , precedes that of in the sequence given by (4.1). To take advantage of this in order to get better compression performance, we go one step further. Let be a symbol which is not in . For each , replace the first appearance of in the sequence given by (4.1) by . Then we get the following sequence from :
which will be called the sequence generated from or its canonical form . Clearly, from the sequence given by (4.2), we can get the sequence given by (4.1) back by simply replacing the th in (4.2) by . Therefore, from the sequence generated from , we can get and hence . To compress or , we now use a zero-order arithmetic code with a dynamic alphabet to encode the sequence generated from . Specifically, we associate each symbol with a counter . Initially, is set to if and otherwise. The initial alphabet used by the arithmetic code is . Encode each symbol in the sequence generated from and update the related counters according to the following steps:
Step 1: Encode by using the probability where the summation is taken over , and is the number of times that occurs before the position of this . Note that the alphabet used at this point by the arithmetic code is .
Step 2: Increase the counter by .
Step 3: If , increase the counter from to , where is defined in Step 1.
Repeat the above procedure until the whole generated sequence is encoded. For the generated sequence given by (4.2), the product of the probabilities used in the arithmetic coding process is
In general, to encode the final irreducible grammar , we first convert it into its canonical form , then construct the sequence generated from , and finally use a zero-order arithmetic code with a dynamic alphabet to encode the generated sequence.
Remark 3: It should be pointed out that in practice, there is no need to write down explicitly the canonical form and the generated sequence before embarking on arithmetic coding. The converting of into , constructing of the generated sequence, and encoding of the generated sequence can all be done simultaneously in one pass, assuming that has been furnished by our irreducible grammar transform.
Remark 4:
A different method for encoding canonical grammars has been presented in [12] ; it is based on the concept of enumerative coding [6] . The method presented here is intuitive and more efficient.
The sequential nature of our greedy irreducible grammar transform makes it possible to parse and encode the -sequence simultaneously.
The Sequential Algorithm: In the sequential algorithm, we encode the data sequence sequentially by using a zero-order arithmetic code with a dynamic alphabet to encode the sequence of parsed phrases . Specifically, we associate each symbol with a counter . Initially, is set to if and otherwise. At the beginning, the alphabet used by the arithmetic code is . The first parsed phrase is encoded by using the probability . Then the counter increases by . Suppose that have been parsed off and encoded and that all corresponding counters have been updated. Let be the corresponding irreducible grammar for . Assume that the variable set of is equal to . Let be parsed off as in our irreducible grammar transform and represented by . Encode (or ) and update the relevant counters according to the following steps:
Step 1: The alphabet used at this point by the arithmetic code is . Encode by using the probability (4.3)
Step 2: Increase by .
Step 3: Get from the appended as in our irreducible grammar transform.
Step 4: If , i.e., includes the new variable , increase the counter by . Repeat this procedure until the whole sequence is processed and encoded.
Note that is always . Thus the summation over in (4.3) is equivalent to the summation over . From Step 4, it follows that each time when a new variable is introduced, its counter increases from to . Therefore, in the entire encoding process, there is no zero-frequency problem. Also, in the sequential algorithm, the parsing of phrases, encoding of phrases, and updating of irreducible grammars are all done in one pass. Clearly, after receiving enough codebits to recover the symbol , the decoder can perform the update operation in the exact same way as does the encoder.
Remark 5:
It is interesting to compare the sequential algorithm with LZ78. In LZ78, the parsed phrases are all distinct. As a result, there is no room for arithmetic coding, which operates on phrases rather than on symbols from , to kick in. On the other hand, in our sequential compression algorithm, parsed phrases are of variable length and allowed to repeat themselves. Moreover, there is no upper bound on the number of repetitions of each parsed phrase. As a result, there is room for arithmetic coding, which operates on phrases, to kick in. Our irreducible grammar update mechanism acts like a string-matching mechanism and provides candidates for new parsed phrases. One of the important roles of our irreducible grammar update mechanism is to maintain a good tradeoff among the length , the number of parsed phrases, and the number of variables so that good compression performance can be obtained. In Section VI, we will show that the sequential algorithm is universal for the class of stationary, ergodic sources and has the worst case redundancy upper bound . Although both our sequential algorithm and LZ78 are universal for the class of stationary, ergodic sources, the simulation results presented in Section VII show that our sequential algorithm is better than Unix Compress, which is based on LZ78.
Example 7:
We apply our sequential algorithm to compress the sequence shown in Example 6. It follows from Example 6 that is parsed into
The product of the probabilities used to encode these parsed phrases is Careful examination of the above sequential algorithm reveals that the encoding of the sequence of parsed phrases does not utilize the structure of the irreducible grammars , . Since is known to the decoder before encoding the th parsed phrase, we can use the structure of as context information to reduce the codebits for the th parsed phrase. Step 1: Encode by using the probability
Step 3: If , encode by using the probability Step 4: Get from the appended as in our irreducible grammar transform. Update and accordingly, where .
Step 5: If , i.e., includes the new variable , increase both and by . Repeat this procedure until the whole sequence is processed and encoded.
Note that in view of Theorem 1 and its proof, one can determine by examining whether or not is in . Therefore, one can perform the encoding operation of before updating to . In Step 3, when , cannot be from ; when , is from . Once again, this follows from Theorem 1 and its proof. The alphabet used in the arithmetic coding is when , and when and .
Example 7′:
We apply the improved sequential algorithm to compress the sequence shown in Example 6. It follows from Example 6 that is parsed into The corresponding sequence is
The product of the probabilities used to encode the sequence is
The product of the probabilities used to encode the parsed phrases is
Note that the th parsed phrase need not be encoded whenever and .
Remark 6:
Assume that exact arithmetic is used. Then for the binary sequence shown in Example 6, the compression rates in bits per letter given by the hierarchical algorithm, sequential algorithm, and improved sequential algorithm are , , and , respectively. In this particular case, instead of having compression, we get rather expansion. The reason for this is, of course, that the length of the sequence is quite small. We use this sequence only for the purpose of illustrating how these algorithms work. For long data sequences, simulation results presented in Section VII and in [31] show that the improved sequential algorithm is the best and yields very good compression performance .
V. PERFORMANCE OF THE HIERARCHICAL ALGORITHM
In this section, we analyze the performance of the hierarchical compression algorithm and provide some insights into its workings. Some of the results presented in this section will be used to analyze the performance of the sequential and improved sequential algorithms.
Let be a sequence from . Let be any irreducible grammar that represents . Our methodology is to identify a proper parsing of induced by and then relate the compression rate of the hierarchical algorithm to the empirical entropy of the induced parsing of . To ultimately evaluate the compression performance of the hierarchical algorithm against the -context empirical entropy of , which is defined later in this section, several bounds on the number of phrases in the induced parsing of are essential. These bounds are established via Lemmas 1-4.
Assume It is easy to see that the concatenation of the above phrases is equal to . Also, note that the length of the partition sequence is , which is equal to . In the case where happens to be the irreducible grammar furnished by our irreducible grammar transform, the parsing of induced by the partition sequence is related, but not equal, to that furnished by our irreducible grammar transform. This can be seen by comparing Example 8 with Example 6. The parsing of induced by the partition sequence can be used to evaluate the performance of the hierarchical compression algorithm while the parsing of furnished by our irreducible grammar transform can be used to evaluate the performance of the sequential algorithm. The number of phrases in the parsing of induced by the partition sequence is less than the number of phrases in the parsing of furnished by our irreducible grammar transform; the improved sequential algorithm tries to encode directly the parsing of induced by the partition sequence.
The following lemma relates the length of the partition sequence to the size of .
Lemma 1:
Let be an irreducible grammar with variable set . Then the length of the partition sequence induced by is equal to . Proof: Lemma 1 follows immediately from the observation that in the whole process of deriving the partition sequence , each , , is replaced only once.
From now on, we concentrate on irreducible grammars furnished by our irreducible grammar transform. Let be a sequence from . Let be the final irreducible grammar with variable set resulting from applying our irreducible grammar transform to . Then we have the following lemma.
Lemma 2:
In the partition sequence induced by , there is no repeated pattern of length , where patterns are counted in the sliding-window, overlapping manner. Remark 7: From the proof of Lemma 2, it follows that with the help of our irreducible grammar transform, the partition sequence can be constructed sequentially in one pass. Lemma 2 enables us to establish useful upper bounds on the size of the final irreducible grammar and the length of the induced partition sequence in terms of the length . These bounds are stated in Lemma 3 and will be proved in Appendix A. The following lemma, which will be proved in Appendix B, gives a lower bound to the average length of the -sequences represented by , .
Lemma 4:
Let be a sequence from . Let be the final irreducible grammar with variable set resulting from applying our irreducible grammar transform to . Then whenever , where denotes the length of the -sequence represented by . We are now in position to evaluate the compression performance of the hierarchical data compression algorithm. We compare the compression performance of the hierarchical algorithm with that of the best arithmetic coding algorithm with contexts which operates letter by letter, rather than phrase by phrase. Let be a finite set consisting of elements; each element is regarded as an abstract context. Let be a transition probability function from to , i.e., satisfies for any . Note that random transitions between contexts are allowed. For any sequence from , the compression rate in bits per letter resulting from using the arithmetic coding algorithm with transition probability function to encode is given by where is the initial context, and stands for the logarithm with base throughout this paper. Let (5.2) where the outer maximization varies over every transition probability function from to . The quantity represents the smallest compression rate in bits per letter among all arithmetic coding algorithms with contexts which operate letter by letter. It should be, however, emphasized that there is no single arithmetic coding algorithm with contexts which can achieve the compression rate for every sequence . When , is equal to the traditional empirical entropy of . For this reason, we call the -context empirical entropy of .
Let be the compression rate in bits per letter resulting from using the hierarchical compression algorithm to compress . We are interested in the difference between and . Let
The quantity is called the worst case redundancy of the hierarchical algorithm against the -context empirical entropy.
Theorem 2:
There is a constant , which depends only on and , such that Remark 8: Worst case redundancy is a rather strong notion of redundancy. For probabilistic sources, there are two other notions of redundancy: average redundancy [8] and pointwise redundancy [21] . It is expected that the average and pointwise redundancies of the hierarchical, sequential, and improved sequential algorithms are much smaller. The exact formulas of these redundancies, however, are unknown at this point, and left open for future research.
Proof of Theorem 2:
Let be a sequence to be compressed. Let be the final irreducible grammar with variable set resulting from applying our irreducible grammar transform to . Let be the partition sequence induced by . Recall that the hierarchical compression algorithm compresses by first converting into its canonical form , then constructing the sequence generated from , and finally using a zero-order arithmetic code with a dynamic alphabet to encode the generated sequence. In the process of converting into its canonical form , one gets a permutation over such that is obtained from by renaming each symbol as . For example, for the final irreducible grammar in Example 6, the permutation is given by , , and for any other symbol . Let be the sequence generated from . Note that is from . Strike out symbols , , and in . The resulting sequence is called the content sequence generated from and denoted by . (For example, the content sequence generated from in Example 6 is
.) It is easy to see that the content sequence and the partition sequence have the same length . Furthermore, for each symbol , the frequency of in is the same as that of in . Thus and have the same first-order unnormalized empirical entropy, that is,
where is defined as and is defined similarly. Below we will upper-bound the total number of bits in terms of . Assume that exact arithmetic is used. In view of the encoding process of the hierarchical algorithm, the probability used to encode the symbol in is where is the number of in the prefix and is the number of in the prefix . Thus the number of bits needed to encode is The above inequality is due to the fact that for all positions . This implies that the total number of bits is upper-bounded by (5.4)
In the above, denotes, for each , the number of in , denotes the first-order unnormalized empirical entropy of , and denotes the Shannon entropy of the distribution The inequality is due to the well-known inequality on the size of a type class [7, Theorem 12.1.3, p. 282] . The equality follows from the entropy identity saying that the joint entropy of two random variables is equal to the marginal entropy of the first random variable plus the conditional entropy of the second random variable given the first random variable. The inequality follows from the fact that Finally, the equality follows from (5.3).
To complete the proof, we next upper-bound in terms of . To this end, let be a transition probability function from to for which the maximum on the right-hand side of (5.2) is achieved. Note that such exists and generally depends on the sequence to be compressed. Let be the probability distribution on such that for any positive integer and any (5.5) In (5.5), the constant is selected so that is a probability distribution on ; it is easy to check that . Recall that the partition sequence partitions into nonoverlapping, variable-length phrases; each symbol in represents a substring of , and the concatenation of all these substrings is equal to . Think of each symbol as a sequence from . Then it makes sense to write for any . From (5.2) and (5.5), it then follows that In the above, the inequality is due to Lemma 1 and the fact that . The inequality is attributable to the concavity of the logarithm function. Note that (5.7) holds for any sequence . Dividing both sides of (5.7) by and applying Lemma 3, we then get This completes the proof of Theorem 2. In the above inequality, letting yields almost surely.
This, together with sample converses in source coding theory [2] , [11] , [34] , implies almost surely.
VI. PERFORMANCE OF THE SEQUENTIAL AND IMPROVED SEQUENTIAL ALGORITHMS
In this section, we analyze the performance of the sequential and improved sequential compression algorithms and provide some insights into their workings. We take an approach similar to that of Section V.
Let be a sequence to be compressed. Let be the final irreducible grammar with variable set furnished by the proposed irreducible grammar transform. Recall that is the number of phrases parsed off by the proposed irreducible grammar transform. The next lemma, which will be proved in Appendix C, upper-bounds in terms of a function of .
Lemma 5:
There is a constant , which depends only on , such that for any with ,
Lemma 5 enables us to evaluate the compression performance of the sequential and improved sequential compression algorithms. Let be a sequence from to be compressed. Let be the compression rate in bits per letter resulting from using the sequential algorithm to compress . Let be defined as in Section V. We are interested in the difference between and . Let
The quantity is called the worst case redundancy of the sequential algorithm against the -context empirical entropy. Using a similar argument to the proof of Theorem 2, one can show the following theorem.
Theorem 3:
There is a constant , which depends only on and , such that
Proof: In the sequential algorithm, we encode the data sequence sequentially by using a zero-order arithmetic code with a dynamic alphabet to encode the sequence of parsed phrases . Assume that exact arithmetic is used. The probability used to encode the th parsed phrase, which is represented by a symbol , is where is the number of times the phrase appears in . Thus the number of bits needed to encode the th parsed phrase is This implies that the total number of bits is upper-bounded by (6.1)
In the above derivation, , for each , denotes the number of times the -sequence represented by appears in the sequence of parsed phrases
The quantity denotes the unnormalized empirical entropy of the sequence of parsed phrases, i.e., A similar argument to the derivation of (5.6) and (5.7) can then lead to which, coupled with (6.1), implies (6.2) Dividing both sides of (6.2) by and applying Lemma 5, we get This completes the proof of Theorem 3.
Corollary 2: For any stationary, ergodic source with alphabet with probability one as , where is equal to the entropy rate of .
Proof: It follows immediately from Theorem 3 and the proof of Corollary 1.
For any -sequence , let be the compression rate in bits per letter resulting from using the improved sequential algorithm to compress . Let
The quantity is called the worst case redundancy of the improved sequential algorithm against the -context empirical entropy. Using similar arguments to the proofs of Theorems 2 and 3, one can show the following theorem.
Theorem 4: There is a constant , which depends only on and , such that
The following corollary follows immediately from Theorem 4 and the proof of Corollary 1.
Corollary 3:
For any stationary, ergodic source with alphabet with probability one as , where is equal to the entropy rate of .
VII. SIMULATION RESULTS
To keep the information-theoretic flavor of this paper, this section presents only simulation results on random binary sequences. For extensive simulation results on other types of practical data, see [31] .
Before presenting our simulation results, let us say a few words about the computational complexity of our compression algorithms. Let be a sequence to be compressed. From Section III, it follows that our compression algorithms have only three major operations: the parsing of into nonoverlapping substrings the updating of into , , and the encoding either of or of the parsed substrings In view of Lemmas 3 and 5, it is easy to see that the encoding operation has linear computational complexity with respect to the length . By virtue of Lemmas 4 and 5, one can show that the average computational complexity of the parsing operation is linear with respect to if is drawn from a stationary source satisfying some mixing condition. To update into , it follows from Theorem 1 that at most two reduction rules are involved. Therefore, the major computational complexity of the updating operation lies in finding the location at which these reduction rules are applied. Let be the last symbol in and let be the symbol representing the th parsed phrase. As demonstrated in the proof of Theorem 1, is the only possible nonoverlapping repeated pattern of length in the appended , and repeats itself at most once in the range of the appended . Since is irreducible, one can show, by using a proper tree structure, that the total computational complexity of finding the repetition locations for all is linear. Hence the updating operation also has linear computational complexity with respect to . Therefore, our compression algorithms, the hierarchical algorithm, sequential algorithm, and improved sequential algorithm, all have linear average computational complexity with respect to . In passing, our compression algorithms are also linear in space. The argument just completed is rather brief; the implementation details of our compression algorithms, their complexity analysis, and extensive simulation results will be reported in [31] . (Experimental results [31] show that for a variety of files, the improved sequential algorithm significantly outperforms the Unix Compress and Gzip algorithms. For example, for some binary files with alphabet , the improved sequential algorithm is 255% better than the Gzip algorithm and 447.9% better than the Unix Compress algorithm. Moreover, unlike previous compression algorithms, the improved sequential algorithm can also compress short data sequences like packets moved around networks by the Internet Protocol very well.)
To see how close the compression rates given by our algorithms are to the entropy rate of a random source, we present below some simulation results for random binary sequences. In our simulation, our algorithms, like the Unix Compress and Gzip algorithms, were implemented to compress any files. Table I lists some simulation results for memoryless binary sources of length . The quantity represents the probability of symbol ; the Shannon entropy represents the entropy rate of each binary source. The notation denotes the size of the final irreducible grammar; is the number of nonoverlapping phrases parsed off by our irreducible grammar transform; and is the number of distinct phrases. From Table I , one can see that our algorithms are all better than the Unix Compress and Gzip algorithms. For example, on average, the improved sequential algorithm is roughly 26% more efficient than Unix Compress and 37% more efficient than Gzip. (It should be pointed out that for text files, Gzip often outperforms Unix Compress. On the other hand, for binary sequences, Unix Compress often outperforms Gzip.) Here, the efficiency of a data compression algorithm is defined as the ratio of the compression rate of the algorithm to the Shannon entropy rate of the source. Also, the number is only slightly larger than ; this means that the length of most is . Table II lists some simulation results for first-order Markov binary sources of length . The transition matrix of each Markov source is and the initial distribution is uniform. Once again, our algorithms are all better than the Unix Compress and Gzip algorithms. In this case, the improved sequential algorithm is, on average, roughly 19% more efficient than Unix Compress and 25% more efficient than Gzip. Table III lists some simulation results for second-order Markov binary sources of length . The second-order Markov binary sources are generated by using the following model:
where is an independent and identically distributed (i.i.d.) sequence with the probability of symbol being , and denotes modulo-addition. Once again, our algorithms are all better than the Unix Compress and Gzip algorithms. In this case, the improved sequential algorithm is, on average, roughly 26% more efficient than Unix Compress and 27% more efficient than Gzip.
Similar phenomena hold as well for sources of length . Tables IV-VI list some simulation results for memoryless, first-order Markov, and second-order Markov binary sources of length
VIII. CONCLUSIONS
Within the design framework of grammar-based codes, we have presented a greedy irreducible grammar transform that constructs sequentially a sequence of irreducible context-free grammars from which the original data sequence can be recovered incrementally. Based on this grammar transform, we have developed three efficient universal lossless compression algorithms: the hierarchical algorithm, sequential algorithm, and improved sequential algorithm. These algorithms combine the power of arithmetic coding with that of string matching in a very elegant way and jointly optimize in some sense string matching and arithmetic coding capability. It has been shown that these algorithms are all universal in the sense that they can achieve asymptotically the entropy rate of any stationary, ergodic source. Moreover, it has been proved that their worst case redundancies among all individual sequences of length are upper-bounded by , where is a constant. These algorithms have essentially linear computation and storage complexity. Simulation results show that these algorithms outperform the Unix Compress and Gzip algorithms, which are based on LZ78 and LZ77, respectively.
Many problems concerning these algorithms remain open, however. To conclude this paper, in the following paragraphs, we discuss some of these problems.
1) The technique we have adopted to analyze these algorithms is a combinatorial one. It is certainly desirable to have a probabilistic analysis of these algorithms. In particular, what are the average and pointwise redundancies of these algorithms? How does the irreducible grammar evolve? What properties does the set consisting of substrings represented by all -variables have as gets larger and larger? 2) As the length of the data sequence increases, the size of gets larger and larger so that at some point, it will reach the memory limit that software and hardware devices can handle. If this happens, one certainly needs to modify the proposed algorithms in this paper. One solution is to freeze at this point and reuse to encode the remaining data sequence; we call this version the fixed-database version. Obviously, the fixed-database version is applicable only to the sequential and improved sequential algorithms. Another solution is to discard and restart these algorithms for the remaining sequence. These two solutions represent two extreme cases. One may expect that to get better compression performance, it should be arranged that should be changed gradually.
3) Analyze the performance of the fixed-database version. 4) Extend these algorithms to high-dimensional data and analyze compression performance accordingly. We next upper-bound the sum on the right-hand side of (C.2). Let us focus on a particular top interval, say, . Consider all intervals that are subordinate to the top interval . Note that even though is subordinate directly to , the sequence is not necessarily a substring of . The reason is as follows: 1) is a sequence from ; 2) by the definition given in the above paragraph, ; and 3) before the stage , the production rule corresponding to may be changed, and as a result, may contain some variables , where
. Nonetheless, as long as is subordinate to , the sequence is indeed generated from . By applying a procedure similar to the parallel replacement procedure mentioned in Section II, the sequence can be expanded so that the expanded sequence is a substring of . Using the tree structure implied implicitly by the subordinate relation, one can verify that the expanded sequences corresponding to all intervals subordinate to the top interval satisfy the following properties. In view of these properties and the fact that there is no repeated pattern of length in , these expanded sequences can be arranged in a hierarchical way, as shown in Fig. 2 . The top line segment in Fig. 2 represents the sequence . Each of the other line segments in Fig. 2 represents a different expanded sequence . For each line segment, the line segments underneath it are its nonoverlapping substrings. From Property e.3), it follows that if for some line segment, there is only one line segment underneath it, then the length of the line segment underneath it is strictly less than its own length. Here by the length of a line segment, we mean the length of the sequence from it represents. The argument in the above paragraph applies equally well to all other top intervals. Since there is no repeated pattern of length in the sequences the expanded sequences corresponding to all intervals with can be arranged in a similar fashion to Fig. 2 , as shown in Fig. 3 . Once again, the top line segments in Fig. 3 represent the sequences Each of the other line segments in Fig. 3 represents a different expanded sequence . Line segments in Fig. 3 have a similar interpretation to line segments in Fig. 2 .
Let us now go back to (C.2). In view of Property e.2)
where is the same as whenever is a top interval. Since there is no repeated pattern of length in the sequences it follows that there is no repeated pattern of length in each row of Fig. 3 either. This implies that is equal to the number of patterns of length appearing in the line segment corresponding to . Let be the set consisting of all patterns of length appearing in Row of We want to show that is upper-bounded by multiplied by some constant. Since the function is strictly increasing for , it is enough for us to consider worst cases. Clearly, given
, is minimized when all and are as small as possible, subject to the constraints (C.4), (C. where is set to as a convention. In (D.4), the equality holds when , consists of all string vectors , where , , such that , and , for , is obtained from by deleting a string vector with the largest . In other words, is minimized when the sets are packed into a tight triangle, as shown in Fig. 4 . In Fig. 4 , and, as a result,
The inequality is due to the fact that . Finally, the last inequality follows from the fact that the function is increasing and . This completes the proof of Lemma 6.
