Abstract. We prove that a family of linear bounded evolution operators (G(t, s)) t≥s∈I can be associated, in the space of vector-valued bounded and continuous functions, to a class of systems of elliptic operators A with unbounded coefficients defined in I × R d (where I is a right-halfline or I = R) all having the same principal part. We establish some continuity and representation properties of (G(t, s)) t≥s∈I and a sufficient condition for the evolution operator to be compact in C b (R d ; R m ). We prove also a uniform weighted gradient estimate and some of its more relevant consequence.
Introduction
In recent years, the study of second-order elliptic operators with unbounded coefficients has been object of increasing interest since they appear in many models of probability and mathematical finance. Whereas the theory of Kolmogorov equations is well developed in the scalar case, as the considerable literature shows (see e.g., [9] and the references therein), the case of systems of equations is nowadays at a preliminary level.
In this paper, we consider a family of nonautonomous second-order uniformly elliptic operators A (having all the same principal part), defined on smooth functions w : for any t ∈ I (I being a right-halfline or I = R) and x ∈ R d . In (1.1), the entries Q ij of the matrixvalued function Q are smooth functions, possibly unbounded, whose associated quadratic form is positive definite, namely inf I×R d λ Q (t, x) is positive, where λ Q (t, x) is the minimum eigenvalue of the matrix Q(t, x). As far as B j and C are concerned, they are m × m matrices whose elements are smooth enough and possibly unbounded real valued functions (see Hypotheses 2.1).
We deal with the parabolic Cauchy problem associated to A in C b (R d ; R m ), i.e., we look for a locally in time bounded classical solution u = (u 1 , u 2 , . . . , u m ) of the system D t u(t, x) = (Au)(t, x),
where s ∈ I and f ∈ C b (R d ; R m ). By a locally in time bounded classical solution of (1.2) we mean a function u ∈ C 1,2 ((s, +∞)
2) and bounded in each strip [s, T ] × R d . As already noticed, the theory of linear systems of Kolmogorov equations is at a preliminary level. In [12, 21] the simpler case of weakly coupled equations (i.e., B j (t, x) = b j (x)I m for any (t, x) ∈ I × R d , j = 1, . . . , d and some real valued function b j ) is considered. More precisely, in [12] , the analysis is carried over in the space of vector-valued bounded and continuous functions, whereas in [21] also the L p -setting is studied, assuming that the diffusion coefficients are bounded. Very recently, taking advantage of some results contained in this paper, the L p -theory has been extended also to first-order coupled systems as in (1.1) (see [6] ). This paper is devoted to keep on the analysis started in [12] aiming at considering more general system than those studied in [12] . In our case, the presence of a first order term as in (1.1) , where the first partial derivatives of all the components of u are mixed together, makes the problem quite involved and already the unique solvability of the problem (1.2) is a not trivial question. Indeed, the method used in [12] takes strongly into account the special structure of the equations and can not be immediately adapted to our situation. To overcome this difficulty, we provide two sets of assumptions (see Hypoyheses 2.2 and 2.3) which yield uniqueness of a locally in time bounded solution to problem (1.2). Under Hypotheses 2.2, we extend to our situation the method used by Kresin and Maz'ia in [23] in the case of bounded coefficients. Such assumptions reduce to those assumed in [12] in the case of weakly coupled equations and represent the natural generalization to the vector case of those typically assumed in the case of a single equation. On the other hand, Hypotheses 2.3 allows to get uniqueness of the solution u as above by a comparison argument: we show that u can be estimated pointwise from above by G(t, s)|f | 2 , where G(t, s) is the evolution operator associated to the elliptic operator A(t) = Tr(QD 2 ) + b, ∇ in C b (R d ) and b = (b 1 , . . . , b d ) represents the diagonal part of the drift matrices B j . Indeed, we limit ourselves to considering the case when B j (t, x) = b j (t, x)I m +B j (t, x) for any (t, x) ∈ I × R d , any j = 1, . . . , d and some b j ∈ C α/2,α loc
. Once uniqueness is guaranteed, the existence of a classical solution of the problem (1.2) is then proved by some compactness and localization argument based on interior Schauder estimates recalled in the Appendix. Hence, under the previous assumptions, we can associate an evolution operator G(t, s) to A in C b (R d ; R m ), i.e., for any f ∈ C b (R d ; R m ), G(·, s)f represents the unique locally in time bounded classical solution to (1.2), which satisfies G(t, s)f ∞ ≤ c s,T f ∞ for any t > s ∈ I, and some positive constant c s,T .
The next (natural) step in our investigation consists in proving some continuity properties of the evolution operator, which hold in the scalar case. In particular, an integral representation formula, in terms of some finite Borel measures, is available for G(t, s). More precisely, for any i = 1, . . . , m, t > s ∈ I and x ∈ R d , there exists a family {p ij (t, s, x, dy) : j = 1, . . . , m} of finite Borel measures such that
Formula (1.3) allows to extend the evolution operator G(t, s) to the space of bounded Borel vectorvalued functions and to prove the strong Feller property for G(t, s). With some considerable efforts, we prove that the measures p ij (t, s, x, dy) are absolutely continuous with respect the Lebesgue measure. One of the main difficulty is represented by the fact that, differently from the scalar case, p ij (t, s, x, dy) are signed measures.
In Section 4, we use the pointwise estimate of |G(t, s)f | 2 in terms of G(t, s)|f | 2 to prove that the compactness of G(t, s) in C b (R d ) is a sufficient condition for the compactness of G(t, s) in
To prove the quoted estimate, besides the standard regularity assumptions on the coefficients of A, the just mentioned assumption on the drift matrices B j (j = 1, . . . , d) and the existence of a Lyapunov function for the operator A(t), we impose that all the entries of the matrices B j (j = 1, . . . , d) can grow no faster than λ for any f ∈ C b (R d , R m ). Unweighted uniform gradient estimates are classical when the coefficients of A are bounded and have been recently extended in the scalar case (see e.g., [3, 4, 8, 25, 29] ) to the case of unbounded coefficients. On the other hand, weighted gradient estimates seem to be new also in the scalar case. We stress that we can allow M (t, ·) to grow at most linearly at infinity. This condition could seem too restrictive, but as the classical case of bounded coefficients shows in general, the gradient of the solution to problem (1.2) does not vanishes with polynomial rate as |x| → +∞. Moreover, in view of the applications to stochastic differential games, this bound on the growth of M is not restrictive at all. Estimate (1.4) is obtained by adapting the Bernstein method (see [7] ), which has been already used in the case of a single elliptic equation with unbounded coefficients (see [25, 28] ) and in case of domain with sufficiently smooth boundary under Dirichlet and first-order, non tangential homogeneous boundary conditions (see [3, 4] ).
As a first application of (1.4), we provide a sufficient condition for the compactness of the vector evolution operator G(t, s) in C b (R d ; R m ) to imply the compactness of G(t, s) in C b (R d ). The main step in this direction is the proof of the following representation formula of a component of G(t, s)f in terms of G(t, s):
where
f and rowkB i , rowkC denote thekrow of the matricesB i and C, respectively. To make formula (1.5) meaningful, we need to guarantee that the integral term is well defined. We prove this fact assuming that rowkC is bounded for somē k ∈ {1, . . . , m} and using (1.4).
The second (and more relevant for the applications) consequence of the gradient estimate is an existence result for the system of forward backward stochastic differential equations 6) and identification formulae for the pair Y and Z in terms of the mild solution to a semilinear problem associated with an autonomous elliptic operator of the type (1.1). The main novelty lies in the fact that we do not assume that H is (globally) Lipschitz continuous as assumed in [34, 17] : we just assume β-Hölder continuity (for some β ∈ (0, 1)) with respect to the second set of variables, which is not uniform with respect to the other variables. The above identification formulae are, finally, used to prove the existence of a Nash equilibrium for a nonzero-sum stochastic differential game. We follow the approach of [19] , where the coefficients of the controlled system are assumed to be bounded, and, as in our case, the diffusion is assumed to be independent of the control. The results in [19] have been then extended to the infinite dimensional setting in [16] still assuming the coefficients of the controlled system to be bounded. Very recently, in [20] the authors have proved the existence of a Nash equilibrium, relaxing the boundedness of the drift of the controlled system but still assuming the diffusion to be bounded. We stress that, in our situation we can allow the diffusion of the controlled system to be unbounded.
Notation. Functions with values in R
m are displayed in bold style. Given a function f (resp. a sequence (f n )) as above, we denote by f i (resp. f n,i ) its i-th component (resp. the i-th component of the function f n ). By B b (R d ; R m ) we denote the set of all the bounded Borel measurable functions
is the space of all the functions whose components belong to
is standard and we use the subscript "c" and "b" for spaces of functions with compact support and bounded, respectively. Similarly, when k ∈ (0, 1), we use the subscript "loc" to denote the space of all f ∈ C(R d ) which are Hölder continuous in any compact set of R d . We assume that the reader is familiar also with the parabolic spaces C α/2,α (I × R d ) (α ∈ (0, 1)) and C 1,2 (I × R d ), and we use the subscript "loc" with the same meaning as above.
The Euclidean inner product of the vectors x, y ∈ R d is denoted by x, y . Square matrices of size m are thought as elements of R s) ) the evolution operator associated with the realization of the operators A andÃ in C b (B R ; R m ) and C b (B R ), respectively, with homogeneous Dirichlet (resp. Neumann) boundary conditions on ∂B R . Finally, G(t, s) denotes the evolution operator associated to the operatorÃ in C b (R d ), whose existence has been proved in [25] .
2. Existence and uniqueness of locally in time bounded classical solutions to (1.2)
Let I be an open right-halfline or I = R and let A be the system of elliptic operators defined in (1.1). In this section we prove that, for any s ∈ I and any f ∈ C b (R d ; R m ) there exists a unique locally in time bounded classical solution to the Cauchy problem (1.2).
The following are standing assumptions that we will not mention anymore.
In what follows we will consider, alternatively, two sets of assumptions. 
and some locally bounded function ξ : I → (0, +∞) and σ ∈ (0, 1);
(i.e., the existence of a Lyapunov function for the operator A) and, as the proof of Proposition 2.5 shows, it appears naturally when one considers the problem solved by u 2 , where u is the solution to the Cauchy problem (1.2), with A and f ∈ C b (R d ) instead of A and f . . This fact together with Hypothesis 2.3(ii) implies Hypothesis 2.2(i) (taking (i) into account). On the other hand, assuming Hypothesis 2.3(i), the function K η,ε which, clearly, depends only uponB i (since the diagonal parts cancel), can be of order less than λ
Q < +∞, which is weaker than the condition in Hypothesis 2.3(ii) if λ Q = o(Λ Q ). Finally, concerning Hypotheses 2.2(ii) and 2.3(iii), the latter requires the existence of a Lyapunov function for one decomposition of each drift matrix, while the former requires the existence of a Lyapunov function for any decomposition
2.1. The case when Hypotheses 2.2 hold true. The uniqueness of the classical solution to problem (1.2) which is bounded in any strip [s, T ] × R d , T > s ∈ I, is a straightforward consequence of the following result, whose proof is an adaption to our situation of the method in [23, Thm. 8.7] which deals with the case of bounded coefficients. 
As it is immediately seen,
Indeed, in this case, letting n → ∞ and recalling that T has been arbitrarily fixed, we will obtain e −2εκ0(t−s) |u(t,
.e, the estimate in the statement will follow from the arbitrariness of T > s.
Since v n tends to −∞ as |x| → +∞, uniformly with respect to t ∈ [s, T ], it has a maximum attained at some point
we are done since v n (s, ·) < 0. Suppose that t 0 > s and assume, by contradiction, that v n (t 0 , x 0 ) > 0. Since 2εκ(t 0 , x 0 ) − µ ≤ 2εκ 0 − µ < 0, the left-hand side of (2.1) is strictly positive at (t 0 , x 0 ).
Let us prove that the right-hand side of (2.1) is nonpositive at (t 0 , x 0 ). This will lead us to a contradiction and we will conclude that
Hence, it is enough to show that the maximum of the function 
for some real numbers γ 1 , . . . , γ d , where ξ k 0,i and ζ i (i = 1, . . . , m) denote, respectively, the components of the vectors ξ k 0 and ζ. Multiplying both sides of (2.2) by ζ i and summing over i, we get
Replacing the expression of γ j in (2.2), we deduce that
Hence, a direct computation shows that
By Hypothesis 2.2(ii) and the choice of µ, the right-hand side of the previous formula is nonpositive. The proof is now complete.
We now turn to show the existence of a unique locally in time bounded classical solution u to problem (1.2). 
and let u n be the unique classical solution to the Cauchy-Dirichlet . By classical solution we mean a function which belongs to
Let us prove that the sequence (u n ) converges to a solution to problem (1.2) which satisfies the properties in the statement. The same arguments as in the proof of Proposition 2.5 show that
Hence, the interior Schauder estimates in Theorem A.2 guarantee that, for any compact set K ⊂ (s, +∞) × R d and large n, the sequence u n C 1+α/2,2+α (K;R m ) is bounded by a constant independent of n. By the Ascoli-Arzelà Theorem, a diagonal argument and the arbitrariness of K, we can determine a subsequence (u n k ) which converges to a function u ∈ C 1+α/2,2+α loc
for any K as above. Clearly, u satisfies the differential equation in (1.2) as well as the estimate (2.3), as it is easily seen letting n → +∞ in (2.5); we just need to show that u is continuous in t = s and it therein equals the function f . As a byproduct, we will deduce that the whole sequence (u n ) converges in C 1,2 (K; R m ), for any compact set K as above, since any subsequence of (u n ) has a subsequence which converges in C 1,2 (K; R m ). Fix R ∈ N and let ϑ be any smooth function such that
is bounded in (s, s + 1) (by a constant depending on k) we can apply Proposition A.1 and, taking (2.5) into account, we can estimate |g k (t, x)| ≤ c R (1 + (t − s) −1/2 ) f ∞ , for any (t, x) ∈ (s, s + 1) × B R and any n k > R, where c R is a positive constant independent of k. Let us represent v k by means of the variation-of-constants formula
Recalling that v k ≡ u n k in B R−1 and taking the previous estimate into account, it follows that
, for any t ∈ (s, s + 1) and some positive constant c ′ R independent of k. Letting first k tend to +∞ and, then, t tend to s + , we deduce that u is continuous at t = s for any x ∈ B R−1 . Since R ∈ N is arbitrary, we conclude that 
Theorem 2.7. Let us assume that Hypotheses 2.3 are satisfied. Then, for any s ∈ I and any f ∈ C b (R d ; R m ), the Cauchy problem (1.2) admits a unique locally in time bounded classical solution
and, for any T > s ∈ I, there exists a positive constant c = c(s, T ) such that
Proof. Clearly, estimate (2.6) yields the uniqueness of the solution to problem (1.2). Moreover, the arguments here below can also be applied to prove that the solution u n to the Cauchy problem (2.4) satisfies (2.6), with R d being replaced by B n . This estimate replaces (2.5) and allows us to repeat verbatim the proof of Theorem 2.6 getting the existence of a classical solution u to the problem (1.2). To prove (2.6), we fix
From Hypothesis 2.1, the Young and Cauchy-Schwarz inequalities, and Hypothesis 2.3(i) we get
is an arbitrary positive function. Choosing ε = (m 2 ξ 2 d) −1 and taking Hypothesis 2.3(ii) into account, we get
, which is the claim with c = e 2H(T −s) .
Remark 2.8. We stress that the arguments used in the proof of Theorem 2.6 (and, hence, in the proof of Theorem 2.7) to guarantee the existence of a solution to problem (1.2) works as well if we approximate this problem by homogeneous Neumann-Cauchy problems in the ball B n . We will use this approximation in the proof of Theorem 6.3.
As a consequence of Theorem 2.6 (resp. Theorem 2.7) we can associate an evolution operator
, by setting G(·, s)f := u, where u is the unique locally in time bounded classical solution to the Cauchy problem (1.2). The uniqueness statement in Proposition 2.5 and Theorem 2.7 yield the evolution property of the family {G(t, s)} t≥s∈I . Moreover, the estimates (2.3) and (2.6) (together with the estimate
Remark 2.9. Note that, under Hypotheses 2.2, estimate (2.7) holds true for any t > s ∈ I. The same is true even if Hypotheses 2.3 are satisfied with J = I. In this latter case c(t − s) = e H(t−s) , for any t > s and some positive constant H, independent of t and s.
Properties of the evolution family {G(t, s)}
Here, we investigate the main properties of the evolution family (simply denoted by) G(t, s). All the results contained in this section hold true when at least one between Hypotheses 2.2 and Hypotheses 2.3 are satisfied. We start by proving some continuity properties of G(t, s).
Then, the following properties are satisfied:
Proof. (i) From the inequality (2.7) and the interior Schauder estimates in Theorem A.2, we deduce that sup n∈N G(·, s)f n C 1+α/2,2+α (D) < +∞ for any compact set D ⊂ (s, +∞) × R d . Therefore, using the same arguments as in the proof of Theorem 2.6, we can prove that there exists a function v ∈ C 1+α/2,2+α loc
To complete the proof, we need to show that v can be extended by continuity on {s} × R d and v(s, ·) ≡ f . Indeed, once this property is proved, we can conclude that v is a local in time bounded classical solution to problem (1.2). Hence, by uniqueness, we conclude that v ≡ G(·, s)f . Since this argument can be applied to any subsequence of (G(·, s)f n ) which converges in C 1,2 ((s, +∞) × R d ), and the limit is G(·, s)f , we conclude that the whole sequence (G(·, s)f n ) converges to G(·, s)f locally uniformly in (s, +∞) × R d . To prove that v can be extended by continuity at t = s, we fix m, M ∈ N, with m > M . From the proof of Theorem 2.6 and recalling that sup n∈N f n ∞ < +∞, we deduce that
, and some positive constant c M independent of m, Thus, letting m → +∞ we conclude that
for any (t, x) ∈ (s, s + 1) × B M−1 . Next step consists in letting n → +∞. Clearly, the left-hand side of (3.1) converges to |v(t, x) − f (x)| for any (t, x) ∈ (s, +∞) × R d . As far as the right-hand side is concerned, we observe that Riesz's representation theorem (see [1, Rem. 1.57]) shows that there exists a family {p
Since each function ϑf n is compactly supported in B M , from the previous representation formula it follows that G
Hence, we can take the limit in (3.1) and conclude that
, which implies that v can be extended by continuity to {s} × B M−1 by setting v(s,
The arbitrariness of M allows us to complete the proof.
(ii) Fix T > s ∈ I. In view of property (i), we just need to prove that, for any compact set
For this purpose, we fix M ∈ N such that K ⊂ B M−1 . Taking first the supremum over B M−1 in both the sides of (3.1) and, then, the limsup as n → +∞, we conclude that
Indeed, since ϑf n tends to ϑf , uniformly in s) f , using the above estimate and recalling that f n tends to f , locally uniformly in
, from the previous estimate, it follows immediately that (3.2) holds true.
In the following theorem we prove that the evolution operator G(t, s) can be extended to the set of all the bounded Borel measurable functions f :
This is a consequence of the fact that for any f ∈ C b (R d ; R m ) each component of G(t, s)f , admits an integral representation formula in terms of some finite Borel measures. These measures are absolutely continuous with respect to the Lebesgue measure but, in general, differently from the scalar case, they are signed measures. Theorem 3.2. There exists a family {p ij (t, s, x, dy) : t > s ∈ I, x ∈ R d , i, j = 1, . . . , m} of finite Borel measures, which are absolutely continuous with respect to the Lebesgue measure, such that formula (1.3) holds true for any t > s, x ∈ R d , i = 1, . . . , m. Moreover, through formula (1.3), the evolution operator G(t, s) extends to B b (R d ; R m ) with a strong Feller evolution operator. Actually,
Proof. Throughout the proof, s is arbitrarily fixed in I. Since, for any (t, 
, with f being replaced by f n , and use both Proposition 3.1(ii) and the dominated convergence theorem, applied to the positive and negative parts of the measures p ij (t, s, x, dy), to let n tend to +∞. Clearly, formula (1.3) allows us to extend the evolution operator G(t, s) to B b (R d ; R m ). Let us now prove that each measure p ij (t, s, x, dy) is absolutely continuous with respect to the Lebesgue measure. Equivalently, we prove that, for any (t, x) ∈ (s, +∞) × R d and any i, j = 1, . . . , m, the positive and negative parts of p ij (t, s, x, dy) are absolutely continuous with respect to the Lebesgue measure. For this purpose, we recall that, by the Hahn decomposition theorem (see e.g., [35, Thm. 6 .14]), for any (t, x) ∈ (s, +∞) × R d there exist two Borel sets P = P (t, s, x) and N = N (t, s, x) such that the maps p + ij (t, s, x, dy) and p − ij (t, s, x, dy), defined, respectively, by
are positive measures and p ij (t, s, x, dy) = p
. Being rather long, we split the proof into several steps.
Step 1. We claim that, for any f ∈ B b (R d ) and j = 1, . . . , m, the function G(·, s)(f e j ) be-
, the claim implies that the function G(·, s)f enjoys the regularity properties in the statement and
To prove the claim, we begin by recalling that the space B(R d ) of all the real valued Borel functions coincides with the set We fix j ∈ {1, . . . , m} and, for any ordinal η < ω 1 , we denote by P j (η) the set of all the functions f ∈ B η b (R d ) which satisfy the claim, where, as usually, the subscript "b" means that we are considering bounded functions. We use the transfinite induction to prove that
We first assume that η + 1 is a successor ordinal. In such a case, f is the pointwise limit, everywhere in
any n ∈ N, using the interior Schauder estimates in Theorem A.2, as in the proof of Theorem 2.6, we can prove that, up to a subsequence, G(t, s)(f n e j ) converges in C 1,2 (K; R m ), for any compact
for some ordinal β less than η + 1.
, it is clear that f ∈ P j (η + 1), and we are done also in this case.
Step 2. Now, we prove that, for any M > 0, there exists a positive constant c, depending on M , but being independent of t and f ∈ C c (B M ), such that
for any j ∈ {1, . . . , m}. Here, G In the rest of the proof, we denote by c a positive constant, which is independent of t ∈ (s, s + 1), x ∈ B M and may vary from line to line.
Fix
. . , m and any vector valued function h, and
Differentiating both sides of (3.4), taking the norms and using the estimate G (see [13, Thm. 4.6 .3]), we can estimate
To get this estimate we also took advantage of the fact that u(t, ·) ∞ ≤ c f ∞ for any t ∈ (s, s+1). The generalized Gronwall lemma (see [18] ) shows that J x u(t, ·) C b (BM ;R m ) ≤ c(t − s) −1/2 f ∞ for any t ∈ (s, s + 1). We thus deduce that g(t, ·) C b (BM ;R m ) ≤ c(t − s) −1/2 f ∞ for any t ∈ (s, s + 1) and, from (3.4), estimate (3.3) follows at once.
Step 3. Here, we prove that, for any Borel set O ⊂ R d with zero Lebesgue measure, any M > 0, j ∈ {1, . . . , m} and t ∈ (s, s + 1), it holds that
This inequality follows once we prove that
for any t, x, f and j as above. Indeed, it is well known that G D M,0 (t, s) admits an integral representation (see [13, Thm. 3.16] 
. By the proof of Theorem 2.6, G(·, s)(f e j ) is the local uniform limit in (s, +∞) × R d of the unique classical solution u n to the Cauchy problem (2.4), with f being replaced by ϑf e j , Moreover, G
2 ) in B M−1 , for any r ∈ (s, t). Letting n tend to +∞, estimate (3.6) follows recalling that |G
By transfinite induction, arguing as in Step 1, we extend (3.6) to any f ∈ B b (R d ). To make the induction work, it suffices to observe that, if
of functions which satisfy (3.6) and f n ∞ ≤ f ∞ for any n ∈ N, then, f satisfies (3.6) as well. This can be seen, writing (3.6) with f being replaced by f n , taking (1.3) into account and letting n → +∞.
Step 4. We can now complete the proof. We fix i, j ∈ {1, . . . , m}, t 0 > s, x 0 ∈ R d and a Borel set A with null Lebesgue measure. Then, estimate (3.5) shows that |G(t, s)(χ A∩R e j )| ≤ c √ t − s in B M/2 for any M > 0 and t ∈ (s, s + 1), where R = P or R = N . By the arbitrariness of M , it thus follows that G(t, s)(χ A∩R e j ) vanishes, locally uniformly in R d , as t → s + .
Step 1 shows that the function v, defined by v(s, ·) = 0 and v(t, ·) = G(t, s)(χ A∩R e j ), if t > s, belongs to C 1+α/2,2+α loc Proof
converge to f almost everywhere in R d and satisfy the estimate f n ∞ ≤ f ∞ . Since the measures p ij (t, s, x, dy) are absolutely continuous with respect to the Lebesgue measure for any t > s ∈ I and any x ∈ R d , by formula (1.3) and the dominated convergence theorem, G(t, s)f n converges to G(t, s)f pointwise everywhere in R d , as n → +∞. Using (2.7), we can estimate
and, letting n tend to +∞, we conclude the proof.
(ii) Fix s ∈ I and (f n ), f as in the statement. For any ε > 0, the functions G(s + ε, s)f n and G(s + ε, s)f are bounded and continuous in R d , thanks to property (i) and Theorem 3.2. Moreover, the proof of property (i) shows that G(s + ε, s)f n converges pointwise in R d to G(s + ε, s)f as n → +∞. Splitting G(t, s)f n = G(t, s + ε)G(s + ε)f n for any n ∈ N and using Proposition 3.1(i) we conclude the proof.
Compactness of
In this section we study the compactness of the evolution operator
First of all, we show that it is equivalent to the tightness of the total variation of the measures {p ij (t, s, x, dy) :
Theorem 4.1. Let assume that either 2.2 or 2.3 are satisfied and fix b > a ∈ I. The evolution operator ] and i, j ∈ {1, . . . , m}.
Proof. Let us suppose that
Clearly, f n e j vanishes pointwise in R d as n → +∞ and f n e j ∞ ≤ 1 for any n ∈ N. By compactness and Proposition 3.1, we can extract a subsequence (f n h e j ) such that G(t, s)(f n h e j ) vanishes uniformly in R d , as h → +∞. Now, writing (4.2) with n being replaced by n h and letting h → +∞ we deduce the tightness of the family {|p ij |(t, s, x, dy) : x ∈ R d }. Vice versa, let us suppose that the families {|p ij |(t, s, x, dy) : x ∈ R d } are tight for any (t, s) ∈ Λ [a,b] and i, j ∈ {1, . . . , m}. We fix (t, s) ∈ Λ [a,b] , r ∈ (s, t) and consider the operators
From the interior Schauder estimates in Theorem A.2 it follows that the sequence (G(r, s)f k ) is bounded in C 2+α (B n ; R m ). Hence, there exists a subsequence (G(r, s)f kj ) converging uniformly in B n to some function g as j → +∞. As a byproduct, χ Bn G(r, s)f kj converges to χ Bn g uniformly in R d as j → +∞. Since the estimate (2.7) holds true also for bounded Borel functions (see Corollary 3.3(i)), we conclude that R n f kj converges uniformly in
for any x ∈ R d . Hence,
Letting n tend to +∞ and using the tightness of the family {|p ij |(t, r, x, dy) :
In the following theorem we provide sufficient conditions for the compactness of G(t, s) when Hypotheses 2.3 are satisfied. Actually, these assumptions guarantee the compactness of G(t, s) in C b (R d ), which has been already studied in [2, 30] extending the results in the autonomous case proved in [32] . Theorem 4.2. Let J ⊂ I be a bounded interval. Under Hypotheses 2.3, if G(t, s) is compact in
for every (t, s) ∈ Σ J . In particular, if there exist a C 2 function W : R d → R such that lim |x|→∞ W (x) = +∞, a number R > 0 and a convex increasing function g : [0, +∞) → R with 1/g ∈ L 1 ((a, +∞)) for large a and
Proof. In view of Theorem 4.1, we show that the family {|p ij |(t, s, x, dy) : x ∈ R d } is tight for any (t, s) ∈ Σ J and i, j ∈ {1, . . . , m}. From (4.1), (2.6) and the positivity of the evolution operator G(t, s), it follows that
for any R d , any (t, s) ∈ Σ J and i, j ∈ {1, . . . , m}, where g t,s (·, dy) are the transition kernels associated with the evolution operator G(t, s). The assertion now follows from [2, Prop. 4 .2], which shows that the compactness of the scalar evolution operator G(t, s) in C b (R d ), for any (t, s) ∈ Σ J , is equivalent to the tightness of the family {g t,s (x, dy) : x ∈ R d } for any (t, s) ∈ Σ J . The last assertion follows from [30, Thm. 3.3]
Uniform Gradient estimates
In this section, we prove a (weighted) uniform gradient estimate satisfied by the function G(t, s)f , which, besides, its own interest, leads to some remarkable consequences that we illustrate in the next section. We assume the following additional assumptions. 
, and
3)
Remark 5.2. We stress that the second condition in (5.1) forces M to grow no faster than linearly as |x| → +∞. This condition might seem a bit strong but, already in the classical scalar case when the coefficients are bounded, in general the gradient of G(t, s)f does not vanishes as |x| → +∞. For instance, consider the one-dimensional autonomous operator A = u ′′ + u and take f (x) = sin(x) for any x ∈ R. Then, G(t, s)f = f for any t ≥ s ∈ R and, clearly, D x T (t)f does not vanish at infinity. 
Proof. To simplify the notation we set u := G(·, s)f and u n = G D n (t, s)f . Moreover, we set
and, throughout the proof, we denote by c a positive constant, which may vary from line to line, may depend on s and T = sup J, but is independent of n. Let us consider the function v n = |u n | 2 +a(·−s)ϑ 2 n G n , where a is positive parameter to be fixed later on, ϑ n (x) = ϑ(|x|/n), for any x ∈ R d , and
. From now on, we do not stress the dependence on n of the component of u n . Moreover, to ease the notation, we set φ s (t) := t − s. The results in [13, Thms 9.7 & 9.11] and straightforward computations show that v n is smooth, vanishes on (
Let us estimate the function g n . Recalling that, for any pair of nonnegative definite matrices M 1 and M 2 , it holds that Tr(
The assumptions on M, M and C allow us to estimate g 2,n ≤ aφ s ϑ 2 n (2Λ C + 2λ
Let us now consider the function g 3,n . Its first term is negative; hence, we disregard it. As far as the other terms are concerned, using the estimates |Q∇ϑ n | ≤ cn 
n G n . Further, we split g 4,n = g 4,1,n + g 4,2,n + g 4,3,n . To estimate g 4,1,n , we observe that
Using the Young inequality, we conclude that |g 4,1,n | ≤ aε
The other terms in the definition of g 4,n can be estimated in a similar way, splitting
n λ Q G n , for any ε > 0. Collecting everything together, and choosing ε = 1/6 we get
Finally, we consider the function g 5,n and observe that
Using Hypothesis 5.1(iii) and, again, Young inequality, we obtain
n λ Q G n . Now, collecting all the terms together, we get
Clearly, the coefficients in front of |u n | 2 and G n are, respectively, bounded in [s, T ], for any choice of a, and negative, if a < 1/4. Let us consider the term I n . Condition (5.3) shows that b 0 (t, x) + cΛ Q (t, x)ψ 5 (t, x) vanishes as |x| → +∞, uniformly with respect to t ∈ J. Hence, there exists a positive constant K such that b 0 +cΛ Q ψ 5 ≤ K in J ×R d and we can estimate the first term in the first line of I n by a(T − s)Kn −1 . Now, taking (5.1) into account, it follows that I n < 0 provided that a is small enough. Finally, (5.2) and (5.3) imply that J n is bounded from above in (s, T ]×R d if ε ∈ (0, 1/6) is fixed small enough. We have so proved that |g n | ≤ cv n in [s, T ]×R d , and, by the classical maximum principle, we infer that
As the proof of Theorem 2.6 shows, G D n (t, s)f converges to G(t, s)f in C 2 (B M ; R m ) for any M > 0. Therefore, letting n → +∞ in the previous estimate, we complete the proof.
Remark 5.4. In the particular case when M = I, we can relax a bit Hypotheses 5.1. Indeed, by Remark 2.8 we can approximate the evolution operator G(t, s) with the evolution operator G N n (t, s) associated with the realization of A in B n with homogeneous Neumann boundary conditions. In this way, we do not need to introduce the cut-off sequence (ϑ n ) since the normal derivatives of the function |J x G N n (t, s)f | 2 is nonpositive on ∂B n . As a byproduct, the term g 3,n disappears and we do not need to assume anymore the first condition in (5.2) and the last condition in (5.1) and (5.3) . Moreover, in this case the matrix M reduces to the matrix J x b. Therefore, we are assuming a bound on the growth as |x| → +∞ of the quadratic form associated with the matrix J x b, i.e., we are assuming a dissipativity condition on the diagonal part of the drift of A. In the scalar case, this is a typical assumption used to prove gradient estimates both in the autonomous and nonautonomous setting (see e.g., [5, 8, 9, 25, 28, 29] ). Finally, if the operator A satisfies Hypotheses 5.1, then the scalar operatorÃ satisfies the same conditions, and therefore, the scalar evolution operator G(t, s) satisfies (5.4) as well.
6. Some applications of the gradient estimate ( 5.4) 6.1. The converse of Theorem 4.2. As Theorem 4.2 shows, the compactness of the evolution operator
. Now, we are interested in finding out sufficient condition for the converse. The main step in this direction, consists in proving formula (1.5). Once it is proved, we can adapt to our situation the arguments in the proof of [12, Thm. 3.6] .
Since, in general, the evolution operator G(t, s) is well defined only on bounded (and Borel measurable) functions, to make formula (1.5) meaningful, we need to guarantee that the Borel measurable function (SG(·, s)f )(r, ·) is bounded in R d for any r ∈ (s, t) and that the integral in the right-hand side of (1.5) is finite. Note that in the weakly coupled case considered in [12] ,B i ≡ 0 for any i = 1, . . . , d. Hence, the boundedness of rowkC and the uniform estimate (2.7) were enough to guarantee the existence of the integral term in (1.5). In our situation things are much more difficult since we have to guarantee that also the function
for any r ∈ (s, t). As we will see in the following proposition, thanks to the estimate (5.4), the boundedness of the function (SG(·, s)f )(r, ·) can be guaranteed under the following two different additional assumptions. 
for the same values of t and s.
Proof. To simplify the notation, we set u := G(·, s)f and T := sup J. Moreover, by c we will denote a positive constant, which is independent of j, n, t and f , and may vary from line to line. As a first step, we show that the integral in the right-hand side of (1.5) is well defined when
we just prove that the function r → (SG(·, s)f )(r, ·) ∞ belongs to L 1 ((s, t)) for any t ∈ (s, T ). The boundedness of rowkC and (2.7) yield that rowkC,
if Hypotheses 6.1 are satisfied, then from (5.4), we get
for any r ∈ (s, T ). On the other hand, if Hypotheses 6.2 hold true, then, from (5.4), with M = I, it follows that
In both the cases, the function (SG(·, s)f )(r, ·) is bounded in R d for any r ∈ (s, T ) and
for some constant K, depending on m, d, s, J, rowkC ∞ , and also on rowkB i ∞ , (i = 1, . . . , d) when Hypotheses 6.2 hold true. This, in particular, yields that the integral in the right-hand side of formula (1.5) is well defined. We now split the rest of the proof into three steps. The first two steps are devoted to prove formula (1.
Once it is proved for such functions, this formula can be easily extended to functions in
, bounded with respect to the sup-norm and converging to f almost everywhere in R d . Writing (1.5) with f being replaced by f n and letting n → +∞, from Corollary 3.3(ii) we conclude that G(t, s)f n and G(t, s)f n,k converge to G(t, s)f and G(t, s)fk, respectively, locally uniformly in R d , as n → +∞. Similarly, SG(·, s)f n converges locally uniformly in (s, +∞)×R d to SG(·, s)f , as n → +∞. Taking (6.1) (with f being replaced by f n ) and the contractivity of the evolution operator G(t, s) into account, we can apply the dominated convergence theorem to infer that the integral term in (1.5) converges to the corresponding one with f n being replaced by f , and formula (1.5) follows.
Step 1. Here, we assume Hypotheses 6.2 and denote by G N n (t, s) the evolution operator associated with the operator A in C b (B n ; R m ), with homogeneous Neumann boundary conditions, which, by Remark 5.4, satisfies the gradient estimate G
As it has been stressed in Remark 2.8,
Clearly,ũk and G N n (·, s)fk converge to (G(t, s)f )k and G(·, s)fk, respectively, locally uniformly in (s, +∞)×R d . As far as the integral term in (6.2) is concerned, the boundedness of rowkC and rowkB i (i = 1, . . . , d) and the above gradient estimate, imply, first, that
3) As n → +∞, the last term in the right-hand side of (6.3) vanishes, locally uniformly in R d , due to Remark 2.8. To show that also the first term vanishes, we claim that, for any R > 0 and ε > 0 and r ∈ (s, t), there exists M ∈ N such that G N n (t, r)χ R d \BM ≤ ε in B R , for any n sufficiently large. Once the claim is proved, we estimate
−1/2 f ∞ and, letting ε → 0 + , we conclude that G N n (t, r)g n (r, ·) vanishes uniformly in B R as n → +∞, for any r ∈ (s, T ). To prove the claim, we fix a sequence (
Since ψ n vanishes locally uniformly in R d , by [25, Prop. 3 .1], G(t, r)ψ n tends to 0 locally uniformly in R d , for any r ∈ (s, t). Therefore, for any fixed ε, R > 0, there exists
for any n ≥ n 0 , which yields the claim.
Step 2. Here, we assume Hypotheses 6.1. In such a case, the argument in Step 1 does not work, since from the proof of Theorem 5.3 we now just infer that
where, as usually, (ϑ n ) is a sequence of cut-off functions, such that supp(ϑ n ) ⊂ B n for any n ∈ N, and u n := G D n (·, s)f . From this inequality we can not deduce the crucial estimate Φ n,k (r, ·)
To overcome this difficulty, we use a slightly different approximation argument. We denote by Ψ n the function whose components are
, the function Ψ n belongs to C α/2,α ((s, T ) × B n ; R m ) and is compactly supported in [s, T ] × B n . Hence, the same theorem shows that, for any n ∈ N such that supp(f ) ⊂ B n , there exists a unique function w n ∈ C 1+α/2,2+α ((s, T ) × B n ; R m ), which satisfies D t w n =Ãw n + Ψ n in (s, T ) × R d , w n (s, ·) = f and it vanishes on (s, T ) × ∂B n . For any i = 1, . . . , m, the component w n,i of w n can be represented through the formula
We claim that u is the limit of the sequence (w n ). By Theorem A.2, w n C 1+α/2,2+α (K;R m ) ≤ c for any compact set K ⊂ (s, T ) × R d and n large enough. Hence, we can extract a subsequence (w nj ) which, as j → +∞, converges in
To conclude that w = u, it suffices to show that w can be extended by continuity at t = s, where it equals f . For this purpose, we follow the same strategy as in the proof of Theorem 2.6, localizing the problem in the ball B R for any R > 0. To make the arguments therein contained work, we need to show that |g nj (t, x)| ≤ c(t − s) −1/2 f ∞ for any t ∈ (s, s + 1), x ∈ B R , where g nj = −w njÃ η − 2J x w nj (Q∇η) + ηΨ nj (n j > M ) and η is as in the proof of the quoted theorem. The term Ψ nj can be estimated using the proof of Theorem 5.3, which shows that
and n ∈ N, and implies that
As far as the function w nj is concerned, we observe that the operatorÃ satisfies Hypotheses 5.1. Therefore,
for any t ∈ (s, T ) and any g ∈ C c (B n ). Differentiating formula (6.4) with respect to x, taking the sup norm in B R of both sides, and using the previous two estimates, we conclude that
for any t ∈ (s, T ] and n j > R. The wished estimate on g nj follows. Since the above arguments can be applied to any convergent subsequence of (w n ), the whole sequence (w n ) converges to u. We now fix i =k in (6.4) and let n → +∞. Since Ψ n,i converges to SG(·, s)f , locally uniformly in (s, +∞) × R d , as n → +∞, and Ψ n,i (t, ·) C b (Bn) ≤ c(t − s) −1/2 f ∞ for any t ∈ (s, T ), we can repeat the same arguments as in Step 1, with G N n (t, s) being replaced by the operator G D n (t, s), and complete the proof of (1.5).
Step 3. Let (f j ) ⊂ C b (R d ) be bounded sequence and set f j = f j ek for any j ∈ N. Without loss of generality, we assume that f j ∞ ≤ 1 for any j ∈ N. We fix (t, s) ∈ Σ J and s 0 ∈ [s, t] satisfying s 0 − s ≤ (8K) −2 , where K is the constant in (6.1). Since
)k converges uniformly to thek-th component of G(t, s 0 )g s0 . Moreover, recalling that G(t, s) is a contractive evolution operator, we can estimate
Estimate (6.1) and our choice of s 0 implies that the first term in the right-hand side of (6.5) does not exceed 1/2. On the other hand,
) and applying (6.1), with G(·, s) being replaced by G(·, s 0 ), we estimate the last term in the right-hand side of (6.5) from above by c G(
Putting everything together, we conclude that
which, combined with (1.5), (2.7), shows that G(t, s)( ) and an integer N h such that
Now, we are almost done and, to conclude the proof, we consider the diagonal sequence (ψ n ) with ψ n = f j n n for any n ∈ N. We claim that G(t, s)ψ n converges uniformly in R d . For this purpose, we fix ε > 0 and h ∈ N such 2 −h ≤ ε. We also set N = max{h, N h }. With this choice of N , and recalling that ψ n , ψ m ∈ (f j h p ) if n, m ≥ h, from (6.6) we deduce that G(t, s)(ψ n − ψ m ) ∞ ≤ ε for any m, n ≥ N , which, clearly, shows that (G(t, s)ψ n ) is a Cauchy sequence.
6.2. Semilinear systems and systems of markovian forward backward stochastic differential equations. At first, we consider a Cauchy problem for a semilinear system of parabolic equations and we show that, under suitable assumptions, it admits a mild solution u. The special form of the nonlinear part allows us to connect the Cauchy problem with a system of Markovian backward stochastic differential equations (BSDE's for short); in particular, we prove that a solution (Y, Z) to the system of BDSE's exists, and that it is possible to write this solution in terms of the function u. Finally, we investigate the existence of a Nash equilibrium for a non-zero sum stochastic differential game. Hereafter, we assume Hypotheses 2.3.
6.2.1. Semilinear systems. In this subsection we deal with the backward semilinear Cauchy problem
where A is the operator in (1.1) and (Ψ(u))(t, x) = ψ(x, √ Q(t, x)J x u(t, x)) for any t ∈ [0, T ) and
We assume Hypotheses 5.1 with M = √ Q and the following conditions on g and ψ.
Hypotheses 6.4. The function g belongs to C b (R d ; R m ) and there exist positive constants c and β ∈ (0, 1) such that |ψ(
Remark 6.5. Without loss of generality, we can suppose that α (see Hypotheses 2.1) and β coincide, and hereafter we simply denote them by α.
(6.8) and using this last estimate, we deduce that the sup-norm of u n in [0, T ] × R d is bounded from above by a positive constant independent of n ∈ N. This completes the proof.
To go further, we need an intermediate result. For any n ∈ N, we introduce the space X T,n :=
, where n T := [1/T ] + n, and the operator
, where
Fix ε > 0. Clearly, from the first part of the proof, we conclude that, for any ℓ ∈ N, there exists N ℓ ∈ N such that A (ℓ,γ) m,n,i (t, x) ≤ ε/5, for any n, m ≥ N ℓ . As far as the term B (ℓ,p) i,γ (p = m, n) is concerned, we observe that from Remark 6.6(i) we obtain
for any δ > 0. Using the estimate |ψ (n) (x, z)| ≤ c(1+|z|), which holds for any x ∈ R d , z ∈ R md , n ∈ N and some positive constant c, we get
T . As far as the second term in the right-hand side of (6.10) is concerned, we first observe that
for any n ∈ N, as it easily follows from the equality
and Hypotheses 6.4. Splitting
, and we thus conclude that
Now, it is easy to check that we can fix δ small and ℓ 1 large such that
Now we consider C (ℓ,p)
i,γ , which, thanks again to Remark 6.6(i), we estimate as follows:
is concerned, since g kn converges to g locally uniformly in R d , from Proposition 3.1(ii) and Theorem A.2, we conclude that there exists ℓ 3 ∈ N such that D (m,n) i,γ ≤ ε for any n, m ≥ ℓ 3 . Summing up, if m, n ≥ max{N ℓ1∨ℓ2 , ℓ 1 , ℓ 2 , ℓ 3 }, then Γ (kn) (u kn ) − Γ (km) (u km ) X h ≤ ε, and we are done.
Step 2. Here, we show that also (u kn ) converges in X T,h , for any h ∈ N. For this purpose, we observe that, from (6.8) it follows that u kn = Γ (kn) (u kn ) − E n , where
Arguing as we did to estimate the term C (ℓ,p)
i,γ , we conclude that E n and J x E n vanish uniformly in [0, T − h −1 T ] × B hT , as n → +∞. By the arbitrariness of h, we conclude that there exists a function u such that u kn and J x u kn converges locally uniformly in [0, T ) × R d to u and J x u, respectively, as n → +∞.
Step 3. Here, we conclude the proof, by showing that u is a mild solution of (SL-CP) and u ∈ K T . Since the sequence (u n ) is bounded in K T , it follows immediately that u belongs to K T as well. On the other hand, since
and J x u kn (s, ·) converges to J x u(s, ·) locally uniformly in [0, T ) × R d , using Proposition 3.1 and the properties of ψ (kn) , we deduce that
). Moreover, due again to the estimate |ψ (n) (x, z)| ≤ c(1 + |z|), we can let n tend to +∞ in (6.12) and conclude that u satisfies (SL-CP) in [0, T ) × R d . Finally, we extend u by continuity in T setting u(T, ·) = g. This completes the proof.
Systems of markovian FBSDE's.
Here, we study a system of forward-backward stochastic differential equations and show that its solution can be written in terms of the mild solution to a semilinear Cauchy problem of the type considered in the previous subsection.
Let (Ω, E, P) be a complete probability space and let (W t ) be a d-dimensional Wiener process. By (F W t ) we denote its natural filtration augmented with the negligible sets in E. For any p ∈ [1, +∞), we denote by H p and K, respectively, the space of progressively measurable with respect to F 
We consider the system (1.6), with
) for any j = 1, . . . , m, under the following assumptions.
for some α ∈ (0, 1) and any i, j = 1, . . . , d; moreover, the function λ G is bounded from below by a positive constant; (ii) the entries of the vector-valued function b and of the matrices-valued functionsB We denote by u the mild solution to (SL-CP) with C ≡ 0, provided by Proposition 6.9, and state the main result of this subsection.
Theorem 6.11. For any 0 ≤ t ≤ τ ≤ T and x ∈ R d , set Y(τ, t, x) := u(τ, X(τ, t, x)) and Z(τ, t, x) := G(τ, X τ (τ, t, x))(J x u(τ, X(τ, t, x)))
T . Then, (Y, Z) ∈ K and (X, Y, Z) is an adapted solution to (1.6).
Proof. Throughout the proof, (u kn ) is the subsequence of (u n ) provided by Proposition 6.9, i.e., u kn is the unique mild solution to (SL-CP), with C ≡ 0 and g and Ψ replaced by g kn and Ψ (kn) , respectively. Under Hypotheses 6.10(ii), (iv), there exists a unique adapted process (X t ) with continuous trajectories such that [24, Thm. 3.4.6] ). Now we fix t ∈ [0, T ], x ∈ R d , set X τ := X(τ, t, x) and, for any τ 
Our aim consists in showing that we can let n tends to +∞ in both the sides of (6.13) obtaining
Clearly, g kn converges to g, locally uniformly in R d . Moreover, since u kn and J x u kn converge locally uniformly in [0, T ) × R d to u and J x u, respectively, Y kn τ and Z kn τ converge almost surely in Ω to Y τ and Z τ , respectively, as n → +∞. As far as the integral term in the right-hand side of (6.13) is concerned, we begin by observing that 6.6(i), by dominated convergence we conclude that, for any ε > 0, there existsn ∈ N such that E T 0 |Z n,m σ |dσ ≤ ε, for any n, m ≥n. Similarly, we can show that, for any ε > 0, there exists n ∈ N such that E|g
, and this implies that T τ Z σ dW σ makes sense and that
tends to 0 as n → +∞. We thus conclude that T τ Z kn σ dW σ tends to T τ Z σ dW σ in P-almost surely. Hence, we can let n → +∞ in (6.13) and deduce that (Y, Z) is a solution to (6.14) . Clearly, we have also proved that (Y, Z) ∈ K.
Corollary 6.12. For any t ∈ [0, T ], the law of the process {Y τ } τ ∈[t,T ] , obtained as the limit of the sequence {Y kn τ } τ ∈[t,T ] , is uniquely determined, i.e., if (Ω, F, {F t }, P) and (Ω,F, {F t },P) are two probability spaces, and {Y τ } τ ∈[t,T ] , {Ỹ τ } τ ∈[t,T ] are the random processes of Theorem 6.11, related respectively to (Ω, F, {F t }, P) and (Ω,F, {F t },P), then {Y τ } τ ∈[t,T ] , {Ỹ τ } τ ∈[t,T ] have the same law.
Proof. The result is a straightforward consequence of the uniqueness in law of the solutions (Y kn ) of the approximated problems (6.13), and the P-a.s. convergence of (Y kn ) to Y.
6.3. Nash Equilibrium for a non-zero stochastic differential game. In this last subsection, we adapt our results to obtain the existence of a Nash equilibrium to a non-zero sum stochastic differential game. Let (Ω, E, P) be a complete probability space and let (W t ) be a d-dimensional Wiener process. By (F Taking into account the Burkholder-Davis-Gundy inequalities (see [22, Thm. 3.28] ) and using the estimate |H(σ, X σ , Z σ )| ≤ |H(σ, X σ , 0)| + |Z σ | 1+α , which follows from Hypothesis 6.14 and Remark 6.15, we get , and the last side of the previous chain of inequalities is finite. Hence, taking the conditional expectation in (6.20) with respect to P ( u 1 ) and τ = t, we obtain
Adding and subtracting E ( u 1 ) T t h(X σ , u 1 σ )dσ F t and setting t = 0, we get
where J = (J 1 , . . . , J m ). Considering the first component of the first and last side of (6.21) and using the minimax condition in Hypothesis 6.14(iii), we conclude that Y 0,1 ≤ J 1 ( u 1 ). Applying the same argument with u 1 being replaced byũ, we get Y 0,1 = J 1 (ũ). Moreover, the same procedure yields that J k (ũ) = Y 0,k ≤ J k ( u k ) for any k = 1, . . . , m.
Examples
Here, we provide some classes of operators A to which the results in the previous sections apply. loc (I) have positive infimum, g is bounded in I, and p > 2r ≥ 0. We observe that K η,0 (t, x) ≥ −(1 + |x| 2 ) 2r g
p h 0 λĈ for any t ∈ I, x ∈ R d , η ∈ ∂B 1 , where h 0 denotes the positive infimum of the function h. Since p > 2r, the function K η,0 (t, ·) tends to +∞ as |x| → +∞, uniformly with respect to t ∈ I and η ∈ ∂B 1 . Therefore, Hypothesis 2.2(i) is satisfied with ε = 1 and with a suitable choice of the constant κ. On the other hand, the function ϕ, defined by ϕ(x) = 1 + |x| 2 , for any x ∈ R d , satisfies Hypothesis 2.2(ii), with ε = 1, for any λ > 0.
(ii) Let Q ij (t, x) = q(t)(1 + |x| 2 ) k δ ij , B i (t, x) = −b(t)x i (1 + |x| 2 ) r I m +b(t)(1 + |x| 2 ) pB i and C(t, x) = −c(t)(1+|x| 2 ) γĈ for any (t, x) ∈ I ×R d and i, j = 1, . . . , d. Here, q ∈ C 2 ≤ |x| 2 + 1 for any |x| ≥ 1, we can estimate (Ã(t)ϕ)(x) ≤ g(ϕ(x)), for any t ∈ I and |x| ≥ 1, where ϕ is as in (i) and g : [0, +∞) → R is defined by g(y) = b 0 y r+1 − K for any y ≥ 0 and some positive constant K, b 0 being the infimum of b. Then, Hypothesis 2.3(iii) and the assumptions of Theorem 4.2 are satisfied, with W = ϕ and g as above. We thus conclude that G(t, s) is compact in C b (R d ; R m ).
We now provide a class of operators A whose coefficients satisfy Hypotheses 2.3 and 5.1. 2 ) τ for any (t, x) ∈ I × R d and some c > 0 and τ ≥ 0. We take M (x) := (1 + |x| 2 ) s for any x ∈ R d and some constant 0 < s ≤ 1/2 and we set a = p, if s < 1/2 and a = p − 1 if s = 1/2. We further assume that k ≥ 2r, 2k − 2 ≤ a, 2s + 2τ ≤ a, 2r < 2s + a and k + s < p + 1. Straightforward computations show that λ M (t, x) ≤ − b(t)(1 + |x| 2 ) p−1 (1 + |x| 2 − 2s|x| 2 ) − 2s(1 + |x| 2 ) k−2 q(t)(Tr(Q 0 )(1 + |x| 2 ) + 2(s − 1) Q 0 (x)x, x ) ≤ −c(1 + |x| 2 ) a , for any (t, x) ∈ I × R d . The functions ψ j (j = 1, . . . , 5) satisfy the following conditions: ψ 1 (t, x) = O(|x| 2r ), ψ 2 (t, x) = O(|x| 2r−1 ), ψ 3 (t, x) = O(|x| 2τ ), ψ 4 ≡ 0, ψ 5 (t, x) = O(|x| 2s−1 ) and ψ 6 (t, x) = O(|x| 2k−1 ), as |x| → +∞, uniformly with respect to t ∈ J ⊂ I, where J is an arbitrary bounded interval. Hence, conditions (5.1)-(5.3) are easily satisfied. As it is easily seen, also Hypothesis 2.3(ii), (iii) are satisfied with σ = 1/2 and ϕ(x) = 1 + |x| 2 for any x ∈ R d . The conditions on the growth of the coefficients of the operator A can be weakened if we assume that M ≡ I. As it has been stressed in Remark 5.4 , in this case we have to assume only the first condition in (5.1), the second one in (5.2) and all but the last condition in (5.3) . This provides us with the following conditions on a (hence p), k, r and τ : 2r ≤ k < p + 1, 2τ ≤ p, p > 2r. 
