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NON-EXISTENCE FOR SELF-TRANSLATING SOLITONS
NIELS MARTIN MØLLER
Abstract. This paper establishes geometric obstructions to the existence of com-
plete, properly embedded, mean curvature flow self-translating solitonsΣn ⊆ Rn+1,
generalizing previously known non-existence conditions such as cylindrical bound-
edness.
1. introduction
Let Σn ⊆ Rn+1 be a smooth, connected, self-translating n-dimensional hypersur-
face, with translation direction a ∈ Rn+1, which means an oriented surface satisfy-
ing
(1.1) HΣ = 〈a,νΣ〉,
where HΣ is the mean curvature HΣ =
∑n
i=1κi (sum of principal curvatures) with
respect to the unit normal νΣ.
Such surfaces appear naturally in the singularity theory of mean curvature flow
(associated with the so-called Type II singularities), the simplest example being
in the case of (immersed) planar curves (n = 1), where Calabi’s grim reaper self-
translating soliton curve y = log(cosx) appears as a parabolic rescaling limit (see
[1], and see f.ex. [9] for an exposition with references to the higher-dimensional
cases). Another related viewpoint is that the mean curvature flow equation, being
a nonlinear geometric heat equation, can be expected to admit solitary solutions,
i.e. solitons, where the nonlinearity balances out the diffusive nature of the heat
dissipation - andmost importantly those solutions whichmove along a (conformal)
Killing field in Rn+1. The self-translating hypersurfaces are in this context those
which move, as a mean curvature flow {Σt}, along a pure translational field:
Σt = Σ0 + t a,
where a ∈ Rn+1 is a fixed (non-zero) vector. We will in the below generally nor-
malize the translation direction vector to a = en+1, so that also the speed is fixed
|a| = 1.
Similarly to in the theory of classical minimal surfaces (H = 0) in Rn+1, the set
of complete self-translating solitons that can exist is restricted by geometric con-
straints. Combining knowledge of explicit examples with a maximum principle,
as well as by exploiting the symmetries of the equation, one may get such obstruc-
tions. Note in this connection that while the minimal surface equation has all
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rigid motions and homotheties as invariances, the self-translater equation (1.2) is
a priori invariant (for fixed a) only under motions that preserve both the transla-
tion direction and speed (i.e. that preserve a as a, not based, vector). In order to
rigorously invoke the maximum principle, one is naturally led to consider asymp-
totical conditions. We consider here primarily one such (not purely asymptotical)
condition which involves solid double paraboloidal ”funnels” directed along the
translation axis. The funnel condition is adapted so that it appears to be the sharp
condition (with respect to growth rates, and the order of the height of the enclosed
region) which allows one to use a ”last point of touching” maximum principle ar-
gument, based on the Clutterbuck-Schnu¨rer-Schulze [3] (and Altschuler-Wu [2])
solitons with an O(n)-symmetry in Rn+1, the topology of these being Sn ×R (resp.
(Sn×R+)∪{∗}). This family is ample for reaching interesting conclusions on the set
of possible translaters.
We denote by WR the unique two-ended ”winglike” self-translating hypersur-
face from [3] (the R-value coincides with the notation in the reference), with initial
conditions given by the requirement that the tangent line of the generating curve at
(R,0 . . . ,0) ∈Rn+1 is parallel to the en+1-direction. By convention,WR is rotationally
symmetric with respect to the principal axis {(0,0, . . . ,0,xn+1)}.
Definition 1.1. The (en+1-directed) solid parabolic funnel of aperture R0 > 0, logarith-
mic parameter λ > 1 and center locus at y0 ∈ Rn+1, is the closed set F λR0,y0 ⊆ Rn+1 given
by:
F λR0,y0 =
{
(x1,x2, . . . ,xn+1) ∈ Rn+1 : f−(|p|) ≤ xn+1 ≤ f+(|p|), |p| ≥ R0
}
+ y0,
where |p| =
√
x21 + . . .+ x
2
n, and
f+(r) =
r2
2(n− 1) + 1,
f−(r) =
(r −R0 − 2)2
2(n− 1) −λ
log
(
1+ (r −R0 − 2)2
)
2
− π(R0 +
π
2 ) + 4
2(n− 1) .
With the funnel condition, we have the following geometric obstruction:
Theorem 1.2. Let Σn ⊆ Rn+1 (n ≥ 2) be a smooth, complete, properly embedded, en+1-
self-translating hypersurface,
(1.2) HΣ = 〈en+1,νΣ〉.
Then Rn+1 \Σn cannot contain any en+1-directed solid parabolic funnel.
We recall that in [3] it was shown that for the two ends (upper and lower branches,
W+R andW−R , respectively) of the winglike hypersurfaceWR, the graphs (p,u±R(p)) ∈
R
n+1 representing them (asymptotically in the exterior of large balls) satisfy:
(1.3) u±R(p) =
|p|2
2(n− 1) − ln |p|+C±(R) +O(|p|
−1), p ∈ Rn,
2
where the asymptotics refer to |p| → ∞, and where the constants C±(R) are not ex-
plicitly known or determined. Definition 1.1 is thus best thought of as an effective
formulation of these asymptotics (and see Lemma 2.1 below, which relates the def-
inition to (1.3)), with the R-dependence of the separation of the ends furthermore
made explicit. The two main reasons the funnel condition allows the analysis we
have in mind are then: (1) Each funnel contains the respective winglike solution
(Lemma 2.1), and (2) The family of funnels (in R, for fixed y0 and λ) satisfies a
compactness property for the additional set traced out as the aperture decreases in
size (Lemma 2.5).
As an immediate corollary of Theorem 1.2, we get the following:
Corollary 1.3. Let Σn ⊆ Rn+1 (n ≥ 2) be a smooth, complete, properly embedded, en+1-
self-translating hypersurface,
(1.4) HΣ = 〈en+1,νΣ〉.
Then Σ cannot have an en+1-directed end contained in a generalized half-cylinder, while
the −en−1-directed end is contained below the corresponding horizontal hyperplane. That
is, Σn cannot be contained in any subset of the form (for h0 ∈R)
Sh = {xn+1 ≤ h0} ∪
(
Ω
n × (h0,∞)
)
,
where Ωn ⊆ Rn is a bounded open domain in the x1x2 . . . xn-hyperplane.
Weakening the assumptions further, one obtains:
Corollary 1.4. Let Σn ⊆ Rn+1 (n ≥ 2) be a smooth, complete, properly embedded, en+1-
self-translating hypersurface,
(1.5) HΣ = 〈en+1,νΣ〉.
Then Σ cannot be contained in a generalized en+1-directed cylinderΩ
n×R, whereΩn ⊆
R
n is a bounded open domain in the x1x2 . . . xn-hyperplane.
Finally, one concludes also the graph case considered in [9], using there the
method of limiting minimal hypersurfaces:
Corollary 1.5 (Theorem 1.2.7 in [9]). For n ≥ 2, there is no complete translating graph
Σ ⊆ Rn+1 over a smooth bounded connected domain Ω ⊆ Rn.
It should be noted that there do exist many examples of complete, properly em-
bedded self-translaters which do not satisfy the funnel condition: Every vertical
hyperplane containing the vector en+1 constitutes an example in R
n+1, as do in R3
the desingularized unions of vertical 2-planes and grim reaper cylinders Σ2 = Γ×R
in the work of X.H. Nguyen (see [7]-[8]).
I thank Hojoo Lee, Hyunsuk Kang and Jaigyoung Choe for their hospitality at
the Korean Institute for Advanced Study, in August 2013, where most of this work
was carried out, and particularly to Hojoo Lee for discussions where he pointed
out the obstruction question in reference to L. Shahriyari’s work. After this work
was completed, the author learned that some special cases (e.g. the cylindrically
3
bounded, not necessarily graphical case, which in the present paper is Corollary
1.4), were already independently described in the interesting recent paper [10].
2. Estimates on the winglike solutions
In this section, we prove the following, where WR refers to the Clutterbuck-
Schnu¨rer-Schulze two-ended winglike solution which intersects the hyperplane
{xn+1 = 0} perpendicularly at the sphere x21 + x22 + . . . x2n = R2, i.e. the union of the
upper respectively lower branchesW+R andW
−
R constructed in Lemma 2.3 in [3].
Lemma 2.1. The winglike solutionWR is contained in the solid double funnel F λR = F λR,0
(R ≥ 0 and λ ∈ [0,1]).
2.1. Global bounds via monotonicity identities for the ODE. For the required
bounds, one can start with a simple estimation method which has also proven use-
ful previously (to the author and S. Kleene in [6], for the self-shrinking soliton
equation). It is on one hand the standard idea, to obtain bounds for the solutions
of an elliptic nonlinear equation, of ”freezing” the nonlinearities in a suitable way,
but in the current context of solitons (and as only became clear to us later, when
seeing the treatment in [5], p. 123) such a transformation is best understood as a
form of (elliptic, rotationally symmetric) cousin of the (parabolic, general) mono-
tonicity identity first found by Huisken, where the Gaussian density or heat kernel
naturally appears from solving the linearized ”skeleton” of the (elliptic or para-
bolic) equation.
Consider the equation for the derivative ϕ(r) = V ′(r) of graphs which generate
by rotation a self-translater (see [3] and [2]):
(2.1) ϕ′ = (1+ϕ2)
(
1− n−1r ϕ
)
.
Inspired by the expected asymptotics (i.e. Definition 1.1, or Equation (1.3)), we
rewrite as
(2.2) ϕ′ =
1+ϕ2
r2
(
r2 − (n− 1)rϕ
)
,
and freezing the nonlinearity g(r) =
1+(ϕ(r))2
r2
, solve the linear equation
(2.3) φ′ + (n− 1)rgϕ = r2g,
for ϕ. This gives the integral (monotonicity) identity
ϕ(r) = e
−(n−1)
∫ r
r0
1+(ϕ(s))2
s
ds
[∫ r
r0
e
(n−1)
∫ t
r0
1+(ϕ(s))2
s
ds
(1 + (ϕ(t))2)dt +ϕ(r0)
]
,
=
∫ r
r0
e
−(n−1)
∫ r
t
1+ϕ2
s
ds
(1 +ϕ2)dt + e
−(n−1)
∫ r
r0
1+ϕ2
s
ds
ϕ(r0).
(2.4)
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As a simple first consequence of an inherent monotonicity, we see that (since
1 = t/t ≤ r/t for t ∈ [r0, r]):
ϕ(r) ≤ e−(n−1)
∫ r
r0
1+(ϕ(s))2
s
ds
[
r
∫ r
r0
e
(n−1)
∫ t
r0
1+(ϕ(s))2
s
ds 1+ (ϕ(t))2
t
dt +ϕ(r0)
]
=
r
n− 1 +
[
ϕ(r0)−
r
n− 1
]
e
−(n−1)
∫ r
r0
1+(ϕ(s))2
s
ds
=
r
n− 1 −
r0ϕ
′(r0)
n− 1 e
−(n−1)
∫ r
r0
1+(ϕ(s))2
s
ds
.
(2.5)
This, together with (2.1), gives when r0 > 0 that under the condition ϕ
′(r0) ≥ 0,
which the natural assumptionϕ(r0) ≤ 0 for example guarantees, the global bounds:
ϕ(r0) ≤ ϕ(r) ≤
r
n− 1 , for r ∈ [r0,∞),(2.6)
ϕ′(r) ≥ 0, for r ∈ [r0,∞)(2.7)
(Also, dividing by 1+ϕ2 in (2.1) and integrating:
π
2
≥ arctanϕ(r) =
∫ R
r
[
1− n−1r ϕ
]
.
Hence, since 1− n−1r ϕ > 0, we must on a subsequence have ϕ(rn)/rn → 1.)
We now consider a given r0 = R∗, so that ϕ(R∗) = 0 (and so (2.6) holds).
By partial integration, we get:
ϕ(r) =
1
n− 1
[
r −R∗e
−(n−1)
∫ r
R∗
1+(ϕ(s))2
s
ds
]
− 1
n− 1
∫ r
R∗
e
−(n−1)
∫ r
t
1+(ϕ(s))2
s
ds
dt.
(2.8)
We apply Cauchy-Schwarz to see:
∫ r
R∗
e
(n−1)
∫ t
R∗
1+(ϕ(s))2
s
ds
dt =
∫ r
R∗
e
(n−1)
∫ t
R∗
1+(ϕ(s))2
s
ds
√
1+ϕ2
t
√
t
1+ϕ2
dt
≤
(∫ r
R∗
e
2(n−1)
∫ t
R∗
1+(ϕ(s))2
s
ds 1+ϕ2
t
dt
)1
2
(∫ r
R∗
t
1+ϕ2
)1
2
=
1√
2(n− 1)
(∫ r
R∗
t
1+ϕ2
)1
2
[
e
2(n−1)
∫ r
R∗
1+(ϕ(s))2
s
ds − 1
]1
2
≤ 1√
2(n− 1)
(∫ r
R∗
t
1+ϕ2
)1
2
e
(n−1)
∫ r
R∗
1+(ϕ(s))2
s
ds
.
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All in all:
(2.9) ϕ(r) ≥ r −R∗
n− 1 −
√
n− 1
2
(∫ r
R∗
t
1+ϕ2
)1
2
.
Thus, already by ϕ2 ≥ 0 we generate an improved, non-trivial lower bound:
(2.10) ϕ(r) ≥ r −R∗
n− 1 −
√
r2 −R2∗
2(n− 1) ≥ αn
r −R∗
n− 1 ≥
r −R∗
4(n− 1) , αn = 1−
1√
2(n−1) ,
for n ≥ 2, or when n ≥ 3:
ϕ(r) ≥ r −R∗
2(n− 1) .
By integration, this implies
V (r) ≥ αn
2(n− 1)(r −R∗)
2, r ≥ R∗.
Using (2.10) in (2.9) yields, with βn = αn/(n− 1):∫ r
R∗
t
1+ϕ2
≤
log
(
1+ β2n(r −R∗)2
)
2β2n
+
R∗
βn
arctan(βn(r −R∗)),
so that
(2.11) ϕ(r) ≥ r −R∗
n− 1 −
√
n− 1
2
 log
(
1+ β2n(r −R∗)2
)
2β2n
+
πR∗
2βn

1/2
.
Another consequence of (2.10) is:∫ r
R∗
e
−(n−1)
∫ r
t
1+(ϕ(s))2
s
ds
dt ≤
∫ r
R∗
e
− α2nn−1
[
r2−t2
2 −2R∗(r−t)+R∗ log( rt )
] (
t
r
)n−1
dt
≤ 3R∗ +
∫ r
4R∗
e−
α2n
n−1 (r−t)[ r+t2 −2R∗]dt
≤ 3R∗ + e−
α2n
2(n−1) r
2
∫ r
4R∗
e
α2n
2(n−1) rtdt
≤ 3R∗ +
(
1− e−
α2n
2(n−1) (r
2−4R2∗ )
)
1
r
.
where we note that while the splitting in the intermediate step is only valid when
r ≥ 4R∗, the contribution is otherwise negative so the final quantity is always an
upper bound. Using this estimate with (2.8) gives another lower bound:
(2.12) ϕ(r) ≥ r −R∗
n− 1 −
2
α2n
1
r
− 3R∗
n− 1 ≥
r − 4R∗
n− 1 −
24
r
,
where various improvements, but which we will not directly need, could be made
(f.ex. the 1/r term can be excluded when r ≤ 4R∗).
6
Also, one could include the final integration in the above (and split at t = 4R∗),
to similarly see
∫ r
R∗
∫ u
R∗
e
−(n−1)
∫ u
t
1+(ϕ(s))2
s
ds
dtdu ≤
∫ r
R∗
∫ u
R∗
e
− α2nn−1
[
u2−t2
2 −2R∗(u−t)+R∗ log( ut )
] (
t
u
)n−1
dtdu
≤ 92R2∗ +
∫ r
R∗
∫ u
4R∗
e−
α2n
n−1 (u−t)[ u+t2 −2R∗]dtdu
≤ 92R2∗ +
∫ r
R∗
∫ u
4R∗
e
α2n
2(n−1) (ut−u2)dtdu
≤ 92R2∗ +
2(n− 1)
α2n
log
(
r
R∗
)
.
Thus one obtains another global bound for V (where now the leading coefficient
is sharp):
V (r) ≥ (r −R∗)
2
2(n− 1) −
2
α2n
log
(
r
R∗
)
− 9R
2∗
2(n− 1)
≥ (r −R∗)
2
2(n− 1) − 24log
(
r
R∗
)
− 9R
2∗
2(n− 1) .
(2.13)
Also, by (2.10)
sup
r∈[R∗,∞)
r
1+ϕ2
≤ sup
r∈[R∗,∞)
r
1+α2n
(r−R∗)2
(n−1)2
=
√
(n−1)2
α2n
+R2∗
1+ α
2
n
(n−1)2
[√
(n−1)2
α2n
+R2∗ −R∗
]2 ≤ R∗ +1,
for all n ≥ 2 and R∗ ≥ 0, a fact which we will not directly need, but it is interesting
to note how the global bound is insensitive to the precise value of αn.
One could proceed to iterate the monotonicity formula in this manner, to obtain
the sharp coefficients on the higher order terms, by doing further partial integra-
tion in (2.8)∫ r
R∗
e
−(n−1)
∫ r
t
1+(ϕ(s))2
s
ds
dt =
1
n− 1
[
r
1+ϕ2
−R∗e
−(n−1)
∫ r
R∗
1+(ϕ(s))2
s
ds
]
− 1
n− 1
∫ r
R∗
e
−(n−1)
∫ r
t
1+(ϕ(s))2
s
ds 1− 2ϕt(1− n−1t ϕ)
1 +ϕ2
dt,
and estimating the terms using the previous bounds. For such an estimate, in
the scope of the current analysis, however, it is more convenient to simply view
the bounds generated above by the monotonicity formula as a recipe for writing
down explicit subsolutions which are matched at the initial condition as well as
asymptotically along the end (see Section 2.2 below).
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For the upper branch of the winglike solutionWR, we now consider the equation
for r(V ),
(2.14)
r ′′
1+ (r ′)2
+ r ′ =
n− 1
r
,
or equivalently:
(2.15) r ′′ + (1+ (r ′)2)r ′ = (n− 1)(1 + (r
′)2)
r
.
Freezing both nonlinearities, we view it as the equation r ′′ +h(x)r ′ = k(x), so that
one particular solution to the homogeneous solution is r1(x) = 1, and another one
r2(x) =
∫ x
0
e−
∫ t
0
(1+(r ′(s))2 )dsdt. The general solution being
r(x) = C1 +C2r2(x) + (n− 1)
∫ x
0
e−
∫ t
0
(1+(r ′)2)ds
[∫ t
0
e
∫ u
0
(1+(r ′)2)ds (1+(r ′)2)
r
du
]
dt,
we obtain for r(0) = R and r ′(0) = 0 the formula:
(2.16) r(x) = R+ (n− 1)
∫ x
0
∫ t
0
e−
∫ t
u
(1+(r ′)2)ds (1+(r ′)2)
r
du dt,
(2.17) r ′(x) = (n− 1)
∫ x
0
e−
∫ x
u
(1+(r ′)2)ds (1+(r ′)2)
r
du
This firstly means r ′(x) ≥ 0 for x ∈ [0,∞), so that one may further estimate using
1/r(u) ≥ 1/r(x), when x ≥ u, to get:
(2.18) r ′(x) ≥ n− 1
r(x)
[
1− e−
∫ x
0
(1+(r ′)2)ds
]
≥ n− 1
r(x)
(1− e−x) .
Integrating the inequality (r2)′ ≥ 2(n− 1)(1− e−x), we get
r(x) ≥
√
2(n− 1)(x− 1+ e−x) +R2,
so that in consequence we have the bounds on the upper branch
(2.19) V (r) ≤ r
2 −R2
2(n− 1) + 1,
which are the bounds built into the funnel condition, Definition 1.1.
2.2. Subsolutions versus dimension (n ≤ 4 and n > 4). We let
Ψ(f ) = f ′′ − (1 + (f ′)2)
[
1− (n− 1) f ′
r
]
.
By a subsolution, we mean as usual a function f such thatΨ(f ) ≤ 0. Consider
τR∗(r) =
(r −R∗)2
2(n− 1) −
1
2
log
(
1+ (r −R∗)2
)
.
The following lemma concerns when τR∗(r) is a universal subsolution family, i.e.
for any R∗ with initial conditions ψ(R∗) = 0, ψ′(R∗) = 0.
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Lemma 2.2. For n ≥ 5 and any R∗ > 0, the R∗-based asymptotics function τR∗ is a
subsolution to Equation (2.1) on [R∗,∞).
Proof. After rewriting, we see thatΨ(f ) ≤ 0 is equivalent to the inequality
(2.20) Pn,R∗(r) ≤ 0, r ∈ [R∗,∞),
where Pn,R∗ denotes the polynomial
(2.21) Pn,R∗(r) =
8∑
k=0
ck(n,R∗)rk ,
c0(n,R∗) = R9∗ + (7− 5n+n2)R7∗ + (16− 21n+9n2− n3)R5∗
+ (13− 24n+15n2− 3n3)R3∗ + (2− 5n+4n2 − n3)R∗,
c1(n,R∗) = 8R8∗ + (42− 30n+6n2)R6∗ + (67− 92n+42n2− 5n3)R4∗
+ (29− 59n+41n2− 9n3)R2∗ − 1+2n2 − n3,
c2(n,R∗) = 28R7∗ + (105− 75n+15n2)R5∗
+ (108− 158n+78n2− 10n3)R3∗ + (19− 46n+37n2− 9n3)R∗,
c3(n,R∗) = 56R6∗ +20(7− 5n+n2)R4∗
+ (82− 132n+72n2− 10n3)R2∗ +3− 11n+11n2− 3n3,
c4(n,R∗) = 70R5∗ +15(7− 5n+n2)R3∗ + (28− 53n+33n2− 5n3)R∗
c5(n,R∗) = 56R2∗ +6(7− 5n+n2)R2∗ +3− 8n+6n2 − n3,
c6(n,R∗) = (7− 5n+n2 +28R2∗ )R∗,
c7(n,R∗) = 8R2∗ ,
c8(n,R∗) = −R∗.
The coefficients here will generally have mixed signs (even when n is large), re-
flecting the fact that Pn,R∗(r) generally has roots in [0,∞), and that on this interval
τR∗ is generally not a subsolution. However, changing the base point of the polyno-
mial, to make it centered at R∗, we have
(2.22) Pn,R∗(r) =
8∑
k=0
dk(n,R∗)(r −R∗)k ,
with the new coefficients
9
d0(n,R∗) = (−2n2 +5n− 3)R∗,
d1(n,R∗) = −n3 +2n2 − 1,
d2(n,R∗) = (−4n2 +13n− 10)R∗,
d3(n,R∗) = −3n3 +11n2 − 11n+3,
d4(n,R∗) = (−3n2 +13n− 13)R∗,
d5(n,R∗) = −n3 +6n2 − 8n+3,
d6(n,R∗) = (−n2 +5n− 7)R∗,
d7(n,R∗) = 0,
d8(n,R∗) = −R∗.
We see immediately that when n ≥ 5, then for R∗ ≥ 0 all the coefficients dk(n,R∗)
are non-negative. Thus, all the Pn,R∗ have no zeroes on the end [R∗,∞).

Interestingly, for the subcritical dimensions n = 2,3,4, it is generally not true
that the natural quantity Ψ(τR∗) has a definite sign in [R∗,∞). However, a simple
additional assumption still guarantees the absence of zeros, namely:
Lemma 2.3. τR∗ is a subsolution on [R∗,∞) whenever R∗ ≥ 2.
This last lemma is also easily verified via the polynomial with coefficients dk ,
given in the proof of Lemma 2.2.
Proof of Lemma 2.1. It is easily seen from the differential equation, that for ϕ(R) =
−∞, then there is some R < R∗ <∞, such that ϕ(R∗) = 0. Then integrating
(arctanϕ)′ =
ϕ′
1+ϕ2
= 1− n− 1
r
ϕ,
with ϕ(R) = −∞ and ϕ(R∗) = 0, we see that since ϕ < 0 on [R,R∗]:
π
2
= arctanϕ(R∗)− arctanϕ(R) =
∫ R∗
R
[
1− n− 1
r
ϕ
]
≥ R−R∗.
In other words,
R∗ ≤ R+ π2 .
To estimate the height at the point R∗, look at the equation for graphs over the
V -axis and let for convenience η(ξ) = r(−ξ):
η ′′
1+ (η ′)2
− η ′ = n− 1
η
.
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Then η(0) = R, η ′(0) = 0, η ′ > 0, and the value d = −V (R∗), where η(d) = R∗, is
characterized by η ′(d) = +∞. Thus again
π
2
= arctanη ′(d)− arctanη ′(0) ≥
∫ d
0
n− 1
η(ξ)
dξ ≥ (n− 1)d
R∗
.
In other words,
d ≤ π
2
R∗
n− 1 ≤
π
2
R+ π2
n− 1 .
Combining this with Equation (2.19) and the previous Lemma (in the version
that τR∗ is a subsolution on [R∗,∞) whenever R∗ ≥ 2), finishes the proof that the
solution is contained in the solid funnel FR in the statement of Lemma 2.1.

Before finishing the proof of Theorem 1.2, we remind the reader of the strong
maximum principle, or ”touching” principle. We include for completeness the
short proof (which follows Corollary 1.18 in [4] closely).
Lemma 2.4 (Strong maximum principle for translating solitons). Let Σ1,Σ2 ⊆ Rn+1
be two smooth, connected, embedded, self-translating n-dimensional hypersurfaces, with
translation direction a ∈ Rn+1,
(2.23) HΣj = 〈a,νΣj 〉, |a| = 1, j = 1,2.
Suppose x0 ∈ Σ1∩Σ2 , ∅, and that within an open Rn+1-ball Bδ(x0), the surface Σ1 lies
entirely on one side of Σ2, i.e. Σ1 ∩ Bδ(x0) is contained in the closure of either one of
(when δ > 0 is possibly chosen smaller) the two connected components of Bδ(x0) \Σ2.
Then the surfaces coincide: Σ1 = Σ2.
Proof. Let x0 ∈ Σ1 ∩ Σ2 be a point of contact. By possibly changing the orienta-
tions, we may assume that also the normals coincide, and we denote ν0 := νΣ1(x0) =
νΣ2(x0).
After a rotation R such that Rν0 = en+1, we may write the surfaces Σj , k = 1,2,
as graphs (p,uj (p)) over the (x1,x2, . . . ,xn,0)-hyperplane, by which the translation
direction rotates to some possibly different unit vector µ = Ra. We write x0 =
(p0,u(p0)).
The equations satisfied by the uj then take the form:
(2.24) div

∇uj√
1+ |∇uj |2
 =
µ ·
(
1
−∇uj
)
√
1+ |∇uj |2
, k = 1,2.
Subtracting one equation from the other and rewriting, we get that in terms of
v(p) = u2(p)− u1(p),
(2.25) 0 = div
 n∑
i,j=1
(aij∂jv)∂i
+ n∑
j=1
bj∂jv,
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for coefficients aij = aij (p) and bj = bj (p) depending on ∇u1(p) and ∇u2(p).
Note that compared to the classical minimal surface case (which corresponds to
µ = 0), the only additional terms are of the form
µ ·
(
1
−∇u1
)
√
1+ |∇u1|2
−
µ ·
(
1
−∇u2
)
√
1+ |∇u2|2
=
µ ·
(∇(u2 − u1) · ∇(u1 +u2)
∇(u2 − u1)
)
√
1+ |∇u1|2
√
1+ |∇u2|2
− (µ · ∇u2)
∇(u2 − u1) · ∇(u1 +u2)√
1+ |∇u1|2
√
1+ |∇u2|2(
√
1+ |∇u1|2 +
√
1+ |∇u2|2)
,
so that these additional terms do not add any ”constants” (i.e. no 0-jet terms), but
contribute solely to the bi-coefficients in (2.25).
Now, since it was arranged that ∇u1(p0) = ∇u2(p0) = 0, then also on some small
ball around p0, it holds that |∇u1| and |∇u2| are sufficiently small so that
aij (p)ξiξj ≥ λ|ξ |2,
for some uniform local ellipticity constant λ > 0.
Finally, by the usual strongmaximumprinciple for (2.25), we thus conclude that
Σ1 cannot be entirely on one side of Σ2 (within Bδ(x0), for some small δ > 0) unless
Σ1 ∩ Bδ(x0) = Σ2 ∩ Bδ(x0). Then by weak unique continuation, which follows for
example from the real analyticity of the Σj , and using connectedness, we conclude
that Σ1 = Σ2. 
We also rely essentially on the following compactness lemma.
Lemma 2.5. The closure of the intersection of the complement of the funnel F λR0 = F
λ
R0,0
with the set traced out by all the winglike solutions of smaller R-values,
(2.26)
⋃
0≤R≤R0
WR \F λR0
is a compact subset of Rn+1.
Proof. Firstly, Lemma 2.1 reduces the statement to showing that the right-hand-
side in ⋃
0≤R≤R0
WR \F λR0 ⊆
⋃
0≤R≤R0
F λR \F λR0
is a bounded subset. This follows directly by definition of the funnel condition
(note the importance of the relative pointwise directions of motion of the f± as the
R-value decreases) in Definition 1.1. 
Proof of Theorem 1.2. Let Σn ⊆ Rn+1 be a smooth, complete, en+1-self-translating
n-dimensional hypersurface, which avoids the parabolic funnel F λR0,y0 of aperture
R0 ≥ 0 and logarithmic growth λ > 1. Without loss of generality, we may assume
that Σ is connected. By a parallel translation, under which (1.2) is naturally invari-
ant, we may normalize the situation further by assuming that y0 = (0, . . . ,0) ∈ Rn+1,
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i.e. we assume for definiteness that the funnel is positioned on the ”principal” axis,
and F λR0 = F
λ
R0,0
.
We consider separately the cases corresponding to whether or not every member
of the Clutterbuck-Schnu¨rer-Schulze soliton family of smaller aperture (and hence
the Altschuler-Wu soliton) contain Σ on one side or not, and if so, on which side.
Namely, consider the family WR for R ∈ [0,R0], where R = 0 corresponds to the
Altschuler-Wu soliton [2]. We denote by u0(p) the graph generating by revolution
the one-ended Altschuler-Wu soliton.
Assume first that (we will notice that for this case that λ = 1 is admissible),
(2.27)
⋂
R∈[0,R0]
Σ∩WR , ∅.
By Lemma 2.1 and the exterior funnel assumption, we have
Σ∩WR0 ⊆ Σ∩F λR0 = ∅,
so the supremum of all values with non-trivial intersection is well-defined:
(2.28) R˜ = sup
{
R ≤ R0 : Σ∩WR , ∅
}
.
To see that the value R˜ is assumed, consider a sequence Ri → R˜ as i → ∞, and
corresponding points xi ∈ Σ∩WRi . Since by the assumptions
(2.29) xi ∈ Σ∩WRi ⊆ Σ∩
⋃
R≤R0
WR ⊆
⋃
R≤R0
WR \F λR0 ,
the compactness in Lemma 2.5 and properness of the embedding Σ →֒ Rn+1 en-
sures convergence of a subsequence. That is, there exists x˜ ∈ Rn+1 such that xi → x˜
as i → ∞, and x˜ ∈ Σ. By joint continuity of the family R 7→ WR of winglike solu-
tions in its parameters (by the standard lemma ensuring local smooth dependency
on initial conditions, in the theory of ordinary differential equations), also x˜ ∈ WR˜.
Thus all in all x˜ ∈ Σ∩WR˜.
By the definition of R˜ in (2.28), one sees that for some sufficiently small Rn+1-
ball Bδ(x˜), it holds that WR˜ ∩ Bδ(x˜) lies entirely within one connected component
of Bδ(x˜) \Σ. Namely, first choose δ > 0 small enough that the intersection of Bδ(x˜)
with Σ has the topology of an Rn-ball, as does every WR ∩ Bδ(x˜) for values of R
near R˜. Thus, in particular, Bδ(x˜) \ Σ has two components. Suppose now that
both of these components contain points from WR˜ ∩ Bδ(x˜). Then, by perturbing
slightly (using again continuous dependence of the family on R) the value R, one
sees that R˜ being the supremum value in (2.28) is violated. Thus, all conditions
in the maximum principle Lemma 2.28 being satisfied, we see that Σ =WR˜, which
contradicts Lemma 2.1.
Assume next that
(2.30)
⋂
R∈[0,R0]
Σ∩WR = ∅,
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and furthermore for all p = (x1,x2, . . . xn), the only points for which (p,xn+1) ∈ Σ
occurs have xn+1 < u0(p), i.e. all such points are positioned strictly lower w.r.t. the
en+1-direction compared to the corresponding value on W0. In that case, consider
the parallel translates
W s0 =W0 − sen+1,
where s ∈ [0,∞). Since,W0 being an entire graph, this gives a foliation of the region
{xn+1 ≤ u0(p)}, there must exist some value s0 such that
(2.31) Σ∩W s00 , ∅.
Then let
(2.32) s˜ = inf{s : Σ∩W s0 , ∅}
In this case, the asymptotics in (1.3), again suffice to conclude the property
of compactness of the additional set which is traced out when the parameter is
changed, i.e. that
(2.33) Σ∩
⋃
0≤s≤s0
W s0
is a compact set, provided that one f.ex. takes λ > 1 as in our definition. The same
contradiction as before is reached using Lemma 2.4 (here one uses once again λ > 1,
which in particular gives thatW0 does not admit a funnel in its exterior).
Finally, in the case that (2.30) holds while for p = (x1,x2, . . . xn), the only points for
which (p,xn+1) ∈ Σ occurs have xn+1 > u0(p), and again (1.3) ensures compactness
of the intersection with the translates of theW0 soliton in the +en+1-direction, and
with the funnel condition Definition 1.1, the contradiction is again reached (with
λ = 1 also being permissible in this last case). 
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