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Abstract—Stress is a condition that commonly felt by almost 
everyone, including college student. Naturally, human beings 
have a stress resistance in various levels. On previous research, 
an artificial neural network with backpropagation algorithm 
has been built to predict stress resistance level among college 
student. The level of stress resistance was predicted using four 
determinant factors i.e. frustration tolerance, conflict 
tolerance, anxiety tolerance, and tolerance to perceive changes 
as a challenge. On that research, the artificial neural network 
can predict stress resistance among college student correctly 
with an accuracy reach 75% after being trained up to 10334 
epochs. On this research, dimensional reduction method will be 
applied on the determinant factors of stress resistance to 
eliminate disturbance factor and increase the accuracy of 
artificial neural networks in predicting stress resistance among 
college student. After the network was trained without 
disturbance factor i.e. anxiety tolerance, better network 
obtained. Experimental result showed that artificial neural 
network not only has better accuracy up to 81.5% but also 
faster training process which is only take 5000 epochs. Based 
on these results, the determinant factors of stress resistance 
among college student are: frustration tolerance, conflict 
tolerance, and tolerance to perceive changes as a challenge. 
 
Index Terms— College Student; Dimensional Reduction; 
Neural Network; Stress Resistance. 
 
I. INTRODUCTION 
 
According to the World Health Organization, stress is a 
significant problem of our times and affects both physical as 
well as the mental health of people [1]. Stress is defined as 
the physiological and psychological reactions to certain 
events in the environment [2]. For many college students, 
university life is a major transition in their live since they 
are accorded the chance to decide what to do without the 
undue influence of their parents [3]. Due to these changes, 
students can potentially experience different types of stress 
that can affect their mental and social health and their 
academic achievement [4]. College student who have 
experienced stressful life events also reported worse health 
outcomes and reduced quality of life most of the time [5].  
The stress experienced by college students is often also 
called as academic stress. Academic stress is mental distress 
with respect to some anticipated frustration associated with 
academic failure or even unawareness to the possibility of 
such failure [6]. Time management issues, financial 
burdens, interactions with professors, personal goals, social 
activities, adjustments to the campus environment, and the 
lack of support networks are some issues that most often 
lead to academic stress [7]. 
When dealing with these issues, college student will give 
some different reactions. If the student takes the event 
positively by accepting it as a part of challenge in life and 
find ways to deal with it, the stress will fade away and gone 
when he/she gets over it [8]. However, when stress is 
perceived negatively or becomes excessive, it may become 
linked to physical and mental illness [9]. This different 
reaction is highly influenced by stress resistance that owned 
by each college student. Stress resistance is a human ability 
to stay calm when facing stressful condition. The better the 
stress resistance that owned by a person, the more positive 
reaction will have yielded when facing a stress condition. In 
other words, college students who have a good stress 
resistance would be easier to finish his studies. Whereas, 
college students who have a poor stress resistance would be 
harder to achieve their undergraduate degree.  
The research aimed to predict stress resistance among 
college students using Artificial Neural Network (ANN) has 
been done by [10]. ANN that used in the research has 4 
nodes as an input layer, 60 nodes as a hidden layer, and 1 
node as an output layer. The system was built to predicts 
two types of stress resistance i.e. good stress resistance and 
poor stress resistance based on values of 4 nodes in the input 
layer which is represent frustration tolerance, conflict 
tolerance, anxiety tolerance, and tolerance to perceive 
changes as a challenge respectively. According to the 
experiment result, the system can predict stress tolerance 
among college students correctly and reach 75% accuracy 
rate after trained up to 10334 epochs. This accuracy, which 
did not reach 100% yet, indicates that there was a disturbing 
factor among the four determinant factors of stress 
resistance. 
On this research, ANN capabilities to predict stress 
resistance among college students will be improved by 
adding a dimensional reduction method. Dimension 
reduction is defined as the processes of projecting high-
dimensional data to a much lower-dimensional space [11]. 
In short, the aim is to reduce the number of dimensions of 
the feature variables as much as possible without 
influencing the problem solution, so as to simplify the 
neural network structure and improve the convergence and 
training speed [12]. In addition, the dimensional reduction 
method expected to increasing the accuracy of ANN when 
predict stress resistance level so the system can provide a 
more reliable output for college students. 
Based on the description above, the purpose of this 
research is to find disturbing factor which laid on four 
determinant factors of stress resistance among college 
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student i.e. frustration tolerance, conflict tolerance, anxiety 
tolerance, and tolerance to perceive changes as a challenge. 
The ANN with reduced determinant factor will be trained 
and tested to see the effect of performed dimensional 
reduction. The elimination of disturbing factor will improve 
the ability of ANN to predict college student stress 
resistance by resulting better accuracy and obtained through 
fewer number of iterations training. 
 
II. RELATED LITERATURES 
 
An ANN is a mathematical representation of the human 
neural architecture, reflecting its “learning” and 
“generalization” abilities [13]. The main characteristics of 
neural networks are that they have the ability to learn 
complex nonlinear input-output relationships, use sequential 
training procedures, and adapt themselves to the data [14]. 
Hereafter, ANN will be trained to make all the input data 
yielded an output as expected before [15]. Because of this 
ability, ANN can be widely applied in various fields, 
including medical. 
Artificial neural networks provide a powerful tool to help 
doctors to analyze, model and make sense of complex 
clinical data across a broad range of medical applications 
[16]. ANN often used in medical field research for detection 
and diagnosis in several diseases such as: lung cancer 
diagnosis by [17], detection of ophthalmic artery stenosis to 
avoid blindness by [18], diagnosis of heart disease by [19] 
[20] and Parkinson’s disease diagnosis by [21]. 
Besides applied to the application for detecting physical 
illness, ANN also widely applied to detect mental disorders 
such as depression or stress like a research that had been 
done by [22]. The aim of this research is to classify 
depression level among adults into three groups i.e. mild, 
moderate, and severe. One of the ANN algorithm used in 
this study was a Back Propagation Neural Network (BPNN). 
The test results showed BPNN can predict depression level 
with 100% accuracy for mild group, 80% for moderate 
group, and 88% for severe group. BPNN algorithm also ever 
used to diagnose a psychosomatic disorder based on 
symptoms and signs were obtained through interviews with 
patients [23]. Based on the experimental results, the system 
can diagnose the disorder correctly with average of accuracy 
rate reach 93.3%. Another study comparing several ANN 
training algorithms to predict suicide desire among the 
Iranian college students [24]. Experimental result shows that 
Liebenberg-Marquardt training algorithm obtained ANN 
with the best accuracy up to 93.12% and took 11 seconds of 
training time. While Conjugate Gradient Fletcher-Powell 
(CUFF) algorithm has a lower accuracy i.e. 92.60%, but 
with a faster training time which is only took 5 seconds. 
Although an ANN offers diagnostic with promising 
results, it does not mean that the ANN can be applied 
without constraints. The most common constraint is length 
of time for ANN to achieve convergent during training. 
Another constraint is low accuracy on prediction result of 
ANN. These things become crucial if the ANN will be used 
to predict someone's illness or psychiatric condition. To 
solve these problems, input dimensional reduction method 
can be performed on used ANN [25]. 
Several studies have shown that the dimensional reduction 
method can accelerate converging time while ANN training 
process and improves accuracy when testing process. In 
medical field, dimensional reduction has been applied by 
[26] to create smaller data in volume but still has the same 
analytical results as its origin. Experiment result showed that 
dimensional reduction significantly reduce dimension, 
accelerate processing time and increase cluster performance 
in e-coli, acute implant, blood transfusion, and prostate 
cancer datasets. 
The vitality of a dimensionality reduction method not only 
depends on its performance but also on how easily people in 
different fields can understand it, implement it, and use it 
[27]. Like the research conducted by [28] in economic field, 
which performed dimensional reduction in ANN to predict 
exchange rate. The reduction applied to the economic 
indicators which originally consisted of 140 indicators into 
12 indicators. Some of tests were performed in this study 
and known that the ANN can predict exchange rate with an 
average accuracy of 95%. Research by [29] used the 
dimensional reduction in natural science field to predict to 
model of ethylene and propylene yielded in the naphtha 
pyrolysis system, which is a key factor in the design and 
optimal operation in the furnace. Reduction was performed 
by elimination some input variables that used from 20 
variables into only 7 variables to achieve optimum 
prediction result. Research on the dimensional reduction has 
also been done in educational field by [30]. On his research, 
ANN is used to identify the majors for high school students. 
The variables that used as input for ANN consist of five 
types i.e. General Competence, Mechanical Competence, 
Competence Numerical, Verbal Competence and Language 
Competence. On the initial state, with five types of input 
variables, ANN can predict majors for high school students 
with accuracy 97.5% which is obtained after training up to 
28356 epochs. By reducing General Competence variable, 
the system can obtain same accuracy with the previous one 
after took 1043 epochs only.  
 
III. RESEARCH METHOD 
 
To achieve the research objectives, this research was 
conducted through several stages as shown in Figure 1. 
 
 
 
Figure 1: Flow of Research Stages 
 
The earliest stage in this research was the preparation of 
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the data by distributing questionnaires about stress levels to 
36 college students. From a total of 36 data obtained, 20 
data were used for training and 16 other data were used for 
testing process. Later, the answer of each student was 
calculated to generate input values for the four determinant 
factors of stress resistance i.e. frustration tolerance, conflict 
tolerance, anxiety tolerance, and tolerance to perceive 
changes as a challenge. These values would be used as an 
input for ANN on a next stage. 
After the input data of ANN obtained, the next stage was 
adjusting ANN configuration that would be used. To gain 
the best results, this study had tried several configurations of 
ANN. Some configurations that had been adjusted were: the 
number of hidden layer nodes, the value of learning rate, 
and the maximum number of epoch. The number of node in 
hidden layer that had been used as a configuration were 10, 
30, 50, and 70 nodes. For each configuration, three values of 
learning rate would be used i.e. 0.25, 0.50, and 0.75. The 
architecture of the ANN used in this study can be seen in 
Figure 2. After completing the configuration of the neural 
network would be used, the next step was to conduct ANN 
training and testing processes. Training and testing will be 
carried out in 4 schemes where at each scheme will be 
performed dimensional reduction of the ANN input. The 
detail of each scheme as shown in Table 1 below. 
 
Table 1 
Reduction Schemes 
 
Reduction Scheme Code Reduced Stress Factor 
R1 Tolerance of Frustration (TF) 
R2 Tolerance of Conflict (TC) 
R3 Tolerance of Anxiety (TA) 
R4 Changes As a Challenge (CAC) 
 
 
 
Figure 2: Neural Network Architecture 
 
The difference between each scheme lies on the factor that 
was excluded or reduced. It aimed to isolate determinant 
factor of stress resistance that act as a disturbance factor. 
When the training and testing process for each of the 
existing scheme being done, nodes in the input layer as 
shown in Fig. 2 will be reduced thereby only 3 nodes in the 
input layer remaining. Because the output generated by 
ANN only has 2 possibilities i.e. good stress resistance and 
poor stress resistance, a node in the ANN output layer can 
already accommodate the needs. At the ANN training 
process, research will be focused to see the relationship 
between the dimensional reduction which is performed on 
the input layer and speed of ANN to achieve convergent 
result. While at the ANN testing process, research focus is 
on the relationship between dimensional reduction and 
ability of neural networks to predict stress resistance among 
college student appropriately. 
 
IV. RESEARCH FINDING AND DISCUSSION 
 
After the whole schemes tested on ANN, it is known that 
there is a factor that act as a disturbance factor. The 
experiment results from ANN training process in each 
scheme are shown in Table 2 through Table 5.  
 
Table 2 
Experiment Results for R1 Scheme 
 
Hidden Layer’s 
node 
Learning rate MSE Accuracy 
10 0.25 0.086 68.75% 
 0.50 0.126 68.75% 
 0.75 0.122 68.75% 
30 0.25 0.016 62.50% 
 0.50 0.009 56.25% 
 0.75 0.009 37.50% 
50 0.25 0.003 37.50% 
 0.50 0.010 68.75% 
 0.75 0.049 56.25% 
70 0.25 0.099 62.50% 
 0.50 0.156 50.00% 
 0.75 0.239 75.00% 
 
Table 3 
Experiment Results for R2 Scheme 
 
Hidden Layer’s 
node 
Learning rate MSE Accuracy 
10 0.25 0.044 43.75% 
 0.50 0.075 62.50% 
 0.75 0.103 50.00% 
30 0.25 0.001 43.75% 
 0.50 0.011 43.75% 
 0.75 0.061 50.00% 
50 0.25 0.001 50.00% 
 0.50 0.065 56.25% 
 0.75 0.090 56.25% 
70 0.25 0.068 43.75% 
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 0.50 0.127 56.25% 
 0.75 0.129 62.50% 
 
Table 4 
Experiment Results for R3 Scheme 
 
Hidden Layer’s 
node 
Learning rate MSE Accuracy 
10 0.25 0.092 75.00% 
 0.50 0.087 81.25% 
 0.75 0.092 81.25% 
30 0.25 0.038 50.00% 
 0.50 0.078 56.25% 
 0.75 0.113 62.50% 
50 0.25 0.011 62.50% 
 0.50 0.005 62.50% 
 0.75 0.003 56.25% 
70 0.25 9.389×10-4 62.50% 
 0.50 0.119 62.50% 
 0.75 0.188 62.50% 
 
Table 5 
Experiment Results for R4 Scheme 
 
Hidden Layer’s 
node 
Learning rate MSE Accuracy 
10 0.25 0.051 62.50% 
 0.50 0.039 68.75% 
 0.75 0.030 62.50% 
30 0.25 0.003 62.50% 
 0.50 0.077 50.00% 
 0.75 0.144 56.25% 
50 0.25 5.240×10-5 56.25% 
 0.50 3.522×10-4 68.75% 
 0.75 0.084 62.50% 
70 0.25 3.799×10-5 62.50% 
 0.50 0.038 56.25% 
 0.75 0.094 68.75% 
 
All data above were obtained after ANN training process 
up to 5000 epochs. Based on trials, training over 5000 
epochs did not leave a significant impact on the accuracy of 
ANN and instead may drop ANN accuracy when making 
predictions on training data. Hence 5000 epochs were used 
as a basis in this research. 
The changes in learning rate value, based on the above 
data, gave various effect for Mean Squared Error (MSE) 
resulted from training process. Most of the data from the test 
results shown the movement of learning rate from 0.25 
through 0.75 are also followed by increasing the value of 
MSE generated by ANN. But in some neural network 
architectures, as shown in Table 4 where the hidden layer 
has 50 nodes, an increasing of learning rate is followed by a 
MSE decrease. In addition, the smaller the MSE does not 
guarantee the higher accuracy result of ANN. 
The experiment of R1 scheme shown a fluctuating trend 
results, especially when the number of hidden layer nodes is 
70, have ever reached 75% of accuracy rate. Overall, the 
average accuracy produced by reducing the frustration 
tolerance is 59.3%. This may be an indication that the 
frustration tolerance factor is an influential factor in 
determining stress resistance among college student. 
The experiment of R2 scheme also provides quite 
fluctuating results. However, the average accuracy in 
predicting ANN stress resistance among college students in 
this scheme is lower than R1 scheme which is only reach 
51.5%. This also indicate that conflict tolerance is one of the 
most influencing factor for college students stress resistance. 
At R3 scheme's experiment, more consistent output and 
better ANN accuracy was obtained. The accuracy, which 
reach 81.25%, were produced from ANN with 10 nodes on 
hidden layer. This configuration also produced a robust 
neural network because increasing of learning rate over 0.5 
would no longer have a significant impact for the accuracy 
of ANN on predicting stress resistance. The evident can be 
seen when the learning rate = 0.75. On that situation, ANN 
obtained same accuracy with when the learning rate = 0.5. 
Thereby, the anxiety tolerance, which is reduced on this 
scheme, is indicated as disturbance factor because without 
this factor, the ANN can achieve a better accuracy than 
before.  
The experiment results from R4 scheme also showed quiet 
consistent results. It can be seen from the average accuracy 
generated in this scheme which reached 61.5%. On this 
scheme the smallest MSE value was obtained as well. The 
smallest MSE i.e. 3.799 × 10-5 obtained from ANN using 
70 hidden layer nodes and learning rate = 0.75 
configuration. The best accuracy result in this scheme which 
reached 68.75%, indicating the tolerance to perceive 
changes also give an affect to stress resistance among 
college students although the affect is less than frustration 
tolerance and conflict tolerance factors. 
 
V. CONCLUSION AND FUTURE WORK 
 
ANN has been widely applied in the medical field 
applications and most of them were used to predict or 
diagnose disease. This research showed that ANN not only 
can be used to predict the physical diseases but also disease 
such as mental disorders like stress. In this research, ANN is 
used to predict stress resistance among college students. 
This research also used the dimensional reduction method to 
obtain better result from previous research. Several schemes 
have been performed and obtain promising results. By 
eliminating disturbance factors i.e. anxiety tolerance, the 
ANN can predict stress resistance with better accuracy than 
earlier one which is up to 81.25% accuracy rate and 
obtained after 5000 epochs in training process. This research 
also unveiled the sequence of determinant factors of stress 
resistance among college student from the most influence 
are as follows: conflict tolerance, frustration tolerance, 
tolerance to perceive changes as a challenge, and anxiety 
tolerance. 
This research is still likely to continue in the future. 
Future work can be done by adding other factors which is 
indicated may affect human stress resistance and testing its 
effect. With the addition of new influential factor, expected 
rate accuracy of the system can be significantly increased so 
the resulted system can give more reliable and accurate 
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prediction of stress resistance. 
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