Abstract. Classical inf-sup stable mixed finite elements for the incompressible (Navier-)Stokes equations are not pressure-robust, i.e., their velocity errors depend on the continuous pressure. However, a modification only in the right hand side of a Stokes discretization is able to reestablish pressure-robustness, as shown recently for several inf-sup stable Stokes elements with discontinuous discrete pressures. In this contribution, this idea is extended to low and high order Taylor-Hood and mini elements, which have continuous discrete pressures. For the modification of the right hand side a velocity reconstruction operator is constructed that maps discretely divergence-free test functions to exactly divergence-free ones. The reconstruction is based on local H(div)-conforming flux equilibration on vertex patches, and fulfills certain orthogonality properties to provide consistency and optimal a-priori error estimates. Numerical examples for the incompressible Stokes and NavierStokes equations confirm that the new pressure-robust Taylor-Hood and mini elements converge with optimal order and outperform significantly the classical versions of those elements when the continuous pressure is comparably large.
1. Introduction and notation.
1.1. Introduction. The classical Taylor-Hood element [42, 19, 31] , its higher order extensions [13] and the classical mini element [1, 19] are among the most popular discretizations for the incompressible Navier-Stokes equations, since they are easy to implement, fulfill a discrete LBB condition and converge with optimal order. Nevertheless they suffer from a common lack of robustness: since they use continuous discrete pressures, they relax the divergence constraint and are thus not pressurerobust [23] , i.e., their velocity error is pressure-dependent, as one can see for an incompressible Stokes model problem −ν∆u + ∇p = f, div u = 0 with homogeneous Dirichlet velocity boundary conditions (with ν > 0). Here, the velocity errors for the Taylor-Hood and mini elements read as
where V h and Q h denote the discrete trial/test spaces for the velocities and the pressures, and C is a O(1) constant. This velocity error estimate is sharp and shows some kind of locking phenomenon [23, 27, 33, 15, 34] : for small parameters ν 1 the velocity error can become really large. The issue is well-known in the literature, it shows up in real-world situations [10, 18, 29, 23] and it is sometimes called poor mass conservation [17] , since for H 1 -conforming mixed methods such large velocity errors are accompanied by large divergence errors.
where l denotes the approximation order of the discrete pressure space and C cons denotes an O(1) constant, arising due to a consistency error in the discrete right hand side. Note that similar pressure-robust velocity error estimates can be achieved also with divergence-free mixed methods like [38, 44, 45, 21, 22, 25, 16] . The key idea for the modification of the Stokes right hand side in [27] is that discrete divergence-free velocity test functions are mapped to exact divergence-free ones by some velocity reconstruction operator. Then, irrotational parts (in the sense of the continuous Helmholtz decomposition) in the exterior force f of the above Stokes model problem are orthogonal in the L 2 vector product to (mapped) discrete-divergence velocity test functions and do not spoil the discrete velocity solution u h [27] . Indeed, the socalled poor mass conservation arises just due to a lack of L 2 orthogonality between discrete-divergence-free velocity test functions and arbitrary gradient fields ∇ψ [26, 27, 23] . For LBB-stable mixed finite element methods with discontinuous pressures the corresponding velocity reconstruction operators employ H(div)-conforming finite element spaces. The velocity reconstruction operator is defined elementwise, and fulfills several consistency properties [28] .
At the heart of the present contribution lies the construction of novel velocity reconstruction operators for the Taylor-Hood element family and the mini element, which have continuous discrete pressures, such that a modification of the Stokes right hand side yields a pressure-robust mixed method. A first version of such velocity reconstruction operators has been presented in [24] . Similarly, velocity reconstructions in the spirit of [20] could be probably adapted also. Since the new corresponding mixed methods have the same stiffness matrix like their classical counterparts, the discrete LBB condition is inherited from the original method. Optimal convergence of the new pressure-robust mixed methods is shown. The novel velocity reconstructions require the solution of local discrete problems, which are defined on vertex patches. The reconstructions map H 1 -conforming velocity test functions to H(div)-conforming ones, which preserve the discrete divergence. Especially, discrete divergence-free velocities are mapped to exact divergence-free ones. The construction uses ideas from flux equilibration for a-posteriori estimates [8, 5] . In order to achieve optimal convergence order for the novel mixed methods, the velocity reconstructions have to fulfill some consistency properties, which are incorporated in the local problems to be solved. For this, bubble projectors [14] , averaging operators [35] and properties of the Koszul complex [2] have to be exploited.
1.2. Structure of this paper. After defining some notation in the next subsection, in Section 2 the continuous Stokes problem is introduced and the new pressurerobust mixed finite element methods for its discretizations are presented in a quite abstract manner. The main Theorem 2 summarizes the most important properties of the velocity reconstruction operator R h , while the proofs of these properties are postponed to Section 4 in case of the Taylor-Hood element family and to Section 5 in case of the mini element. Section 3 presents a common finite element error analysis for the proposed Taylor-Hood and mini element variants. It is shown that their velocity errors are indeed pressure-robust, and that -quite surprisingly -even pressure-robustness results hold for their pressure errors, when measured in some discrete pressure norms. In Section 4, different finite element spaces and finite element tools like bubble projectors [14] and Oswald interpolators are introduced, and local (saddle-point) problems on vertex patches are defined that are fundamental for the definition of the novel velocity reconstruction operators for the Taylor-Hood finite element family. Besides proving the unique solvability of these local problems, the properties of the corresponding reconstruction operators stated in Theorem 2 are proved. Similar to Section 4, in Section 5 velocity reconstruction operators for lowest and higher order mini elements are defined solving local problems on vertex patches, and the properties of Theorem 2 are proved also in these cases. Section 6 presents several numerical examples for the incompressible Stokes equations in 2D and 3D that show that the pressure-robust Taylor-Hood and mini element variants can outperform clearly their classical counterparts in the best case, and are only slightly worse than the classical discretizations in the worst case. Section 7 serves as an Appendix where some properties of the Koszul complex in 3D are demonstrated.
Preliminaries.
We introduce some basic notation and assumptions. In this work we assume an open bounded domain Ω ⊂ R d with d = 2, 3 and a Lipschitz boundary Γ. On Ω we define a partition Ω = N T i=1 T i into sub-domains called elements T i which will be triangles and tetrahedrons in two and three dimensions respectively. We shall denote T as such a partition which fulfills a shape regular assumption, so all elements fulfill |T | diam(T ) d . Furthermore we call T quasi-uniform when all elements are essentially of the same size, i.e., there exists one global h such that h ≈ diam(T ), ∀T ∈ T , see for example [4] . The set of vertices is defined as V and for each vertex V ∈ V we define the vertex patch ω V and the corresponding triangulation T ω V as
and define the local mesh size h V := max{diam(T ) : T ∈ T ω V }. We define the polynomial spaces of order m on Ω as Π m (Ω) and on the triangulation as
and similar for ω V and T ω V . Furthermore we define the spaces
:
where tr and tr n denote the trace operators for H 1 (Ω) and H(div, Ω). We also define the L 2 projector on polynomials of order m as P m Ω , and the Oswald interpolator [35] or the averaging operator in [12] ) that maps discontinuous polynomials to continuous ones. Depending on the dimension we define the Koszul operator (see [2] ) for d = 2 with x = (x, y) and for d = 3 with x = (x, y, z) as
Furthermore we define the Curl operator for d = 2
In a similar way all the above introduced spaces and operators can be defines on ω V . In this work we use a b when there exists a constant c independent of a, b, m, h such that a ≤ cb 2. Continuous and discrete Stokes problems and the velocity reconstruction operator. The incompressible Stokes problem for a right hand side forc-
is given in weak formulation by [19] :
where the bilinear forms a :
Note that for the continuous Stokes problem holds the LBB condition
where β denotes the LBB constant. For the discretization of the continuous Stokes problem (2.1) by inf-sup stable mixed finite element methods [19, 4] we introduce conforming finite element spaces for the velocity V h ⊂ V and the pressure Q h ⊂ Q. We assume that for the pair V h × Q h of discrete spaces holds a discrete LBB condition (2.4) inf
We remind the reader that the discrete LBB condition implies the existence of a Fortin interpolator I F : V → V h such that for all v ∈ V and for all q h ∈ Q h holds (2.5)
where C F denotes the stability constant of the Fortin interpolator [19, 4] . Introducing the space of discrete divergence-free velocity functions
for all q h ∈ Q h }, the following lemma is a classical result by the theory of mixed finite element methods [19, 4] . Lemma 1. Let the finite element spaces V h and Q h fulfill the discrete LBB condition (2.4), then it holds for all
In the following we propose a non-standard discretization of the right hand side of the Stokes equations, in order to obtain pressure-robust velocity error estimates. Key is the definition of a velocity reconstruction operator in the spirit of [26, 27] that maps discrete divergence-free velocity test functions to exact divergence-free ones. The novelty of this contribution is that we define such reconstruction operators for mixed finite element methods, which possess only continuous discrete pressures. The most prominent examples of such mixed finite element methods are given by the Taylor-Hood element family and the mini element [19, 4] . From now on we focus on the Taylor-Hood element of order k ≥ 2 so
and give a detailed description for the mini element in Section 5. The velocity reconstruction operators
with some H(div)-conforming finite element space Σ h are defined by solving local problems on vertex patches. A precise definition is given in Section 4. We introduce the discrete space of scalar functions
and we assume that it holds Q h ⊂ Q h . The Oswald interpolator is now defined from S : Q h → Q h with the property
For the error estimates of the finite element method to be proposed, we use the following abstract properties of R h , which are summarized in the following theorem.
with data oscillation defined by |||g||| m :=
Remark 3. The data oscillation |||·||| m is similar to a estimation used for the analysis of adaptive methods, see for example [43, p. 60] . Note that for g ∈ H l (Ω) and a quasi-uniform triangulation T it follows using a scaling argument that
The discrete Stokes problem can now be defined by:
Remark 4. The stiffness matrix of the proposed discretization (2.13) is the same as for standard inf-sup stable mixed finite element methods. However, the discretization of the right hand side is non-standard. The main reason for this non-standard discretization is: for the continuous Stokes problem (2.1) it holds that (u, ψ) is the solution for arbitrary right hand sides of the form f = ∇ψ with ψ ∈ H 1 (Ω) R, i.e., irrotational forces f = ∇ψ lead to a no-flow velocity solution u = 0 [26, 27] . This is due to the L 2 orthogonality Ω ∇ψ · w dx = 0 for all w ∈ H 0 (div, Ω) with div w = 0. Similarly it holds u h = 0 for the discretization (2.13), since due to Theorem 2 discrete divergence-free velocity test functions are mapped to divergence-free ones [26, 27] .
3. Error estimation for the pressure-robust Stokes discretization. In this section, an a-priori error analysis is performed for the solution of the discrete Stokes problem (u h , p h ) in (2.13). The following lemma is needed to estimate the consistency error introduced due to the non-standard discretization of the right hand side in (2.13).
Proof. By calculating and applying (2.12), one obtains
the following a-priori errors hold
ii.
where it was used that div R h w h = 0 holds due to (2.11) and that thus ∇p and R h w h are orthogonal in L 2 . Using Lemma 5 and the Cauchy-Schwarz inequality yields
Therefore it holds
With the triangle inequality it follows
Applying Lemma 1 yields the first statement. ii) For proving the pressure error, one computes for an arbitrary
where (2.9) was used. Using the discrete LBB condition (2.4), one concludes
iii) The last statement follows by the triangle inequality.
Remark 7. The statement i) in Theorem 6 shows the pressure-robustness of the a-priori velocity error. Interesting is also statement ii) in Theorem 6. It shows that also the pressure error is pressure-robust in the sense that p h = SP Q h p up to an error, which is only velocity-dependent. Note that this is completely analogous to pressure-robust mixed methods with discontinuous pressures [28, 30, 6 ]. There, Q h and Q h coincide and p h is even the best approximation of p in Q h up to an error, which is also only velocity-dependent.
Proof. Follows by Theorem 3.1 and standard scaling arguments.
Remark 9. In order to increase the accuracy of the solution one may want to use a local refinement of the mesh T . This is indeed possible with the modified method due to local properties of the data oscillation.
Corollary 10. Under the assumptions of Theorem 6, Corollary 8 and the convexity of Ω it holds
Proof. The proof follows by an Aubin-Nitsche argument [4, 3, 32] . For an ar-
Extending the domain of definition of the reconstruction operator R h to V 0 one sees at once that it holds R h w = w for all w ∈ V 0 . Then, R h u g = u g and the arguments in [28] deliver the desired optimal pressure-robust L 2 -estimate.
4. Construction and analysis of the reconstruction operator.
4.1. Definition of the operators and spaces. In this section we define local problems on each vertex patch ω V and proof theorem 2. For an arbitrary vertex V ∈ V we start by defining the spaces
where RT k−1 is the Raviart-Thomas space of order k − 1 see [4] and [36] , and for k ≥ 3 using the Koszul operator also
Note that Q h consists of element-wise polynomials and Π k−3 (ω V ) are polynomials on the patch. Furthermore we have the property
We continue with the definition of the bilinearform B : Then we define for each V ∈ V T an operator P
by setting the coefficients as
where λ V is the barycentric coordinate function of the vertex V . Figure 1 In Figure 2 an example of a projected arbitraryq h ∈ Q h is given.
Remark 11. More complicated, but polynomial-robust bubble projectors are given in [41] and [14] . If this robustness is an issue, these operators could be used instead of P B V . 4.2. Definition of the local problem. On the vertex patch, we define the problem: For a given function div 
where σ V h was trivially extended by 0 on Ω, iii. and the solution is
Proof of existence, uniqueness and i. We start with the considered norms
In this part of the proof we use Σ h,0 as symbol for Σ h,0 (T ω V ) and similar for Q h (T ω V ) and W h (T ω V ). Next we define the bilinearforms
Using the Cauchy Schwarz inequality we see that a σ , b 1 and b 2 are all continuous
we show the existence and uniqueness of the saddle point problem (4.7) as in chapter 4 in [4] , so it remains to show the ellipticity of a σ (·, ·), i.e.
on the kernel
and the LBB condition with some β σ > 0 such that, for all (
For a function σ h in the kernel Σ 0 h,0 it holds in particular
and hence div σ h = 0, thus
This implies (4.11). To show (4.12) we will proceed in three steps. First we show the LBB condition for the bilinearform b 1 (·, ·) and then for b 2 (·, ·) by choosing proper candidates that do not destroy the first condition, and finally combine the two estimates. For b 1 (·, ·) we first show the LBB condition on the reference patch ω V and then on ω V . It should be mentioned that there exist different reference patches due to the number of elements that belong to a vertex, but for each triangulation T there exist a finite number of reference patches. We use the standard Raviart-Thomas interpolator I RT of order k − 1 (see [4] , or [11] ) that provides
Next we use the continuous Stokes LBB condition (2.3) to get
with β 1 > 0 that depends only of the shape and size of the triangles on the reference patch. To show the condition on ω V we recall the definition of the Piola transformation. Let F :T → T be the mapping of the reference triangle to an arbitrary element T . Then the Piola transformation is defined as
For an arbitrary ψ h we now chooseψ h = ψ h , and define σ 1 h := P(σ h ) forσ h that delivers the supremum of Equation (4.13). Standard scaling arguments yield
We continue with the LBB condition for b 2 (·, ·). We start with the case d = 3.
Choose an arbitrary
Furthermore, due to theorem 20, we can assume that div ξ h = 0. Now we define
where λ V is the hat function of the vertex V . Note that we have
Using integration by parts we get
Using basic vector calculus leads to
and so
On any T ⊂ T ω V the gradient of λ V is equivalent to the scaled normal vector n V on the face opposite to V , and one can see that −n V · ( x − V ) ≤ 0, what finally leads to
For the case d = 2 we proceed similar. For an arbitrary
Again it holds property (4.15) and we see
The rest is similar as before. Now we can show (4.12). For an arbitrary ψ h ∈ Q 0 h and µ h ∈ W h we choose the functions σ 
Using Young's inequality we have
As σ h Σ h,0 = σ
and thus (4.12) holds with
2β1(1+α) . Using the theory of saddle point problems, chapter 4 in [4] , Equation (4.7) has a unique and stable solution σ
so property (4.8) was shown.
Remark 13. In the first step of the above estimation the constant depends on the operator norms of P B V und S which are independent of h. For S we refer to [35] , [12] . For the P B V using the implementation given by the coefficients (4.2) the estimation is clear as λ Vi (x j ) ∈ (0, 1).
Proof of ii. and iii.. Now let c ∈ R be a constant on the patch, then the right hand side of Equation (4.7) reads as
in contrast to the restriction on Q 0 h (T ω V ). Using a trivial extension by 0 on Ω \ ω V we get (4.9). To show (4.10) we use a decomposition of the polynomial space of order k − 2 given by (4.18) see [2] , Equation (3.11) . Note that by the shift invariance of polynomial spaces, the origin of the Koszul operator κ can be set to an arbitrary point V . For an arbitrary
we get using the properties of the bubble projector (4.5) and the Oswald operator
we already know that the solution σ V h of (4.7) fulfills
and so it follows (4.10). For the case d = 2 the argument is the same.
4.3.
Definition of the reconstruction R h . Now we can define the reconstruction. For that we define the space
For a given w h ∈ V h and all V ∈ V let σ V h be the solution of Equation (4.7) on ω V extended by 0 on Ω \ ω V . Then we define the reconstruction as
Remark 14. Due to the zero normal trace of the solutions σ V h on the patches ω V the sum σ h is still normal continuous over facets thus σ h ∈ Σ h .
Proof of theorem 2. For an arbitraryq h ∈ Q h it holds using (4.9), (4.4) and the properties of the bubble projector (4.3)
By that it follows for an arbitrary
Finally, using (4.10) and (4.8) we get
The Reconstruction operator for the mini finite element method.
For the mini finite element method [1] the bubble enriched velocity spaces read
The definition of the mini element now reads as
As in the Taylor-Hood case we solve small problems on the vertex patch ω V but slightly change the right hand side and the polynomial orders. For that we define
So for a given function w h ∈ V h we have div
Note thatS now maps element-wise polynomials of degree k + d − 1 to continuous element-wise polynomials of order k.
Remark 15. This new operatorS can be seen as the Oswald operator S of order k applied to polynomials of higher degree.
Proof. The proof uses exactly the same arguments as the proof of theorem 12.
The reconstruction is defined as in (4.19).
Proposition 17. For the reconstruction operator R h defined by (4.19) holds
Proof. The proof uses exactly the same arguments as the proof of theorem 2. In Equation (4.20) it is important that the Oswald operator maps to Q h , which is the reason to replace S byS for the mini element.
Remark 18. The modified mini finite element method also fits in the abstract setting of Section 3, but here the consistency error is of order k + 1 due to (5.2), i.e.
Hence, also in case of the mini finite element methods, the pressure-dependent term from the classical estimate is replaced by a pressure-independent consistency error of the same order.
6. Numerical examples. In this section we give several numerical examples to validate and confirm the theoretical findings. As computational framework, including the implementation of the reconstruction operator R h , we used NGSolve (see [40] ) and the NGSpy interface. For all numerical examples we use unstructered, shape regular and quasi-uniform triangulations T generated by Netgen (see [39] ). Table 4 allows the same conclusions for the modified mini finite element method of lowest order.
To clearly see the consequences of pressure-robustness, Figure 3 shows the L 2 errors for different ν = 10 j for j = −8, . . . , 3 on three fixed meshes for the classical and the modified Taylor-Hood finite element method of order k = 2. There are several observations to make:
• For ν ≥ 1 the irrotational part in the right-hand side f is not larger than the divergence-free part. In this situation both methods deliver similar errors. Due to the additional consistency error, the errors of the modified method are a bit larger than the errors of the classical method. • For ν < 1 the irrotational part in the right-hand side f begins to dominate and so does the pressure-dependent term in the a priori error estimate. As predicted by these estimates, the errors of the classical Taylor-Hood finite element method deteriorate and scale with 1/ν. The modified Taylor-Hood method, due to its divergence-free test functions in the right-hand side, does not see the irrotational force and the errors are independent of ν.
• The transition point ν ≈ 1 where the error becomes pressure-dominated is the same on all three meshes. Hence, mesh refinement cannot heal this behaviour.
• The velocity error of the modified method is independent of ν, since u h is exactly the same for every ν by construction of the discretization. The pressure error however increases for large ν in both the unmodified and the modified method. This is consistent with the error estimate (3.1). For the mini finite element method the observations are almost identical. However, since the pressure space has the same order as the velocity space, the pressure- 
on the unit cube Ω = (0, 1) 3 for ν = 10 −3 . Table 5 lists the L 2 errors for the modified Taylor-Hood finite element method of order k = 2. Also in this 3D example the convergence rates are optimal.
Remark 19. For the ease of implementation in NGSolve we used Brezzi-DouglasMarini elements of order k (see [4] and [7] ) instead of the Raviart-Thomas elements of order k − 1 as basis for the H(div)-conforming spaces Σ h (T ) and the local spaces Σ h,0 (T ω V ). This does not affect the convergence order of the error. 2.986 Table 2 : Errors for the modified Taylor-Hood finite element method of order k = 3 in Section 6.1. 4.007 Table 3 : Errors for the modified Taylor-Hood finite element method of order k = 4 in Section 6.1.
6.3. Navier-Stokes for a 2D potential flow. This example studies a twodimensional potential flow for the harmonic potential χ := x 5 − 10x 3 y 2 + 5xy 4 . Note that χ is the real part of the analytic function z 5 (with z = x + iy). We look for the solution of the steady incompressible Navier-Stokes equations −ν∆u+(u·∇)u+∇p = 0, div u = 0 with inhomogeneous Dirichlet boundary conditions for ν = 0.1. The exact solution of the velocity is given by u = ∇χ and p = 664/63−25/2(x 2 +y 2 ) 4 , modelling the collision of five jets in the plane. For the construction and significance of potential flows the reader may consult [37] . For the nonlinear term holds (u · ∇)u = 1/2∇(u 2 ). Looking at the weak formulation of this term, it holds for all
This orthogonality may not hold in the discrete case, so similar as for the modified Stokes problem (2.13), a non-standard discretization of the nonlinear convection term is proposed that employs the reconstruction R h in the velocity test functions
In Tables 6 and 7 one can see the differences in the errors, when standard or nonstandard discretizations of the nonlinear convection term are used in case of TaylorHood elements of order k = 2, 3, 4 on two consecutive meshes with 352 and 1408 elements. Note that for k = 4 the exact solution satisfies u ∈ V h , but only for the non-standard discretization the velocity error vanishes. Similar to the Stokes example 6.1 we see that a mesh refinement does not heal the observed problems. Table 5 : Errors for the modified Taylor-Hood finite element method of order k = 2 in Section 6.2.
Appendix.
Theorem 20. For Ω ⊆ R 3 , V ∈ Ω and k ≥ 0 it holds {κ x−V (q 1 ) :
Proof. Without loss of generality we can set V = 0. For k = 0 there is nothing to prove. In the case k ≥ 1, for q 1 ∈ [Π k (Ω)] 3 we define q 2 := q 1 + xw with w ∈ Π k−1 (Ω). Note that κ x (q 2 ) = x × q 2 = x × q 1 + x × x =0 w = κ x (q 1 ), (7.1) and div q 2 = div(q 1 + xw) = div q 1 + div( x)w + x · ∇w = div q 1 + 3w + x · ∇w.
As we want to have div q 2 = 0, we have to solve the equation 3w + x · ∇w = − div q 1 . what leads to c ij = 0 ∀i, j and soŵ = 3w + x · ∇w = 0. By induction it follows w = 0. Therefore, we can solve equation (7.2) and for every q 1 we find a q 2 with div q 2 = 0 and due to (7.1) the theorem is shown.
