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Abstract
This paper proposes robust algorithms to deconvolve discrete noised signals and images.
The solutions are derived as linear combinations of spline wavelet packets that minimize some
parameterized quadratic functionals. Parameters choice, which is performed automatically,
determines the trade-o between the regularity of the solution and the approximation of the
initial data. The technique, which is called Spline Harmonic Analysis, provides a unied
computational scheme for design of orthonormal spline wavelet packets, fast implementation
of the algorithm and an explicit representation of the solutions. The presented algorithm
provides stable solutions that approximates the original objects with high accuracy.
1 Introduction
Deconvolution is a required operation in many signal processing applications such as system iden-
tication, spectroscopy, seismic processing, image deblurring, to name a few. This is an active area
of research with many publications. No universal algorithm has been developed so far. The reason
lies in a diversity of applications and in the intrinsic ill-posedness of the problem. The ill-posedness
of the problem stems from the fact that direct convolution of a signal (in applications convolution
means measuring a signal by an instrument, transmission through a channel, propagation of a seis-
mic signal through the earth, observation of a distant or small object through an optical device)
results in smoothing. Measurements of the convolved signal are typically available in a discrete set
1of points and comprise errors. Thus, a straightforward inversion of the convolution operator leads
to an amplication of these errors. Therefore, this inversion is far from being stable and robust. A
number of approaches have been suggested to overcome this instability starting from the classical
work by Wiener [21]. Recently, wavelet based methods were presented [6, 5, 10]. However, by now,
most ecient deconvolution algorithms are based on the Tikhonov regularization method [17, 18]
and related schemes [15, 12]. Wavelets and regularization methods were combined in [14].
Naturally, in problems where the convolution is involved, the Fourier transform is widely used.
However, in signal processing applications, some contradiction exists between continuous convolu-
tion, which physical devices produce, and the discreteness of the processed data. Spline functions
enable to overcome this contradiction by mapping the discrete data into spaces of smooth func-
tions. An additional advantage of using splines for deconvolution application lies in their abilities
to eectively control the smoothness of the solution. The Spline Harmonic Analysis (SHA) tech-
nique, which was developed in [23, 26], combines the approximation abilities of splines with the
computational strength of the Fast Fourier transform. The SHA perfectly matches the solution of
convolution-related problems. In addition, this harmonic analysis appears useful for the construc-
tion of wavelet transforms in spline spaces [26, 1]. A non-periodic version of this harmonic analysis
was presented in [27, 28].
A fast spline-based algorithm for solving the convolution integral equation based on Tikhonov
regularization was presented in [2]. According to the Tikhonov regularization methodology, the
approximate solution is derived as a minimizer of a parameterized functional consisting of two
components. One is the discrepancy functional, which measures the approximation of the available
data. The other is the stabilizer, which controls the regularity of the solution. The numerical
regularization parameter provides a trade-o between the approximation and the regularity. The
parameter is derived automatically. Its value depends on the relative shares of the coherent signal
and the noise in the available data.
The shares of the coherent signal and the noise in dierent frequency components of the data
is dierent. To take this into account, we propose to solve the convolution equation separately
in dierent frequency bands, while the regularization parameters are to be found according the
signal-to-noise ratio in each band. This approach signicantly extends the adaptation abilities
and the robustness of the method. Practically, this scheme is implemented via the application of
the orthonormal spline wavelet packets. These wavelet packets, which are constructed using the
SHA, provide a split of the frequency domain of a signal or an image into a set of bands whose
overlap is minimal. The Best Basis methodology [7, 20] enables to nd an optimal partition of
the frequency domain for the given signal or the image. The SHA provides a unied convolution-
tailored computational framework for the design of wavelet packets, selection of the Best Basis, fast
2implementation of the solution and automatic choices of the parameters in dierent wavelet packet
subspaces. The solutions are explicitly represented by splines. Their values at the integer grid
points are calculated by application of the inverse fast Fourier transform (FFT), while the values
at diadic or triadic rational points can be calculated using fast subdivision algorithms [29, 30].
Together with the general problem of restoration of the signal (image), which was subjected to
convolution and corrupted by noise, the presented algorithm eciently handles two extreme cases:
the pure deconvolution when noise does not present and denoising when the convolution is not
applied.
The paper is organized as follows. In Section 2, we formulate the problems to be solved and
provide some needed facts about periodic splines and outline the SHA. The standard Tikhonov
scheme of approximate solution of the convolution equation in one and two dimensions is described
in Section 3. In Section 4, we construct the spline wavelet packets. The algorithm for solution
of the one-dimensional convolution equation in the separate wavelet packet subspaces is given
in Section 5. Section 6 does the same for the two-dimensional convolution equation. Numerical
results from the experiments on images deconvolution and denoising are given in Section 7.
2 Preliminaries
2.1 Notation and formulation of the problems
The one-dimensional convolution equation is g(x) =
R 1
 1 h(x   s)f(s)ds: Here f is an unknown
sought after function, h is the kernel and g is the given data function. If the functions h and g are
compactly supported then, necessarily, the unknown function f has a compact support as well.
In this case, the deconvolution problem can be reduced to nding an N-periodic solution of the
equation
g(x) = h(x) ? f(x) =
Z N
0
h(x   y)f(y)dy; (2.1)
where the the unknown function f(x), the blurring kernel h(x) and the data function g(x) are
N-periodic. If h(x) 2 Cl and f(x) 2 Cm then g(x) 2 Cl+m+1.
In most practical situations, the available data is being sampled on the grid fxkg. These samples
are corrupted by a random noise e = fekg. Then, only approximated solutions are possible. We
assume that the grid is uniform fxk = kg. Let N = 2j (j 2 N) be the number of nodes on the grid.
Denote g = fg(k)g
N 1
k=0 , h = fh(k)g
N 1
k=0 and z = g + e: The two-dimensional periodic convolution
equation is dened as
g(x;y) = h(x;y) ? f(x;y)
 =
Z N
0
Z N
0
h(x   s;y   t)f(s;t)dsdt; (2.2)
3where the the unknown function f(x;y), the blurring kernel h(x;y) and the data function g(x;y)
are N-periodic. In two-dimensional case, the term periodic means N-periodicity in both directions.
We assume that the kernel h and the data function g have continuous derivatives in both
directions. We assume that the data is sampled on the grid f(k;n)g. The samples are corrupted
by a random noise e = fek;ng. In addition, we assume that only samples from the periodic kernel
h on the grid f(k;n)g are known. Thus, we have at our disposal N-periodic arrays z and h such
that z = fzk;ng = fg(k;n) + ek;ng , h
 = fh(k;n)g and k;n = 0;:::;N   1.
In the sequel, !
 = e2i=N. The Discrete Fourier Transform (DFT) of a vector a
 = fakg
N 1
k=0
and its inverse (IDFT) are ^ a(n)
 =
PN 1
k=0 ! nkak; and ak = N 1 PN 1
n=0 !nk^ a(n), respectively.
The circular discrete convolution c
 = fckg
N 1
k=0 of N-periodic signals a
 = fakg and b
 = fbkg is
c = a  b () ck =
PN 1
l=0 ak lbl;. Then, the DFT of the convolution is ^ c(n) = ^ a(n)^ b(n).
The 2D direct and inverse DFTs of an array a
 = fak;ng are ^ a(;)
 =
PN 1
k;n=0 ! k n ak;n; ak;n =
N 2 PN 1
;=0 !k+n ^ a(;), respectively. The circular discrete convolution c
 = fck;ng of periodic
arrays a and b
 = fbk;ng and its DFT are linked by c = a  b () ck;n =
PN 1
l;m=0 ak l;n m bl;m ()
^ c(;) = ^ a(;)^ b(;):
We propose to nd approximated solutions of Eqs. (2.1) and (2.2) as the linear combinations of
1D and 2D periodic spline wavelet packets, respectively. For this, we utilized the Spline Harmonic
Analysis (SHA), which provides explicit construction of wavelet packets with a fast implementation
of the algorithm.
2.2 Outline of SHA
2.2.1 Periodic splines
The centered B-splines of rst order on the grids f2rkg; r = 0;1;2:::; are
g 1B
r(x)
 = 2
 r g 1B
0(2
 rx) =
8
<
:
2 r; x 2 [ 2r 1;2r 1];
0; otherwize:
They are the dilations of the B-spline 1 ~ B0(x), which is related to the grid fkg. The periodization
of the spline 1B
r(x)
 =
P
l2Z
g 1B
r(x+lN) is called the N-periodic B-spline of rst order on the grid
f2rkg. The Fourier expansion of the B-spline is:
1B
r(x) =
1
N
1 X
n= 1
Cn(
1B
r)e
2inx=N; Cn(
1B
r)
 =
Z N
0
e
 2inx=N 1B
r(x)dx =
sin(2rn=N)
2rn=N
:
The periodic B-spline of order p is dened via the iterated circular convolution
pBr(x)
 = 1B
r(x) ? p 1B
r(x). Respectively, its Fourier coecients are
Cn(
pB
r) =
 
Cn(
1B
r)
p ()
pB
r(x) =
1
N
1 X
n= 1

sin(2rn=N)
2rn=N
p
e
2inx=N:
4The B-spline pB
r(x) is symmetric about zero and non-negative. Its support (up to periodization)
is ( 2r 1p;2r 1p). The spline pB
r(x) consists of pieces of polynomials of degree p   1 that are
linked to each other at the nodes f2r (k + p=2)g such that pB
r(x) belongs to the space Cp 2.
Throughout the paper, we assume that the splines orders are even. Thus, the nodes coincide
with the grid points. The denition of pB
r(x) implies that
pB
r ?
mB
r(x) =
p+mB
r(x) 2 C
p+m 2: (2.3)
Translations of B-spline pB
r(x) form a basis in the space of N-periodic splines of order p,
which have the nodes on the grid f2rkg. We denote this space by pSr;0. For brevity, we denote
by pS
 = pS0;0 the space of splines, which have the nodes on the grid fkg. Obviously, pSr;0 
pSr 1;0  :::  pS. A spline pS
r(x) 2 pSr;0 and its Fourier coecients are
pS
r(x) =
N=2r 1 X
k=0
qk
pB
r (x   2
rk); Cn(
pS
r) = ^ q(n)Cn(
pB
r) = ^ q(n)

sin(2rn=N)
2rn=N
p
; (2.4)
^ q(n)
 =
N=2r 1 X
k=0
!
 2rknqk; qk =
2r
N
N=2r 1 X
n=0
!
2rkn b q(n); k;n = 0;1;:::;N=2
N=2r 1   1: (2.5)
It follows from (2.3) that the convolution of two periodic splines
pS
r
1 ?
mS
r
2(x) =
p+mS
r
3(x) 2
p+mS
r;0  C
p+m 2 (2.6)
is a spline, whose order is equal to the sum of the orders of the convolved splines.
2.2.2 Exponential splines
There exist orthogonal bases in the spaces pS
r;0 of periodic splines, which resemble the Fourier
basis of the space of periodic functions consisting of complex exponential functions. From now
on, when there is no confusion, the indicator of order p will be omitted. Therefore, the notation
Sr(x) 2 pSr;0 means the N-periodic spline of order p on the grid f2rkg.
Assume that a spline Sr(x) 2 pSr;0 is represented as in Eq. (2.4). After substituting (2.5) into
(2.4) we get:
S
r(x) =
N=2r 1 X
k=0
B
r(x   2
rk)
2r
N
N=2r 1 X
n=0
!
2rnk^ q(n) =
2r
N
N=2r 1 X
n=0
n
p
r;0
n (x); (2.7)
where the exponential splines r;0
n (x) are dened as:
p
r;0
n (x)
 =
N=2r 1 X
k=0
!
2rnk pB
r(x   2
rk) =
N=2r 1 X
k=0
!
 2rnk pB
r(x + 2
rk) (2.8)
5and the coordinates n = b q(n).
The functions r;0
n (x) are the N-periodic splines from the space pS
r;0  pS
0;0, whose coecients
in the B-spline basis are

!2rnk	
. The spline sequence fr;0
n (x)g is 2 rN-periodic with respect to
n. Thus, the spline r;0
n (x) can be interpreted as a periodic version of the Zak Transform ([11, 22])
of the B-spline Br(x). The non-periodic exponential splines were introduced by Schoenberg [16],
p.17.
The Fourier coecients of exponential splines are calculated using Eqs. (2.4) and (2.8):
Cm(
r;0
n ) = Cm(B
r)
N=2r 1 X
k=0
!
2rk(m n) = 2
 rN
n
m(mod N=2
r)
sin(2rm=N)
2rm=N
p
; (2.9)
where n
m is the Kronecker delta. Then, the Fourier series expansion of r;0
n (x) is:

r;0
n (x) =
1
N
1 X
m= 1
e
2imx=NCm(
r;0
n ) = 2
 r
1 X
m= 1
e
2i(n=N+2 rm)x

sin(2rn=N + m)
(2rn=N + m)
p
=
(sin(2rn=N))
p
2r
1 X
m= 1
!
(n+2 rmN)x

1
(2rn=N + m)
p
: (2.10)
For further use, we single out the sequence
pu
r
n
 =
p
r;0
n (0) =
N=2r 1 X
k=0
!
 2rnk pB
r(2
rk) =
sinp(2rn=N)
2r
1 X
m= 1

1
(2rn=N + m)
p
(2.11)
=
sinp(2rn=N)
2r ((2rn=N))
p + O(n
 p);
which can be explicitly calculated by applying the DFT to the samples of the B-splines.
The sequences pur
n are 2 rN-periodic and strictly positive. Their maxima, which are equal to 1,
are attained at fk2 rNg
1
k= 1. At the interval [0;2 rN], they are symmetric about 2 rN=2 where
they reach their minimum.
2.2.3 Properties of exponential splines
We list some properties of exponential splines, which are needed for the deconvolution algorithm
implementation.
Orthogonality: The exponential splines fr;0
n g
N=2r 1
n=0 form an orthogonal basis for the space pS
r.
Proof: Equation (2.7) implies that the set fr;0
n g
N=2r 1
n=0 form a basis for the space pS
r.
It follows from Eq.(2.9) and the Parseval's identity that the inner product of the splines
6r;0
n 2 pS
r and 
r;0
l 2 qS
r
h
p
r;0
n ;
q
r;0
l i =
Z N
0
p
r;0
n (x) q
r;0
l (x)dx =
1
N
1 X
m= 1
Cm(
p
r;0
n ) Cm(q
r;0
l )
= 
n
l N
(sin(2rn=N))
p+q
22r
1 X
m= 1

1
(2rn=N + m)
p+q
= 
n
l 2
 r N
p+qu
r
n
=) k
p
r;0
n k
2 = 2
 rN
2pu
r
n: (2.12)
Similarly, for the derivatives we have
h
 p
r;0
n
(s)
;
 q
r;0
l
(s)
i =
1
N
1 X
m= 1
(2m=N)
2s Cm(
p
r;0
n ) Cm(q
r;0
l )
= 
n
l N (2sin(2
rn=N))
2s (sin(2rn=N))
p+q 2s
22r(1+s)
1 X
m= 1

1
(2rn=N + m)
p+q 2s
= 
n
l
N
2r(1+2s) (w
r
n)
2s p+q 2su
r
n
=) k
 p
r;0
n
(s)
k
2 =
N
2r(1+2s) (w
r
n)
2s 2p 2su
r
n; w
r
n
 = 2sin
2rn
N
: (2.13)
Shift: The splines r;0
n (x) are the eigenvectors of the shift operator.
Proof:

r;0
n (x + 2
rd) =
N=2r 1 X
k=0
!
 2rnkB
p(x + 2
r(d + k)) = !
2rnd 
r;0
n (x);d 2 Z: (2.14)
Convolution: The convolution of two exponential splines is an exponential spline:
p
r;0
n ?
q
r;0
l = 
l
n
p+q
r;0
n : (2.15)
Proof: If f(x) and h(x) are N-periodic functions and g(x) = f(x) ? h(x) then
Cn(g) = Cn(f)  Cn(h): This property, together with Eq. (2.9), imply Eq. (2.15).
Interpolation: Exponential splines interpolate exponential functions at grid points.
Proof: From Eq.(2.14), we get:

r;0
n (2
rk) = !
2rnk 
r;0
n (0) =)
1
pur
n

r;0
n (2
rk) = e
2r+1ink=N:
This property highlights the relationship between exponential functions and exponential
splines.
72.2.4 Representation of periodic splines by exponential splines basis
It follows from Eq. (2.7) that any spline pS
r 2 pS
r;0 can be expanded via the orthogonal basis
pS
r(x) =
2r
N
N=2r 1 X
n=0
n
p
r;0
n (x); n
 = ^ q(n): (2.16)
This expansion imposes a specic form of harmonic analysis methodology onto the spline space,
where the exponential splines fp
r;0
n g
N 1
n=0 act as harmonics and the coordinates fng act as the
Fourier coecients. Originally, this construction, which is called SHA, was presented in its -
nal form in [26] but some of its components were exposed in [23] and [24]. Usage of the SHA
signicantly simplies many operations on splines. We describe some of these operations.
Parseval identities: Let the spline pS 2 pS be represented as in Eq.(2.16) and
qS
r(x) =
2r
N
N=2r 1 X
l
l
q
r;0
l (x) 2
qS
r;0: (2.17)
Then, from Eqs. (2.12) and (2.13), we get:
h
pS
r;
qS
ri =
22r
N2
N=2r 1 X
n;l
nlh
p
r;0
n ;
q
r;0
l i =
2r
N
N=2r 1 X
n=0
nn
p+qu
r
n;
k
pS
rk
2 =
2r
N
N=2r 1 X
n=0
jnj
2 2pu
r
n; k(
pS
r)
(s)k
2 =
2r(1 2s)
N
N=2r 1 X
n=0
2(p s)u
r
n(w
r
n)
2sjnj
2: (2.18)
Convolution: From Eq.(2.15), we have
pS
r ?
qS
r(x) =
22r
N2
N=2r 1 X
n;l
nl
p
r;0
n ?
q
r;0
l (x) =
2r
N
N=2r 1 X
n=0
nn
p+q
r;0
n (x) 2
p+qS
r;0: (2.19)
Interpolation: Assume that the spline pS
r(x) interpolates the data fzkg on the grid f2rkg. Then,
by using Eq. (2.14), we get:
pS
r(2
rk) =
2r
N
N=2r 1 X
n=0
n 
r;0
n (2
rk) = zk ()
2r
N
N=2r 1 X
n=0
n!
2rkn pu
r
n = zk () n =
^ z(n)
pur
n
:
(2.20)
Remark 2.1. If a spline S(x) 2 pS is represented as S(x) = N 1 Pj
n n0;0
n (x); then its
values at the grid points fkg S(k) = N 1 Pj
n n!kn pun are calculated by the inverse DFT.
The values at the dyadic f2 rkg or the triadic f3 rkg rational points are calculated using
fast subdivision algorithms [29, 30].
8Orthonormal basis: By normalizing the splines fpr;0
n g , we obtain the orthonormal basis fpr;0
n g
of pSr;0. Equation (2.14) implies that
pS
r(x) =
2r
N
N=2r 1 X
n=0
n
p
r;0
n (x) =
r
2r
N
N=2r 1 X
n=0

r;0
n
p
r;0
n (x); (2.21)
p
r;0
n (x)
 =
s
2r
N 2pur
n
p
r;0
n (x); 
r;0
n = n
p
2pur
n:
Denition 2.1. The coordinates fng
N 1
n=0 in the expansion S(x) = N 1=2 PN 1
n=0 n0;0
n (x) over
the orthonormal basis f0;0
n (x)g of the space pS0;0, are called the  SHA spectrum of this spline.
2.2.5 Exponential splines - 2D case
The 2D B-spline is dened as product of 1D B-splines p;qBr(x;y) = pB
r(x) qB
r(y): Similarly, we
can dene the N-periodic 2D exponential splines p;qr;0
;(x;y)
 = pr;0
 (x) qr;0
 (y): 2D splines are
dened as linear combinations of the 2D basis splines
p;qS
r;0(x;y)
 =
N=2r 1 X
k;n=0
sk;n B
p(x   2
rk)B
q(y   2
rn) =
22r
N2
N=2r 1 X
;
;
p;q;(x;y); (2.22)
; = ^ s(;) =
N=2r 1 X
k;n=0
!
 k n sk;n; sk;n =
22r
N2
N=2r 1 X
;
!
k+n ;:
The spaces of 2D splines p;qSr;0(x;y) are denoted by p;qS
r;0. The splines p;qr;0 form an orthog-
onal basis of p;qS
r;0. Extension of the SHA to 2D spline spaces is straightforward. In particular,
Parseval identities:
k(
p;qS
r;0)
(s;t)
x;y k
2 =
2r(2 2s 2t)
N2
N=2r 1 X
;
2(p s)u
r

2(p t)u
r
 (w
r
)
2s (w
r
)
2tj;j
2; w
r
n
 = 2sin
2rn
N
:
(2.23)
Convolution: Let
~ p;~ qS
r;0(x;y) =
22r
N2
N=2r 1 X
;
; ;(x;y) 2
~ p;~ qS
r;0: (2.24)
Then the convolution
p;qS
r;0 ?
~ p;~ qS
r;0(x;y) =
22r
N2
N=2r 1 X
;
;;
(p+~ p);(q+~ q)
r;0
;(x;y) 2
(p+~ p);(q+~ q)S
r;0
;
p;qS
r;0 ?
~ p;~ qS
r;0(k;n) =
22r
N2
N=2r 1 X
;
!
2r(k+n);;
p+~ pu
r

q+~ qu
r
: (2.25)
9Orthonormal basis: Similarly to 1D case, we can dene an orthonormal basis for p;qS
r;0:
p;qS
r;0(x;y) =
22r
N2
N=2r 1 X
;
;
p;q
r;0
;(x;y) =
2r
N
N=2r 1 X
;
;
p;q
r;0
;(x;y);
p;q
r;0
;(x;y)
 =
2r
N
p
2pur

2qur

p;q
r;0
;(x;y); ; = 
r;0
;
p
2pur

2qur
 ;: (2.26)
3 Regularized spline solution to the convolution equation
(Tikhonov solution)
In this section, we briey outline a scheme, which is based on Tikhonov regularization, of spline
approximation to the solution of Eq. (2.1). This scheme is presented in full details in [2]. In
addition, the convergence of the approximate solution to the exact one is analyzed in [2].
3.1 One-dimensional case
In this section, we operate with splines, dened on the grid fkg, and use the notations Sp; p
n(x)
and up
n that stand for pS
0;0; p
0;0
n (x) and pu0
n, respectively.
Given a sampled data array z = fzkg and a kernel data array h = fh(k)g, we start with the
construction of the spline (x) = N 1 PN 1
n=0 n q
n(x) 2 Sq; n = ^ h(n)=uq
n; which interpolates
the kernel h(x) on the grid fkg.
We approximate the solution to Eq. (2.1) by the spline from Sp. Dene the functional J(S)
 =
I(S) + E(S), where I(S)
 = kS0k2; E(S)
 =
Pj
i ( ? S(i)   zi)
2 and  is a numerical parameter.
The spline
S
p
(x) =
1
N
j X
n
n()
p
n(x); n() =
n^ z(n) up+q
n
An()
; where
An()
 = Dn +
 
jnj u
p+q
n
2 ; Dn
 =

2sin
n
N
2
u
2(p 1)
n ; (3.1)
minimizes the functional J(S).
Assume we are able to estimate the variance var(e) = "2 of the error vector. We derive the
regularization parameter  from the solution of the following problem.
Problem FRP: Among the splines S dened in Eq. (3.1), nd a spline S(") that minimizes
the functional I(S) under the constraint E(S)=N  "2:
10Loosely speaking, we are looking for the \most regular" spline among the splines S, for which
the standard deviation of the vector f ? S(i)g from the data vector z does not exceed the standard
deviation of the vector z from the exact data vector g = fg(i)g.
Denote e()
 = E(S)=N. It can happen that some coordinates n of the interpolatory spline
 are zero. Then, denote by  the set of indices where n = 0. If  is not empty then denote
(z)
 = N 2 P
n2 j^ z(n)j2. It follows from Eq. (3.1) that
e() =
1
N2
X
n

Dnj^ z(n)j
An()
2
=
1
N2
X
n= 2

Dnj^ z(n)j
An()
2
+ (z):
The function e() grows strictly monotonically while e(0) = (z) and lim!1 e() = N 1kzk2.
On the other hand, the function
i()
 = I(S) =
X
n= 2
Dnjn ^ z(n)j2
 
Dn + (jnju
p+r
n )22
decays strictly monotonically while lim!1 i() = 0.
Hence, it follows that, if N 1kzk > " then Problem FR has a unique solution S(")(x) 2 pS,
where the value of the parameter (") is derived from the equation
~ e()
 =
1
N2
X
n= 2

Dnj^ z(n)j
An()
2
= ~ "
2; ~ "
2  = "
2   N
 2 X
n2
jz(n)j
2: (3.2)
Note that ~ "2 is the variance evaluation of the \ltered" errors vector
~ e
 = f~ ekg
N 1
k=0 ; ~ ek =
1
N
X
n= 2
!
kn^ e(n): (3.3)
3.2 Two-dimensional case
Assume z = fzk;ng and h = fh(k;ng
N 1
k;n=0 are available data arrays. For simplicity, from now on,
we assume that x and y components of the 2D splines have the same order. Thus, p
;(x;y) will
stand for p(x)p(y) and Sp(x;y) will stand for p;pS(x;y) 2 p;pS.
Assume that (x;y) = N 2 Pj
~ ;~  ~ ;~ 
q
~ ;~ (x;y) 2 q;qS; ~ ;~  = ^ h(;)=(uq
 uq
); is the spline,
which interpolates the sampled kernel h.
Like in the 1D case, we approximate the solution of the deconvolution problem by the spline
Sp
(x;y) 2 pS, which minimizes the functional J(S)
 = I(S) + E(S), where I(S)
 = kS0
xk2 +
kS0
yk2; E(S)
 =
PN 1
k;n=0 (S ? (k;n)   zk;n)
2 : Using Eqs. (2.23){(2.25), we derive the solution to
the minimization problem
S
p
(x;y) =
1
N2
j X
;
;()
p
;(x;y); ;() =
;^ z(;)up+q
 up+q

A;()
;
A;()
 = D; + (j;ju
p+q
 u
p+q
 )
2; D;
 = w
2
 u
2(p 1)
 u
2p
 + w
2
 u
2p
 u
2(p 1)
 :
11Selection of the regularization parameter  is similar to the 1D case. We derive it from the
equation N 2E(pS) = "2, where "2  = N 2 P
k;n e2
k;n is the variance's estimate of the zero-mean
error array. This equation is equivalent to
X
;= 2

D;j^ z(;)j
A;()
2
+ (z) = "
2;
where  is the set of indices f;g such that ; = 0, and (z)
 =
P
(;)2 jz(;)j2.
Remark The regularization parameter  provides a trade-o between the approximation of the
available data z and the regularity of the solution. The value of  is determined by the relative
contributions of the coherent signal and of noise into the data z. These contributions are dierent
in dierent frequency bands. Therefore, we gain better adaptivity of the algorithm if the values
of the parameter  are derived dierently for dierent frequency bands. This can be eciently
implemented by introducing the spline wavelet packets.
4 Construction of the spline wavelet packets
We construct wavelet packets using the SHA technique, which was presented in section 2. The
wavelet packets to be constructed are symmetric and well localized in both time and frequency
domains. Orthogonality relations between groups of wavelet packets exist. In addition, the SHA
technique simplies the operations on these objects, especially operations related to convolution.
The construction is based on the relations between the basis splines r;0
n and q;0
n from the spline
spaces of dierent resolution scales.
4.1 Split of the spline space
4.1.1 Two-scale relations
The spline space pSr;0 is a subspace of pSr 1;0. Therefore, the basic splines fr;0
n (x)g can be
expressed via the splines


r 1;0
l (x)
	
.
Theorem 4.1. The two-scale relation

r;0
n (x) = a
r 1;0
n 
r 1;0
n (x) + a
r 1;0
n+2 rN
r 1;0
n+2 rN(x) (4.1)
holds for n = 0;1;:::;2 rN   1, where ar 1;0
n
 = 1=2cosp(2r 1n=N).
12Proof: From the separation of even and odd terms in the Fourier series in Eq. (2.10), we get:

r;0
n (x) =
1
2r
1 X
m= 1
e
2i(n=N+2 r+1m)x

sin2(2r 1n=N + m)
2(2r 1n=N + m)
p
+
1
2r
1 X
m= 1
e
2i((n+2 rN)=N+2 r+1m)x

sin2(2r 1(n + 2 rN)=N + m)
2(2r 1(n + 2 rN)=N + m)
p
=
(cos(2r 1n=N))
p
2r
1 X
m= 1
e
2i(n=N+2 r+1m)x

sin(2r 1n=N + m)
(2r 1n=N + m)
p
+
(cos(2r 1(n + 2 rN)=N))
p
2r
1 X
m= 1
e
2i((n+2 rN)=N+2 r+1m)x

sin(2r 1(n + 2 rN)=N + m)
(2r 1(n + 2 rN)=N + m)
p
:
Comparison between the last equation and Eq. (2.10) leads us to Eq. (4.1).
Corollary 1. The two-scale relation

r;0
n (x) = b
r 1;0
n 
r 1;0
n (x) + b
r 1;0
n+2 rN
r 1;0
n+2 rN(x); b
r 1;0
n
 = 2
 1=2 pG
r
n cos
p

2r 1n
N

; (4.2)
pG
r
n
 =
s
2pur 1
n
2pur
n
(4.3)
for the normalized exponential splines holds for n = 0;1;:::;2 rN   1.
The norms of the splines r;0
n and r 1;0
n are equal to one. Hence, we have
 
b
r 1;0
n
2 +
 
b
r 1;0
n+2 rN
2
= 1; n = 0;1;:::;2
 rN   1: (4.4)
Denote by pSr;1 the orthogonal complement to pSr;0 in the space pSr 1;0. We construct an or-
thonormal basis that characterizes pSr;1. Dene the splines

r;1
n (x) = b
r 1;1
n 
r 1;0
n (x) + b
r 1;1
n+2 rN
r 1;0
n+2 rN(x);
b
r 1;1
n
 = !
2r 1nb
r 1;0
n+2 rN = 2
 1=2!
2r 1n pG
r
n+2 rN sin
p

2r 1n
N

(4.5)
Proposition 4.1. The set of splines fr;1
n (x)g
2 rN 1
n=0 forms an orthonormal basis for the space
pS
r;1.
Proof: The orthogonality of the splines fr 1;0
n (x)g
N=2r 1 1
n=0 results in the orthogonality of r;1
n (x)
to each 
r;0
l (x) 2 pS
r;0 and, when n 6= l, to 
r;1
l (x) 2 pS
r;1. Due to Eq. (4.4), the squared norms
kr;1
n k
2 =
 
b
r;0
n+2 rN
2
+ (br;0
n )
2 = 1. It remains to establish the orthogonality relation between
r;1
n (x) and r;0
n (x). From Eqs. (4.2) and (4.5), we have:



r;1
n 
r;0
n

= b
r 1;1
n b
r 1;0
n + b
r 1;1
n+2 rN b
r 1;0
n+2 rN = !
2r 1n  
b
r 1;0
n+2 rN b
r 1;0
n   b
r 1;0
n+2 rN b
r 1;0
n

= 0: (4.6)
13Proposition 4.2. The splines r;l
n (x) are the eigenvectors of the shift operator

r;l
n (x + 2
rk) = !
2rnk 
r;l
n (x); d = 0;:::;2
 rN   1: (4.7)
Proof: At the initial scale, we have from Eq. (2.14) that 0;0
n (x + k) = !kn 0;0
n (x). At the rst
scale for l = 0;1

1;l
n (x + 2k) = b
1;l
n 
0;0
n (x + 2k) + b
1;l
n+N=2
0;0
n+N=2(x + 2k) = !
2kn 
1;l
n (x):
For r > 1, Eq. (4.7) is derived by induction.
Note that the union fr;0
n (x)g
S
fr;1
n (x)g; n = 0;:::;2 rN   1; forms an orthonormal basis
for the entire space pSr 1;0.
4.1.2 Rened split of the spline space into orthogonal subspaces
The spline space pSr 1;0 is split into the orthogonal sum pSr 1;0 = pSr;0 L pSr;1. If r > 1,
we can apply a similar procedure to the space pSr 1;1. As a result, we get the decomposition
pSr 1;1 = pSr;2 L pSr;3. In general, the space pSr 1;l is decomposed into the orthogonal sum
pSr 1;l = pSr;2l L pSr;2l+1 by the following procedure. Assume that the set of exponential splines

r 1;l
n (x)
	N=2r 1 1
n forms an orthonormal basis of the space pSr 1;l. We construct a new orthonor-
mal basis that consists of two dierent blocks, which are orthogonal to each other, using the
coecients br 1;0
n and br 1;1
n dened in Eqs. (4.2) and (4.5).
Dene two sets of orthonormal splines using the coecients br 1;l
n dened in Eqs. (4.2) and
(4.5):

r;2l+m
n (x) = b
r 1;l
n 
r 1;l
n (x) + b
r 1;l
n+2 rN 
r 1;l
n+2 rN(x); m = 0;1; n = 0;:::;2
 rN   1:
Denote by pSr;2l and pSr;2l+1 the linear hulls of the orthonormal systems

r;2l
n (x)
	2 rN 1
n=0 and

r;2l+1
n (x)
	2 rN 1
n=0 , respectively. Their mutual orthogonality is established similarly to Proposition
4.1. Thus, pSr 1;l = pSr;2l L pSr;2l+1 and the union

r;2l
n (x)
	S
r;2l+1
n (x)
	
; n = 0;:::;2 rN 1;
forms its orthonormal basis.
Consequently, the spline space pS can be decomposed into a series of orthogonal sums
pS =
pS
1;0 M
pS
1;1 =
pS
2;0 M
pS
2;1 M
pS
2;2 M
pS
2;3 = ::: =
2r 1 M
l=0
pS
r;l: (4.8)
144.2 Transforms of the spline's coordinates
Let a spline S(x) 2 pSr 1;l be represented by
S (x) =
r
2r 1
N
N=2r 1 1 X
n=0

r 1;l
n 
r 1;l
n (x) =
r
2r
N
N=2r 1 X
n=0

r;2l
n 
r;2l
n (x) +
r
2r
N
N=2r 1 X
n=0

r;2l+1
n 
r;2l+1
n (x):
The inner products for m = 0;1, n = 0;1;:::;N=2r   1 are


S;
r;2l+m
n

=
r
2r
N

r;2l+m
n =
D
S;b
r 1;m
n 
r 1;l
n + b
r 1;m
n+2 rN 
r 1;l
n+2 rN
E
=
r
2r 1
N

b
r 1;m
n 
r 1;l
n + b
r 1;m
n+2 rN 
r 1;l
n+2 rN

=) 
r;2l+m
n =
r
1
2

b
r 1;m
n 
r 1;l
n + b
r 1;m
n+2 rN 
r 1;l
n+2 rN

: (4.9)
Denote for n = 0;1;:::;N=2r   1
e B
r 1
n
 =
0
@ br 1;0
n b
r 1;0
n+2 rN
br 1;1
n b
r 1;1
n+2 rN
1
A =
0
@ br 1;0
n b
r 1;0
n+2 rN
!n2r 1b
r 1;0
n+2 rN  !n2r 1br 1;0
n
1
A: (4.10)
Then, we can rewrite Eq. (4.9) as
0
@ r;2l
n
r;2l+1
n
1
A =
r
1
2
e B
r 1
n 
0
@ r 1;l
n

r 1;l
n+2 rN
1
A: (4.11)
Equations (4.4), (4.5) and (4.6) imply that the matrices e B
r 1
n are unitary and the inverse
matrices
B
r 1
n
 =

e B
r 1
n
 1
=

e B
r 1
n

=
0
@ br 1;0
n ! n2r 1b
r 1;0
n+2 rN
b
r 1;0
n+2 rN  ! n2r 1br 1;0
n
1
A =
0
@ br 1;0
n ! n2rbr 1;1
n
b
r 1;0
n+2 rN  ! n2rb
r 1;1
n+2 rN
1
A:
Hence, the inverse transform is
0
@ r 1;l
n

r 1;l
n+2 rN
1
A =
p
2B
r 1
n 
0
@ r;2l
n
r;2l+1
n
1
A; n = 0;:::;2
 rN   1;
() 
r 1;l
n =
p
2
 
b
r 1;0
n 
r;2l
n + !
 n2r
b
r 1;1
n 
r;2l+1
n

; n = 0;:::;2
 r+1N   1: (4.12)
Starting from r = 0, subsequent iteration of the relation (4.11) provides coordinates for the orthog-
onal projections of the spline S (x) = N 1=2 PN 1
n=0 nn(x) 2 pS0;0 onto the subspaces pSr;l. On
the other hand, subsequent application of the relation (4.12) enables to derive the -SHA spectra
of splines from the subspaces pSr;l.
154.3 Wavelet packets: 1D
4.3.1 Denition of spline wavelet packets
The complex-valued basis splines r;l
n (x) are well localized in frequency domain but their supports
in time domain occupy the whole interval [0;N) (up to periodization). We introduce a family of
orthonormal bases for the spline space pS0;0, whose elements are real-valued and localized in time
domain. Denote
 
r;l (x)
 =
r
2r
N
N=2r 1 X
n=0

r;l
n (x) 2
pS
r;l: (4.13)
Proposition 4.3. Translations

 r;l (x   2rk)
	
; k = 0;:::;N=2r   1; of the splines  r;l (x) form
an orthonormal basis for pSr;l. The translations

 r;l (x   2rk)
	
; l = 0;:::;2r   1; k =
0;:::;N=2r   1; form an orthonormal basis for the entire space pS.
Proof: The spline  r;l (x   2rk) is orthogonal to any spline  r;~ l

x   2r~ k

, for ~ l 6= l. This is true
because they belong to the mutually orthogonal subspaces. The inner product of two splines from
the same subspace is
Z N
0
 
r;l (x   2
rk)  r;l

x   2
r~ k

dx =
2r
N
N=2r 1 X
n;~ n=0
!
 2r(kn ~ k~ n)
Z N
0

r;l
n (x)
r;l
~ n (x) dx
=
2r
N
N=2r 1 X
n=0
w
 2rn(k ~ k) = 
~ k
k; k = 0;:::;N=2
r   1:
The splines f r;0 (x)g and f r;1 (x)g are the periodic Battle-Lemari e father and mother wavelets
[4, 13], respectively. The splines

 r;l (x)
	
with arbitrary l = 0;1;:::;2r 1; are periodic orthonor-
mal wavelet packets.
4.3.2 The   SHA spectra of spline wavelet packets
All the spaces pSr;l  pS0;0 and thus all the wavelet packets belong to the initial spline space pS0;0.
To operate them, we need to know the  SHA spectra

r;l
n
	N 1
n=0 of these wavelet packets that are
their coordinates in the orthonormal basis f0;0
n (x)g; n = 0;:::;N   1. We remove the indices 0;0
in the exponential splines 0;0
n (x) from the initial scale. Thus, n(x) stands for 0;0
n (x) 2 pS.
At the initial level we have  0;0(x) = N 1=2 PN 1
n=0 n(x) =) 0;0
n = 1:
When r > 0, we derive the spectra using Eq. (4.12).
16Wavelet packets from the rst scale: For m = 0;1; p 1;l(x) = N 1=2 PN 1
n=0 1;l
n n(x); where,
according to Eqs. (4.13) and (4.12),

1;0
n =
p
2b
1;0
n =
pG
1
n cos
p
n
N

; 
1;1
n =
p
2b
1;1
n = !
n
1;0
n+N=2 = !
n pG
1
n+N=2 sin
p
n
N

;
where pGr
n was dened in (4.3).
Wavelet packets from the second scale: For m = 0;1;2;3; p 1;l(x) = N 1=2 PN 1
n=0 2;l
n n(x);
where

2;0
n =
p
2b
2;0
n 
1;0
n =
pG
2
n cos
p

2n
N


1;0
n ; 
2;1
n = !
2n pG
2
n+N=4 sin
p

2n
N


1;0
n ;

2;2
n =
pG
2
n cos
p

2n
N


1;1
n ; 
2;3
n = !
2n pG
2
n+N=4 sin
p

2n
N


1;1
n :
Similarly, the  SHA spectra of the wavelet packets from the lower resolution scales are derived.
4.3.3 Structure of the   SHA spectra of spline wavelet packets
Since the -SHA spectra fng
N 1
n=0 of splines are the DFT of real sequences of the B-splines coe-
cients, then the sequence of absolute values fjnjg
N 1
n=0 are symmetric about N=2 1=2. Therefore,
it is sucient to consider the spectra only for n = 0;:::;N=2   1.
The coecients of the wavelet packets of the initial scale are all 1. Due to Eq. (2.11), the
coecients

1;0
n =
p
2
sinp(n=N) (2(n=N))
p
sinp(2n=N) (2(n=N))
p cos
p
n
N

(1 + O(n
 p)):
Thus, it follows that 1;0
n =
p
2 is close to one when n is small and monotonically decays to zero when
n tends to N=4. The higher is the order p of the splines, the closer the shape of -SHA spectrum

1;0
n =
p
2
	
is to the rectangle [0;N=4][0;1]. We have j1;1
n j = 
1;0
n+N=2. Therefore, the magnitudes
of the -SHA spectrum

j1;0
n j=
p
2
	
mirror the spectrum

1;0
n =
p
2
	
about N=4   1=2. In other
words, the SHA spectra

1;0
n =
p
2
	
and

1;1
n =
p
2
	
can be interpreted as the frequency responses
of the half-band low-pass and high-pass digital lters, respectively. They split the full frequency
band [0;N=2   1] into two halves.
Similarly, the -SHA spectra f2;0
n =2g and f2;1
n =2g of the wavelet packets from the second scale
split the frequency band [0;N=4 1] into two halves, whereas f2;3
n =2g and f2;2
n =2g halve the band
[N=4;N=2 1]. The spectra of the wavelet packet coecients from the level r constitute a 2r-band
split of the interval [0;N=2].
As a result from the above construction, we have a versatile library of symmetric waveforms of
dierent shapes, smoothness and spans. They are not compactly supported but are well localized
in time domain. Their -SHA spectra are near rectangular and their supports produce a collection
17of dierent splits of the band [ N=2;N=2]. Since we have the expansions of these waveforms in
terms of the orthonormal exponential spline bases fpn(x)g
N 1
n=0 , then the operations of convolution,
dierentiation, translation, nding inner products become straightforward. Therefore, it is only
natural to use these waveforms to deal with deconvolution problem. The practical computational
cost of the operations does not depend on the order of the involved splines. Once the solution is
found, it can be explicitly calculated at any point on the real axis.
We display in Figs. 4.1 { 4.4 the wavelet packets and their  SHA spectra. Figures 4.1 and 4.2
compare the wavelet packets of the rst resolution scale of orders 4 and 10, respectively. These are
the Battle{Lemari e wavelets. One can observe that, while the wavelets of fourth order are better
localized in time domain, the spectra of the tenth order wavelets are near rectangular. Figure
4.3 displays the wavelet packets of order 10 from the second resolution scale and their  SHA
spectra that split the frequency domain into four bands. In Fig. 4.4 we display the division of the
frequency domain into eight bands by  SHA spectra of the tenth order wavelet packets from the
third resolution scale.
Figure 4.1: Right: Wavelet packets of order 4 from the rst scale resolution. Left: Their  SHA
spectra.
Figure 4.2: Right: Wavelet packets of order 10 from the rst scale resolution. Left: Their  SHA
spectra.
18Figure 4.3: Right: Wavelet packets of order 10 from the second scale resolution. Left: Their
 SHA spectra.
Figure 4.4: The  SHA spectra of wavelet packets of order 10 from the third scale resolution.
4.3.4 Wavelet packets bases
Assume a spline Sr;l(x) 2 pSr;l. Then, it can be expanded via the orthonormal wavelet packets
basis. Equations (4.7) and (4.13) imply that
S
r;l(x) =
N=2r 1 X
k=0
s
r;l
k  
r;l (x   2
rk) =
r
2r
N
N=2r 1 X
k=0
sk
N=2r 1 X
n=0

r;l
n (x   2
rk) (4.14)
=
r
2r
N
N=2r 1 X
n=0

r;l
n (x)
N=2r 1 X
k=0
!
 2rnk s
r;l
k =
r
2r
N
N=2r 1 X
n=0

r;l
n 
r;l
n (x):
Thus, the coordinates of the spline Sr;l(x) 2 pSr;l in two orthonormal bases of the space are linked
via the DFT:

r;l
n =
N=2r 1 X
k=0
!
 2rnk s
r;l
k ; s
r;l
k =
2r
N
N=2r 1 X
n=0
!
2rnk 
r;l
n : (4.15)
Assume a spline S(x) 2 pS is represented via the B-spline expansion S(x) =
PN 1
k=0 qkB(x k):
Then, we can nd its representations in the zero-scale orthonormal bases
S(x) = N 1=2 PN 1
n=0 nn(x) =
PN 1
k=0 sk (x   k) by the FFT calculation of the coecients
n =
p
2pu0
n
PN 1
k=0 ! nk qk;, sk = N 1 PN 1
k=0 !nk n: Iterated application of of the relation (4.11)
provides coordinates r;l
n of the orthogonal projections Sr;l(x) of the spline S (x) onto the subspaces
pSr;l, where r = 1;:::;R; l = 0;:::;2r 1. Then, by exploiting Eq. (4.15), we nd the coordinates s
r;l
k
19in the wavelet packets bases

 r;l (x   2rk)
	
of the projections Sr;l(x). The computations are very
fast, because they consist of the application of fast Fourier transforms (forward and backward).
Once these coordinates are calculated, we are able to represent the spline S(x) via a variety
of orthonormal bases, which are constituted by the wavelet packets

 r;l (x   2rk)
	
that belong
to dierent combinations of the subspaces pSr;l. In order to select the basis, which provides, in a
sense, an optimal representation of the spline S(x), we implement the Best Basis algorithm [7, 8].
For this, we calculate the entropy cost function
E
r;l  =  
N=2r 1 X
k=0
  s
r;l
k
  
2
kSk
2 loge
  s
r;l
k
  
2
kSk
2 (4.16)
for all the subspaces pSr;l. The Best Basis tree is derived by comparison between the entropies of
the \parent" subspaces pSr;l and the entropies of the \osprings" subspaces pair pSr+1;2l S pSr+1;2l+1.
5 Block based algorithm for deconvolution: 1D case
Assume we are given two vectors z=fzkg and h=fh(k)g, where zk = g(k) + ek, h(x) and g(x) are
the kernel and the output of the convolution equation (2.1), respectively, where the input function
f(x) is to be approximated. A global regularized solution to this problem is described in Section 3.
The regularization parameter  for this solution was selected according to the relative contributions
from the input function f(x) and from noise to the available signal z. But these contributions are
dierent for dierent frequency components of the signal z. Therefore, to enhance the exibility of
the solution, we propose to solve the convolution equation separately for dierent frequency bands.
The wavelet packet bases, which were described in Section 4, provide tools for fast implementation
of this approach. To be specic, we approximate f(x) by a spline from the space pS. This spline
is a linear combination of the wavelet packets

 r;l (x   2rk)
	
that belong to dierent subspaces
pSr;l of the spline space pS. For this we need to embed the basic operations such as convolution,
inner products, etc into the subspaces pSr;l.
5.1 Partial solution of the convolution equation in the subspace pSr;l
5.1.1 Splines from the subspaces pSr;l
Assume the spline S(x) 2 pSr;l. Then, it can be expanded via the orthonormal wavelet packets
basis

 1;l (x   2rk)
	
, where  r;l (x) = N 1=2 PN 1
n=0 r;l
n p
n (x). Using (4.7), we have
S(x) =
N=2r 1 X
k=0
sk  
r;l (x   2
rk) =
r
1
N
N=2r 1 X
k=0
sk
N 1 X
n=0

1;l
n 
p
n (x   2
rk) =
r
1
N
N 1 X
n=0

r;l
n n
p
n (x); (5.1)
20where n = ^ s(n) is N=2r-periodic sequence.
The components of a vector a = fakg
N 1
k=0 2 RN can be represented as ak = N 1 PN 1
n=0 !knn,
where n = ^ a(n) =
PN 1
k=0 ! knak. Denote by Rr;l the subspace of RN, which consists of the
\ltered" vectors b = fbkg
N 1
k=0 , whose components can be represented as bk = N 1 PN 1
n=0 !knr;l
n n.
Assume we have the spline
(x) =
r
1
N
N 1 X
n=0
n
q
n (x) 2
qS: (5.2)
Proposition 5.1. If the spline S(x) 2 pSr;l then the vector 
 =
n
k
 =  ? S(k)
oN 1
k=0
belongs to
the subspace Rr;l.
Proof: Let S(x) be represented as in Eq. (5.1). Equations (2.20) and (2.21) imply that
 ? S(x) =
r
1
N
N 1 X
n=0
s
u2(p+q)
u
2p
n u
2q
n
n 
r;l
n n
p+q
n (x) =)
k =
1
N
N 1 X
n=0
n V
p;q
n n
r;l
n !
nk =) ^ (n) = n V
p;q
n n
r;l
n ; V
p;q
n
 =
u
(p+q)
n p
u
2p
n u
2q
n
: (5.3)
Thus,  2 Rr;l.
It follows from Proposition 5.1 that, if we are looking for the solution's component S(x) 2 pSr;l
then we have to use the component of the output data, which belongs to the subspace Rr;l. For
this, we lter the data array z. The FFT ^ z(n) =
PN 1
k=0 ! nkzk is calculated. Denote
^ z
r;l(n) = 
r;l
n ^ z(n); z
r;l
k =
1
N
N 1 X
n=0
!
nk^ z
r;l(n): (5.4)
5.1.2 Solution of the minimization problem in the subspace pSr;l
Assume that the spline (x), which interpolates the kernel data h, is represented as in Eq. (5.2).
Denote by S(x) 2 pSr;l the spline, which minimizes the functional Jr;l
 (S)
 = I(S)+Er;l(S), where
I(S)
 = kS0k2; Er;l(S)
 =
PN 1
k=0

k   z
r;l
k
2
, k
 =  ? S(k) and  is a numerical parameter.
Let a spline S(x) 2 pSr;l be represented as in Eq. (5.1). Then, due to Eqs. (2.18) and (2.21),
I(S) =
1
N
N 1 X
n=0
jn 
r;l
n j
2 W
p
n; W
p
n
 =
u
2(p 1)
n
u
2p
n
w
2
n; wn
 = 2sin
n
N
:
Equations (5.3) and (5.4) imply that Er;l(S) = N 1 PN 1
n=0
 r;l
n nn V p;q
n   ^ zr;l(n)
 2 and the func-
21tional
NJ
r;l
 (S) =
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n 
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n
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n n V
p;q
n   ^ z
r;l(n)
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(5.5)
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:
The minimum of ~ Jr;l
 (S) is achieved when

r;l
n
 = n 
r;l
n =
n V p;q
n ^ zr;l(n)
An()
; An()
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n + jn V
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2 ; (5.6)
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2
n; wn
 = 2sin
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N
:
Hence, the minimal spline
S(x) =
r
1
N
N 1 X
n=0

r;l
n 
p
n (x) 2
pS
r;l; ~ S(k) =
1
N
N 1 X
n=0
!
knup
n r;l
n p
u
2p
n
: (5.7)
Thus, the values of the spline at the grid points are the IFFT of the sequence r;l
n
 = up
n r;l
n (u2p
n )
 1=2.
The convolution of the spline ~ S(x) with the kernel spline (x) dened in (5.2) is
(x)
 =  ? ~ S(x) =
r
1
N
N 1 X
n=0
n U
p;q
n 
r;l
n 
p+q
n (x); (k) =
1
N
N 1 X
n=0
!
kn n V
p;q
n 
r;l
n : (5.8)
Thus, the values of the convolution at the grid points are found by IFFT of the sequence r;l
n
 =
n V p;q
n r;l
n :
5.1.3 Selection of the regularization parameter
Assume that we are able to evaluate the errors vector e = fekg
N 1
k=0 , ek = N 1 PN 1
n=0 !kn^ e(n); whose
variance var(e) = "2  N 1 PN 1
k=0 (ek)2. Denote ^ er;l(n) = r;l
n ^ e(n); e
r;l
k = N 1 PN 1
n=0 !nk^ er;l(n):
Denote
 
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PN 1
k=0

e
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k
2
= N 1 PN 1
n=0
 ^ er;l(n)
 2 : The function
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
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N 1 X
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!2
grows monotonically from zero to N 1 PN 1
n=0

^ zr;l(n)

2 =
PN 1
k=0

z
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2
as  grows from zero to
innity. Therefore, we propose to derive m;l from the equation r;l() =
 
"r;l2 :
225.2 Approximate solution of the convolution equation in the space pS
5.2.1 Selection of the subspaces pSr;l
It was mentioned in Section 5.1.1 that if we are looking for the solution's component S(x) 2 pSr;l
then we have to use the output data from the subspace Rr;l. We select the relevant subspaces pSr;l
in the following way:
1. Construct the spline
Z(x) = N
 1=2
N 1 X
n=0
n
p
n(x); n = ^ z(n)
p
u
2p
n u
p
n; (5.9)
which interpolates the data z.
2. Apply the wavelet packet transform of order p to the array fng down to the scale J thus
nding the coordinates

r;l
n
	
of the data spline projections onto all the subspaces pSr;l; r =
1;:::;J; l = 0;:::;2r   1.
3. Apply the Best Basis algorithm to the transform coecients

r;l
n
	
. As a result, we obtain
the list RL =

( r; l)
	
such that the shifts of the wavelet packets   r; l(x); ( r; l) 2 RL; form
an optimal basis for the spline Z(x). The list RL determines the subspaces pS r; l, where we
nd the partial solutions of the convolution equation.
4. Since the kernel spline (x) is bandlimited, it may happen that the overlap of its  SHA
spectrum with some of the  SHA spectra of the wavelet packets   r; l(x); ( r; l) 2 RL; is
(almost) empty. It means that the data component z r; l =
n
z
 r; l
k
o
(see Eq. (5.4)) contains
(almost) no contribution from the function f(x) that we are looking for. Thus, the projection
of the spline Z(x) onto the subspaces pS r; l are pure noise. We reduce the list of subspaces
RL to the shorter list RL by discarding the pairs ( r; l).
5.2.2 Scheme of approximate solution of the convolution equation (2.1)
 Evaluate the error vector e.
 Construct the kernel spline (x) (Eq. (5.2)).
 Construct the data spline Z(x) (Eq. (5.9)).
 Implement the wavelet packet transform of order p of the spline Z(x) coordinates (Section
4.2).
 Apply the Best Basis algorithm to the transform coecients.
23 Dene the reduced list RL =

( r; l)
	
of the appropriate subspaces.
 Determine the optimal values  r; l of the regularization parameter for each pair ( r; l) 2 RL
(Section 5.1.3).
 Find the partial solutions S r; l(x) 2 pS r; l for each pair ( r; l) 2 RL (Eq. (5.7)).
The approximate solution to Eq. (2.1) is S(x) =
P
( r; l)2RL S r; l(x) 2 pS:
6 Block based algorithm for deconvolution: Outline of the
2D case
As in Section 3.2, we assume that z = fzk;ng and h = fh(k;ng
N 1
k;n=0 are available data arrays. We
assume that the x and y components of the 2D splines have the same order. Thus, Sp(x;y) will
stand for p;pS(x;y) 2 p;pS. We approximate the solution f(x;y) of Eq. (2.2) by a spline from
the space p;pS, which is a linear combination of the 2D wavelet packets that belong to dierent
subspaces of the spline space p;pS.
6.1 2D wavelet packets
Denote pr;l;~ l
; (x;y)
 = pr;l
 (x) pr;~ l
 (y). Obviously, the splines pr;l;~ l
; (x;y) with the same scale index
r are mutually orthogonal and their norms are equal to 1. The 2D spline space p;pSr;l;~ l  p;pS is
dened as the linear hull of the splines pr;l;~ l
; (x;y); l;~ l = 0;:::N=2r   1; :
S(x;y) =
22r
N
N=2r 1 X
;

r;l;~ l
;
p
r;l;~ l
; (x;y) 2
p;pS
r;l;~ l: (6.1)
The splits (4.8) of the 1D spline spaces generate the splits of the space p;pS into mutually orthog-
onal subspaces:
p;pS
r 1;l;~ l =
p;pS
r;2l;e 2l M
p;pS
r;2l+1;e 2l M
p;pS
r;2l;] 2l+1 M
p;pS
r;2l+1;] 2l+1 =)
p;pS =
M
r;l;~ l
p;pS
r;l;~ l;
where r = 1;:::;J, l;~ l = 0;:::N=2r   1. Together with the orthonormal bases
n
r;l;~ l
; (x;y)
o
; ; =
0;:::;N=2r; of the subspaces p;pSr;l;~ l  p;pS, there exist the orthonormal bases that consist of 2D
wavelet packets shifts
S(x;y) =
N=2r 1 X
k;n=0
s
r;l;~ l
k;n 
r;l;~ l(x   2
rk;y   2
rn) 2
p;pS
r;l;~ l; where (6.2)
 
r;l;~ l(x;y)
 =  
r;l(x) 
r;~ l(y) =
1
N
N=2r 1 X
;
p
r;l;~ l
; (x;y); s
r;l;~ l
k;n =
22r
N2
N=2r 1 X
;
!
2r(n+k) 
r;l;~ l
; :(6.3)
24Each wavelet packet can be expanded via the orthonormal basis

p
;(x;y)
	
of the initial space
p;pS:
 
r;l;~ l(x;y) =
22r
N
j X
;

r;l;~ l
; 
p
;(x;y)
and its  SHA spectrum
n
r;l;~ l
; = r;l
 r;~ l

o
is the tensor product of the  SHA spectra of the 1D
wavelet packets  r;l(x) and  r;~ l(y). We display in Fig. 6.1 the  SHA spectra of two wavelet pack-
ets of order 10 from the second scale. One can observe that the spectra have near{parallelepiped
shape.
Figure 6.1: The  SHA spectra of wavelet packets of order 10 from the second resolution scale.
Left:  2;2;3(x;y). Right:  2;3;1(x;y).
Then, the spline S(x) 2 p;pSr;l;~ l, which is expanded as in Eqs. (6.1) and (6.2), has the following
representation in the initial space p;pS
S(x;y) =
1
N
j X
;

r;l;~ l
; 
r;l;~ l
; 
p
;(x;y): (6.4)
Assume the spline ~ S(x;y) = N 1 Pj
; ~ ;p
;(x;y) 2 p;pS is expanded over the orthonormal basis
of the space p;pS. Then, the wavelet packet coecients
n
 r;l;~ l
;
o
of the projection of the spline onto
all the spaces p;pSr;l;~ l, r = 1;:::;J; l;~ l = 0;:::;2r   1; are calculated via the 2D wavelet packet
transform of the coordinates f;g. The 2D transform is implemented by subsequent iterated
application of the 1D transform subsequently to the rows and columns of the array f;g.
The 2D wavelet packets
n
 r;l;~ l(x   2rk;y   2rn)
o
, which belong to dierent subspaces p;pSr;l;~ l of
the spline space p;pS, provide a variety of orthonormal bases of this space. To apply the Best Basis
methodology in this case, we compare the entropies of the wavelet packet coecients
n
s
r 1;l;~ l
k;n
o
of
the projection of a spline onto the \parent" spaces p;pSr 1;l;~ l with these for the projection onto the
\ospring" spaces p;pSr;2l;e 2l; p;pSr;2l+1;e 2l; p;pSr;2l;] 2l+1 and p;pSr;2l+1;] 2l+1.
256.2 Partial solution of the convolution equation in p;pSr;l;~ l
Dene the functional I(S)
 = kS0
xk
2 +
 S0
y
 2 in the spline space p;pS. If the spline S(x) belongs to
the subspace p;pSr;l;e l then
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: (6.5)
Let the spline (x;y) = N 1 Pj
; ;q
; (x) 2 q;qS interpolate the kernel h(x;y). Then,
 ? S(x;y) =
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;
; 
r;l;~ l
; 
r;l;~ l
; U
p;q
 U
p;q
 
p+q
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n
:
As in 1D case, the data array is ltered. Denote ^ zr;l;~ l(;) = r;l;~ l
; ^ z(;); where ^ z(;) =
PN 1
k;n=0 ! (k+n)zk;n; and z
r;l;~ l
k = N 2 Pj
n !(k+n)^ zr;l;~ l(;):
Dene the functional in the subspace p;pSr;l;e l
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:
The spline
S(x;y) =
1
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;
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p
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
r;l;~ l
; =
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minimizes the functional Jr;l;~ l
 (S)
 = I(S) + Er;l;~ l(S). The values of the spline S(x;y) at the
grid points S(k;n) = N 2 Pj
; !(k+n)r;l;~ l
; up
 up
=
p
u
2p
 u
2p
 are calculated via the 2D IFFT of the
sequence r;l;~ l
;
 = r;l;~ l
; up
 up
=
p
u
2p
 u
2p
 :
Selection of the regularization parameter: Assume that we are able to evaluate the zero-
mean errors array e = fek;ng
N 1
k;n=0 ; ek;n = N 2 PN 1
;=0 !(k+n)^ e(;); whose variance var(e) = "2 
N 2 PN 1
k;n=0(ek;n)2. Denote ^ er;l;~ l(;) = r;l;~ l
; ^ e(;). Then,
e
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j X
;
!
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
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
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:
We derive an optimal value r;l;~ l from the equation r;l;~ l() =

"r;l;~ l
2
; where the function

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2
26grows monotonically.
6.3 Scheme of approximate solution of the convolution equation in the
space p;pS
 Evaluate the error array e.
 Construct the spline (x;y) 2 q;qS that interpolates the kernel h(x;y).
 Construct the spline Z(x;y) 2 p;pS that interpolates the data array z.
 Implement the 2D wavelet packet transform of order p of the spline Z(x;y) coordinates.
 Apply the Best Basis algorithm to the transform coecients.
 Estimate the overlap of the  SHA spectra of the wavelet packets   r; l; ~ l(x;y), which constitute
the Best Basis, with the spectrum of the kernel spline (x;y). Discard the subspaces related
to the wavelet packets whose spectra overlap with the  spectrum is negligible.
 Dene the reduced list RL =
n
( r; l; ~ l)
o
of the appropriate subspaces.
 Determine the optimal values  r; l; ~ l of the parameter for each triple ( r; l; ~ l) 2 RL.
 Find the partial solutions ~ S
 r; l; ~ l(x;y) 2 pS r; l for each pair ( r; l) 2 RL.
The approximate solution to Eq. (2.1) is
S(x;y) =
X
 r; l; ~ l
S
 r; l; ~ l(x;y) 2
p;pS:
Remark 6.1. The described algorithm can be utilized for denoising of signals and images when
the convolution does not present. In this case, the general scheme remains unchanged with the
exception that the kernel array h is reduced to (k) for 1D signals and to (k;n) for images. In
this case, the approximate solution produced by the global Tikhonov algorithm, which was described
in Section 3, is the so-called smoothing spline ([19]).
7 Numerical experiments
We conducted a number of experiments to solve convolution equations in one and two dimensions.
Three groups of experiments were carried out:
Denoising: Restoration of objects corrupted by Gaussian noise.
27Pure deconvolution: Restoration of objects blurred by convolution with a band-limited kernel.
Noised deconvolution: Restoration of objects blurred by convolution and corrupted by Gaus-
sian noise.
In order to reduce the size of the paper, we present only image restorations results. We compared
between the performance of the Block Based Algorithm (BBA) and of the standard regularized
deconvolution algorithm (SRA). For implementation of the SRA, we used the Matlab function
deconvreg. We compared the visual results and so also values of the peak signal to noise ratio
(PSNR) in decibels
PSNR
 = 10log10
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PN
k=1(xk   ~ xk)2
!
dB:
Here, fxkg
N
k=1 are the samples of the original signal (image) and M = maxk jxkj, while f~ xkg
N
k=1 are
the samples of the restored signal (image).
7.1 Denoising experiments
As was mentioned in Remark 6.1, the presented algorithm restores noised images, which were not
subjected to convolution. Following are a few examples.
Barbara denoising: We restored the Barbara image, which was corrupted by Gaussian zero-
mean noise with dierent standard deviations (STD). The PSNR results are presented in
Table 1.
STD/PSNR 10/28.13 15/24.6 25/20.17 50/14.15
SRA 28.7 26.61 24.63 23.02
BBA 30.86 28.65 26.27 23.58
Spline order/scale 10/3 8/3 4/3 4/3
Table 1: PSNR values for the Barbara image that was restored from noised inputs.
We observe that the BBA produces signicantly higher PSNR values compared to SRA.
Visually, it provides better resolution of the image details. We display in Fig. 7.1 the restored
image from the input that was aected by noise whose STD=25.
28Figure 7.1: Barbara. Top left: Original; Top right: noised image, STD=25; Center left: Restored
by SRA, PSNR=24.63. Bottom left: Fragment of the image restored by SRA. Center right:
Restored by BBA, PSNR=26.27, spline wavelet packets of fourth order from 3 scales were used .
Bottom right: Fragment of the image restored by BBA.
Boats denoising: The Boats image, which was corrupted by Gaussian zero-mean noise with
dierent standard deviations (STD), was restored. The PSNR results are given in Table 2.
29STD/PSNR 10/28.13 15/24.6 25/20.17 50/14.15
SRA 31.2 29.35 27.26 24.78
BBA 31.75 30.01 27.80 24.90
Spline order/scale 10/3 4/2 4/3 4/3
Table 2: PSNR values for the restored Boats image from noised inputs.
We observe that the BBA produces signicantly higher PSNR values compared to SRA for all
the noise patterns except for the noise whose STD=50. Visually, it provides better resolution
of the image details. The restoration of the image from the input aected by noise whose
STD=25 is displayed in Fig. 7.2.
Figure 7.2: Boats. Top left: Original; Top right: noised image, STD=25. Bottom left: Fragment
of the image restored by SRA, PSNR=27.26. Bottom right: Fragment of the image restored by
BBA, PSNR=27.27, spline wavelet packets of fourth order from 3 scales were used.
307.2 Pure deconvolution experiments
The presented algorithm proved to be highly ecient in restoration of images, which were subjected
to convolution with Gaussian kernels. Noise was not added. Following are a few examples.
Lena pure deconvolution: We restored the Lena image, which was blurred by convolution with
Gaussian kernels with dierent standard deviations (STD). The PSNR results are presented
in Table 3.
STD/PSNR 3/25.65 5/23.42 10/20.61 15/19.11
SRA 33.77 29.55 25.61 23.79
BBA 36.67 32.01 27.33 25.26
Spline order/scale 4/1 10/2 10/2 10/2
Table 3: PSNR values for the restored Lena image from blurred inputs.
As in the denoising experiments, BBA produces signicantly higher PSNR values compared
to SRA. Visually, it provides better resolution of the image details. Restoration of the image
from the input blurred by kernel whose STD=10 is displayed in Fig. 7.3.
31Figure 7.3: Lena. Top left: Original. Top right: image blurred by kernel whose STD=10. Bottom
left: Fragment of the image restored by SRA, PSNR=25.61. Bottom right: Fragment of the image
restored by BBA, PSNR=27.33, spline wavelet packets of tenth order from 2 scales were used.
We observe that, in spite of having strongly blurred input, BBA provided a satisfactorily
restored image that is not true for SRA. BBA produces much less oscillating artefacts than
SRA.
Barbara pure deconvolution We restored Barbara image, which was blurred by convolution
with Gaussian kernels with dierent standard deviations (STD). The PSNR results are pre-
sented in Table 5.
STD/PSNR 3/22.84 5/21.71 10/19.8 15/18.6
SRA 24.86 24.05 22.89 21.92
BBA 27.17 24.55 23.47 22.71
Spline order/scale 4/1 10/1 10/2 10/2
Table 4: PSNR values for the restored Barbara image from blurred inputs.
32BBA produces signicantly higher PSNR values compared to SRA. Visually, it provides
better resolution of the image details. We display in Fig. 7.4 restoration of the image from
the input blurred by kernel whose STD=3.
Figure 7.4: Barbara. Top left: Original. Top right: image blurred by kernel whose STD=3.
Bottom left: Fragment of image restored by SRA, PSNR=24.86. Bottom right: Fragment of
image restored by BBA, PSNR=27.17, spline wavelet packets of fourth order from 1 scale were
used.
We observe that texture is resolved by BBA much better than by SRA. In addition, contrary
to SRA, BBA does not produce the artefacts (on the face and hands, for example).
Pentagon pure deconvolution: We restored Pentagon image, which was blurred by convolu-
tion with Gaussian kernels with dierent standard deviations (STD). The PSNR results are
presented in Table 5.
33STD/PSNR 3/25.1 5/23.71 10/22.09 15/21.31
SRA 29.20 26.87 24.87 23.77
BBA 31.61 28.10 25.78 24.64
Spline order/scale 4/1 10/1 10/1 10/1
Table 5: PSNR values for the Barbara image restored from blurred input.
BBA produces signicantly higher PSNR values compared to SRA. Visually, it provides
better resolution of the image details. We display in Fig. 7.5 restoration of the image from
the input blurred by kernel whose STD=5.
Figure 7.5: Pentagon. Top left: Original. Top right: image blurred by kernel whose STD=5.
Bottom left: Fragment of the image restored by SRA, PSNR=26.87. Bottom right: Fragment of
the image restored by BBA, PSNR=28.10, spline wavelet packets of fourth order from 1 scale were
used.
We observe that, unlike SRA, BBA resolved the texture, the highway lines and cars in the
34parking lots.
7.3 Noised deconvolution experiments
In the third series of experiments we applied the presented algorithm to restoration of images,
which were subjected to convolution with Gaussian kernels and, in addition, were corrupted by
zero-mean Gaussian noise. Following are a few examples.
Goldhill noised deconvolution We restored Goldhill image, which was blurred by convolution
with dierent Gaussian kernels and was corrupted by noise with constant STD=2. Table 6
presents the PSNR results for the experiments where Gaussian noise was constant with
STD=2 but blurring varied.
STD(kernel)/PSNR 1/26.68 2/26.5 3/25.08 4/24.09 5/23.32
SRA 31.63 28.61 27 26.04 25.38
BBA 32.34 28.96 27.36 26.20 25.46
Spline order/scale 8/1 12/2 4/2 4/2 4/2
Table 6: PSNR values for the Goldhill image restored from noised (STD=2) and blurred with
variable Gaussian kernels input.
In all the experiments, BBA produces higher PSNR values compared to SRA. Visually, it
provides better resolution of the image details. We display in Fig. 7.6 the restoration of
the image from the input blurred by kernel whose STD=3 and corrupted by Gaussian noise
whose STD=2.
35Figure 7.6: Goldhill. Top left: Original. Top right: image blurred by kernel whose STD=3
and corrupted by noise whose STD=2, PSNR=25.08. Bottom left: Restored by SRA, PSNR=27.
Bottom right: Restored by BBA, PSNR=27.36, spline wavelet packets of fourth order from 2 scales
were used.
We observe that, set aside higher PSNR, the BBA{ restored image is cleaner and sharper
compared to the image restored by SRA.
Table 7 presents the PSNR results for the experiments where blurring was constant (convo-
lution with Gaussian kernel, STD=2) but STD of noise varied.
STD(noise)/PSNR 1/26.59 3/26.36 5/25.93 10/24.32 50/13.94
SRA 29.23 28.19 27.61 26.76 24.34
BBA 29.47 28.57 28.07 27.12 24.57
Spline order/scale 10/2 10/2 4/2 6/3 6/4
Table 7: PSNR values for the Goldhill image restored from blurred (Gaussian kernel, STD=2) and
noised input.
36In all the experiments, BBA produces higher PSNR values compared to SRA. Visually, it
provides better resolution of the image details. We display in Fig. 7.7 restoration of the
image from the input blurred by kernel whose STD=2 and corrupted by strong Gaussian
noise whose STD=50.
Figure 7.7: Goldhill. Top left: Original. Top right: image blurred by kernel whose STD=2 and
buried in the noise whose STD=50, PSNR=13.94. Bottom left: Restored by SRA, PSNR=24.34.
Bottom right: Restored by BBA, PSNR=24.57, spline wavelet packets of sixth order from 4 scales
were used.
We observe that, set aside higher PSNR, the BBA{ restored image is cleaner and sharper
compared to the image restored by SRA.
Lena noised deconvolution We restored Lena image, which was blurred by convolution with
dierent Gaussian kernels and was corrupted by noise with constant STD=2. Table 8 presents
the PSNR results for the experiments where Gaussian noise was constant with STD=2 but
blurring varied.
37STD(kernel)/PSNR 1/29.82 2/27.32 3/25.56 4/24.31 5/23.36
SRA 34.13 30.25 28.25 27 26,01
BBA 34.85 30.8 28,61 27.26 26.33
Spline order/scale 4/1 4/2 4/2 10/3 6/3
Table 8: PSNR values for the Lena image restored from noised (STD=2) and blurred with variable
Gaussian kernels input.
In all the experiments, BBA produces higher PSNR values compared to SRA. Visually, it
provides better resolution of the image details. We display in Fig. 7.8 restoration of the
image from the input blurred by kernel whose STD=3 and corrupted by Gaussian noise
whose STD=2.
Figure 7.8: Lena. Top left: Original; Top right: image blurred by kernel whose STD=3 and
corrupted by noise whose STD=2, PSNR=25.56. Bottom left: Restored by SRA, PSNR=28.25;
Bottom right: Restored by BBA, PSNR=28.61, spline wavelet packets of fourth order from 2 scales
were used.
38We observe that, set aside higher PSNR, the BBA better restored texture (hat, for example)
compared to the SRA.
Table 9 presents the PSNR results for the experiments where blurring was constant (convo-
lution with Gaussian kernel, STD=2) but STD of noise varied.
STD(noise)/PSNR 1/27.43 3/29.15 5/26.63 10/24.79 50/13.98
SRA 31.14 29.70 28.97 27.88 24.72
BBA 31.62 30.39 29,52 28.29 25.14
Spline order/scale 12/2 4/2 4/2 6/3 4/4
Table 9: PSNR values for the Lena image restored from blurred (Gaussian kernel, STD=2) and
noised input.
In all the experiments, BBA produces higher PSNR values compared to SRA. Visually, it
provides better resolution of the image details. We display in Fig. 7.9 restoration of the
image from the input blurred by kernel whose STD=2 and corrupted by strong Gaussian
noise whose STD=50.
39Figure 7.9: Lena. Top left: Original. Top right: image blurred by kernel whose STD=2 and buried
in the noise whose STD=10, PSNR=24.79. Bottom left: Restored by SRA, PSNR=27.88. Bottom
right: Restored by BBA, PSNR=28.29, spline wavelet packets of fourth order from 4 scales were
used.
We observe that, set aside higher PSNR, the BBA{ restored image is sharper compared to
the image restored by SRA.
7.4 Restoration of the severely damaged Fingerprint image
The BBA proved to be successful in the restoration of images, which were severely damaged either
by blurring or by noise or by both these factors. We illustrate this claim by the restoration of the
Fingerprint image. Figure 7.10 displays the original image and three images that were damaged
by dierent factors.
40Figure 7.10: Fingerprint. Top left: Original. Top right: The image aected by Gaussian noise
whose STD=200, PSNR=2.1 (N200). Bottom left: The image convolved with by Gaussian kernel
whose STD=10, PSNR=15.71 (C10). Bottom right: The image convolved with by Gaussian kernel
whose STD=2 and aected by Gaussian noise whose STD=100, PSNR=7.87 (C2N100).
We observe that in all the damaged images the structure of the ngerprint is almost indistin-
guishable. Figure 7.11 displays results of the reconstruction of the damaged images. Left panels
show the reconstruction by SRA, while the right ones show the reconstruction by BBA.
41Figure 7.11: Fingerprint. Top: restoration from the input N200. Left: SRA, PSNR=16.42. Right:
BBA, PSNR=17.84. Center: restoration from the input C10. Left: SRA, PSNR=16.53. Right:
BBA, PSNR=20.25. Bottom: restoration from the input C2N100. Left: SRA, PSNR=17.06.
Right: BBA, PSNR=18.48.
428 Conclusions
We presented a block based algorithm (BBA) that provides stable approximate solution to recover
signals and images from blurred noised input. The solution is provided by a spline function, which
is a linear combination of the orthonormal wavelet packets that are related to dierent resolution
scales and frequency bands. Introduction of the diversity of spline wavelet packets enables exible
adaptation of the algorithm to the available data satisfying desirable properties of the solution.
The adaptation is achieved automatically. The only a priory information needed is the noise
estimation, which, for example, can be done as in [9]. The Spline Harmonic Analysis technique,
which perfectly ts to the convolution problems, enables to have an explicit construction of a
diverse library of spline wavelet packets and yields powerful tools for fast implementation of the
algorithm.
The basic idea in the method is to implement the regularized deconvolution of signals (images)
separately in dierent frequency bands on by assuming that the relative shares of the coherent
signal and of noise are dierent in dierent frequency bands. Representation of a signal (image)
in a variety of frequency bands is achieved by its expansion over orthonormal bases formed from
translations of the spline wavelet packets. The spectra of these wavelet packets are near rectangular
and form a variety of splits of the signal's frequency domain. An optimal split is achieved by using
the Best Basis scheme. Additional adaptation abilities stem from varying orders of the involved
splines and the depths of the decomposition.
The conducted experiments proved the eciency of the algorithm for solving the general prob-
lem of deconvolution noised signals (images). In addition, it was ecient in the two extreme
cases: 1. Denoising of the object, which was not subjected to convolution. Deconvolution of an
object when noise is not present. We compared between the performance of the presented method
and the performance of the standard regularized deconvolution method (SRA) (Matlab function
deconvreg). In all the experiments, the BBA produced better visual quality and higher PSNR in
comparison to the SRA. The advantage of the BBA was overwhelming in the pure deconvolution
experiments and in the experiments on reconstruction of severely damaged images.
The designed library of spline wavelet packets supplied with the ecient implementation scheme
can serve as a tool in many other applied problems where an adaptive split of the frequency domain
is needed. One of such application is the acoustic pattern recognition ([3]).
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