Abstract. In this paper we give quite natural generalization of the formula of Kiepert (see (0.1) below) for all hyperelliptic curves.
Introduction. Let σ(u) and ℘(u) be usual elliptic functions and n be an positive integer. It holds that (−1) n(n−1)/2 (1!2! · · · (n − 1)!) 2 σ(nu) σ(u) n 2 =
. . . . . . . . .
.
(0.1) This formula was given by Kiepert [K] . If we consider a curve of higher genus embedded in its Jacobian variety, a natural generalization of the function of the left hand side for the curve is the function on the embedded curve (not on its Jacobian) such that its zeros are the points whose n-plication is on the theta divisor and such that its pole is only at the point at infinity. We denote such a function by ψ n (u). The earliest article in which this point of view appeared is probably D. Grant's [G] . The functions ψ n (u) inform us about the division points on the embedded curve as in [C] . Formulae which quite closely relate to (0.1) had essential role in the famous papers of Matthews [Ma1] and [Ma2] .
The second author recently gave a generalization of (0.1) to the case of genus two in [Ô1] and of hyperelliptic curve of genus three in [Ô2] . These results are also determinant expression for the functions ψ n (u). In this paper we extend quite naturally the genaralization obtained in [Ô1] and [Ô2] to all of hyperelliptic curves. The method used in this paper is different from those of [Ô1] and [Ô2] , and based on the original argument of Kiepert [K] . His argument is also reproduced in [F] , II, p.186. If we use the formulation of [B1] , Chapter IV and V, our method would be D.G. Cantor also gave a determinant expression of ψ n (u) of different type in [C] . The expression of Cantor should be seen as a generalization of a formula given by Brioschi in [Br] , p.770, ℓ.3. Appendix of this paper gives complete connection between our determinant expression of ψ n (u) and a determinant expression given by D.G. Cantor in [C] . Although such connection for elliptic functions might be known by nineteenth-century, the authors were able to find no articles. 0. Convention. We denote, as usual, by Z and C the ring of rational integers and the field of complex numbers, respectively. In an expression of the Laurent expansion of a function, the symbol (d
means the terms of total degree at least n with respect to the given variables z 1 , z 2 , · · · , z m . When the variable or the least total degree are clear from the context, we simply denote them by (d • ≥ n) or the dots "· · · ". For cross references, we indicate a formula as (1.2), and each of Lemmas, Propositions, Theorems also as 1.2.
1. Generalities. In this Section we recall fundamentals of the theory of hyperelliptic functions. Let C be a smooth projective model of a curve of genus g > 0 whose affine equation is given by y 2 = f (x), where
In this paper, we keep the agreement λ 2g+1 = 1. Our results is probably applicable for hyperelliptic curves defined over quite general fields. Although we basically suppose that λ 0 , · · · , λ 2g are complex numbers for simplicity, it is necessary for 2.2 and 2.3 bellow to regard them as complex variables or indeterminates. We denote by ∞ the point of C at infinity. It is known that the set of
makes a basis of the vector space of differential forms of the first kind. As usual we let
be the period matrices. The lattice of periods is denoted by Λ, that is
Let J be the Jacobian variety of the curve C. We identify J with the Picard group Pic • (C) of the linear equivalence classes of divisors of degree zero of C. Let Sym g (C) be the g-th symmetric product of C. Then we have a birational map
As an analytic manifold, J is identified with C g /Λ. We denote by κ the canonical map C g → C g /Λ = J. We embed C into J by ι : Q → Q − ∞. Let Θ be the theta divisor, that is the divisor of J determined by the set of classes of the form P 1 + · · · + P g−1 − (g − 1) · ∞. We denote by Θ
[j] the set of classes of the form of the form
We denote by O the origin of J. Hence, Λ = κ −1 (O) = κ −1 ι(∞). Analytically these are described as follows. Let (u (1) , · · · , u (g) ) be the system of variables of C g . Then we can find a set of g points (
with certain paths of integrals. In perticular, if u belongs to the image of C in J, then it corresponds to the set consisting of a point (x, y) and g − 1 points of ∞. In this situation, we denotes x and y by x(u) and y(u), respectively.
Proof. We take t = 1 √ x as a local parameter at u = (0, 0, · · · , 0) along κ −1 ι(C).
Here the square root is chosen as y = 1
and sufficiently near O. We are agree to that t, u = (u (1) , · · · u (g) ) and (x, y) are coordinates of the same point on C. Then
and our assertion is proved.
We are going to recall the theta function of C. We denote the modulus of C by Z = ω ′ −1 ω ′′ . We let
Then the hyperelliptic theta function on C g associated with C is defined by
). If the function is not identically zero, it vanishes only at u = v j for j = 1, · · · , g of order 1 or of multiple order according as coincidence of some of these points.
is not identically zero and vanishes at u = v of order 1.
Proof. The assertion 1.4 (1) and (2) is proved in [B1] , pp.252-258, for instance. The assertion (3) obviously follows (2). Lemma 1.3. All the terms of lowest degree in the Taylor expansion of θ(u) at u = (0, 0, · · · , 0) are of weight
Here the weight of a monomial of
For a proof of this, see [B2] , pp.359-360.
Local Parameters of The Embedded
Curve. In this section we investigate local properties of κ −1 ι (C) . At first we look at the origin.
, then we have
These are easily obtained by the definition of (u
The multiplication by an integer n and the pull-back of multiplication by n in J are denoted by [n] and [n]
* , respectively. For two cycles D and E in J, their intersection cycle in the sence of algebraic geometry is denoted by D ∩ E. To prove Lemma 2.2. Assume the λ 0 , · · · , λ 2g of the coefficients of (1.1) be indeterminates, and regard f (x), C, Θ, and J as algebraic objects defind over the field Q(λ 0 , · · · , λ 2g ). Let n ≥ g be a fixed rational integer. Let P be any point of
Proof. Let λ
2g , λ
(1) 2g+1 = 1 are complex numbers. We denote by f 1 (x), C 1 , Θ 1 , and J 1 the objects obtained from f (x), C, Θ, and J by specializing each λ j to λ (1) j . Let h be an arbitray complex number. Set f 2 (x) = f 1 (x − h). The coefficients of the highest term of f 2 (x) is also 1. Let C 2 be the curve given by y 2 = f 2 (x). We denote by Θ 2 and J 2 the theta divisor and the Jacobian variety of C 2 , respectively. Then the isomorphism C 1 → C 2 given by (x, y) → (x + h, y) fixes the point at infinity. This map can be extended to the map J 1 → J 2 via the epimorphism Sym g (C j ) → J j for j = 1 and 2. Let P j be the image of P by the spcialization C → C j for j = 1 and 2. Then
* Θ j . If x(P 1 ) = a, then x(P 2 ) = a + h for the specializations P 1 and P 2 . Thus x(P ) is not constant. In the words of algebraic geometry, x(P ) is not belong to C. Proposition 2.3. Assume the λ 0 , · · · , λ 2g of the coefficients of (1.1) be indeterminates, Let n ≥ g be an fixed integer. Let v be arbitrarily fixed point of
Proof. By 1.2(3) we can find v 0 ∈ Θ [g−1] such that the function u → θ(u −v +v 0 ) on κ −1 ι(C) is not identically zero and vanishes at u = v of order 1. Choose arbitrarily two elements of {1, 2, · · · , g}, say j and k. We have
Hence
Let m be the vanishing order of the function u → u
The above relation and 2.2 yield m is also the vanishing order of the function
On the other hand, the Taylor expansion
where
, yields the vanishing order of this function at u = v is higher than or equal to m. Thus m must be 1.
Remark. If we regard λ 0 , · · · , λ 2g as indeterminates, then we see that
is a local parameter at each point in κ −1 ι(C) including the points κ −1 (O) by 2.1 
Proof. We know [n]
* Θ is linearly equivalent to n 2 · Θ by Corollary 3 in [Mu] , p.59, and the obvious fact [−1] * Θ = Θ. Since any translates of Θ is linearly equivalent to Θ, the intersection number of ι(C) and Θ is g by 1.2. Hence we know the 0-cylcle
* Θ consists of n 2 g points. Now we prove the second assertion. Lemma 1.3
shows the polynomial of u (g) given by substituting the formulae of 1.2 with replaced by (u
) to the terms of lowest degree of the Taylor expansion of θ(u) is formally of degree
if g is odd, and
if g is even. Hence the vanishing order of θ(u) at u = (0, 0, · · · , 0) is 1 2 g(g + 1). So the proof is completed. Definition 3.2. Let n ≥ g be an integer. There exists an algebraic function on ι(C) whose pole is placed only at O and the set of whose zeroes coincides with the set of n 2 g − 1 2
g(g + 1) points of ι(C) ∩ [n] * Θ without the multiple component at O. Such function is determined up to a multiplicative constant. We (tenporarilly) ignore such a constant and denotes the function by ψ n (u) and call it the psi function of C.
Remark. (1) Since the Jacobian J contains many so-called (−1)-curves, the fact that the intersection number of ι(C) and Θ is less than the multiplicity of O in the intersection ι(C) and Θ has no contradiction.
(2) The function ψ n (u) can be written by using the theta function and its partial derivative by the second coordinate u (2) of u. This is originally given by D.Grant in [G] . See also the papers of the second author in the References.
The Main Theorem.
Theorem 4.1. Let n ≥ g be a rational integer. Let j be one of {1, 2, · · · , g}. Then the function ψ n (u) defined in 3.2 is a constant times
Here the size of the matrix is n − 1 by n − 1. The symbols
We consider the sequence of monomial functions
which is displayed in order of the pole at u = O. To unify determinant expressions below for the cases of n + g being odd or even, we denote the sequence of the functions above by
The suffixed numbers indicate their order of the pole at u = O (see 1.1). In the following the word degree of a polynomial of x(u) and y(u) means the highest term in it which is counted by taking the degree of x(u) to be 2 and y(u) to be 2g + 1 according to 1.1. Suppose P is a point which is a component of ι(C) ∩ [n] * Θ different from O. As [−n]P , the (−n)-plication in J of P , is on Θ, this point is linearly equivalent to a sum of g − 1 points of ι (C) . Hence the theorem of Abel-Jacobi implies that there exists an algebraic function, say ϕ, on ι(C) whose divisor is
Since such function ϕ(u) has only pole at u = O, it must be written by a finite linear combination
Lemma 4.2. Let F (u) be a function on C which is expressed by a polynomial of x(u) and y(u). We also regard F (u) as a periodic function on κ −1 ι(C) with respect
F (u) is a polynomial of x(u) and y(u).
Proof. This is obvious from the relation
and y
, where f (x) is that of (1.1).
The right hand side of Theorem 4.1, that is
3)
vanishes at the point P above by (4.2). This is a polyomial of x(u) and y(u) by 4.2.
Proof. It is sufficient to prove for the case j = g. If we denote u (g) by t, the lowest term of the Laurent expansion of the determinant in (4.3) at u = (0, 0, · · · , 0) is exactly the same as that of
This is equal to
times a non-zero constant. This is 3 2 g(g + 1) + (n − g − 1)(n + 2g) -th power of 1/t We see
-nd power of 1/t.
Since P is arbitrarily chosen, 3.1 and 4.3 imply that the cycle ι(C) ∩ [n] * Θ without the multiple componet of O is just the zeroes of the right hand side of the formula in Theorem 4.1. Thus Theorem 4.1 is completely proved.
Remark.
(1) In the right hand side of the formula in 4.1, the largest number k of the entries of the form (x k ) ′ is r. (2) The constant factor is not clear by [MÔ] and [C] . It is determined when our calculation complete. (3) Some formulae in the paper [C] need the factor of power of 2y.
The following Lemma is easily checked.
Lemma A.3. Let m be any integer. One has
Let s = n − 1 − r. Then, by 4.1 for j = 1, we have . . . . . . . . . . . .
Now we consider
. . . 
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By dividing the first row by (r + 1)!, the second row by (r + 2)!, and so on, we see the above is equal to 
