Abstract. Fourier transformable Radon measures are called doubly sparse when both the measure and its transform are pure point measures with sparse support. Their structure is reasonably well understood in Euclidean space, based on the use of tempered distributions. Here, we extend the theory to second countable, locally compact Abelian groups, where we can employ general cut and project schemes and the structure of weighted model combs, along with the theory of almost periodic measures. In particular, for measures with Meyer set support, we characterise sparseness of the Fourier-Bohr spectrum via conditions of crystallographic type, and derive representations of the measures in terms of trigonometric polynomials. More generally, we analyse positive definite, doubly sparse measures in a natural cut and project setting, which results in a Poisson summation type formula.
Introduction
The study of translation-bounded, but possibly unbounded, measures on a locally compact Abelian group (LCAG) G, with methods from harmonic analysis, has a long history; compare [1, 7, 11, 10] . Of particular interest are measures µ that are Fourier transformable such that both µ and µ have discrete (and locally finite) support. The best-known example for this type of measure is the uniform Dirac comb [8] of a general lattice Γ ⊂ R d , which we write as δ Γ = x∈Γ δ x . This measure is doubly sparse due to the Poisson summation formula (PSF), (1) δ Γ = dens(Γ ) δ Γ 0 , where Γ 0 denotes the dual lattice of Γ ; see [2, Sec. 9 .2] and references therein for background.
The understanding of such measures, and translation-bounded measures and their transforms in general, has reached a reasonably mature state for G = R d , where they arise in the study of quasicrystals. Here, Meyer's pioneering work on model sets [24, 25] plays a key role; see [28, 29, 5] for a detailed account, and [2, Ch. 9] for an exposition of their appearance in diffraction theory. While the natural setting of tempered distributions simplifies the harmonic analysis in this case significantly, several interesting open problems remain. We particularly mention those collected and stated by Lagarias [18] , some of which have recently been answered by Lev and Olevskii [22, 23] .
In this paper, we substantially extend the setting and consider doubly sparse measures on an LCAG G that is also second countable, hence σ-compact and metrisable. By a doubly sparse measure we mean a Fourier-transformable measure µ such that both supp(µ) and supp ( µ) are locally finite point sets in G and G, respectively. In particular, both µ and µ must be pure point measures. Beyond the lattice Dirac comb in (1) , there are other doubly sparse measures, as discussed and studied in [22, 23, 26] under the name 'crystalline measures'. This is a term we do not adopt here because it has a different meaning elsewhere.
In this wider generality, we can no longer work with tempered distributions, but need to employ the general theory of Radon measures on locally compact Abelian groups, and that of their Fourier transforms. Since such measures need not be finite, the notion of transformability is non-trivial; see [3, Ch. 4.9] for a detailed exposition and [10, 7, 11] for general background. Since the measures under consideration will display a high degree of long-range translational order, we may profit from the methods developed in [6] , which have recently been systematised and extended in [39] . In particular, we shall need almost periodic measures of various kinds that emerge from a cut and project scheme (CPS) in the sense that they are supported on a projection set with certain properties; see [2, Ch. 7] for an introduction, and [24, 28, 29] for the general theory and more advanced topics.
The paper is organised as follows. We recall various concepts and preliminaries in Section 2, followed by Section 3 on the notion and basic properties of sparse point sets in LCAGs. Then, we look more closely at Radon measures with Meyer set support in Section 4, which contains two of our central results, namely Theorems 4.8 and 4.10. They assert that such measures exhibit the following dichotomy: Either µ and µ are supported on fully periodic sets, or µ meets the translates of any open set in unboundedly many points.
Then, in Section 5, we consider positive definite measures with uniformly discrete support and sparse Fourier-Bohr spectrum. In particular, we show that any such measure is normalmost periodic and thus permits a representation in a natural cut and project scheme; see Theorem 5.3 and Corollary 5.8. This also allows us to express µ in terms of a PSF-type formula and to discuss the connection with diffraction theory. Finally, in Section 6, we put our results in perspective with previous results of Lev and Olevskii [22, 23] by considering measures supported on R d , including those arising from fully Euclidean cut and project schemes.
Notation and Preliminaries
Below, we use the general setting of the monograph [2] , and refer to [3, Chs. 4 and 5] for background on the Fourier theory of Radon measures on LCAGs.
We assume an LCAG G to be equipped with its Haar measure θ G in a suitable normalisation. This means that we arrange θ G and θ G , where G is the Pontryagin dual of G, relative to each other in such a way that Parseval's equation holds. In particular, we shall use Lebesgue measure on R d and counting measure on Z m , while the Haar measure will usually be normalised for compact groups. As a consequence, the Haar measure on a finite discrete group will be counting measure divided by the order of the group. For a measurable set A ⊆ G, we will often write vol(A) instead of θ G (A) and dx as a shorthand for dθ G (x), if the reference to G is unambiguous. Below, we will be concerned with certain point sets in G, where the term point set refers to an at most countable union of singleton sets. When G is an LCAG and g ∈ L 1 (G), we write the Fourier transform of g as
where χ ∈ G is a continuous character, with χ = χ −1 . Likewise, the matching inverse transform is given by q g(χ) = G χ(x)g(x) dx. In this formulation, G is written multiplicatively. This has to be compared with the widely used additive notation for G = R d , where one writes χ(x) = χ k (x) = e 2πikx with k ∈ R d . Here, and in similar situations such as the d-torus, we then write g(k) = G χ k (x)g(x) dx with k ∈ G, now written additively. A van Hove sequence A = {A n } in G is a sequence of compact sets A n ⊆ G that are nested and exhaustive, meaning A n ⊆ A • n+1 together with n A n = G, and also satisfy the asymptotic condition
for any compact K ⊆ G. Here, for compact K and A, the K-boundary of A is defined as
where A ± K := {a ± k : a ∈ A, k ∈ K} denotes the Minkowski sum and difference of the two sets A and K. In particular, for all compact K ⊆ G, one has
The nestedness condition implies that n A • n+1 is an open cover of G, and hence of any compact set K ⊆ G. Consequently, K ⊆ n∈F A • n+1 for some finite set F ⊂ N, which means K ⊆ A m for all sufficiently large m.
Note that van Hove sequences of the type defined here do exist in all σ-compact LCAGs; see [36, p. 145] . In fact, since we included nestedness and exhaustion of G into our definition of a van Hove sequence, the existence of such sequences becomes equivalent to σ-compactness of G. One can go beyond this situation, but we do not attempt that here.
For the induced continuous translation action of G on functions and measures, we start from the relation T t g (x) = g(x − t) for functions. The matching definition for measures is
for test functions g ∈ C c (G). The convolution is defined as usual, and one checks that
which makes the notation T t µ * g unambiguous. In particular, one finds
Let G be a fixed LCAG. Recall that a measure µ on G is called translation bounded if sup x∈G |µ|(x + E) < ∞ holds for any compact Borel set E. One can equivalently demand that µ * g be a bounded function for all g ∈ C c (G); see [36, Sec. 1] for the case that G is σ-compact, and [1, Thm. 1.1] as well as [30, Prop. 4.9.21] for the general case. We denote the set of translation-bounded measures by M ∞ (G), which will show up many times below.
Sparse sets
For the remainder of the paper, unless stated otherwise, G will stand for a second-countable LCAG, and G for its dual group. Recall that a topological group G is second-countable if there exists a countable basis for its topology. A second countable group G is both σ-compact and metrisable, which means that G has the same properties [31, Thm. 4.2.7] .
If µ is a transformable measure on G, we call the measurable support of µ the Fourier-Bohr support of µ, and abbreviate it as FBS from now on. In some papers [22, 23, 26] , the FBS is also called the spectrum or the Fourier-Bohr spectrum of µ. Below, we will not adopt this terminology because the term spectrum is already in use in several ways in related questions from dynamical systems and ergodic theory.
3.1. General notions and properties. Given a point set Λ ⊆ G and a van Hove sequence A = {A n } in G, we define the upper density and the uniform upper density of Λ with respect to A to be
respectively, and similarly for the lower densities, then denoted as dens A (Λ) and u-dens A (Λ), with lim sup and sup replaced by lim inf and inf, respectively. When the lower density of a point set Λ agrees with its upper density, the density of Λ with respect to A exists, and is denoted as dens A (Λ). The total uniform upper density refers to u-dens(Λ) := sup u-dens A (Λ) : A is a van Hove sequence , again with the matching definition for u-dens(Λ). Let us add a comment on these notions. When a point set Λ has a finite uniform upper density with respect to some van Hove sequence A, it actually has finite uniform upper density with respect to all van Hove sequences and, furthermore, the supremum over all of these is finite; see Lemma 3.5 and Remark 3.6 below. In contrast, a point set may have finite upper density with respect to some van Hove sequence, but infinite upper density with respect to another; see Example 3.4. For this reason, we do not consider the concept of total upper density, and we define sparseness with respect to a particular van Hove sequence in G.
Definition 3.1. Given a van Hove sequence A = {A n } in G, a point set Λ ⊆ G is called A-sparse if dens A (Λ) < ∞, and strongly A-sparse if u-dens A (Λ) < ∞. Moreover, Λ is strongly sparse if it is strongly A-sparse for every van Hove sequence A in G.
Remark 3.2. If a point set Λ ⊆ G is A-sparse for some van Hove sequence A = {A n } in G, it is automatically locally finite. Indeed, if K ⊆ G is any compact set, there is some A n in A with K ⊆ A n , and one has 
is bounded by a constant that depends only on K.
Weak uniform discreteness of Λ is equivalent to δ Λ being a translation-bounded measure; compare [39, p. 288 ] as well as [36, Sec. 1] . Note that strong A-sparseness clearly implies A-sparseness, but not vice versa.
Example 3.4. Consider the point set Λ ⊂ R defined as
Λ fails to be weakly uniformly discrete because card Λ ∩ (n + [0, 1]) = n is unbounded. For the same reason, Λ cannot be strongly A-sparse, as any van Hove sequence A = {A n } in R has the property that the compact sets A n contain a translate of [0, 1] for all sufficiently large n, so u-dens A (Λ) = ∞, and thus also u-dens(Λ) = ∞. However, Λ can still be A-sparse for certain van Hove sequences. In general, the density with respect to a given van Hove sequence need not be zero, but can take any value 0, even including ∞. Indeed, choosing A n as [−n 3 , n], [−αn 2 , n] with α > 0, or [−n, n 2 ], one gets A-density 0, 1 2α , or ∞, respectively. ♦ Lemma 3.5. If Λ ⊆ G is weakly uniformly discrete, one has
Proof. Observe first that dens A (Λ) u-dens A (Λ) obviously holds for any van Hove sequence A in G, hence also dens A (Λ) u-dens(Λ) for all A, and the first inequality is clear. It remains to show that there is a constant C < ∞ with u-dens(Λ) C. Select some non-negative f ∈ C c (G) with θ G (f ) = G f (x) dx = 1, and set K = supp(f ). Since Λ is weakly uniformly discrete, the Dirac comb δ Λ is translation bounded, and f * δ Λ is a non-negative continuous function that is bounded. We thus have
Let A be any van Hove sequence in G. Then, using Fubini, we can estimate
and we get
independently of x, with the last step following from Eq. (3). Consequently, we have
where n is arbitrary. Hence, by the van Hove property, u-dens A (Λ) C. Since this bound does not depend on A, our claim follows.
Let us mention in passing that the proof of the last claim via Eq. (6) has an obvious analogue for translation-bounded measures, and implies (but is not equivalent to) [36, Lemma 1.1]. Since we make no further use of it in this paper, we leave details to the interested reader. Remark 3.6. Let Λ ⊆ G be a point set that violates weak uniform discreteness. If A is any van Hove sequence, the sets A n are compact, and we may, without loss of generality, assume that all of them have non-empty interior. For any n ∈ N, this implies
which really is a statement in the norm topology [6] ; compare [39, Eq. (5.3.1) ]. This property means that
and hence u-dens A (Λ) = ∞. In particular, there is a sequence {t n } of translations such that card Λ ∩ (t n + A n ) / vol(A n ) > n, which is unbounded. ♦ Lemma 3.5 and Remark 3.6 imply the following: If u-dens A (Λ) < ∞ holds for some van Hove sequence A, the same estimate holds for all van Hove sequences. We can now strengthen the relations as follows. (1) Λ is weakly uniformly discrete.
(2) Λ is strongly sparse. 3.2. Sparse cut and project sets. Let us begin by briefly recalling the setting of a cut and project scheme (CPS), which is based on [24, 28, 29] . A CPS consists of two LCAGs, G and H, together with a lattice L ⊆ G × H and several mappings with some specific conditions. This is denoted by the triple (G, H, L) and usually summarised in a diagram as follows.
Here, the mapping (·) ⋆ : L − − → H is well defined; see [28, 29] for a general exposition and [2] for further details, in particular for the case of G = R d , which we call a Euclidean CPS.
When also H = R n , it is called fully Euclidean.
For some arguments, we also need the dual CPS, denoted by ( G, H, L 0 ) and nicely explained in [28] ; see also [37] . Here, G and H are the dual groups, while L 0 is the annihilator of L from (7), and a lattice in G ×H ≃ G × H. Diagrammatically, we get the following.
Note that the existence of a ⋆-map in the dual CPS follows from that in the original one, whence we use the same symbol for it, though the mappings are, of course, different.
Recall that, once a CPS (G, H, L) with its natural projections and its ⋆-map is given, a cut and project set is a set of the form
for some coding set or window U ⊆ H. When U is relatively compact with non-empty interior, (U ) is called a model set. Note that model sets are Meyer sets, and that any Meyer set is a subset of a model set; see [30, Thm. 5.7.8] . For a function g on H such that
is a measure on G, we call ω g a weighted Dirac comb for (G, H, L); see [33, Sec. 4 .1] for details. When the support of ω g is a model set, we call it a weighted model comb.
Recall that the density of a lattice, such as L in G×H, exists uniformly, so does not depend on the choice of a van Hove sequence. We thus write dens(L) in this situation. Let us begin by proving a density formula for cut and project sets with open sets as windows, which will be a key input for many of our later computations. Here, we invoke and extend [13, Prop. 3.4] , which is a density formula for relatively compact sets as windows, based on [35, Thm. 1]. We note, however, that the point sets we employ in our results often fail to be model sets themselves. A somewhat related extension occurs in the theory of weak model sets, as studied in [37, 4, 15, 14] .
A be a van Hove sequence in G, and let U ⊆ H be an open set. Then,
.
Proof. Let K ⊆ U be any compact set. Then, by [13, Prop. 3 .4], we have
Next, as K ⊆ U , we have (K) ⊆ (U ) and hence dens A (K) dens A (U ) . This shows that, for all K ⊆ U compact, we have
Finally, by the inner regularity of θ H , we have
which completes the argument.
Remark 3.9. It is worth mentioning that, given a relatively compact window W ⊆ H and an arbitrary van Hove sequence A in G, one has the following chain of estimates,
which puts Proposition 3.8 in a more general perspective. ♦ An immediate consequence of Proposition 3.8 is the following.
Corollary 3.10. Let (G, H, L) be a CPS, let h ∈ C 0 (H) and set U := {z ∈ H : h(z) = 0}. If the weighted Dirac comb ω h has A-sparse support for some van Hove sequence A in G, one has θ H (U ) < ∞. In particular, θ H (U ) < ∞ whenever supp(ω h ) is weakly uniformly discrete.
Proof. Observe that
Then, A-sparseness of the support means that dens A (U ) is finite, and the result follows from Proposition 3.8.
To continue, we will have to consider a group G and its dual, G. Unless stated otherwise, we assume that we have selected a van Hove sequence in each of these two groups, namely A for G and B for G. In the case of a self-dual group, such as R d , we might think of taking the same sequence for both. In contrast, for
say a sequence of centred cubes or balls, while it would be natural to take B = {B n } as the constant sequence, so B n = T m for all n, and similarly for other LCAGs H that are compact. Note that this is consistent with our nestedness condition because H is both open and closed.
Definition 3.11. Let G be an LCAG with σ-compact dual group, G. Assume that a van Hove sequence B for G has been selected. Then, we say that a measure µ ∈ M ∞ (G) has sparse Fourier-Bohr support (FBS) with respect to B if
(1) µ is Fourier transformable, with transform µ;
(2) the measurable support supp( µ) is a B-sparse point set in G.
Moreover, if also G is σ-compact and a van Hove sequence A for G is given, a measure µ with A-sparse support and B-sparse FBS is called doubly sparse with respect to (A, B), or (A, B)-sparse for short. If µ is (A, B)-sparse for any pair of van Hove sequences, we simply call µ doubly sparse.
Remark 3.12. Note that the notion of a B-sparse FBS does not require the existence of a van Hove sequence in G. In fact, µ has B-sparse FBS if and only if µ is Fourier transformable, µ is a pure point measure, and the point set {χ ∈ G : µ({χ}) = 0} is B-sparse. Moreover, if a measure µ ∈ M ∞ (G) has sparse FBS, µ is pure point and, consequently, µ must be strongly almost periodic [30, Cor. 4.10.13] . Here, strongly almost periodic for a measure µ means that µ * g is uniformly (or Bohr) almost periodic for every g ∈ C c (G). In fact, supp(µ) ⊆ G is relatively dense by [39, Lemma 5.9.1]. In particular, it then follows that a measure µ with sparse FBS has Meyer set support if and only if µ = 0 and supp(µ) is a subset of a Meyer set. ♦ Example 3.13. All crystallographic measures on R d have a strongly sparse FBS. Indeed, 
by an application of the convolution theorem in conjunction with the PSF from Eq. (1).
Here, µ is a continuous function on R d , and the dual lattice, Γ 0 , is a uniformly discrete point set; see [2, Ex. 9.2] . This means that supp( ω) ⊆ Γ 0 is a strongly sparse point set in R d , and ω is doubly sparse when µ has finite support, which is to say that it is of the form µ = x∈F µ({x}) δ x for some finite set
In what follows, we shall consider a slight generalisation of this idea, namely, measures that are supported within finitely many translates of a lattice, but with coefficients that are not necessarily lattice-periodic. Such measures thus have a support with a crystallographic structure, without actually being crystallographic in the above sense.
To continue, we need the following notion for continuous functions.
Definition 3.14. We say that a continuous function h : 
Proof. Any h ∈ C 0 (H) is bounded. With U := {x ∈ H : h(x) = 0}, we thus get
which implies the claim.
Measures with Meyer set support and sparse FBS
Below, we characterise translation-bounded measures, so µ ∈ M ∞ (G), with the additional properties that supp(µ) − supp(µ) is uniformly discrete and that µ has a sparse FBS. Simple examples are Dirac combs of lattices in R d , as mentioned in Eq. (1) and in Example 3.13. An important tool will be the structure of compactly generated LCAGs, which we recall for convenience from [11, Thm. 
which is a finite measure of compact support because supp(f ) is compact by assumption, and thus also a tempered distribution. Its (distributional) Fourier transform is an analytic function on R d+m , by the easy direction of the Paley-Wiener-Schwartz theorem for distributions, see [9, Thms. III.2.2 and III.4.5], and reads
with a unique continuation to an entire function on C d+m . The relation
On the other hand, when x ∈ R d and y + Z m ∈ T m , we get
Here, we are interested in the following consequence.
Then, the set
Proof. Defining the function F as in Lemma 4.2, [27] for this point). Since F is Z m -periodic in its second variable, we have a canonical projection π :
, which implies the claim.
At this point, we can harvest the constructive approach to the CPS of a given Meyer set with methods from [6, 39] . 
Proof. Since supp(µ) is contained in a Meyer set, it is uniformly discrete, hence strongly sparse, and thus A-sparse for every van Hove sequence A in G. By definition, compare Remark 3.12, µ ∈ M ∞ (G) having B-sparse FBS means that µ is Fourier transformable and µ is a pure point measure. Consequently, by [30, Cor. 4.10.13] , µ is a strongly almost periodic measure. By Remark 3.12, we know that supp(µ) must actually be a Meyer set, so [39, Thm. 5.5.2] implies that there exists a CPS (G, H, L), with H compactly generated, and some function h ∈ C c (H) such that µ = ω h . In other words, µ is a weighted model comb.
Since µ is Fourier transformable, [33, Thm. 5.3] implies that we have q h ∈ L 1 ( H) and ω h = dens(L)ω q h , where q h ∈ C 0 ( H) is clear from [34, Thm. 1.2.4] (or from the RiemannLebesgue lemma). By assumption, supp(ω q h ) = supp( µ) is B-sparse in G. Via the dual CPS ( G, H, L 0 ), and applying Corollary 3.10 to the set U = {z ∈ H : q h(z) = 0}, we see that
and that the FBS of µ is the cut and project set (U ) in the dual CPS. Now, by Fact 4.1, we have H ∼ = R d ×Z m ×K for some d, m ∈ N 0 and K a compact Abelian group, and we identify H with this group. We shall now show that, in fact, d = 0. Since µ = 0 by assumption, we have h ≡ 0 and thus q h(x 0 , y 0 , z 0 ) = 0 for some
where f :
which satisfies q f (x 0 , y 0 ) = q h(x 0 , y 0 , z 0 ) = 0. By Lemma 4.2, the function q f is analytic and satisfies q f ≡ 0. Thus, by Corollary 4.3, the set
so that, by (12), we have R d ×T m = Z∪V . Since K is discrete, θ K is proportional to counting measure, which means
for some c > 0, where the right-hand side is finite as a consequence of Eq. (11). We thus get 
where µ n and ν n are the restrictions of µ and ν to the set A n . Here, the existence of the vague limit is assumed, which is always the case in our setting. An explicit proof of the following result is given in [33, Prop. 5.1], and need not be repeated here; see also [2, Sec. 9.4] and [6] .
Corollary 4.7. Under the conditions of Proposition 4.5, which comprise the transformability of µ, the autocorrelation γ := µ ⊛ µ is well defined, and one has the relations
Moreover, setting S := supp( µ), we also have the representation µ = y∈S µ({y}) δ y together with γ = y∈S | µ({y})| 2 δ y .
We are now ready to formulate our first main result.
Theorem 4.8. Let µ ∈ M ∞ (G) with µ = 0 be such that supp(µ) is contained in a Meyer set and that the FBS of µ is B-sparse for some van Hove sequence B in G. Then, there is a lattice Γ in G together with finite sets F ⊆ G and F ′ ⊆ G such that
Proof. By assumption, we have µ = 0. By Proposition 4.5, there exists a CPS (G, H, L), with
Since H 0 := {0}× K is a subgroup of H, and the ⋆-map is a group homomorphism, Γ is a subgroup of G. Moreover, since H 0 is both compact and open, Γ is a Delone set. This shows that Γ is a lattice in G.
Next, since supp(h) is compact, it can be covered by finitely many translates of the open set H 0 . More precisely, there is a finite set S ⊂ Z m such that supp(h) ⊆ t∈S (t, 0) + H 0 .
If we set F := (S ×{0}), we see that F is finite and
To gain the corresponding result for µ, we need to show that supp q h is compact. From the above, we know that supp(h) ⊆ S × K. For t ∈ S, set h t (ξ) := h(t, ξ), so that h t ∈ C(K) and h = t∈S 1 {t} ⊗ h t . For any t ∈ S and y ∈ K, we have
Then, for arbitrary (x, y) ∈ H = T m × K, a simple calculation shows that (13) q h(x, y) = t∈S χ x (t) q h t (y).
Fix y ∈ K and define g y : T m − − → C by x → g y (x) = q h(x, y). Next, for each t ∈ S, define χ t : T m − − → C by χ t (x) = χ x (t). Note that χ t simply is t ∈ S ⊂ Z m viewed as a character on T m = Z m . Then, by Eq. (13), we have
for each x ∈ T m , so that g y , for any fixed y, is a trigonometric polynomial on T m . Applying Lemma 4.2 in conjunction with Corollary 4.3, we see that either g y ≡ 0, or the set of zeros of g y is a null set in T m . Now, consider
By the above, we see that either U y = ∅ or θ T m (U y ) = 1.
Since K is discrete, we may repeat this process to obtain such a set U y for each y ∈ K. Then, for every y ∈ K, we have either U y ×{y} = ∅ or θ T m ×K (U y ×{y}) = 1. Next, consider
Recall from Eq. (10) that the set U = {z ∈ T m × K : q h(z) = 0} has finite measure. We have
and thus, since θ T m (U y ) = 1 for all y ∈ J but θ H (U ) < ∞, we conclude that J is a finite set. Noting that U y = ∅ for y / ∈ J, we see that, for any y / ∈ J, we have
This implies supp q h ⊆ T m × J and, reasoning as we previously did for µ, we find that
where Γ ′ = (T m × {0}) is a lattice in G and F ′ = ({0} × J) is a finite set, this time referring to the dual CPS, ( G, H, L 0 ).
To finish the proof, we need to show that Γ ′ = Γ 0 , where the lattice Γ 0 is the annihilator of Γ . Recall that we had Γ = {0} × K and
Now, x ⋆ ∈ {0}× K gives us x ⋆ = (0, ξ) with ξ ∈ K, while y ⋆ ∈ T m ×{0} implies the form y ⋆ = (η, 0) with η ∈ T m . Then, χ y ⋆ (x ⋆ ) = χ η (0) χ 0 (ξ) = 1. Employing the previous relation, we are thus left with χ y (x) = 1, which implies y ∈ Γ 0 because x ∈ Γ was arbitrary. Since this works for any y ∈ Γ ′ , we have Γ ′ ⊆ Γ 0 .
To establish the converse inclusion, let k ∈ Γ 0 be arbitrary but fixed, so χ k (x) = 1 for all x ∈ Γ = {0}× K . We work with the CPS (G, H, L) from above, and write elements of
which implies that, for any t ∈ Z m , there are elements x ∈ G and κ ∈ K such that (x, t, κ) ∈ L.
Define the mapping ψ : Z m − − → S 1 by ψ(t) = χ k (x), which turns out to be well defined.
Indeed, if (x 1 , t, κ 1 ) and (x 2 , t, κ 2 ) are both elements of L, then so is their difference, where we have (
Next, we show that ψ defines a character on Z m . Since Z m carries the discrete topology, ψ is continuous. Now, for any t 1 , t 2 ∈ Z m , there are x 1 , x 2 ∈ G and κ 1 , κ 2 ∈ K such that (x i , t i , κ i ) ∈ L, and we get ψ(t i ) = χ k (x i ) by definition. Since the sum of two lattice points is again a lattice point, we also get ψ(
Finally, since ψ is a character on Z m , there exists an element ℓ ∈ T m such that ψ = χ ℓ .
We now claim that (k, −ℓ, 0) ∈ L 0 . Indeed, for all (x, t, κ) ∈ L, we have
This also means that k ∈ T m ×{0} = Γ ′ , which completes the argument.
For any fixed y ∈ J, with the set J from the proof of Theorem 4.8, the function defined by x → q h(x, y) is a trigonometric polynomial on T m . In fact, we can say more. Lemma 4.9. Let Γ ⊆ G be a lattice and µ a Fourier transformable measure on G such that supp(µ) ⊆ Γ + F and supp( µ) ⊆ Γ 0 + F ′ for finite sets F ⊆ G and F ′ ⊆ G. Then, there is a set {τ 1 , . . . , τ N } ⊆ F such that one can represent µ as
where each P j is a trigonometric polynomial on G.
Proof. Given a lattice Γ and a finite set F , there exists a minimal finite set, F 0 ⊆ F say, such that Γ + F 0 = Γ + F . Without loss of generality, we may assume that F and F ′ are minimal in this sense. Then, applying [41, Rem. 5] to the measure γ = µ, we gain the existence of a finite measure ν on G such that
Define the measures ν 1 := x∈Γ +F ν † {x} δ x and ν 2 := ν † − ν 1 . Then,
Since µ and µ 1 are supported in Γ + F , we have supp(µ 2 ) ⊆ Γ + F . Observe that ν 2 ({x}) = 0 for all x ∈ Γ + F by construction, which implies µ 2 ({x}) = 0 for all x ∈ Γ + F by a simple calculation. Consequently, µ 2 = 0 as a measure, and we have
where ν 1 is a finite pure point measure with supp(ν 1 ) ⊆ Γ + F . Now, let F = {τ 1 , . . . , τ N }. Then, recalling δ x * δ y = δ x+y , we can explicitly write
with η j := x∈Γ ν 1 {x + τ j } δ x . Note that each η j is supported inside Γ and is finite, meaning that x∈Γ η j {x} < ∞. This finiteness allows us to choose (and change) the order of summation in what follows. Now, decompose µ as µ = N j=1 ϑ j * δ τ j with
Then, with η j {x} = ν 1 {x + τ j } for x ∈ Γ , we obtain
where we have used a change of variable transformation in the lattice Γ together with the relation Γ − Γ = Γ . With a χ := y∈Γ η j {y} χ(y) for χ ∈ F ′ , we get
where P j := χ∈F ′ a χ χ(τ j ) χ is a finite linear combination of characters from G, and thus a trigonometric polynomial on G. Consequently, we also have
Repeating this construction for each j, we find
which was our original claim. Now, consider a measure µ ∈ M ∞ (G) with Meyer set support that is Fourier transformable. By [33, Thm. 5.9] or [30, Thm. 4.9.32], we know that µ is transformable as well. Then, interchanging the roles of G and G as well as those of µ and µ, the previous result can be derived for µ, this time with {σ 1 , . . . , σ M } ⊆ F ′ . This leads to the following general statement. 
where each P i , respectively Q j , is a trigonometric polynomial on the group G, respectively G, while N and M are the cardinalities of the minimally chosen finite sets F and F ′ .
Remark 4.11. Note that the polynomials P i and Q j in Theorem 4.10 are not unique. Indeed, if χ is any character that is constant on Γ + τ i (meaning χ ∈ Γ 0 ) and if c is the corresponding constant, then (cχ)P j is another polynomial that agrees with P j on Γ + τ i . A (somewhat) canonical choice for the polynomials can now be made as follows. Given polynomials P i such that the first relation in Theorem 4.10 holds, there exist characters χ 1 , . . . , χ M and coefficients c ij with 1 i N and 1 j M such that
This is possible because the χ j can comprise all characters which appear in the polynomials P i , then with the possibility that some of the coefficients c ij vanish. Now, using ψ τ i (χ) := χ(τ i ), a simple computation gives
We thus see that there are coefficients c ij , translations τ 1 , . . . , τ N and characters χ 1 , . . . , χ M such that we get
Q j δ Γ 0 +χ j for the choice
which seems to be a reasonable standardisation. ♦
The results of this section may be applied more generally. Firstly, we consider a transformable measure µ whose Fourier transform may have a continuous part. We refer to the pure point part of a measure ν by ν pp , and use µ s and µ 0 for the strongly almost periodic and null-weakly almost periodic parts of a weakly almost periodic measure µ; see [3, Sec. 4 .10] for definitions and properties around the underlying Eberlein decomposition, µ = µ s + µ 0 . Corollary 4.12. Let µ be a translation-bounded, Fourier-transformable measure on G such that supp(µ) is a subset of a Meyer set and that supp( µ pp ) = ∅ is B-sparse for some van Hove sequence B in G. Then, there exists a lattice Γ together with finite sets F = {τ 1 , . . . , τ N } and F 0 in G such that
Moreover, one has supp( µ pp ) ⊆ Γ 0 + F ′ for some finite set F ′ ⊆ G.
Proof. Since µ has Meyer set support, then so does µ s , as follows from [38, 41] . Now, the first part of the claim becomes a consequence of Theorem 4.10. For the second part, we know that supp(µ) can be embedded inside a model set Λ ⊆ G with compact window. Then, supp(µ 0 ), supp(µ s ) ⊆ Λ. Since µ s is strongly almost periodic and non-trivial, supp(µ s ) is relatively dense. So, applying [39, Lemma 5.5.1], we find a finite set,
From the first part, supp(µ s ) ⊆ Γ + F , so we have
The last claim follows from Theorem 4.8.
In general, a measure need not (and generally will not) be Fourier transformable in order to possess an autocorrelation and a diffraction. The appropriate setting here is that of weakly almost periodic measures; see [3, Sec. 4.10] for definitions and [30, 21] Definition 4.13. Let µ be a weakly almost periodic measure on a group G. The FourierBohr coefficients of µ are defined, for each χ ∈ G, by
where A = {A n } is any van Hove sequence in G.
Note that the existence of the Fourier-Bohr coefficients, in the above form, follows from [30, Lemma 4.10.7] , and their values do not depend on the van Hove sequence chosen; see also [10] .
Corollary 4.14. Let µ be a weakly almost periodic measure on G such that supp(µ) is contained in a Meyer set. If µ s = 0 and the set S := {χ ∈ G : c χ (µ) = 0} is B-sparse in G for some van Hove sequence B in G, there exists a lattice Γ in G together with a finite set F ⊆ G such that supp(µ s ), supp(µ 0 ) ⊆ Γ + F , together with S ⊆ Γ 0 + F ′ for some finite set F ′ ⊆ G.
Proof. By [21, Thm. 7.6] , µ has the unique autocorrelation γ µ and pure point diffraction with support S. Since γ µ is translation bounded, transformable and supported in the Meyer set supp(µ) − supp(µ), we may apply Corollary 4.12 to γ µ to obtain supp(γ µ ) ⊆ Γ + F .
Next, let Λ be any Meyer set in G such that supp(µ) ⊆ Λ. Then, supp(γ µ ) ⊆ Λ − Λ, and [39, Lemma 5.5.1] guarantees the existence of a finite set F 1 such that
Fix some s ∈ Λ. Then, we get
The claim now follows from Corollary 4.12.
Sparseness of positive definite measures
This is the moment where we need to recall further concepts of almost periodicity and study their consequences and relations in the context of measures with sparse supports. Since we are interested in properties of the Fourier transforms, it is natural to begin with the class of strongly almost periodic measures, or SAP-measures for short, which were defined in Remark 3.12 and have been used several times already.
5.1.
Positive definite measures with uniformly discrete support. Here, we consider positive definite, pure point SAP-measures, where we are able to tighten the type of almost periodicity when the support is uniformly discrete. In particular, we will show that any such measure is also sup-almost periodic.
For any pure point measure ω on G, one can consider
which defines a norm on M ∞ pp , the space of translation-bounded pure point measures. Now, recall from [39, Def. 5.3.4 ] that a measure µ from this class is called sup-almost periodic if the set P ε := {t ∈ G : µ − T t µ ∞ < ε} is relatively dense for every ε > 0.
Theorem 5.1. Let 0 = µ = x∈Λ a(x) δ x be a positive definite, strongly almost periodic measure on G. If Λ is uniformly discrete, the following statements hold.
(1) The set B ε := {x ∈ Λ : Re a(x) a(0) − ε} is relatively dense for every ε > 0.
(2) The measure µ is sup-almost periodic.
(3) The measure µ is norm-almost periodic.
(4) There is a CPS (G, H, L) and some h ∈ C 0 (H) such that µ = ω h .
Proof. First, let us note that, since µ is a positive definite measure, the function a on G given by a(x) = µ({x}) is positive definite and supported inside Λ by [20, Prop. 2.4] . Therefore, we have a(0) ∈ R, and |a(x)| a(0) holds for all x ∈ Λ. Consequently, Re a(x) a(0) for all x ∈ Λ.
Next, as Λ is uniformly discrete, we can find a relatively compact open neighbourhood U of 0 such that (x + U ) ∩ (y + U ) = ∅ for any x, y ∈ Λ implies x = y.
Let g be a function with values in [0, 1] such that g(0) = 1, g(−x) = g(x) and supp(g) ⊆ U . The previous property implies that any translate of supp(g) meets Λ in at most one point. Therefore, if δ Λ * g (z) = 0 for some z ∈ G, there exists a point y ∈ Λ so that (14) µ * g (z) = g(z − y) a(y).
As µ is strongly almost periodic, µ * g is uniformly (or Bohr) almost periodic, and the set
is relatively dense for each ε > 0. We claim that
As U is a relatively compact subset of G, once we prove this claim, the relative denseness of V ε implies the relative denseness of B ε .
To proceed, let t ∈ V ε . Then, as T t µ * g − µ * g ∞ < ε, we certainly have the inequality T t µ * g (t) − µ * g (t) < ε. By Eq. (5), this is equivalent to
Since B ε ⊆ B ε ′ for ε ε ′ , it suffices to show relative denseness of the sets B ε for all sufficiently small ε > 0. Thus, we now assume
and hence µ * g (t) = 0. Therefore, by Eq. (14), there exists a unique y ∈ Λ so that
With the relations from Eqs. (15) and (16), we obtain the following chain of implications,
where the last step follows from 0 g(t − y) 1 in conjunction with the observation that g(t − y)a(y) = µ * g (t) = 0. This implies y ∈ B ε together with t − y ∈ supp(g) ⊆ U . Thus t = y + (t − y) ∈ B ε + U , and we are done with the first claim.
Next, consider claim (2). As a is positive definite, Krein's inequality [20, Cor. 2.5] implies
Therefore, one has
This shows that B ε 2
where the P ε are the sets of ε-almost periods which define sup-almost periodicity. By [39, Lemma 5.3.6], sup-almost periodicity implies norm-almost periodicity in this case, as Λ is uniformly discrete. Finally, claim (4) Recall from [30] that positive definite measures are Fourier transformable, and that strong almost periodicity then implies that the Fourier transform is a pure point measure. Thus, under the conditions of Theorem 5.1, µ and µ are both pure point measures. However, for µ to be doubly sparse, we need to add a condition on the support of µ.
Indeed, the autocorrelation measure of the Fibonacci chain, see [2] for details, provides an example of a positive definite SAP-measure, µ ∈ M ∞ (R), with Meyer set support such that µ is a positive, pure point measure on R with dense support, and the same situation applies to the autocorrelation measures of regular model sets in general; see also [32] for some interesting extensions.
At this point, it seems worthwhile to state the following improvement of Theorem 5.1 for the case that the support of µ is FLC.
Theorem 5.2. Let µ be a positive definite, pure point measure on G with FLC support and sparse FBS. Then, one has
for some lattice Γ ⊆ G and some trigonometric polynomials P i on G and Q j on G.
Proof. The assumption that µ has a sparse FBS implies that µ is transformable as a measure and that µ is pure point, hence µ is strongly almost periodic. Also, µ positive definite results in the inequality |µ({x})| µ({0}) for all x ∈ G; compare the beginning of the proof of Theorem 5. 5.2. Doubly sparse sup-almost periodic measures. Our aim here is to characterise positive definite measures µ with uniformly discrete support and sparse FBS. The key to this characterisation is the sup-almost periodicity of such a measure as obtained above.
In fact, given a sup-almost periodic measure µ, our results require only weak uniform discreteness of its support. In line with Theorem 5.1, note that, when the support of µ is weakly uniformly discrete, µ is sup-almost periodic if and only if it is norm-almost periodic [39, Lemma 5.3.6] . This means that all measures we consider in this section are actually norm-almost periodic.
Theorem 5.3. Let 0 = µ = x∈Λ a(x) δ x be a translation bounded, sup-almost periodic measure on G. If µ has weakly uniformly discrete support, Λ, and sparse FBS, there is a CPS (G, H, L) and some h ∈ C 0 (H) such that
(2) h ∈ L 1 (H) with support of finite measure; Proof. Since µ is sup-almost periodic, [39, Thm. 5.4.2] implies the existence of a CPS (G, H, L), with the group H metrisable, and that of a function h ∈ C 0 (H) such that µ = ω h . Let U = {y ∈ H : h(y) = 0} as before. Since supp(µ) is weakly uniformly discrete, θ H (U ) is finite, by Corollary 3.10. Then, h ∈ L 1 (H) by Fact 3.15, and claims (1) and (2) are verified. Let ( G, H, L 0 ) be the dual CPS. To show claim (3), we use a function of compact support to construct a measure whose Fourier-Bohr coefficients are 'close' to those of µ. Fix a van Hove sequence A in G, set d = dens A (Λ), which is finite because Λ is weakly uniformly discrete, and fix an arbitrary ε > 0. Since h ∈ C 0 (H), there exists a compact set K 0 ⊆ H such that
holds for every y ∈ K 0 . We may choose a relatively compact open set V ⊇ K 0 and an
Further, for y ∈ K 0 , we have h(y) = g(y) and, for y ∈ K 0 ,
Consequently, we get
Now, consider the measure ω g . In general, we may not assume that ω g is transformable but, since g ∈ C c (H), ω g is strongly almost periodic by [19, Thm. 3.1] . Then, by Definition 4.13, we may consider the Fourier-Bohr coefficients of ω g ,
for each χ ∈ G. Now, [19, Thm. 3.3] implies that
, and c χ (ω g ) = 0 otherwise. Since |g| |h|, we have supp(ω g ) ⊆ Λ, while h − g ∞ < ε 1 implies |ω h − ω g |(t) < ε 1 for all t ∈ Λ. Finally, since µ is Fourier transformable, we have µ({χ}) = M(χµ) for all χ ∈ G, by an application of [33, Prop. 3.14] . For all χ ∈ G, this gives us
, since c χ (w g ) = 0 (and dε 1 is a product of fixed constants with an arbitrary ε > 0, so that dε 1 = O(ε)), we thus have
which justifies the interpretation; see [32] for related results. ♦
The last proof, in conjunction with [21, Thm. 7.6] , has a direct consequence as follows.
Corollary 5.5. Under the conditions of Theorem 5.3, the measure µ = ω h has a unique autocorrelation measure, namely γ = ω h ⊛ ω h = dens(L)ω h * h , and the corresponding diffraction measure is γ = dens(L) 2 ω |ȟ| 2 .
Remark 5.6. Since K is open and closed in H, the factor group H/K is discrete. Therefore,
is closed and compact. ♦ Proposition 5.7. Under the conditions of Theorem 5.3, the measure µ may be approximated in any K-norm by strongly almost periodic measures µ n , supported inside sets Γ + F n , where Γ is a lattice in G and the F n ⊆ G are finite. Moreover, the Fourier-Bohr coefficients of the measures µ n converge to those of µ.
Proof. We employ the setting of the proof of Theorem 5.3. Fix a compact set K ⊆ G and set Γ := (K). We will now construct an increasing sequence of finite sets F n ⊆ G such that µ n = µ| Γ +Fn ∈ SAP(G) and µ n − µ K 1 n . Since Λ is weakly uniformly discrete, there exists an N ∈ N such that, for all t ∈ G, (19) card((t + Λ) ∩ K) < N .
As usual, let U = {y ∈ H : h(y) = 0}, where h ∈ C 0 (H). For each n ∈ N, there exists a compact set W n ⊆ U such that
Since π H (L) is dense in H and K is open in H, we have π H (L) + K = H. By the compactness of W n , we can find a finite set
Since K is open and closed in H and F ⋆ n is finite, F ⋆ n + K is also open and closed in H. Consequently, h n is continuous. Moreover, as F ⋆ n + K is compact, we have h n ∈ C c (H). Setting µ n := ω hn ,
we have µ n ∈ SAP(G) by [19, Thm. 3 .1] and µ n = µ| Γ +Fn by construction. Now, (20) ensures that |h(y) − h n (y)| < 1 nN for all y ∈ H and thus that µ({x}) − µ n ({x}) < 1 nN for all x ∈ G. It is clear that supp(µ − µ n ) ⊆ Λ. Consequently, via (19) , we see that
Note that the sets W n , and thus F ⋆ n and F n , may be chosen to be increasing, as claimed. Finally, for χ ∈ G, observe that
for some C > 0, which verifies the convergence of the Fourier-Bohr coefficients.
Comparing the results of this section with those of Section 4, we see that, while supalmost periodicity of a pure point measure µ enables its representation as a model comb, the weight function h has compact support if and only if supp(µ) is FLC (or Meyer); see [39, Thm. 5.5.2] . This makes the calculations for doubly sparse sup-almost periodic measures with only uniformly discrete support a little more delicate. Nevertheless, we obtain almost everything that we did in Section 4, apart from the support of µ being crystallographic, and even this we 'almost' get. Now, we combine these results with Theorem 5.1 to obtain the characterisation for positive definite measures with uniformly discrete support. Proof. By the argument used in the proof of Theorem 5.2, µ is translation bounded. From Remark 3.12, we see that µ is an SAP-measure. Now, Theorem 5.1 implies that µ is supalmost periodic, and the rest is clear.
Specific results for G = R d
For arguments in G = R d , the usual framework is that of tempered distributions. We use S(R d ) and S ′ (R d ) to denote the spaces of Schwartz functions and tempered distributions on R d , respectively, and T, ϕ := T (ϕ) for the pairing of a distribution and a test function.
In previous sections, we have assumed our measures to be translation bounded and Fourier transformable. The connection between the distributional Fourier transform and Fourier transformability as an unbounded Radon measure, as we have considered, was clarified in [40] , where it was shown that a tempered measure µ on R d is Fourier transformable if and only if its distributional Fourier transform is a translation-bounded measure. Thus, in the Euclidean setting, a measure µ is translation bounded and Fourier transformable if and only if its distributional Fourier transform ν is translation bounded and Fourier transformable. We begin this section by establishing some sufficient conditions for transformability and translation boundedness.
In [42] , the notions of weak and strong almost periodicity for tempered distributions were defined, and it was shown that these definitions coincide with the classical ones for the class of translation-bounded measures on R d . Lemma 6.1. Let µ ∈ S ′ (R d ) be a measure with uniformly discrete support that is weakly almost periodic as a tempered distribution. Then, µ is a translation-bounded measure and thus µ ∈ WAP(R d ).
Proof. By [42, Rem. 5.1], µ = x∈Λ a(x)δ x is translation bounded as a tempered distribution, meaning that µ * f ∈ C u (R d ) for all f ∈ S(R d ). Now, since supp(µ) is uniformly discrete, we may choose an open neighbourhood U of 0 such that (x + U ) ∩ (y + U ) = ∅ for all x, y ∈ supp(µ) with x = y. Select a function f ∈ C ∞ c (R d ) such that supp(f ) ⊂ U and f (0) = 1. Via a simple calculation, one can verify that
holds for all x ∈ supp(µ); compare [39, Lemma 5.8.3] . Then, there exists a C > 0 such that
and thus, since supp(µ) is uniformly discrete, µ is a translation-bounded measure. Hence, by [42, Thm. 5.3] , µ is also weakly almost periodic as a measure. Proof. As noted above, the translation boundedness of µ is a consequence of Lemma 6.1. To see the translation boundedness of ν, it suffices to show that the set of coefficients, namely {b(y) : y ∈ S}, is bounded. Let y ∈ S be arbitrary but fixed, and select c ∈ C ∞ c (R d ) with c(y) = 1 and R d |c(x)| dx 2, which is clearly possible. From [42, Prop. 4 .1], we know that the function g = µ * c is bounded and uniformly continuous, and thus defines a regular tempered distribution. Its distributional Fourier transform, ν c =: ρ, is a finite measure. Now, by [42, Thm. 7 .2], we have
The above results allow us to use the results of Section 4 in considering a question posed by Meyer [26] , namely whether there exists a pair of tempered measures µ, ν on R d , defined as in (21) , such that ν is the distributional Fourier transform of µ, Λ is a fully Euclidean model set, and S is locally finite.
Remark 6.5. Recall that Meyer's definition of a model set in the context of this question requires that the internal space be H = R n . As stated in Section 3.2, we always refer to a CPS of the form (R d , R n , L) as a fully Euclidean CPS. ♦
We require one further result as follows.
Lemma 6.6. Let (R d , R n , L) be a fully Euclidean CPS, and let (W ) be a model set in this CPS. If there exists a lattice Γ ⊂ R d and a finite set F ⊂ R d such that
Proof. Suppose that such sets Γ, F ⊂ R d exist. We first show that we can choose them such that Γ,
For any fixed j ∈ {1, . . . , d}, we have mv j ∈ Γ ⊆ (W ) + F ′ for every m ∈ N. As F ′ is finite, there exist positive integers n 1 = n 2 and a t ∈ F ′ such that n 1 v j and n 2 v j lie in (W ) + t. Thus, we have
In this way, for each j ∈ {1, . . . , d}, we find some
Now, as ℓΓ ⊆ Γ has finite index, there exists a finite set J ⊂ R d such that Γ ⊆ ℓΓ + J, and we get (W ) ⊆ ℓΓ + F + J .
, there exist y ∈ ℓΓ and z ∈ (F + J) such that x = y + z. But as x ∈ L and y ∈ L, we must have z ∈ L ∩ (F + J), Consequently,
where the lattice ℓΓ and the finite set F ′′ are both contained in L.
To continue, we relabel so that, w.l.o.g., (W ) ⊆ Γ + F with Γ, F ⊆ L. Now, invoking [39, Lemma 5.5.1], there exists a finite set,
and since Γ, F, (W ) ⊆ L, we may as above choose
with a finite set F 2 ⊆ L, and thus
Then, Z is a subgroup of R n , and so is its closure, Z. Since Z ⊆ W + F ⋆ 2 , we see that Z is a compact subgroup of R n , so we must have Z = {0}. Now, recalling that (W ) ⊆ Γ + F , we have W ⊆ Z + F = F , so W is finite. But W has non-empty interior, so we must have n = 0. To conclude, we note that, since W ⊆ {0} = R 0 , we have W = {0}. Hence, (W ) is a subgroup of R d and thus is a lattice.
By combining Theorem 4.8 with Lemma 6.6 and Corollary 6.4, we can answer a weaker version of Meyer's question. Recall that a sparse point set (precisely, B-sparse for some van Hove sequence B) is necessarily locally finite. so, by Lemma 6.6, the CPS has internal space R 0 = {0}.
Note that translation boundedness of ν in the above result may be replaced by any of the sufficient conditions in Corollary 6.4. In fact, a result of Lev and Olevskii allows us to answer Meyer's question in a little more generality, namely for the case that ν is a slowly increasing measure. Recall that a tempered measure ν is slowly increasing when |ν|(B r ) = O(r n ) as r → ∞ for some n ∈ N, which is a mild restriction when ν is a signed or complex measure.
For slowly increasing measures µ and ν, defined as in (21), with ν the distributional Fourier transform of µ and supp(µ) = Λ inside a Meyer set, [23, Thm. 7 .1] states that S = supp(ν) is either uniformly discrete or has a relatively dense set of accumulation points. This means that local finiteness of S forces S to be uniformly discrete in this case (and Corollary 6.4 then implies that µ is translation bounded and transformable, so we may proceed as above). The result is also implied by [23, Thm. 2.3] , which is an R d -version of our Theorem 4.10.
Corollary 6.8. Let µ = λ∈Λ a(λ) δ λ be supported inside a model set Λ in a non-trivial, fully Euclidean CPS and let ν, the distributional Fourier transform of µ, be a slowly increasing measure. Then, if ν pp has locally finite support, it must be trivial, that is, ν pp = 0.
Proof. If µ is supported inside a fully Euclidean model set, then so is µ s . By [42, Thm. 6 .1], ν pp is the distributional Fourier transform of µ s , so applying Corollary 6.7 and the comments following it to µ s gives the result. Lemma 6.1 allows us to use some properties of weakly almost periodic measures, compare [21] , to make some general statements about the diffraction of measures on R d that have uniformly discrete support. The following generalises [23, Lemma 10.5] .
Proposition 6.9. Let µ be a translation-bounded measure on R d such that its distributional Fourier transform, denoted by ν, is also a measure, and let S := {χ ∈ R d : c χ (µ) = 0}. Then, one has the following properties:
(1) the autocorrelation γ of µ is unique;
(2) µ possesses the pure point diffraction measure γ = χ∈S |c χ (µ)| 2 δ χ ; (3) supp(ν pp ) = S.
Proof. Via Lemma 6.1 and Remark 6.2, we see that µ ∈ WAP(R d ). Then, claims (1) and (2) The following result generalises [23, Thm. 10.4 ], since we do not require the measure µ to be translation bounded.
Theorem 6.10. Let µ be a tempered measure that is supported in a Meyer set and has an autocorrelation, γ. The support of the pure point part of the diffraction, S := supp( γ pp ), is either uniformly discrete and contained in finitely many translates of a lattice, or is not locally finite and has a relatively dense set of accumulation points.
Proof. From [42, Thm. 5.1], γ is a weakly almost periodic, tempered distribution, so by Lemma 6.1, γ is a weakly almost periodic, translation-bounded measure. Since γ is supported inside a Meyer set, γ s is supported inside a Meyer set as well [38, 41] .
Noting that γ s and its Fourier transform, γ s = γ pp , are both translation-bounded and hence slowly increasing measures, we may apply [23, Thm. 7 .1] to the measure γ s to see that either S has a relatively dense set of accumulation points or is uniformly discrete.
The latter case is non-trivial only when γ = 0. Then, observing that γ is positive definite and supported inside a Meyer set, we see that γ is translation bounded and transformable by Corollary 6.4, so we may apply Theorem 4.8 to γ to obtain the result.
We combine the results of this section as follows.
Corollary 6.11. Let µ be a tempered measure on R d such that its distributional Fourier transform ν is also a measure. If µ is supported inside a Meyer set, Λ say, and if we set S := supp(ν pp ) = ∅, precisely one of the following situations applies:
(1) S contains a relatively dense set of accumulation points; Proof. By Lemma 6.1, the measure µ is translation bounded. Now, due to Proposition 6.9, µ has unique autocorrelation γ and diffraction
where S = supp( γ ) = supp(ν pp ). Then, by Theorem 6.10, either claim (1) holds, or S is uniformly discrete. In the latter case, S is B-sparse for all van Hove sequences, and hence, by Corollary 4.14, claim (2) holds.
The explicit structure can then be summarised as follows. and that the two cases are then as follows:
(1) µ s = ω h and ν pp = dens(L) ω q h ;
(2) µ = ω h and ν = dens(L) ω q h .
Further, in the second case, µ and ν = µ have the form given in Theorem 4.10, with an internal space of the form H = Z m × K.
