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Abstract
We calculate the Green function for the Dirac equation describing a spin 1/2
particle in the presence of a potential which is a sum of the Coulomb potential
VC = −A1/r and a Lorentz scalar Vs = −A2/r. The bound state spectrum is
obtained.
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1. Introduction
The generalized Dirac equation that we consider describes a spin 1
2
particle in inter-
action with a mixed potential consisting of the Coulomb potential and a Lorentz scalar
potential.The scalar potential is added to the mass term in the Dirac equation and may
be interpreted as an effective position dependent mass.If the scalar potential is assumed
to be created by the exchange of massless scalar mesons, it has the form VS = −
A2
r
. Exact
solutions for the bound states in this mixed potential can be obtained by separation of
variables [1,2]. Alternatively, using a similarity transformation it is possible to bring the
radial equation to a form almost identical to those of the Schro¨dinger and Klein-Gordon
equations in a Coulomb field leading to the bound state spectrum [3].The bound state
problem for the N-dimensional generalized Dirac equation has also been solved [4].The
scattering problem does not seem to have been treated in litrature.
In this paper we obtain the explicit form for the Green function for the generalized
Dirac equation.Our results generalize earlier ones for the Dirac-Coulomb Green function
[5].
The paper is organized as follows : in Section 2 we formulate the problem,in Section 3
we obtain the projectors which simplify the angular part of the Green function,in Section 4
a Baker-Campbell-Hausdorff formula is used to simplify the radial dependence, in section
5 the final form of the Green function is obtained.Section 6 contains the conclusions.
1
2. Formulation of the problem
The generalized Dirac equation involves a potential which is the sum of the time
component of a Lorentz vector and a Lorentz scalar and is given by
(γ0(i∂0 +
A1
r
) + iγ · ∂ −M +
A2
r
)Ψ(x) = 0, (1)
where ∂µ =
∂
∂xµ
and r = |x|. The Green function for this equation satisfies the differential
equation
(γ0(i∂0 +
A1
r
) + iγ · ∂ −M +
A2
r
)G(x, x′) = δ(x− x′). (2)
Since the potential is time independent one may write
G(x, x′) =
1
2π
∫
e−iǫ(t−t
′)G(x,x′|ǫ)dǫ. (3)
Thus
G(x,x′|ǫ) = (γ0(ǫ+
A1
r
)−M +
A2
r
+ iγ · ∂)−1δ(x− x′). (4)
We rewrite the above equation in the form
G(x,x′|ǫ) = (γ0(ǫ+
A1
r
) +M −
A2
r
+ iγ · ∂)
× (r(ǫ2 −M2 − pr
2) + 2(ǫA1 +MA2)−
1
r
K)−1
×
1
r′
δ(r − r′)δ(n− n′), (5)
where n = r
r
, pr = −i(∂r +
1
r
) and
K = L2 − i(A1γ
0 + A2)γ · n− (A1
2 − A2
2). (6)
Next we use the inegral representation
1
D
= −i
∫ ∞
0
ds exp isD, (7)
where a convergence factor (not shown explicitly) is assumed to be present in the inte-
gral.Then we can write equation (5) as
G(x,x′|ǫ) = −i(γ0(ǫ+
A1
r
) +M −
A2
r
+ iγ · ∂)
∫∞
0 dse
2is(ǫA1+MA2)exp−is(r(k2 + pr
2) +
1
r
K)
1
r′
δ(r − r′)δ(n− n′), (8)
where k2 = M2 − ǫ2.We assume k to be real.
3. The projectors for the eigenvalues of the operator K
In this section we construct the eigenfunctions of the operator K and show that the
angular delta function δ(n − n′) may be written as the sum of the projectors of its
2
eigenvalues. This may be done easily if we introduce the total angular momentum by
J = L + S = L + 1
2
Σ and use a basis in which the operators J2,L2,S2 and Jz are
diagonal.Using the standard representation for the Dirac matrices and the usual notation
for the eigenvalues of the operators J2,L2 and Jz the basis functions may be written as
Ωj,l,m
(+) =
(
Ωj,l,m
0
)
,
Ωj,l,m
(−) =
(
0
Ωj,l,m
)
, (9)
where Ωj,l,m are the two component spinors
Ωj,l,m =

 (
l+ 1
2
+m
2l+1
)
1
2Yl,m− 1
2
(
l+ 1
2
−m
2l+1
)
1
2Yl,m+ 1
2

 , (10)
for j = l + 1
2
,l = 0, 1, 2, .... and
Ωj,l,m =

 (
l+ 1
2
−m
2l+1
)
1
2Yl,m− 1
2
(θ, φ)
−(
l+ 1
2
+m
2l+1
)
1
2Yl,m+ 1
2
(θ, φ)

 , (11)
for j = l − 1
2
,l = 1, 2, 3, ....., which satisfy the equations
(1 + σ · L)Ωj,j± 1
2
,m = ∓(j +
1
2
)Ωj,j± 1
2
,m, (12)
σ · nΩj,j± 1
2
,m = Ωj,j∓ 1
2
,m. (13)
In the above basis
J2 +
1
4
= (1 +Σ · L)2. (14)
Since the operator K may be written as
K = J2 +
1
4
− (A21 −A
2
2)− (1 +Σ · L)− i(A1γ
0 + A2)γ · n, (15)
we get
K = Λ(Λ + 1), (16)
where
Λ = −(1 +Σ · L)− i(A1γ
0 + A2)γ · n. (17)
Since
Λ2 = J2 +
1
4
− (A21 − A
2
2), (18)
we get the eigenvalues of Λ as ±λ where
λ = [(j +
1
2
)2 − (A21 − A
2
2)]
1
2 . (19)
We assume that λ is real.
3
Next, one can show that
SΛS−1 = −(1 −
A21 −A
2
2
Γ2
)
1
2 (1 +Σ · L), (20)
where
S = eiγ
0γ ·nη(Γ)eiγ ·nξ(Γ), (21)
and
Γ = γ0(1 +Σ · L),
tanh 2ξ(Γ) =
A1
Γ
,
tan 2η(Γ) =
A2
Γ(1−
A2
1
Γ2
)
1
2
. (22)
Hence
ΓΩ±j,j+µ
2
,m = ∓µ(j +
1
2
)Ω±j,j+µ
2
,m,
ΛS−1Ω±j,j+µ
2
,m = µλS
−1Ω±j,j+µ
2
,m. (23)
Thus S−1Ω±j,j+µ
2
,m are eigenfunctions of Λ with eigenvalues µλ. To calculate their explicit
form one can use the results
γ0Ω±j,j+µ
2
,m = ±Ω
±
j,j+µ
2
,m
γ · nΩ±j,j+µ
2
,m = ∓Ω
∓
j,j−
µ
2
,m
γ0γ · nΩ±j,j+µ
2
,m = Ω
∓
j,j−
µ
2
,m (24)
Using equations (21-23) the unnormalized eigenfunctions of Λ belonging to the eigenvalues
±λ are
Φλ,j,m
(±) =
λ+ j + 1
2
2λ
Ωj,j+ 1
2
,m
(±) − i
A1 ∓A2
2λ
Ωj,j− 1
2
,m
(∓)
Φ−λ,j,m
(±) =
λ+ j + 1
2
2λ
Ωj,j− 1
2
,m
(±) + i
A1 ∓ A2
2λ
Ωj,j+ 1
2
,m
(∓) (25)
Next we have the completeness relation
δ(n− n′) = Σj,µ,mΩj,j+µ
2
,m
(+)(n)Ωj,j+µ
2
,m
(+)(n′) †+Ωj,j+µ
2
,m
(−)(n)Ωj,j+µ
2
,m
(−)(n′)† (26)
where µ = ±1. Next, inverting equation (25) we have
Ωj,j+µ
2
,m
(+) = Φµλ,j,m
(+) + iµ
A1 − A2
λ+ j + 1
2
Φ−µλ,j,m
(−)
Ωj,j+µ
2
,m
(−) = Φµλ,j,m
(−) + iµ
A1 + A2
λ+ j + 1
2
Φ−µλ,j,m
(+) (27)
4
Hence
ΛP±λ = ±λP±λ
δ(n− n′) = Σj(Pλ(n,n
′) + P−λ(n,n
′)) (28)
where the projectors P±λ are given by
Pλ(n,n
′) = ΣmΦλ,j,m
(+)(n)(Ωj,j+ 1
2
,m
(+)(n′) † −i
A1 + A2
λ + j + 1
2
Ωj,j− 1
2
,m
(−)(n′)†)
+ Φλ,j,m
(−)(n)(Ωj,j+ 1
2
,m
(−)(n′) † −i
A1 − A2
λ + j + 1
2
Ωj,j− 1
2
,m
(+)(n′)†)
P−λ(n,n
′) = ΣmΦ−λ,j,m
(+)(n)(Ωj,j− 1
2
,m
(+)(n′) †+i
A1 + A2
λ+ j + 1
2
Ωj,j+ 1
2
,m
(−)(n′)†)
+ Φ−λ,j,m
(−)(n)(Ωj,j− 1
2
,m
(−)(n′) †+i
A1 −A2
λ+ j + 1
2
Ωj,j+ 1
2
,m
(+)(n′)†) (29)
If we now use equation (25) one can write the projectors in terms of the Ω functions. The
summations involved may be done as follows.First using equations (11) and (12) we get
4πΣmΩj,j+µ
2
,m(n)Ωj,j+µ
2
,m(n
′)† = (j +
1
2
)Pj+µ
2
(x) + iµσ · (n× n′)P
′
j+µ
2
(x) (30)
where x = n · n′ and the prime on the Legendre polynomials Pj+µ
2
denotes derivative with
respect to x. Also,
(j +
1
2
)Pj+ 1
2
(x) = xPj+ 1
2
′
(x)− P
′
j− 1
2
(x)
(j +
1
2
)Pj− 1
2
(x) = Pj+ 1
2
′
(x)− xPj− 1
2
′
(x) (31)
Hence
4πΣµ,mµΩj,j+µ
2
,m(n)Ωj,j+µ
2
,m(n
′)† = (−1 + x+ iσ · (n× n′))Aj (32)
4πΣµ,mΩj,j+µ
2
,m(n)Ωj,j+µ
2
,m(n
′)† = (1 + x+ iσ · (n× n′))Bj (33)
where
Aj =
j + 1
2
x− 1
(Pj+ 1
2
(x)− Pj− 1
2
(x))
Bj =
j + 1
2
x+ 1
(Pj+ 1
2
(x) + Pj− 1
2
(x)) (34)
The final expression for Pλ is
8πPλ = (1 + x+ iΣ · (n× n
′))Bj +
j + 1
2
λ
(−1 + x+ iΣ · (n× n′))Aj
− i
(A1γ
0 + A2)
λ
γ · (n+ n′)Bj (35)
5
The results for the projector P−λ can be obtained from the above equation by changing
the sign of λ. The projectors P±λ satisfy the relations:
∫
dn′P±λ(n,n
′)P±λ′(n
′,n′′) = δλλ′P±λ(n,n
′′)∫
dn′Pλ(n,n
′)P−λ′(n
′,n′′) = 0 (36)
Thus equation (8) can now be written in the form
G(x,x′|ǫ) = −i(γ0(ǫ+
A1
r
) +M −
A2
r
+ iγ · ∂)Σν,jPνλ(n,n
′)
∫∞
0 dse
2is(ǫA1+MA2)exp−is(r(k2 + pr
2) + νλ(νλ + 1)
1
r
)
1
r′
δ(r − r′) (37)
where ν = ±1
4 The Baker-Campbell-Hausdorff formula for the SO(2,1) algebra
In this section we calculate the action of the operator exp−is(rpr
2 + νλ(νλ + 1)1
r
)
on a suitable function f(r).This will allow us to simplify the radial dependence of the
Green function.The method used is the same as one used by Mil’shtein and Strakhovenko
previously.We include the calculation for the sake of completeness. The operators
T1 =
1
2
(rpr
2 + νλ(νλ+ 1)
1
r
)
T2 = rpr
T3 = r (38)
obey the commutation rules
[T1, T2] = −iT1
[T1, T3] = −iT2
[T2, T3] = −iT3 (39)
which are equivalent to those of the generators of the SO(2, 1) algebra.
In the notation introduced above we need to calculate the action of the operator
exp−2is(T1 +
k2
2
T3) on a function f(r). Next we have
exp−2is(T1 +
k2
2
T3) = e
−iaT3e−ibT2e−icT1 (40)
where
a = k tan ks
b = 2ln cos ks
c = (
2
k
) cot ks (41)
6
as may be easily verified using the 2×2 matrix representation of the operators T1, T2 and
T3. Since
e−ibT2φ(r) = e−bφ(re−b) (42)
we need only to calculate explicitly the action of the operator e−icT1 on a function f(r)
Assume that f(r) admits the Laplace transform
f(r) =
1
2iπ
∫ i∞
−i∞
dσF (σ)eσrrδ
F (σ) =
∫ ∞
0
drf(r)e−σrr−δ (43)
where
T1r
δ = 0 (44)
. For ν = 1 we choose δ = λ and for ν = −1 we take δ = λ− 1.
Next,
e−icT1eσT3 = e−ia1T3e−ib1T2e−ic1T1 (45)
where
a1 =
iσ
1− 1
2
iσc
b1 = 2ln(1−
1
2
iσc)
c1 =
c
(1− 1
2
iσc)
(46)
as may be easily verified using the 2×2 matrix representation of the operators T1, T2 and
T3. Thus
e−icT1eσT3rδ =
rδ
(1− 1
2
iσc)2(δ+1)
exp
σr
(1− 1
2
iσc)
(47)
Hence
e−iuT1f(r) =
∫ ∞
0
dr′f(r′)e−σr
′+ 2ir
c (
r
r′
)
δ 1
2iπ
∫ i∞
−i∞
dσ
1
(1− 1
2
iσc)2(δ+1)
exp
−2ir
c(1− 1
2
iσc)
(48)
Expanding the exponential on the right hand side in series we get a series of integrals
which can be evaluated by the residue theorem so that we finally get
e−icT1f(r) = −
2
c
∫ ∞
0
dxf(x)(
x
r
)
1
2J2δ+1(
4
c
(xr)
1
2 )e
2i
c
(x+r)e−iπδ (49)
We now choose f(r) = δ(r − r′) which gives
exp−2is(T1 +
k2
2
T3)δ(r − r
′) = −
k
sin ks
(
r′
r
)
1
2J2δ+1(
2k
sin ks
(rr′)
1
2 )eik cot ks(r+r
′)e−iπδ (50)
Thus equation (37) can now be written in the form
G(x,x′|ǫ) = i(γ0(ǫ+
A1
r
) +M −
A2
r
+ iγ · ∂)
∫ ∞
0
dse2is(ǫA1+mA2)eik cot ks(r+r
′)e−iπλ
×
k
sin ks
(
1
rr′
)
1
2Σν,jνPνλ(n,n
′)J2λ+ν(
2k
sin ks
(rr′)
1
2 ) (51)
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where ν = ±1 It remains now to work out the action of the differential operators.
5.The final form of the Green function
To simplify the Green function we note that
− iγ · ∂ = (pr −
i
r
(1 +Σ · L))γ · n = γ · n(pr +
i
r
(1 +Σ · L)) (52)
Using equation (17) we get
− iγ · ∂ = γ · n(pr −
i
r
Λ) +
1
r
(A1γ
0 −A2) (53)
Hence
(γ0(ǫ+
A1
r
) +M −
A2
r
+ iγ · ∂) = γ0ǫ+M − γ · n(pr −
i
r
Λ) (54)
Using equation (23) we can prove the following relations:
8πγ · nP±λ = Bjγ · (n+ n
′)∓
j + 1
2
λ
Ajγ · (n− n
′)
∓
i
λ
(A1γ
0 − A2)(1 + x+ iΣ · (n× n
′))Bj (55)
[(rr′)
1
2 e−ik cot ks(r+r
′)](pr ∓
iλ
r
)[(rr′)
−1
2 J2λ±1(y)e
ik cot ks(r+r′)]
= k cot ksJ2λ±1(y)∓
iy
2r
J2λ(y) (56)
where y = 2k(rr
′)
1
2
sinks
. Hence
(rr′)
1
2 e−ik cot ks(r+r
′)(γ0(ǫ+
A1
r
) +M −
A2
r
+ iγ · ∂)(rr′)
−1
2 eik cot ks(r+r
′)8π(J2λ+1(y)Pλ(n,n
′) =
( γ0ǫ+M)J2λ+1(y)
[ (1 + x+ iΣ · (n× n′))Bj +
j + 1
2
λ
(−1 + x+ iΣ · (n× n′))Aj − i
(A1γ
0 + A2)
λ
γ · (n+ n′)Bj)]
− (k cot ksJ2λ+1(y)−
iy
2r
J2λ(y))
× [Bjγ · (n+ n
′)−
(j + 1
2
)
λ
Ajγ · (n− n
′)−
i
λ
(A1γ
0 − A2)(1 + x+ iΣ · (n× n
′))Bj ] (57)
and
(rr′)
1
2 e−ik cot ks(r+r
′)(γ0(ǫ+
A1
r
) +M −
A2
r
+ iγ · ∂)(rr′)
−1
2 eik cot ks(r+r
′)8π(J2λ−1(y)P−λ(n,n
′) =
( γ0ǫ+M)J2λ−1(y)
[ (1 + x+ iΣ · (n× n′))Bj −
j + 1
2
λ
(−1 + x+ iΣ · (n× n′))Aj + i
(A1γ
0 + A2)
λ
γ · (n+ n′)Bj)]
− (k cot ksJ2λ−1(y) +
iy
2r
J2λ(y))
× [Bjγ · (n+ n
′) +
(j + 1
2
)
λ
Ajγ · (n− n
′) +
i
λ
(A1γ
0 − A2)(1 + x+ iΣ · (n× n
′))Bj ] (58)
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Hence we get
G(x,x′|ǫ) =
−i
4πrr′
Σj
∫ ∞
0
dse2is(ǫA1+mA2)eik cot ks(r+r
′)e−iπλTj(r, r
′, s) (59)
where
−4
y
Tj(r, r
′, s) =
( γ0ǫ+M)J2λ+1(y)
[ (1 + x+ iΣ · (n× n′))Bj +
j + 1
2
λ
(−1 + x+ iΣ · (n× n′))Aj − i
(A1γ
0 + A2)
λ
γ · (n+ n′)Bj)]
− (k cot ksJ2λ+1(y)−
iy
2r
J2λ(y))
× [Bjγ · (n+ n
′)−
(j + 1
2
)
λ
Ajγ · (n− n
′)−
i
λ
(A1γ
0 −A2)(1 + x+ iΣ · (n× n
′))Bj]
−( γ0ǫ+M)J2λ−1(y)
[ (1 + x+ iΣ · (n× n′))Bj −
j + 1
2
λ
(−1 + x+ iΣ · (n× n′))Aj + i
(A1γ
0 + A2)
λ
γ · (n+ n′)Bj)]
+ (k cot ksJ2λ−1(y) +
iy
2r
J2λ(y))
× [Bjγ · (n+ n
′) +
(j + 1
2
)
λ
Ajγ · (n− n
′) +
i
λ
(A1γ
0 − A2)(1 + x+ iΣ · (n× n
′))Bj] (60)
One may rewrite the above result in the form
Tj(r, r
′, s) = (1 + x+ iΣ · (n× n′))Bj(
1
2
(γ0ǫ+M)yJ ′2λ(y)− i(A1γ
0 −A2)k cot ksJ2λ)
+ (j +
1
2
)(1− x− iΣ · (n× n′))AjJ2λ(γ
0ǫ+M)
+ i(γ0ǫ+M)(A1γ
0 + A2)γ · (n+ n
′)BjJ2λ
− k cot ks(γ · (n+ n′)Bj
1
2
yJ ′2λ − (j +
1
2
)Ajγ · (n− n
′)J2λ)
−
iy2
4r
J2λγ · (n+ n
′)Bj (61)
where the prime on the Bessel functions J2λ(y) means derivative with respect to y.
The integral over s can be decomposed into the sum of integrals over the segments
of length π
k
.The Bessel function passes from sheet to sheet at points s = nπ
k
at integer
n = 1, 2, ... acquiring a phase e−2iπλ.Using this fact and the periodicity of cot ks the above
expression for G(r, r′|ǫ) can be transformed to the form
G(r, r′|ǫ) =
1
8πrr′k
Σj
1
sin π( ǫA1+MA2
k
− λ)
×
∫ π
2
−π
2
dτeik(r+r
′) cot τ−2iτ
ǫA1+MA2
k Tj(r, r
′,
(π − 2τ)
2k
) (62)
The Green function obtained above has simple poles at the points
ǫn
M
= −
A1A2
(nˆ2 + A1
2)
± [(
A1A2
nˆ2 + A1
2 )
2 +
nˆ2 − A22
nˆ2 + A1
2 ]
1
2 (63)
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where nˆ = n+ λ and n = 0, 1, 2, ..... which correspond to bound states.
6. Conclusion
In conclusion, we have constructed the Green function for the Dirac equation for a
spin 1
2
particle in a mixed potential which is the sum of the Coulomb potential VC = −
A1
r
and a scalar potential VS = −
A2
r
and obtained the bound state spectrum.The results for
the Dirac-Coulomb problem [5] can be reproduced when we put A2 = 0.
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