Reducing gaps in quantitative association rules: A genetic programming free-parameter algorithm by Luna, J.M. et al.
Reducing gaps in quantitative association 
rules: a genetic programming free-parameter 
algorithm 
José María Lunaa, José Raúl Romeroa, Cristóbal Romeroa  and Sebastián Venturaa,b,* 
aDepartment of Computer Science and Numerical Analysis, University of Cordoba, Albert Einstein Building, 
Rabanales Campus, Córdoba, 14071, Spain 
bDepartment of Computer Science, Faculty of Computing and Information Technology, King Abdulaziz 




The extraction of useful information for decision making is a challenge in many different domains. Association rule mining 
is one of the most important techniques in this field, discovering relationships of interest among patterns. Despite the mining of 
association rules being an area of great interest for many researchers, the search for well-grouped continuous values is still a 
challenge, discovering rules that do not comprise patterns which represent unnecessary ranges of values. Existing algorithms 
for mining association rules in continuous domains are mainly based on a non-deterministic search, requiring a high number of 
parameters to be optimised. These parameters hinder the mining process, and the algorithms themselves must be known to 
those data mining experts that want to use them. We therefore present a grammar guided genetic programming algorithm that 
does not require as many parameters as other existing approaches and enables the discovery of quantitative association rules 
comprising small-size gaps. The algorithm is verified over a varied set of data, comparing the results to other association rule 
mining algorithms from several paradigms. Additionally, some resulting rules from different paradigms are analysed, 
demonstrating the effectiveness of our model for reducing gaps in numerical features. 
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1.  Introduction 
Generally speaking, different business areas require 
the extraction of useful and hidden knowledge from 
their data, as the raw information is meaningless 
without in-depth analysis and study. Currently, 
many research studies have focused their studies on 
the extraction of useful knowledge [15] of great in-
terest for customers [29], companies [26], or even 
medical environments [22].  
One of the most important techniques for the ex-
traction of hidden knowledge is association rule 
mining (ARM) [6], an unsupervised learning task 
that includes approaches of a descriptive nature, 
whose aim is the extraction of strong and interesting 
relationships among patterns hidden in the data. This 
technique has received more and more attention 
since it was defined by Agrawal et al. [2]. ARM was 
originally designed for market basket analysis to 
obtain relationships between products such as dia-
pers → beer, which describes the high probability of 
someone who is buying diapers also buying beer. It 
would allow shop-keepers to exploit this particular 
relationship by moving the products far away from 
one another on the shelves, thus there is a greater 
chance that one see something interesting to buy. 
Even though nominal patterns are the focus of 
many researchers [9][21], the use of continuous val-
ues is increasingly important, and the first algo-
rithms used for this sort of patterns worked by dis-
cretising the search space. It is only recently that 
researchers are focusing on the extraction of such 
                                                          
relations in a direct way [19][28], which is not a 
trivial issue. In general, existing algorithms in this 
field are based on evolutionary methodologies 
[3][37][38], which overcome the high computational 
time and the memory requirements which arise 
when using such a huge search space, caused by the 
existence of continuous ranges of values. 
The use of evolutionary algorithms [4][5] has 
solved many problems in the ARM field [17]. One 
of the most important is the use of both numerical 
and nominal attributes without requiring a previous 
discretization step. Nevertheless, this issue was 
overcome by looking for the correct amplitude, and 
no analysis of the instance distribution was consid-
ered. The instance distribution is mandatory, espe-
cially in descriptive learning tasks like ARM. With-
out both a further analysis of the instance distribu-
tion and the continuous values, a huge number of 
extracted rules could comprise unnecessary ranges 
of values. For instance, a quantitative pattern (com-
prising a range of continuous values) is not well-
defined if it comprises huge gaps, that is, its instanc-
es are not exceptionally well-grouped.  
Existing evolutionary algorithms do not carry out 
an accurate group of such values, meaning that some 
of the discovered quantitative association rules 
could be meaningless since they cover patterns that 
are almost always satisfied. Most of these algo-
rithms are focused on the maximization of the val-
ues of a set of specific quality measures, but the fact 
of mining rules with a highly representative range of 
values hampers this issue. To the best of our 
knowledge, it is more important to mine rules with 
highly representative patterns (despite the fact that 
the support values slightly decrease), than discover 
meaningless rules with high support values. 
In this paper, we propose a solution to this prob-
lem by using an evolutionary methodology [12][30]. 
The aim is to reduce the size of the gaps within 
quantitative patterns. Even when the problem could 
be tackled in many different ways, we suggest the 
use of a grammar-guided genetic programming 
(G3P) model [10], and extension of genetic pro-
gramming [23] that has achieved excellent results in 
unsupervised learning tasks [18]. Not only is the 
proposed model able to extract and properly define 
numerical patterns, but it also deals with discrete 
domains. Besides, evolutionary ARM proposals 
usually comprise a huge set of parameters to be 
tuned, and this task could be a difficult process for 
non-expert users in evolutionary computation 
[11][39]. In this regard, the proposed model self-
adapts its parameters, which is not an innovation 
since it is a well-studied area by many researchers 
[20]. This self-adaptation is highly useful for users 
with no experience in evolutionary computation.  
Finally, in order to demonstrate the performance 
and usefulness of the proposed model, a series of 
experiments were carried out, which are fully de-
scribed in the experimental section. In the analysis 
of the proposed model, a comparison between sam-
ples quantitative association rules obtained from 
different algorithms is carried out. The analysis re-
veals that the proposed model extracts rules com-
prising small gaps, so the set of instances described 
by the rules is highly grouped. 
This paper is arranged as follows. First, Section 2 
describes the ARM task, stating the most important 
quality measures in this field, as well as the most 
important algorithms for mining association rules. 
The proposed model is described in depth in Section 
3. Section 4 presents the data sets used in the exper-
iments and a detailed analysis of the results ob-
tained. Finally, some concluding remarks are pre-
sented in Section 5. 
2. Preliminaries 
For a better comprehension of ARM, this section 
describes the most important aspects and the general 
background of ARM. 
2.1.  Quality measures 
ARM aims to discover frequent relations among 
patterns. An association rule is denoted as an impli-
cation of the form A → C, where A stands for the 
antecedent and C for the consequent. Both A and C 
are sets of patterns which do not have attributes in 
common, that is, A ∩ C = Ø.  
To begin with, ARM searches for highly repre-
sentative rules [27], meaning that the rules discov-
ered are those which are satisfied at least a minimum 
number of times [2]. To demonstrate this in a formu-
la, where the antecedent is A, the consequent C, and 
the number of transactions in a data set |D|, the sup-
port (see Eq. (1))  indicates the proportion of trans-
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In addition to support, confidence is a quality 
measure that appears in any problem where ARM is 
applied. This quality measure enables the reliability 
of the rule to be determined, meaning that the higher 
the value of this measure, the more accurate the rule 
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Support and confidence are broadly considered as 
the best quality measures in ARM, and a great varie-
ty of proposals make use of them [17][21][28]. 
However, many authors have considered additional 
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Conviction [36]  is another quality measure pro-
posed to tackle some of the weaknesses of 
confidence and support. This measure, which is 
properly defined in Eq.(4), represents the degree of 
implication of a rule, and values which fall further 
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Leverage (see Eq. (5)) is also a well-known quali-
ty measure in ARM. Similarly to lift, leverage [16] 
calculates the proportion of additional cases covered 
by both A and C above those expected where both A 
and C were independent of each other. Values close 
to zero therefore imply uninteresting rules. 
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2.2. ARM algorithms 
The first algorithms for mining association rules, 
including Apriori [2], FP-Growth [9] and Predictive-
Apriori [32], were based on exhaustive search meth-
odologies. These algorithms initially mine frequent 
patterns, i.e., any pattern that is satisfied with at least 
a minimum support value, and then discover associ-
ation rules which satisfy a minimum confidence 
threshold value from the set of frequent patterns. In 
order to produce a good performance, this sort of 
algorithm reduces the number of candidate patterns 
by using the anti-monotone property, which estab-
lishes that if a length-k pattern is not frequent, none 
of its length-(k+1) super-sets can be frequent. 
These algorithms are not appropriate for data 
sets with a large number of frequent patterns result-
ing from relatively low minimum support threshold 
values. The use of exhaustive search methodology 
also indicates the impossibility of being applied to 
numerical data sets, where a previous discretisation 
step is required to deal with this kind of data set. 
The problems which arose from exhaustive 
search algorithms motivated researchers to deal with 
an evolutionary methodology. Therefore, many evo-
lutionary ARM algorithms [3][17][38] were pro-
posed in order to overcome the existing problems, 
such as large memory requirements and huge com-
putational time, having to deal with numerical at-
tributes, and the discovery of association rules in 
two steps, as it is tedious to repeatedly scan the da-
tabase to check a large set of candidate patterns. 
The use of evolutionary algorithms [34][35], es-
pecially genetic algorithms [1][8][25][33], is con-
sidered to be one of the most successful search tech-
niques used in computing in order to find both ap-
proximate and exact solutions [14][31]. These algo-
rithms are suggested in cases where the search space 
is too large to use deterministic search methods. 
Quant-Miner [28] is important in this field, using a 
genetic algorithm which dynamically discovers in-
teresting intervals in association rules by optimising 
both the support and the confidence. Another im-
portant contribution in this field was carried out by 
Luna et al. [17], who proposed a grammar guided 
genetic programming (G3P) algorithm to solve all 
the aforementioned problems. This algorithm, called 
G3PARM (Grammar Guided Genetic Programming 
Association Rule Mining), makes use of a grammar 
which can be applied to association rules in any do-
main and does not require previous extraction of 
interesting items. G3PARM mines association rules 
with high support and confidence values, guiding 
the search process through a set of genetic operators 
which search for frequent rules. 
More recently, other bio-inspired grammatical 
proposals have been presented in this field [21], 
such as GBAP-ARM (Grammar-Based Ant Pro-
gramming for Association Rule Mining) and MOG-
BAP-ARM (Multi-Objective Grammar-Based Ant 
Programming for Association Rule Mining). These 
two ant programming approaches were developed 
based on two different methodologies; one follow-
ing a single-objective rule evaluation point of view, 
and the other one, a Pareto-based methodology. The 
use of grammars to create rules is therefore of great 
interest for many researchers, due to its ability to 
restrict search space and represent solutions in hier-
archical structures of variable-length, where the size, 
shape and structural complexity are not constrained 
a priori. 
The model proposed here highly differ from exist-
ing G3P algorithms in the ARM field. Firstly, it uses 
a different context-free grammar to mine numerical 
attributes as range of values. In existing G3P pro-
posals, numerical attributes are considered by using 
logical operators such as “greater than”, “less than”, 
“greater or equal to”, and “less or equal to”. Thus, 
specific ranges of values are hardly obtained. Sec-
ondly, existing G3P algorithms in this field do not 
consider the reduction of gaps with no patterns, and 
no analysis about the instance distribution is carried 
out. This issue is mandatory in the proposed model, 
which demonstrates the importance of reducing the 
gaps in numerical attributes. Thirdly, the proposed 
algorithm is designed to self-adapt its parameters 
along the evolutionary process, a well-studied area 
in evolutionary computation, avoiding a previous 
parameter tuning that could be hard for non-expert 
users. Finally, the new model introduces a fitness 
function whose aim is the optimisation, as defined in 
Section 3.5, of three functions that describe a specif-
ic behaviour. 
3. Mining quantitative association rules with 
grammar-guided genetic programming 
This section describes in detail the features of the 
proposed algorithm. First, the general schema is 
properly presented. Secondly, the encoding criterion 
is described in depth. Finally, the genetic operator 
and the evaluation process are presented. 
3.1. Main idea behind the proposal 
The major feature of the proposed approach is its 
ability to reduce gaps from the range of values in 
numerical attributes. Thus, the aim is to mine quan-
titative association rules comprising small gaps in-
stead of highly frequent rules without considering 
the distribution of the covered instances. Additional-
ly, the proposed model provides a number of ad-
vantages in different ways. It is a self-adaptive algo-
rithm, so no so many parameters are required to be 
tuning beforehand. It provides a context-free gram-
mar to represent solutions, so the structure of the 
desired solutions is previously established and the 
search space is reduced. Also, both continuous and 
discrete domains could be mined without a pre-
processing step. 
In the proposed approach, its main process ac-
cordingly evaluates the rules discovered by consid-
ering how the continuous patterns are grouped. The 
support and confidence of each rule is not therefore 
the only point of interest, but also the distribution of 
instances satisfied by the rule. The aim of mining 
this type of quantitative association rules is to select 
the right amount of values to contain as few gaps as 
possible. We consider gaps to be spaces that do not 
comprise any instance. Let us consider the sample 
range of values [A, B] (see Figure 1) that comprises 
15 instances. Two sample intervals could be ob-
tained, for example, X and Y, comprising 10 and 13 
instances, respectively. Analysing the support of 
each interval, Y seems to be more interesting than X. 
However, when analysing the distribution of in-
stances within the interval, X is of high interest as its 
instances are uniformly distributed. On the contrary, 
Y comprises a gap Z, so its instances are not as well 
distributed, as in X. 
 
 
Figure 1. Sample range of values that represents two sample 
intervals with different distribution of instances 
The proposed algorithm (see Algorithm 1) is 
based on a generic evolutionary process with elit-
ism. It starts by generating an initial set of individu-
als (see line 3) which conform to a context-free 
grammar. This set of individuals, or general popula-
tion, depends on the number of rules to be mined, in 
a relation of 5 individuals per solution to be mined. 
The aim of the proposed algorithm is to obtain the 
best n (parameter required to be fixed by the user) 
solutions or rules according to a specific fitness 
function. These n quality rules are saved in a pool of 
individuals that acts as an elitist population. In each 
generation, the elite population is updated with the 
best n individuals from the joint of both the elite and 
the general population. This means that individuals 
included in it are ranked according to their fitness 
function values, and the best individuals are kept for 
new generations. A promising solution is never lost 
unless a better one is found. 
 
Algorithm 1 Proposed algorithm 
Require: n 
Ensure: elitePopulation 
1: elitePopulation ← ∅ 
2: parents ← ∅ 
3: generalPopulation ← createIndividuals(n) 
4: evaluate(generalPopulation) 
5: stoppingCriterion ← false 
6: while(stoppingCriterion = false) 
7:  parents ← getParents(  
              elitePopulation U generalPopulation) 
8:  offspring ← geneticOperator(parents) 
9:  evaluate(offspring) 
10:  generalPopulation ← offspring 
11:  elitePopulation ← getBest(n,  
              elitePopulation U generalPopulation) 
12:  updateGeneticProbability(elitePopulation) 
13:  if (elitePopulation does not improve && 
maximum genetic probability reached) 
14:   stoppingCriterion ← true 
15:  end if 
16: end while 
17: return elitePopulation 
 
For the sake of generating new individuals in each 
generation of the evolutionary process, a genetic 
operator, described in subsequent sections, is ap-
plied (lines 6 and 7). This genetic operator is used 
based on a probability value. Current evolutionary 
algorithms in ARM require fixed values, meaning 
that the optimal probability values are determined by 
the data miner, which in turn is based on the data set 
used. A major feature of the algorithm presented in 
this paper is its ability to self-update the genetic 
operator probability value (line 10). Thus, no previ-
ous study of the parameters to obtain optimal results 
is required. A more detailed description of this up-
dating process is presented in Section 3.4. 
The proposed algorithm is an iterative process 
that does not require a maximum number of genera-
tions but a stopping criterion (lines 11 to 13). It is 
based on the improvement of the average fitness 
function value of the individuals in the elite popula-
tion. Once this average fitness value does not im-
prove with the passing of the generations and the 
maximum genetic probability value is reached, then 
the algorithm finishes and the rules saved in the elite 
population are returned to the user. 
3.2.  Encoding criterion 
The proposed model is based on the use of a con-
text-free grammar (CFG) which defines all the pos-
sible solutions that could be obtained. Each individ-
ual is represented in a derivation syntax-tree as a 
sentence which conforms to the grammar. To obtain 
individuals, a series of production rules is applied 
beginning from the start symbol <Rule>, which al-
ways has a child node representing the antecedent 
and the consequent of the rule. Considering the 
grammar G defined in this problem the following 
language is obtained: L(G) = {(AND Condition)n 
Condition → (AND Condition)m Condition: n ≥ 0, m 
≥  0}. A condition is a 3-tupla comprising attribute, 
operator and value. The grammar is therefore well-
defined and structured, as any rule with at least one 
condition in the antecedent and consequent is ob-
tained. Notice that the antecedent and consequent 
are disjoints sets, meaning that they have no items in 
common. Using this grammar, it is possible to mine 
any association rule containing either numerical or 
nominal features. Numerical attributes are used ap-
plying the operator IN and randomly selecting two 
feasible values within the feasible range of values. 
As for categorical attributes, they could be consid-
ered as expressions in both of the following ways: X 
= u or X != u, where X is a categorical attribute and 
u is a value in the domain D of X. The expression X 
!= u indicates that X takes any value in D\{u}. For a 
domain D of a categorical attribute, the support of 
any value u in this domain might be very low. Using 
the operator “!=”, it is possible to obtain a higher 
support for this attribute. For example, for a categor-
ical attribute X in a domain D = {a, b, c, d}, the sup-
port of X = a is 0.14, whereas the support of X != a 
will be 0.86. 
3.3. Genetic operator 
In order to obtain new individuals in each generation 
of the evolutionary process, the proposal described 
in this paper uses a typical GP mutation operator to 
introduce diversity into the population, avoiding 
entrapment in non-optimal solutions. No recombina-
tion is required in the proposed algorithm since it 
highly converges to the optimal solutions thanks to 
the elite population. 
The genetic operator randomly chooses a sub-tree 
from the tree structure of one individual, generating 
a new sub-tree. A major restriction of the application 
of a random genetic operator to tree structures is 
preservation of the grammar. Therefore, the selec-
tion of the sub-tree is carefully supervised by this 
operator, avoiding the construction of invalid indi-
viduals that do not satisfy the language derived from 
the grammar. To this end, the proposed genetic op-
erator restricts sub-tree selection to those sub-trees 
that form a whole condition. Hence, the new tree 
maintains the desired structure. 
3.4. Updating the genetic probability value 
A major feature of this G3P algorithm is its ability 
to autonomously update the genetic operator proba-
bility. This is a well-studied problem that has 
achieved excellent results so we consider including 
this interesting concept into the proposed model.  
This updating process is based on the fact that a 
higher exploration is required in situations where the 
average fitness value is not improving along the 
generations. In this process, the proposed algorithm 
calculates the average fitness value from the elite 
population in a specific generation of the evolution-
ary process. The resulting average fitness value is 
compared to the prior value, that is, the average fit-
ness value obtained in the last generation. In situa-
tions where the evolutionary process is behaving 
well and the average fitness value obtained is im-
proving, modification of the parameter values would 
not be required. On the other hand, a higher genetic 
probability value is needed if no better solutions are 
being found, that is, the average fitness value re-
mains the same. Notice that this average value can-
not decrease, since new individuals are included in 
the elitist population if and only if their fitness val-
ues are higher than the previous ones. 
 
 
Figure 2. Updating process sample based on the fitness value. 
The dashed line represents the genetic probability, whereas the 
solid line indicates the fitness value along the generations 
For a better understanding, Figure 2 illustrates a 
synthetic updating process, demonstrating how the 
genetic probability value (dashed line) changes in 
relation to the fitness function value (solid line). In 
the initial generation of this example, the algorithm 
generates new individuals based on a specific start-
ing probability, improving the average fitness value 
so that the genetic operator probability remains the 
same. In early generations, the average fitness value 
comes to a standstill, but after some generations, the 
genetic probability begins to increase, and while this 
occurs, the fitness value does not improve. At the 
instant in which the fitness value begins to improve, 
the algorithm puts a halt to the probability incre-
ment. 
The updating process continues until the genetic 
probability value reaches the maximum value al-
lowed and the average fitness value does not im-
prove after a specific number of generations. The 
algorithm then finishes, and the solutions from the 
elite population are returned to the expert. 
3.5. Evaluation process 
One of the main processes in any evolutionary mod-
el is the evaluation procedure, which determines 
how promising a certain individual is, that is, how 
close a given solution is to achieve the aim. The 
proposed evaluation procedure considers that rules 
with shared antecedents and consequents are dis-
carded. 
As mentioned in previous sections, a major fea-
ture of the proposed algorithm is its ability to reduce 
the gaps in quantitative association rules. To this 
end, the search process is guided to look for the right 
width of values, that is, values containing as few 
spaces which do not comprise any instances as pos-
sible. The fitness function F considers the biggest 
gap within each rule condition, so the size of this 
gap plays an important role in determining the quali-
ty of the condition.  
In order to better understand this process, let us 
consider a synthetic association rule which compris-
es two quantitative features (features 1 and 2), 
whose instance distribution is depicted in Figure 3. 
In situations where the algorithm is designed to dis-
cover as many frequent rules as possible, a sample 
rule could comprise the instances within the dashed 
line rectangle (Figure 3(a)). In analysing the rectan-
gle formed by this association rule, we discover that 
there are two main gaps, represented by A and B. 
Therefore, despite the fact that this association rule 
covers a high percentage of instances, huge gaps are 
also comprised by this rule, meaning it would not be 
 
(a) Instances covered by maximising the support  (b) Instances covered by minimising the gaps 
Figure 3. Sample gaps found within the distribution of the instances covered by sample association rules 
 
as promising as it seemed to be initially. This means 
that it is not only the discovery of frequent instances 
that is of interest, but the distribution of these in-
stances also plays an important role. 
On the other hand, in analysing Figure 3(b), two 
different synthetic association rules could be deter-
mined to satisfy the same set of instances as the rule 
depicted in Figure 3(a). However, the gaps included 
in these rules are smaller, so these rules are of high 
interest to the user. Discovering these gaps is not a 
trivial issue, especially for rules whose instances are 
not accordingly distributed or even for rules with a 
high number of features. Notice that the search 
space is smaller for minimum rules, that is, rules that 
comprise only two features (one in the antecedent 
and one in the consequent), as shown in Figure 3(b).  
The problem of searching for the biggest gap 
could be hardly addressed from a deterministic point 
of view since the search space might be intractable. 
In this regard, we propose the use of a second evolu-
tionary process to find the biggest gap within a re-
gion. Thus, we propose the use of a real-coded ge-
netic algorithm in the evaluation process. This way, 
the goal of this genetic algorithm is to discover the 
best combination of values for each feature in such a 
way that they represent the biggest gap. In this 
sense, we are reducing the problem to optimise the 
biggest blank space. 
Let us consider that the evaluation process anal-
yses the rule Feature1 [2.5, 3.7] → Feature2 [5.7, 
8.1]. In this way, the real-coded genetic algorithm 
included in the evaluation process searches for sub-
ranges with a maximum blank space, a sample indi-
vidual of which is depicted in Figure 4. The individ-
ual comprises 4 genes, as two features are to be op-
timised in this example. The first two genes repre-
sent Feature1, whereas the last two genes represent 
Feature2. None of the individuals could discover a 
range of values not comprised within the range de-
termined by the rule. 
 
2.70 3.10 5.73 6.02 
Figure 4. Sample genotype for the genetic algorithm included 
in the evaluation procedure 
The genetic algorithm included into the evalua-
tion procedure follows an elitist methodology and 
uses two well-known genetic operators, the BLX- 
Alpha crossover and a random mutation. In each 
generation, the best individual is kept, and this indi-
vidual is returned if the best result does not improve 
after 50 generations (this number has been experi-
mentally obtained). The specific number of genera-
tions, was obtained in a study, determines that a 
higher value does not provide better results. Once 
the best gap is found, the fitness function for the 
specific association rule is calculated. This fitness 
function comprises three functions (see Eq. 6), 
which are described in detail below.  
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F1 is responsible for searching for a set of in-
stances with small gaps (see Eq.7). Therefore, the 
biggest blank space discovered using the real-coded 
genetic algorithm is used to determine the interest of 
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It should also be noted that this function is ap-
plied in a quadratic way within the fitness function, 
meaning that the smaller the gap within a rule, the 
better the rule is. 
As the goal of any algorithm for mining associa-
tion rules is the discovery of frequent and reliable 
association rules, the support and confidence 
measures must also be considered. Regarding the 
support measure, it is of interest to discover the most 
frequent rules possible. However, the higher the 
support of a rule, the lower is the degree of interest 
for the user (see Section 2.1). For instance, maxi-
mum support values imply misleading rules as stat-
ed by the lift, leverage and conviction measures.  
Additionally, since the aim of the proposed model 
is to discover frequent association rules, rules hav-
ing low support values [27] are not appealing, so a 
value of zero is assigned to rules that satisfy a low 
set of instances. In many the proposals for mining 
frequent association rules, support values lower than 
50% are not of interest [13][17][40], and the higher 
the value, the better it is. We have therefore consid-
ered a function (see Figure 5) that reaches the max-
imum function value with a support close to 50% 
and decreases the function value when the support is 
close to the maximum (remember that rules that 
satisfy most of the instances are not interesting). 
 
 
Figure 5. Representation of the F2 function 
The mathematical expression of the above repre-
sentation of the F2 fitness function is proposed in Eq. 
8, the “x” variable stating for the support value in 
this function. The aim was to obtain a convex pa-
rabola throughout its domain, so using the general 
equation ( cbxax ++2 ) of the parabola, the constant 
a  should be less than 0. Additionally, it was inter-
esting that the parabola cuts the horizontal axis in 
the values 0.3 and 1, which represent the desired 
range of support values. Thus, the equation  
31310 2 −+− xx  was obtained, which satisfies all the 
aforementioned restrictions. Finally, in order to re-
duce the slope in intermediate values and increase 
the slope in values close to the boundaries, the 
aforementioned parabola is divided by a similar one, 
obtaining the F2 function. 
2.9-10x)-x(13
3-10x)-x(13
2 =F                         (8) 
 
Finally, the third function included in the fitness 
function is related to the confidence measure, an 
important quality measure in determining the relia-
bility of the rules. Therefore, the higher the confi-
dence value of the rule, the more accurate the rule is. 
Generally speaking, rules with low confidence val-
ues are not of interest to the user. This issue is rein-
forced by the fact that ARM algorithms usually seek 
frequent rules, and the confidence value is always 
greater than the support value. 
 
10
3 x=F                                    (9) 
 
In this sense, we have defined the F3 function (see 
Eq. 9), which states that the higher the confidence of 
a specific rule, the higher the F3 value (“x” repre-
senting confidence values). Low confidence values 
imply low function rates, and these values get higher 
and higher with the increment of confidence values. 
The power number (10 in this function) was selected 
after a number of analysis, obtaining that the optimal 
number was 10 since provide a low function value 
(close to zero) for confidence values less than 0.8. 
As mentioned above, the goal is to maximise the 
resulting fitness function (Eq. 6), which determines 
values within the range [0, 2]. In situations where 
rules comprising only discrete features are discov-
ered, this fitness function discards the F1 function by 
using its unity value. Consequently, the evaluation 
process should be designed with this issue in mind, 
as no searching for gaps is required. Therefore, the 
real-coded genetic algorithm is simply carried out in 
such situations where at least one numerical feature 
is considered within the rule. 
4. Experimental study 
This section presents the data sets, the algorithms 
employed in the experimental study, and their pa-
rameter configuration. Finally, a number of experi-
ments were carried out, demonstrating the proposed 
algorithm’s effectiveness in reducing gaps in quanti-
tative association rules. 
4.1. Data sets 
To analyse the effectiveness of the proposed algo-
rithm, a varied set of data from the well-known UCI 
(University of California, Irvine) machine learning 
repository were considered. The main features of 
these data sets are depicted in Table 1, where data 
are arranged from the lowest to highest number of 
instances.  
Table 1. Data sets characteristics 
DATA SET INSTANCES ATTRIBUTES 
  Cont. Nom. 
Zoo 102 0 17 
Lymphography 148 3 16 
Wisconsin Prognostic 194 33 1 
Sonar 208 60 1 




Automobile 392 8 0 
Wisconsin Diagnostic 569 30 1 
Soybean 683 0 36 
Australian 690 6 10 
Vowel 990 10 4 
Credit-g 1000 6 15 
Izmir Weather 1461 10 0 
Contraceptive 1473 2 8 
Ankara Weather 1608 8 0 
Segment 2310 19 1 
Splice 3190 0 61 
Chess 3196 0 37 
Nursery  12960 0 9 
House 16H  22784 17 0 
Connect-4 67557 0 43 
 
4.2. Algorithms and experimental set-up 
For a fair comparison to be drawn, the experiments 
were split into two separate parts, depending on 
whether the algorithms work only on discrete fea-
tures or any type of feature. The algorithms that 
worked on any type of feature were our model, 
G3PARM [17] and Quant-Miner [28]. As for nomi-
nal features, exhaustive search algorithms such as 
Apriori [2] and FP-Growth [9], together with the 
evolutionary algorithm GBAP-ARM [21] were con-
sidered in the experimental stage. The Apriori algo-
rithm used in this experimental stage is the version 
available in the WEKA machine learning software. 
The FP-Growth algorithm is available for download 
from the webpage of the Department of Computer 
Science of the University of Liverpool1. The re-
maining algorithms are the original algorithms pro-
vided by the authors. Finally, it is worth noting that 
we have considered the optimal parameter given by 
the original articles where the algorithms are de-
scribed. 
For the G3PARM algorithm, the optimal values 
were used - a population of 50 individuals, a maxi-
mum number of 100 generations, probabilities of 
70% and 14% for the crossover and mutation opera-
tors respectively, a maximum derivation number of 
24, an external population size of 20, a 90% confi-
dence threshold, and a 70% support threshold. 
The optimal parameters of the Quant-Miner algo-
rithm are a population size of 250 individuals, 100 
generations, 40% mutation probability, and 50% 
crossover probability. The support and confidence 
thresholds considered in this algorithm are 90% and 
70%, for confidence and support, respectively. 
For the GBAP-ARM algorithm, the parameter 
configuration corresponds to a population size of 20 
ants, 100 generations, a maximum number of 10 
derivations, an initial and maximum amount of 
pheromone of 1.0, a minimum amount of phero-
mone equal to 0.1, an evaporation rate of 0.05, a 
value of 0.4 for the α exponent, a value of 1.0 for 
the β exponent, a 70% support threshold, and a max-
imum size for the set of rules returned by 20. It is 
worth noting that that this algorithm does not require 
a confidence threshold.  
Apriori and FP-Growth used the same support 
and confidence thresholds as the other algorithms so 
that a fair comparison could be drawn. Moreover, 
since both algorithms are exhaustive search meth-
ods, they discover any rule that satisfies the afore-
mentioned thresholds. We have therefore deter-
mined the maximum number of rules they can ex-
tract, limiting this number to 2,000,000, so it is large 
enough to analyse how these algorithms behave.  
The proposed G3P algorithm reduces the number 
of parameters significantly, especially in relation to 
evolutionary algorithms in the ARM field. The algo-
rithm here proposed only requires the number of 
rules to be mined. In order to make a fair compari-
son, this number of rules is set to 20 as the other 
algorithms. The remaining parameters self-adapt 
along the evolutionary process. 
1http://cgi.csc.liv.ac.uk/~frans/KDD/Software/FPgrowt
h/fpGrowth.html. 
                                                          
4.3. Running example 
In this section we provide two samples of running 
the proposed algorithm, which enables a better un-
derstanding about how the algorithm behaves. We 
have used the Automobile Performance dataset, 
which includes 8 attributes defined in a continuous 
domain. The algorithm is run by fixing the number 
of rules to be discovered to a value of 5 rules. Table 
2 shows the resulting set of rules. 
As it is depicted, the proposed algorithm is able 
to discover highly reliable quantitative association 
rules. All of the rules discovered have a confidence 
value above 98%, so the rules are highly probable to 
be satisfied if their antecedents are previously satis-
fied. Analysing the interestingness measures (lift, 
leverage and conviction), the results reveal that the 
rules discovered are of high interest to the user. All 
of the rules provide a lift value greater than the uni-
ty, and a high conviction value. As for the leverage 
quality measure, no rule provides a negative value, 
indicating that the rules are interesting. Finally, if 
we analyse the results obtained for the support 
measure, it is stated that the rules discovered are 
very frequent. They satisfy around 60% and 70% of 
the instances. 
4.4. Analysis of the behaviour of the updating 
process 
The aim of this section is to demonstrate how the 
algorithm behaves when the process is applied to 
real data, paying special attention to the probability 
updating process. In this sense, a number of experi-
ments are carried out with different probability val-
ues and different numbers of rules to be discovered. 
The goal of this section is not to compare whether 
the updating process performs better than a fixed 
probability value, since it is a well-studied area. On 
the contrary, we want to demonstrate that the start-
ing probability value does not change the fitness 
function value obtained but the time required to 
reach the value. 
The aforementioned probability value denotes 
the starting value for the genetic operator, which 
self-adapts this value based on the algorithm's be-
haviour. Figure 6 relates the average fitness value 
(solid line) and the probability value of the genetic 
operator (dashed line). The increment in the number 
of rules to be discovered softens the trend of the 
fitness value along the generations, meaning that a  
 
Table 2. Sample running and resulting set of rules discovered by 
looking for 5 rules 
Rules and quality measure values 































lower number of rules give rise to a sharp increase 
regardless of the starting probability value. 
This behaviour makes sense, as improvements in 
the fitness value of one rule in a set of 5 gives rise to 
a higher average fitness value than that obtained in a 
set of 20 rules. Also, an increment in the number of 
rules to be discovered requires a higher number of 
generations to reach the optimum value. This ex-
plains why the ranges of the horizontal axes differ. It 
should be noted that there is not a fixed number of 
generations but a stopping criterion that is based on 
the improvement of the average fitness value of the 
elitist population. 
Figure 6. Probability updating process for different number of rules and starting probability values. Solid line represents the average fitness 
value, whereas the probability value of the genetic operator is represented by the dashed line. 
 
 
The most interesting part of this study is the anal-
ysis of the algorithm’s behaviour for different start-
ing probability values. As shown in Figure 6, there 
is no particular improvement. The algorithm auto-
matically adapts its probability value along the gen-
erations, obtaining similar fitness values regardless 
of the starting probability value. However, it is 
worth noting that despite the resulting average fit-
ness value remaining the same, the number of gen-
erations required to achieve this value increases 
while the starting probability decreases. 
This study explains how the algorithm behaves simi-
larly, regardless of the used parameter value, mean-
ing that its self-adaptation is excellent, providing the 
same results for different starting probability values. 
This analysis could therefore state that any starting 
probability value could be suitable for obtaining the 
optimal solutions, but a probability of 0.5 enables 
the number of generations and, consequently, the 
execution time required by the algorithm to be re-
duced. However, this value is not mandatory, as the 
algorithm behaves similarly when other values are 
used. 
 
4.5. Analysis of the size of the gaps 
This proposed algorithm, together with Quant-Miner 
and G3PARM, is executed on real data and the re-
sulting association rules are analysed. The aim is to 
demonstrate its ability to mine quantitative associa-
tion rules having small gaps. In order to draw a fair 
comparison between the three algorithms, only those 
association rules that comprise the same two fea-
tures (horsepower and mpg) from the Automobile 
Performance data set are considered. 
The G3PARM algorithm discovers the rule IF 
(horsepower <= 190 ) THEN ( mpg < 39.08 ). The 
distribution of the instances satisfied by this rule is 
properly depicted in Figure 7. As shown, G3PARM 
mines rules having huge gaps, and the covered in-
stances are not well-grouped. Quantitative associa-
tion rules discovered with this algorithm comprise 
four logic operators: <, <=, > and >=. It aims to 
maximise the support quality measure, obtaining 
high support and confidence values (0.939 and 
0.973). Nevertheless, an analysis of the distribution 
of the instances is not carried out in the mining pro-
cess, so the rules discovered by G3PARM are not of 
interest as stated by the quality measures (a lift value 
of 0.999, and conviction and leverage values of 0). 
Hence, it is possible to state that G3PARM does not 
consider the distribution in its mining process, so its 
rules are not interesting since they do not describe 
well the data information. 
Figure 7. Representation of the instances covered by the rule IF ( 
horsepower <= 190 ) THEN ( mpg < 39.08 ) 
 
As for the Quant-Miner algorithm, two quantita-
tive rules that comprise the aforementioned attrib-
utes are considered: (1) IF horsepower IN [49.0; 
125.0] THEN mpg IN [16.0; 41.5]; and (2) IF 
horsepower IN [65.0; 145.0] THEN mpg IN [15.0; 
37.3]. As shown in Figure 8, the distribution of the 
instances is better grouped than in G3PARM. Thus, 
the size of the gaps is smaller and the description of 
the instances is much more informative than in 
G3PARM. This issue is transferred to the quality 
measure values. Analysing the first rule, it obtains a 
support value of 0.717, a confidence value of 0.972, 
a lift value of 1.221, a leverage value of 0.130, and a 
value of 10.216 for the conviction measure. As for 
the second rule, it obtains a support value of 0.714, a 
confidence value of 0.948, a lift value of 1.155, and 
the values of 0.095 and 5.586 for leverage and con-
viction, respectively. Thus, the rules obtained by 
Quant-Miner are less representative, but of higher 
interest, and this is the result of a better searching 
process of the instance distribution. 
Figure 8. Representation of the instances covered by the rules IF 
( horsepower IN [49, 125]) THEN ( mpg IN [16.0, 41.5] ) and IF 
( horsepower IN [65.0, 145.0]) THEN ( mpg IN [15.0, 37.3] ) 
 
Figure 9. Representation of the instances covered by the rules IF 
( horsepower IN [71.8, 136.5]) THEN ( mpg IN [12.6, 40.8] ) and 
IF ( mpg IN [18.5, 40.9] ) THEN ( horsepower IN [46.2, 150.9]) 
 
Finally, our model discovers two association rules 
whose instances are quite well-grouped (see Figure 
9): (1) IF horsepower IN [71.8; 136.5] THEN mpg 
IN [12.6; 40.8]; and (2) as IF mpg IN [18.5; 40.9] 
THEN horsepower IN [46.2; 150.9]. As depicted in 
Figure 13, no huge gaps could be found within the 
instances covered by these rules. This makes the 
rules highly interesting, and the confidence, lift, 
leverage and conviction values confirm this state-
ment. These values, for the first rule are 0.996, 
1.719, 0.242 and 105.25, respectively; whereas for 
the second rule are 0.992, 1.531, 0.224 and 44.38. 
In comparing the distribution for the instances, 
both Quant-Miner and the proposed model are the 
algorithms that best group these spaces. These two 
algorithms obtain numerical intervals that properly 
represent the set of instances and their rules are of 
higher interest, as illustrated by analysing the quality 
measures. On the contrary, G3PARM provides in-
tervals with no descriptive values, since the instanc-
es covered are not well-grouped. Regarding the pro-
posed algorithm, the mined rules have better values 
for the confidence, lift, leverage and conviction 
measures, obtaining values close to the maximum 
for these quality measures. 
 
 
Table 3. Results obtained (presented in a per unit basis). Bold type values indicate the algorithm that attains the best result. 
 
  Support   Confidence   Lift  
Data set  G3PARM Quant-Miner Proposal G3PARM Quant-Miner Proposal G3PARM Quant-Miner Proposal 
Zoo 0.780 --- 0.898 0.973 --- 0.950 1.055 --- 1.058 
Lymphography 0.961 0.818 0.605 1.000 0.954 0.973 1.020 1.121 1.751 
Wisconsin Prg. 0.952 0.808 0.785 1.000 0.965 1.000 1.007 1.134 1.293 
Sonar 1.000 0.712 0.618 1.000 0.931 0.949 1.000 1.753 2.079 
Prim. tumour 0.872 --- 0.980 0.993 --- 0.989 1.008 --- 1.009 
Automobile 0.858 0.703 0.594 0.993 0.982 0.993 1.013 1.568 1.766 
Wisconsin Dig. 0.982 0.697 0.774 1.000 0.992 0.995 1.002 1.421 1.357 
Soybean 0.934 --- 0.974 0.987 --- 0.993 1.005 --- 1.019 
Australian 0.984 0.809 0.653 0.998 0.960 0.997 1.001 1.252 1.677 
Vowel 0.944 0.700 0.713 0.981 0.949 0.994 1.002 1.587 1.517 
Credit-g 0.923 0.740 0.999 0.995 0.982 0.999 1.001 1.487 1.001 
Izmir Weather 0.958 0.693 0.672 0.999 0.956 0.972 1.001 1.351 1.598 
Contraceptive 0.889 0.921 0.657 0.991 0.979 0.928 1.002 1.001 1.497 
Ankara 0.940 0.792 0.772 0.999 0.961 1.000 1.004 1.422 1.232 
Segment 0.998 0.700 0.734 1.000 0.975 1.000 1.000 1.473 1.399 
Splice 0.999 --- 0.899 1.000 --- 1.000 1.000 --- 1.211 
Chess 0.919 --- 0.993 0.998 --- 0.998 1.001 --- 1.005 
Nursery 0.759 --- 0.532 0.990 --- 1.000 1.003 --- 1.549 
House 16H 0.958 0.752 0.794 0.999 0.932 0.999 1.000 1.321 1.349 
Connect-4 0.926 --- 0.999 1.000 --- 0.999 1.001 --- 1.001 
Ranking 1.350 2.550 2.100 1.400 2.950     1.650 2.550 2.150 1.300 
 
   Leverage   Conviction  
Data set G3PARM Quant-Miner Proposal G3PARM Quant-Miner Proposal 
Zoo 0.052 --- 0.048 2.214 --- 2.379 
Lymphography 0.012 0.104 0.189 Infinity 5.278 20.994 
Wisconsin Prg. 0.009 0.110 0.158 Infinity 27.576 Infinity 
Sonar 0.000 0.103 0.234 Infinity 6.874 10.852 
Prim. tumour 0.012 --- 0.009 20.455 --- 2.140 
Automobile 0.015 0.183 0.219 33.811 37.771 45.542 
Wisconsin Dig. 0.003 0.172 0.144 Infinity 57.310 41.187 
Soybean 0.007 --- 0.018 4.991 --- 5.209 
Australian 0.002 0.121 0.181 1.102 65.110 79.639 
Vowel 0.008 0.189 0.162 2.313 66.442 65.460 
Credit-g 0.001 0.162 0.001 3.982 18.942 4.107 
Izmir Weather 0.001 0.154 0.201 1.102 27.329 33.871 
Contraceptive 0.005 0.003 0.166 1.374 1.199 5.083 
Ankara 0.002 0.166 0.102 1.561 33.651 23.387 
Segment 0.000 0.201 0.181 Infinity 32.653 Infinity 
Splice 0.000 --- 0.092 Infinity --- Infinity 
Chess 0.026 --- 0.005 29.661 --- 8.699 
Nursery 0.001 --- 0.142 1.655 --- Infinity 
House 16H 0.000 0.129 0.131 1.105 102.233 132.701 
Connect-4 0.013 --- 0.001 Infinity --- 4.107 
Ranking 2.400 2.125 1.475 2.425 2.000 1.575 
 
Finally, it should be noted that none of the ARM 
algorithms analysed in this study describe the corre-
lation of the instances distribution. The goal of the 
analysed ARM algorithms is to provide a highly 
representative set of instances that provide useful 
knowledge to the users. 
4.6. Analysis of the quality measures 
A larger study was carried out, considering 20 data 
sets and comparing the resulting average values (see 
Tables 3 and 4) for the five aforementioned quality 
measures and two additional measures (number of 
attributes per rule and interval width) using 10 dif-
ferent executions. Note that, first, the average results 
per data set are computed, and the last row of each 
table is the ranking obtained by each algorithm. 
Bold type values indicate the algorithm that attains 
the best result for a specific data set. Results marked 
with “---” point out that no rules were obtained. For 
instance, Quant-Miner is not able to discover any 
rule in situations where no numerical attribute is 
considered. However, this algorithm does enable 
nominal features to be discovered in situations 
where at least one numerical attribute is considered. 
In order to analyse these results statistically [7], 
the Iman-Davenport test was performed. The com-
puted value for the Iman-Davenport statistic for the 
average support distributed according to a F distri-
bution is equal to 11.039, for the confidence meas-
ure, its value is equal to 42.788, 13.067 for the lift 
measure, 5.536 for leverage, 4.188 for the convic-
tion measure, 9.464 for the number of rules, and 
5.755 for the interval width. None of the values fall 
within the critical interval at the α = 0.05 signifi-
cance level, which is 3.245. Therefore, the null-
hypothesis that all algorithms perform equally well 
is rejected for all of the measures considered. Fol-
lowing this, a post-hoc test is used in order to find 
out whether the proposed algorithm presents statisti-
cal differences with regard to the remaining algo-
rithms (see Table 5). In this study, we therefore pro-
ceed with the Wilcoxon signed-rank test which as-
sumes that the performance of the proposed algo-
rithm considering the level of significance α = 0.05. 
The Wilcoxon test reveals that the proposed mod-
el performs statistically better than G3PARM when 
the interest measures are considered (lift, leverage 
and conviction). This behaviour was expected since 
G3PARM does not consider any quality measure but 
the mining of high frequent and reliable rules. Be-
sides, it does not carry out any consideration about 
the distribution of the instances satisfied by the 
rules. Additionally, the proposed algorithm obtains a 




Table 4. Average number of attributes and interval width (percentage with regard to the whole range of values). Bold type values indicate the 
algorithm that attains the best result. 
 
 Number of attributes Interval width (percentage)  
Data set  G3PARM Quant-Miner     Proposal G3PARM Quant-Miner Proposal 
Zoo 3.07 --- 2.00 --- --- --- 
Lymphography 2.57 2.32 2.55 80.23 72.22 45.31 
Wisconsin Prg. 2.87 2.93 2.00 75.26 57.31 52.23 
Sonar 2.53 2.24 2.05 85.82 70.54 55.68 
Prim. tumour 2.26 --- 2.65 --- --- --- 
Automobile 2.78 2.14 2.59 75.26 60.10 64.02 
Wisconsin Dig. 2.95 2.17 2.35 59.27 30.27 31.81 
 Soybean 2.65 --- 2.13 --- --- --- 
Australian 2.12 2.20 2.20 86.20 72.42 65.58 
Vowel 2.30 2.20 2.20 84.54 63.24 67.28 
Credit-g 2.59 2.30 2.00 78.15 61.86 80.22 
Izmir Weather 2.81 2.13 2.41 73.19 54.66 53.56 
Contraceptive 2.58 2.26 2.10 75.72 77.42 68.42 
Ankara 2.82 2.34 2.00 76.06 68.11 70.26 
Segment 2.58 2.42 2.12 79.72 62.02 61.66 
Splice 2.42 --- 2.04 --- --- --- 
Chess 2.99 --- 2.30 --- --- --- 
Nursery 2.12 --- 2.00 66.45 --- 35.76 
House 16H 2.80 2.34 2.00 70.73 60.55 62.54 
Connect-4 3.05 --- 2.00 --- --- --- 
Ranking 2.450     2.200 1.350 2.550 1.800 1.650 
 
 
Table 5. Statistical analysis of the results when comparing the 
proposed model to Quant-Miner and G3PARM 
   
 Wilcoxon signed-rank test α = 0.05 
  
Measure Quant-Miner G3PARM 
Support Accept Accept 
Confidence Accept Reject 
Lift Reject Accept 
Leverage Reject Accept 
Conviction Reject Accept 
Number rules Accept Accept 
Interval width Reject Accept 
 
As for the Quant-Miner algorithm, just the sup-
port and confidence measures are statistically better 
for the proposed algorithm. However, despite the 
fact that it is not possible to statistically state that 
the proposed model performs better than Quant-
Miner for the remain quality measures (lift, leverage 
and conviction), the ranking values depicted in Ta-
ble 3 show that our algorithm is better than Quant-
Miner in all of the five measures. Besides, Quant-
Miner is not able to discover association rules in all 
the datasets, just in those having at least one numer-
ical attribute. Finally, considering the number of 
rules and the interval width, our proposal behaves 
statistically better than Quant-Miner for the number 
of rules, as revealed by the Wilcoxon test. 
4.7. Analysis of the nominal datasets 
In order to compare the behaviour of the proposed 
algorithm with respect to algorithms that only dis-
cover rules in discrete domains, a study over the 
four nominal data sets is carried out (see Tables 6 
and 7). Since FP-Growth and Apriori are exhaustive 
search approaches, a statistical test here is meaning-
less (the number of rules are very dissimilar), and 
only the average results have sufficient levels of 
significance.  
 







Primary-tumour 0.757 0.757 0.973 0.980 
Soybean 0.730 0.730 0.968 0.974 
Chess 0.759 0.759 0.988 0.993 











Primary-tumour 0.942 0.942 0.989 0.989 
Soybean 0.886 0.886 0.989 0.993 
Chess 0.939 0.939 0.995 0.998 
Connect-4 0.976 0.976 0.999 0.999 
 
The results of FP-Growth are the average values 
from 209, 112,650, 2,000,000 and 2,000,000 rules 
that correspond to the datasets Primary-tumour, 
Soybean, Chess and Connect-4 respectively. As for 
the Apriori algorithm, the results are the average 
values from 209, 47,304, 2,000,000 and 2,000,000 
rules for the same data sets. It is also worth noting 
that only the support and confidence measures are 
considered in this study. These algorithms do not 
take additional quality measures into account. 
4.8. Computational cost and complexity of our 
proposal 
In this experimental stage, a computational com-
plexity analysis has been carried out to determine 
the efficiency of the proposed model. In this sense, 
each of the main procedures are analysed separately: 
evaluator and genetic operator. Then, the computa-
tional complexity of the whole algorithm is deter-
mined. Finally, we provide some execution tie 
Firstly, the evaluator procedure depends on the 
number of individuals (Nind), instances (Nins) and 
attributes (Natt). Mathematically, this complexity 
order is defined as O(Nind x Nins x Natt). Additionally, 
if at least one attribute is numerical, then an addi-
tional evolutionary process is carried out to obtain 
the biggest gap within each solution. This second 
evolutionary process acts as a sub-process that de-
pends on the number of individuals (Nind_subproces), 
instances (Nins_subprocess) and attributes (Natt_subprocess). 
Thus, when numerical attributes are considered, the 
complexity order is defined as O(Nind x Nins x Natt x 
Nind_subproces x Nins_subprocess x Natt_subprocess). 
Analysing the computing requirements for each 
procedure, it is stated that both Nind and Nind_subprocess 
are previously fixed, so they are considered as con-
stant and its complexity order is O(1). Additionally, 
all the procedures are repeated as times as the prede-
fined number of generations, which is also a con-
stant value. Therefore, bearing in mind all these 
issues, the resultant computational complexity of the 
proposed model is stated as O(Nins x Natt) in case 
that no numerical attribute is considered, and as 
O(Nins x Natt x Nins_subprocess x Natt_subprocess) in such a 
situation where at least one numerical attribute is 
considered. Thus, the complexity of the proposed 
approach is linear with regard to the number of in-
stances and attributes. 
To determine the computational cost of the pro-
posed model, we run the algorithms by using the 
most complex dataset, i.e. House 16H, the one with 
the highest number of instances and comprising con-
tinuous attributes. Using the dataset as it is, i.e. 
without a discretization of the attributes, the pro-
posed model requires 1,260 seconds, whereas 
G3PARM and Quant-Miner require 147 and 128 
seconds, respectively. If we discretize each continu-
ous attribute into 4 equal-width intervals, then ex-
haustive search algorithms (FP-Growth and Apriori) 
could be applied, requiring 900 and 3,268 seconds, 
respectively. On the contrary, Quant-Miner, 
G3PARM and our proposal require, for the same 
discretized dataset, 111, 57 and 746 seconds, respec-
tively. As it was expected, the new proposal require 
a higher computation time than existing evolution-
ary algorithm, since it includes a second evolution-
ary computation system as part of the evaluation 
function. Nevertheless, the results obtained are so 
promising that it is meaningless to require a higher 
time in running it. 
5. Concluding remarks 
In this article we have presented an interesting algo-
rithm for reducing gaps in quantitative association 
rules. The main feature of this algorithm is the em-
ployment of an interesting fitness function to group 
the patterns and avoid misleading intervals in the 
mined rules. Additionally, we have made use of 
previous research studies to reduce the number of 
parameter to be tuned in the evolutionary algorithm, 
being a great advantage for non-expert users.  
We have paid special attention to the fitness func-
tion, which has been defined to reduce gaps in nu-
merical intervals. Therefore, it is not only the dis-
covery of frequent and reliable association rules that 
is of interest, but also the extraction of rules that 
properly describe the behaviour of instance distribu-
tion. Further, the reduction of the number of param-
eters required by the proposed algorithm is a really 
good advantage. Many evolutionary algorithms in 
the ARM field have a number of parameters that 
should be established beforehand, which may re-
quire previous knowledge. This makes the process 
quite difficult for non-expert users. The algorithm 
proposed in this paper is a self-adaptive proposal, 
which does not require as many configuration pa-
rameters as other proposals. 
Finally, experimental results demonstrate that this 
algorithm not only extracts rules of high interest, 
according to five quality measures, but it also dis-
covers frequent and reliable association rules, hav-
ing smaller gaps in the space of instances covered. 
In future, we would like to deal with ordinal attrib-
utes that include more information than the nominal. 
The proposed algorithm behaves better than exhaus-
tive search proposals like Apriori and FP-Growth, 
especially for support and confidence quality 
measures. As for evolutionary algorithms for mining 
quantitative association rules, the proposed model 
obtain significant statistical differences with regard 
to G3PARM and Quant-Miner for most of the seven 
metrics used in the experimental study. Finally, it 
should be noted that the new model requires a high-
er computational time since it includes a second 
evolutionary process in the evaluation stage. Never-
theless, the computational cost spent is not very high 
in comparison to the promising results obtained for 
the quality measures. 
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