We propose the first approach to the problem of inferring the depth map of a human hand based on a single RGB image. We achieve this with a Convolutional Neural Network (CNN) that employs a stacked hourglass model as its main building block. Intermediate supervision is used in several outputs of the proposed architecture in a staged approach. To aid the process of training and inference, hand segmentation masks are also estimated in such an intermediate supervision step, and used to guide the subsequent depth estimation process. In order to train and evaluate the proposed method we compile and make publicly available HandRGBD, a new dataset of 20,601 views of hands, each consisting of an RGB image and an aligned depth map. Based on HandRGBD, we explore variants of the proposed approach in an ablative study and determine the best performing one. The results of an extensive experimental evaluation demonstrate that hand depth estimation from a single RGB frame can be achieved with an accuracy of 22mm, which is comparable to the accuracy achieved by contemporary low-cost depth cameras. Such a 3D reconstruction of hands based on RGB information is valuable as a final result on its own right, but also as an input to several other hand analysis and perception algorithms that require depth input. Essentially, in such a context, the proposed approach bridges the gap between RGB and RGBD, by making all existing RGBD-based methods applicable to RGB input.
Introduction
The task of observing and understanding human activities is of great interest to the field of computer vision. Among other approaches, human activity can be studied by observing and monitoring the state of the human body, ei- Figure 1 : Given an RGB image of a human hand (left) the goal of this work is to produce a depth map of the hand region (right).
ther in 2D or in 3D. Particular emphasis is given to the human hands as the interpretation of their behavior is key to understanding the interaction of humans with their environment. Several efforts have been devoted to this direction and important milestones have been achieved [43, 71] . However, despite the significant progress, a general solution to these problems is still lacking.
This work deals with the problem of estimating the depth map of a hand observed from a regular color camera. Depth information is lost during color image formation and is important for the analysis of hands. Our goal is to develop a method that accepts as input a conventional RGB image of a hand and produces the depth map of the observed hand (see Figure 1 ). The analysis of the rest of the observed scene (non-hand regions) is out of the scope of this work. Thus, no depth estimation is performed in those regions; the method should only characterize them as background.
Solving the aforementioned problem is interesting and useful, from both a theoretical and a practical point of view. When observing a scene using regular images, it is very appealing to be able to recover the suppressed depth infor-mation without stereo 3D reconstruction or structure from motion. At the same time, the recovery of this information may have significant impact to the solution of several practical problems. As an example, the hand depth information is useful in the context of interaction applications [15] . On top of this, it can be used to capture and understand hand movement within the 3D space, facilitating tasks such as 3D hand shape and pose estimation, hand-object interaction monitoring, etc, with immediate implications to areas such as human-computer and human-robot interaction, AR/VR, medical rehabilitation, computer games, and more.
Inferring depth information of hands from color information is a problem that presents important challenges. Human hands exhibit large differences in shape and appearance from person to person. On top of this, due to the articulated structure of the hand, there is a very wide range of 3D postures and considerable self-occlusions. Further complications arise when the observed hand interacts with its environment, for example when handling objects. Thus, the recovery of the 3D structure of the hand given color information, only, is a rather demanding task. Depth estimation techniques using regular color input have been proposed for general scenes [61, 26, 10] as well as for specific objects such as human faces [20] and bodies [64, 36] . However, to the best of our knowledge, no existing method has tackled the problem of hand depth estimation.
In this work, we capitalize on recent advances in machine learning and propose a deep neural network architecture to tackle the problem of hand depth estimation of hands from color images. The training of such a method requires aligned RGB and depth information for a large number of hand views. Up to now, there is no publicly available dataset that is suitable for such a training process. This comes to a surprise, but can be explained by the fact that most of the hand-related works dealt with the problem of 3D hand pose estimation and tracking based on depth information. Therefore, annotation involves depth maps and the associated 3D hand poses and does not include color information. We therefore compiled HandRGBD 1 , a dataset of 20, 601 pairs of hand color images aligned with their respective depth maps. We use HandRGBD to evaluate our approach in comparison with variants in the context of an ablation study. We show that hand depth estimation from a single RGB frame can be achieved with an accuracy of 22mm, which is comparable to the accuracy achieved by contemporary low-cost depth cameras. Thus, the proposed method is a significant step towards turning an RGB camera to an RGBD one for hand analysis applications. Moreover, the proposed method makes all depth-based hand analysis methods exploitable on plain RGB input. 1 HandRGBD will be made publicly available.
Related Work
Depth from color for general scenes: The general problem of extracting depth information from color images is very interesting [3, 61, 44, 45, 27] , and is still a research topic under investigation [6, 37, 29] , remaining unsolved in its full generality. Since as early as 1985, methods have been proposed for extracting depth information from color images without prior knowledge of the scene [3, 17, 22, 53, 46, 61, 16] . The exploited cues vary, including local texture, symmetries, edges and their intersections, and fractal dimension. Also, the extracted level of detail ranges from local depth variations [17] to global depth scale of the observed image [61] . The recent success of machine learning, including (most notably) deep neural networks has naturally led to new methods that achieve increasingly better performance and more accurate results [26, 10, 28, 9, 24, 11, 25, 13] . A significant category of methods deals with the problem of estimating the 3D surface of a deformable object [63, 42] . However, the assumed level of deformation in that line of work is much higher than that of human hands. These methods are designed to tackle deformations of paper and cloth, making the deformation model unnecessarily complicated for the case of human hands. Another category of works on monocular scene structure estimation assumes that the input is a sequence of images, coming from a camera that moves [7, 29] . Essentially, this results in stereo pairs of images, enabling the use of the disparity cue. A central assumption in this line of work regards the rigidity of the observed world. Due to the articulated structure and motion of the human hand, this assumption does not hold in our setting. Closer to our work, another category of methods uses priors such as the assumption that the scene contains articulated objects [67, 68] . In these approaches, however, the shape and size variation is larger, and the articulation range of the objects is usually more constrained than the case of the human hand.
Depth from color for human body parts: There is a recent line of work on methods that tackle the problem of depth estimation for specific parts of the human body. The first of these methods [20] estimates the face structure from a single color image. To do so, it uses volumetric information to train a neural network that was based on a stacked hourglass architecture. More works estimating the 3D structure of human faces shortly followed [58, 57] . In parallel to the works on human face, a similar architecture was proposed, targeting the human body [64] . In that work training data are derived from accurate models of pose, shape and appearance of the human body. None of these approaches achieves a direct estimation of the depth model of the observed scene. Instead, intermediate steps with higher-level information are used, such as the estimation of the landmark positions of facial features for the face approaches, or 2D and 3D position of the body joints in the second case. Moreover, to the best of our knowledge, currently there is no method to solve the problem of estimating depth information from an RGB image of a hand.
Use of depth for 3D hand pose estimation: 3D hand pose estimation is a long-studied problem [39, 14, 50, 1, 51, 41, 66, 33] that is still of significant interest [71] . Most of the recent works in the area [33, 23, 56, 49, 55, 32, 54, 65, 30, 71] assume the availability of scene depth information, capitalizing on the advent of inexpensive, high-quality depth sensors. Much more recently, a new trend is currently forming [75, 34, 48, 5, 19] that tackles the problem assuming only monocular RGB input. The performance (estimation accuracy and speed) of the older, depth-based approaches is better than that of the more recent RGB-based ones. This is to be expected given the maturity of the older approaches and the richer nature of the depth map as input information.
Our contribution: An important goal of this work is to close the gap between depth-based approaches and the newer trend of works based on RGB input. Until today, in order to extract depth information for hands directly, the only available reliable option is to resort to depth sensors. The proposed method estimates hand depth information of comparable accuracy given only regular color images. This constitutes a significant complexity simplification and cost reduction of the sensing process. At the same time, several robust, depth-based hand perception methods become applicable to regular RGB input. In summary, the major contributions of this work are:
• The first method that estimates depth information from monocular color views of hands. This is achieved with an accuracy that is comparable to the accuracy of a low cost depth sensor.
• The HandRGBD dataset (will become publicly available) of 20, 601 high resolution RGB hand images that are aligned with their depth maps.
Hand Depth Estimation from RGB Input
At the core of the proposed approach, a deep neural network undertakes the task of estimating the geometry of a hand observed in a single RGB image. A stacked hourglass model [31] is inspired from parts of the architecture in [20] and used as the main building block for the proposed approach. The resulting network accepts as input a regular RGB image and outputs the estimated hand depth map. The output of the network is a map of relative depths for all hand pixels of the input image. The absolute depth of the hand is a separate problem [61] that is out of the scope of our work. However, absolute depth estimation can be simplified given a good estimation of the relative depths resulting from the proposed method. Intermediate supervision is used in several intermediate levels of the proposed architecture in a staged approach. To aid the process of training and inference, hand segmentation masks are also estimated in such an intermediate supervision step, and used as guidance for the subsequent depth estimation process.
Aligning RGB with Depth
The training data are assumed to be pairs of aligned RGB and depth hand images. The viewpoint of each image pair is assumed to be identical, i.e., each RGB pixel essentially corresponds to the pixel at the same position in the depth map, as if the two streams were captured from the same center of projection. This kind of data can be obtained using common RGBD sensors like Microsoft Kinect2. Most commercially available RGBD cameras have different sensors for each modality, however the viewpoints are very close, and the availability of depth data enables the alignment of the two streams. To achieve this, an accurate intrinsic and extrinsic calibration of the two sensors is required. Given this, a reprojection of the depth map to the RGB image yields the correspondences between the two images.
Ground Truth Annotation
Given the capturing process described in Section 3.1, the training data is already at a usable state and no further manual annotation is required. The only processing that is still required is the segmentation of the RGB and depth channels into foreground (hands) and background (non-hands), and the normalization of the depth range into relative depths. To facilitate this process, it is assumed that the hand is the object closest to the camera. Under this assumption, foreground/background segmentation is easy to perform on the depth map. Towards this end, the minimum value D min in the depth map D(i, j) is estimated, corresponding to the distance of the hands' point that is closest to the camera. The indices i and j run on the horizontal and vertical image dimensions. All pixels with a depth value within a predefined threshold t to this minimum depth D min are considered as the foreground H. The value H(i, j) of the boolean foreground mask H at point (i, j) is defined as:
Working with depth maps in millimeters, it suffices to set t = 300mm, a maximum estimation of the possible depth difference within a hand. Since the RGB and depth images correspond pixel-to-pixel, the resulting binary segmentation H is valid for the RGB image, too. 
Figure 2: Stacked Hourglass Architecture: The proposed architecture with the intermediate supervision types. The input is preprocessed by some initialization layers ("Init", light green) that include a convolutiona layer and two residual blocks ( Figure 3 and compute a feature map to be passed to the first hourglass (see Figure 4 ) module. Its output is passed to a set of layers that apply some additional convolution layers ("Link", gray) before passing it to the next hourglass module. The Link module also outputs a map to be intermediately guided. Skip connections are used parallel to each hourglass module. The first three outputs of the network target segmentation masks and the remaining three target depth maps with the latter being the final output of the network. . Specifically, the relative depth map D T that will be used for training is
where c is a value that scales the depths in the range [−1, 1]. For all cases, it suffices to set c as the inverse of the maximum depth difference of an observed hand. When working with depth values in millimeters it suffices to use c = 1/200. Finally, the background pixels are set to 1, the largest value in the target range, that is essentially used to denote background areas.
Stacked Hourglass Architecture
The proposed network is based on the approach of stacked hourglass modules [31, 4] . Additionally, intermediate supervision is applied to the output of each hourglass module, which is a commonly adopted strategy [31] . The architecture of the proposed method is illustrated in Figure 2 . In the following description, the intermediate parts of the network will be called stages.
The main building block of the proposed architecture is the hourglass network of [31] built using the residual block of [4] 2 . Figures 3 and 4 illustrate the residual block and the network used graphically. A hourglass module, illustrated in Figure 4 accepts as input a set of feature maps. The residual block of [4] proceeds by applying three successive sets of convolution, batch normalization and ReLU nonlinearity operations, using also skip connections, similar to the DenseNet architecture [18] . This is shown in Figure 3 . After these operations, a down-sampling is performed, halving the input dimension. Parallel to this branch with halved spatial dimension, a skip connection runs through another residual block. In total, four repeated residual blocks and resolution halving are applied, and four long-skip connections run in parallel, each at a different spatial resolution. After the last subsampling and application of a residual block, the reverse process is followed, doubling the spatial dimension by upsampling and applying new residual block operations. After each upsampling, the long-skip connection of the appropriate spatial dimension is added to the current feature map. After four upsampling operations in total, the original input spatial and feature dimension is again reached, forming the complete hourglass module.
For the proposed network, we stack 6 such hourglass modules, having therefore in total 6 stages for intermediate supervision. A convolution operation is applied to the input image to compute a feature map of appropriate dimension to be the input of the first hourglass module. The reverse process is followed at the end of the network, and at the end of each hourglass module for intermediate supervision. Specifically, a single 1 × 1 convolution is applied, yielding a single-channel feature map. Each such output is trained against the foreground mask in the first stages, while the later stages are trained against the depth target. We set equal effort for estimating both the mask and the depth, thus giving 3 stages for the mask estimation and 3 for the depth.
Loss Function
Each stage has its own target output, therefore each stage has its own loss. The global loss function of the network is the sum of the individual losses. Figure 4 : The hourglass building block that is used in the proposed network. Its main building block is the residual block, illustrated in detail in Figure 3 . The main idea is to successively lower the spatial input resolution for a total of four input halving steps. After this, the reverse procedure is followed to reach again the input resolution.
by comparing the two images, the predicted and the target image. We define the loss of each stage as the Mean Square Error (MSE) of the target and the output. The final form of the loss function L is:
where d and m are the target depth and mask, each having N pixels, S D and S M are the total number of depth and mask stages respectively andd k ,m l are the estimated depths and masks for the kth and lth stage for k = 1 . . . S D and l = 1 . . . S M .
Data Augmentation
A commonly employed strategy during training is data augmentation which aims at enriching the diversity of the training set and at increasing the generalization capability of the trained network. In our case, the input is regular RGB images, and common augmentation practices apply. Specifically, we apply (a) random horizontal flip (so that we don't have to capture both hands from a subject) (b) random rotation, (c) random crop and (d) random color jittering (to capture the widest possible range of skin tones and different illumination cases). The geometric transformations are applied to both the RGB and the depth maps, ensuring pixel-to-pixel correspondence. The color transformations (e.g., color jittering) is only applied to the RGB channel. Finally, all data are resized to fit the network's input and output dimensions.
Experimental Evaluation
Due to the unavailability of an appropriate, published dataset, the quantitative evaluation of the proposed hand depth estimation method was performed on the basis of HandRGBD, a dataset that is introduced in this paper. A first category of experiments assessed the adopted design choices in an ablation study. We also assessed the potential of the proposed method to support methods that perform depth-based estimation of the 3D hand pose.
Hand-related Datasets
Works related to hand appearance and shape modeling as well as pose estimation, require datasets appropriately annotated with ground truth for the purposes of objective, quantitative comparison of competitive approaches, and also -whenever applicable -for training. Therefore, numerous datasets have been proposed so far in the relevant literature (see Table 1 ). Input modalities such as monocular RGB, stereo, multiview, and depth are covered. Also, scenarios including egocentric viewpoint, hand-object interaction, and hand-hand interaction are available.
The training and evaluation tasks of the problem we are addressing in this work call for a dataset that includes aligned RGB and depth observations of hands. The RGB input should be unaltered, since the goal is to apply our method to regular color input. Some datasets [60, 59] warp the RGB image to the depth map, introducing big black holes in the images that defeat this goal. Another dataset [21] segments the hand in the image and masks the background with a black color. Given that one of our goals is also to learn this segmentation, the dataset becomes unusable. Two additional requirements are the presence of multiple actors and close-up views of the depicted hand(s), so that details on the variation of hand shapes across humans and under articulation are adequately captured. Table 1 presents a list of the most relevant datasets to our work. Columns of the matrix list some of the requirements listed above, specifically the availability of RGB and depth data, and of their alignment. Evidently, only the datasets [21] No BG Zimmermann [75] Tzionas [62] by Zimmerman and Brox [75] , called "Rendered Handpose Dataset" (RHD) and Tzionas et al. [62] , called "Hands in Action" have aligned RGB and depth data. Unfortunately, the RHD dataset [75] is synthetic, and, although it has a large variation on hand sizes, shapes and appearances, it is of rather low resolution (320 × 240) and contains distant views of a hand. The Hands in Action dataset [62] contains real world data, and the depth is captured by a structured light sensor. The actor diversity is small and the view is not closeup, in images of resolution 640 × 480. Overall, this dataset comes closest to fulfilling our requirements, however it is still unsuitable due to the somewhat small resolution, the low actor diversity, and (less importantly) the use of a structured light sensor.
The HandRGBD Dataset
Despite the existence of several hand datasets, it turns out that none of them covers the requirements of this work. Consequently, we resorted to creating HandRGBD, our own dataset of aligned RGB and depth hand images.
As the capturing device, we employed a Kinect V2 [38] sensor because of its high quality color camera, and the Time of Flight depth sensor. Among the available options, this sensor provided the best combination of image and depth resolution and quality. The native SDK does not provide an alignment of the depth data to the RGB image, only the opposite, resulting in black holes in the RGB image. Therefore, we used the library libfreenect2 [69] 3 that sup-ports this functionality, simultaneously scaling and aligning the depth information on the color image. The captured dataset contains 20, 601 images along with their respective depth maps. The depicted hands are in closeup view, in distances ranging from 40cm to 100cm from the sensor. Some of the captured images contain two hands that interact (strongly, in some cases). 17 subjects, 13 male and 4 female, contributed to the dataset. The subjects were instructed to keep their hand(s) roughly in the center of the camera field of view, but some images were also captured with hands close to the image edges. The subjects were also instructed to perform free hand gestures and articulations, exploring as much as possible the hand articulation space. Special care was taken to capture the hands in front of different background scenes, facilitating the generalization of foreground/background segmentation. Also, some of the images contain two hands, that are both annotated as foreground areas.
Training Details
We implemented the proposed approach using the PyTorch framework [35] . The Adam optimizer was used to train it for 100 epochs, with a learning rate value of 10 −3 , weight decay of 10 −5 and a learning rate scheduler with γ = 0.5 applied every 30 epochs. For training, we employed an Nvidia GTX 1080 Ti GPU. On that machine, each epoch took about 825 seconds. For all the experiments, the input size to the network was a 256 × 256 RGB image, and the output a 64 × 64 depth map.
We split HandRGBD into training and test sets to train the proposed method. The training set is composed of 19, 104 samples, while the test set contains 1, 497 samples from sequences that are not included in the training set.
As already mentioned, data augmentation was used in order to increase the generalization of the network. Specifically, each training sample was randomly flipped horizontally with probability 0.5. Also, a random rotation in the range of [−90
• , 90
• ] was applied. For the random cropping, a bounding box of size 0.8 of the original size was selected. Finally, a random intensity value in the range of [−20, 20] for each color channel was added for color jittering.
Evaluation Metrics
Assessing depth estimation accuracy: For each hand pixel we consider the absolute difference between ground truth and estimated depth. The first error metric E (in mm) is the average of all these differences for all actual hand pixels and all frames of a test set. A second error metric considers the percentage F (e) of hand pixels in the test set for which the absolute difference between ground truth and estimated depth is less that a threshold e.
Assessing hand/background segmentation: The proposed method also produces a segmentation of the hand re- 
Ablative Study
We evaluate different architectural choices (Section 3.2) based on a subset of HandRGBD. Specifically, variants of the proposed method were trained on 4, 500 images and tested on 500 separate images of the dataset.
An important hyper-parameter of the proposed network is the number of intermediate supervision stages that target the mask segmentation. Experimenting with different training strategies for the proposed network, it became apparent that the hand segmentation mask is an important cue for the task at hand. In a preliminary experiment, the ground truth segmentation mask was provided as a fourth channel concatenated along with the RGB image to the network. This experiment lowered significantly the depth estimation error, indicating that the segmentation mask is indeed useful. It is therefore important to use this cue as an intermediate supervision target, since it aids the task of the network.
In a network with a fixed number of hourglass modules, some of the first hourglass module outputs target segmentation masks and the rest target depths. We performed an experiment to determine the optimal number of stages for each of the two tasks, experimenting also with the total number of hourglass modules. The results of this experiment are presented in Table 2 . The best results are highlighted with bold font. From this experiment we can conclude that, in fact, the segmentation cue is equally important to the depth map itself. The best performing network with six stages was trained with the first three of them targeted as segmentation mask and the rest targeting depth.
Hand Depth Estimation Accuracy
We explored the performance of the best performing variant (line 7 in Table 2 Figure 5 : The error metric F (e) for the depth accuracy estimation experiment on the HandRGBD test set (see text for details).
the dataset for training and the rest 1, 497 images for testing. In this experiment, the depth estimation error E was equal to E = 22.88mm. Figure 5 shows the metric F (e). For this experiment, the estimated IoU was equal to 0.84.
Supporting 3D Hand Pose Estimation
We assessed the quality of the depth estimated by the proposed method by evaluating the extend at which it can support depth-based hand pose estimation. To do so, we employed the test set part of HandRGBD on which we applied a depth-based 3D hand pose estimation method in two different experimental conditions: C1, on the actual depth information of the testset as this was measured by the Kinect2 sensor and C2, the depth that has been estimated by our method. From the available 3D hand pose estimation methods, we chose to employ the tracking approach of Oikonomidis et al. [33] . We selected this method because it depends explicitly on the quality of the employed depth map on which it fits a synthetic hand model. This is contrasted to more recent approaches like the one in [32] , where hand pose estimation relies on a learned, indirect function of the hand's depth map.
By comparing the performance of [33] under C1 and C2, we can assess the potential of the proposed method to provide depth maps that are usable by higher level hand perception methods. Ideally, this comparison can be performed by quantifying the 3D hand pose estimation error in C1 and C2 based on 3D hand pose ground truth. However, due to the lack of such ground truth, we follow a different strategy. Specifically, we measured the average distance of the corresponding hand joints as those were estimated by [33] in conditions C1 and C2. This distance was estimated as 24.71mm. Thus, it turns out that the 3D pose discrepancy between C1 and C2 is very similar to the error in depth estimation of our approach on this testset. This is very important, as it provides quantitative evidence that an improvement in RGB-based depth estimation will translate directly to an improvement in 3D hand pose estimation. Figure 6 shows representative depth estimation results on three sequences of the test set of HandRGBD. For each sequence, we show the input RGB image, the ground truth depth map, the estimated one, and their color-coded difference. It can be verified that the depth maps estimated by our method are very close to the ones measured by the depth sensor.
Qualitative Results

Discussion
We presented the first method that has been specifically designed to estimate the depth map of a human hand based on a single RGB frame. The proposed method consists of a specially designed convolutional neural network that has been trained and evaluated on HandRGBD, a new dataset of aligned RGB and depth images. Extensive experiments evaluated design choices behind the proposed method, verified its depth estimation accuracy and provided evidence on the potential of the method to support, providing input, existing depth-based hand pose estimation methods. The obtained results demonstrate that for the specific context of hands observation, the proposed method constitutes an important step towards turning a conventional RGB camera to an RGBD one. Future plans include the consideration of the absolute depth estimation problem and the investigation of the suitability of the proposed approach for other RGBbased depth estimation tasks. Figure 6 : Indicative depth estimation results in 3 sequences of HandRGBD. For each sequence (3 blocks of 4 rows) we show the RGB input (1st row), ground truth depth (2nd row), estimated depth (3rd row) and difference between ground truth and estimated depth (4th row).
