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Abstract
Call an n-by-n invertible matrix S a Perron similarity if there is a real non-
scalar diagonal matrix D such that SDS−1 is entrywise nonnegative. We give
two characterizations of Perron similarities and study the polyhedra C (S) :=
{x ∈ Rn : SDxS−1 ≥ 0, Dx := diag (x)} and P (S) := {x ∈ C (S) : x1 = 1},
which we call the Perron spectracone and Perron spectratope, respectively. The
set of all normalized real spectra of diagonalizable nonnegative matrices may be
covered by Perron spectratopes, so that enumerating them is of interest.
The Perron spectracone and spectratope of Hadamard matrices are of par-
ticular interest and tend to have large volume. For the canonical Hadamard
matrix (as well as other matrices), the Perron spectratope coincides with the
convex hull of its rows.
In addition, we provide a constructive version of a result due to Fiedler ([9,
Theorem 2.4]) for Hadamard orders, and a constructive version of [2, Theorem
5.1] for Sule˘ımanova spectra.
Keywords: Perron spectracone, Perron spectratope, real nonnegative inverse
eigenvalue problem, Hadamard matrix, association scheme, relative gain array
2010 MSC: 15A18, 15B48, 15A29, 05B20, 05E30
1. Introduction
The real nonnegative inverse eigenvalue problem (RNIEP) is to determine
which sets of n real numbers occur as the spectrum of an n-by-n nonnegative
matrix. The RNIEP is unsolved for n ≥ 5, and the following variations, which
are also unsolved for n ≥ 5, are relevant to this work (additional background
information on the RNIEP can be found in, e.g., [5], [18], and [20]):
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• Diagonalizable RNIEP (D-RNIEP): Determine which sets of n real num-
bers occur as the spectrum of an n-by-n diagonalizable nonnegative ma-
trix.
• Symmetric NIEP (SNIEP): Determine which sets of n real numbers occur
as the spectrum of an n-by-n symmetric nonnegative matrix.
• Doubly stochastic RNIEP (DS-RNIEP): Determine which sets of n real
numbers occur as the spectrum of an n-by-n doubly stochastic matrix.
• Doubly stochastic SNIEP (DS-SNIEP): Determine which sets of n real
numbers occur as the spectrum of an n-by-n symmetric doubly stochastic
matrix.
The RNIEP and the SNIEP are equivalent when n ≤ 4 and distinct otherwise
(see [13]). Notice that there is no distinction between the the SNIEP and the
D-SNIEP since every symmetric matrix is diagonalizable.
The set σ = {λ1, . . . , λn} ⊂ R is said to be realizable if there is an n-by-n
nonnegative matrix with spectrum σ. If A is a nonnegative matrix that realizes
σ, then A is called a realizing matrix for σ. It is well-known that if σ is realizable,
then
sk(σ) :=
n∑
i=1
λki ≥ 0, ∀ k ∈ N (1.1)
ρ (σ) := max
i
|λi| ∈ σ (1.2)
smk (σ) ≤ nm−1skm,∀ k,m ∈ N (1.3)
Condition (1.3), known as the J-LL condition, was proven independently by
Johnson in [12], and by Loewy and London in [17].
In this paper, we introduce several polyhedral sets whose points correspond
to spectra of entrywise nonegative matrices. In particular, given a nonsin-
gular matrix S, we define several polytopic subsets of the polyhedral cone
C (S) := {x ∈ Rn : SDxS−1 ≥ 0, Dx := diag (x)} and use them to ver-
ify the known necessary and sufficient conditions for the RNIEP and SNIEP
when n ≤ 4. For a nonsingular matrix S, we provide a necessary and suffi-
cient condition such that C (S) is nontrivial. For every n ≥ 1, we characterize
C(Hn), where Hn is the Walsh matrix of order 2n, which resolves a problem
posed in [7, p. 48]. Our proof method yields a highly-structured (2n − 1)-class
(commutative) association scheme and, as a consequence, a highly structured
Bose-Mesner Algebra. In addition, we provide a constructive version of a re-
sult due to Fiedler ([9, Theorem 2.4]) for Hadamard orders, and a constructive
version of [2, Theorem 5.1] for Sule˘ımanova spectra. The introduction of these
convex sets extends techniques and ideas found in (e.g.) [6, 7, 8, 21, 22, 23, 25]
and provides a framework for investigating the aforementioned problems.
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2. Notation and Background
Denote by N the set of natural numbers and by N0 the set N ∪ {0}. For
n ∈ N, the set {1, . . . , n} ⊂ N is denoted by 〈n〉. If σ = {λ1, . . . , λn} ⊂ R, then
σ is called normalized if λ1 = 1 ≥ λ2 ≥ · · · ≥ λn.
The set of m-by-n matrices with entries from a field F (in this paper, F is
either C or R) is denoted by Mm,n(F) (when m = n, Mn,n(F) is abbreviated to
Mn(F)). The set of all n-by-1 column vectors is identified with the set of all
ordered n-tuples with entries in F and thus denoted by Fm. The set of nonsin-
gular matrices over F is denoted by GLn(F) and the set of n-by-n orthogonal
matrices is denoted by O (n).
For A = [aij ] ∈ Mn(C), the transpose of A is denoted by A>; the spectrum
of A is denoted by σ = σ (A); the spectral radius of A is denoted by ρ = ρ (A);
and Diag (A) denotes the n-by-1 column vector [aii · · · ann]>. Given x ∈ Fn, xi
denotes the ith entry of x and Dx = Dx> ∈ Mn(F) denotes the diagonal matrix
whose (i, i)-entry is xi. Notice that for scalars α, β ∈ F, and vectors x, y ∈ Fn,
Dαx+βy = αDx + βDy.
The Hadamard product of A, B ∈ Mm,n(F), denoted by A ◦ B, is the m-
by-n matrix whose (i, j)-entry is aijbij . The direct sum of A1, . . . , Ak, where
Ai ∈ Mni(C), denoted by A1 ⊕ · · · ⊕Ak, or
⊕k
i=1Ai, is the n-by-n matrix A1 0
0
. . .
Ak
 ,
where n =
∑k
i=1 ni. The Kronecker product of A ∈ Mn,n(F) and B ∈ Mp,q(F),
denoted by A⊗B, is the mp-by-nq matrix defined by
A⊗B =
a11B · · · a1nB... . . . ...
am1B · · · amnB
 .
For S ∈ GLn(C), the relative gain array of S, denoted by Φ(S), is defined
by Φ(S) = S ◦ S−>, where S−> := (S−1)> = (S>)−1. It is well-known (see,
e.g., [15]) that if A = SDxS
−1, then
Φ(S)(x) = Diag (A) . (2.1)
For the following, the size of each matrix will be clear from the context in
which it appears:
• I denotes the identity matrix;
• ei denotes the ith-column of I;
• e denotes the all-ones vector;
• J denotes the all-ones matrix, i.e., J = ee>; and
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• K denotes the exchange matrix, i.e., K = [en| · · · |e1].
A matrix is called symmetric, persymmetric, or centrosymmetric if A−A> =
0, AK − KA> = 0, or AK − KA = 0, respectively. A matrix possessing any
two of these symmetry conditions can be shown to possess the third, thus we
define a trisymmetric matrix as any matrix possessing two of the aforementioned
properties.
If A is an entrywise nonnegative (positive) matrix, then we write A ≥ 0
(A > 0, respectively). An n-by-n nonnegative matrix A is called (row) stochastic
if
∑n
j=1 aij = 1, ∀ i ∈ 〈n〉; column stochastic if
∑n
i=1 aij = 1, ∀ j ∈ 〈n〉; and
doubly stochastic if it is row stochastic and column stochastic.
We recall the well-known Perron-Frobenius theorem (see, e.g. [1], [11, Chap-
ter 8], or [20]).
Theorem 2.1 (Perron-Frobenius). If A ≥ 0, then ρ ∈ σ, and there is a non-
negative vector x such that Ax = ρx.
Remark 2.2. The scalar ρ is called the Perron root of A. When
∑n
i=1 xi = 1,
x is called the (right) Perron vector of A and the pair (ρ, x) is called the Perron
eigenpair of A.
Since the nonnegativity of A is necessary and sufficient for the nonnegativity
of A>, if A ≥ 0, then, following Theorem 2.1, there is a nonnegative vector y,
such that y>A = ρy>. When
∑n
i=1 yi = 1, y is called the left Perron vector of
A.
Given vectors v1, . . . , vn ∈ Rn and scalars α1, . . . , αn ∈ R, the linear com-
bination
∑n
i=1 αivi is called a conical combination if αi ≥ 0 for every i ∈ 〈n〉;
and a convex combination if, in addition,
∑n
i=1 αi = 1. The conical hull of the
vectors v1, . . . , vn, denoted by coni (v1, . . . , vn), is the set of all conical combi-
nations of the vectors, and the convex hull, denoted by conv (v1, . . . , vn), is the
set of all convex combinations of the vectors.
Given A ∈ Mm,n(R) and b ∈ Rm, the polyhedron determined by A and b is the
set P(A, b) := {x ∈ Rn : Ax ≤ b}. When b = 0, P(A, 0) is called the polyhedral
cone determined by A and is denoted by C(A). Lastly, recall that a polytope is a
bounded polyhedron. We say that S ⊆ Rn is polyhedral if S = P(A, b) for some
m× n matrix A and b ∈ Rm.
3. Spectrahedral Sets and Perron Similarities
Definition 3.1. For S ∈ GLn(R), let C (S) := {x ∈ Rn : SDxS−1 ≥ 0} and
A(S) := {A ∈ Mn(R) : A = SDxS−1, x ∈ C (S)}.
Remark 3.2. Since SIS−1 = I ≥ 0 for every invertible matrix S, it follows
that the sets C (S) and A(S) are always nonempty. Specifically, coni (e) ⊆ C (S)
for every invertible matrix S. In the sequel, we will state a necessary and
sufficient condition on S such that coni (e) ⊂ C (S). Moreover, if α, β ≥ 0 and
x, y ∈ C (S), then αx + βy ∈ C (S) so that C (S) is a convex cone. We refer to
C (S) as the Perron spectracone of S.
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The convex cone A(S) is a nonnegative commutative algebra. In Section
5, we will show that if Hn is the Walsh matrix of order 2
n, then A(Hn) is a
nonnegative Bose-Mesner algebra.
Before cataloging basic properties of the spectracone, we require the follow-
ing lemma.
Lemma 3.3. If P is a permutation matrix and x ∈ Cn, then PDxP> = Dy,
where y = Px.
Proof. Because a permutation similarity effects a simultaneous permutation of
the rows and columns of a matrix, it follows that PDxP
> is diagonal, say Dy.
Following (2.1),
y = Φ(P )(x) =
[
P ◦ (P−1)>]x = Px.
Proposition 3.4. If S ∈ GLn(R) and P is a permutation matrix, then
(i) C (S) is a polyhedral cone;
(ii) C(SP ) = P>C (S) := {y ∈ Rn : y = P>x, x ∈ C (S)};
(iii) C(PS) = C (S);
(iv) C(DvS) = C (S) for any v > 0;
(v) C(SDv) = C (S) for any nonzero v ∈ Rn; and
(vi) C (S) = C((S>)−1).
Proof. The proofs of parts (iii) – (vi) are straightforward exercises; thus, we
provide proofs for parts (i) and (ii):
(i) The matricial inequality SDxS
−1 ≥ 0 specifies n2 linear homogeneous
inequalities in the variables x1, . . . , xn; specifically, if S = [sij ] and S
−1 =
[tij ], then the (i, j)-entry of SDxS
−1 is
∑n
k=1 siktkjxk. If vec (·) denotes
columnwise vectorization, then
SDxS
−1 ≥ 0⇐⇒ vec (SDxS−1) ≥ 0⇐⇒ −

s1 ◦ t1
...
sn ◦ t1
s1 ◦ t2
...
sn ◦ t2
s1 ◦ tn
...
sn ◦ tn

x ≤ 0, (3.1)
where si and ti denote the i
th-row and ith-column of S and S−1, respec-
tively.
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(ii) Following Lemma 3.3,
y ∈ C(SP )⇐⇒ SPDyP>S−1 ≥ 0
⇐⇒ SDxS−1 ≥ 0, x = Py
⇐⇒ x ∈ C (S)
⇐⇒ y ∈ P>C (S) .
Let Bn = {x ∈ Rn : ||x||∞ ≤ 1}. For k ∈ 〈n〉, let Pk be the (n − 1)-by-n
matrix obtained by deleting the kth-row of I, and define pik : Rn −→ Rn−1 by
pik(x) = Pkx.
Definition 3.5. For S ∈ GLn(R), letW(S) := C (S)∩Bn, P (S) := {x ∈ C (S) :
x1 = 1}, and P1(S) := {y ∈ Rn−1 : y = pi1(x), x ∈ P (S)}.
Remark 3.6. Since SIS−1 = I ≥ 0 for every invertible matrix S, it follows
that the sets W(S) and P (S) are always nonempty; if n ≥ 2, then P1(S) is
always nonempty.
Proposition 3.7. If S ∈ GLn(R), then the sets W(S), P (S), and P1(S) are
polytopes.
Proof. A polyhedral description of W(S) is obtained by appending the inequal-
ities {
xi ≤ 1, i ∈ 〈n〉
−xi ≤ 1, i ∈ 〈n〉 (3.2)
to (3.1). Since W(S) ⊂ Bn, it follows that it is bounded and hence a polytope.
Similarly, appending the inequalities x1 ≤ 1 and −x1 ≤ −1 to (3.1) and
(3.2) yields a half-space description of P (S). Since P (S) ⊂ Bn, it follows that
it is bounded and hence a polytope.
It can be shown via Fourier-Motzkin elimination that the projection of a
polyhedron is a polyhedron (see, e.g., [4] and references therein). Thus, P1(S)
is a polytope.
Remark 3.8. For S ∈ GLn(R), we refer to P (S) as the Perron spectratope of
S.
Proposition 3.9. If S = T ⊕ U ∈ GLn(R), then
(i) C (S) = C(T )× C(U);
(ii) P (S) = P(T )×W(U); and
(iii) P1(S) = P1(T )×W(U).
Proof. All three parts are straightforward exercises.
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Recall that a scalar matrix is any matrix of the form A = αI, α ∈ F. Let
S ∈ GLn(R) and suppose there is a real diagonal matrix D and a nonnegative,
nonscalar matrix A such that A = SDS−1. Following Theorem 2.1, there is an
i ∈ 〈n〉 such that Sei and e>i S−1 are both nonnegative (or both nonpositive).
In consideration of part (v) of Proposition 3.4, we may assume that they are
both nonnegative. This motivates the following definition.
Definition 3.10. We call an invertible matrix S a Perron-similarity if there is
an i ∈ 〈n〉 such that Sei and e>i S−1 are nonnegative.
Given S ∈ GLn(R), it is natural to determine necessary and sufficient con-
ditions so that S is a Perron-similarity; to that end, we require the following
theorem.
Theorem 3.11. Let
S =
 s
>
1
...
s>n
 ∈ GLn(R),
where sk ∈ Rn, for every k ∈ 〈n〉. If y> := e>i S−1, then y ≥ 0 if and only if
ei ∈ coni (s1, . . . , sn). Moreover, y > 0 if and only if ei ∈ int (coni (s1, . . . , sn)).
Proof. If y ≥ 0, then
ei = S
>y =
n∑
k=1
yksk ∈ coni (s1, . . . , sn) (3.3)
If y > 0, then (3.3) implies e1 ∈ int (coni (s1, . . . , sn)).
Conversely, if ei ∈ coni (s1, . . . , sn), then there exist nonnegative scalars
λ1, . . . , λn such that
ei =
n∑
k=1
λksk = S
>λ,
where λ = [λ1 · · · λn]>. By hypothesis, S>y = ei, and since S> is invertible, it
follows that y = λ ≥ 0. Lastly, if ei ∈ int (coni (s1, . . . , sn)), then y = λ > 0.
Corollary 3.12. Let S ∈ GLn(R) and suppose that
S =
 s
>
1
...
s>n
 and (S−1)> =
 t
>
1
...
t>n
 .
Then S is a Perron-similarity if and only if there is an i ∈ 〈n〉 such that ei ∈
coni (s1, . . . , sn) and ei ∈ coni (t1, . . . , tn).
Corollary 3.13. If Q ∈ O (n), then Q is a Perron-similarity if and only if
there is an i ∈ 〈n〉 such that Qei ≥ 0.
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Remark 3.14. It is well-known that a nonnegative matrix A is stochastic if and
only if Ae = e ([11, §8.7, Problem 4]). Thus, A is doubly stochastic if and only
if Ae = e and e>A = e>. If there are real scalars α and β such that Sei = αe
and e>i S
−1 = βe>, then P (S) contains spectra that are doubly stochastically
realizable; however, notice that the converse does not hold: for example, if
S =
1 1 01 −1 0
0 0 1
 ,
and v =
[
1 λ 1
]>
, where λ ∈ [−1, 1], then M = SDvS−1 is doubly stochastic.
If Q ∈ O (n), then P (Q) contains spectra that are symmetrically, doubly
stochastically realizable if and only if Qei = e and e
>
i Q = e
>.
Example 3.15. Although the nonsingular matrix
S =
[
1 1/2
1 1
]
has two positive columns, it is not a Perron-similarity; indeed, note that
S−1 =
[
2 −1
−2 2
]
.
Remark 3.16. We briefly digress to make the following observation: recall that
a nonsingular M -matrix is any matrix of the form S = αI − T , where T ≥ 0
and α > ρ (T ). It is well-known that S is an M -matrix if and only if S−1 ≥ 0
(Plemmons lists forty characterizations in [24]). Thus, following Theorem 3.11,
S is an M -matrix if and only if ei ∈ coni (s1, . . . , sn) for every i ∈ 〈n〉.
Corollary 3.17. If S ∈ GLn(R), then C (S) \ coni (e) 6= ∅ if and only if S is a
Perron-similarity.
Proof. If S is a Perron-similarity, then there is an i ∈ 〈n〉 such that the vectors
x := Sei and y
> := e>i S are nonnegative. Thus, SDeiS
−1 = xy> ≥ 0, so that
ei ∈ C (S).
Conversely, if C (S) \ coni (e) 6= ∅, then then there is a vector x 6= e such that
SDxS
−1 ≥ 0. The result now follows from 2.1.
4. RNIEP and SNIEP for Low Dimensions
In this section, we verify the known necessary and sufficient conditions for
the SNIEP and RNIEP when n ≤ 4.
For n ≥ 2, notice that, following (1.1) and (1.2),⋃
S∈GLn(R)
P1(S) ⊆ T n−1,
where T n−1 := {x ∈ Bn−1 : 1 + e>x ≥ 0}. The region T n−1 is known as the
trace-nonnegative polytope [16].
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Theorem 4.1. If σ = {λ1, . . . , λn} and n ≤ 4, then σ is realizable if and only
if σ satisfies (1.1) and (1.2). Futhermore, the realizing matrix can be taken to
be symmetric.
Proof. We give a proof for 2 ≤ n ≤ 4, given that the result is trivial when n = 1
(however, note that the similarity H0 := 1 yields all possible spectra).
Case n = 2. Figure 1 depicts the spectrahedral sets for the matrix
H1 =
[
1 1
1 −1
]
,
which are established in Theorem 5.2 and Corollary 5.4. This solves the SNIEP
and RNIEP when n = 2, since P1(H1) = B1 = T 1 and the realizing matrix is
1
2
[
λ1 + λ2 λ1 − λ2
λ1 − λ2 λ1 + λ2
]
, λ1 ≥ λ2.
−2 −1 0 1 2
−2
−1
0
1
2
W(H1) C(H1)
P(H1)
P1(H1)
x1
x2
Figure 1: RNIEP & SNIEP for n = 2.
Case n = 3. Let
S := H1 ⊕H0 =
1 1 01 −1 0
0 0 1
 and P :=
1 0 00 0 1
0 1 0
 .
For a ∈ [0, 1], let b := 1− a and
Sa :=
1 1 01 −a 1
1 −a −1
 .
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Figure 2 depicts the projected Perron spectratopes for the matrices S, SP , and
Sa.
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
(−a,−b)
(−a, b)
x1
x2
P1(S)
P1(SP )
P1(Sα)
Figure 2: RNIEP & SNIEP for n = 3.
A straightforward calculation reveals that if v = [1 x y]>, then the matrix
SaDvS
−1
a is given by
1
2(1 + a)
 2(x+ a) 1− x 1− x2a(1− x) a(x+ y) + y + 1 a(x− y)− y + 1
2a(1− x) a(x− y)− y + 1 a(x+ y) + y + 1
 .
Furthermore, if u = [1
√
2a
√
2a]>, then the matrix D−1u SaDvS
−1
a Du is given
by
1
2(1 + a)
 2(x+ a) √2a(1− x) √2a(1− x)√2a(1− x) a(x+ y) + y + 1 a(x− y)− y + 1√
2a(1− x) a(x− y)− y + 1 a(x+ y) + y + 1
 ,
thus, the realizing matrix can by taken to be symmetric.
Case n = 4. Without loss of generality, assume that λ1 ≥ λ2 ≥ λ3 ≥ λ4. If
v := [λ1 λ4 λ2 λ3]
> and S := H1 ⊕H1, then
SDvS
−1 =
1
2

λ1 + λ4 λ1 − λ4 0 0
λ1 − λ4 λ1 + λ4 0 0
0 0 λ2 + λ3 λ2 − λ3
0 0 λ2 − λ3 λ2 + λ3
 .
Thus, C (S) contains all spectra such that
(i) λ1 ≥ λ2 ≥ λ3 ≥ λ4 ≥ 0;
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(ii) λ1 ≥ λ2 ≥ λ3 ≥ 0 > λ4; or
(iii) λ1 ≥ λ2 ≥ 0 > λ3 ≥ λ4, and λ2 + λ3 ≥ 0.
If H2 := H1 ⊗H1, then H2DvH−12 equals
1
4

λ1 + λ4 + λ2 + λ3 λ1 − λ4 + λ2 − λ3 λ1 + λ4 − λ2 − λ3 λ1 − λ4 − λ2 + λ3
λ1 − λ4 + λ2 − λ3 λ1 + λ4 + λ2 + λ3 λ1 − λ4 − λ2 + λ3 λ1 + λ4 − λ2 − λ3
λ1 + λ4 − λ2 − λ3 λ1 − λ4 − λ2 + λ3 λ1 + λ4 + λ2 + λ3 λ1 − λ4 + λ2 − λ3
λ1 − λ4 − λ2 + λ3 λ1 + λ4 − λ2 − λ3 λ1 − λ4 + λ2 − λ3 λ1 + λ4 + λ2 + λ3
 .
Thus, C (S) contains all spectra such that
(i) λ1 ≥ λ2 ≥ 0 > λ3 ≥ λ4, and λ2 + λ3 < 0; or
(ii) λ1 ≥ 0 > λ2 ≥ λ3 ≥ λ4.
Figure 3 depicts the projected Perron spectratope of H2, as established in Corol-
lary 5.4.
−1 −0.5
0 0.5
1
−1
0
1
−1
−0.5
0
0.5
1
Sule˘ımanova
x1
x2
x3
Figure 3: P1(H2).
Figure 2 suggests that the trace-nonnegative polytope T 2 can not be covered
by countably many projected Perron spectratopes; this can be proven via the
relative gain array.
Lemma 4.2. Suppose that S is a 3-by-3 Perron-similarity. If x, y ∈ C (S) such
that e>x = e>y = 0, then x = y.
Proof. If x 6= y, then rank (Φ(S)) = 1; hence
Φ(S) =
 a b cka kb kc
`a `b `c
 .
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Since Φ(S) has row and column sums equal to one ([15, §2, Observation 1]), it
follows that k = ` = 1, and a = b = c = 1/3; however, as noted in [15, §5,
Example 2], the equation Φ(X) = (1/3)J has no real solutions.
Corollary 4.3. If {Sα}α∈I is a collection of invertible 3-by-3 matrices such
that ⋃
α∈I
P1(Sα) = T 2,
then I is uncountable.
5. Perron Spectratopes of Hadamard Matrices
Recall that H is a Hadamard matrix if hij ∈ {±1} and HH> = nI. If n is
a positive integer n such that there is a Hadamard matrix of order n, then n is
called a Hadamard order. The longstanding Hadamard conjecture asserts that
there is a Hadamard matrix of order 4k exists for every k ∈ N.
Let H0 = [1], and for n ∈ N, let
Hn := H1 ⊗Hn−1 =
[
Hn−1 Hn−1
Hn−1 −Hn−1
]
∈ M2n(R). (5.1)
It is well-known that Hn is a Hadamard matrix for every n ∈ N0, and the
construction given in (5.1) is known as the Sylvester construction, and the matrix
Hn, n ∈ N0 is called the canonical Hadamard, or Walsh matrix of order 2n (for
brevity, and given that Sylvester matrix is reserved for another matrix, we will
use the latter term).
Walsh matrices satisfy the following additional well-known properties:
(i) Hn = H
>
n ;
(ii) H−1n = 2
−nHn;
(iii) tr (Hn) = 0, n ≥ 1;
(iv) e>1 Hn = e
>;
(v) Hne1 = e; and
(vi) e>Hn = ne1.
Lastly, note that Hn is a Perron similarity for every n.
Proposition 5.1. Let
P11 :=
[
1 0
0 1
]
and P12 :=
[
0 1
1 0
]
.
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For n ≥ 2, let
Pnk :=

P11 ⊗ P(n−1)k =
[
P(n−1)k 0
0 P(n−1)k
]
∈ M2n(R), k ∈ 〈2n−1〉
P12 ⊗ P(n−1)` =
[
0 P(n−1)`
P(n−1)` 0
]
∈ M2n(R), k ∈ 〈2n〉\〈2n−1〉,
where ` = k − 2n−1. Then, for n ∈ N:
(i) Pn1 = I;
(ii) Pn2n = K;
(iii) Pnk is a trisymmetric permutation matrix, ∀k ∈ 〈2n〉;
(iv)
∑2n
k=1 Pnk = J ;
(v) If Pn := {Pn1, . . . , Pn2k}, then {Pn,×} ∼= (Z2)n;
(vi) P 2nk = I;
(vii) if v> := e>k Hn, then Pnk = 2
−nHnDvHn, ∀k ∈ 〈2n〉;
(viii) for every k 6= `, 〈Pnk, Pn`〉 := tr
(
P>nkPn`
)
= 0; and
(ix) for every k, ` ∈ 〈n〉, there is a j ∈ 〈n〉 such that PnkPn` = Pn`Pnk = Pnj.
Proof. Parts (i)–(v) follow readily by induction on n; part (vi) follows from part
(iii); part (viii) follows from parts (iii) and (iv); and part (ix) follows from parts
(v) and (vii) (alternately, part (ix) follows from part (vii) and the fact that the
rows of Hn form a group with respect to Hadamard product).
For part (vii), we proceed by induction on n: for n = 1, the result follows
by a direct computation.
Assume that the result holds when n = m > 1. If v ∈ R2m+1 , and u and w
are the vectors in R2m defined by
v =
[
u
w
]
, (5.2)
then Dv = Du ⊕Dw and
Hm+1DvHm+1 =
[
HmDu+wHm HmDu−wHm
HmDu−wHm HmDu+wHm
]
. (5.3)
We distinguish the following cases:
(i) k ∈ 〈2m〉. If v> := e>k Hm+1, then, u = w = Hmek. Following (5.3) and
the induction-hypothesis, notice that
Hm+1DvHm+1 =
[
2HmDuHm 0
0 2HmDuHm
]
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=[
2 · 2mPmk 0
0 2 · 2mPmk
]
= 2m+1P(m+1)k,
and the result is established.
(ii) k ∈ 〈2m+1〉\〈2m〉. If v> := e>k Hm+1, then u = −w = Hme`, where
` := k − 2m−1. Following (5.3) and the induction-hypothesis, notice that
Hm+1DvHm+1 =
[
0 2HmDuHm
2HmDuHm 0
]
=
[
0 2 · 2mPm`
2 · 2mPm` 0
]
= 2m+1P(m+1)k,
and the result is established.
Theorem 5.2. The Perron spectracone of the Walsh matrix of order 2n is the
conical hull of its rows.
Proof. For x ∈ C2n , let v> := x>Hn, and M = Mx := 2−nHnDvHn. Since
v> = x>Hn =
(
2n∑
k=1
xke
>
k
)
Hn =
2n∑
k=1
xk
(
e>k Hn
)
=
2n∑
k=1
xkv
>
k ,
where vk := e
>
k Hn, it follows from part (vii) of Proposition 5.1 that
M = 2−nHnDvHn =
2n∑
k=1
xk
(
2−nHnDvkHn
)
=
2n∑
k=1
xkPnk,
i.e., M ∈ span (Pn).
In view of parts (iii) and (iv) of Propostion 5.1, it follows that the kth-entry
of x appears exactly once in each row and column of M . Thus, M ≥ 0 if and
only if x ≥ 0, i.e., if and only if v ∈ coni (v1, . . . , v2n).
The following result is useful in quickly determining whether a vector belongs
to C (Hn).
Corollary 5.3. If v ∈ R2n , where v1 ≥ · · · ≥ vn, then v ∈ C (Hn) if and only if
Hnv ≥ 0.
Proof. If v ∈ C (Hn), then following Theorem 5.2, there is a nonnegative vector
x such that v = Hnx; multipying both sides of this equation by Hn yields
Hnv = 2
nx ≥ 0.
Conversely, if x := Hnv ≥ 0, then Hnx = 2nv, i.e., v = Hn(x/2n); the result
now follows from Theorem 5.2.
Parts (i), (iii), (iv), and (ix) of Propostion 5.1 demonstrate that Pn is a
(2n−1)-class symmetric (and hence commutative) association scheme (see, e.g.,
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the survey [19] and references therein). As a consequence, A(Hn) is a nonnega-
tive Bose-Mesner algebra, i.e., it is closed with respect to matrix transposition,
matrix multiplication, and Hadamard product.
A straightforward proof by induction shows that
Mx =
 x
>Pn1
...
x>Pn2k
 = [Pn1x · · · Pn2kx] .
For example, if x ∈ C8, then
Mx =

x1 x2 x3 x4 x5 x6 x7 x8
x2 x1 x4 x3 x6 x5 x8 x7
x3 x4 x1 x2 x7 x8 x5 x6
x4 x3 x2 x1 x8 x7 x6 x5
x5 x6 x7 x8 x1 x2 x3 x4
x6 x5 x8 x7 x2 x1 x4 x3
x7 x8 x5 x6 x3 x4 x1 x2
x8 x7 x6 x5 x4 x3 x2 x1

.
Moreover, if x, y ∈ C, then Mx ◦My = Mx◦y and MxMy = Mz, where
z =

x>Pn1y
x>Pn2y
...
x>Pn2ky
 =

x>y
x>Pn2y
...
x>Ky
 .
Corollary 5.4. The Perron spectratope of the Walsh matrix of order 2n is the
convex hull of its rows.
The import of Corollary 5.4 can be viewed through the following lens: given
an affinely independent set V = {v1, . . . , vn+1} ∈ Rn, recall that the n-simplex
of V is the set S(V ) := conv (V ). It is well-known (see, e.g., [26]) that
Vol (S(V )) =
∣∣∣∣ 1n! detM
∣∣∣∣ , (5.4)
where
M =
1 v
>
1
...
...
1 v>n+1
 .
Thus,
Vol (W(Hn)) = 1
(2n)!
2n2
n−1
and Vol
(P1(Hn)) = 1
(2n − 1)!2
n2n−1 .
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We call a nonsingular matrix S a strong Perron similarity if there is a unique
i ∈ 〈n〉 such that Sei > 0 and e>i S−1 > 0. If S ∈ GLn(R) is a strong Perron
similarity, then, without loss of generality, S = [e s2 · · · sn], where ||si||∞ = 1.
Since a Hadamard matrix has maximal determinant among matrices whose
entries are less than or equal to 1 in absolute value, it follows that if P1(S) =
S(s2, . . . , s2n), then Vol
(P1(S)) ≤ Vol (P1(Hn)). It is an open question whether
P1(Hn) has maximal volume for all Perron spectratopes.
Moreover, Corollary 5.4 does not seem to hold for general Hadamard ma-
trices. If H is a Hadamard matrix, then any matrix resulting from negating
its rows or columns is also a Hadamard matrix. Indeed, if u denotes the ith-
column of H and w denotes its ith-row, then the ith-row and ith-column of the
Hadamard matrix Hˆ = DhiiuHDw are positive. Thus, without loss of gener-
altiy, we assume that the first row and column of any Hadamard matrix are
positive and refer to such a matrix as a normalized Hadamard matrix.
It can be verified via the MATLAB-command Hadamard(12) that only the
first row of the normalized Hadamard matrix of order twelve belongs to its
Perron spectratope. However, it is clear every row of a normalized Hadamard
matrix is realizable since every row (sans the first) contains an equal number of
positive and negative entries and thus is realizable (after a permutation) by the
Perron similarity
⊕n/2
i=1H1.
6. Sule˘ımanova spectra, the DS-RNIEP, and the DS-SNIEP
We begin with the following definition.
Definition 6.1. We call σ = {λ1, . . . , λn} ⊂ R a Sule˘ımanova spectrum if
s1(σ) ≥ 0 and σ contains exactly one positive value.
In [27], Sule˘ımanova stated that every such spectrum is realizable (for a
proof via companion matrices, and references to other proofs, see Friedland
[10]). Fiedler [9] proved that every Sule˘ımanova spectrum is symmetrically
realizable. In [14], Johnson et al. posed the following.
Problem 6.2. If σ is a normalized Sule˘ımanova spectrum, is σ realizable by a
doubly stochastic matrix?
We will show that for Hadamard orders, the answer is ‘yes’ and the realizing
matrix can be taken to be symmetric.
Theorem 6.3. If H is a normalized Hadamard matrix of order n and σ =
{λ1, . . . , λn} is a normalized Sule˘ımanova spectrum, then σ is realizable by a
symmetric, doubly stochastic matrix.
Proof. It suffices to show that v := [1 · · · λn]> ∈ P (H). For k ∈ 〈n〉, k 6= 1,
let Dk := e1e
>
1 − eke>k and Mk := n−1HDkH>. Then
nMk = H
(
e1e
>
1 − eke>k
)
H>
= He1 (He1)
> −Hek (Hek)> = J −Hek (Hek)> .
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Because the matrix Hek (Hek)
>
has entries in {±1}, the matrix J−Hek (Hek)>
has entries in {0, 2}, i.e., Mk ≥ 0. Moreover, Diag (Dk) = e1 − ek so that
e1 − ek ∈ P (H).
Since P (H) is convex and {e1, e1 − e2, . . . , e1 − en} ⊂ P (H), it follows
that conv (e1, e1 − e2, . . . , e1 − en) ⊆ P (H). If µ1 := s1(σ) and µk := −λk, for
k ≥ 2, then µk ≥ 0,
∑n
k=1 µk = 1, and
v = e1 +
n∑
k=2
λkek
= e1 +
n∑
k=2
(λk + µk)e1 +
n∑
k=2
λkek
= µ1e1 +
n∑
k=2
µi(e1 − ek).
Thus, v ∈ conv (e1, e1 − e2, . . . , e1 − en) and the result is established.
Remark 6.4. For any normalized Hadamard matrix, notice that
Hn := conv (e, e1 − e2, . . . , e1 − en) ⊆ P (H) .
Since
1
n
[
e+
n∑
k=2
(e1 − ek)
]
= e1,
it follows that
conv (e1, e1 − e2, . . . , e1 − en) ⊂ Hn ⊆ P (H) .
Thus, ⋂
Hn
P (H) = Hn,
where Hn contains every normalized Hadamard matrix of order n.
In terms of the projected Perron spectratope, notice that
pi1(Hn) = conv (e,−e2, . . . ,−en) ⊆ P1(H) ⊂ T n−1
If
S =
[
1 e>
e −I
]
∈ GLn(R), n ≥ 2
then detS = (−1)n+1n. Following (5.4),
Vol
(P1(H)) ≥ Vol (pi1(Hn)) = n
(n− 1)! =
n2
n!
.
The following result is corollary to Corollary 5.4 and Theorem 6.3.
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Corollary 6.5. If σ = {λ1, . . . , λ2n} is a normalized Sule˘ımanova spectrum,
then σ is realizable by a trisymmetric doubly stochastic matrix.
In [9], Fiedler showed that every Sule˘ımanova spectrum is symmetrically
realizable. However, his proof is by induction and therefore does not explicitly
yield a realizing matrix (the computation of which is of interest for numerical
purposes), which is common for many NIEP results. Indeed, according to Chu:
Very few of these theoretical results are ready for implementation to actu-
ally compute [the realizing] matrix. The most constructive result we have
seen is the sufficient condition studied by Soules [25]. But the condition
there is still limited because the construction depends on the specification
of the Perron vector – in particular, the components of the Perron eigen-
vector need to satisfy certain inequalities in order for the construction to
work. [3, p. 18].
Thus, Theorem 6.3 and Corollary 6.5 are constructive versions of Fiedler’s result
for Hadamard powers.
Corollary 6.6. If σ = {λ1, . . . , λn} is a normalized Sule˘ımanova spectrum,
then there is a nonnegative integer N such that
σˆ := σ ∪ {
N︷ ︸︸ ︷
0, . . . , 0}
is realized by a symmetric, doubly stochastic (n+N)-by-(n+N) matrix. If n+N
is a power of two, then the realizing matrix is trisymmetric.
Remark 6.7. If the Hadamard conjecture holds, then N ≤ 3. Moreover, Corol-
lary 6.6 is a constructive version of the celebrated Boyle-Handelman theorem
[2, Theorem 5.1] for Sule˘ımanova spectra.
A natural variation of Problem 6.2 is the following.
Problem 6.8. If σ = {λ1, . . . , λn}, n ≥ 2 is a normalized Sule˘ımanova spectrum
such that s1(σ) = 0, is σ realizable by a doubly stochastic matrix?
Although the trace-zero assumption is rather restrictive, we demonstrate it
is a nontrivial problem: If A is a 3-by-3 doubly stochastic matrix and tr (A) = 0,
then
A =
 0 a 1− a1− a 0 a
a 1− a 0
 , a ∈ [0, 1],
and σ (A) = {1,−1/2 ± √3(a − 1/2)i}, where i := √−1. Clearly, σ is real if
and only if a = 1/2. Thus, {1,−1/2,−1/2} is the only normalized Sule˘ımanova
spectrum that is realizable by a 3-by-3 trace-zero doubly stochastic matrix.
We conclude with the observation that the Perron spectratopes of H1 and
H2 resolves Problem 6.8 when n = 2 and n = 4, respectively (see Figure 1 and
Figure 3).
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