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Abstract
Many real-world optimization problems contain multiple (often conflicting) goals to be
optimized concurrently, commonly referred to as multi-objective problems (MOPs).
Over the past few decades, a plethora of multi-objective algorithms have been pro-
posed, often tested on MOPs possessing two or three objectives. Unfortunately, when
tasked with solving MOPs with four or more objectives, referred to as many-objective
problems (MaOPs), a large majority of optimizers experience significant performance
degradation. The downfall of these optimizers is that simultaneously maintaining
a well-spread set of solutions along with appropriate selection pressure to converge
becomes difficult as the number of objectives increase. This difficulty is further com-
pounded for large-scale MaOPs, i.e., MaOPs possessing large amounts of decision
variables. In this thesis, we explore the challenges of many-objective optimization
and propose three new promising algorithms designed to efficiently solve MaOPs.
Experimental results demonstrate the proposed optimizers to perform very well, of-
ten outperforming state-of-the-art many-objective algorithms.
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Chapter 1
Introduction
Since the beginning of time, humanity has been forced to solve challenging problems
in order to ensure survival or gain an advantage over others. Whether it is finding
the ideal hiding spot far from predators or choosing the best set of stocks to invest
in, problems which demand solutions have arisen naturally and spontaneously in
everyday human life throughout the ages. Historically, humankind has had no choice
but to solve problems themselves, inherently limiting solutions to the capabilities of
the human brain. However, the advent of the personal computer in 1975 has allowed
humans to delegate the solving of non-trivial problems to automated algorithmic
procedures, completely changing the feasibility of many problems. Problems that
were previously impossible to solve by human intellect alone could now be tackled
given enough computational power.
Optimization problems, defined as problems where the best solution from the
set of all feasible solutions is to be found, is one such category that has benefitted
immensely from the inception of computers. Many optimization problems which
are easily solved by computational methods would take months or even years of
dedicated human effort to determine optimal solutions. However, mankind is still
very far from claiming that all optimization problems can be solved efficiently using
computers, since the most difficult instances possess unique challenges which are
1
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non-trivial for optimizers to combat. One such property which often increases the
difficulty of optimization problems considerably is the presence of multiple distinct
objectives requiring concurrent optimization. Problems exhibiting this property are
referred to as multi-objective problems (MOPs), commonly encountered in fields such
as engineering [109], business [15], mathematics [56] and physics [30]. It is common for
objectives within these problems to conflict, making it difficult (and often impossible)
for all objectives to be fully optimized simultaneously. To illustrate this phenomenon,
suppose that a fellow named Bob desires to purchase a vehicle from a car dealership.
Bob prefers a fast vehicle since he enjoys racing with friends, but Bob also desires a
vehicle which possesses a good safety rating. Here, Bob is attempting to maximize
both top speed and overall car safety, which are two logically conflicting objectives.
Bob will likely need to make some sort of trade-off when purchasing the vehicle.
The abundance of practical MOPs presents a real need for effective multi-objective
optimizers (MOOs), thus unsurprisingly a large amount of effort has been devoted
to proposing novel computational intelligence (CI) algorithms which solve MOPs.
A small sample of evolutionary multi-objective optimization (EMO) can be viewed
in [28, 106, 114, 62, 7]. Several examples of swarm intelligence MOOs can be seen
in [78, 82, 95, 67, 16]. A large majority of previously proposed CIMOOs evaluate
their performance on MOPs possessing two or three objectives, often producing a
set of well-converged, well-spread solutions near or even on the Pareto-optimal front.
Unfortunately, nearly all of the classic CIMOOs have been shown to degrade when
the number of objectives are increased, especially those which perform optimization
using the Pareto-dominance relation [52, 92]. Problems possessing more than three
objectives, commonly referred to as many-objective problems (MaOPs), present a se-
rious challenge for MOOs. Possessing the ability to efficiently solve MaOPs is highly
desirable for CIMOOs, since many real-world applications such as industrial schedul-
ing [99, 105], automotive engine calibration problems [71] and hybrid car controller
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optimization [77] have more than three objectives.
The poor scalability of CIMOOs is due to a variety of challenges unique to MaOPs.
The most significant issue experienced when attempting to solve MaOPs is the dif-
ficulty in balancing convergence and diversity. Since the end goal of any MOO is
to obtain an approximation of the true Pareto-optimal front, selection pressure to
converge along with a focus on solution spread must be concurrently maintained
throughout optimization. Unfortunately, prioritizing both convergence and diversity
becomes increasingly more difficult as the number of objectives grow. Consequently,
most CIMOOs end up sacrificing convergence for solution spread, or vice-versa.
The end result of optimization is thus either a well-spread set of solutions which
are undesirably far from Pareto-optimal, or a solution set which has converged to
a small subregion near or on the Pareto-optimal front. In the case of traditional
Pareto-based optimizers, the former is often the case. The main reason for this
phenomenon is a loss of selection pressure towards the true Pareto-optimal front.
As the number of objectives grow, the Pareto-dominance relation essentially loses
the ability to distinguish desirable solutions, since nearly all population members are
non-dominated at an early stage of the search [53]. In fact, over 90% of a randomly
generated initial solution set is non-dominated when the number of objectives are
8 or more [44]. Therefore, using only the Pareto-dominance relation as selection
criteria would nearly be a completely random search, likely guiding a CIMOO into
sub-optimal areas of the search space.
Many other challenges exist for MaOPs such as the exponentially increasing search
space, difficulty in maintaining a uniformly spread solution set, inability to visualize
the trade-off surface, difficulty when selecting a final solution and increasing com-
plexity of performance indicators. While each of these are important, the difficulty
in balancing convergence and diversity is the main motivating factor for this work.
Thus, our goal is to propose new many-objective algorithms which will efficiently
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converge to the true Pareto-optimal front while simultaneously maintaining a uni-
formly spread set of solutions. The first two algorithms proposed in this work are
based on the concept of knee points, recently shown to be useful for MaOPs [108].
Knee points, defined as Pareto front solutions for which an improvement in one ob-
jective will severely reduce the desirability of one or more objectives, are incorporated
into a particle swarm optimization (PSO) and differential evolution (DE) approach.
Since incorporating knee points during optimization can be seen as a bias towards
a higher hypervolume value, these algorithms should maintain selection pressure to
converge towards the true Pareto front, even when tasked with solving MaOPs. The
third many-objective optimizer proposed in this work is a hybrid evolutionary algo-
rithm which abandons the Pareto dominance relation entirely, using a sum-of-ranks
approach [6] to promote convergence along with promising decomposition concepts
[69] to maintain solution spread. We compare our proposed algorithms with other
state-of-the-art many objective optimizers over nine challenging functions to obtain
an idea of the overall effectiveness of each method.
1.1 Objectives and Contributions
This thesis proposes to achieve a wide variety of goals. These goals, along with their
respective contributions, can be formulated as follows:
• Explore the challenges of many-objective optimization, providing further insight
into the unique difficulties of MaOPs.
• Establish the benefit, if any, that using knee points brings in helping solve
MaOPs. For this purpose, knee points are added to several existing MOOs
and performance is evaluated both with and without knee point incorporation.
One should note that knee points were applied to an evolutionary algorithm
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in [108], however comparisons determining the exact performance gain of knee
points were not performed.
• Determine the competitiveness of our proposed hybrid evolutionary strategy
when compared against other state-of-the-art many objective optimizers.
• Perform a scalability study which helps give insight into the current state of
many-objective optimization. For this purpose, we employ our proposed ap-
proaches along with other state-of-the-art many objective optimizers and com-
pare performance over an increasing number of objectives to evaluate scalability.
To the best of the authors knowledge, there is currently no literature which com-
pares PSO, DE and genetic algorithm (GA) many-objective approaches. Thus,
this thesis aims to fill the current literature gap.
• Analyze the performance of each many-objective algorithm for MaOPs possess-
ing a large number of decision variables, referred to as large-scale MaOPs. Since
practical MaOPs may contain a large number of decision variable, it is desir-
able for many-objective optimizers to also scale well when tasked with solving
large-scale MaOPs. One should note that to the best of the authors knowledge,
no literature currently exists on evaluating CIMOOs using large-scale MaOPs.
• Determine the weaknesses and strengths of each tested CIMOO with respect to
function shapes and modalities. This will be accomplished through providing
thorough analysis of each optimizer over a diverse set of challenging problems.
1.2 Thesis Structure
The remainder of this thesis is organized as follows:
Chapter 2 contains background information on basic single-objective variants of
PSO, DE and GA. This includes detailed implementation of each algorithm.
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Chapter 3 provides an overview of multi-objective optimization along with sev-
eral algorithms designed to tackle MOPs. The concept of Pareto dominance is also
discussed.
Chapter 4 discusses concepts related to many-objective optimization. A review
of the current literature is presented in this chapter. Additionally, knee points are
introduced and explained.
Chapter 5 gives implementation-level details on each algorithm proposed within
this work.
Chapter 6 describes the experimental setup used in this study. An overview of the
benchmark functions used in the study is provided. Multiple performance measures
utilized within this work are also detailed. Parameter sets for all algorithms are given.
Finally, the statistical methods of analysis are described.
Chapter 7 investigates the exact performance gain of using knee points. Knee-driven
algorithms are compared against their non-knee counterparts over a variety of func-
tions.
Chapter 8 presents results of the experiments analyzing algorithm performance
as the number of objectives increase. Analysis and discussion of the results is also
performed.
Chapter 9 contains an overview of experiments which evaluate the scalability
of each many-objective optimizer with respect to an increasing number of decision
variables.
Chapter 10 discusses conclusions drawn and suggests avenues for future work.
Chapter 2
Basic Algorithms
This chapter provides an overview of several basic optimization algorithms relevant
to this work. Algorithms covered include PSO, DE and GAs.
2.1 Particle Swarm Optimization
PSO, introduced by Kennedy and Eberhart in [55], is a stochastic metaheuristic
optimization algorithm. Modelled after behaviours observed in bird flocks, the PSO
algorithm serves as a powerful optimizer inherently designed for problems possessing a
continuous domain. PSO has been successfully applied to many practical applications
including the optimization of security identification systems [54], electromagnetic de-
vices [46], antennas [70] and power plants [45].
2.1.1 Particle Movement
Within the PSO algorithm, a population of simple entities known as particles is
maintained. The position of each particle represents a candidate solution to a given
problem optimized collectively by the swarm. Particle position desirability is deter-
mined by a quality evaluation function relating to the problem at hand. Particles
navigate the search space by iteratively flocking around desirable positions with the
7
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intent of uncovering the globally optimal position(s) in the search space. Movement
of a particle p is primarily influenced by three factors:
• The current velocity of p
• The personal best position of p
• The neighbourhood best position of p
Weight values are assigned to the above factors, affecting the level of influence
each has. The inertial weight is responsible for controlling particle velocity influence,
the cognitive weight controls influence of the personal best position and the social
weight varies the influence level of the neighbourhood best position.
2.1.2 Update Equations
Pseudocode for the standard global best (GBest) PSO algorithm is shown in Algo-
rithm 1. Particle positions are updated in a synchronous fashion [13]. One should
note that this pseudocode uses a star neighbourhood topology [55], employing the
social component to draw particles towards the overall best position of the entire
swarm. It is also possible to create neighbourhoods of particle attraction via the use
of a ring topology [32]. Algorithm 1 makes use of two update equations on lines 12
and 13 defined as:
S.~vi(t+ 1) = ωS.~vi(t) + c1~r1(S.~yi(t)− S.~xi(t)) + c2~r2(S.~ˆy(t)− S.~xi(t)) (2.1)
S.~xi(t+ 1) = S.~xi(t) + S.~vi(t+ 1) (2.2)
where S.~x corresponds to the current position of particle i in swarm S, S.~vi refers to
the velocity of particle i in swarm S, S.~yi is the personal best position of particle i in
swarm S, S.~ˆy is the global best position of swarm S, ω is the inertia weight, c1 is the
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Algorithm 1 Standard GBest PSO
1: Create and initialize a swarm, S, with candidate solutions in nx dimensions
2: while termination criterion not satisfied do
3: for each particle i in S do
4: if f(S.~xi) < f(S.~yi) then
5: S.~yi = S.~xi
6: end if
7: if f(S.~yi) < f(S.~ˆy) then
8: S.~ˆy = S.~yi
9: end if
10: end for
11: for each particle i in S do
12: Update velocity of particle i using Equation (2.1)
13: Update position of particle i using Equation (2.2)
14: end for
15: end while
cognitive weight, c2 represents the social weight, and ~r1 and ~r2 are vectors consisting of
uniformly distributed random numbers within the range [0,1]. Note that these update
equations are meant for continuous values, thus they can be inefficient when applied
directly to discrete-valued problems. Several modifications of the update equations
have been introduced in previous literature to accommodate discrete domains, e.g.,
see [48, 93, 87].
2.1.3 Weight Values
The weights in Equation 2.4 are commonly set to values conforming to Clerc and
Kennedy’s equations in [17] which are:
S.~vi(t+ 1) = K(S.~vi(t) + c1~r1(S.~yi(t)− S.~xi(t)) + c2~r2(S.~ˆy(t)− S.~xi(t))) (2.3)
Note that K is a constriction factor calculated as
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K =
2
|2− φ−√φ2 − 4φ| (2.4)
where φ is calculated as (c1 + c2) and must be greater than 4. By distributing K
in Equation 2.6, the missing inertial weight can be included. Choosing φ = 4.1 to
satisfy Clerc’s formula has been shown to perform well [14], which corresponds to the
values α = 0.729, ω = 1.494 and λ = 1.494. These parameter values are commonly
seen in PSO literature, however other values have also been proposed [94, 100].
2.2 Differential Evolution
DE, introduced in [98], is a simple yet efficient evolutionary computation technique
which optimizes a problem by iteratively improving a set of candidate solutions.
Within DE, candidate solutions are referred to as agents and the set of maintained
agents is known as a population. Agents within the population, initially placed at
random positions in the search space, are updated by combining a number of agents
from the population. Like a typical evolutionary algorithm, DE performs optimization
using selection, crossover and mutation operators. Concerning stopping criterion, DE
continues optimization until a maximum number of generations are reached or an
ideal solution is encountered.
2.2.1 Basic Steps
At each generation, a basic DE algorithm performs the following steps for an agent
~x in the population P :
1. Select an agent ~a from P as the target vector
2. Select one or more agents from P to serve as difference vectors
CHAPTER 2. BASIC ALGORITHMS 11
Algorithm 2 DE/rand/1/bin Trial Position Creation
1: ~a ∈ P ,~a 6= ~x
2: ~b ∈ P ,~b 6= ~x ∧~b 6= ~a
3: ~c ∈ P ,~c 6= ~x ∧ ~c 6= ~b ∧ ~c 6= ~a
4: irand ∈ {1, 2, ...,D}
5: for (i = 1; i ≤ D; i = i+ 1) do
6: if rand() < CR ∨ i = irand then
7: ~ti = ~ai + F · (~bi − ~ci)
8: else
9: ~ti = ~xi
10: end if
11: end for
3. Mutate the target vector in some fashion using the difference vectors. The
resulting vector ~t is deemed the trial position
4. Apply a crossover operator to combine ~x and ~t. The resulting offspring replaces
~x if it has better fitness than ~x
Note that DE is considered an elitist strategy, since the average fitness value
of the population will never decrease between generations. While a variety of DE
variants exist, the most commonly used version is DE/rand/1/bin [84]. Creation of
a trial position ~t for an agent ~x in DE/rand/1/bin is shown in Algorithm 2. Note
that crossover and mutation are performed together in DE/rand/1/bin (see line 7
in Algorithm 2). Within Algorithm 2 P represents the current population, D is the
dimensionality of the problem to be optimized, rand() is a function which returns a
random floating point value in the range [0, 1), CR is the crossover probability and F
is a scaling factor for mutation. Both CR and F are user-defined parameters, further
discussed in Section 2.3.2.
2.2.2 Parameter Selection
Three main parameters exist in DE, defined a priori to optimization. The population
size, denoted NP , refers to the number of agents that will be in the population at each
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generation. The crossover probability, CR, is a value between [0,1] which controls the
crossover operation, essentially representing the chance that a dimension of the trial
position will be chosen from a linear combination of three randomly chosen agents.
However, at least one randomly chosen dimension of the trial position is guaranteed
to be a crossover result, seen from the condition i = irand on Line 6 in Algorithm 2.
In practice, CR controls the level of exploration seen in the search.
Another crucial parameter to DE is the differential weight, F . F acts as a scal-
ing factor for mutation, subject to F > 0. Mutation within DE is self-adaptive to
the problem surface similar to Covariance Matrix Adaptation Evolutionary Strate-
gies [42]. In early generations, mutation magnitude is large due to agents typically
having radically different positions in the search space. As evolution continues, the
population converges and agents become more similar, reducing the overall mutation
magnitude. Choosing an appropriate value of F is critical, as it controls the speed and
robustness of the search. The problem of premature convergence into local minima is
overcome by choosing a suitably large value of F . However, choosing values that are
too large may lead to erratic behaviour and a severely decreased convergence rate.
Since the choice of control parameters are critical to performance of the DE algo-
rithm, a variety of literature exists on the topic. Ali and To¨rn [1] propose an adaptive
strategy for the differential weight F , which changes during evolution according to
the equation
F =

max(Fmin, 1− |fmaxfmin |), if |
fmax
fmin
| < 1.
max(Fmin, 1− | fminfmax |), otherwise
(2.5)
where fmin is the minimum fitness value in the population, fmax is the maximum
fitness value in the population and Fmin is an input parameter such that F ∈ [Fmin, 1].
This strategy is used to create a more diversified search early on and an intensified
search as the population is converging in later generations. Previous literature [1]
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has shown this method to be quite effective despite its simplicity. However, one
should note that when fmin < 0 and fmax > 0, F experiences large fluctuations and
the method loses its effectiveness. Several other methods have been proposed for
adaptive parameter control in DE, such as [9, 81, 85].
2.3 Genetic Algorithms
GAs, proposed by James Holland in [47], are a family of population-based optimiza-
tion techniques inspired by biological evolution. Like other metaheuristic techniques,
they are not guaranteed to produce optimal solutions, rather they are often employed
to obtain good approximations on challenging problems in a reasonable amount of
time. Survival of the fittest is a central idea in GAs, as fitter individuals are more
likely to mate and persist into future generations, mimicking the process of natural
selection in nature. GAs have been applied to a wide variety of problems, e.g., vehicle
routing [80], bin-packing [86], job scheduling [38] and control engineering [68].
Within GAs, a population of candidate solutions is maintained, where each indi-
vidual candidate solution is referred to as a chromosome. Chromosomes possess a
fixed number of dimensions, each referred to as an individual gene. Arguably the
most challenging aspect of GAs is choosing how to represent candidate solutions as
chromosomes, a process referred to as encoding. Determining a suitable encoding is
problem specific, with certain problems possessing relatively more obvious encodings
than others. The simplest forms of encoding are seen for problems which can be
represented as binary strings [40].
2.3.1 Fitness Evaluation
To determine the quality of an individual chromosome, it is necessary to use an eval-
uation function which produces a single scalar value. The resultant value is referred
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to as the fitness of the individual and represents their desirability with respect to
the problem at hand. Thus, fitness functions are entirely problem dependent. In the
case of a minimization problem lower fitness values are deemed better, whereas higher
fitness values are more desirable for maximization problems.
2.3.2 Mating Selection
At each generation in a GA, individuals are mated together to produce offspring
which persist into the next generation. Selection of parents must be done in such a
way that promotes fit individuals while also still allowing less fit members a chance
to be chosen for diversity maintenance purposes. If the current best individuals are
selected to produce every single child in the next generation, the GA may become
susceptible to premature convergence into local minima.
In general, selection schemes either rate the fitness of all individuals and prefer-
entially select from them, or retrieve a random sample of individuals and choose the
best [41]. The most common selection strategies are:
• Tournament Selection [10] - k individuals are randomly selected out of the
current population to participate in the tournament. From these individuals,
the winner of the tournament is deemed to be the individual with the best fitness
function value. The value of n determines the amount of selection pressure, with
larger tournaments essentially leading to more selection pressure.
• Roulette Wheel Selection [23] - Each individual in the current population
is assigned space on a roulette wheel proportionate to their fitness. More fit
individuals occupy a larger portion of the wheel, giving them a higher chance of
being selected. This type of selection is also referred to as fitness proportionate
selection.
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2.3.3 Crossover
To perform the mating operation, two individuals are essentially combined by ex-
changing genes to form children. This recombination process is formally referred to
as crossover. Crossover essentially serves as the main recombination operator within
GAs, used to produce an offspring population at each generation. While many differ-
ent crossover operators have been proposed in previous literature, choice of crossover
type is often dependent on the problem at hand as permutation problems may re-
quire specialized crossovers. Examples of some common crossovers are the n-point
[5], uniform-order [76], cycle [79] and partially-mapped [79] crossovers.
To give the reader a better idea of the crossover process, we exemplify the n-point
crossover with n = 1. This operator is performed by randomly choosing a point
in a chromosome string and exchanging all genes after that point using two selected
parents. As an example, let p1 = 10011100 and p2 = 11101011 be two parents selected
for crossover. Assume that the crossover point is randomly chosen to be after the
fourth gene. Then, the two children produced would be
c1 = 1001|1011
c2 = 1110|1100
2.3.4 Mutation
To overcome local minima and improve the searching capabilities of a GA, a mutation
operator is used to perform a random minor alteration of a chromosome. Unlike the
crossover operator, mutation requires only one selected individual. Mutation is used
to increase exploitation, providing additional diversity and aiding in the prevention
of premature convergence. An example of mutation would be the bit flip method [76],
which simply selects a random position within a binary chromosome and flips the bit
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at the selected position. Several other types of mutation operators exist such as the
inversion [75] and exchange [75] methods.
Chapter 3
Multi-objective Optimization
This chapter provides an overview of multi-objective optimization. Topics covered in-
clude pertinent background information, Pareto optimality, several relevant multi-objective
optimization algorithms and a multi-objective benchmarking suite employed in this
work.
3.1 Background
Multi-objective optimization refers to the simultaneous optimization of two or more
objectives. A common difficulty seen in MOPs is conflicting objectives, where trade-offs
must be made in some objective(s) in order to further optimize other objectives. Con-
sequently, for many MOPs it becomes extremely difficult or even impossible to obtain
a utopian solution which fully optimizes all objectives concurrently. Multi-objective
optimization problems1 can be formally expressed as
minimize F(~x)
subject to ~x ∈ [xmin,xmax]nx
1Minimization problems are assumed for this section. When dealing with maximization problems,
all objectives would be maximized as opposed to minimized.
17
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where F(~x) = f1(~x), f2(~x), ..., fnc(~x)), ~x = (x1,x2, ...,xnx); nx refers to the dimension-
ality of the search space and nc represents the number of objectives. Since many op-
timization algorithms are designed for problems with only one objective, they cannot
be applied for multi-objective optimization without modification. The most straight-
forward method of modifying algorithms to solve MOPs is to simply sum the objective
functions together with no regard for how important each objective is, transforming a
MOP into a single-objective problem. This technique is often improved via assigning
a multiplicative weighting to each objective function before summation, ideally using
the preferences of a decision maker. This essentially defines the overall fitness of a
solution as a summation of all objectives, with certain objectives having higher prior-
ity than others during the search. An example of this approach can be found in [83].
Within weighted summation approaches, the weighting assigned to each objective can
either be static or dynamically updated during optimization. Both approaches have
been shown to be successful [83].
As a consequence of the conflicting nature of objectives commonly seen in MOPs,
a decision maker is often required to accept trade-offs by prioritizing certain objectives
over others. Several approaches to prioritizing objectives are possible. The a priori
approach deals with assigning objective bias before optimization occurs, allowing the
algorithm to prioritize a regions of the search space. Domain knowledge can also be
incorporated when assigning objective biases. This approach generally produces a
small yet highly specialized set of solutions for the decision maker.
The opposite of an a priori approach would be an a posteriori approach in which
trade-offs would be made manually by the decision maker after the selected opti-
mization algorithm has already produced a set of solutions. A posteriori approaches
allow a decision maker to select from a large set of non-specialized solutions, ideally
possessing the best possible set of trade-offs. A significant drawback of this approach
is that challenging problems may present significant difficulty for a MOO in obtaining
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a complete approximation of the best solutions of the entire search space. A balanced
approach which yields solution sets that are not highly specialized or generalized is
known as interactive. Here, the decision maker would interact with a MOO during
the optimization process, dynamically guiding the optimizer into desired areas of the
search space.
3.2 Pareto Optimality
Pareto optimality in its most general form refers to a state of resource distribution in
which a single individual’s resources cannot improve without degrading at least one
other individual’s resources. Originally referred to as Pareto efficiency, the concept
of Pareto optimality originated from economic observations by Vilfredo Pareto (1848
- 1923). Note that the concept of Pareto optimality continues to be applied within
the field of economics, e.g., see [97].
Within the context of multi-objective optimization, the term Pareto-optimal is
used to refer to solutions which cannot improve any objective further without wors-
ening any other objective. Obtaining the set of Pareto-optimal solutions, referred
to as the Pareto front, is the end goal of a multi-objective optimization algorithm.
Solutions which do not belong to the Pareto front are undesirable due to the fact that
one or more objectives can be further optimized without degrading other objectives.
The Pareto front is commonly analyzed by a decision maker with domain knowledge,
as solutions belonging to the Pareto front contain trade-offs in one or more objectives.
A formal definition [110] of the Pareto Front is as follows:
PF ∗ = {~y∗ ∈ A|@~y ∈ A : ~y ≺ ~y∗} (3.1)
where ≺ is a strict dominance relation such that ~y ≺ ~y∗ if ~yi ≤ ~y∗i for all i and ~yi < ~y∗i
for some i. A denotes the entire range of all dependent variables, referred to as the
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Figure 3.1: A Pareto front for a maximization problem with two objectives.
objective space. A sample Pareto front is shown in Figure 2.12. The front itself is
highlighted in red and represents all solutions that are not dominated by any other
solutions. Note that solution K is not part of the Pareto front as it is dominated by
both solution D and E.
Using the Pareto dominance relation, solutions can be assigned a Pareto rank
value. Algorithm 3 exemplifies how Pareto ranks can be computed for a solution set
P . First, the set of all non-dominated solutions in P , denoted F , are given a rank
of 1. Next, all solutions in F are removed from P and F is reinitialized. Thereafter,
any remaining non-dominated solutions in P are given a rank of 2 and placed into
F . This process is repeated until the entire solution set is ranked. Note that Pareto
ranking does not produce a single “best” solution, unless only one non-dominated
solution is present in the entire population. Rather, Pareto ranking produces a set
of rank 1 solutions, where no rank 1 solution can be said to be strictly better than
another rank 1 solution using only the Pareto dominance relation.
2Original author is Noel Rosario. Image is used under the Creative Commons Attribution-Share
Alike 3.0 Unported License.
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Algorithm 3 Pareto Ranking
1: current rank = 1
2: while |P | 6= 0 do
3: F = ∅
4: for i = 1 to |P | do
5: if non dominated(Pi) then
6: F = F ∪ Pi
7: Pi.rank = current rank
8: end if
9: end for
10: P = P − F
11: current rank = current rank + 1
12: end while
3.3 Relevant Algorithms
While there exists a multitude of algorithms designed for multi-objective optimization,
a considerable portion of MOOs proposed within the last few decades use the Pareto
dominance relation. Non-dominated solutions are archived upon their uncovering and
the search is guided around a subset of non-dominated vectors. This section contains
information on several popular Pareto-based PSO, GA and DE algorithms which are
relevant to this work.
3.3.1 NSGA-II
The non-dominated sorting genetic algorithm (NSGA) [96] was one of the first evolu-
tionary algorithms to perform optimization based on the Pareto dominance relation.
Prior to NSGAs introduction, most multi-objective algorithms performed optimiza-
tion by converting MOPS to single objective problems and emphasizing one particular
Pareto-optimal solution at a time. The NSGA algorithm sought to improve this by
searching for the entire set of Pareto-optimal solutions, since each is regarded as
equally important in the absence of problem specific information.
The NSGA algorithm uses a method referred to as non-dominated sorting to sepa-
rate the current Pareto front intoK individual fronts based on the dominance relation.
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This process is performed as follows: Within the current Pareto front Pf , the set of
non-dominated solutions is retrieved and forms the initial front F0. These solutions
are then removed from Pf and the set of non-dominated solutions is recalculated,
forming the next front F1. This process repeats until there are no solutions left in
Pf , returning a set of fronts F0, F1,..,FK .
The overall complexity of the naive non-dominated sorting procedure is O(MN3),
where M corresponds to the number of objectives to be optimized and N is the
population size. Determining the set of non-dominated solutions within each front
consists of comparing each solution with all other solutions over all objectives, giving
O(MN2) total comparisons. In the worst case there are N fronts with a single solution
in each, thus in total the complexity of the entire procedure would be O(MN3). This
essentially makes NSGA computationally inefficient, since the costly non-dominated
sorting operation must be repeated at each generation.
The NSGA-II algorithm introduced in [28] was proposed as an improvement to the
original NSGA algorithm. NSGA-II improves the computational efficiency of NSGA
by using a better non-dominated sorting procedure. This method maintains a list sp
for each solution s, where sp contains all of the solutions dominated by s. Additionally,
each solution maintains a domination count corresponding to the number of solutions
that they are dominated by. The first front is formed using all solutions which have
an initial domination count of zero. Next, all solutions contained within each sp of
the first front have their domination count decreased by one. If at any point the
dominance count of a solution becomes zero the corresponding solution is added to
a new list W representing the second front. The above procedure is then repeated
for all members of W , forming the third front. This continues until all solutions have
been placed in a front. The computational complexity of this method is improved to
O(MN2), however the storage requirement increases to O(N2).
The NSGA-II algorithm introduces the use of the crowding distance metric, which
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acts as a parameterless diversity maintenance operator. The crowding distance of a
solution is calculated by forming a hypercube using its nearest neighbours as vertices.
For each objective, the closest solutions on either side of the target solution are
regarded as the nearest neighbours. This requires sorting solutions by each objective.
The crowding distance is then computed as the average side length of the created
hypercuboid. One should note that calculation of the crowding distance metric should
only be done using solutions from the same non-dominated front.
Another improvement of NSGA-II is the use of elitism, which has been demon-
strated to speed up performance of GAs significantly [111]. Elitism is implemented
by combining the current population of size N with the previous best members,
forming a population of size 2N . These solutions are then compared and the best
N solutions are kept as parents which will be used to generate a new population.
This procedure ensures that the most desirable solutions will continue to proceed
through evolution. The entire NSGA-II algorithm is shown in Algorithm 4. Here
Pt represents the set of parents at time t, Qt is the population at time t, Rt is
the combination of Pt and Qt whose best members are used to form Pt+1 and F
is a set of fronts. The nonDominatedSorting function uses non-dominated sorting
to produce a set of fronts from a list of individuals, the assignCrowdingDistance
function assigns crowding distance values to each solution in a given front and the
sortByCrowdingDistance function sorts a front in descending order using the crowd-
ing distance metric. makeNewPop is a function which generates a new population by
selecting parents using a binary tournament, performing user-defined crossover and
mutation operators to create children. Solutions are compared in the tournament
using the partial order relation ≺n, defined as
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Algorithm 4 NSGA-II
1: P0 = generateRandomPopulation()
2: Q0 = makeNewPop(P0)
3: while termination criteria not satisfied do
4: Rt = Pt ∪Qt
5: F = nondominatedSorting(Rt)
6: i = 0
7: while |Pt+1| + |Fi| ≤ N do
8: assignCrowdingDistance(Fi)
9: Pt+1 = Pt+1 ∪ Fi
10: i = i+ 1
11: end while
12: sortByCrowdingDistance(Fi)
13: for (j=0; j < N − |Pt+1|; j = j + 1) do
14: Pt+1 = Pt+1 ∪ {Fi[j]}
15: end for
16: Qt+1 = makeNewPop(Pt+1)
17: t = t+ 1
18: end while
i ≺n j if(irank < jrank)
or((irank = jrank)
and(idistance > jdistance))
where i and j are the solutions to be compared, irank is the index of the front contain-
ing solution i when non-dominated sorting is performed on the current population
and idistance is the crowding distance of solution i.
3.3.2 SMPSO
Nebro et. al [78] propose the speed-constrained multi-objective PSO (SMPSO) al-
gorithm as an improvement of previous multi-objective PSO work performed in [95].
SMPSO maintains a structure which contains non-dominated solutions, referred to as
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an archive. At each iteration, particles deposit their current position into the archive
if it is non-dominated with respect to all other archived solutions. In the case that
the archive becomes full, the most crowded solution is removed. The crowdedness of
solutions is determined using the crowding distance metric introduced in [28].
The defining characteristic of the SMPSO algorithm is the constriction of particle
velocity. For this purpose a constriction coefficient X is used, derived from the con-
striction factor developed by Clerc and Kennedy [101] in Equation 2.4. Essentially,
the constriction coefficient replaces the traditional upper and lower velocity bounds,
capping the speed of each particle. The motivation behind this velocity constriction
is the prevention of the swarm explosion phenomenon documented in [101].
SMPSO also bounds the accumulated velocity for each dimension j of particle i
according to
vi,j(t) =

δj, if vi,j(t) > δj.
−δj, if vi,j(t) ≤ δj.
vi,j(t), otherwise
(3.2)
where vi,j(t) represents the velocity for dimension j of particle i at iteration t and
deltaj is calculated as
δj =
(UBj − LBj)
2
(3.3)
Note that in Equation 3.3, UBj and LBj represent the upper and lower bounds of
the decision variable at index j, respectively. Summarizing the velocity constriction
method, the velocity of a particle is calculated through the following steps:
1. Calculate particle velocity identically to traditional PSO using Equation 2.1.
2. Multiply the obtained velocity by the constriction factor calculated in Equation
3.2.
CHAPTER 3. MULTI-OBJECTIVE OPTIMIZATION 26
3. Constrain the resulting velocity using Equation 3.3.
Since identification of a definitively best non-dominated solution is not possible
using only the dominance relation, selection of neighbourhood bests (also known
as leaders) is non-trivial. To determine the neighbourhood best of a particle, two
solutions are randomly selected from the leaders archive and the solution with the
higher crowding distance is chosen. Personal bests are updated when a particle’s
current position dominates its personal best position.
SMPSO also employs mutation as a turbulence operator. Polynomial mutation
[24] is applied to 15% of the particles in the swarm, selected randomly. This has the
added benefit of helping to overcome local minima.
3.3.3 GDE3
One of the first multi-objective DE variants was the generalized differential evolution
(GDE) algorithm. GDE extended DE by modifying the selection rule, where a trial
position is accepted only if it weakly dominates the agents current position. One
of the biggest flaws of this approach was the absence of a diversity maintenance
mechanism. Despite this drawback, GDE has been shown to perform well but is
extremely sensitive to the control parameters [60].
The GDE2 algorithm [61] proposed to improve the previous diversity flaws present
in GDE. In the case that an agent’s current position and trial position were non-dominating
each other, the crowdedness of each was used to make a decision. This helped im-
prove overall diversity of the population but decreased the potential to converge to
the Pareto optimal front, since isolated non-dominated vectors far from the true front
were given priority.
The third step of evolution for the GDE algorithms is the GDE3 algorithm, for-
mally proposed in [62]. GDE3 improves the GDE2 algorithm by performing selection
in the following manner:
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• If the trial position weakly dominates the agent’s current position, the trial
position is accepted.
• If the current position of the agent dominates the trial position, the trial position
is discarded.
• If neither position dominates the other, then the agent retains its current po-
sition and the trial position is added to the population as a new agent. Both
positions now exist within the population.
Note that using these selection guidelines the population may have been increased
up to size 2K after a generation, where K is the initial population size. If this is the
case agents are then repeatedly removed from the population until the size is restored
back to K. To determine which agents will be removed, agents are sorted into N fronts
using a non-dominated sorting algorithm, e.g., [107]. Then, the crowding distance is
calculated for each agent. Agents in the furthest front with the lowest crowding
distance are removed. Essentially, this process ensures that dominated, crowded
positions are given priority for removal.
3.4 WFG Benchmark Suite
Various suites exist for benchmarking the performance of MOOs. Outlined in [50],
the general goals of any multi-objective benchmarking suite should be:
(a) Problems should not be susceptible to hill-climbing strategies.
(b) Unimodal test problems should be included. They are useful for testing con-
vergence velocity relative to different Pareto optimal geometries and/or bias
conditions.
(c) The test suite must include degenerate Pareto optimal fronts, disconnected
Pareto optimal fronts and disconnected Pareto optimal sets.
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(d) The majority of test problems in the suite should be multimodal.
(e) Several deceptive problems should be present.
(f) Problems should mainly be nonseparable.
(g) Several problems should be both nonseparable and multimodal to help simulate
practical problems.
The WFG benchmarking suite, introduced by Huband et al. in [49], is one such
suite which complies the above items. Within this work, the WFG suite is employed
for algorithm benchmarking purposes due to the high level of customizability seen
for each problem. Users are able to set the desired number of decision variables and
desired number of objectives dynamically. Problems themselves within the WFG suite
are defined in terms of a set of parameters. Each parameter set is derived through
a series of transition vectors which each add complexity to the problem, helping
simulate practical problem environments. Parameters of each problem are either
distance-related or position-related. A formal definition [49] of a WFG problem is
Given z ={z1, ..., zk, zk+1, ..., zn}
Minimize fm=1:nc(x) =xnc + Smhm(x1, ...,xnc−1)
where x ={x1...xnc} = {max(tpnc ,A1)(tp1 − 0.5) + 0.5, ...,
max(tpnc ,Anc−1)(t
p
nc−1 − 0.5) + 0.5, tpnc}
tp ={tp1, ..., tpnc} 7 →tp−1 7 →... 7 →t1 7 →z[0,1]
z[0,1] ={z1,[0,1], ..., zn,[0,1]} = {z1/z1,max, ..., zn/zn,max}
where h1:nc are shape functions, S1:nc > 0 are scaling constants, x corresponds to a
set of nc parameters with domain [0,1], A1:nc−1 ∈ {0, 1} refer to degeneracy constants,
z is a set of k + l = n ≥ nc working parameters and t1:p are transition vectors where
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” 7 →” is used to indicate that the transition vectors are formed from another vector
using a transformation function. The domain of all zi ∈ z is [0, zi,max] with each
zi,max > 0. A comprehensive overview of all functions in the WFG benchmarking
suite can be viewed in [49].
Chapter 4
Many-objective Optimization
This chapter introduces the concept of many-objective optimization, covering per-
tinent background information. First, difficulties encountered when solving MaOPs
are outlined. Next, a review of previous literature on many-objective optimization
is given. All existing many-objective algorithms used within this work are detailed
within the previous literature review.
4.1 Difficulties
Algorithms designed for MOO have continually demonstrated their superiority for
solving problems with two or three objectives [28, 78, 106, 82, 62]. However, since
many practical applications possess more than three objectives [36, 71, 77], it is highly
desirable that MOO algorithms scale well when the number of objectives are increased.
Unfortunately, MOO algorithms often perform radically different for MaOPs, e.g.,
[43]. Many CIMOOs have been shown to degrade as the number of objectives increase,
with the Pareto-based optimizers possessing the overall worst scalability to MaOPs
[52, 92].
While the failure of CIMOOs to scale to MaOPs is due to several reasons, the
most significant is the vastly increased difficulty in attaining a uniformly spread set
of solutions on the Pareto-optimal front. When the number of objectives is increased,
30
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many CIMOOs experience difficulty when attempting to simultaneously maintain
solution spread along with appropriate selection pressure to converge. As a result,
many CIMOOs overprioritize either convergence or diversity, producing a well-spread
set of solutions that are far from Pareto-optimal in the case of the former or a solution
set which has converged to a small subregion near or on the Pareto-optimal front when
the latter occurs. To illustrate the severity of this issue, consider that optimizers
which only use the Pareto-dominance relation as selection criteria will nearly search
randomly for MaOPs, since over 90% of a randomly generated initial solution set
is non-dominated when the number of objectives are 8 or more [44]. Additionally,
since most Pareto-based algorithms employ a secondary diversity-preservation metric
alongside the dominance relation, solutions essentially spread rather than converge.
Maintenance of a well-spread set of solutions is another difficulty seen in MaOPs.
Many CIMOOs employ the fast, computationally efficient crowding distance [28]
operator, which yields satisfactory performance on two and three objective MOPs
[59]. Unfortunately, the effectiveness of the crowding distance operator degrades
considerably for MaOPs [59], largely due to the selection of dominance-resistant so-
lutions [52], i.e., solutions with exceptional performance in one objective and ex-
tremely poor performance in many others. Since dominance-resistant solutions have
a high chance of remaining non-dominated by definition, CIMOOs are essentially mis-
lead by them. Using a diversity-preservation mechanism which is not susceptible to
dominance-resistant solutions is key in maintaining a well-spread set of solutions for
MaOPs. Another non-trivial issue regarding solution spread maintenance for MaOPs
is the high computational complexity cost of accurately gauging the crowdedness of
solutions. While this can be made faster by estimation methods, spread of the final
approximated front may be impacted considerably.
The second major difficulty encountered in MaOPs concerns itself with the ex-
tremely large search space resulting from an increase in objectives. Consequently,
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it is highly probable that many solutions found throughout the search are likely to
be distant from each other. This has severe consequences for EMO, since when two
distant parents are mated the offspring is likely to be far from both parents. There-
fore it is necessary to employ some form of modification to recombination operators
which ensures that offspring are reasonably close to parents. Without any modifi-
cation, evolutionary optimizers will experience significantly reduced effectiveness of
recombination operators, leading to difficulties during the search process.
Evaluating the performance of CIMOOs becomes increasingly more difficult as the
number of objectives grow, another significant issue present for MaOPs. For many
performance metrics, evaluating an approximation front produced by a CIMOO often
requires considering a large number of high-dimensional points. Some metrics even
become practically infeasible to calculate past a certain amount of objectives, such as
the hypervolume metric. Since calculating exact hypervolume requires exponentially
more computations with respect to the number of objectives [103], hypervolume values
are often estimated using a Monte Carlo sampling technique [3] for MaOPs possessing
more than ten objectives. This is problematic, since estimated values produce some
degree of inaccuracy when comparing CIMOOs.
The final difficulty encountered for MaOPs relates to selection of a final solution
from an approximated front produced by a CIMOO. Since the number of required
approximation solutions increases exponentially with the number of objectives, an
extremely large amount of solutions may be required to truly approximate the entire
true Pareto front for MaOPs. Even if the true Pareto front is entirely captured,
visualization of solutions in many-objective optimization is difficult in comparison to
two or three objective MOPs. This presents a significant obstacle for a decision maker
when selecting a final solution from the approximated front. Although this difficulty
is not related to optimization directly, it presents significant obstacles for practical
many-objective optimization.
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The aforementioned difficulties of MaOps have presented a need for CIMOOs
specifically designed to scale well when tasked with an increasing number of objectives.
Unsurprisingly, recent years have seen a dramatic rise in the number of proposed
many-objective CI algorithms. These algorithms can be largely separated into five
distinct categories, each of which are described further in Section 4.2.
4.2 Literature Review
For MaOPs containing redundant objectives, dimensionality reduction techniques can
be employed to shrink the number of objectives. Problems of this nature can be easily
handled, since the classic multi-objective algorithms (see Section 3.3.1-3.3.3) can be
used to tackle the reduced objective space, especially if the number of objectives
becomes two or three. An example of this approach can be seen in [91], where the
principal component analysis method is employed to remove redundant objectives.
MaOPs which do not possess a sufficient amount of redundant objectives present a
considerably more difficult challenge, with a number of potential solutions proposed in
previous literature. These approaches can be separated into five distinct categories,
which are: Modification of the original dominance relation, usage of an additional
convergence-related metric, usage of performance indicators, decomposition-based
methods and non-Pareto approaches. Each category along with its relevant liter-
ature forms the rest of this section.
4.2.1 Dominance Relation Modification
Arguably the most straightforward way to adapt multi-objective optimizers for MaOPs
is to modify the dominance relation in some way that promotes convergence to the
Pareto-optimal front. The modified relations can also be considered as distinctly new
relations which use the original Pareto-dominance concept as a base. The concept of
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-dominance [64] was one of the first approaches to modify the dominance relation.
Under the epsilon dominance relation, f is said to -dominate g for some  > 0 iff
(1 + ) · fi ≥ gi (4.1)
where i ∈ {1, ..,m}, m is the number of objectives and both f and g are feasible
vectors in the decision space. The -dominance relation is essentially a relaxation
of the original dominance relation, ignoring objectives which are only slightly worse.
Choice of the  value is problem specific. Typically,  is determined by a decision
maker and should be selected according to the physical meaning of the objective
values.
Controlling dominance area of solutions (CDAS) [90] is another method which
modifies the dominance region. CDAS proposes to alter the area dominated by a
solution through adjustment of the angles that meet the axis bounding this area.
Using an adjustable vector or parameters ~S, CDAS shrinks the dominance area of
objective i if Si < 0.5 and grows the area if Si > 0.5. This implies that setting
Si = 0.5 corresponds to using the regular Pareto dominance relation. The objective
vector f of a solution ~x is transformed into f ′ by CDAS using the equation:
f ′i(~x) =
r(x) · sin(λi(x) + Sipi)
sin(Sipi)
(4.2)
where r(x) = ||f(x)|| (4.3)
and λi = arccos(
fi(x)
r(x)
) (4.4)
CDAS has been used in place of the traditional dominance relation within the
SMPSO algorithm (see Section 3.3.2) to form the CDAS-SMPSO algorithm [22],
shown to perform well on a variety of MaOPs. However, a significant drawback
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of the CDAS method is its extreme sensitivity to the choice of ~S. Often, ~S must
be empirically determined on a per-problem basis. Choosing an Si that is too low
results in the dominance relation becoming overly restrictive while an Si that is too
high results in low selection pressure towards the true Pareto front. A self-adaptive
CDAS variant exists [89], however this adaptive variant has a runtime complexity of
O(n2 − n) which is considerably greater than the O(nlog(n)) of the original CDAS,
where n is the number of solutions to be compared.
The idea of fuzzy-based Pareto optimality, introduced in [44], applies the concept
of fuzzy sets to determine the degree of domination between any two individuals. The
fuzzy set is based on the left Gaussian function FG [74], defined as
FG(x) =

1, if x ≤ c.
exp(−0.5(x−c
ρ
)2), otherwise
(4.5)
where ρ defines the spread of the Gaussian function and c is a user-defined value,
typically equal to the lower bound of x. The range of FG is between zero and one,
corresponding to the domination degree that one solution is better than another in one
objective. The domain of FG is between negative one and positive one, representing
the difference between any two normalized individuals for a single objective. For each
solution, normalization is performed by dividing each component j of its objective
vector by the absolute value of the maximum difference among all solutions with
respect to j.
Using FG, the performance of an individual in comparison to another individual
for an objective is a fuzzy set. Thus, m fuzzy sets exist when comparing individuals
since there are m objectives. These fuzzy sets can then be used to determine the
degree that one individual dominates another in the following way. Let pi represent
the performance of individual a in comparison to individual b on the i-th objective.
Then, the domination degree σa corresponds to the truth degree of p0 ∩ p1 ∩ ...∩ pm,
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calculated as p0 × p1 × ...× pm.
From the definitions presented above, a is said to fuzzy-dominate b if σa > σb.
Based on the method used to calculate σ, individuals are unlikely to possess the
same σ value when compared. Thus, fuzzy Pareto dominance exerts more selection
pressure than the original Pareto-dominance relation. As a result of this, fuzzy Pareto
dominance is significantly more effective for converging towards the true Pareto front.
Since the fuzzy Pareto dominance relation returns a scalar dominance degree value,
it is now possible to assign fitness to members based on their average dominance de-
gree. Fitness assignment of an individual u begins by forming N − 1 competitions,
where N is the number of solutions which will be compared using the fuzzy Pareto
dominance relation. For each competition between u and individual v in the competi-
tion pool, first obtain σu and sigmav. Then, obtain the normalized performance of u
with respect to v, calculated as σu/(σu +σv). After performing all competitions of u,
sum the normalized performances and divide by N − 1. This value is then considered
to be the fuzzy fitness of individual u.
Another method used to induce an ordering among non-dominated individuals
is preference ordering (PO), originally introduced in [20]. An application of PO to
many-objective optimization can be seen in [29], which proposed the POz and POz,k
algorithms. POk and POk,z use the NSGA-II [28] algorithm as base, each sorting
non-dominated individuals in a unique way. POk uses the concept of efficiency of
order. A point p is efficient of order k if p is non-dominated with respect to all subsets
of f(p) having size k. That is, if p is not dominated by any other point in all of the(
m
k
)
subsets of its objectives then p has an efficiency of order k. Intuitively, if p is of
efficiency m then p is not dominated by any other individual using the original Pareto
dominance relation.
Several properties of order of efficiency are proven in [29]. Namely, if p is efficient
of order k then it also efficient of order k + 1. Additionally, if p is not efficient of
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order k then it is not efficient of order k + 1. Both of these properties are used in
POk to rank the non-dominated individuals by their efficiency of order. Utilization
of these properties also has the added benefit of improving runtime, since redundant
comparisons are avoided.
The POk,z algorithm adds a degree z to the efficiency of order definition. A
point p is considered as efficient of order k with degree z if it is non-dominated for
exactly z out of the possible
(
m
k
)
k-element objective subsets. One should note that
implementing a degree to the efficiency of order favors solutions which possess extreme
components. This is not the case for the original efficiency of order definition.
4.2.2 Additional Convergence Metric
The use of an additional converge-related metric alongside Pareto dominance presents
another potential solution for the failure of Pareto approaches in solving MaOPs. In
this category, the traditional Pareto dominance relation is typically left intact and
some form of secondary metric is used to distinguish which non-dominated solutions
possess better convergence potential towards the true Pareto-optimal front. Diversity
is either maintained through a separate crowdedness operator or indirectly by the
convergence metric.
Ko¨ppen and Yoshida [58] propose several new convergence-related metrics which
are used secondary to the original dominance relation. Each proposed method as-
signs solutions a distance value, which represents convergence potential in relation
to all other solutions. All metrics assign distance by measuring the degree for which
a solution A is dominated by a solution B using either a) the number of smaller
or larger objectives, b) the magnitude of all smaller or larger objectives or c) some
combination thereof. The subvector dominance (SV-DOM) method counts the num-
ber of objectives of A that are less desirable than the corresponding objectives in B.
That is, for each objective i, if fi(A) > fi(B) then the subvector dominance count
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of A with respect to B is increased. The distance value of A is taken as the largest
subvector dominance count observed when compared with all other solutions. In the
case where A is dominated by at least one other solution, its distance value would be
m. While the SV-DOM method is simple and easy to calculate, it does not account
for the magnitude of dominance regarding each objective.
The eps-dominance (-DOM) method [58] takes into consideration all objectives
of B that are worse than the respective objectives of A. Then, the epsilon value
is computed, where  denotes the minimum possible value that makes B strongly
dominate A when subtracted from all objectives of B. That is,  of A with respect
to B is the minimum value such that ∀i : fi(A) < (fi(B)− ). The distance value of
A is taken as the smallest  value observed when compared with all other solutions.
Larger distance values of A would correspond to more “effort” needed to make other
solutions dominate A, thus higher distance values are preferable. In the case where
A is dominated by at least one other solution, its distance value would be 0.
A disadvantage of the -DOM method is that comparisons are essentially based
on a single objective. Fuzzy Pareto dominance (FPD) seeks to rectify this by com-
bining the magnitude of all worse objectives into a single scalar value. Therefore each
objective is given equal consideration in determining solution desirability. FPD uses
a bounded division operator BD defined as
BD(I1, I2) =

1, if I1 > I2.
I1/I2, otherwise
(4.6)
where I1, I2 are numbers and I2 6= 0. The FPD method determines the dominance
degree DD of A with respect to B using the following equation:
DDA,B =
m∏
i=1
BD(fi(A), fi(B)) (4.7)
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Algorithm 5 SOD-CNT
1: for (j=0; j < N ; j = j + 1) do
2: Uj = ∅
3: for (k=0; k < N ; k = k + 1) do
4: if k 6= j then
5: Uj = Uj ∪ (M1(j, k),M2(j, k))
6: end if
7: end for
8: NDj = non dominated(Uj)
9: for each z ∈ NDj do
10: z.distance = z.distance+ 1
11: end for
12: end for
Note that if B dominates A, DDA,B = 1. The distance value of A is taken as
the largest DD value observed when compared with all other solutions. Intuitively,
smaller distance values are more desirable.
Sub-objective dominance count (SOD-CNT) [58] serves as a multi-criterion strat-
egy which uses the strengths of two user-specified distance metrics. For a solution
A, the set of solutions which “perform well” against A can be determined using the
combination of both given distance metrics. The general process of SOD-CNT is de-
scribed in Algorithm 5. Within Algorithm 5, M1 and M2 are distinct distance metrics
and Uj is a set of 2-D distance vectors with each dimension d corresponding to the dis-
tance of solution j against another solution using Md. The function non dominated
takes a set of distance vectors as input, returning the collection of solutions which
correspond to the non-dominated vectors in the given set. The metrics chosen in [58]
are SV-DOM and -DOM.
Grid-based fitness [66] is a recently proposed strategy which has been shown to
be effective at increasing selection pressure towards the true Pareto front. Although
grid-based fitness approaches do not directly use the standard non-dominance rela-
tion, non-dominance is indirectly promoted through the use of several convergence-related
metrics. An evolutionary many-objective algorithm incorporating the concept of
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grid-based fitness can be seen in [104]. Grid-based fitness approaches first form a
grid of hypercubes within the search space. The lower and upper boundaries of the
i-th objective are calculated as
LBi = mini − (maxi −mini)/(2 · div) (4.8)
UBi = maxi + (maxi −mini)/(2 · div) (4.9)
where mini and maxi are the minimum and maximum value of objective i respectively
and div is a user-defined parameter which controls the number of divisions for each
dimension. The hypercube width of the i-th objective is then formulated as
HWi = (UBi − LBi)/div (4.10)
Thus, each individual will reside within a distinct hypercube based on their posi-
tion within the search space. To determine the hypercube co-ordinates of an individ-
ual y, each individual co-ordinate Hi can be found using
Hi(y) = b(Fi(y)− LBi)/HWic (4.11)
where Fi is the i-th objective value of individual y. Individuals are given a fitness
value using three grid-based relations which together aim to achieve an ideal blend
of convergence and diversity. These are the grid ranking (GR), grid crowding degree
(GCD) and grid coordinate point distance (GCPD). Each relation is used to deter-
mine the desirability of each individual based on the hypercube that it is located in.
GR serves as a measure of convergence, helping to distinguish individuals that are
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converging best towards the true front. GR is simply defined as
GR(y) =
m∑
i=1
Hi(y) (4.12)
A lower GR is desirable for minimization problems, since members of the true front
will have low GRs. It is possible for solutions to be located in different hypercubes
yet possess identical GRs. For example, consider solution A in hypercube (5,6) and
solution B in hypercube (10,1). Both solutions would have a GR of 11 and thus
need to be distinguished in another manner. For this purpose, the GCD metric is
used to determine which solution is less crowded. While one could simply determine
the crowdedness of an individual by counting the number of individuals within its
hypercube, doing so would fail to account for the distribution of each solution. To
remedy this problem, GCD also considers neighbouring hypercubes to give a better
indication of crowdedness. GCD is calculated as
GCD(y) = card(NN(y)) (4.13)
where NN(y) = {z|z 6= y,
m∑
i=1
|Hk(y)−Hk(z)| < m} (4.14)
where card(·) denotes set cardinality and NN(y) represents the nearest neighbours of
individual y. There are several situations where individuals could have an equivalent
GR and GCD, the most common being individuals within the same hypercube. Thus,
the GCPD metric is adopted to establish a complete ordering among individuals,
where smaller GCPD values correspond to more desirable individuals. GCPD is
defined according to the following:
GCPD(y) =
√√√√ m∑
i=1
(Fi(y)− (LBi +Hi(y) ·HWi)) (4.15)
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4.2.3 Performance Indicator Usage
Integrating performance metrics during optimization is another valid approach for
solving MaOPs. Performance indicators which combine diversity and convergence
guide the search, promoting individuals which perform better for the selected indi-
cator. The largest criticism of indicator-based optimizers is the high level of compu-
tational complexity required to calculate most useful indicators, e.g., hypervolume.
Recent work [102, 3, 11] has focussed on reducing the computational complexity of
indicators, however the issue is far from remedied for MaOPs.
While several multi-objective indicator based optimizers exist [112, 7, 51], their
scalability to MaOPs is questionable as they were not explicitly designed for many-objective
optimization. To the best of the authors knowledge only one many-objective indicator-based
optimizer exists, which is the Hypervolume Estimation Algorithm for Multi-objective
Optimization (HypE) [3]. HypE performs optimization based on the popular hyper-
volume indicator, which indicates convergence to the true front and solution spread
in a single scalar value. However, since calculation of hypervolume is extremely ex-
pensive for MaOPs, approximate hypervolume values are generated when the number
of objectives m > 3. The hypervolume-based fitness function fH central to HypE is
defined as
fH(s) =

actual hypervolume(s), if m ≤ 3.
estimate hypervolume(s), otherwise
(4.16)
where estimate hypervolume estimates the hypervolume contribution of solution s
using Monte Carlo sampling [2] and actual hypervolume calculates the exact hyper-
volume contribution of s using an arbitrary hypervolume calculation method. Several
examples of exact hypervolume calculation methods can be viewed in Section 6.1.1.
Similar to a standard evolutionary algorithm, HypE performs the following actions
until some pre-defined stopping criteria is reached:
CHAPTER 4. MANY-OBJECTIVE OPTIMIZATION 43
1. Mating Selection - Using a binary tournament strategy, a set of parents Q is
determined from the current population P . Comparison of two individuals is
performed as follows:
If fh(a) > fh(b) then Q = Q ∪ a
Else Q = Q ∪ b
2. Variation - User-defined mutation and crossover operators are applied to gen-
erate a set of N offspring from Q. The resultant offspring population is denoted
R.
3. Environmental Selection - In an elitist fashion, the best N solutions are
chosen from R ∪ Q. To determine the best N solutions, non-dominated sorting
is applied. Each front is added to the new population in ascending order until a
front which only partially fits is encountered, denoted Fc. Fitness is calculated
for each individual within Fc based on the f
H function and the best solutions
in Fc are added into the new population until size N is reached.
4.2.4 Decomposition
Another promising avenue for solving MaOPs is the decomposition approach. Decomposition-based
optimizers extract a set of subproblems from a given MOP, optimizing each of them
simultaneously. The main representative of this category is the multi-objective evo-
lutionary algorithm using decomposition (MOEA/D) algorithm, proposed in [106],
which uses a user-defined aggregation function to decompose a MOP into a set of
subproblems. Intuitively, a Pareto optimal solution to a MOP is an optimal solution
of a scalar optimization problem corresponding to an aggregation of all objectives.
The most common aggregation method is the weighted sum approach, detailed pre-
viously in Section 3.1. An alternative method is the Tchebycheff approach, which
CHAPTER 4. MANY-OBJECTIVE OPTIMIZATION 44
converts a MOP into a single-objective problem using
minimize gte(~x) = max{~wi|fi(~x)− z∗i |} (4.17)
where i ∈ {1, ...,nc}, ~w is a weight vector, ~z∗ = {z∗1 , ..., z∗m} corresponds to the ideal
point such that z∗i = min{fi(~x)} for all possible decision vectors ~x. By modify-
ing the choice of ~w, different Pareto optimal points can be found. Thus, the entire
Pareto-optimal front can be generated using this method. A downfall of this ap-
proach is that the aggregation function is not smooth for a continuous MOP. Another
aggregation approach, which has been shown to perform well for MaOPs [27], is the
penalty-based boundary intersection (PBI) method [106]. The PBI method defines a
scalar subproblem as
minimize gpbi(~x|~w, ~z∗) = d1 + θd2 (4.18)
where d1 =
∥∥(F(~x)− ~z∗)T ~w∥∥
‖~w‖ (4.19)
d2 =
∥∥∥∥F(~x)− (~z∗ + d1 ~w‖~w‖)
∥∥∥∥ (4.20)
where ~x is a feasible decision vector. To perform optimization, MOEA/D selects
an arbitrary decomposition method and converts a MOP into R scalar optimization
subproblems. For this purpose, K uniformly distributed weight vectors {w0, ...,wK}
are maintained each corresponding to a subproblem that will be optimized. A central
idea to MOEA/D is that for subproblems xi and xj information about subproblem i
should be helpful for solving subproblem j if wi and wj are similar, where i, j ∈ K.
MOEA/D utilizes the Pareto dominance relation to archive desirable solutions.
For this purpose, an external structure NS which contains non-dominated solutions
is employed. The initialization phase of MOEA/D begins by generating a random
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initial population x1, ...,xK and initializing z = (z1, ..., znc) using a problem-specific
method. Next, for each i=1,...,R set Ci = {i1,...iR}, where wi1 ,...,wiR are the R
weight vectors with the smallest Euclidean distance to wi. The MOEA/D algorithm
then performs the following steps for all K population members until some stopping
criteria is satisfied:
Step 1) Reproduction: Select k, l ∈ Ci and create a new solution q using xk
and xl via user-defined crossover and mutation operators.
Step 2) Improvement: Optionally improve q using a problem-specific heuris-
tic.
Step 3) Ideal Point Update: If zj < fj(q) then zj = fj(q), where j ∈
{1, ...,nc}.
Step 4) Neighbouring Solution Update: For each j ∈ Ci, if g(q,wj) ≤
g(xj,w
j), then set xj = q. Note that g is a function which takes a solution and
weight vector as input, returning a scalar value indicating solution fitness.
Step 5) Archive Update: For each vector in NS, discard it if it is dominated
by q. If no vector in NS dominates q, add q to NS.
The recently proposed NSGA-III algorithm [27] also uses decomposition-based
ideas to solve MaOPs. The basic flow of NSGA-III is identical to its predecessor,
NSGA-II (see Section 3.1.1), however diversity preservation is significantly differ-
ent. At each generation, both NSGA-II and NSGA-III perform non-dominated sort-
ing to partition the combined parent and offspring population into a set of fronts
F0,F1, ...,FK . Each front is then selected in ascending order, starting from F0, to
form the new population Pt+1. It is common for the final selected front, denoted
FL, to only fit partially into Pt+1. In this situation, some form of diversity score is
calculated for each solution in FL to determine which solutions should be inserted
into Pt+1. It is here that NSGA-III differs from NSGA-II, as NSGA-III computes the
diversity of each solution using a set of reference points rather than the traditional
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crowding distance operator. Reference points can either be supplied by a user or
generated in a structured manner. The approach seen in [27] uses Das and Dennis’s
boundary intersection approach [21], which places points on a normalized hyperplane
possessing an intercept of one on each axis.
Regardless of the approach used to create reference points, the following process is
performed in NSGA-III when computing the diversity of each solution in FL: Let Mt
denote ∪Li=0Fi. First, the ideal point ~z = (min(0),min(1), ...min(m)) is constructed,
where min(i) denotes the minimum value of objective i in Mt. Objective values of all
solutions in Mt are then modified, where objective value fi becomes f
′
i(~x) = fi(~x)−~zi.
The newly modified objective values are then used to create m extreme vectors, where
the extreme vector corresponding to objective i is a solution x ∈ Mt minimizing a
scalarizing function formed with a weight vector near the i-th objective axis. Next,
the objective values of each solutions in Mt is normalized according to
f ′′i (x) =
f ′i(x)
ri
(4.21)
where ri represents the intercept of the i-th objective axis of the hyperplane formed
using the m extreme vectors. Note that this normalization procedure is required to
allow NSGA-III to handle problems possessing differently scaled objective values.
Now that each objective value has been normalized, solutions can be assigned to
reference points. This is performed by joining each reference point with the origin
to create a set of reference lines Zr and assigning each member in Mt to the closest
reference line in objective space. Thereafter, the niche count of each reference line
is computed, where niche count σr is the number of members assigned to reference
line r from ∪L−1i=0 Fi. Lastly, niche counts are used to fill the remaining spots in Pt+1,
detailed in Algorithm 6. Algorithm 6 utilizes the following functions:
• least assigned - Takes a solution set S and set of reference points ZR as input,
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Algorithm 6 NSGA-III Niching Procedure
1: while |Pt+1| < K do
2: r = least assigned(Pt+1,Z
r)
3: if σr = 0 then
4: s = closest assigned solution(r,FL)
5: else
6: s = random assigned solution(r,FL)
7: end if
8: if s 6= ∅ then
9: Pt+1 = Pt+1 ∪ s
10: σr = σr + 1
11: FL = FL − s
12: else
13: Zr = Zr − r
14: end if
15: end while
returning the reference line from ZR possessing the least number of assigned
individuals in S. In the case where multiple reference lines would be returned
one of them is selected randomly.
• closest assigned solution - Takes a reference line r and solution set S as input,
returning the closest solution to r out of all assigned solutions from S. If r has
no assigned solutions in S, ∅ is returned.
• random assigned solution - Takes a reference line r and solution set S as input,
returning a random solution from the set of solutions assigned to r in S. If r
has no assigned solutions in S, ∅ is returned.
4.2.5 Non-Pareto Approaches
Abandoning the Pareto-dominance relation entirely is another viable possibility for
scaling multi-objective optimizers to MaOPs. New relations would be used to deter-
mine the desirability of each solution, ideally incorporating a blend of convergence
and diversity. If the relation favors convergence too much, diversity may be lost and
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the search may converge to a small subregion of the Pareto-optimal front. Conversely,
if the relation overvalues diversity it will encounter the same convergence issues of
traditional Pareto dominance. Conformance to the original Pareto-dominance rela-
tion is also a desirable property, i.e., the new relation always considers non-dominated
solutions as more desirable than non-dominated solutions.
Kukkonen and Lampinen [63] investigate several non-Pareto approaches based on
the concept of ranking dominance. Ranking dominance orders solutions in terms of
an aggregation function Fagg, which aggregates the ranking of a solutions individual
objectives in some fashion. Two simple aggregation functions seen in [63] are Fsum
and Fmin. Fsum(~x) sums together the rank of each individual objective of ~x, while
Fmin(~x) returns the minimal ranking out of all objectives for ~x. The Fmin and Fsum
method are formally defined as
Fsum(~x) =
m∑
i=1
rank(i, fi(~x)) (4.22)
Fmin(~x) = min
i=1..m
rank(i, fi(~x)) (4.23)
where ~x is a feasible decision vector and rank is a function which takes an objective
index i and objective value fi(~x) as input, returning the rank of fi(~x) when compared
to all other objective vectors in the current front using objective i. An example of
the process used to calculate Fsum and Fmin can be viewed in Figure 4.1. Note that
the Fsum method has shown mixed results empirically, as a comparative study by
Corne and Knowles [18] demonstrates competitive performance on practical prob-
lems, yet poor performance is exhibited on a popular benchmarking suite in work by
Garza-Fabre et al. [37].
An obvious fault of Fsum and Fmin is that they do not take into account the
distribution of each objective. The sum of ratios (SR) method [6] is one such rank
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Figure 4.1: Calculation of the Fsum and Fmin aggregation methods are demonstrated
for a front containing five solutions. The MOP in question possesses three objectives.
dominance technique which considers the distribution of objective values. SR nor-
malizes using the range of values of each objective using the equation
SR(~x) =
m∑
i=1
fi(~x)−min(i)
max(i)−min(i) (4.24)
where max and min are functions returning the maximum and minimum values of
objective i in the solution set, respectively. Another potential improvement of the
Fsum method is to consider the range of rankings for each objective, normalizing via
the equation
NFsum(~x) =
m∑
i=1
rank(i, fi(~x))
maxRank(i)
(4.25)
where NFsum denotes the normalized Fsum method and maxRank(i) returns the
maximum rank observed for objective i. Previous work by Ross et. al [4, 88] demon-
strates the NFsum method to perform promisingly.
Since Fsum, NFsum and Fmin each prioritize convergence, diversity must be main-
tained using an external metric. Unfortunately this is non-trivial, since solutions are
already ordered according to the chosen aggregation method. One method of pre-
serving diversity seen in [63] is to gradually increase the number of solutions selected
according to a diversity metric in a linear fashion. This method was incorporated
into the GDE3 algorithm [62] (see Section 3.3.3) with the NFsum method, linearly
increasing the number of solutions selected according to diversity such that:
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• At generation 0, selection would be done according to the ordering imposed by
the Fsum method.
• Let Gmax denote the maximum number of generations. At generation Gmax/2,
half of selection would be done based on the Fsum ordering and the other half
would be performed according to a diversity-preservation operator.
• At generation Gmax, all selected is performed using a diversity-preservation
operator.
The motivation behind this method is to promote convergence early on and priori-
tize diversity in later stages of the search when the population has already converged.
The L-dominance relation [116] is another non-Pareto approach which induces an
ordering among solutions. Before defining the concept of L-optimality, several pre-
liminary definitions must first be established.
Definition 1 - A normalized MOP (NMOP) has the same formulation as a MOP
(see Section 3.1), except each fi is normalized using
f ′i(~x) =
fi(~x)−min(i)
max(i)−min(i) (4.26)
Thus, for an arbitrary NMOP each normalized objective is in the range [0,1].
Definition 2 - The p-norm of a decision vector ~x is the distance to the utopian
point (the origin) of the NMOP, derived as follows:
||N(~x)||p =
∑m
i=1 fi(~x)
p
p
(4.27)
Definition 3 - Let Bt be a function which takes decision vectors ~x1 and ~x2 as input
and returns a count of the number of objectives for which ~x1 is better than ~x2. A
formal definition of Bt is
Bt( ~x1, ~x2) = |{i ∈ N|i ≤ m ∧ fi( ~x1) < fi( ~x2)}|
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We are now ready to define the concept of L-dominance. A decision vector ~x1 is
considered to L-dominate ~x2 if, and only if, the following two conditions are satisfied:
1. Bt( ~x1, ~x2)−Bt( ~x2, ~x1) > 0
2. ||N( ~x1)||p < ||N( ~x2)||p (for a user-defined p value)
It is shown in [116] that Pareto-domination implies L-domination, but L-domination
does not imply Pareto domination. Additionally, if a solution is L-optimal then it is
also Pareto optimal. One should note that in the case where m = 2, L-optimality is
equivalent to Pareto optimality.
Chapter 5
Proposed Approaches
This chapter discusses each of the proposed many-objective optimization algorithms.
Implementation-level details along with a comprehensive description is given for each
algorithm.
5.1 Knee-Driven Algorithms
We propose several new many-objective optimizers incorporating the idea of knee
points. Within the field of multi-objective optimization, knee points are a subset
of Pareto-optimal points for which an improvement in one objective results in se-
vere degradation of at least one other objective. Knee points represent the naturally
preferable points within the Pareto optimal front when no problem-specific knowledge
is available, as they possess maximal marginal rates of return. Since each objective
is regarded as equally important in the absence of a decision maker, minimally im-
proving an objective while immensely degrading others often cannot be justified. An
illustration of a knee point for a bi-objective minimization MOP can be viewed in
Figure 5.1. Within Figure 5.1, Solutions A-E form the non-dominated front, each dis-
played with a gray fill. Here, solution C is a knee point due to its larger marginal rates
of return in comparison to the other non-dominated solutions. Notice that solution
C = (3, 3) has its nearest non-dominated neighbours in objective space at B = (2, 8)
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Figure 5.1: Eight solutions are shown for a bi-objective MOP. Each non-dominated
solution is displayed with a gray fill. Here, solution C is a knee point due to its large
marginal rates of return in comparison to the other non-dominated solutions.
and D = (8, 2). Slightly improving one objective of C requires a much larger sacrifice
in the other objective.
Since knee points are a subset of non-dominated points, they can be used to further
distinguish the desirability of non-dominated solutions. This approach would fall
under the additional convergence metric category (Section 4.2.2). Knee points within
the current front are given archival priority and the search is guided around them. It
is important to realize that solutions identified as knee points during the search are
often not true knee points of the Pareto-optimal front, since the current front is simply
an approximation. Rather, knee points of the current front represent solutions that
are converging best within their immediate neighbourhood and are therefore useful
for increasing the selection pressure to converge towards the Pareto-optimal front.
This can be also be considered as a bias towards a higher hypervolume value. As the
hypervolume metric is maximized if, and only if, the solution set consists entirely of all
Pareto-optimal points [113], utilizing knee points via this method should theoretically
help an algorithm converge to the true Pareto front.
To the best of the authors knowledge, the knee-driven evolutionary algorithm
(KnEA) [108] is the only existing MOO which incorporates knee points during op-
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timization. KnEA uses the NSGA-II (see Section 3.3.1) algorithm as base, incorpo-
rating knee points in several ways. When performing a binary tournament between
two mutually non-dominating solutions during the selection phase, if either solution
is a knee point it is regarded as more desirable and wins the tournament. If neither
solutions (or both) are knee points, the solution with the higher weighted distance
metric WD is used to promote diversity, where WD of a solution x is calculated using
WD(x) =
k∑
i=1
w(xi) · d(x,xi) (5.1)
w(xi) =
rank(xi)∑k
j=1 rank(x
j)
(5.2)
rank(xi) =
1
|d(x,xi)− 1
k
∑k
j=1 d(x,x
j)| (5.3)
where k is the desired number of nearest neighbours to consider, xi is the i-th
nearest neighbour of x in objective space, d(x, y) is the Euclidean distance between
solutions x and y in objective space, w(xi) represents the weight of the i-th nearest
neighbour of x and rank(x) corresponds to the rank of d(x,xi) in comparison to
all nearest neighbour distances d(x,xi), 1 ≤ j ≤ k. Knee points are also utilized
during the environmental selection phase as KnEA uses knee points as a secondary
selection criterion rather than the traditional crowding distance of NSGA-II. This
method essentially promotes non-crowded knee points during the search.
Inspired by KnEA, we apply knee points to both the SMPSO [78] and GDE3
[62] algorithms in a similar manner. The resulting algorithms are referred to as
knee-driven PSO (KnPSO) and knee-driven DE (KnDE), respectively.
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5.1.1 Knee Point Identification
The knee point identification mechanism used by KnPSO and KnDE is identical to the
approach used in KnEA. First, a list, E, of extremal solutions is determined, where
an extremal solution Ei is defined as the solution with the least desirable fitness for
objective i. Next, an extremal hyperplane H is constructed as follows:
1. Create all possible nc − 1 distinct vectors using the solutions of E.
2. Construct a matrix M , where each row of M is a vector computed in 1).
3. Compute the null space of M , using the result to determine the constants of
the plane equation of H.
H can then be used to determine the set of knee points of the approximated front
using the following method: For each candidate solution s, s is deemed a knee point
if, and only if, s possesses the maximum objective space distance to H within its
neighbourhood. An adaptive strategy [108] is used to determine the neighbourhood
size of each solution. The neighbourhood of a solution is a hypercube with nc sides,
where each side is calculated as
Rjt = (max
j
t −minjt) · rt (5.4)
where maxjt and min
j
t denote the maximal and minimal values of the j-th objective
at time t respectively and rt corresponds to the ratio of the neighbourhood size to
the range spanned by objective j at time t. rt is updated using
rt = rt−1 · e−
1−(αt−1/T )
nc (5.5)
where αt−1 denotes the ratio of knee points to non-dominated solutions at time t− 1
and T is a user-defined parameter which represents the desired ratio of knee points
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to non-dominated solutions, with 0 < T < 1. Note that initially αt = 0 and rt = 1.
The strategy above essentially shrinks and grows the neighbourhood size adaptively
until the ratio of knee points to non-dominated solutions in the solution set converges
to T .
Given that we have described the exact mechanism used to determine knee points,
we can now define several knee-based comparison operators as follows:
i ≺k j if (irank < jrank) or (irank = jrank and (isKnee(i) and !isKnee(j))) (5.6)
i ≺d j if (i ≺k j) or (WD(i) > WD(j)) (5.7)
i ≺c j if (i ≺k j) or (ED(i) > ED(j)) (5.8)
where isKnee is a function which determines if a given solution is a knee point
using the identification mechanism described in this section, irank denotes the index
of the front containing solution i when non-dominated sorting is performed on the
entire set of solutions and ED(x) is the objective space distance of solution x to the
extremal hyperplane H. Note that ≺k is an operator which deems knee points most
desirable, ≺d represents a diversity operator which prefers non-crowded knee points
and ≺c is a convergence operator which prefers converging knee points.
5.1.2 KnPSO
The general flow of KnPSO is identical to the SMPSO algorithm, described in Sec-
tion 3.3.2. Similar to SMPSO, KnPSO maintains an archive of non-dominated solu-
tions. However, KnPSO differs considerably from SMPSO with regards to the archive
maintenance phase. In traditional SMPSO, when the maximum size of the archive is
surpassed the worst (most crowded) solution is removed using the crowding distance
[28] metric. Since KnPSO utilizes knee point status as the primary solution desir-
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Algorithm 7 KnPSO Archive Maintenance
1: Q = A ∪ S
2: set dominance ranks(Q)
3: H = extremal hyperplane(Q)
4: determine knees(Q,H)
5: R = sort(≺d,Q)
6: A = ∅
7: for (i = 1; i ≤ q; i = i+ 1) do
8: A = A ∪Ri
9: end for
ability criterion, the set of the knee points would have to be recalculated after each
archive removal if the removal method of SMPSO was used without modification.
This would require a considerable amount of computational effort, since the extremal
hyperplane would have to be recreated and the distance of each solution would have
to be recalculated every time a solution was added to the archive.
KnPSO avoids this time-consuming process by adding all solutions to the archive
and then returning the archive to its maximum allowed size, requiring the set of
knee points to only be determined once. This archive maintenance process is shown
in Algorithm 7. The archive solutions are determined as follows: First, combine
the current archive A and the current swarm S as Q = A ∪ S. Next, perform
efficient non-dominated sorting (ENS) [107] on Q to divide Q into non-dominated
fronts F0, ...,FN , setting the dominance rank of each solution to be its non-dominated
front index. The extremal hyperplane H is then constructed using the extremal
solutions of Q and the knee points of Q are determined using H. Finally, Q is sorted
according to the ≺d operator and the top q solutions of Q form the new archive, where
q is the maximum archive size. In the case where ≺d fails to distinguish between two
solutions, one of the compared solutions is selected randomly. Since the ≺d operator
prefers converging knee points, and the knee point identification mechanism outlined
in Section 5.1 implicitly considers solution diversity, the archive should contain a good
blend of both convergence and solution spread.
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Selection of neighbourhood bests is another considerable difference of KnPSO.
KnPSO determines the neighbourhood best of each particle by choosing two random
solutions in the archive and selecting whichever one is deemed more desirable. Solu-
tion desirability is determined by the ≺c operator. In the unlikely event where ≺c fails
to distinguish between two solutions, one of them is selected randomly. Essentially,
KnPSO prefers leaders to be non-crowded knee points.
5.1.3 KnDE
KnDE utilizes the traditional DE/rand/1/bin flow (see Section 2.3) where a trial
position is created for each agent of the population P at each generation according
to Algorithm 2. When comparing a trial position ~t to an agent’s current position ~x,
the following selection scheme is employed:
• If ~t dominates ~x, accept ~t as the agent’s new position
• If ~x dominates ~t, discard ~t
• If ~t and ~x are non-dominated with respect to each other, then the agent retains
its current position and a new agent with position ~t is added to P
Note that at each generation, the population may exceed the maximum allowed
size K due to the addition of non-dominated trial positions in accordance with the
above selection guidelines. In this case, a removal procedure is initiated to shrink the
population back to size K. KnDE performs population size reduction in a manner
similar to the archive maintenance method of KnPSO, as P is pruned according to
a knee-based operator and the top K solutions are retained, promoting both conver-
gence and solution spread implicitly. This process is detailed in Algorithm 8. Note
that within Algorithm 8 index of worst is a function which accepts a comparison
operator and solution set as input, returning the index of the worst solution with
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Algorithm 8 KnDE Population Reduction
1: set dominance ranks(P )
2: H = extremal hyperplane(P )
3: determine knees(P ,H)
4: while |P | > K do
5: j = index of worst(≺d,P )
6: P = P − Pj
7: end while
respect to the given operator. Within this work the ≺d operator is used to determine
the worst solution, however the ≺c operator can be employed instead to prioritize
convergence to the true front rather than solution spread. Regardless of the com-
parison operator chosen, both convergence and diversity will be considered to some
degree due to the knee point identification mechanism employed in KnDE, described
in Section 5.1.
Note that when comparing two solutions, the ≺d operator will fail to distinguish
solutions in the unlikely event where each solution has an identical distance to H. In
this situation, one of the solutions is randomly selected.
5.2 SrEA/D
The third algorithm proposed in this thesis is the sum-of-ranks evolutionary algorithm
using decomposition (SrEA/D). SrEA/D serves as a hybrid algorithm, combining the
promising decomposition approach [65, 69] with the NFsum relation [6, 18]. For an
overview of these methods, refer to Sections 4.2.4 and 4.2.5, respectively. The core
concept of SrEA/D is to utilize the powerful convergence properties of the NFsum
method to draw solutions closer to the Pareto-optimal front while simultaneously
promoting an equidistant spread of solutions indirectly using uniformly spaced ref-
erence points. Rather than explicitly utilize a spread preservation metric, SrEA/D
maintains a well-spread solution set by dividing the objective space into subregions
using its generated reference points. Specifically, subregion ψi is defined as
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Figure 5.2: The spread-preservation advantages of the subregion concept is exem-
plified for a population of ten solutions. The four best solutions according to only
the NFsum relation are shown on the left, whereas the four most desirable solutions
according to SrEA/D, which employs NFsum in each individual subregion, is shown
on the right. The selected best solutions are displayed with a gray fill.
ψi = {~v ∈ Rm|∀j ∈ {1, ...,K} : 〈~v, ~wi〉 ≤ 〈~v, ~wj〉} (5.9)
where i ∈ {1, ..,K}, x is a feasible decision vector and 〈~v, ~wi〉 corresponds to the
acute angle between ~v and ~wi. Essentially, SrEA/D partitions the objective space
into K subregions, where K is the desired population size. The motivation behind
this partitioning is to prevent the loss of diversity experienced by the traditional
NFsum method, since we can now employ NFsum in each subregion rather than the
entire population to better maintain solution spread. Figure 5.2 exemplifies how
the subregion partitioning of SrEA/D maintains a better spread set of solutions in
comparison to using the NFsum relation alone. Shown on the left, when selecting
the four most desirable solutions using only NFsum, the diversity of the solution set
is sacrificed for convergence. Here, the population would be led into a small region
of the Pareto-optimal front. However, when partitioning the objective space into
four subregions and selecting the best converging particle from each subregion using
NFsum, shown on the right of Figure 5.2, the selected solutions are simultaneously
converging and well-spread.
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Algorithm 9 SrEA/D Basic Framework
1: initialize()
2: while termination criterion is not satisfied do
3: Q = mating selection()
4: R = create offspring population(Q)
5: S = P ∪Q
6: P = truncate population(S)
7: end while
Note that if the final population consists entirely of Pareto-optimal solutions in
unique subregions, SrEA/D will have produced a set of uniformly-spaced Pareto-optimal
points for any uniform MOP. This is a very useful property, since an equidistant set
of Pareto-optimal solutions is ideal for a decision maker to select from. The basic
framework of SrEA/D is shown in Algorithm 9. Until some termination criterion is
satisfied, the following steps are performed:
Step 1) Initialization: Initialize the population P randomly. Generate a set of
R = {r1, ..., rT} uniformly spaced reference points from a unit simplex using Das and
Dennis’s systematic boundary intersection method [21], where T =
(
D+nc−1
nc−1
)
and D
is the number of desired divisions. In the case where nc ≥ 7, both a boundary layer
and inner layer are utilized to reduce the total number of generated reference points.
The components of reference points in the inner layer are resized using
ij =
1− φ
nc
+ φ× ij (5.10)
where ~i is a reference point in the inner layer, j ∈ {1, ...,nc} and φ ∈ [0, 1]. In this
thesis, we set φ = 0.5 in all cases.
Step 2) Mating Selection: The mating selection process of SrEA/D is shown
in Algorithm 10. Here, a set of parents Q is determined for mating purposes. For
each reference point ri, a subregion ψj is selected from the closest T subregions to ~ri.
Thereafter, we perform a binary tournament to select a parent solution from ψj, using
the NFsum relation to determine solution desirability. In other words, the solution
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Algorithm 10 SrEA/D Mating Selection
1: Q = ∅
2: for each ri ∈ R do
3: Randomly choose a subregion ψj from the T closest subregions to Ri
4: if |ψj| = 0 or rand() > δ then
5: Add a random solution in P to Q
6: else if |ψj| = 1 then
7: Add the lone solution residing in ψj to Q
8: else
9: x′ = binary tournament(ψj)
10: Add x′ to Q
11: end if
12: end for
13: return Q
with the lowest sum of objective ranks when ranked against all other solutions in ψj
wins the tournament. Note that to benefit population diversity, a small probability
(1-δ) to select parents from the entire population is included. In the case where no
solutions exist in the closest T subregions, Q is selected randomly from the entire
population by default.
Step 3) Offspring creation: Here, a set R of K offspring are generated by
applying recombination operators to each pair of parent in Q. ln theory, any crossover
and mutation operators can be used. In this work, we employ the simulated binary
crossover [25] and polynomial mutation [26] operators.
Step 4) Population Truncation: The final step is to truncate the combined
population S = P ∪ R by continually removing undesirable solutions until |S| = K.
Algorithm 11 presents the entire population truncation process employed in SrEA/D.
When determining a solution to remove, the subregion that is most crowded, i.e.,
contains the most solutions, is first selected as ψk. Next, the set ranks method is
executed on ψk, assigning a sum-of-ranks value to each x′ ∈ ψk using the NFsum
relation. Note that the NFsum method only ranks solutions against other solutions
residing in ψk rather than the entire population. Lastly, we remove from S the
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Algorithm 11 SrEA/D Population Truncation
1: Inputs: Combined population S
2: while |S| > K do
3: Get the most crowded subregion ψk in P . Ties are broken randomly.
4: set ranks(ψk)
5: Identify y as the solution in ψk possessing the largest Fsum value.
6: S = S − y
7: end while
8: return S
solution that is converging worst in ψk, i.e, the solution with the worst Fsum value.
Since the solution that is converging worst in the most crowded subregion is always
selected for removal during the truncation phase, SrEA/D is an elitist algorithm.
Chapter 6
Experimental Setup
This chapter details the experimental setup used within this thesis. Section 6.1
presents the various performance measures used for algorithm comparison. In Section
6.2, an overview of the statistical methodology employed within this work is covered.
Various functions used for benchmarking purposes are given in Section 6.3. Lastly,
Section 6.4 presents the parameter sets used for all algorithms.
Experiments were performed via a highly customized version of the jMetal frame-
work [31]. All pseudo-random number generation was performed via an implementa-
tion of the Mersenne Twister [73].
6.1 Performance Measures
Measuring the performance of multi-objective optimization algorithms is a non-trivial
task, since the Pareto-optimal front is often not known. Many performance measures
tend to analyze the obtained approximation front using various criteria. These criteria
can be categorized as follows:
• Distribution - the overall distribution of the non-dominated solution set
• Variance - non-dominated solution spread with respect to the minimum/maximum
objective values
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• Diversity - amount of different non-dominated solutions
• Precision - similarity of the approximation front to a best known estimation
The performance measures used in this work incorporate each of the above criteria
to help give an accurate, unbiased indication of how well a MOO has performed.
6.1.1 Hypervolume Indicator
The hypervolume indicator [114] is a metric which simultaneously measures both the
spread of solutions along with the level of convergence to the Pareto-optimal front.
The hypervolume metric is represented as a single scalar value, calculated as the
sum of sub-cuboids created by solution points. An extensive overview of various
hypervolume calculation algorithms can be found in [8]. An important property of
the hypervolume metric is that it is maximized if, and only if, the solution set consists
entirely of all Pareto-optimal points [35]. Therefore, hypervolume can be used to give
a good indication of how close a MOO has come to producing a set of solutions on the
true Pareto-optimal front. Another favorable property of the hypervolume metric is
that it is capable of proving that a solution set is not worse than some other solution
set for all solution pairs [115].
A considerable drawback of the hypervolume metric is its high computational
complexity as an NP-hard problem [12], as naive calculation takes exponential time
with respect to the number of objectives. This is a serious drawback, as it becomes
infeasible to calculate the exact hypervolume metric value for problems possessing a
sufficiently large number of objectives. Consequently, for MaOPs it is common for
hypervolume to be estimated using Monte Carlo sampling [3] rather than calculated
using an exact method. However, recently a fast method for calculating exact hy-
pervolume has been proposed as the WFG algorithm [102]. This method works as
follows: Let ~r denote the objective values of an arbitrary point p. WFG utilizes the
CHAPTER 6. EXPERIMENTAL SETUP 66
observation that the exclusive hypervolume of p relative to a set S is equivalent to
the difference between the inclusive hypervolume of p and the hypervolume of S with
each point limited by ~r. The WFG algorithm applies this technique to each member
of S, efficiently calculating the hypervolume metric.
To calculate hypervolume within this work, each objective value is normalized to
the range [0,1], where 0 and 1 represent the best and worst objective values in the
current population, respectively. The reference point used for hypervolume calcula-
tion purposes is chosen to be the nadir point, i.e a vector where the value at index
i contains the worst value of objective i, where i ∈ {1, ...,nc}. Note that since each
objective vector is normalized, the nadir point is the unit vector of length nc.
6.1.2 Inverted Generation Distance
The inverted generational distance (IGD) [39] is a metric which measures convergence
of the approximated front POF ∗ towards the true Pareto optimal front POF ′. IGD
is calculated via the following equation:
IGD =
√∑n
i=1 d
2
i
n
(6.1)
In the equation above, n represents the number of solutions in POF ′ and di is the
Euclidean distance in the objective space between solution i of POF ′and the closest
member of POF ∗. Minimization of this metric corresponds to closer convergence
towards the true Pareto optimal front. One should note that when IGD = 0, POF ∗ =
POF ′.
IGD conforms to the principle of monotony, since it considers a POF ∗ with a
variety of non-dominated solutions that are close to POF ′ to be more desirable than
a POF ∗ with a single solution on POF ′. IGD was introduced as a result of its
monotony property, since the original generational distance metric did not adhere
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to this principle. A drawback of IGD is that it becomes computationally expensive
to calculate for a large POF ′, since for each solution in POF ′ it must evaluate the
distance to every solution in POF ∗ to determine the nearest neighbour.
6.2 Statistical Methods
Statistical methods are divided into two main categories according to what is known
about the population at hand. The popular parametric category consists of tests
which make assumptions about the underlying distribution, often assuming that the
distribution is normal. Conversely, non-parametric tests do not rely on the assump-
tion that data has been drawn from a given distribution. Thus, these methods are
considered to be distribution free since they have no dependence on the given pop-
ulation. Since normal variances cannot be assumed1 for a stochastic optimizer [57],
the methods used in this work are non-parametric. This helps to ensure that type I
and II errors are reduced as much as possible since the data is not guaranteed to be
normally distributed [19].
The Mann-Whitney-Wilcoxon rank sum test [72], described in Section 6.2.1, was
used in a pairwise fashion to test for statistical significance in all experiments. Each
Mann-Whitney-Wilcoxon rank sum test was performed with a 95% confidence level.
If a statistically significant difference between a pair of algorithms existed, the al-
gorithm with the higher mean was given a point and the algorithm with the lower
mean was deducted a point. All experiments reference difference, which is simply
the difference between pairwise wins and losses for each algorithm. Additionally, the
rank of each algorithm denotes the algorithm ranking in comparison to all other algo-
rithms with respect to the number of pairwise wins for a given benchmark function.
All experiments were recorded using 30 runs.
1However, it is still possible for a stochastic optimizer to possess a normal distribution
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6.2.1 Mann-Whitney-Wilcoxon Rank Sum Test
The Mann-Whitney-Wilcoxon rank sum test [72], also known as the Mann-Whitney
U-test, is used to determine whether two independent samples of observations are
drawn from identical distributions. The test is built around the idea that arranging
random variables together in increasing order of magnitude will help draw conclu-
sions about the relationship between the parent populations. If sufficient evidence of
random mixing is not present, the null hypothesis of identical distribution is rejected.
The Mann-Whitney-Wilcoxon rank sum test makes a few assumptions beforehand:
• The two samples are random.
• The two samples are independent of each other.
• Observations are arranged by rank.
To calculate this test. first find the individual sum of the ranks R1 and R2. Next,
determine the U statistic for each sample using the following equations:
U1 = n1n2 +
n1(n1 + 1)
2
−R1 (6.2a)
U2 = n2n1 +
n2(n2 + 1)
2
−R2 (6.2b)
U = min{U1,U2} (6.2c)
where n1 and n2 represent the sizes of sample 1 and 2, respectively. A z score can
then be calculated as:
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µ =
n1n2
2
(6.3a)
σ =
√
n1n2(n1 + n2 + 10)
12
(6.3b)
z =
U − µ
σ
(6.3c)
The z score calculated above is then compared with a critical value associated with
a pre-determined confidence level, α. The null hypothesis which states that the two
populations have identical distribution functions is then either rejected or accepted
based on this comparison. One should note that the Mann-Whitney-Wilcoxon rank
sum test is the non-parametric equivalent of the t-test.
6.3 Benchmark Functions
Various functions from the WFG toolkit are used to benchmark algorithm perfor-
mance in this thesis. These functions ensure a diverse, unbiased testing environment
due to the plethora of distinct shapes, biases and modalities incorporated by each.
All functions selected also incorporate unique difficulties seen in practical MOPs, pre-
senting a challenging task for MOOs. A comprehensive overview of the WFG toolkit
can be found in Section 3.4.2. A summary of all WFG functions used in this work
along with their properties is displayed in Table 6.1.
6.4 Algorithm Parameters
All algorithms used an identical number of candidate solutions and function eval-
uations to ensure unbiased comparisons as recommended in [34]. The number of
candidate solutions used depends on the number of reference points employed for the
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Table 6.1: Overview of WFG Functions Used
Function Separability Bias Shape Modality
1 Separable Polynomial, Flat Convex Uni
2 Non-Separable - Convex, Disconnected Uni, Multi
3 Non-Separable - Linear, Degenerate Uni
4 Separable - Concave Multi
5 Separable - Concave Deceptive
6 Non-Separable - Concave Uni
7 Separable Parameter Dependent Concave Uni
8 Non-Separable Parameter Dependent Concave Uni
9 Non-Separable Parameter Dependent Concave Multi, Deceptive
decomposition-based algorithms. To generate uniformly spaced reference points for
NSGA-III, MOEA/D and SrEA/D, we sample from a unit simplex using Das and
Dennis’s boundary intersection method [21]. Similar to [27], we employ a bound-
ary layer and inside layer for problems with nc > 5, since in those cases only using
a boundary layer would result in an extremely large number of generated reference
points. The number of generated reference points for varying nc values are presented
in Table 6.2, where D1 and D2 are the number of divisions in the boundary layer
and inner layer, respectively. The number of candidate solutions employed for all
algorithms is identical to the number of reference points generated.
The number of function evaluations used for each algorithm was dependent on
the problem complexity and number of objectives, displayed in Table 6.3. All al-
gorithms requiring non-dominated sorting employed the recently proposed efficient
non-dominated sorting (ENS) [107] algorithm. Concerning the T parameter of the
knee-driven algorithms, many values were tested for each experiment and the setting
which produced the best IGD value on average over 10 runs was chosen. The exact
T values used can be viewed in Table 6.4.
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Table 6.2: Number of Reference Points Employed
nc D1 D2 # of reference points
2 99 0 100
4 7 0 120
6 4 1 132
8 3 2 156
10 3 2 275
Table 6.3: Number of Function Evaluations Used
Benchmark Function nc = 2 nc = 4 nc = 6 nc = 8 nc = 10
WFG1-2 20,000 35,000 45,000 50,000 65,000
WFG3-9 20,000 30,000 30,000 45,000 60,000
6.4.1 GA Parameters
All genetic algorithm variants within this work employ the simulated binary crossover
[25] and polynomial mutation [26] as recombination operators with a distribution
index of 20. Crossover probability was set to 1.0 and mutation probability was set
to 1/nx. For selection, binary tournaments were employed in all cases. Regarding
choice of aggregation function in MOEA/D, the PBI function was employed with
θ = 5.0 as recommended in [106]. The MOEA/D and SrEA/D algorithms utilized a
neighbourhood range of T = 20.
6.4.2 PSO Parameters
SMPSO, CDAS-SMPSO and KnPSO each utilized a maximum archive size of 200
solutions. Regarding mutation, polynomial mutation [26] was used with a probability
of 1/nx, identical to the evolutionary algorithms. In each iteration C1 and C2 varied
randomly in the range [1.5,2.5] while ω varied randomly in the interval [0,0.8]. To
handle boundary constraints, personal and neighbourhood bests were only updated if
their positions remained within the legal bounds of the search space. Initial particle
velocity was set to zero to comply with the recommendations given in [33].
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Table 6.4: T values of KnPSO, KnEA and KnDE
Number of Objectives
Function 2 4 6 8 10
WFG4 0.6 0.5 0.5 0.3 0.2
WFG9 0.6 0.4 0.4 0.3 0.3
others 0.6 0.5 0.5 0.4 0.4
Table 6.5: S values of CDAS-SMPSO
Number of Objectives
Function 2 4 6 8 10
WFG1 0.35 0.30 0.35 0.35 0.30
WFG2 0.25 0.35 0.35 0.30 0.35
WFG3 0.25 0.45 0.40 0.40 0.30
WFG4 0.35 0.35 0.25 0.35 0.35
WFG5 0.45 0.40 0.40 0.40 0.40
WFG6 0.35 0.30 0.30 0.30 0.35
WFG7 0.40 0.30 0.35 0.35 0.30
WFG8 0.35 0.25 0.25 0.30 0.30
WFG9 0.30 0.25 0.35 0.35 0.40
Concerning the S value of CDAS-SMPSO, many values were tested for each ex-
periment and the setting which produced the best IGD value on average was chosen.
The exact S values used can be viewed in Table 6.5.
6.4.3 DE Parameters
GDE3 and KnDE each employed a CR and F value of 0.5.
Chapter 7
Knee Influence Experiments
This chapter discusses results obtained from the experiments which determine the
influence of incorporating knee points. Section 7.1 consists of analyzing algorithm
performance with regards to the hypervolume metric. In Section 7.2, results using
the IGD metric are discussed.
7.1 Hypervolume
Tables 7.1-7.10 collectively present an overview of algorithmic performance with re-
spect to the hypervolume metric over an increasing number of objectives. For the
bi-objective test instances in Table 7.1, the knee-driven algorithms each obtained
equal or worse perform than their non-knee counterparts. The KnPSO algorithm ex-
perienced notably poor performance, possessing the overall worst mean rank of 4.889,
viewable in Table 7.2. However, when the number of objectives were increased past
two, the inclusion of knee points were very beneficial in terms of increasing hyper-
volume performance. For the four objective instances in Table 7.4, the KnEA and
KnPSO algorithms obtained mean ranks of 1.444 and 3.778 respectively, considerably
better than their ranks on the two objective problems in Table 7.1. When the number
of objectives were increased to six, given in Table 7.5, the knee-driven algorithms each
obtained better performance than their non-knee counterparts, with KnEA obtaining
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the overall best rank of 1.222 on average. The KnEA algorithm remains the best per-
forming algorithm for the eight and ten objective test instances, given in Tables 7.7
and 7.9, respectively. In each of these instances, KnDE outperforms GDE3, KnPSO
performs better than SMPSO and KnEA obtains better hypervolume values than
NSGA-II.
From the observations above, it is clear that that the knee point approaches pro-
duced significantly higher hypervolume values in comparison to the non-knee point
methods as the number of objectives increased. This observation is consistent with
[108], which states that prioritizing knee points produces a higher hypervolume value.
Note that the largest performance increase was seen in Tables 7.4, 7.6, 7.8 and 7.10,
where the KnDE algorithm ranked approximately 2.5 positions better than the GDE3
algorithm on average over all test instances. From this, we conclude that DE seems
to respond exceptionally well to the inclusion of knee points as an additional selection
criterion in terms of hypervolume performance.
Figures 7.1-7.9 plot the rank of each algorithm over an increasing number of
objective for problems WFG1-WFG9, respectively. For the WFG1 function, which
possesses a flat bias and both convex and concave geometries, the KnEA algorithm
consistently performed best overall. We note that the NSGA-II algorithm is the
worst performing algorithm here, suggesting that WFG1 responded especially well
to the knee point inclusion in KnEA. Another notable observation is present for the
WFG3 function in Figure 7.3, where each knee-driven algorithm performed poorly.
Here, it seems that the linear, degenerate landscape of WFG3 presented significant
difficulties for the knee-driven optimizers, rendering KnEA, KnPSO and KnDE unable
to produce satisfactory hypervolume values. WFG4-WFG9, given in Figures 7.4-7.9,
seemed to possess the same general conclusion, namely that the knee point approaches
scaled best by far as the number of objectives increased.
Overall, the inclusion of knee points improves hypervolume metric performance
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as evidenced by the observations noted in this section. Superior hypervolume values
indicate that the knee point identification mechanism used in KnEA, KnPSO and
KnDE improve both diversity and Pareto-optimal front convergence to a degree.
Functions with degenerate linear landscapes are the exception to this, as all knee point
algorithms experienced significant performance degradation for the WFG3 problem.
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Table 7.1: Mann-Whitney Wins and Losses For The Hypervolume Metric Using 30
Decision Variables, 2 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
KnDE
Wins 4 3 5 1 1 3 4 0 0
Losses 0 0 0 1 0 1 0 3 2
Difference +4 +3 +5 0 +1 +2 +4 -3 -2
Rank 1 1 1 3 1 2 1 6 3
GDE3
Wins 4 3 3 1 1 3 4 0 0
Losses 0 0 1 2 0 1 0 2 2
Difference +4 +3 +2 -1 +1 +2 +4 -2 -2
Rank 1 1 2 4 1 2 1 4 3
KnPSO
Wins 0 2 0 0 0 0 0 4 4
Losses 5 3 5 5 5 5 5 1 1
Difference -5 -1 -5 -5 -5 -5 -5 +3 +3
Rank 6 4 6 6 6 6 6 2 2
SMPSO
Wins 1 3 3 1 1 5 3 5 5
Losses 4 0 1 2 0 0 2 0 0
Difference -3 +3 +2 -1 +1 +5 +1 +5 +5
Rank 5 1 2 4 1 1 3 1 1
KnEA
Wins 2 0 1 4 1 1 1 0 0
Losses 2 4 3 0 0 3 3 2 2
Difference 0 -4 -2 +4 +1 -2 -2 -2 -2
Rank 3 5 4 1 1 4 4 4 3
NSGA-II
Wins 2 0 1 3 1 1 1 1 0
Losses 2 4 3 0 0 3 3 2 2
Difference 0 -4 -2 +3 +1 -2 -2 -1 -2
Rank 3 5 4 2 1 4 4 3 3
Table 7.2: Hypervolume Rank Summary Using 30 Decision Variables, 2 Objectives
Algorithm
Measure KnDE GDE3 KnPSO SMPSO KnEA NSGA-II
Mean 2.111 2.111 4.889 2.111 3.222 3.222
Standard Deviation 1.595 1.197 1.663 1.449 1.315 1.133
Maximum 6.0 4.0 6.0 5.0 5.0 5.0
Minimum 1.0 1.0 2.0 1.0 1.0 1.0
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Table 7.3: Mann-Whitney Wins and Losses For The Hypervolume Metric Using 30
Decision Variables, 4 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
KnDE
Wins 3 5 2 4 4 2 4 4 4
Losses 1 0 3 1 1 3 1 1 1
Difference +2 +5 -1 +3 +3 -1 +3 +3 +3
Rank 2 1 4 2 2 4 2 2 2
GDE3
Wins 1 3 0 1 1 0 0 0 1
Losses 1 1 5 4 4 5 5 5 4
Difference 0 +2 -5 -3 -3 -5 -5 -5 -3
Rank 3 2 6 5 5 6 6 6 5
KnPSO
Wins 1 0 1 3 2 4 2 2 2
Losses 2 5 4 2 3 1 2 3 2
Difference -1 -5 -3 +1 -1 +3 0 -1 0
Rank 4 6 5 3 4 2 3 4 3
SMPSO
Wins 1 3 3 0 0 3 1 1 0
Losses 2 1 2 5 5 2 4 4 5
Difference -1 +2 +1 -5 -5 +1 -3 -3 -5
Rank 4 2 3 6 6 3 5 5 6
KnEA
Wins 5 2 4 5 5 5 5 5 5
Losses 0 3 1 0 0 0 0 0 0
Difference +5 -1 +3 +5 +5 +5 +5 +5 +5
Rank 1 4 2 1 1 1 1 1 1
NSGA-II
Wins 0 1 5 2 3 1 2 3 2
Losses 5 4 0 3 2 4 2 2 2
Difference -5 -3 +5 -1 +1 -3 0 +1 0
Rank 6 5 1 4 3 5 3 3 3
Table 7.4: Hypervolume Rank Summary Using 30 Decision Variables, 4 Objectives
Algorithm
Measure KnDE GDE3 KnPSO SMPSO KnEA NSGA-II
Mean 2.333 4.889 3.778 4.444 1.444 3.667
Standard Deviation 0.943 1.37 1.133 1.423 0.956 1.414
Maximum 4.0 6.0 6.0 6.0 4.0 6.0
Minimum 1.0 2.0 2.0 2.0 1.0 1.0
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Table 7.5: Mann-Whitney Wins and Losses For The Hypervolume Metric Using 30
Decision Variables, 6 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
KnDE
Wins 1 4 1 4 4 3 4 4 4
Losses 1 0 4 1 1 2 1 1 1
Difference 0 +4 -3 +3 +3 +1 +3 +3 +3
Rank 2 1 5 2 2 3 2 2 2
GDE3
Wins 1 0 0 0 1 0 0 0 1
Losses 1 4 5 4 4 5 5 5 4
Difference 0 -4 -5 -4 -3 -5 -5 -5 -3
Rank 2 6 6 5 5 6 6 6 5
KnPSO
Wins 1 0 2 3 2 4 3 2 3
Losses 1 3 3 2 2 1 2 3 2
Difference 0 -3 -1 +1 0 +3 +1 -1 +1
Rank 2 5 4 3 3 2 3 4 3
SMPSO
Wins 1 2 3 0 0 2 1 1 0
Losses 1 2 2 4 5 3 4 4 5
Difference 0 0 +1 -4 -5 -1 -3 -3 -5
Rank 2 3 3 5 6 4 5 5 6
KnEA
Wins 5 1 4 5 5 5 5 5 5
Losses 0 1 0 0 0 0 0 0 0
Difference +5 0 +4 +5 +5 +5 +5 +5 +5
Rank 1 3 1 1 1 1 1 1 1
NSGA-II
Wins 0 4 4 2 2 1 2 3 2
Losses 5 1 0 3 2 4 3 2 3
Difference -5 +3 +4 -1 0 -3 -1 +1 -1
Rank 6 2 1 4 3 5 4 3 4
Table 7.6: Hypervolume Rank Summary Using 30 Decision Variables, 6 Objectives
Algorithm
Measure KnDE GDE3 KnPSO SMPSO KnEA NSGA-II
Mean 2.333 5.222 3.222 4.333 1.222 3.556
Standard Deviation 1.054 1.227 0.916 1.333 0.629 1.423
Maximum 5.0 6.0 5.0 6.0 3.0 6.0
Minimum 1.0 2.0 2.0 2.0 1.0 1.0
CHAPTER 7. KNEE INFLUENCE EXPERIMENTS 79
Table 7.7: Mann-Whitney Wins and Losses For The Hypervolume Metric Using 30
Decision Variables, 8 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
KnDE
Wins 1 3 0 4 4 3 4 4 4
Losses 1 2 4 1 1 2 1 1 1
Difference 0 +1 -4 +3 +3 +1 +3 +3 +3
Rank 2 3 5 2 2 3 2 2 2
GDE3
Wins 1 0 0 1 1 0 0 0 0
Losses 1 5 4 3 4 5 5 5 4
Difference 0 -5 -4 -2 -3 -5 -5 -5 -4
Rank 2 6 5 4 5 6 6 6 6
KnPSO
Wins 1 1 2 3 3 4 3 2 3
Losses 1 4 3 2 2 1 2 2 2
Difference 0 -3 -1 +1 +1 +3 +1 0 +1
Rank 2 5 4 3 3 2 3 3 3
SMPSO
Wins 1 2 3 0 0 2 1 1 1
Losses 1 3 2 4 5 3 3 4 3
Difference 0 -1 +1 -4 -5 -1 -2 -3 -2
Rank 2 4 3 6 6 4 4 5 4
KnEA
Wins 5 4 4 5 5 5 5 5 5
Losses 0 1 1 0 0 0 0 0 0
Difference +5 +3 +3 +5 +5 +5 +5 +5 +5
Rank 1 2 2 1 1 1 1 1 1
NSGA-II
Wins 0 5 5 0 2 1 1 2 0
Losses 5 0 0 3 3 4 3 2 3
Difference -5 +5 +5 -3 -1 -3 -2 0 -3
Rank 6 1 1 5 4 5 4 3 5
Table 7.8: Hypervolume Rank Summary Using 30 Decision Variables, 8 Objectives
Algorithm
Measure KnDE GDE3 KnPSO SMPSO KnEA NSGA-II
Mean 2.556 5.111 3.111 4.222 1.222 3.778
Standard Deviation 0.956 1.286 0.875 1.227 0.416 1.685
Maximum 5.0 6.0 5.0 6.0 2.0 6.0
Minimum 2.0 2.0 2.0 2.0 1.0 1.0
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Table 7.9: Mann-Whitney Wins and Losses For The Hypervolume Metric Using 30
Decision Variables, 10 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
KnDE
Wins 1 3 0 4 4 2 4 4 4
Losses 1 2 4 1 1 2 1 1 1
Difference 0 +1 -4 +3 +3 0 +3 +3 +3
Rank 2 3 6 2 2 3 2 2 2
GDE3
Wins 1 0 1 1 1 0 0 0 0
Losses 1 5 3 3 4 5 5 5 5
Difference 0 -5 -2 -2 -3 -5 -5 -5 -5
Rank 2 6 4 4 5 6 6 6 6
KnPSO
Wins 0 1 3 3 3 4 3 2 3
Losses 1 4 2 2 2 1 2 2 2
Difference -1 -3 +1 +1 +1 +3 +1 0 +1
Rank 4 5 3 3 3 2 3 3 3
SMPSO
Wins 0 2 4 0 0 2 1 1 2
Losses 1 3 1 3 5 2 3 4 3
Difference -1 -1 +3 -3 -5 0 -2 -3 -1
Rank 4 4 2 5 6 3 4 5 4
KnEA
Wins 5 5 0 5 5 5 5 5 5
Losses 0 0 3 0 0 0 0 0 0
Difference +5 +5 -3 +5 +5 +5 +5 +5 +5
Rank 1 1 5 1 1 1 1 1 1
NSGA-II
Wins 0 4 5 0 2 1 1 2 1
Losses 3 1 0 4 3 4 3 2 4
Difference -3 +3 +5 -4 -1 -3 -2 0 -3
Rank 6 2 1 6 4 5 4 3 5
Table 7.10: Hypervolume Rank Summary Using 30 Decision Variables, 10 Objectives
Algorithm
Measure KnDE GDE3 KnPSO SMPSO KnEA NSGA-II
Mean 2.667 5.0 3.222 4.111 1.444 4.0
Standard Deviation 1.247 1.333 0.786 1.1 1.257 1.633
Maximum 6.0 6.0 5.0 6.0 5.0 6.0
Minimum 2.0 2.0 2.0 2.0 1.0 1.0
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Figure 7.1: Ranking of hypervolume metric vs. number of objectives for the WFG1
problem
Figure 7.2: Ranking of hypervolume metric vs. number of objectives for the WFG2
problem
Figure 7.3: Ranking of hypervolume metric vs. number of objectives for the WFG3
problem
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Figure 7.4: Ranking of hypervolume metric vs. number of objectives for the WFG4
problem
Figure 7.5: Ranking of hypervolume metric vs. number of objectives for the WFG5
problem
Figure 7.6: Ranking of hypervolume metric vs. number of objectives for the WFG6
problem
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Figure 7.7: Ranking of hypervolume metric vs. number of objectives for the WFG7
problem
Figure 7.8: Ranking of hypervolume metric vs. number of objectives for the WFG8
problem
Figure 7.9: Ranking of hypervolume metric vs. number of objectives for the WFG9
problem
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7.2 Inverted Generational Distance
Results of each algorithm over an increasing number of objectives with respect to
the IGD metric is given in Tables 7.11-7.20. For the two, four and six objective test
instances in Tables 7.11, 7.13 and 7.15, respectively, knee points seem to provide a
significant performance boost for the PSO approach. In each of these tables, KnPSO
obtains a better mean ranking than SMPSO, indicating that the inclusion of knee
points were useful even for a low number of objectives. This observation was not the
case for the evolutionary algorithms, as NSGA-II actually outperformed KnEA and
KnDE performed marginally better than GDE3 in each case. When the number of
objectives were increased past six, viewable in Figures 7.17-7.20, the knee point ap-
proaches each experienced much better rankings overall. For these eight objective test
instances in Table 7.18, KnPSO yielded the best overall mean ranking of 2.111, while
KnDE and KnEA both ranked approximately third overall on average. Regarding the
ten objective test instance in Table 7.20, each knee-driven algorithm outperformed
its non-knee counterpart, with the KnEA algorithm possessing the best mean rank
of 2.444.
Examining Tables 7.11-7.20, one will observe that the overall performance of the
KnEA algorithm is worse than its hypervolume performance in Section 7.1. KnEA
obtained a higher mean rank than KnPSO for the six and eight objective test in-
stances in Tables 7.16 and 7.18, respectively. Additionally, for the experiments where
the number of objectives was set to ten (Table 7.20), KnEA only marginally out-
performs KnPSO with a mean rank of 2.444. The performance disparity between
the hypervolume and IGD values indicates that KnEA may cover a large region of
the search space, however only a portion of the covered region is close to the true
Pareto-optimal front.
The IGD ranks of each algorithm on WFG1-WFG9 are displayed in Figures
7.10-7.18, respectively. For the WFG1 funtion, displayed in Figure 7.10, the perfor-
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mance of the KnEA algorithm is exceptionally good. When the number of objectives
were six or greater, KnEA outperformed all other algorithms for WFG1. Regarding
the WFG3 function (Figure 7.12), which is the connected version of WFG2, the GAs
performed very well, with NSGA-II scaling best overall. The GAs also obtained the
best IGD values for the non-separable WFG6 function and the parameter-dependent
WFG7 problem, with the KnEA algorithm scaling best overall. Another notable
observation was present for the WFG4 function, namely that the DE optimizers
struggled to produce satisfactory IGD values as the number of objectives grew. Since
WFG4 is multi-modal and possesses large “hills” which easily deceive MOOS, it is
likely that both KnDE and GDE3 became trapped in a local minima at an early
stage of the search. For the deceptive WFG5 problem and the non-separable WFG9
problem in Figures 7.14 and 7.18, respectively, the PSO algorithms were the highest
performing approaches. The KnPSO algorithm produced the best overall IGD metric
values for each of these functions.
In summary, results of the IGD experiments performed suggest that the utiliza-
tion of knee points is a formidable solution for improving the performance of Pareto
optimizers on MaOPs. Incorporating knee points during optimization aided in pro-
ducing higher IGD metric values, indicative of better selection pressure towards the
Pareto-optimal front. Thus, each knee-driven algorithm was able to obtain a better
spread of solutions and convergence to the true front.
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Table 7.11: Mann-Whitney Wins and Losses For The IGD Metric Using 30 Decision
Variables, 2 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
KnDE
Wins 4 2 5 2 3 3 3 3 0
Losses 0 0 0 2 2 1 0 1 5
Difference +4 +2 +5 0 +1 +2 +3 +2 -5
Rank 1 1 1 3 3 2 1 2 6
GDE3
Wins 4 2 3 2 4 3 2 3 1
Losses 0 0 2 2 1 1 3 1 4
Difference +4 +2 +1 0 +3 +2 -1 +2 -3
Rank 1 1 3 3 2 2 4 2 5
KnPSO
Wins 3 1 1 1 5 5 1 0 5
Losses 2 4 3 4 0 0 4 3 0
Difference +1 -3 -2 -3 +5 +5 -3 -3 +5
Rank 3 5 4 5 1 1 5 5 1
SMPSO
Wins 2 0 0 0 0 0 0 5 4
Losses 3 5 5 5 5 5 5 0 1
Difference -1 -5 -5 -5 -5 -5 -5 +5 +3
Rank 4 6 6 6 6 6 6 1 2
KnEA
Wins 0 2 4 4 2 1 3 0 2
Losses 5 0 1 0 3 3 0 4 2
Difference -5 +2 +3 +4 -1 -2 +3 -4 0
Rank 6 1 2 1 4 4 1 6 3
NSGA-II
Wins 1 2 1 4 1 1 3 1 2
Losses 4 0 3 0 4 3 0 3 2
Difference -3 +2 -2 +4 -3 -2 +3 -2 0
Rank 5 1 4 1 5 4 1 4 3
Table 7.12: IGD Rank Summary Using 30 Decision Variables, 2 Objectives
Algorithm
Measure KnDE GDE3 KnPSO SMPSO KnEA NSGA-II
Mean 2.222 2.556 3.333 4.778 3.111 3.111
Standard Deviation 1.548 1.257 1.872 1.764 1.912 1.595
Maximum 6.0 5.0 6.0 5.0 6.0 5.0
Minimum 1.0 1.0 1.0 1.0 1.0 1.0
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Table 7.13: Mann-Whitney Wins and Losses For The IGD Metric Using 30 Decision
Variables, 4 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
KnDE
Wins 5 4 1 2 4 3 4 2 3
Losses 0 1 3 2 0 2 0 2 1
Difference +5 +3 -2 0 +4 +1 +4 0 +2
Rank 1 2 4 3 1 3 1 3 2
GDE3
Wins 4 0 0 1 3 0 1 2 3
Losses 1 5 5 3 2 5 4 2 1
Difference +3 -5 -5 -2 +1 -5 -3 0 +2
Rank 2 6 6 5 3 6 5 3 2
KnPSO
Wins 3 3 3 4 0 2 2 4 1
Losses 2 2 2 0 4 3 2 0 3
Difference +1 +1 +1 +4 -4 -1 0 +4 -2
Rank 3 3 3 1 5 4 3 1 4
SMPSO
Wins 2 1 1 0 0 1 0 0 0
Losses 3 4 3 5 4 4 5 5 5
Difference -1 -3 -2 -5 -4 -3 -5 -5 -5
Rank 4 5 4 6 5 5 6 6 6
KnEA
Wins 1 5 5 1 2 4 2 1 1
Losses 4 0 0 2 3 0 2 4 3
Difference -3 +5 +5 -1 -1 +4 0 -3 -2
Rank 5 1 1 4 4 1 3 5 4
NSGA-II
Wins 0 2 4 4 4 4 4 4 5
Losses 5 3 1 0 0 0 0 0 0
Difference -5 -1 +3 +4 +4 +4 +4 +4 +5
Rank 6 4 2 1 1 1 1 1 1
Table 7.14: IGD Rank Summary Using 30 Decision Variables, 4 Objectives
Algorithm
Measure KnDE GDE3 KnPSO SMPSO KnEA NSGA-II
Mean 2.222 4.222 3.0 5.222 3.111 2.0
Standard Deviation 1.03 1.618 0.786 1.247 1.595 1.7
Maximum 4.0 6.0 6.0 5.0 5.0 6.0
Minimum 1.0 2.0 4.0 1.0 1.0 1.0
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Table 7.15: Mann-Whitney Wins and Losses For The IGD Metric Using 30 Decision
Variables, 6 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
KnDE
Wins 3 3 0 1 2 3 2 2 5
Losses 1 1 5 2 2 2 3 3 0
Difference +2 +2 -5 -1 0 +1 -1 -1 +5
Rank 2 2 6 3 4 3 4 4 1
GDE3
Wins 3 0 1 0 3 0 3 4 0
Losses 1 4 4 3 0 3 2 1 5
Difference +2 -4 -3 -3 +3 -3 +1 +3 -5
Rank 2 5 5 6 2 4 3 2 6
KnPSO
Wins 2 2 3 5 4 5 4 5 1
Losses 3 3 2 0 0 0 0 0 3
Difference -1 -1 +1 +5 +4 +5 +4 +5 -2
Rank 4 4 3 1 1 1 1 1 5
SMPSO
Wins 1 0 2 0 1 0 1 1 1
Losses 4 4 3 2 4 3 4 4 1
Difference -3 -4 -1 -2 -3 -3 -3 -3 0
Rank 5 5 4 4 5 4 5 5 4
KnEA
Wins 5 5 5 0 0 0 0 0 2
Losses 0 0 0 2 5 3 5 5 1
Difference +5 +5 +5 -2 -5 -3 -5 -5 +1
Rank 1 1 1 4 6 4 6 6 2
NSGA-II
Wins 0 3 4 4 2 4 4 3 2
Losses 5 1 1 1 1 1 0 2 1
Difference -5 +2 +3 +3 +1 +3 +4 +1 +1
Rank 6 2 2 2 3 2 1 3 2
Table 7.16: IGD Rank Summary Using 30 Decision Variables, 6 Objectives
Algorithm
Measure KnDE GDE3 KnPSO SMPSO KnEA NSGA-II
Mean 3.222 3.889 2.333 4.556 3.444 2.556
Standard Deviation 1.397 1.595 0.497 1.563 2.114 1.343
Maximum 6.0 6.0 5.0 5.0 6.0 6.0
Minimum 1.0 2.0 4.0 1.0 1.0 1.0
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Table 7.17: Mann-Whitney Wins and Losses For The IGD Metric Using 30 Decision
Variables, 8 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
KnDE
Wins 3 3 0 1 2 3 2 1 5
Losses 1 2 5 4 0 2 2 3 0
Difference +2 +1 -5 -3 +2 +1 0 -2 +5
Rank 2 3 6 5 1 3 3 4 1
GDE3
Wins 3 0 1 0 2 1 1 4 0
Losses 1 5 4 5 0 4 3 1 4
Difference +2 -5 -3 -5 +2 -3 -2 +3 -4
Rank 2 6 5 6 1 5 5 2 6
KnPSO
Wins 2 2 3 3 2 5 5 5 1
Losses 3 3 2 0 0 0 0 0 2
Difference -1 -1 +1 +3 +2 +5 +5 +5 -1
Rank 4 4 3 1 1 1 1 1 3
SMPSO
Wins 1 1 2 3 1 2 1 1 0
Losses 4 4 3 0 4 3 2 3 2
Difference -3 -3 -1 +3 -3 -1 -1 -2 -2
Rank 5 5 4 1 5 4 4 4 5
KnEA
Wins 5 5 4 3 0 0 0 0 4
Losses 0 0 0 0 5 5 5 5 1
Difference +5 +5 +4 +3 -5 -5 -5 -5 +3
Rank 1 1 1 1 6 6 6 6 2
NSGA-II
Wins 0 4 4 2 2 4 4 3 1
Losses 5 1 0 3 0 1 1 2 2
Difference -5 +3 +4 -1 +2 +3 +3 +1 -1
Rank 6 2 1 4 1 2 2 3 3
Table 7.18: IGD Rank Summary Using 30 Decision Variables, 8 Objectives
Algorithm
Measure KnDE GDE3 KnPSO SMPSO KnEA NSGA-II
Mean 3.111 4.222 2.111 4.111 3.333 2.667
Standard Deviation 1.595 1.872 1.197 1.286 2.404 1.491
Maximum 6.0 6.0 5.0 4.0 6.0 6.0
Minimum 1.0 1.0 1.0 1.0 1.0 1.0
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Table 7.19: Mann-Whitney Wins and Losses For The IGD Metric Using 30 Decision
Variables, 10 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
KnDE
Wins 3 3 0 1 0 1 1 4 0
Losses 1 0 5 4 3 4 3 0 5
Difference +2 +3 -5 -3 -3 -3 -2 +4 -5
Rank 2 1 6 5 4 5 4 1 6
GDE3
Wins 3 1 1 0 0 0 0 4 1
Losses 1 3 4 5 3 5 5 0 2
Difference +2 -2 -3 -5 -3 -5 -5 +4 -1
Rank 2 4 5 6 4 6 6 1 5
KnPSO
Wins 2 2 3 4 5 2 3 2 4
Losses 3 2 2 0 0 2 2 3 0
Difference -1 0 +1 +4 +5 0 +1 -1 +4
Rank 4 3 3 1 1 3 3 4 1
SMPSO
Wins 1 1 2 2 4 2 1 3 2
Losses 4 3 3 2 1 2 3 2 1
Difference -3 -2 -1 0 +3 0 -2 +1 +1
Rank 5 4 4 3 2 3 4 3 2
NSGA-II
Wins 0 3 5 2 0 4 4 0 1
Losses 5 0 0 2 3 1 1 4 0
Difference -5 +3 +5 0 -3 +3 +3 -4 +1
Rank 6 1 1 3 4 2 2 5 2
KnEA
Wins 5 0 4 4 3 5 5 0 1
Losses 0 2 1 0 2 0 0 4 1
Difference +5 -2 +3 +4 +1 +5 +5 -4 0
Rank 1 4 2 1 3 1 1 5 4
Table 7.20: IGD Rank Summary Using 30 Decision Variables, 10 Objectives
Algorithm
Measure KnDE GDE3 KnPSO SMPSO KnEA NSGA-II
Mean 3.778 4.333 2.556 3.333 2.444 2.889
Standard Deviation 1.872 1.7 1.165 0.943 1.663 1.499
Maximum 6.0 6.0 4.0 5.0 6.0 5.0
Minimum 1.0 1.0 1.0 2.0 1.0 1.0
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Figure 7.10: Ranking of IGD metric vs. number of objectives for the WFG1 problem
Figure 7.11: Ranking of IGD metric vs. number of objectives for the WFG2 problem
Figure 7.12: Ranking of IGD metric vs. number of objectives for the WFG3 problem
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Figure 7.13: Ranking of IGD metric vs. number of objectives for the WFG4 problem
Figure 7.14: Ranking of IGD metric vs. number of objectives for the WFG5 problem
Figure 7.15: Ranking of IGD metric vs. number of objectives for the WFG6 problem
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Figure 7.16: Ranking of IGD metric vs. number of objectives for the WFG7 problem
Figure 7.17: Ranking of IGD metric vs. number of objectives for the WFG8 problem
Figure 7.18: Ranking of IGD metric vs. number of objectives for the WFG9 problem
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Figure 7.19: Sample Pareto front produced by GDE3 on WFG1.
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Figure 7.20: Sample Pareto front produced by SMPSO on WFG1.
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Figure 7.21: Sample Pareto front produced by NSGA-II on WFG1.
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Figure 7.22: Sample Pareto front produced by KnDE on WFG1.
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Figure 7.23: Sample Pareto front produced by KnPSO on WFG1.
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Figure 7.24: Sample Pareto front produced by KnEA on WFG1.
Chapter 8
Objective Scalability Experiments
This chapter presents a set of experiments analyzing the scalability of each algorithm
as the number of objectives grow. Section 8.1 consists of analyzing algorithm per-
formance with regards to the hypervolume metric. In Section 8.2, the IGD metric
performance of each algorithm is discussed.
8.1 Hypervolume
Results of hypervolume metric performance over an increasing number of objectives is
presented for each algorithm in Tables 8.1-8.10. Regarding the bi-objective problems
in Table 8.2, the MOEA/D algorithm performed best with a mean rank of 2.222.
Here, both KnDE and KnPSO performed notably bad with mean ranks of 5.778
and 4.556, respectively. One should note that the minimum rank of both algorithms
were greater than 1.0, indicating that neither was the best performing algorithm for
any of the WFG problems. For the test instances where the number of objectives
were greater than two, i.e., Tables 8.3-8.10, the KnEA algorithm obtained the best
mean hypervolume rank in all cases. KnEA frequently outperformed all other algo-
rithms, winning 198/216 total comparisons for these tables. The decomposition-based
MOEA/D and SrEA/D algorithms performed second and third best for all instances in
Tables 8.3-8.10, obtaining slightly worse hypervolume ranks in comparison to KnEA.
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It is quite clear that KnEA, MOEA/D and SrEA/D scale significantly better in com-
parison to all other algorithms with respect to hypervolume performance. A notable
observation is the low standard deviation of the ranks seen for the MOEA/D algo-
rithm, especially for the ten objective case seen in Table 8.10 where the standard
deviation was 0.685. This observation indicates that the MOEA/D algorithm per-
formed quite consistently, responding well to the unique difficulties of each WFG
problem presented.
The overall worst performing algorithm is CDAS-SMPSO, as it obtained the high-
est hypervolume ranks on average for the four, eight and ten objective instances,
viewable in Tables 8.4, 8.8 and 8.10, respectively. The KnDE algorithm performed
notably bad when the number of objectives were low, experiencing its lowest mean
values of 5.778, 6.0 and 5.0 for the two, four and six objective cases. When the number
of objectives were increased past six, KnPSO experienced worse mean hypervolume
ranks than KnDE, possessing an average of 4.667 and 4.889 for the eight and ten
objective instances in Tables 8.8 and 8.10, respectively.
Figures 8.1-8.9 present a visualization of algorithmic performance on each WFG
function as the number of objectives grow. Analyzing these figures, one will observe
that KnEA was the best performing algorithm for all problems except the WFG3 func-
tion (Figure 8.3), which possesses a linear and degenerate landscape. Both KnDE
and KnPSO also experienced difficulties on WFG3, supporting the conclusion made
in Section 7.1 which stated that the hypervolume performance of knee approaches
degrade in the presence of the degenerate linear function landscapes. We also note
that KnPSO exhibited notably poor performance on WFG2, WFG3 and WFG5 as ev-
idenced by Figures 8.2, 8.3 and 8.5 respectively. Concerning the decomposition-based
approaches, which are NSGA-III, SrEA/D and MOEA/D, several WFG functions
in particular seemed to respond very well to decomposition, namely WFG2, WFG7
and WFG9. NSGA-III and MOEA/D were especially effective for the non-separable
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WFG2 function, whose Pareto-optimal front consists of several disconnected convex
segments.
In conclusion, it is quite clear that the KnEA algorithm performs best in terms
of the hypervolume metric as the number of objectives increase. The next best algo-
rithms were MOEA/D and SrEA/D, who each experienced marginally worse mean
rankings than KnEA in most instances. We note that the decomposition approach
of MOEA/D seemed to perform quite consistently for all functions, leading one to
conclude that its hypervolume performance was not degraded by any particular func-
tion landscape. Performance of CDAS-SMPSO, KnDE and KnPSO was subpar in
comparison to the other algorithms.
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Table 8.1: Mann-Whitney Wins and Losses For The Hypervolume Metric Using 30
Decision Variables, 2 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 0 0 3 3 2 1 1 1 0
Losses 6 3 3 2 0 3 4 3 3
Difference -6 -3 0 +1 +2 -2 -3 -2 -3
Rank 7 4 4 3 2 5 6 4 5
MOEA/D
Wins 4 0 4 5 4 3 5 4 1
Losses 1 3 1 0 0 1 1 1 2
Difference +3 -3 +3 +5 +4 +2 +4 +3 -1
Rank 2 4 2 1 1 2 2 2 4
KnDE
Wins 1 0 0 2 1 0 0 0 3
Losses 5 3 6 4 3 5 6 6 2
Difference -4 -3 -6 -2 -2 -5 -6 -6 +1
Rank 6 4 7 5 6 7 7 7 3
KnPSO
Wins 2 4 1 0 0 0 1 4 5
Losses 3 2 5 5 6 4 3 1 1
Difference -1 +2 -4 -5 -6 -4 -2 +3 +4
Rank 4 3 6 6 7 6 5 2 2
SrEA/D
Wins 6 6 6 3 1 6 6 1 0
Losses 0 0 0 2 1 0 0 3 4
Difference +6 +6 +6 +1 0 +6 +6 -2 -4
Rank 1 1 1 3 4 1 1 4 7
CDAS-SMPSO
Wins 2 5 2 0 1 2 2 6 6
Losses 3 1 4 5 1 1 2 0 0
Difference -1 +4 -2 -5 0 +1 0 +6 +6
Rank 4 2 5 6 4 4 4 1 1
KnEA
Wins 4 0 4 5 2 3 3 1 0
Losses 1 3 1 0 0 1 2 3 3
Difference +3 -3 +3 +5 +2 +2 +1 -2 -3
Rank 2 4 2 1 2 2 3 4 5
Table 8.2: Hypervolume Rank Summary Using 30 Decision Variables, 2 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 4.444 2.222 5.778 4.556 2.556 3.444 2.778
Standard Deviation 1.423 1.03 1.397 1.771 2.006 1.641 1.227
Maximum 7.0 4.0 7.0 7.0 7.0 6.0 5.0
Minimum 2.0 1.0 3.0 2.0 1.0 1.0 1.0
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Table 8.3: Mann-Whitney Wins and Losses For The Hypervolume Metric Using 30
Decision Variables, 4 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 0 2 3 2 4 3 3 1 4
Losses 6 2 2 3 2 2 3 3 1
Difference -6 0 +1 -1 +2 +1 0 -2 +3
Rank 7 3 3 4 3 3 4 5 2
MOEA/D
Wins 5 1 6 4 5 1 5 5 3
Losses 1 3 0 1 1 4 1 0 3
Difference +4 -2 +6 +3 +4 -3 +4 +5 0
Rank 2 6 1 2 2 5 2 1 4
KnDE
Wins 1 0 1 0 2 0 1 0 0
Losses 5 6 4 6 4 6 5 6 4
Difference -4 -6 -3 -6 -2 -6 -4 -6 -4
Rank 6 7 5 7 5 7 6 7 6
KnPSO
Wins 3 2 0 2 1 5 2 2 1
Losses 3 2 6 3 5 1 4 3 4
Difference 0 0 -6 -1 -4 +4 -2 -1 -3
Rank 4 3 7 4 6 2 5 4 5
SrEA/D
Wins 4 6 3 4 3 1 4 4 4
Losses 2 0 2 1 3 4 2 2 1
Difference +2 +6 +1 +3 0 -3 +2 +2 +3
Rank 3 1 3 2 4 5 3 3 2
CDAS-SMPSO
Wins 2 1 1 1 0 3 0 1 0
Losses 4 2 4 5 6 2 6 4 5
Difference -2 -1 -3 -4 -6 +1 -6 -3 -5
Rank 5 5 5 6 7 3 7 6 7
KnEA
Wins 6 4 5 6 6 6 6 5 6
Losses 0 1 1 0 0 0 0 0 0
Difference +6 +3 +4 +6 +6 +6 +6 +5 +6
Rank 1 2 2 1 1 1 1 1 1
Table 8.4: Hypervolume Rank Summary Using 30 Decision Variables, 4 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 3.778 2.778 6.0 4.444 2.889 5.667 1.222
Standard Deviation 1.397 1.685 1.247 1.423 1.286 1.247 0.416
Maximum 7.0 6.0 7.0 7.0 5.0 7.0 2.0
Minimum 2.0 1.0 3.0 2.0 1.0 3.0 1.0
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Table 8.5: Mann-Whitney Wins and Losses For The Hypervolume Metric Using 30
Decision Variables, 6 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 0 0 0 2 4 3 1 4 3
Losses 6 5 5 4 2 2 3 2 2
Difference -6 -5 -5 -2 +2 +1 -2 +2 +1
Rank 7 6 6 5 3 3 4 3 3
MOEA/D
Wins 5 2 5 5 5 3 5 5 3
Losses 1 0 0 1 1 2 1 1 2
Difference +4 +2 +5 +4 +4 +1 +4 +4 +1
Rank 2 3 1 2 2 3 2 2 3
KnDE
Wins 1 2 0 0 2 0 1 1 1
Losses 5 2 5 5 4 6 3 5 4
Difference -4 0 -5 -5 -2 -6 -2 -4 -3
Rank 6 5 6 6 5 7 4 6 5
KnPSO
Wins 2 0 2 3 1 5 1 2 1
Losses 2 5 4 3 5 1 3 4 4
Difference 0 -5 -2 0 -4 +4 -2 -2 -3
Rank 3 6 5 4 6 2 4 5 5
SrEA/D
Wins 2 4 5 4 3 1 4 3 5
Losses 2 0 0 2 3 4 2 3 1
Difference 0 +4 +5 +2 0 -3 +2 0 +4
Rank 3 1 1 3 4 5 3 4 2
CDAS-SMPSO
Wins 2 2 3 0 0 1 0 0 0
Losses 2 1 3 5 6 4 6 6 6
Difference 0 +1 0 -5 -6 -3 -6 -6 -6
Rank 3 4 4 6 7 5 7 7 7
KnEA
Wins 6 3 4 6 6 6 6 6 6
Losses 0 0 2 0 0 0 0 0 0
Difference +6 +3 +2 +6 +6 +6 +6 +6 +6
Rank 1 2 3 1 1 1 1 1 1
Table 8.6: Hypervolume Rank Summary Using 30 Decision Variables, 6 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 4.444 2.222 5.556 4.444 2.889 5.556 1.333
Standard Deviation 1.499 0.629 1.633 1.257 1.423 1.499 0.667
Maximum 7.0 3.0 7.0 6.0 6.0 7.0 3.0
Minimum 3.0 1.0 1.0 2.0 1.0 3.0 1.0
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Table 8.7: Mann-Whitney Wins and Losses For The Hypervolume Metric Using 30
Decision Variables, 8 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 0 0 3 2 2 1 1 4 3
Losses 6 5 3 4 3 3 3 1 3
Difference -6 -5 0 -2 -1 -2 -2 +3 0
Rank 7 6 4 5 4 4 4 2 4
MOEA/D
Wins 4 3 4 5 5 1 4 4 4
Losses 1 1 1 1 1 3 1 1 1
Difference +3 +2 +3 +4 +4 -2 +3 +3 +3
Rank 2 2 2 2 2 4 2 2 2
KnDE
Wins 4 3 0 0 2 0 1 1 2
Losses 1 1 6 5 3 6 3 5 4
Difference +3 +2 -6 -5 -1 -6 -2 -4 -2
Rank 2 2 7 6 4 7 4 6 5
KnPSO
Wins 1 0 1 3 1 5 1 2 1
Losses 3 5 4 3 5 1 3 4 5
Difference -2 -5 -3 0 -4 +4 -2 -2 -4
Rank 4 6 5 4 6 2 4 5 6
SrEA/D
Wins 1 3 6 4 4 1 4 3 4
Losses 3 1 0 2 2 3 1 3 1
Difference -2 +2 +6 +2 +2 -2 +3 0 +3
Rank 4 2 1 3 3 4 2 4 2
CDAS-SMPSO
Wins 1 2 1 0 0 4 0 0 0
Losses 3 4 4 5 6 2 6 6 6
Difference -2 -2 -3 -5 -6 +2 -6 -6 -6
Rank 4 5 5 6 7 3 7 7 7
KnEA
Wins 6 6 4 6 6 6 6 6 6
Losses 0 0 1 0 0 0 0 0 0
Difference +6 +6 +3 +6 +6 +6 +6 +6 +6
Rank 1 1 2 1 1 1 1 1 1
Table 8.8: Hypervolume Rank Summary Using 30 Decision Variables, 8 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 4.444 2.222 4.778 4.667 2.778 5.667 1.111
Standard Deviation 1.343 0.629 1.969 1.247 1.499 1.414 0.314
Maximum 7.0 4.0 7.0 6.0 7.0 7.0 2.0
Minimum 2.0 2.0 1.0 2.0 2.0 3.0 1.0
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Table 8.9: Mann-Whitney Wins and Losses For The Hypervolume Metric Using 30
Decision Variables, 10 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 2 4 5 1 3 1 3 4 5
Losses 2 1 1 4 2 5 3 1 1
Difference 0 +3 +4 -3 +1 -4 0 +3 +4
Rank 4 2 2 5 3 6 4 2 2
MOEA/D
Wins 3 4 4 5 5 3 4 4 1
Losses 2 1 2 1 1 2 1 1 3
Difference +1 +3 +2 +4 +4 +1 +3 +3 -2
Rank 3 2 3 2 2 3 2 2 4
KnDE
Wins 5 3 0 0 2 0 1 0 0
Losses 0 3 5 6 4 6 4 5 6
Difference +5 0 -5 -6 -2 -6 -3 -5 -6
Rank 1 4 6 7 5 7 5 6 7
KnPSO
Wins 0 0 2 3 1 5 1 2 1
Losses 4 6 4 3 5 1 4 4 3
Difference -4 -6 -2 0 -4 +4 -3 -2 -2
Rank 6 7 5 4 6 2 5 5 4
SrEA/D
Wins 0 2 6 4 3 2 4 3 4
Losses 3 4 0 2 2 2 1 3 2
Difference -3 -2 +6 +2 +1 0 +3 0 +2
Rank 5 5 1 3 3 4 2 4 3
CDAS-SMPSO
Wins 0 1 3 1 0 2 0 0 1
Losses 4 5 3 4 6 3 6 5 3
Difference -4 -4 0 -3 -6 -1 -6 -5 -2
Rank 6 6 4 5 7 5 7 6 4
KnEA
Wins 5 6 0 6 6 6 6 6 6
Losses 0 0 5 0 0 0 0 0 0
Difference +5 +6 -5 +6 +6 +6 +6 +6 +6
Rank 1 1 6 1 1 1 1 1 1
Table 8.10: Hypervolume Rank Summary Using 30 Decision Variables, 10 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 3.333 2.556 5.333 4.889 3.333 5.556 1.556
Standard Deviation 1.414 0.685 2.25 1.37 1.197 1.066 1.571
Maximum 6.0 4.0 7.0 7.0 6.0 7.0 6.0
Minimum 2.0 2.0 1.0 2.0 2.0 4.0 1.0
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Figure 8.1: Ranking of hypervolume metric vs. number of objectives for the WFG1
problem
Figure 8.2: Ranking of hypervolume metric vs. number of objectives for the WFG2
problem
Figure 8.3: Ranking of hypervolume metric vs. number of objectives for the WFG3
problem
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Figure 8.4: Ranking of hypervolume metric vs. number of objectives for the WFG4
problem
Figure 8.5: Ranking of hypervolume metric vs. number of objectives for the WFG5
problem
Figure 8.6: Ranking of hypervolume metric vs. number of objectives for the WFG6
problem
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Figure 8.7: Ranking of hypervolume metric vs. number of objectives for the WFG7
problem
Figure 8.8: Ranking of hypervolume metric vs. number of objectives for the WFG8
problem
Figure 8.9: Ranking of hypervolume metric vs. number of objectives for the WFG9
problem
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8.2 Inverted Generational Distance
IGD metric results over an increasing number of objectives are presented for each
algorithm in Tables 8.11-8.21. For the bi-objective test instances in Table 8.12, the
evolutionary knee-driven approach fared best, as KnDE and KnEA tied for the lowest
mean ranking with a value of 2.889. We note that SrEA/D, MOEA/D and NSGA-III
each possessed poor performance, indicating that the decomposition-based approach
was ineffective for the low number of objectives encountered here. However, for test
instances where the number of objectives was greater than two, the decomposition
algorithms performed much more promisingly. Specifically, for the four, six, eight
and ten objective cases in Tables 8.13-8.20, the SrEA/D algorithm possessed the best
mean rank of 2.0, 2.222, 2.778 and 2.667, respectively. In these instances, SrEA/D
produced a set of well-spread solutions that converged better to the Pareto-optimal
front than the other tested CIMOOS. The MOEA/D algorithm scaled very well in
general, as its mean rank increased from 4.778 for the four objective instances (Table
8.14) to 2.778 for the ten objective cases (Table 8.20). We also note that the maximum
rank of MOEA/D was the best among all algorithms when six or more objectives were
employed, which in combination with low standard deviation values is indicative of
generally consistent performance. The NSGA-III algorithm was the worst performing
decomposition-based optimizer when the number of objectives were high, possessing
a mean rank of 4.556 for the ten objective MaOPs in Table 8.20.
Analyzing performance of the knee-driven algorithms, one will observe that the
IGD metric performance of KnEA was much less satisfactory than its hypervolume
performance in Section 8.1. KnEA obtained a desirable mean rank of 2.889 for the
bi-objective instances in Table 8.12, however as the number of objectives increased
the IGD metric performance of KnEA waned. When the number of objectives were
increased to six, KnEA experienced significant performance degradation as evidenced
by its poor mean rank of 4.778 in Table 8.16. From the difference in performance be-
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tween the produced hypervolume and IGD metric values, we hypothesize that KnEA
covers a larger region of the search, albeit with large gaps in the produced front.
Performance of KnDE and KnPSO was also quite mediocre overall for all but the
bi-objective MOPs. KnPSO experienced its worst mean rank of 5.111 for the four
objective test instances in Table 8.14, whereas KnDE performed worst with an av-
erage ranking of 5.222 when eight objectives were employed in Table 8.18. However,
for the ten objective MaOPs in Table 8.20, the mean rank of KnPSO improves to
3.778. KnPSO seems to exhibit the potential to scale well, thus we encourage further
analysis on its scalability in instances where more than ten objective are employed.
In Figures 8.10-8.18, the rank of each algorithm is displayed for problems WFG1-WFG,
respectively. Given in Figure 8.10, the KnEA algorithm performs best for the WFG1
function as the number of objectives increase. One should note that this observation
was also present for the hypervolume experiments in Section 8.1, thus we conclude
that KnEA is adept at converging well while simultaneously maintaining a desirable
solution spread when presented with the flat, polynomial bias encountered in WFG1.
The other evolutionary knee-driven algorithm, KnDE, seemed to experience signifi-
cantly more difficulty for many problem instances, namely the WFG3, WFG4, WFG5
and WFG9 functions as evidenced by Figures 8.12, 8.13, 8.14 and 8.18, respectively.
For the CDAS-SMPSO algorithm, Figures 8.10-8.18 carry a general trend in that
mean ranking increases as the number of objectives grow larger. For problems WFG2,
WFG4 and WFG6-9 CDAS-SMPSO possessed the worst rank overall when the num-
ber of objectives were ten, given in Figures 8.11, 8.13 and 8.15-8.18, respectively. An-
other notable observation is viewable in Figure 8.18, where the decomposition-based
optimizers outperformed all other algorithms on the challenging WFG9 problem,
which is non-separable and contains parameter dependencies.
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Table 8.11: Mann-Whitney Wins and Losses For The IGD Metric Using 30 Decision
Variables, 2 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 1 3 3 5 0 1 3 3 1
Losses 5 0 2 1 4 5 3 3 4
Difference -4 +3 +1 +4 -4 -4 0 0 -3
Rank 6 3 3 2 5 6 4 4 6
MOEA/D
Wins 3 2 3 3 3 2 3 0 2
Losses 1 3 2 2 3 3 2 6 2
Difference +2 -1 +1 +1 0 -1 +1 -6 0
Rank 2 5 3 3 4 4 3 7 3
KnDE
Wins 6 2 6 2 5 5 5 4 0
Losses 0 2 0 4 1 1 0 2 4
Difference +6 0 +6 -2 +4 +4 +5 +2 -4
Rank 1 4 1 5 2 2 1 3 7
KnPSO
Wins 3 4 0 0 0 4 0 5 5
Losses 1 0 6 6 4 2 6 1 1
Difference +2 +4 -6 -6 -4 +2 -6 +4 +4
Rank 2 1 7 7 5 3 7 2 2
SrEA/D
Wins 0 0 2 3 0 0 2 6 0
Losses 6 5 4 2 4 6 3 0 2
Difference -6 -5 -2 +1 -4 -6 -1 +6 -2
Rank 7 6 5 3 5 7 5 1 5
CDAS-SMPSO
Wins 3 0 1 1 6 6 1 1 6
Losses 1 5 5 5 0 0 5 4 0
Difference +2 -5 -4 -4 +6 +6 -4 -3 +6
Rank 2 6 6 6 1 1 6 5 1
KnEA
Wins 2 4 5 6 4 2 5 1 2
Losses 4 0 1 0 2 3 0 4 3
Difference -2 +4 +4 +6 +2 -1 +5 -3 -1
Rank 5 1 2 1 3 4 1 5 4
Table 8.12: IGD Rank Summary Using 30 Decision Variables, 2 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 4.333 3.778 2.889 4.0 4.889 3.778 2.889
Standard Deviation 1.414 1.397 1.969 2.357 1.792 2.299 1.595
Maximum 6.0 7.0 7.0 7.0 7.0 6.0 5.0
Minimum 2.0 2.0 1.0 1.0 1.0 1.0 1.0
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Table 8.13: Mann-Whitney Wins and Losses For The IGD Metric Using 30 Decision
Variables, 4 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 0 1 5 0 4 3 5 0 2
Losses 5 4 1 3 0 3 1 3 1
Difference -5 -3 +4 -3 +4 0 +4 -3 +1
Rank 6 6 2 4 1 4 2 5 3
MOEA/D
Wins 6 1 4 0 1 0 1 0 0
Losses 0 3 2 3 5 5 5 4 5
Difference +6 -2 +2 -3 -4 -5 -4 -4 -5
Rank 1 5 3 4 6 6 6 6 6
KnDE
Wins 5 5 1 0 3 2 2 4 2
Losses 1 1 5 3 0 4 2 1 2
Difference +4 +4 -4 -3 +3 -2 0 +3 0
Rank 2 2 6 4 3 5 3 2 4
KnPSO
Wins 4 2 0 4 0 0 0 2 0
Losses 2 2 6 1 6 5 6 3 5
Difference +2 0 -6 +3 -6 -5 -6 -1 -5
Rank 3 4 7 2 7 6 7 4 6
SrEA/D
Wins 0 6 6 6 4 4 6 4 2
Losses 5 0 0 0 0 0 0 1 2
Difference -5 +6 +6 +6 +4 +4 +6 +3 0
Rank 6 1 1 1 1 1 1 2 4
CDAS-SMPSO
Wins 2 0 2 4 2 4 2 6 5
Losses 4 6 4 1 2 0 2 0 0
Difference -2 -6 -2 +3 0 +4 0 +6 +5
Rank 5 7 5 2 4 1 3 1 1
KnEA
Wins 3 3 3 0 2 4 2 0 4
Losses 3 2 3 3 3 0 2 4 0
Difference 0 +1 0 -3 -1 +4 0 -4 +4
Rank 4 3 4 4 5 1 3 6 2
Table 8.14: IGD Rank Summary Using 30 Decision Variables, 4 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 3.667 4.778 3.444 5.111 2.0 3.222 3.556
Standard Deviation 1.7 1.685 1.343 1.792 1.7 2.043 1.423
Maximum 6.0 6.0 6.0 7.0 6.0 7.0 6.0
Minimum 1.0 1.0 2.0 2.0 1.0 1.0 1.0
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Table 8.15: Mann-Whitney Wins and Losses For The IGD Metric Using 30 Decision
Variables, 6 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 0 1 5 1 1 3 0 0 5
Losses 6 5 0 1 4 2 2 6 0
Difference -6 -4 +5 0 -3 +1 -2 -6 +5
Rank 7 6 1 4 6 4 4 7 1
MOEA/D
Wins 5 2 4 2 4 1 3 3 3
Losses 1 3 2 3 1 4 2 2 1
Difference +4 -1 +2 -1 +3 -3 +1 +1 +2
Rank 2 4 3 5 3 5 3 3 3
KnDE
Wins 4 4 0 0 2 0 1 2 1
Losses 2 0 6 6 3 5 3 3 4
Difference +2 +4 -6 -6 -1 -5 -2 -1 -3
Rank 3 1 7 7 4 7 4 5 5
KnPSO
Wins 3 2 1 4 2 4 1 2 0
Losses 3 3 5 0 4 2 3 1 6
Difference 0 -1 -4 +4 -2 +2 -2 +1 -6
Rank 4 4 6 1 5 3 4 3 7
SrEA/D
Wins 1 4 5 4 4 4 6 4 3
Losses 5 0 0 0 0 0 0 1 2
Difference -4 +4 +5 +4 +4 +4 +6 +3 +1
Rank 6 1 1 1 2 2 1 2 4
CDAS-SMPSO
Wins 2 0 2 3 5 5 5 6 4
Losses 4 6 4 2 0 0 1 0 0
Difference -2 -6 -2 +1 +5 +5 +4 +6 +4
Rank 5 7 5 3 1 1 2 1 2
KnEA
Wins 6 4 3 2 0 0 0 1 1
Losses 0 0 3 4 6 4 5 5 4
Difference +6 +4 0 -2 -6 -4 -5 -4 -3
Rank 1 1 4 6 7 6 7 6 5
Table 8.16: IGD Rank Summary Using 30 Decision Variables, 6 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 4.444 3.444 4.778 4.111 2.222 3.0 4.778
Standard Deviation 2.166 0.956 1.931 1.663 1.618 2.055 2.2
Maximum 7.0 5.0 7.0 7.0 6.0 7.0 7.0
Minimum 1.0 2.0 1.0 1.0 1.0 1.0 1.0
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Table 8.17: Mann-Whitney Wins and Losses For The IGD Metric Using 30 Decision
Variables, 8 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 0 1 5 5 6 2 0 0 5
Losses 5 4 1 0 0 3 3 6 0
Difference -5 -3 +4 +5 +6 -1 -3 -6 +5
Rank 6 5 2 1 1 5 5 7 1
MOEA/D
Wins 5 1 4 1 5 5 6 2 4
Losses 1 4 2 3 1 0 0 3 1
Difference +4 -3 +2 -2 +4 +5 +6 -1 +3
Rank 2 5 3 5 2 1 1 4 3
KnDE
Wins 4 4 0 0 0 1 0 4 0
Losses 2 1 6 6 5 5 5 0 5
Difference +2 +3 -6 -6 -5 -4 -5 +4 -5
Rank 3 2 7 7 6 6 7 2 7
KnPSO
Wins 3 3 1 2 2 3 1 4 1
Losses 3 3 5 3 4 3 4 1 3
Difference 0 0 -4 -1 -2 0 -3 +3 -2
Rank 4 4 6 4 5 4 5 3 5
SrEA/D
Wins 0 6 6 5 3 4 5 1 2
Losses 5 0 0 0 2 0 1 3 3
Difference -5 +6 +6 +5 +1 +4 +4 -2 -1
Rank 6 1 1 1 3 2 2 5 4
CDAS-SMPSO
Wins 2 0 2 3 3 0 4 5 4
Losses 4 6 4 2 2 6 2 0 0
Difference -2 -6 -2 +1 +1 -6 +2 +5 +4
Rank 5 7 5 3 3 7 3 1 2
KnEA
Wins 6 4 3 2 0 4 2 1 0
Losses 0 1 3 4 5 2 3 4 4
Difference +6 +3 0 -2 -5 +2 -1 -3 -4
Rank 1 2 4 5 6 3 4 6 6
Table 8.18: IGD Rank Summary Using 30 Decision Variables, 8 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 3.667 2.889 5.222 4.444 2.778 4.0 4.111
Standard Deviation 2.261 1.449 2.096 0.831 1.75 2.0 1.728
Maximum 7.0 5.0 7.0 6.0 6.0 7.0 6.0
Minimum 1.0 1.0 2.0 3.0 1.0 1.0 1.0
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Table 8.19: Mann-Whitney Wins and Losses For The IGD Metric Using 30 Decision
Variables, 10 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 0 1 4 1 2 1 0 0 6
Losses 6 4 1 2 1 5 4 5 0
Difference -6 -3 +3 -1 +1 -4 -4 -5 +6
Rank 7 5 2 5 3 6 6 6 1
MOEA/D
Wins 5 1 4 3 6 4 4 3 5
Losses 1 4 1 3 0 1 1 3 1
Difference +4 -3 +3 0 +6 +3 +3 0 +4
Rank 2 5 2 4 1 2 3 4 2
KnDE
Wins 4 4 0 1 0 2 1 6 1
Losses 2 1 6 4 6 4 3 0 5
Difference +2 +3 -6 -3 -6 -2 -2 +6 -4
Rank 3 2 7 6 7 5 4 1 6
KnPSO
Wins 3 4 1 3 2 3 1 5 2
Losses 3 2 5 2 1 3 3 1 3
Difference 0 +2 -4 +1 +1 0 -2 +4 -1
Rank 4 3 6 3 3 4 4 2 5
SrEA/D
Wins 1 6 6 6 2 6 5 2 3
Losses 5 0 0 0 2 0 0 4 2
Difference -4 +6 +6 +6 0 +6 +5 -2 +1
Rank 6 1 1 1 5 1 1 5 3
CDAS-SMPSO
Wins 2 0 2 0 3 0 1 0 0
Losses 4 6 4 6 1 6 5 5 6
Difference -2 -6 -2 -6 +2 -6 -4 -5 -6
Rank 5 7 5 7 2 7 6 6 7
KnEA
Wins 6 3 3 4 1 4 5 4 2
Losses 0 2 3 1 5 1 1 2 2
Difference +6 +1 0 +3 -4 +3 +4 +2 0
Rank 1 4 4 2 6 2 2 3 4
Table 8.20: IGD Rank Summary Using 30 Decision Variables, 10 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 4.556 2.778 4.556 3.778 2.667 5.778 3.111
Standard Deviation 1.95 1.227 2.061 1.133 2.0 1.548 1.449
Maximum 7.0 5.0 7.0 6.0 6.0 7.0 6.0
Minimum 1.0 1.0 1.0 2.0 1.0 2.0 1.0
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Figure 8.10: Ranking of IGD metric vs. number of objectives for the WFG1 problem
Figure 8.11: Ranking of IGD metric vs. number of objectives for the WFG2 problem
Figure 8.12: Ranking of IGD metric vs. number of objectives for the WFG3 problem
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Figure 8.13: Ranking of IGD metric vs. number of objectives for the WFG4 problem
Figure 8.14: Ranking of IGD metric vs. number of objectives for the WFG5 problem
Figure 8.15: Ranking of IGD metric vs. number of objectives for the WFG6 problem
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Figure 8.16: Ranking of IGD metric vs. number of objectives for the WFG7 problem
Figure 8.17: Ranking of IGD metric vs. number of objectives for the WFG8 problem
Figure 8.18: Ranking of IGD metric vs. number of objectives for the WFG9 problem
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Figure 8.19: Sample Pareto front produced by CDAS-SMPSO on WFG1.
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Figure 8.20: Sample Pareto front produced by NSGA-III on WFG1.
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Figure 8.21: Sample Pareto front produced by MOEA/D on WFG1.
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Figure 8.22: Sample Pareto front produced by SrEA/D on WFG1.
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Figure 8.23: Sample Pareto front produced by KnDE on WFG1.
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Figure 8.24: Sample Pareto front produced by KnPSO on WFG1.
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Figure 8.25: Sample Pareto front produced by KnEA on WFG1.
Chapter 9
Decision Variable Scalability
Experiments
Within this chapter, the performance of each algorithm is analyzed as the number of
decision variables increase. All experiments utilize 10 objectives, with the number of
decision variables ranging from 30-1000. Section 9.1 consists of analyzing algorithm
performance with regards to the hypervolume metric. Section 9.2 presents the results
of the IGD metric experiments.
9.1 Hypervolume
Hypervolume performance of each algorithm over an increasing number of decision
variables is displayed in Tables 9.1-9.8. When the number of decision variables are
increased to 100 in Table 9.4, the mean rank of KnEA increases to 4.444, which is a
significant increase in comparison to its average rank of 1.556 for the 30 decision vari-
able instances in Table 9.2. This performance disparity is striking, indicating that
KnEA experiences a significant loss of solution spread and/or convergence to the
Pareto-optimal front for MaOPs when the number of decision variables are increased.
Interestingly, MOEA/D and SrEA/D did not experience performance loss here, as
MOEA/D performed best overall with a mean rank of 2.222 in Table 9.4. However,
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when the number of decision variables were increased past 100, seen in Figures 9.5-9.8,
we see that many of the evolutionary algorithms scaled quite poorly. The NSGA-III,
KnDE and KnEA algorithms were the three worst performers overall, yielding mean
ranks of 4.444, 5.889 and 6.111, respectively, for the 1000 decision variable instance
in Table 9.8. Conversely, the PSO algorithms performed exceptionally well when
the number of decision variables were 1000, with KnPSO and CDAS-SMPSO ob-
taining mean ranks of 2.333 and 1.778, respectively. These observations suggest that
evolutionary approaches may perform worse than PSO approaches for MaOPs with
large numbers of decision variables. The culprit is likely the crossover operation as
mentioned in [27], since the sheer size of the search space causes two distant par-
ents to produce a child that is distant from both of them. This problem is further
compounded by the additional epistasis introduced as the number of decision vari-
ables grow. However, it is notable that the SrEA/D and MOEA/D algorithms did
not scale as poorly as the other evolutionary optimizers, as SrEA/D possessed a
formidable mean rank of 2.889 for the 500 decision variable instances in Table 9.6
and MOEA/D possessed a mean rank of 3.333 for the 1000 decision variable experi-
ments in Table 9.8. Since both MOEA/D and SrEA/D employ a mating restriction
scheme wherein solutions can only mate with other solutions in their neighbourhood,
we conclude that this approach improved the effectiveness of the crossover operators
for both algorithms. Mating restriction may be key for EAs to cope with the mas-
sive search space experienced for large-scale MaOPs, since the crossover operator will
rarely mate distant parents together.
Figures 9.1-9.9 displays algorithmic rank vs number of decision variables for each
of the nine WFG functions. For the WFG1 function in Figure 9.1, all EAs except
MOEA/D scaled poorly as the number of objectives grew. On the non-separable
WFG2 function, depicted in Figure 9.2, the KnPSO and NSGA-III algorithms yielded
the best IGD performances as the number of objectives increased, while MOEA/D
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experienced the worst scalability overall. The PSO algorithms, CDAS-SMPSO and
KnPSO, possessed especially good performance for WFG1, WFG3, WFG6, WFG9,
given in Figures 9.1, 9.3, 9.6 and 9.9, respectively. Regarding the knee-driven evolu-
tionary optimizers, both KnDE and KnEA yielded the worst IGD ranks for the 1000
decision variable instances on the multi-modal WFG4 problem, deceptive WFG5 func-
tion, non-separable and reduced WFG6 problem, separable and uni-modal WFG7
problem, and non-separable parameter-dependent WFG8 function. SrEA/D per-
formed notably well for WFG3, WFG4, WFG7 and WFG8.
Based on the conclusions drawn in this section, we make several recommendations
for handling large-scale many-objective optimization:
1. When the number of decision variables increased, the evolutionary optimizers
tended to performed much less satisfactory, with KnDE and KnEA obtaining
the worst hypervolume performances overall. We attributed this to the reduced
effectiveness of the crossover operator in large search spaces. However, since the
MOEA/D and SrEA/D algorithms were able to scale better than the other EAs,
we recommend the usage of a mating restriction scheme in order to maintain
recombination operator effectiveness for large-scale MaOPs.
2. The swarm intelligence optimizers scaled very well in the face of increased de-
cision variables, thus we encourage the usage of PSO algorithms for solving
large-scale MaOPs. It would be interesting to extract the useful properties of
the SrEA/D and MOEA/D EAs, which performed well in this section, into a
PSO approach. One should note that the NFsum method of SrEA/D has al-
ready been combined into a PSO algorithm by Ross et. al [4], referred to as the
sum-of-ranks PSO (SrPSO), which would be an excellent candidate for solving
large-scale MaOPs based on the conclusions in this section. Adding decomposi-
tion into SrPSO in a manner similar to SrEA/D would be interesting, perhaps
improving performance even further.
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Table 9.1: Mann-Whitney Wins and Losses For The Hypervolume Metric Using 30
Decision Variables, 10 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 2 4 5 1 3 1 3 4 5
Losses 2 1 1 4 2 5 3 1 1
Difference 0 +3 +4 -3 +1 -4 0 +3 +4
Rank 4 2 2 5 3 6 4 2 2
MOEA/D
Wins 3 4 4 5 5 3 4 4 1
Losses 2 1 2 1 1 2 1 1 3
Difference +1 +3 +2 +4 +4 +1 +3 +3 -2
Rank 3 2 3 2 2 3 2 2 4
KnDE
Wins 5 3 0 0 2 0 1 0 0
Losses 0 3 5 6 4 6 4 5 6
Difference +5 0 -5 -6 -2 -6 -3 -5 -6
Rank 1 4 6 7 5 7 5 6 7
KnPSO
Wins 0 0 2 3 1 5 1 2 1
Losses 4 6 4 3 5 1 4 4 3
Difference -4 -6 -2 0 -4 +4 -3 -2 -2
Rank 6 7 5 4 6 2 5 5 4
SrEA/D
Wins 0 2 6 4 3 2 4 3 4
Losses 3 4 0 2 2 2 1 3 2
Difference -3 -2 +6 +2 +1 0 +3 0 +2
Rank 5 5 1 3 3 4 2 4 3
CDAS-SMPSO
Wins 0 1 3 1 0 2 0 0 1
Losses 4 5 3 4 6 3 6 5 3
Difference -4 -4 0 -3 -6 -1 -6 -5 -2
Rank 6 6 4 5 7 5 7 6 4
KnEA
Wins 5 6 0 6 6 6 6 6 6
Losses 0 0 5 0 0 0 0 0 0
Difference +5 +6 -5 +6 +6 +6 +6 +6 +6
Rank 1 1 6 1 1 1 1 1 1
Table 9.2: Hypervolume Rank Summary Using 30 Decision Variables, 10 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 3.333 2.556 5.333 4.889 3.333 5.556 1.556
Standard Deviation 1.414 0.685 2.25 1.37 1.197 1.066 1.571
Maximum 6.0 4.0 7.0 7.0 6.0 7.0 6.0
Minimum 2.0 2.0 1.0 2.0 2.0 4.0 1.0
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Table 9.3: Mann-Whitney Wins and Losses For The Hypervolume Metric Using 100
Decision Variables, 10 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 1 3 5 0 3 1 0 1 5
Losses 5 0 0 5 2 4 4 2 0
Difference -4 +3 +5 -5 +1 -3 -4 -1 +5
Rank 6 2 1 6 3 5 5 4 1
MOEA/D
Wins 6 1 1 6 6 4 6 6 3
Losses 0 4 4 0 0 2 0 0 1
Difference +6 -3 -3 +6 +6 +2 +6 +6 +2
Rank 1 5 5 1 1 3 1 1 2
KnDE
Wins 3 0 0 3 0 0 3 1 2
Losses 1 6 6 1 5 6 2 3 3
Difference +2 -6 -6 +2 -5 -6 +1 -2 -1
Rank 2 7 7 2 6 7 3 5 5
KnPSO
Wins 3 1 3 3 2 6 3 3 1
Losses 1 4 3 1 4 0 2 2 5
Difference +2 -3 0 +2 -2 +6 +1 +1 -4
Rank 2 5 4 2 5 1 3 3 6
SrEA/D
Wins 0 5 5 2 5 1 5 5 3
Losses 6 0 0 4 1 4 1 1 1
Difference -6 +5 +5 -2 +4 -3 +4 +4 +2
Rank 7 1 1 5 2 5 2 2 2
CDAS-SMPSO
Wins 3 3 4 3 0 5 0 1 0
Losses 1 1 2 1 5 1 4 3 6
Difference +2 +2 +2 +2 -5 +4 -4 -2 -6
Rank 2 3 3 2 6 2 5 5 7
KnEA
Wins 2 3 1 0 3 3 0 0 2
Losses 4 1 4 5 2 3 4 6 0
Difference -2 +2 -3 -5 +1 0 -4 -6 +2
Rank 5 3 5 6 3 4 5 7 2
Table 9.4: Hypervolume Rank Summary Using 100 Decision Variables, 10 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 3.667 2.222 4.889 3.444 3.0 3.889 4.444
Standard Deviation 1.886 1.618 1.969 1.571 2.0 1.792 1.499
Maximum 6.0 5.0 7.0 6.0 7.0 7.0 7.0
Minimum 1.0 1.0 2.0 1.0 1.0 2.0 2.0
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Table 9.5: Mann-Whitney Wins and Losses For The Hypervolume Metric Using 500
Decision Variables, 10 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 1 6 3 2 2 2 3 3 1
Losses 5 0 2 4 4 4 3 3 5
Difference -4 +6 +1 -2 -2 -2 0 0 -4
Rank 6 1 3 5 5 5 4 4 6
MOEA/D
Wins 4 1 1 3 6 4 4 4 4
Losses 0 5 5 2 0 2 2 1 2
Difference +4 -4 -4 +1 +6 +2 +2 +3 +2
Rank 1 6 6 3 1 3 3 2 3
KnDE
Wins 3 0 0 1 1 0 1 1 3
Losses 3 6 6 5 5 5 5 5 3
Difference 0 -6 -6 -4 -4 -5 -4 -4 0
Rank 4 7 7 6 6 6 6 6 4
KnPSO
Wins 4 5 3 3 3 6 2 2 6
Losses 0 1 2 2 3 0 4 4 0
Difference +4 +4 +1 +1 0 +6 -2 -2 +6
Rank 1 2 3 3 4 1 5 5 1
SrEA/D
Wins 0 4 5 6 4 3 6 6 2
Losses 6 2 1 0 1 3 0 0 4
Difference -6 +2 +4 +6 +3 0 +6 +6 -2
Rank 7 3 2 1 2 4 1 1 5
CDAS-SMPSO
Wins 4 3 6 5 4 5 5 4 5
Losses 0 3 0 1 1 1 1 1 1
Difference +4 0 +6 +4 +3 +4 +4 +3 +4
Rank 1 4 1 2 2 2 2 2 2
KnEA
Wins 2 2 2 0 0 0 0 0 0
Losses 4 4 4 6 6 5 6 6 6
Difference -2 -2 -2 -6 -6 -5 -6 -6 -6
Rank 5 5 5 7 7 6 7 7 7
Table 9.6: Hypervolume Rank Summary Using 500 Decision Variables, 10 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 4.333 3.111 5.778 2.778 2.889 2.0 6.222
Standard Deviation 1.491 1.728 1.03 1.548 1.969 0.816 0.916
Maximum 6.0 6.0 7.0 5.0 7.0 4.0 7.0
Minimum 1.0 1.0 4.0 1.0 1.0 1.0 5.0
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Table 9.7: Mann-Whitney Wins and Losses For The Hypervolume Metric Using 1000
Decision Variables, 10 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 1 4 3 2 2 2 2 5 1
Losses 5 1 3 4 4 4 4 1 5
Difference -4 +3 0 -2 -2 -2 -2 +4 -4
Rank 6 2 4 5 5 5 5 2 6
MOEA/D
Wins 4 1 1 3 6 4 4 3 4
Losses 0 5 5 2 0 2 2 3 2
Difference +4 -4 -4 +1 +6 +2 +2 0 +2
Rank 1 6 6 3 1 3 3 4 3
KnDE
Wins 3 0 0 1 1 1 0 0 3
Losses 3 6 6 5 5 5 6 5 3
Difference 0 -6 -6 -4 -4 -4 -6 -5 0
Rank 4 7 7 6 6 6 7 6 4
KnPSO
Wins 4 6 5 3 4 6 3 2 5
Losses 0 0 1 2 2 0 3 4 0
Difference +4 +6 +4 +1 +2 +6 0 -2 +5
Rank 1 1 2 3 3 1 4 5 1
SrEA/D
Wins 0 3 4 5 3 3 6 6 2
Losses 6 2 2 1 3 3 0 0 4
Difference -6 +1 +2 +4 0 0 +6 +6 -2
Rank 7 4 3 2 4 4 1 1 5
CDAS-SMPSO
Wins 4 3 6 6 5 5 5 4 5
Losses 0 1 0 0 1 1 1 2 0
Difference +4 +2 +6 +6 +4 +4 +4 +2 +5
Rank 1 3 1 1 2 2 2 3 1
KnEA
Wins 2 2 2 0 0 0 1 0 0
Losses 4 4 4 6 6 6 5 5 6
Difference -2 -2 -2 -6 -6 -6 -4 -5 -6
Rank 5 5 5 7 7 7 6 6 7
Table 9.8: Hypervolume Rank Summary Using 1000 Decision Variables, 10 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 4.444 3.333 5.889 2.333 3.444 1.778 6.111
Standard Deviation 1.423 1.7 1.1 1.414 1.832 0.786 0.875
Maximum 6.0 6.0 7.0 5.0 7.0 3.0 7.0
Minimum 2.0 1.0 4.0 1.0 1.0 1.0 5.0
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Figure 9.1: Ranking of hypervolume metric vs. number of decision variables for the
WFG1 problem
Figure 9.2: Ranking of hypervolume metric vs. number of decision variables for the
WFG2 problem
Figure 9.3: Ranking of hypervolume metric vs. number of decision variables for the
WFG3 problem
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Figure 9.4: Ranking of hypervolume metric vs. number of decision variables for the
WFG4 problem
Figure 9.5: Ranking of hypervolume metric vs. number of decision variables for the
WFG5 problem
Figure 9.6: Ranking of hypervolume metric vs. number of decision variables for the
WFG6 problem
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Figure 9.7: Ranking of hypervolume metric vs. number of decision variables for the
WFG7 problem
Figure 9.8: Ranking of hypervolume metric vs. number of decision variables for the
WFG8 problem
Figure 9.9: Ranking of hypervolume metric vs. number of decision variables for the
WFG9 problem
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9.2 Inverted Generational Distance
Tables 9.9-9.16 present an overview of the IGD metric performance for each algorithm
as the number of decision variables increase. For the 30 and 100 decision variable test
instances in Tables 9.10 and 9.12, respectively, SrEA/D obtains a better mean rank
than all other algorithms. It is notable that the mean rank of SrEA/D decreases from
2.667 to 2.222 when the decision variables are increased to 100, whereas three of the
other four EAs experience an increase in mean rank. The other EA whose mean rank
does not increase, NSGA-III, also scales well to the 100 decision variable instances,
decreasing its mean rank by 1.667. The performance of the knee-driven evolutionary
approaches in Table 9.11 is poor, as KnDE fails to outperform any algorithms for
WFG3, WFG4 and WFG7, and KnEA is outperformed by all other algorithms for
WFG5 and WFG9. Regarding the PSO approaches, CDAS-SMPSO scales well with
a decrease of 1.778 ranks on average, whereas KnPSO increases its mean rank slightly.
For the 500 and 1000 decision variable test instances, given in Figures 9.13 and
9.15, respectively, both KnPSO and CDAS-SMPSO tend to obtain a solution set
that is better converged and more ideally distributed than the other tested CIMOOs.
When 500 decision variables were employed, CDAS-SMPSO and KnPSO tied for the
best IGD performance with a mean rank of 2.556, displayed in Table 9.14. When the
number of decision variables were set to 1000, KnPSO outperformed all other algo-
rithms with a mean rank of 2.0 on average. Overall, KnPSO scales quite well when
the number of decision variables increase, especially considering that it possessed a
mean rank of 4.889 for the 30 decision variable instances in Table 9.2. Combined with
the high level of hypervolume performance observed in Section 9.1, it is clear that
KnPSO performs very well when tasked with solving large-scale MaOPs. KnPSO
seems to produce a set of well-converged, well-spread solutions which cover a consid-
erable portion of the objective space. Here, we also note the low standard deviation
of KnPSO on the 1000 decision variable instances, given as 1.155 in Table 9.16, which
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indicates relatively consistent performance. Observing the performance of the evo-
lutionary algorithms, NSGA-III was the best EA for the 500 decision variable test
instance in Table 9.14 with a mean rank of 3.333, while SrEA/D yielded better IGD
values than the other evolutionary optimizers when the number of decision variables
were 1000 (Table 9.16). The other decomposition-based optimizer, MOEA/D, scaled
poorly in terms of IGD as it increased its mean rank from 2.778 in Table 9.10 to
4.111 in Table 9.16. Regarding the knee-driven EAs, KnEA and KnDE were the
two overall worst performing algorithms, possessing the lowest mean ranks in Tables
9.12, 9.14 and 9.16. Neither algorithm scaled as well as KnPSO when tasked with
increasing numbers of decision variables. KnDE seemed to experience significant dif-
ficulties in producing a well-distributed, converging solution set as it was consistently
outperformed by all other algorithms for 5 of the 9 WFG functions. KnDE was the
overall worst performing optimizer, possessing the lowest mean rank of 5.667, 5.778
and 5.889 in Tables 9.12, 9.14 and 9.16, respectively.
The IGD rank of each tested optimizer using 30, 100, 500 and 1000 decision
variables is displayed in Figures 9.10-9.18 for benchmark problems WFG1-WFG9.
First and foremost, we note the consistency of KnPSO, which ranked second or better
for the 1000 decision variable cases on all WFG functions except WFG7 (Figure
9.16) and WFG8 (Figure 9.17). For the WFG1 function, the MOEA/D and KnPSO
algorithm scaled best overall to the increasing number of decision variables. This
observation is consistent with Section 9.1, thus we conclude that both MOEA/D and
KnPSO are superior to the other algorithms for the flat bias and mixed Pareto-optimal
front geometries encountered in WFG1 when large amounts of decision variables
(500+) are employed. Another notable observation is seen for the non-separable and
reduced WFG6 function in Figure 9.15, where CDAS-SMPSO ranks worst in every
instance and SrEA/D performs best in all cases. Since WFG6 is the only function
where this phenomena occurs, it is likely that reduced, non-separable MaOPs present
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CDAS-SMPSO with significant difficulties, but are easily solved by SrEA/D. Note
that CDAS-SMPSO performs best overall in many other instances, namely for the
WFG3, WFG4, WFG7 and WFG8 functions, given in Figures 9.12, 9.13, 9.16 and
9.17, respectively. Regarding the decomposition-based NSGA-III algorithm, notably
good IGD ranks were observed for the deceptive WFG5 problem in Figure 9.14 and the
separable but uni-modal WFG7 function in Figure 9.16. The evolutionary knee-driven
optimizers, KnDE and KnEA, scaled quite poorly in many instances. KnDE possessed
the worst mean rank for the 1000 decision variable cases on the WFG2, WFG3,
WFG4, WFG7 and WFG8 functions, whereas KnEA struggled on WFG4, WFG5
and WFG9.
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Table 9.9: Mann-Whitney Wins and Losses For The IGD Metric Using 30 Decision
Variables, 10 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 0 1 4 1 2 1 0 0 6
Losses 6 4 1 2 1 5 4 5 0
Difference -6 -3 +3 -1 +1 -4 -4 -5 +6
Rank 7 5 2 5 3 6 6 6 1
MOEA/D
Wins 5 1 4 3 6 4 4 3 5
Losses 1 4 1 3 0 1 1 3 1
Difference +4 -3 +3 0 +6 +3 +3 0 +4
Rank 2 5 2 4 1 2 3 4 2
KnDE
Wins 4 4 0 1 0 2 1 6 1
Losses 2 1 6 4 6 4 3 0 5
Difference +2 +3 -6 -3 -6 -2 -2 +6 -4
Rank 3 2 7 6 7 5 4 1 6
KnPSO
Wins 3 4 1 3 2 3 1 5 2
Losses 3 2 5 2 1 3 3 1 3
Difference 0 +2 -4 +1 +1 0 -2 +4 -1
Rank 4 3 6 3 3 4 4 2 5
SrEA/D
Wins 1 6 6 6 2 6 5 2 3
Losses 5 0 0 0 2 0 0 4 2
Difference -4 +6 +6 +6 0 +6 +5 -2 +1
Rank 6 1 1 1 5 1 1 5 3
CDAS-SMPSO
Wins 2 0 2 0 3 0 1 0 0
Losses 4 6 4 6 1 6 5 5 6
Difference -2 -6 -2 -6 +2 -6 -4 -5 -6
Rank 5 7 5 7 2 7 6 6 7
KnEA
Wins 6 3 3 4 1 4 5 4 2
Losses 0 2 3 1 5 1 1 2 2
Difference +6 +1 0 +3 -4 +3 +4 +2 0
Rank 1 4 4 2 6 2 2 3 4
Table 9.10: IGD Rank Summary Using 30 Decision Variables, 10 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 4.556 2.778 4.556 3.778 2.667 5.778 3.111
Standard Deviation 1.95 1.227 2.061 1.133 2.0 1.548 1.449
Maximum 7.0 5.0 7.0 6.0 6.0 7.0 6.0
Minimum 1.0 1.0 1.0 2.0 1.0 2.0 1.0
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Table 9.11: Mann-Whitney Wins and Losses For The IGD Metric Using 100 Decision
Variables, 10 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 1 1 5 5 6 5 3 0 6
Losses 5 2 0 1 0 0 1 6 0
Difference -4 -1 +5 +4 +6 +5 +2 -6 +6
Rank 6 5 1 2 1 1 2 7 1
MOEA/D
Wins 6 2 1 2 4 1 3 5 4
Losses 0 2 5 4 1 5 1 0 1
Difference +6 0 -4 -2 +3 -4 +2 +5 +3
Rank 1 3 6 5 2 6 2 1 2
KnDE
Wins 5 1 0 0 1 2 0 1 1
Losses 1 4 6 6 5 4 6 4 5
Difference +4 -3 -6 -6 -4 -2 -6 -3 -4
Rank 2 6 7 7 6 5 7 5 6
KnPSO
Wins 4 2 2 4 2 3 1 1 2
Losses 2 2 4 2 4 2 4 4 4
Difference +2 0 -2 +2 -2 +1 -3 -3 -2
Rank 3 3 5 3 5 3 5 5 5
SrEA/D
Wins 0 6 5 6 4 5 6 4 3
Losses 6 0 0 0 1 0 0 0 3
Difference -6 +6 +5 +6 +3 +5 +6 +4 0
Rank 7 1 1 1 2 1 1 2 4
CDAS-SMPSO
Wins 3 0 3 3 3 0 3 4 4
Losses 3 6 2 3 3 6 1 1 1
Difference 0 -6 +1 0 0 -6 +2 +3 +3
Rank 4 7 3 4 4 7 2 3 2
KnEA
Wins 2 5 3 1 0 3 1 3 0
Losses 4 1 2 5 6 2 4 3 6
Difference -2 +4 +1 -4 -6 +1 -3 0 -6
Rank 5 2 3 6 7 3 5 4 7
Table 9.12: IGD Rank Summary Using 100 Decision Variables, 10 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 2.889 3.111 5.667 4.111 2.222 4.0 4.667
Standard Deviation 2.283 1.912 1.491 0.994 1.931 1.764 1.7
Maximum 7.0 6.0 7.0 5.0 7.0 7.0 7.0
Minimum 1.0 1.0 2.0 3.0 1.0 2.0 2.0
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Table 9.13: Mann-Whitney Wins and Losses For The IGD Metric Using 500 Decision
Variables, 10 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 1 5 3 4 6 5 6 0 1
Losses 5 1 2 2 0 1 0 5 5
Difference -4 +4 +1 +2 +6 +4 +6 -5 -4
Rank 6 2 3 3 1 2 1 6 6
MOEA/D
Wins 6 1 1 2 2 3 3 4 4
Losses 0 5 5 4 1 2 3 2 2
Difference +6 -4 -4 -2 +1 +1 0 +2 +2
Rank 1 6 6 5 3 3 4 3 3
KnDE
Wins 3 0 0 0 1 2 0 0 3
Losses 2 6 6 6 5 4 6 5 3
Difference +1 -6 -6 -6 -4 -2 -6 -5 0
Rank 3 7 7 7 6 5 7 6 4
KnPSO
Wins 5 6 5 5 2 3 1 2 6
Losses 1 0 1 1 1 2 4 3 0
Difference +4 +6 +4 +4 +1 +1 -3 -1 +6
Rank 2 1 2 2 3 3 5 4 1
SrEA/D
Wins 0 4 3 3 2 6 4 5 2
Losses 6 2 2 3 2 0 1 0 4
Difference -6 +2 +1 0 0 +6 +3 +5 -2
Rank 7 3 3 4 5 1 2 1 5
CDAS-SMPSO
Wins 3 2 6 6 3 0 4 5 5
Losses 2 3 0 0 1 6 1 0 1
Difference +1 -1 +6 +6 +2 -6 +3 +5 +4
Rank 3 4 1 1 2 7 2 1 2
KnEA
Wins 2 2 2 1 0 1 1 2 0
Losses 4 3 4 5 6 5 4 3 6
Difference -2 -1 -2 -4 -6 -4 -3 -1 -6
Rank 5 4 5 6 7 6 5 4 7
Table 9.14: IGD Rank Summary Using 500 Decision Variables, 10 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 3.333 3.778 5.778 2.556 3.444 2.556 5.444
Standard Deviation 2.0 1.548 1.397 1.257 1.892 1.832 1.066
Maximum 6.0 6.0 7.0 5.0 7.0 7.0 7.0
Minimum 1.0 1.0 3.0 1.0 1.0 1.0 4.0
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Table 9.15: Mann-Whitney Wins and Losses For The IGD Metric Using 1000 Decision
Variables, 10 Objectives
WFG Function
Algorithm Result 1 2 3 4 5 6 7 8 9
NSGA-III
Wins 1 5 3 4 6 3 4 1 1
Losses 5 1 2 2 0 3 1 5 5
Difference -4 +4 +1 +2 +6 0 +3 -4 -4
Rank 6 2 3 3 1 4 2 6 6
MOEA/D
Wins 5 1 1 2 3 4 1 4 3
Losses 0 5 5 4 3 2 5 1 3
Difference +5 -4 -4 -2 0 +2 -4 +3 0
Rank 1 6 6 5 4 3 6 2 4
KnDE
Wins 3 0 0 0 1 2 0 0 4
Losses 3 6 6 6 5 4 6 6 2
Difference 0 -6 -6 -6 -4 -2 -6 -6 +2
Rank 4 7 7 7 6 5 7 7 3
KnPSO
Wins 5 6 5 5 5 5 3 3 6
Losses 0 0 1 1 1 0 3 3 0
Difference +5 +6 +4 +4 +4 +5 0 0 +6
Rank 1 1 2 2 2 1 4 4 1
SrEA/D
Wins 0 4 3 3 2 5 4 4 2
Losses 6 2 2 3 4 0 1 1 4
Difference -6 +2 +1 0 -2 +5 +3 +3 -2
Rank 7 3 3 4 5 1 2 2 5
CDAS-SMPSO
Wins 4 3 6 6 4 0 6 6 5
Losses 2 3 0 0 2 6 0 0 1
Difference +2 0 +6 +6 +2 -6 +6 +6 +4
Rank 3 4 1 1 3 7 1 1 2
KnEA
Wins 2 2 2 1 0 1 2 2 0
Losses 4 4 4 5 6 5 4 4 6
Difference -2 -2 -2 -4 -6 -4 -2 -2 -6
Rank 5 5 5 6 7 6 5 5 7
Table 9.16: IGD Rank Summary Using 1000 Decision Variables, 10 Objectives
Algorithm
Measure NSGA-III MOEA/D KnDE KnPSO SrEA/D CDAS-SMPSO KnEA
Mean 3.667 4.111 5.889 2.0 3.556 2.556 5.667
Standard Deviation 1.826 1.728 1.449 1.155 1.771 1.892 0.816
Maximum 6.0 6.0 7.0 4.0 7.0 7.0 7.0
Minimum 1.0 1.0 3.0 1.0 1.0 1.0 5.0
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Figure 9.10: Ranking of IGD metric vs. number of decision variables for the WFG1
problem
Figure 9.11: Ranking of IGD metric vs. number of decision variables for the WFG2
problem
Figure 9.12: Ranking of IGD metric vs. number of decision variables for the WFG3
problem
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Figure 9.13: Ranking of IGD metric vs. number of decision variables for the WFG4
problem
Figure 9.14: Ranking of IGD metric vs. number of decision variables for the WFG5
problem
Figure 9.15: Ranking of IGD metric vs. number of decision variables for the WFG6
problem
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Figure 9.16: Ranking of IGD metric vs. number of decision variables for the WFG7
problem
Figure 9.17: Ranking of IGD metric vs. number of decision variables for the WFG8
problem
Figure 9.18: Ranking of IGD metric vs. number of decision variables for the WFG9
problem
Chapter 10
Concluding Remarks and Future
Work
This thesis explored the challenges of many-objective optimization, proposing novel
algorithms designed to solve MaOPs. Two algorithms incorporating the concept of
knee points were proposed, inspired by concepts from an existing knee-driven evolu-
tionary algorithm in [108]. Additionally, a hybrid evolutionary algorithm was pro-
posed, which utilizes a sum-of-ranks [6] technique to converge while concurrently
maintaining a well-spread set of solutions using a decomposition-based approach.
Experiments directly comparing each knee-driven algorithm to their non-knee coun-
terparts were performed to determine the exact performance gain experienced via the
incorporation of knee points. Additionally, each of the three algorithms proposed
in this thesis were compared with several state-of-the-art many-objective optimizers
which incorporate a variety of diverse techniques described in Section 4.2. All algo-
rithms were compared over an increasing number of objectives and increasing number
of decision variables to determine the scalability of each optimizer. A variety of MOPs
were used for benchmarking purposes, each incorporating a unique set of difficulties
commonly seen in practical problems.
Results indicated the incorporation of knee points to improve both the hyper-
volume and IGD metric values produced by Pareto-optimizers. Utilizing knee points
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seemed to improve the selection pressure to converge to the true Pareto-optimal front,
while also maintaining a good spread of solutions. It was noted that functions with
degenerate linear landscapes are the exception to this, as all knee point algorithms
experienced significant performance degradation in its presence. However, when the
number of decision variables were increased, degenerate linear landscapes presented
less of a problem for the knee-driven optimizers.
Several notable conclusions were drawn from the objective scalability experiments
comparing the proposed algorithms to state-of-the-art optimizers. The SrEA/D algo-
rithm was shown to perform promisingly, often obtaining better IGD and hypervolume
values than the other tested optimizers. The combination of the NFsum method along
with the utilization of reference points to maintain a near-uniform spread of solutions
often produced a diverse, well-converged set of solutions. Other approaches which
performed well for MaOPs possessing a low number of decision variables (30) was the
decomposition-based strategy of MOEA/D and the knee-driven approach of KnEA.
Both algorithms achieved a good blend of both convergence and diversity, producing
a set of well-distributed converged solutions.
Observations seen for the decision variable scalability experiments were consid-
erably different than those of the objective scalability experiments. The proposed
KnPSO algorithm performed very well overall, possessing the best hypervolume rank-
ing and the second best IGD metric rank on average out of all algorithms. CDAS-SMPSO
also performed notably well, experiencing drastically improved hypervolume and IGD
values on MaOPs when the number of decision variables is increased. These observa-
tions suggest that evolutionary approaches may perform worse than PSO approaches
for MaOPs with large numbers of decision variables, likely due to the crossover oper-
ator producing children distant from both parents as a result of the immense search
space size. This phenomena may play a role in the poor performance of KnEA and
KnDE on large-scale MaOPs. Considerable empirical evidence within this thesis
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also supports the use of decomposition-based strategies and sum-of-rank methods
for solving MaOPs possessing large amounts of decision variables (500-1000+). Al-
gorithms implementing these methods performed competitively, yielding consistent
performance for the majority of functions.
There are many intriguing avenues for future work in this area. This thesis has
demonstrated that a number of solutions currently exist for many-objective optimiza-
tion, however the issue as a whole is still far from solved. It is important to propose
creative new algorithms with the intent of further addressing the unique issues seen
for many-objective optimization. The current state of the literature is such that
most many-objective optimizers obtain either Pareto-optimal front convergence or a
well-spread set of solutions, but not both simultaneously. Investigating possible reme-
dies to scale many-objective optimizers to large-scale MaOPs is another interesting
offshoot of this thesis. Considerable empirical evidence within this work supports
the conclusion that some many-objective optimizers degrade when presented with an
increasing number of decision variables. Addressing the crossover problem present for
evolutionary many-objective optimizers is an important future work avenue, however
one should note that a mating restriction scheme was shown to remedy the overall
issue to a degree in this work. With regards to the knee-driven algorithms proposed
in this work, the knee identification mechanism can be further improved to be more
computationally efficient and effective overall.
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Appendix A
Summary of Experiments
Performed
Table A.1 presents a comprehensive summary of all experiments performed within
this work. Each experiment was repeated 30 times to ensure statistical significance.
Table A.1: Experiments Performed
Algorithm Objectives Decision Variables Function
NSGA-II 2 30 WFG1
NSGA-II 2 30 WFG2
NSGA-II 2 30 WFG3
NSGA-II 2 30 WFG4
NSGA-II 2 30 WFG5
NSGA-II 2 30 WFG6
NSGA-II 2 30 WFG7
NSGA-II 2 30 WFG8
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
NSGA-II 2 30 WFG9
NSGA-II 4 30 WFG1
NSGA-II 4 30 WFG2
NSGA-II 4 30 WFG3
NSGA-II 4 30 WFG4
NSGA-II 4 30 WFG5
NSGA-II 4 30 WFG6
NSGA-II 4 30 WFG7
NSGA-II 4 30 WFG8
NSGA-II 4 30 WFG9
NSGA-II 6 30 WFG1
NSGA-II 6 30 WFG2
NSGA-II 6 30 WFG3
NSGA-II 6 30 WFG4
NSGA-II 6 30 WFG5
NSGA-II 6 30 WFG6
NSGA-II 6 30 WFG7
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
NSGA-II 6 30 WFG8
NSGA-II 6 30 WFG9
NSGA-II 8 30 WFG1
NSGA-II 8 30 WFG2
NSGA-II 8 30 WFG3
NSGA-II 8 30 WFG4
NSGA-II 8 30 WFG5
NSGA-II 8 30 WFG6
NSGA-II 8 30 WFG7
NSGA-II 8 30 WFG8
NSGA-II 8 30 WFG9
NSGA-II 10 30 WFG1
NSGA-II 10 30 WFG2
NSGA-II 10 30 WFG3
NSGA-II 10 30 WFG4
NSGA-II 10 30 WFG5
NSGA-II 10 30 WFG6
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
NSGA-II 10 30 WFG7
NSGA-II 10 30 WFG8
NSGA-II 10 30 WFG9
GDE3 2 30 WFG1
GDE3 2 30 WFG2
GDE3 2 30 WFG3
GDE3 2 30 WFG4
GDE3 2 30 WFG5
GDE3 2 30 WFG6
GDE3 2 30 WFG7
GDE3 2 30 WFG8
GDE3 2 30 WFG9
GDE3 4 30 WFG1
GDE3 4 30 WFG2
GDE3 4 30 WFG3
GDE3 4 30 WFG4
GDE3 4 30 WFG5
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
GDE3 4 30 WFG6
GDE3 4 30 WFG7
GDE3 4 30 WFG8
GDE3 4 30 WFG9
GDE3 6 30 WFG1
GDE3 6 30 WFG2
GDE3 6 30 WFG3
GDE3 6 30 WFG4
GDE3 6 30 WFG5
GDE3 6 30 WFG6
GDE3 6 30 WFG7
GDE3 6 30 WFG8
GDE3 6 30 WFG9
GDE3 8 30 WFG1
GDE3 8 30 WFG2
GDE3 8 30 WFG3
GDE3 8 30 WFG4
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
GDE3 8 30 WFG5
GDE3 8 30 WFG6
GDE3 8 30 WFG7
GDE3 8 30 WFG8
GDE3 8 30 WFG9
GDE3 10 30 WFG1
GDE3 10 30 WFG2
GDE3 10 30 WFG3
GDE3 10 30 WFG4
GDE3 10 30 WFG5
GDE3 10 30 WFG6
GDE3 10 30 WFG7
GDE3 10 30 WFG8
GDE3 10 30 WFG9
SMPSO 2 30 WFG1
SMPSO 2 30 WFG2
SMPSO 2 30 WFG3
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
SMPSO 2 30 WFG4
SMPSO 2 30 WFG5
SMPSO 2 30 WFG6
SMPSO 2 30 WFG7
SMPSO 2 30 WFG8
SMPSO 2 30 WFG9
SMPSO 4 30 WFG1
SMPSO 4 30 WFG2
SMPSO 4 30 WFG3
SMPSO 4 30 WFG4
SMPSO 4 30 WFG5
SMPSO 4 30 WFG6
SMPSO 4 30 WFG7
SMPSO 4 30 WFG8
SMPSO 4 30 WFG9
SMPSO 6 30 WFG1
SMPSO 6 30 WFG2
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
SMPSO 6 30 WFG3
SMPSO 6 30 WFG4
SMPSO 6 30 WFG5
SMPSO 6 30 WFG6
SMPSO 6 30 WFG7
SMPSO 6 30 WFG8
SMPSO 6 30 WFG9
SMPSO 8 30 WFG1
SMPSO 8 30 WFG2
SMPSO 8 30 WFG3
SMPSO 8 30 WFG4
SMPSO 8 30 WFG5
SMPSO 8 30 WFG6
SMPSO 8 30 WFG7
SMPSO 8 30 WFG8
SMPSO 8 30 WFG9
SMPSO 10 30 WFG1
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
SMPSO 10 30 WFG2
SMPSO 10 30 WFG3
SMPSO 10 30 WFG4
SMPSO 10 30 WFG5
SMPSO 10 30 WFG6
SMPSO 10 30 WFG7
SMPSO 10 30 WFG8
SMPSO 10 30 WFG9
CDAS-SMPSO 2 30 WFG1
CDAS-SMPSO 2 30 WFG2
CDAS-SMPSO 2 30 WFG3
CDAS-SMPSO 2 30 WFG4
CDAS-SMPSO 2 30 WFG5
CDAS-SMPSO 2 30 WFG6
CDAS-SMPSO 2 30 WFG7
CDAS-SMPSO 2 30 WFG8
CDAS-SMPSO 2 30 WFG9
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
CDAS-SMPSO 4 30 WFG1
CDAS-SMPSO 4 30 WFG2
CDAS-SMPSO 4 30 WFG3
CDAS-SMPSO 4 30 WFG4
CDAS-SMPSO 4 30 WFG5
CDAS-SMPSO 4 30 WFG6
CDAS-SMPSO 4 30 WFG7
CDAS-SMPSO 4 30 WFG8
CDAS-SMPSO 4 30 WFG9
CDAS-SMPSO 6 30 WFG1
CDAS-SMPSO 6 30 WFG2
CDAS-SMPSO 6 30 WFG3
CDAS-SMPSO 6 30 WFG4
CDAS-SMPSO 6 30 WFG5
CDAS-SMPSO 6 30 WFG6
CDAS-SMPSO 6 30 WFG7
CDAS-SMPSO 6 30 WFG8
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
CDAS-SMPSO 6 30 WFG9
CDAS-SMPSO 8 30 WFG1
CDAS-SMPSO 8 30 WFG2
CDAS-SMPSO 8 30 WFG3
CDAS-SMPSO 8 30 WFG4
CDAS-SMPSO 8 30 WFG5
CDAS-SMPSO 8 30 WFG6
CDAS-SMPSO 8 30 WFG7
CDAS-SMPSO 8 30 WFG8
CDAS-SMPSO 8 30 WFG9
CDAS-SMPSO 10 30 WFG1
CDAS-SMPSO 10 30 WFG2
CDAS-SMPSO 10 30 WFG3
CDAS-SMPSO 10 30 WFG4
CDAS-SMPSO 10 30 WFG5
CDAS-SMPSO 10 30 WFG6
CDAS-SMPSO 10 30 WFG7
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
CDAS-SMPSO 10 30 WFG8
CDAS-SMPSO 10 30 WFG9
CDAS-SMPSO 10 100 WFG1
CDAS-SMPSO 10 100 WFG2
CDAS-SMPSO 10 100 WFG3
CDAS-SMPSO 10 100 WFG4
CDAS-SMPSO 10 100 WFG5
CDAS-SMPSO 10 100 WFG6
CDAS-SMPSO 10 100 WFG7
CDAS-SMPSO 10 100 WFG8
CDAS-SMPSO 10 100 WFG9
CDAS-SMPSO 10 500 WFG1
CDAS-SMPSO 10 500 WFG2
CDAS-SMPSO 10 500 WFG3
CDAS-SMPSO 10 500 WFG4
CDAS-SMPSO 10 500 WFG5
CDAS-SMPSO 10 500 WFG6
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
CDAS-SMPSO 10 500 WFG7
CDAS-SMPSO 10 500 WFG8
CDAS-SMPSO 10 500 WFG9
CDAS-SMPSO 10 1000 WFG1
CDAS-SMPSO 10 1000 WFG2
CDAS-SMPSO 10 1000 WFG3
CDAS-SMPSO 10 1000 WFG4
CDAS-SMPSO 10 1000 WFG5
CDAS-SMPSO 10 1000 WFG6
CDAS-SMPSO 10 1000 WFG7
CDAS-SMPSO 10 1000 WFG8
CDAS-SMPSO 10 1000 WFG9
SrEA/D 2 30 WFG1
SrEA/D 2 30 WFG2
SrEA/D 2 30 WFG3
SrEA/D 2 30 WFG4
SrEA/D 2 30 WFG5
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
SrEA/D 2 30 WFG6
SrEA/D 2 30 WFG7
SrEA/D 2 30 WFG8
SrEA/D 2 30 WFG9
SrEA/D 4 30 WFG1
SrEA/D 4 30 WFG2
SrEA/D 4 30 WFG3
SrEA/D 4 30 WFG4
SrEA/D 4 30 WFG5
SrEA/D 4 30 WFG6
SrEA/D 4 30 WFG7
SrEA/D 4 30 WFG8
SrEA/D 4 30 WFG9
SrEA/D 6 30 WFG1
SrEA/D 6 30 WFG2
SrEA/D 6 30 WFG3
SrEA/D 6 30 WFG4
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
SrEA/D 6 30 WFG5
SrEA/D 6 30 WFG6
SrEA/D 6 30 WFG7
SrEA/D 6 30 WFG8
SrEA/D 6 30 WFG9
SrEA/D 8 30 WFG1
SrEA/D 8 30 WFG2
SrEA/D 8 30 WFG3
SrEA/D 8 30 WFG4
SrEA/D 8 30 WFG5
SrEA/D 8 30 WFG6
SrEA/D 8 30 WFG7
SrEA/D 8 30 WFG8
SrEA/D 8 30 WFG9
SrEA/D 10 30 WFG1
SrEA/D 10 30 WFG2
SrEA/D 10 30 WFG3
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
SrEA/D 10 30 WFG4
SrEA/D 10 30 WFG5
SrEA/D 10 30 WFG6
SrEA/D 10 30 WFG7
SrEA/D 10 30 WFG8
SrEA/D 10 30 WFG9
SrEA/D 10 100 WFG1
SrEA/D 10 100 WFG2
SrEA/D 10 100 WFG3
SrEA/D 10 100 WFG4
SrEA/D 10 100 WFG5
SrEA/D 10 100 WFG6
SrEA/D 10 100 WFG7
SrEA/D 10 100 WFG8
SrEA/D 10 100 WFG9
SrEA/D 10 500 WFG1
SrEA/D 10 500 WFG2
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
SrEA/D 10 500 WFG3
SrEA/D 10 500 WFG4
SrEA/D 10 500 WFG5
SrEA/D 10 500 WFG6
SrEA/D 10 500 WFG7
SrEA/D 10 500 WFG8
SrEA/D 10 500 WFG9
SrEA/D 10 1000 WFG1
SrEA/D 10 1000 WFG2
SrEA/D 10 1000 WFG3
SrEA/D 10 1000 WFG4
SrEA/D 10 1000 WFG5
SrEA/D 10 1000 WFG6
SrEA/D 10 1000 WFG7
SrEA/D 10 1000 WFG8
SrEA/D 10 1000 WFG9
KnPSO 2 30 WFG1
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
KnPSO 2 30 WFG2
KnPSO 2 30 WFG3
KnPSO 2 30 WFG4
KnPSO 2 30 WFG5
KnPSO 2 30 WFG6
KnPSO 2 30 WFG7
KnPSO 2 30 WFG8
KnPSO 2 30 WFG9
KnPSO 4 30 WFG1
KnPSO 4 30 WFG2
KnPSO 4 30 WFG3
KnPSO 4 30 WFG4
KnPSO 4 30 WFG5
KnPSO 4 30 WFG6
KnPSO 4 30 WFG7
KnPSO 4 30 WFG8
KnPSO 4 30 WFG9
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
KnPSO 6 30 WFG1
KnPSO 6 30 WFG2
KnPSO 6 30 WFG3
KnPSO 6 30 WFG4
KnPSO 6 30 WFG5
KnPSO 6 30 WFG6
KnPSO 6 30 WFG7
KnPSO 6 30 WFG8
KnPSO 6 30 WFG9
KnPSO 8 30 WFG1
KnPSO 8 30 WFG2
KnPSO 8 30 WFG3
KnPSO 8 30 WFG4
KnPSO 8 30 WFG5
KnPSO 8 30 WFG6
KnPSO 8 30 WFG7
KnPSO 8 30 WFG8
Continued on next page
APPENDIX A. SUMMARY OF EXPERIMENTS PERFORMED 174
Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
KnPSO 8 30 WFG9
KnPSO 10 30 WFG1
KnPSO 10 30 WFG2
KnPSO 10 30 WFG3
KnPSO 10 30 WFG4
KnPSO 10 30 WFG5
KnPSO 10 30 WFG6
KnPSO 10 30 WFG7
KnPSO 10 30 WFG8
KnPSO 10 30 WFG9
KnPSO 10 100 WFG1
KnPSO 10 100 WFG2
KnPSO 10 100 WFG3
KnPSO 10 100 WFG4
KnPSO 10 100 WFG5
KnPSO 10 100 WFG6
KnPSO 10 100 WFG7
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
KnPSO 10 100 WFG8
KnPSO 10 100 WFG9
KnPSO 10 500 WFG1
KnPSO 10 500 WFG2
KnPSO 10 500 WFG3
KnPSO 10 500 WFG4
KnPSO 10 500 WFG5
KnPSO 10 500 WFG6
KnPSO 10 500 WFG7
KnPSO 10 500 WFG8
KnPSO 10 500 WFG9
KnPSO 10 1000 WFG1
KnPSO 10 1000 WFG2
KnPSO 10 1000 WFG3
KnPSO 10 1000 WFG4
KnPSO 10 1000 WFG5
KnPSO 10 1000 WFG6
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
KnPSO 10 1000 WFG7
KnPSO 10 1000 WFG8
KnPSO 10 1000 WFG9
KnEA 2 30 WFG1
KnEA 2 30 WFG2
KnEA 2 30 WFG3
KnEA 2 30 WFG4
KnEA 2 30 WFG5
KnEA 2 30 WFG6
KnEA 2 30 WFG7
KnEA 2 30 WFG8
KnEA 2 30 WFG9
KnEA 4 30 WFG1
KnEA 4 30 WFG2
KnEA 4 30 WFG3
KnEA 4 30 WFG4
KnEA 4 30 WFG5
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
KnEA 4 30 WFG6
KnEA 4 30 WFG7
KnEA 4 30 WFG8
KnEA 4 30 WFG9
KnEA 6 30 WFG1
KnEA 6 30 WFG2
KnEA 6 30 WFG3
KnEA 6 30 WFG4
KnEA 6 30 WFG5
KnEA 6 30 WFG6
KnEA 6 30 WFG7
KnEA 6 30 WFG8
KnEA 6 30 WFG9
KnEA 8 30 WFG1
KnEA 8 30 WFG2
KnEA 8 30 WFG3
KnEA 8 30 WFG4
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
KnEA 8 30 WFG5
KnEA 8 30 WFG6
KnEA 8 30 WFG7
KnEA 8 30 WFG8
KnEA 8 30 WFG9
KnEA 10 30 WFG1
KnEA 10 30 WFG2
KnEA 10 30 WFG3
KnEA 10 30 WFG4
KnEA 10 30 WFG5
KnEA 10 30 WFG6
KnEA 10 30 WFG7
KnEA 10 30 WFG8
KnEA 10 30 WFG9
KnEA 10 100 WFG1
KnEA 10 100 WFG2
KnEA 10 100 WFG3
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
KnEA 10 100 WFG4
KnEA 10 100 WFG5
KnEA 10 100 WFG6
KnEA 10 100 WFG7
KnEA 10 100 WFG8
KnEA 10 100 WFG9
KnEA 10 500 WFG1
KnEA 10 500 WFG2
KnEA 10 500 WFG3
KnEA 10 500 WFG4
KnEA 10 500 WFG5
KnEA 10 500 WFG6
KnEA 10 500 WFG7
KnEA 10 500 WFG8
KnEA 10 500 WFG9
KnEA 10 1000 WFG1
KnEA 10 1000 WFG2
Continued on next page
APPENDIX A. SUMMARY OF EXPERIMENTS PERFORMED 180
Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
KnEA 10 1000 WFG3
KnEA 10 1000 WFG4
KnEA 10 1000 WFG5
KnEA 10 1000 WFG6
KnEA 10 1000 WFG7
KnEA 10 1000 WFG8
KnEA 10 1000 WFG9
KnDE 2 30 WFG1
KnDE 2 30 WFG2
KnDE 2 30 WFG3
KnDE 2 30 WFG4
KnDE 2 30 WFG5
KnDE 2 30 WFG6
KnDE 2 30 WFG7
KnDE 2 30 WFG8
KnDE 2 30 WFG9
KnDE 4 30 WFG1
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
KnDE 4 30 WFG2
KnDE 4 30 WFG3
KnDE 4 30 WFG4
KnDE 4 30 WFG5
KnDE 4 30 WFG6
KnDE 4 30 WFG7
KnDE 4 30 WFG8
KnDE 4 30 WFG9
KnDE 6 30 WFG1
KnDE 6 30 WFG2
KnDE 6 30 WFG3
KnDE 6 30 WFG4
KnDE 6 30 WFG5
KnDE 6 30 WFG6
KnDE 6 30 WFG7
KnDE 6 30 WFG8
KnDE 6 30 WFG9
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
KnDE 8 30 WFG1
KnDE 8 30 WFG2
KnDE 8 30 WFG3
KnDE 8 30 WFG4
KnDE 8 30 WFG5
KnDE 8 30 WFG6
KnDE 8 30 WFG7
KnDE 8 30 WFG8
KnDE 8 30 WFG9
KnDE 10 30 WFG1
KnDE 10 30 WFG2
KnDE 10 30 WFG3
KnDE 10 30 WFG4
KnDE 10 30 WFG5
KnDE 10 30 WFG6
KnDE 10 30 WFG7
KnDE 10 30 WFG8
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
KnDE 10 30 WFG9
KnDE 10 100 WFG1
KnDE 10 100 WFG2
KnDE 10 100 WFG3
KnDE 10 100 WFG4
KnDE 10 100 WFG5
KnDE 10 100 WFG6
KnDE 10 100 WFG7
KnDE 10 100 WFG8
KnDE 10 100 WFG9
KnDE 10 500 WFG1
KnDE 10 500 WFG2
KnDE 10 500 WFG3
KnDE 10 500 WFG4
KnDE 10 500 WFG5
KnDE 10 500 WFG6
KnDE 10 500 WFG7
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
KnDE 10 500 WFG8
KnDE 10 500 WFG9
KnDE 10 1000 WFG1
KnDE 10 1000 WFG2
KnDE 10 1000 WFG3
KnDE 10 1000 WFG4
KnDE 10 1000 WFG5
KnDE 10 1000 WFG6
KnDE 10 1000 WFG7
KnDE 10 1000 WFG8
KnDE 10 1000 WFG9
NSGA-III 2 30 WFG1
NSGA-III 2 30 WFG2
NSGA-III 2 30 WFG3
NSGA-III 2 30 WFG4
NSGA-III 2 30 WFG5
NSGA-III 2 30 WFG6
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
NSGA-III 2 30 WFG7
NSGA-III 2 30 WFG8
NSGA-III 2 30 WFG9
NSGA-III 4 30 WFG1
NSGA-III 4 30 WFG2
NSGA-III 4 30 WFG3
NSGA-III 4 30 WFG4
NSGA-III 4 30 WFG5
NSGA-III 4 30 WFG6
NSGA-III 4 30 WFG7
NSGA-III 4 30 WFG8
NSGA-III 4 30 WFG9
NSGA-III 6 30 WFG1
NSGA-III 6 30 WFG2
NSGA-III 6 30 WFG3
NSGA-III 6 30 WFG4
NSGA-III 6 30 WFG5
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
NSGA-III 6 30 WFG6
NSGA-III 6 30 WFG7
NSGA-III 6 30 WFG8
NSGA-III 6 30 WFG9
NSGA-III 8 30 WFG1
NSGA-III 8 30 WFG2
NSGA-III 8 30 WFG3
NSGA-III 8 30 WFG4
NSGA-III 8 30 WFG5
NSGA-III 8 30 WFG6
NSGA-III 8 30 WFG7
NSGA-III 8 30 WFG8
NSGA-III 8 30 WFG9
NSGA-III 10 30 WFG1
NSGA-III 10 30 WFG2
NSGA-III 10 30 WFG3
NSGA-III 10 30 WFG4
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
NSGA-III 10 30 WFG5
NSGA-III 10 30 WFG6
NSGA-III 10 30 WFG7
NSGA-III 10 30 WFG8
NSGA-III 10 30 WFG9
NSGA-III 10 100 WFG1
NSGA-III 10 100 WFG2
NSGA-III 10 100 WFG3
NSGA-III 10 100 WFG4
NSGA-III 10 100 WFG5
NSGA-III 10 100 WFG6
NSGA-III 10 100 WFG7
NSGA-III 10 100 WFG8
NSGA-III 10 100 WFG9
NSGA-III 10 500 WFG1
NSGA-III 10 500 WFG2
NSGA-III 10 500 WFG3
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
NSGA-III 10 500 WFG4
NSGA-III 10 500 WFG5
NSGA-III 10 500 WFG6
NSGA-III 10 500 WFG7
NSGA-III 10 500 WFG8
NSGA-III 10 500 WFG9
NSGA-III 10 1000 WFG1
NSGA-III 10 1000 WFG2
NSGA-III 10 1000 WFG3
NSGA-III 10 1000 WFG4
NSGA-III 10 1000 WFG5
NSGA-III 10 1000 WFG6
NSGA-III 10 1000 WFG7
NSGA-III 10 1000 WFG8
NSGA-III 10 1000 WFG9
MOEA/D 2 30 WFG1
MOEA/D 2 30 WFG2
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
MOEA/D 2 30 WFG3
MOEA/D 2 30 WFG4
MOEA/D 2 30 WFG5
MOEA/D 2 30 WFG6
MOEA/D 2 30 WFG7
MOEA/D 2 30 WFG8
MOEA/D 2 30 WFG9
MOEA/D 4 30 WFG1
MOEA/D 4 30 WFG2
MOEA/D 4 30 WFG3
MOEA/D 4 30 WFG4
MOEA/D 4 30 WFG5
MOEA/D 4 30 WFG6
MOEA/D 4 30 WFG7
MOEA/D 4 30 WFG8
MOEA/D 4 30 WFG9
MOEA/D 6 30 WFG1
Continued on next page
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
MOEA/D 6 30 WFG2
MOEA/D 6 30 WFG3
MOEA/D 6 30 WFG4
MOEA/D 6 30 WFG5
MOEA/D 6 30 WFG6
MOEA/D 6 30 WFG7
MOEA/D 6 30 WFG8
MOEA/D 6 30 WFG9
MOEA/D 8 30 WFG1
MOEA/D 8 30 WFG2
MOEA/D 8 30 WFG3
MOEA/D 8 30 WFG4
MOEA/D 8 30 WFG5
MOEA/D 8 30 WFG6
MOEA/D 8 30 WFG7
MOEA/D 8 30 WFG8
MOEA/D 8 30 WFG9
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
MOEA/D 10 30 WFG1
MOEA/D 10 30 WFG2
MOEA/D 10 30 WFG3
MOEA/D 10 30 WFG4
MOEA/D 10 30 WFG5
MOEA/D 10 30 WFG6
MOEA/D 10 30 WFG7
MOEA/D 10 30 WFG8
MOEA/D 10 30 WFG9
MOEA/D 10 100 WFG1
MOEA/D 10 100 WFG2
MOEA/D 10 100 WFG3
MOEA/D 10 100 WFG4
MOEA/D 10 100 WFG5
MOEA/D 10 100 WFG6
MOEA/D 10 100 WFG7
MOEA/D 10 100 WFG8
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
MOEA/D 10 100 WFG9
MOEA/D 10 500 WFG1
MOEA/D 10 500 WFG2
MOEA/D 10 500 WFG3
MOEA/D 10 500 WFG4
MOEA/D 10 500 WFG5
MOEA/D 10 500 WFG6
MOEA/D 10 500 WFG7
MOEA/D 10 500 WFG8
MOEA/D 10 500 WFG9
MOEA/D 10 1000 WFG1
MOEA/D 10 1000 WFG2
MOEA/D 10 1000 WFG3
MOEA/D 10 1000 WFG4
MOEA/D 10 1000 WFG5
MOEA/D 10 1000 WFG6
MOEA/D 10 1000 WFG7
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Table A.1: Experiments Performed (continued)
Algorithm Objectives Decision Variables Function
MOEA/D 10 1000 WFG8
MOEA/D 10 1000 WFG9
