Abstract-The super-resolution time delay estimation in multipath environment is very important for many applications. Conventional super-resolution approaches can only deal with signals with wideband and flat spectra. In this paper, we propose a novel super-resolution time delay estimation method that can treat signals with narrowband spectra. In our method, the time delay estimation is first transformed into the frequency domain, in which the problem is converted into the parameter estimation of sinusoidal signals with lowpass envelopes. Then a MUSIC-type algorithm taking account of the envelope variation is applied to achieve the super-resolution estimation. Time delay estimation in active and passive systems are considered. Simulation results confirm that the proposed estimators provide better performance than the classical correlation approach and the conventional MUSIC algorithm for separating closely spaced signals with narrowband spectra.
I. INTRODUCTION
T IME DELAY estimation (TDE) is an important signal processing problem with applications in many areas, such as radar [1] , sonar [1] , wireless communications [2] , etc. Classical time delay estimation techniques are based on correlation [1] , and their resolution is limited by the inverse of the signal bandwidth. Therefore, classical algorithms are only effective when multipath components are well separated in arrival time or when only one component is present in the received signal; they are unable to separate signals spaced closer than the resolution limit, which cannot meet the demand of many applications.
To separate closely spaced signal components, super-resolution estimation algorithms, especially subspace-based methods (see [3] - [5] and references therein), have been proposed for spatial/temporal frequency estimation. Motivated by the success of super-resolution techniques in the frequency domain, the principle employed by the Multiple Signal Classification (MUSIC) algorithm is directly applied to the time domain for time delay estimation [6] . However, due to its particular requirement on the "array manifold vectors", the estimator in [6] does not have much performance gain with respect to classical correlation methods. In [7] , Hou and Wu first propose to transform the time delay estimation problem into a model-based sinusoidal parameter estimation problem, after which super-resolution methods (see [4] and references therein) for frequency estimation are applied [8] , [9] . The methods in [7] - [9] often involve a spectral-division operation. Thus, they are only suitable for signals with wideband and flat spectra, as implemented in [10] and [11] . When the signals have slowly varying envelopes, it has been shown in [12] that the performance of all the above methods degrade significantly. Super-resolution parameter estimation with slowly varying envelopes has been studied in our previous work [13] , [14] , however, where the schemes are designed for the separation of frequency components, not for time delay estimation.
Our Contributions: In this paper, a super-resolution time delay estimation method is proposed based on a generalization of the MUSIC algorithm [3] . In this method, signals are firstly transformed into the frequency domain, thus the time delay estimation is converted into a parameter estimation problem of sinusoidal signals with lowpass envelopes. And the time delay parameters are estimated by a MUSIC-type algorithm taking into account of the envelope variation. The performance of the proposed time delay estimators are analyzed and evaluated by numerical simulations. Mean square errors (MSE) for different SNRs and time delay separations in multipath environments are shown to approximate the Cramer-Rao bounds (CRB), and the proposed estimators perform better than the classical correlation approach [1] and the conventional MUSIC algorithm [12] . The following highlights our contributions.
• We derive the super-resolution time delay estimators in active systems (the transmitted signal is known and used as the reference signal) and passive systems (a priori knowledge of the transmitted signal is unavailable).
• We present a pre-processing technique to transform the time delay estimation into the frequency domain. Then the super-resolution frequency estimation algorithms in [13] and [14] are applied.
• The proposed method is applicable to signals with narrowband spectra, in contrast to the model-based sinusoidal estimation methods proposed in [7] - [9] . This paper is organized as follows. In Section II, we present the data models for estimating the time delay. In Section III, we derive the super-resolution time delay estimators. The approximate CRBs and simulation results are shown in Section IV. Conclusions are provided in Section V.
II. DATA MODELS
Before presenting the data models in active and passive systems, we summarize the notations used in this paper, as follows. 
A. Data Model in Active Systems
Let the received signal be described as (1) where is the number of multipath components, is the transmitted signal with duration , are the random multipath amplitudes incorporating both scatter characteristics and propagation fading through the medium, and are time delays related to both scattering objects and paths, is the additive white Gaussian noise (AWGN), is the duration of , i.e., the observation time. Then the sampled received signals can be written as (2) where is the sampling period, is the number of samples. For convenience, we generally let . Then the th sample of is expressed as . Note can be any real value.
In active systems, the known transmitted signal is used as the reference signal. Generally, the time delay estimation can be accomplished by matched filtering or cross-correlation. Let and be zero-padded 1 to length , where is the length of , and we require . Then the cross-correlation function between and can be calculated through a circular correlation [16] as (3) 1 This zero-padding is needed for the circular correlation operation ( [16] , Chapter 5).
We can represent in the IDFT form of (4) where is the DFT [16] of . Then (3) can be re-expressed in the frequency domain as (5) where and is the DFT of . For the matched filter and cross-correlator, it is assumed that the peaks of the envelope of in (5) will indicate the time delay estimates. However, they are unable to separate the true peaks which correspond to the different time delays but are spaced closer than their resolution limit.
From (5), can be mathematically considered as the DFT of , where is denoted as (6) Furthermore, the squared envelope of can be viewed as the power spectrum of and we have the following relation DFT
In vector form, the data model in (6) is represented by (8) where
B. Data Model in Passive Systems
Since the transmitted signal is unknown in passive systems, only time differences of arrivals (TDOA) can be estimated by using received signals at multiple spatially separated sensors, where the reference signal of the cross-correlator is one of the received signals. Without loss of generality, we assume there are two spatially separated sensors. The received signals on the two sensors can be modeled as (9) where and are the number of multipaths, and are the time delays of the received signals to different multipaths, and are the corresponding random amplitudes related to the scatter characteristics and propagation fading, and are AWGN, respectively. For the sake of simplicity, we assume has only one signal component, i.e.,
, and has multiple signal components, i.e.,
. Nevertheless, our results can be easily extended to the case of using the auxiliary processing in [7] . With the assumption of , the sampled received signals as in (2) can be written as (10) where is the number of samples. Similar to the case in active systems, we also zero-pad the above two discrete-time sequences and to length , where . Then the cross-correlation function between and can be calculated through a circular correlation as (11) where and are the DFT of and , respectively. We denote (12) where , are the TDOAs to be estimated, and . Similarly, can be also mathematically considered as the DFT of . And we have the following relation:
DFT (13) where can be viewed as the power spectrum of . In vector form, (12) is given by (14) where
C. Discussions
As observed from the two data models in (6) and (12), the expressions are essentially similar, while the only difference is in a priori knowledge of . After the above transformation, the time delay terms contained in and can be viewed as sinusoidal parameters. This facilitates the application of super-resolution algorithms, such as MUSIC, for the sinusoidal parameter estimation.
However, the data models in (6) and (12) contain a multiplicative term , thus the estimation in (6) and (12) involves sinusoidal signals with time-varying lowpass envelopes. When the conventional MUSIC algorithm is directly applied to these cases, Besson and Stoica [12] have shown that a performance penalty is introduced: the performance degradation increases dramatically with more envelope variations. In [13] - [15] , MUSIC-type methods have been proposed to account for the envelope variation, which will be adopted in this paper for the time delay estimation.
III. TIME DELAY ESTIMATION
Following common practices as in [7] - [9] , we assume the SNRs of the received signals in (2) and (10) are high, thus neglecting the colored noise terms in (6) and in (12) in algorithm derivation (for more discussion, see [8] , [17] and references therein).
A. Time Delay Estimation in Active Systems

1) Multiple-Experiment Data:
Since the power spectral density of in is deterministic and only and are random, the covariance matrix of in (8) can be represented as (15) where Since is always non-zero and the time of arrivals are different from each other, we have . Under the assumption that are mutually uncorrelated,
. In this paper, we assume the number of signal components is known. From the eigendecomposition of , dimensions with largest eigenvalues are identified as the signal subspace, and the remaining dimensions belong to the noise subspace . Similar to the derivation of MUSIC [3] , should be orthogonal to [15] , i.e., (16) Let (17) where . Then , can be obtained from the maxima of by a 1-D search on .
2) Comparison With Conventional MUSIC Algorithm:
MUSIC is a representative member of the subspace-based methods. Originally, it was used for the DOA estimation, where MUSIC provides a nice geometric interpretation of DOA problem and have received much attention. Later, MUSIC is successfully applied to the spectral analysis and system identification problem ( [4] , and references therein). In the conventional MUSIC algorithm, the covariance matrix of observation is first divided into the signal and noise subspaces through the eigendecomposition. The signal subspace is always spanned by the steering vectors, and all noise eigenvectors should be orthogonal to all anticipated signal components, which also span the signal subspace. In contrast to (17) , when the conventional MUSIC algorithm [12] is directly applied to time delay estimation, the solution is to find the maxima of (18) where is the steering vector.
will span the noise subspace. However, in (18) does not consider the effects of the multiplicative noise terms in (17) and can not exactly span the signal subspace of the observed covariance matrix . Hence, the conventional MUSIC algorithm leads to a modeling error and the corresponding orthogonal project onto the noise subspace in (18) will result in significant bias error [12] .
3) Single-Experiment Data: In many cases, multiple-experiment data may not be available. When there is only one set of experiment data, the estimation of in (15) is reduced to . Without the expectation operation in (15), there is . The signal subspace and noise subspace cannot be separated from , since has rank 1. In this case, the subspace-based method in (16) can not be applied for the time delay estimation. Therefore, it is necessary to obtain that is full rank larger than . We adopt the idea in [18] to obtain . As discussed in Section II-A, can be viewed as the power spectrum of in (6) . From the Wiener-Khinchine theorem [16] , the correlation function of can be obtained from as DFT (19) where is a sequence formed by zero-padding to length . Thus, can be viewed as the power spectrum of an analytic signal. Then the estimated covariance matrix can be formed based on the elements of the sequence as [18] (20)
where for , and for [5] , and is the floor function notation which denotes the largest integer no greater than . According to [5] , [18] , is full rank. For more discussion, please see Appendices I and II.
Then the noise subspace estimate can be obtained from the eigendecomposition of . The time delay estimate , can be achieved by locating the maxima of (21) where is an sub-vector formed by , and . The proof of (21) is provided in Appendix I.
Another commonly used method for estimating covariance matrix with single-experiment data is the smoothing technique in [5] and [19] . It has been proven in [16] that the method in this subsection and the smoothing method in [5] and [19] provide consistent estimates of . However, the computational complexity of the method in this subsection is much smaller than that in [5] and [19] . The explanation is presented in Appendix II.
4) Summary:
Our MUSIC-type algorithm in active systems can be summarized as follows:
Step 1. Compute the cross-correlation function between and in (2) to obtain as in (3).
Step 2. Zero-pad to get , and compute IDFT of as in (19) , then form the estimate as in (20) .
Step 3. Eigendecompose to obtain , and estimate , based on (21).
B. Time Delay Estimation in Passive Systems
1) Estimation With Sequential Quadratic Programming:
In passive systems, we only consider the case of single-experiment data. The derivation for multiple experiment data is relatively straightforward and is thus omitted.
Since the data models in active and passive systems are essentially similar, the following orthogonality relationship also holds (22) where , is an sub-vector formed by , and is the noise subspace corresponding to the estimated covariance matrix of just as in (19) and (20) . Similar to the case in active systems, we require [5] . In passive systems, is unknown. Therefore, the estimation involves a search not only on , but also on the unknown . The estimation problem can be expressed as (23) where is a vector of real-valued variables representing the power spectrum of the unknown transmitted signal , and . In theory, a perfect estimate of should be equal to . In (23) , is a quadratic form. Thus, the solution to (23) can be simplified to solve a Quadratic Programming (QP) problem [21] . To estimate the time delay beneficially, some constraints should be imposed here. Since is a nonnegative real-valued vector, it is reasonable to require [15] to avoid pseudo estimates [14] , where is an column vector. This constraint means is a nonnegative real-valued vector and at least one element is larger than 0, i.e.,
. Then the time delay estimates can be expressed as and (24) where . The eigendecomposition is usually involved in the methods for solutions of the Quadratic Programming problem as in (23) . To ensure the meaningful solutions with simple but efficient implementation, we take the real part of and let in our method. The detailed explanation is shown in Appendix III. In (24), is a unit-norm constraint and can be viewed as normalization. Then Sequential Quadratic Programming (SQP) method [21] can be employed to solve the nonlinear constrained optimization problem in (24) . Since is nonnegative for any real-valued is a nonnegative definite Hermitian matrix, which ensures the solution to (24) is the global minimum [21] .
Since is a convex function with respect to [21] , achieves the global minimum of and the parameter estimation in (24) can be performed in two steps [22] , which would further reduce the computational load. First, we minimize with respect to , which yields as a function of and (25) Then a search step is performed on to find the minima of (26) where , are the estimates of in (12) . 2) Summary: Our MUSIC-type algorithm in passive systems can be summarized as follows:
Step 1. Compute the cross-correlation function between and in (10) to obtain as in (11).
Step 2. Form the estimated covariance matrix just as in (19) and (20) .
Step 3. Eigendecompose to obtain , and estimate , in two steps as in (25) and (26) .
IV. APPROXIMATE CRB AND SIMULATION RESULTS
A. Transmitted Signal
In our analysis and simulations, the transmitted signal is a chirp signal (27) where and are the upper and lower frequencies of , respectively, is the initial random phase, is the length of . The bandwidth of is defined as , and the correlation time is . Since when we normalize the sampling frequency, is a chirp signal with narrowband spectra in our simulations.
B. Approximate CRB in Active Systems
Without loss of generality, we assume the received signal in (2) has two signal components. Then the received signals are modeled as (28) where and are the unknown time delays to be estimated.
When has only one component, i.e., , the CRB for the time delay estimation is derived as CRB (29) where is the power of the signal, and are the power and the bandwidth of the noise, respectively. The derivation of (29) is provided in Appendix IV.
The general form of the CRB for the time delay estimation in active systems is presented in [24] . When consists of two multipath components, i.e., , the CRB [24] for the time delay estimation is given by
where CRB is given in (29), and is a function related to the time delay separation [24] .
C. Approximate CRB in Passive Systems
We assume in (10) The derivation of (32) is provided in Appendix V. When consists of two multipath components with the same SNR, the CRB for the time delay estimation is given by [24] CRB CRB
where is a function related to the separation of the TDOAs in passive systems [24] .
We note that CRB in (32) is two times higher than CRB in (29). This performance difference comes from the reference signal: in active systems, the reference signal is the clean transmitted signal, while in passive systems the reference signal is the other received signal corrupted by noise.
D. Simulation Results
Our simulation results are obtained through 500 independent Monte Carlo trials. SNR in dB is defined as . Only for the convenience of illustration, the time delay values are chosen to be integers in our simulations. It should be emphasized that our algorithm is applicable to estimating any realvalued time delay. and CRB are approximated by (29) and (32), respectively. We note that the MSEs are close to the corresponding CRBs over a wide range of SNRs. Further, there is slight performance variation for the different and . Since the CRB at low SNR [1] is not accurately given by (32), we use a dashed line to represent CRB at low SNR in Fig. 2 .
In Figs. 3 and 4 , we compare the performance of the proposed algorithm with the conventional MUSIC algorithm [12] under different normalized signal bandwidth. Only one signal component is used. The power spectrum of determines the envelope variation in both figures: the smaller the normalized bandwidth, the higher the variation. It is clear that our MUSIC-type algorithm outperforms the convention MUSIC algorithm for all bandwidth values. The performance gap is especially noticeable for small bandwidth values (corresponding to high envelope variations), where the conventional MUSIC algorithm has severe performance degradations. The better performance of our algorithm comes from the matching of the data models. The results in Figs. 3 and 4 are consistent with the conclusions in [12] .
In Figs. 5 and 6, we compare our algorithm with the correlation approach and the conventional MUSIC algorithm [12] when separating two signal components in active and passive systems. We set , and .
Then
. From the simulation results, we have two observations. First, the correlation approach is unable to resolve the two closely-spaced signal components. Second, the MUSIC-type algorithm has a satisfactory estimation quality and is better than the conventional MUSIC algorithm. 
V. CONCLUSION
In this paper, we have studied the super-resolution time delay estimation in multipath environments. Both active and passive systems are considered. After transforming the time delay estimation into a parameter estimation problem of sinusoidal signals with lowpass envelopes, we propose a MUSIC-type algorithm for the time delay estimation, where the envelope variation is taken into account. Simulation results show that the MSEs of the time delay estimation for closely spaced signals/echoes are very close to the CRBs. Compared with the conventional MUSIC algorithm and the correlation approach, it is shown the proposed MUSIC-type algorithm has better performance.
is defined by
Since the signal components with different time delays , are uncorrelated, we represent as
where , represents the covariance matrix estimate of the signal components, is the covariance matrix estimate of the th signal component with the time delay , and is the covariance matrix estimate of the noise. Later, we will simply write instead of whenever there is no confusion.
In general, the rank of in (35) is larger than 1 and sometimes equals to [20] due to in (6) . However, the signal energy usually concentrates on the largest eigenvalue [20] . The level of energy concentration mainly depends on (for more detailed discussions, see our previous work [13] - [15] and [20] The smoothing technique in [5] , [19] is another commonly used method to estimate covariance matrix for single-experiment data. In this method, the data vector is first partitioned into segments of length , i.e.,
Then can be estimated as
To ensure that is nonsingular, it is necessary to have and , or equivalently [5] . In practice, we require [5] . 2 In our simulations, we always take the segment that contains the main spectral components of s(n).
As shown by (19) and (20) Substituting (53) into (48), we obtain (32).
