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RESUMO
A atividade de refatoração tem como principal objetivo aplicar um conjunto de transfor-
mações em um artefato de software para melhorar sua estrutura sem alterar sua funcionalidade.
Alguns estudos recentes, apresentam bons resultados ao gerarem modelos de predição de refato-
rações. Além disso, os estudos mostram que refatorações similares são aplicadas em diferentes
contextos e podem ser aprendidas. Neste sentido, a maioria dos trabalhos existentes utiliza
técnicas de aprendizado de máquina para gerar modelos que predizem se um dado trecho de
código deve ser refatorado. Entretanto, essas abordagens possuem limitações. Elas buscam por
refatorações específicas e exatamente como aplicadas por desenvolvedores, o que limita que
outras refatorações sejam encontradas. Dada a natureza subjetiva da atividade de refatoração
de software, a exploração por refatorações com base em outros critérios também é vantajosa.
Existem trabalhos na área conhecida como Refatoração de Software Baseada em Busca (SBR)
(do inglês, Search Based Software Refactoring), em que algoritmos de busca são utilizados para
encontrar refatorações em um grande espaço de busca e visando a melhorar diversos aspectos.
Recentemente, trabalhos em SBR começaram a utilizar exemplos de refatorações já aplicadas
por desenvolvedores para incorporar aprendizado na busca. Entretanto, essas abordagens são
limitadas em termos de generalização dos resultados, uma vez que não geram um modelo que
possa ser utilizado para diferentes programas. Desse modo, abordagens existentes de SBR
devem ser configuradas e executadas a cada novo programa. Neste contexto, este trabalho
visa a incorporar os benefícios encontrados na área de aprendizado de máquina e na área de
SBR, apresentando uma abordagem chamada Gorgeous (do inglês, Generation of Refactoring
Algorithms through Grammatical Evolution). Gorgeous tem como objetivo gerar algoritmos de
refatoração compostos por regras, que quando executados, determinam trechos de código que
devem ser refatorados e refatorações a serem aplicadas. Os algoritmos são criados de forma que as
refatorações sugeridas sejam similares a refatorações aplicadas na prática e que também melhorem
a qualidade do software. Os algoritmos são criados utilizando um processo de aprendizado que
primeiro extrai padrões de refatoração de programas agrupando elementos que foram refatorados
de maneira similar. Após isso, uma evolução gramatical é executada para gerar algoritmos de
refatoração com base nos padrões extraídos. Gorgeous é avaliada utilizando dados de refatoração
extraídos de 40 programas Java do repositório GitHub. Como resultado, os algoritmos gerados
foram capazes de obter bons resultados para diferentes programas, melhorando em média 60% a
qualidade do programa e obtendo 50% de similaridade com refatorações aplicadas na prática.
Palavras-chave: Refatoração, Engenharia de Software Baseada em Busca, Agrupamento, Evolução
Gramatical
ABSTRACT
The refactoring activity addresses the application of a set of transformations in software
artifacts to improve their structure while preserving their functionality. Recent studies present
promising results generating prediction models for refactoring. Furthermore, they provide
evidences that similar refactoring operations are applied in different contexts and they can be
learned using Machine Learning (ML). Most works on ML based refactoring generate models
to predict if a piece of code should be refactored. Despite the capability of prediction, existing
works are limited to learn specific refactoring operations as applied by developers. However, to
explore refactoring operations possibilities based on other criteria is also beneficial, mainly by
the subjective context of refactoring. In this context, the Search-Based Software Refactoring
(SBR) area addresses studies using search algorithms to find refactoring operations in a huge
search space, aiming at improving several other aspects. However, existing SBR approaches
do not support generalization of results since they do not generate a model as ML studies. In
this way, a SBR approach needs to be configured and executed for each program in need of
refactoring. In this context, this work introduces a SBR learning approach aiming at taking most
advantage of both fields. Gorgeous (Generation of Refactoring Algorithms through Grammatical
Evolution) generates refactoring algorithms composed by several rules determining pieces of
code that should be refactored and the refactoring types to be used. A refactoring algorithm
provides as solution a set of refactoring operations to be applied in a program. In this respect,
the algorithm is generated with the goal of increasing similarity of the refactoring operations
with the ones applied in practice, and also improving program quality. To do this, a learning
process first extracts refactoring patterns from programs by grouping their elements that were
refactored in similar ways. After that, a Grammatical Evolution (GE) is executed to generate the
algorithms based on the extracted patterns. Gorgeous is evaluated using refactoring data from 40
Java programs of GitHub repository. The refactoring algorithms are capable of obtaining good
results to different programs, obtaining around 60% of program quality improvement and 50% of
similarity with real refactoring applications.
Keywords: Refactoring, Search-Based Software Engineering, Clustering, Grammatical Evolution
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1 INTRODUCTION
The software refactoring activity [4] is used to change a software artifact structure without
modifying its external behavior. It is performed with the goal of improving the software quality
in respect to some quality attributes, such as understandability, modularity, and maintainability.
It is mainly used in the software development and maintenance phases to keep and reestablish the
quality of code elements, but it is also used in other early software engineering phases, such as
software design and re-engineering [5].
The main task of software refactoring is the application of meaning-preserving restruc-
turings, called refactorings [2], which are simple operations performed to change a software,
such as to move or to extract a method. A refactoring operation has two important components:
a refactoring type, such as move method or extract method; and a set of actors, which represents
the code elements involved in the operation, e.g., a class or a method from a software. They were
originally proposed in the context of object-oriented code [4], where some catalogs exist [2, 4].
Since then, they have been extended to different contexts and artifacts, but object-oriented code
still remains the main focus of refactoring.
Software refactoring is an expensive and error-prone activity [6, 7]. Specially, software
maintenance activities consume up to 70% of the total cost of a typical software project [8].
Researchers also point out developers spend at least 10% of their monthly hours with refactoring
tasks [9, 10]. The task of identifying a good refactoring type for each situation is very consuming
itself. There are several refactoring types which can be used and specially hundreds of code
elements that might be in need of refactoring. In this context, the refactoring problem is highly
studied in the literature [11, 12]. It consists of automatically finding a good set of refactoring
operations for a software program.
Some tools were proposed in the literature to help in this task [13, 14, 15, 16]. Some of
them are integrated into most of existing IDEs such as Eclipse, NetBeans, IntelliJ, and Visual
Studio. They are mainly focused on the identification of refactoring operations capable of fixing
code smells [2] or duplicate code, but they do not take into account other important aspects, such
as the improvement of quality attributes. Despite the existence of tools, most refactoring work is
still performed manually. A survey conducted with 328 software engineers of Microsoft [10]
pointed out around 80% of the developers refactoring tasks are manual. It also indicated design
defects are not the main reason why developers apply refactoring operations. They most see
benefit by improving quality attributes, such as readability, maintainability, and modularity.
In this context, some refactoring works have been proposed in the Search-Based Software
Refactoring (SBR) field [11]. SBR works apply search-based techniques to help the software
refactoring activity. Studies in this field have gained visibility because they are capable to identify
refactoring operations for a program by optimizing several quality factors [11]. Actually, SBR
have been pointed out as the most beneficial approach for the software refactoring problem [12].
However, existing SBR approaches do not provide reusable solutions, i.e., the approach needs to
be configured and executed for every new version or program. It can demand an unnecessary
effort from the developer, who also might not be familiar with a search algorithm.
In this work, we start from the observation that we can learn refactoring patterns from
various software programs, and provide a more reusable solution for the refactoring problem.
We consider a refactoring pattern as a similar refactoring operation found in different places,
which can be, i.e., different versions or programs. A recent study [17] using deep learning shows
only between 21% and 36% of code changes can be automatically learned. However, refactoring
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was classified as one of the learned code changes. Moreover, the learning with multiple software
programs increases accuracy around 10%. This shows an evidence that refactoring patterns can
be learned from different programs.
Recently, literature has shown some approaches incorporating machine learning techni-
ques to predict refactoring operations from software programs. In this kind of study, the reusable
solution is a prediction model generated either using a regression or a classification technique.
The approaches are restricted to predict elements in need of refactoring [18, 19] or to predict
if an element should receive a predefined refactoring type [20, 18]. In fact, existing machine
learning based approaches are able to obtain good results in terms of prediction, but they lack in
the number of refactoring types possibilities.
Additionally, existing machine learning approaches are limited to the prediction of
refactoring operations. Due to the subjective nature of the refactoring problem, it is not possible
to guarantee if a refactoring operation is good, so the labeling of a refactoring operation itself
could lead to different interpretations. Due to this fact, our work addresses the learning of
refactoring patterns to guide us during the search for solutions, but not as a unique criteria. We
want to explore the search space to find other solutions which might be also good in quality
aspects. To support this, however, we will have to extend current state-of-the-art machine learning
techniques to make them applicable to this context.
In this sense, our approach incorporates a Grammatical Evolution (GE) [21] technique.
GE is a type of Genetic Programming (GP) [22], since it is similarly used to evolve programs [21].
However, while a conventional GP algorithm uses a tree as representation for an individual and
applies search operators to those trees [22], a GE algorithm manipulates an array of integers
and evolves the solutions similarly to a conventional Evolutionary Algorithm (EA) [21] since it
performs the same steps and applies conventional search operators . Moreover, in addition to the
usual steps of an EA, a GE receives a grammar file, usually in Backus Normal Form (BNF), to
map each solution into a program. The grammar is very flexible and supports the mapping of
several aspects of a program.
1.1 MOTIVATIONS
With respect to the presented context, this work presents a SBR learning approach to the
refactoring problem. It automatically generates algorithms used to find refactoring operations for
object-oriented programs. In this sense, the motivations that justify this work are:
1. Refactoring of object-oriented programs is highly used and important to improve and
keep the quality of a program;
2. The refactoring problem is a hard problem that demands a lot of effort if performed
manually;
3. Existing refactoring tools are not very used and focus most on the correction of bad
smells;
4. Existing SBR approaches are capable of optimizing many software quality attributes,
but they are not able to provide a reusable solution;
5. Refactoring operations are one of the few code changes proved to be automatically
learned;
6. Learning code changes from multiple programs can help to improve accuracy results;
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7. ML based refactoring approaches can provide good accuracy results, but they are
restricted to prediction and do not explore solutions to improve other quality aspects.
8. GE presents promising results in the literature to generate different kinds of algorithms.
In addition, it has a flexible grammar that is easy to compose, change, extend and
understand.
1.2 GOAL OF THIS WORK
The main goal of this work is to generate algorithms capable of suggesting for a program
refactoring operations able to improve quality, and to increase similarity with real refactoring
applications. In this sense, we introduce in this work the concept of refactoring algorithm.
A refactoring algorithm receives as input a program and produces for it a set of refactoring
operations. This algorithm is composed by several procedures, each of them defining rules used
to find the refactoring operations.
Based on that, the specific goals of this work are:
• To provide refactoring algorithms that can be generalized to find refactoring operations
to Java programs;
• To provide refactoring algorithms capable of suggesting refactoring operations that
optimize quality by improving modularity.
• To provide refactoring algorithms capable of suggesting refactoring operations similar
to real ones applied by developers.
To achieve such goals, this work proposes Gorgeous (Generation of Refactoring
Algorithms through Grammatical Evolution), which is a SBR learning approach to the refactoring
problem. Our approach provides a refactoring algorithm as a reusable solution. The refactoring
algorithm receives as input a Java program information and produce for it a set of refactoring
operations. This algorithm is composed by several procedures, each of them defining rules used
to create the refactoring operations.
Gorgeous is composed by three steps: 1) Instantiating Programs; 2) Extracting Patterns;
and 3) Generating Algorithms. The first step receives information from software programs and
instantiates them based on a predefined representation. The second step is in charge of learning
refactoring patterns from the set of program instances. It executes a clustering algorithm [23]
to group classes and methods that were refactored in similar ways. Each generated cluster
represents a refactoring pattern that serves as input to the next step. In this way, the next step
generates a refactoring algorithm based on each cluster. Each refactoring algorithm incorporates
the characteristics of the corresponding cluster.
1.3 HYPOTHESIS
The hypothesis of this work is: "Gorgeous is capable of generating refactoring algorithms
able to find refactoring operations similar to real ones, while bringing improvement in terms of
quality".
In order to validate this hypothesis, Gorgeous is implemented and validated in a set
of 40 Java programs extracted from real software repositories. Java was chosen since it is
one of the most employed programming languages. Furthermore, we selected the Expectation
Maximization clustering algorithm to be used, since it is a popular and used clustering algorithm
of the literature [23].
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1.4 CONTRIBUTIONS
The contributions of this work are summarized as follows:
• This work introduces the concept of refactoring algorithm, as well as a grammar which
formalizes a set of rules identifying where and how refactorings should be applied. In
this way, GE supports the generation of more complex algorithms when compared with
solutions generated by traditional machine learning techniques.
• Gorgeous supports the learning of refactoring data from several programs automatically
using GE and clustering algorithm. It allows flexibility to deal with different complex
operations.
• This work reports evaluation results obtained from 40 open source Java programs
extracted from GitbHub.
• The results provide evidence to support the claim that our proposal is able to generate
refactoring algorithms that can be used to identify refactoring operations to several
programs improving quality and similarity with real refactoring applications.
1.5 ORGANIZATION
This work is organized as follows:
Chapter 2 - Background: This chapter describes the main concepts needed to understand this
work. It presents concepts related to evolutionary algorithms, clustering algorithms,
software refactoring, and the SBR field.
Chapter 3 - Related Work: This chapter presents related work, which are related to the fol-
lowing subjects: refactoring tools, SBR and Machine Learning based refactoring.
Chapter 4 - Proposed Approach: This chapter describes the structure and functionality of the
proposed approach.
Chapter 5 - Empirical Evaluation: This chapter presents details about the conducted experi-
ments and the obtained results.
Chapter 6 - Final Remarks: This chapter concludes this work and present some future directi-
ons.
Appendix A: This appendix presents a systematic review we conducted in SBR [11], which was
published in the Information and Software Technology journal.
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2 BACKGROUND
This chapter reviews the main concepts needed to understand this work. Section 2.1
describes the software refactoring concepts and main tasks. Section 2.2 overviews the structure and
functionality of SBR approaches. Section 2.3 presents the main characteristics of evolutionary
algorithms, given particular emphasis on Grammatical Evolution (GE), used in this work.
Section 2.4 reviews the Machine Learning (ML) fields, including supervised and unsupervised
learning, and giving special attention for cluster analysis. Finally, Section 2.5 concludes this
chapter by relating the presented concepts with this work.
2.1 SOFTWARE REFACTORING
The term refactoring was introduced in 1990 by Opdyke and Johnson [4]. They
proposed a set of meaning-preserving restructurings to be applied in C++ programs. Each of
these restructurings was called a refactoring [24]. The term was popularized by Fowler [2] after
the publication of his book. Since then, the term has also been used to denote the whole process
of changing a software artifact and, gained different meanings and definitions. In this work, we
distinguish both meanings according to Fowler’s definitions [2], by using the terms refactoring
and software refactoring, as below:
Refactoring: “A change made to the internal structure of software to make it
easier to understand and cheaper to modify without changing its observable
behavior” [2].
Software Refactoring: “The activity of software restructuring by applying a
set of refactorings without changing its observable behavior” [2].
The main goal of the software refactoring activity is to improve the quality of software
artifacts, since it tends to decay over the time [2]. In this sense, many quality attributes can be
improved, such as understandability, reusability, flexibility, and modularity. Indeed, understanda-
bility is a key point of software refactoring, since by making a program more understandable
many other benefits can be achieved. In summary, by having a better understandability of a
software artifact may be easy to find problems, such as bugs and duplicate elements. Furthermore,
it can also help to obtain a faster development process, which may speed up the software delivery.
In addition to this, to add new functionalities may be easy to the system, since the engineer will
have a better understandability of the artifact [2].
The software refactoring activity can be used in several software engineering phases.
The most common one is the software maintenance phase, where the lack of software structure is
more evident and expensive. In this sense, it is possible to dedicate a time in the maintenance
phase only to perform the software refactoring activity. In addition, the software refactoring
activity is also used in other phases, such as re-engineering, design and development [25, 5]. For
instance, in the software design phase, software refactoring can be used to improve a preliminary
design, helping to obtain a final one [26].
In the development phase, some software development methods use software refactoring
as part of the process to improve the program, such as Test-Driven Development and Agile
Software Development [5]. To support refactorings in the development phase, some popular
tools of the literature, such as NetBeans and Eclipse, provide semi-automatic support to apply
16
refactoring operations. In general, the software refactoring activity includes six main tasks [5]
described next.
1. Identify where the software should be refactored. The first step of this task is to
define the artifact to be refactored. Examples of artifacts are codes, models, and
requirements. The second step is the identification of actors, which are the elements
that should receive a refactoring application. There are different directions to identify
the actors. One of them may be recognized when a meaningful effort is being wasted to
maintain and understand an artifact.
2. Determine which refactorings should be applied to the identified places. In this
task, it is necessary to determine the refactoring types that should be applied to the
actors identified in the previous task. Usually, these two tasks are coupled and can be
performed at the same time. Refactoring catalogs might be used to guide this task. The
most popular and widely used refactoring catalogs are for C++ and Java programs [25, 2].
However, there are catalogs for other type of artifacts, such as models [27, 28], software
product lines [29], databases [30], and HTML [31].
3. Guarantee that the applied refactoring preserves behavior. Define methods to
guarantee behavior preservation of the software artifact. The original definition of
behavior preservation states the output values should be the same before and after a
refactoring when using the same set of inputs.
4. Apply the refactoring. This task consists of applying the defined refactorings in the
identified actors using the established methods to guarantee behavior preservation.
5. Assess the effect of refactoring on quality characteristics of the software. This task
refers to the assessment of the impact of the applied refactorings on software quality
attributes. It can be performed by analyzing manually the impact on the attributes from
the point of view of the user. Furthermore, it can also be assessed using software metrics
to measure different aspects related to quality attributes.
6. Maintain the consistency between the refactored artifact and other software ar-
tifacts. A software is usually associated with many artifacts, such as code, design
models, and tests. In this sense, this task refers to the use of mechanisms to maintain
the consistency of the refactored artifact (usually code) and the other software artifacts.
The first two tasks together are responsible for defining the refactoring operations. Each
of these is associated with a set of actors and the refactoring type that should be applied on them.
Table 2.1 describes some popular refactoring types used in the object-oriented context. Each type
is associated with the corresponding actor elements and their roles in a refactoring operation,
e.g., in a move method refactoring operation, a method should be moved from a source class to a
target class.
In this sense, there exists the refactoring problem [32]. It consists of finding a good set
of refactoring operations for a given software artifact. It is a NP-complete problem since the
search space of possible solutions is extensive. Usually, this problem is explored in the context
of object-oriented code. The set of refactoring operations can be evaluated based on different
points of view and using different metrics as stated by the 5th task.
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Tabela 2.1: Refactoring types and actors (Adapted from [2]).
Acronym Type Description Actor Role





PU Pull Up Method Move a method from a sub-




PD Push Down Method
Move a method from a su-














EC Extract Class Extract a class into another one class -
2.2 SEARCH-BASED SOFTWARE REFACTORING
Search-Based Software Engineering (SBSE) [33] addresses the application of search
algorithms to solve difficult software engineering problems. Search algorithms can be applied to
different areas of software engineering, such as testing [34, 35, 36], requirements [37], design [26]
and refactoring. In this way, the area that applies search-based techniques to perform software
refactoring is called Search-Based Software Refactoring (SBR).
Existing approaches commonly use search techniques to suggest or apply refactoring
operations in artifacts. Figure 2.1 shows a generic overview of them.
This kind of approach has as input the artifact to be improved. It is converted to a
representation used by the search technique. This representation can be the artifact itself or a
more abstract representation, such as trees for representing code artifacts. The search technique
can optionally receive as input refactorings, metrics and any other additional information to guide
the search process. As output, the search technique returns a solution (or a set of solutions) for
the problem, which is usually the refactoring problem.
A solution representation is also needed by the search technique. An example of it is
a vector where each position represents a refactoring and its associated actors. The provided
metrics are used in the fitness function to evaluate the quality of the solutions. In relation to
the additional information, it may be given to help in the optimization process, for example, an
instance of a good refactoring application can help the approach in searching for similar solutions.
2.3 EVOLUTIONARY ALGORITHMS
Some optimization problems are difficult to solve since an optimal solution can not be
found in a polynomial time using a deterministic algorithm [1]. In this sense, meta-heuristics are
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Figura 2.1: Generic overview of SBR approaches
capable of generating suboptimal solutions for a problem. That means they can not guarantee
the optimal solution, but they can obtain acceptable solutions in a reasonable time [1]. A type
of meta-heuristic are the Evolutionary Algorithms (EA). There is a wide range of EAs in the
literature, such as Genetic Algorithms (GA), Evolutionary Programming, Differential Evolution
and Genetic Programming (GP).
EAs are based on the evolution of species and use the main concepts of generation
and reproduction. A population is composed of multiple individuals manipulated through the
search process. Each individual is called a chromosome and encodes a possible solution for the
problem. EAs also use the concept of genotype and phenotype. In this sense, the phenotype is the
solution, and the genotype is its encoding. Figure 2.2 illustrates how a generation works. At each
generation, individuals, called parents, are selected to be reproduced by applying crossover and
mutation operators. The crossover operator combines the parents in order to generate off-springs
and the mutation operator introduces transformations in the chromosome in order to bring genetic
diversity. A fitness function is defined to measure the quality of each generated solution. At
the end of the generation, a replacement strategy is used to determine which individuals, being
parents or offspring, will compose the next generation. This process is performed until a stopping
criterion is achieved [1].
Figura 2.2: A generation of an Evolutionary Algorithm [1]
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2.3.1 Genetic Programming
Genetic Programming (GP) [22] is a type of EA used to evolve programs. GP allows
the automatic generation of programs that can be further used to solve a given problem. The
representation used by GP to encode a program is usually a tree. Figure 2.3 shows a tree-based
representation of the expression (x ∗ 5) + (z + (x ∗ y)) + y. The variables and constants (x, y, z
and 5) are leaves called terminals, while the arithmetical operations (+ and ∗) are internal nodes
called functions [1].
Figura 2.3: Tree-based representation used in GP [1]
GP starts with an initial population of randomly generated programs. After that, two
individuals are selected to be reproduced by applying crossover and mutation operators. The most
common crossover operator is subtree crossover. It works by randomly selecting a crossover
point (node) in the selected parents. Thus, it generates the off-springs by replacing the subtree
rooted at the crossover point of the first parent by the subtree rooted at the crossover point of the
second parent, and vice versa. Similarly, the most common GP mutation operator, called subtree
mutation, selects a mutation point in the tree and replaces the subtree rooted by a subtree randomly
generated [38]. The next steps of the evolution are similar to the ones used in conventional EAs.
At the end of the search, the best program is returned, according to the defined objective function.
2.3.2 Grammatical Evolution
A Grammatical Evolution (GE) algorithm is a type of GP, since it is similarly used
to evolve programs [21]. However, while a conventional GP algorithm typically uses a tree
as representation for an individual and applies search operators to those trees [22], a GE
algorithm uses an array of integers or bits and evolves the solutions similarly to a conventional
EA [21]. Moreover, in addition to the usual parameters of an EA, a GE receives a grammar file,
usually in Backus Normal Form (BNF), to map each solution into a program. This mapping
is called genotype-phenotype mapping. The evolution is applied to the array (genotype level),
but to calculate the fitness function value, the program (phenotype level) needs to be executed.
(GPM) [39]. Therefore, the GPM procedure is needed by the GE algorithm to transform each
array into an executable program [39].
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The common solution representation used by the GE algorithms is an array of integers
or bits. If an array of bits is used, it is first mapped to an array of integers and, then, to a
program. Most of times, an array of integers is used directly. In any case, the GE algorithm reads
the grammar file and learns the grammatical rules by assigning each values of the array to the
corresponding rule. To illustrate this, Figure 2.4 shows a BNF grammar used to evolve simple
mathematical expressions.
〈expr〉 ::= 〈var〉 | 〈expr〉 〈op〉 〈expr〉
〈var〉 ::= x | y
〈op〉 ::= * | / | + | -
Figura 2.4: Example of grammar for mathematical expressions
The items between 〈 〉 are non-terminal rules, | represents the logical operator OR, ::=
means the rule can take any of the next options, and the remaining items are terminal nodes. For
instance, the rule 〈var〉 can take either the value x or y when mapped to a program. On the other
hand, 〈expr〉 can take the value of a single 〈var〉 or a composition of 〈expr〉 〈op〉 〈expr〉. The
choice between each option is given by the genes of the chromosome of each individual (array of
integers). An example of a choice is presented next.
By taking into consideration the following individual {4, 9, 79}, the value of the first
gene in the chromosome (4) and the first rule of the grammar 〈expr〉 are selected. Thus, the
number of options in 〈expr〉 is counted. In that case, there are two options: 〈var〉 or 〈expr〉
〈op〉 〈expr〉. Then, the modulo operation 4%2 is performed taking into consideration the gene
value and the number of options. The result of this operation represents the gene position, since
it is 0, the first rule 〈var〉 is selected. In the next step, the rule 〈var〉 and the second gene of
the chromosome (9) are selected. There are two options for 〈var〉: x or y. Then, the modulo
operation 9%2 returns 1. It selects the terminal node y, which is then the expression obtained as
final result. The last chromosome (79) is discarded.
The employed integer array commonly has a variable size. Because of that, in addition
to crossover and mutation operators applied in the same way as an EA, the GE algorithm employs
two distinguishable search operators: i) gene duplication operator; and ii) gene pruning operator.
They help the algorithm to eliminate useless genes or reinsert new genes into the chromosomes.
Hence, the duplication operator selects a random sub-array of the chromosome and copies it to
the end of the chromosome. The prune operator, on the other hand, selects an index to truncate
the array. These operators are usually applied with the same probability as the mutation operator
and as additional steps in the evolution process [21].
Summarizing, Algorithm 2.1 presents the pseudo-code of a conventional GE algorithm.
As the algorithm shows, it is very similar to an traditional EA, replacing the evaluation of the
population by GPM, and adding duplication and prune operators.
2.4 MACHINE LEARNING
Machine Learning (ML) is concerned with the design and development of algorithms
that allow computers to evolve behaviors based on empirical data [40]. In other words, ML
algorithms learn to recognize complex patterns and make intelligent decisions based on them.
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Algorithm 2.1: Pseudocode of a GE algorithm
1 Input: GF – Grammar File;
2 begin
3 population ← Initialize the population;
4 programs ←Map population to programs using GF;
5 Execute programs;
6 Assign a fitness value to the solutions of population according to the output of their respective
programs;
7 while stop condition is not achieved do
8 matingPopulation ← Select parents;
9 o f f spring ← Recombine matingPopulation;
10 Apply gene prune operator to the solutions of o f f spring;
11 Apply gene duplication operator to the solutions of o f f spring;
12 Apply mutation operator to the solutions of o f f spring;
13 programs ←Map o f f spring to programs using GF;
14 Execute programs;
15 Assign a fitness value to the solutions of o f f spring according to the output of their
respective programs;
16 population ← Perform replacement;
17 end
18 return Best program of population;
19 end
The process to learn from data usually implies the algorithm must generalize and build a model
that will be used in the future to produce a useful output with new data.
Machine Learning methods are classified according to the characteristics of the used
data. Supervised learning uses labeled data. Unsupervised learning learns from data without
label. The first type of learning is the most used [40]. In Software Engineering, supervised
ML methods are used to classify, predict or estimate: software quality, software size, software
development cost, software effort, fault proneness, refactoring, etc.
Unsupervised methods are used to dimension reduction by pre-processing data and to
cluster analysis [41, 42, 43]. The last is a field devoted to the study of techniques able to group
data instances based on their own features. Hence, the objects within a group should be similar
to the others of the same group and different from the objects of other groups. Each group is
called a cluster, and a collection of them is called a clustering [23].
Clustering algorithms typically operate over two types of structures. First, a matrix
n-by-m where n represents the number of data instances and m represents the number of attributes.
The second structure is a n-by-n matrix representing the proximities for each pair of instances.
Proximities are calculated based on different distance metrics, such as Euclidean and Manhattan
distances [23].
There are several clustering algorithms available in the literature, but there is not an
algorithm which is better to all cases. In this sense, they are divided in some categories. First,
partitional and hierarchical are the most known and employed types of clustering algorithms [23].
The partitional clustering is a simple division of clusters in a way that each object is present in
only one cluster. On the other hand, the hierarchical clustering uses the concept of subcluster.
Hence, it is organized as a tree where each cluster is the union of its subclusters, and the root of
the tree is a cluster containing all the objects.
There is a wide range of clustering algorithms in the literature, each of them exploring
different types of clustering and clusters. Next sections describe two popular ones.
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2.4.1 K-means
A popular and widely used one is K-means [44]. It is a prototype-based and partitional
clustering algorithm that defines a prototype in terms of a centroid (average of an attribute in a
cluster) [23]. K-means is usually applied in a continuous n-dimensional space.
The procedure executed by K-means is presented on Algorithm 2.2. Firstly, the algorithm
initializes K centroids (Line 3), where K is the number of desired clusters defined by the user.
Then, each point is assigned to the closest centroid establishing the clusters (Line 5). Finally, the
centroid of each cluster is recomputed (Line 6). These steps are repeated until no centroid is
changed.
Algorithm 2.2: Pseudocode of K-means [23]
1 Input: K
2 begin
3 Select K points as initial centroids;
4 repeat
5 Form K clusters by assigning each point to its closest centroid;
6 Recompute the centroid of each cluster;
7 until Centroids do not change;
8 end
K-means uses a proximity function to measure the distance of each point to the centroids,
in order to find the closest one. The most used functions are Euclidean Distance, Manhattan, and
Cosine, but there are others available for different kinds of data [23]. In addition, an objective
function is used by K-means to mathematically define the goal of the clustering. Usually, the
goal is to minimize the Euclidean Distance between an object and the centroid of its cluster.
2.4.2 Expectation Maximization
Another popular algorithm used for clustering is called Expectation Maximization
(EM) [45]. EM is originally a parameter estimator statistical method that have been also applied
in the clustering field. EM performs similar to K-means, but it can be classified as a fuzzy
clustering since it uses a probabilistic model to give a probability of each object to belong to
each cluster [23].
EM generates a mixture distribution for the whole population of objects. A mixture
distribution is composed by several different individual distributions. The parameters are
estimated using Maximum Likelihood Estimate (MLE). It estimates several parameters values,
such as mean and variance, with the goal of maximizing the probabilities of the objects to belong
to any individual distribution. In this way, each cluster is represented by an individual distribution
and its parameter values represent the patterns for a cluster [45]. EM is divided in two steps:
E-Step (expectation) and M-Step (maximization). Algorithm 2.3 presents the pseudocode for
EM.
Initially, the parameters are unknown, then EM estimates the parameters and try to
guess objects that are more likely to fit the distribution. E-step (Line 4) calculates the expectation
of the probabilities distribution of the objects. M-step (Line 5) recalculates the parameters of the
individual distributions aiming at maximizing the expected probabilities. Both steps continue
until convergence (parameters are not changing) or until a prefixed number of interactions is
achieved [45].
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Algorithm 2.3: Pseudocode of Expectation Maximization Algorithm [23]
1 begin
2 Select initial set of parameters;
3 repeat
4 E-step: Compute probabilities P for each object under each distribution;
5 M-step: MLE estimates new parameter values for each distribution considering P.
6 until Parameters do not change;
7 end
2.5 CONCLUDING REMARKS
This chapter presented the topics related to this work, including the main concepts
related to GE, clustering, and software refactoring. Moreover, it also described the refactoring
problem and the structure of SBR approaches usually used to solve it.
This work is addressed in the field of SBR by using GE to automate three tasks of
the software refactoring activity: 1) to identify where the software should be refactored; 2) to
determine which refactorings should be applied to the identified places; and 5) to assess the
effect of the refactoring on quality characteristics of the software. In this respect, refactoring
algorithms are generated with the goal of finding a set of solutions for the refactoring problem. A
refactoring solution is a refactoring operation found for a given program.
This is performed by incorporating a two-step learning process that first uses a clustering
algorithm to learn refactoring patterns by grouping code elements that were refactored similarly.
Then, each cluster represents a pattern that is learned by a grammatical evolution algorithm in
order to generate the refactoring algorithms. The next chapter describes works that are related to
the concepts and fields described in this section.
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3 RELATED WORK
This chapter describes related work. Section 3.1 starts by presenting state-of-the-
art software refactoring tools. Section 3.2 describes works in the field of SBR based on a
systematic review we conducted. Section 3.3 describes the works found in the context of ML
based refactoring, considering both unsupervised and supervised learning. Finally, Section 3.4
concludes this chapter by presenting the limitations and main differences among related work
and our work.
3.1 SOFTWARE REFACTORING TOOLS
Some popular IDEs of the literature, such as IntelliJ IDEA1, Eclipse2, and Netbeans3,
support semi-automatic refactorings by applying some refactorings selected by the user. Further-
more, the first refactoring tools of the literature were proposed with the same goal. The first to
be proposed was Refactoring Browser [46], a tool for Smalltalk language. Furthermore, other
semi-automatic tools were proposed for other languages, such as JRefactory [47] for Java, and
XRefactory [48] for C++ and Java. More related to our work, there are tools able to suggest
refactoring solutions for several programs. Based on our definition, such tools can be classified
as refactoring algorithms as well.
In this context, there are popular tools in the literature. Guru [13] is a tool to perform
refactoring on programs developed using Self programming language. The main goal of Guru is
to refactor inheritance hierarchies and methods, aiming at eliminating duplicate code. It works
by automatically selecting a collection of classes connected by an inheritance hierarchy and
replacing them by a new hierarchy. This is performed in such a way to avoid duplicate methods
and preserve the behavior of the refactorings.
Most approaches were proposed with the goal of refactoring Java programs. AutoRe-
factor [14] is a tool implemented as an Eclipse Plugin to refactor Java programs. To apply the
refactorings, one or a set of Java files should be selected and then, two refactoring options can be
chosen: i) to automatically apply all the refactorings following its pre and post conditions; or ii)
to select the refactorings to be automatically applied. The available refactorings have a set of
systematic steps, such as to eliminate dead code, add brackets to control statements, and remove
unnecessary expressions. When a refactoring is selected, all code fragments are inspected in
order to identify places where the refactoring can be applied. Spartan Refactoring [15] is another
tool used to find and correct fragments of Java. It is an Eclipse plugin used to review the code,
provide and apply suggestions to make the code cleaner, shorter and more understandable.
The most popular tool is JDeodorant [16]. It is used to identify bad smells and eliminate
them with refactoring applications. It is implemented as an Eclipse Plugin and it is applied to
Java programs. The tool identifies the following bad smells: Feature Envy, State Checking, Long
Method and God Class. JDeodorant uses different techniques to identify each bad smell, such
as clustering algorithms to identify possible God Class. Thus, the following refactorings can
be applied to solve these bad smells: Move Method, Replace Conditional with Polymorphism,





Generally, the presented refactoring tools focus on the understandability of the program
and on the elimination of bad smells. The main aspects explored are the elimination of duplicate
code and dead code. However, such tools do not explore the improvement of other quality
attributes, such as modularity.
3.2 SEARCH-BASED SOFTWARE REFACTORING
Search-Based Software Refactoring (SBR) [11] is the field devoted to the application
of search-based algorithms to improve the software refactoring activity. In this context, we
conducted a more rigorous search for papers as we present in a systematic review published in
2017 [11]. We have collected several papers and analyzed different aspects of the field, such as
representations, metrics, search techniques, and evaluation methods. The approaches encompass
many features and they present encouraging results, leading us to conclude there is sufficient
evidence to make SBR a solid field. This section summarizes the results of the systematic review,
which is presented in Appendix A.
Among several SBR studies, we highlight works more related to ours, which focus on
the refactoring problem and that are guided by external refactoring information. In fact, existing
SBR papers use examples to guide the optimization process [11]. Examples, in this context, are
usually refactoring operations applied in previous versions of a program. In this sense, the search
can be directed to find refactoring operations similar to the ones already applied in past versions.
This kind of approaches commonly has as output a refactoring solution that was optimized aiming
at increasing the similarity with examples.
Similarity measures [49] encompasses the number of times the current refactoring type
was applied in past versions. Also, it focus on finding similar refactoring operations. A refactoring
operation impacts more if it matches the refactoring type and all the actors of the current solution.
The impact is smaller, but it is still considered, if a refactoring operation is composed by another
type (e.g. to extract a class we have to move a method), and also if the same code fragments
are actors. This metric is usually used in the fitness function in combination with other quality
metrics, such as number of modifications [50, 51, 52], semantic coherence [50, 53, 49], and
number of bad smells [54, 55]. We can found one work with a different output, which is a set of
rules used to detect code smells and correct them [56].
Recent papers on SBR explore many-objective algorithms [57], and introduce a measure
called recentness of a code element [58, 59]. It prioritizes, based on several previous versions
of a program, elements that have been added recently. The idea behind such a metric is that
new elements have more chances to have code smells or quality problems, while old elements
probably have been revised more. This is also a way of introducing external knowledge.
Although SBR approaches present good results, they optimize a set of possible refactoring
solutions individually for a specific program, leading to a lack of generality of the refactoring
solutions. Furthermore, a certain level of expertise is required to configure and execute a search
algorithm, which may not be trivial for a software engineer, specially if it has to be done several
times for different programs. Our work encompasses a learning process to overcome these
limitations. Next section presents some of the main contributions that incorporate learning
mechanisms in the refactoring context.
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3.3 MACHINE LEARNING BASED REFACTORING
In the field of machine learning, we have searched for works using unsupervised and
supervised learning in the context of refactoring. Sections 3.3.1 and 3.3.2 reviews our main
findings, most focusing on clustering and prediction modeling.
3.3.1 Unsupervised Learning
Many papers are found in the literature of unsupervised learning proposing the use of
clustering algorithms in the refactoring context. The main focus of such papers is to restructure a
program. Alkhalid et al. [60] present an approach to refactor programs at the method level. The
goal is to find ill-structured and low-cohesive methods by calculating the similarity between the
elements into a method. As an output, each cluster represents the code statements that should be
extracted as method and grouped together. Czibula and Czibula [61, 62, 63, 64, 65, 66] propose
an approach that extracts the relationship between different entities, such as classes, methods and
attributes. A clustering algorithm is used to restructure the entities with the goal of improving
the program. The new structure is compared with the first one to provide a list of refactorings
able to improve the project.
Fokaefs et al. [67] present a clustering algorithm to recognize refactoring opportunities
for extract class refactoring. Based on the dependency information among class members, it
recognizes a set of data and behaviors that would improve the system if extracted into a new class.
The candidates fragments to be refactored are ranked by priority based on cohesion and coupling
metrics. In addition, we also found works using clustering with SBR techniques, in order to help
in the process of reducing the number of feasible refactoring solutions [68].
Differently from the presented works, our approach uses a clustering algorithm to group
elements that were refactored similarly. In this work, the main goal of the clustering algorithm is
not to restructure a software or to identify refactoring opportunities, but to recognize patterns
that can guide the generation of refactoring algorithms.
3.3.2 Supervised Learning
In supervised learning, most papers use classification techniques to generate a model
to predict refactoring operations. Imazato et al. [69] propose a machine-learning approach to
automatically predict methods to apply the extract method refactoring. The approach is based
on the development history of a program, by analyzing the extract method refactorings applied
in all project versions. The syntactic information of the methods is collected, which involves
the number of appearances of each program element, such as statements, identifiers, symbols,
and so on. This information is used in the learning process to build a prediction model. As a
result, the prediction model is able to provide, for a given version of the system, a list of methods
that are candidates to be refactored. Experiments were conducted using 5 Java projects, and the
generated models are able to suggest refactorings with a high value of precision and recall.
Kosker et al. [70] present an approach to predict refactoring actors by using the Weighted
Naïve Bayes classifier. The main goal is to predict which classes are in need of refactoring in
order to decrease complexity, maintenance cost, and bad smells. The approach uses a set of
26 metrics as dimension of the classifiers, they include different aspects, such as cyclomatic
complexity and lines of code. The experiments are conducted on three versions of a program.
Based on that, the approach reveals the classes in need of refactorings.
Phongpaibul and Boehm [71] investigate different classification algorithms, such as
decision trees and logistic model trees, to create prediction models to detect refactoring operations.
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The approach reveals the elements that should be refactored, but it does not reveal the refactorings
that should be applied. They collected data from different versions of the projects in order to
extract several features, such as: growth measures, relationships between classes, the number of
authors working in a code fragment, and so on. Jindal and Khurana [72] introduce the Refactoring
Opportunity Factor (ROF), which predict the need of a whole module to be refactored. ROF can
be high, medium or low. The metrics are manually collected based on a UML model drawing for
each module.
Dallal [73] uses a logistic regression algorithm to predict classes in need of the extract
subclass refactoring. Quality metrics related to different aspects are used, such as size, cohesion,
and coupling. They developed an automatic tool to mutate a set of classes in different ways to
obtain the classes in need of refactoring, for example, by merging a superclass and a class together.
In this way, the original version of the program is considered the version after refactoring and
the mutated version is considered the version before refactoring. The mentioned metrics are
collected for both mutated and original version to create the prediction model. The expectation
is that the mutated versions of the systems have classes in need of refactoring, and then, their
quality is worse than the original version. The experiments were conducted using 6 Java projects
and the results reveal a strong relation between the quality attributes of a class and its need of
refactoring. As a result, the model can be used to determine the probability of a class to need the
extract subclass refactoring.
Dallal et al. [20] introduce an approach capable of building models that are used to
predict refactoring opportunities for the move method refactoring. The prediction models are
building using logistic regression. Different metrics regarding cohesion and coupling were
calculated for each element and such values were used in order to build the models. Several
refactored classes are used in the learning process, such classes were refactored manually by
the author. The experiments were performed on 7 Java projects by building several prediction
models based on different metrics. The resulted models were capable of predicting correctly
between 83.4% and 95.8% of the methods in need of the move method refactoring.
Xu et al. [19] propose a machine learning approach for extract method refactoring
recommendation. The approach generates a probabilistic model which was built based on
structural features related to complexity, and function features related to cohesion and coupling.
In the learning process, the model learns from a set of positive and negative method extraction
examples. Positive examples were extracted from open source repositories and by using data
augmentation. In contrast, negative examples are randomly generated candidates. The approach
works by suggesting, for a given method, all the candidates code fragments to be extracted with
exception of the invalid ones. Then, the model gives a probability of this candidate to be a
good option for extraction. The experiments were performed using 5 different Java projects, and
the obtained results were able to outperform results from popular refactoring tools in terms of
different metrics, such as precision and recall. Kumar et al. [18] investigates the use of different
classifiers to predict methods in need of refactoring. The features used by the classifiers are
25 different metrics at the method-level. Results of 10 techniques are evaluated over a data
set of 5 programs using 3 different sampling methods to deal with class imbalance. Results
show accuracy around 98% for the two classifiers able to obtain the best results: AdaBoost and
ANN+GD.
A more recent study [17] uses a deep learning approach, called Neural Machine
Translation (NMT), to learn and apply code changes in a code. NMT is usually applied to
linguistic translation problems. The main goal of the work is to replicate code changes exactly
as they were originally. They use dataset with several methods extracted from 3 real software
repositories. The work presents an extensive qualitative analysis over the corrected predictions,
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in order to understand which kind of code changes NMT is able to learn. Indeed, the two main
categories of code changes were: bug fix and refactoring. Although this approach does not
generate a prediction model to identify or apply refactorings, the resulted model was capable of
predicting several code changes later identified as refactorings. This is an important evidence
that a refactoring can be automatically learned from software repositories.
The main limitation of [69, 70, 71, 72] is the lack of generality since they are limited
to the learning across versions of a program instead of learning from several programs. In this
sense, the models are not able to generalize the results in other programs. In respect to the other
studies, they usually generate a model based on only one refactoring type. This is mainly due to
the fact that most of them use binary classifiers, which are able to classify an element into one of
two different categories. Generally, the approach determines if a code element should receive or
not a predefined refactoring, e.g. move method in [20], or either that a module or element is a
candidate to be refactored, such as presented by [18]. Other limitation of some works [73, 20]
is the data used in the learning, since they use artificial data instead of real software programs.
Moreover, works as [19, 17] use real software programs but they do not generate models to
predict specifically refactorings.
3.4 CONCLUDING REMARKS
This chapter presented related work regarding existing software refactoring tools, SBR,
and ML based refactoring. Several refactoring tools are available for refactoring of object-oriented
programs, but they are limited to specific purposes, such as to correct code smells. On the
other hand, SBR approaches obtained encouraging results by using several refactorings and by
assessing the improvement of different aspects, but they are not capable of providing solutions for
different programs. Also, they are not trivial algorithms to be simply configured and executed. In
addition, machine learning works have been applied to learn refactoring applications and generate
models able to predict refactoring operations. But, given the subjective nature of refactoring,
prediction modeling can be restrictive since it is learning operations exactly as they were applied
by developers. We believe one of the benefits of SBR approaches is a better exploration of the
space of possibilities, which can result in different refactoring solutions that might be good in
other aspects.
To overcome the limitations of related work mentioned above, and based on the good
results obtained by SBR studies, we present a SBR based ML approach to the refactoring problem.
It automatically generates refactoring algorithms by learning patterns from real software programs.
Some popular characteristics of SBR works were employed in our approach, such as the use
of object-oriented programs, similar metrics and refactoring types. The algorithm is generated
aiming at improving similarity with real refactoring operations, as well as improving software
quality. A cluster technique is also employed to guide the learning for algorithms. More details
about our approach are presented in the next chapter.
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4 PROPOSED APPROACH
This chapter presents our approach named Gorgeous (Generation of Refactoring
Algorithms through Grammatical Evolution). It addresses the refactoring problem by generating
refactoring algorithms capable of finding a set of refactoring solutions for a program.
In this respect, Section 4.1 overviews Gorgeous by introducing each step of the approach.
Sections 4.2 and 4.3 present, respectively, the input and output of Gorgeous. The following
sections describe the steps performed to generate the algorithms. Sections 4.4 shows how
Gorgeous process the input and represent the programs. Sections 4.5 presents how patterns
are learned and Section 4.6 describes how these patterns are used to generate the refactoring
algorithms. Section 4.7 shows some implementation aspects, and finally, Section 4.8 concludes
this chapter.
4.1 OVERVIEW
Gorgeous generates refactoring algorithms by learning and incorporating refactoring
patterns from object-oriented programs. To this end, our approach encompasses three steps:
1) Instantiating Programs; 2) Extracting Patterns and; 3) Generating Algorithms. Figure 4.1
















Figura 4.1: Gorgeous overview.
Gorgeous receives as input information collected from several programs and produces
refactoring algorithms as output. This information concerns, for each program, metrics of classes
and methods, dependencies between classes, and refactoring operations applied in the program.
First, an step is performed to transform the information given as input into program instances
following a representation schema. These program instances are the input of next steps. Then, the
second step learns to find patterns from applied refactoring operations. The main activity of this
step is to execute a clustering algorithm to create groups of elements based on similar refactoring
applications. Then, each group of elements represents a pattern. In the next step, each pattern is
used in the process of generating a refactoring algorithm. The idea is to generate algorithms that
learn from the refactoring applications of the cluster elements. Later, these algorithms can be
executed to find refactoring operations for other software programs.
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4.2 PROGRAMS INFORMATION
The programs information should be provided as input of Gorgeous. This information
must follow a specific format that will be later read by Gorgeous to perform the approach steps.
In this way, for each program, three components are needed: a metric matrix, a dependency
matrix, and a refactoring list.
• Metric matrix: It is a nexnm matrix, where ne is the number of elements (classes and
methods) in the program and nm is the number of metrics computed. We considered
a total of eight metrics defined from m1 to m8. A class element is associated with all
eight metrics, while a method element is associated with two metrics. An element value
for a metric mi is denoted as emi , such that 1 ≤ i ≤ 8. Table 4.1 describes more details
about these metrics.
• Dependency matrix: It is a nc x3 matrix, where nc is the number of pairs of classes of
the program. For each pair of classes, the columns represent, respectively, the number
of dependencies between the pair, the number of dependencies from the first class to the
second one, and the number of dependencies from the second class to the first one;
• Refactoring list: It is composed of refactoring operations applied in the program.
They are listed in a descriptive format, such as ExtractMethod(method) and Move-
Method(source_class.method, target_class).
Tabela 4.1: Metrics calculated to an element [3].
Element Metric Description
class
m1 Number of immediate base classes (INIFAN)
m2 Number of classes coupled (CBO)
m3 Number of classes derived (NOC)
m4 Number of methods (WMC)
m5 Number of all methods (RFC)
m6 Max Inheritance Tree (DIT)
class / method
m7 Number of lines of code (LOC)
m8 Number of commented lines of code (CLOC)
4.3 REFACTORING ALGORITHMS
The refactoring problem consists of finding pieces of code that would benefit from the
application of certain types of refactorings, e.g., a method that should be moved. Our algorithm
explores this problem by suggesting a set of refactoring operations for a given object-oriented
program. In this context, we define a refactoring algorithm based on a formalization given by
Cormen et al. [74], which states an algorithm is "any well-defined computational procedure that
takes some value, or set of values, as input and produces some value, or set of values, as output".
Algorithm 4.1 shows the structure of the algorithms produced. An algorithm A receives
as input program information (as described above) that will be used to instantiate a program
P. When executed the algorithm returns as output a set of refactoring solutions S for P. A
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refactoring solution represents a suggestion of refactoring operation for P. It is composed of
three parts: type of refactoring, actors, and roles, as exemplified in Table 2.1.
Algorithm 4.1: Pseudocode of Refactoring Algorithm
1 Input: metrics matrix
2 Output: set of refactoring solutions S = (s1, s2..sn)
3 begin
4 Instantiate program P based on its metrics and dependencies;
5 s1=procedure1 (type1, RU1);
6 s2=procedure2 (type2, RU2);
7 ..




12 until all actors are selected;
13 Instantiate a solution si based on typei and actors;
14 return si;
15 search_actor(RUi)
16 foreach e ∈ E do
17 if satisfies (e, RUi) is 1 then





For instance, a move method refactoring solution has three actors: a source class, a
target class, and a method to be moved. Table 4.2 shows an example of object-oriented elements
defined as actors. This refactoring solution means the getSalary() method should be moved from
the Person class to the PaymentOptions class.






Figure 4.2 shows a sequence diagram to illustrate how a refactoring algorithm works.
First, the user needs to provide the metrics matrix in order to instantiate the program representation.
After that, a set of procedures is executed in sequence.
Each procedure is in charge of instantiating a refactoring solution. A procedure defines
a refactoring type and rules used to search for actors from available elements. Basically, a
procedure has two main steps: 1) search for actors and 2) instantiate a refactoring solution.
We describe a procedure based on its refactoring type, then if we mention a "move method
procedure", it means a procedure is in charge of instantiating a move method refactoring solution.
A search for actors is performed by each actor that needs to be found. Each search for
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Figura 4.2: Sequence diagram of the refactoring algorithm process.
looking for, based on an interval of values for the metrics. RU is composed by eight rules to
search for classes and two rules to search for methods.
A rule (ruj) defines an interval of values [a, b] for a metric mi, as described in
Equation 4.1. An element (e) is selected as an actor if the whole set RU is satisfied. An individual
rule ruj is satisfied when the element value emi fits between the specified interval. Equation 4.2
shows how this measure is computed. For each rule ruj , where n is the number of rules, the
result is 1 if emi belongs to the specified interval of ruj , otherwise it is 0. The final value is
the average result of RU, which is a number in the interval [0, 1], where 1 means all rules are
satisfied and 0 means no rule is satisfied.
ruj = [a, b] : 1 ≤ i ≤ 8 (4.1)






1 i f emi ∈ ruj
0 i f emi  ruj
(4.2)
For example, if a procedure needs to search for a source method, where 10 ≤ m7 ≤ 200
and 10 ≤ m8 ≤ 20 are, respectively, the interval for ru7 and ru8, a method with values of m7 and
m8 fitting these ranges is selected as actor. Once the actors are found, a solution is instantiated
using the predefined refactoring type and the found actors. A procedure has a predefined random
number of trials to select an actor. If no actor is found after that, the algorithm skip it and goes to




This first step to generate the refactoring algorithms is the instantiation of programs
instances based on the information provided as input. A program instance follows a specific































+ package: String + class: Class
1 *
Figura 4.3: Program representation schema.
A program is composed by several elements. An element, that can be a class or a
method, can play a role as an actor in a refactoring application. This one represents a refactoring
operation that was applied in the program and version under consideration. Moreover, class
elements may have dependencies with other class elements. The characteristics of the elements
are represented by well-known object-oriented metrics for the class and method levels [3]. This
step has as output a set of programs instances that will be used in the next steps.
The same schema is used to instantiate a program during a refactoring algorithm
execution. However, in that case, information about dependencies and refactoring applications
are not needed.
4.5 EXTRACTING PATTERNS
This step is in charge of learning and extracting patterns from refactoring applications
of different programs. In this sense, the input of this step are the programs instances obtained
in the last step. A clustering algorithm is executed to generate groups composed of elements
(classes or methods) that were refactored in a similar way. The main idea behind this clustering is
to find different refactoring patterns. In this way, each cluster of elements represents a refactoring
pattern. Based on the program representation, each element is associated with a set of metrics
values and refactoring applications it was involved. In this sense, when an element belongs to a
cluster, all these information are part of the cluster itself, helping to characterizing a refactoring
pattern. Figure 4.4 shows a representation schema illustrating how a pattern/cluster is structured.
The input of the clustering algorithm is generated by extracting the refactoring applicati-





















Figura 4.4: Pattern representation schema.
matrix, in which ne is the number of elements and nt is the number of refactoring types. Two
matrices are generated, one for class-level and another for method-level. Each row represents an
element and each column represents the number of refactoring applications by type. Table 4.3
presents an example of input for both class and method levels. A different number of refactoring
types is used if comparing class-level and method-level, because some of them only apply to one
level, such as extract class and extract method.
Tabela 4.3: Input of the clustering algorithm.
Tabela 4.4: Class-level.
Class EC MM PU PD
Class1 1 0 0 1
Class2 0 0 0 0
Class3 1 2 1 0
Class4 0 0 2 0
Class5 0 3 0 4
Tabela 4.5: Method-level.
Method MM PU PD EM IM
Method1 2 0 0 1 1
Method2 0 0 0 0 0
Method3 1 1 1 0 0
Method4 0 0 2 0 0
Method5 0 1 0 2 0
EC extract class, MM move method, PU pull-up method, PD push down method, EM extract
method, IM inline method.
The clustering is performed by considering the number of times each type of refactoring
has been applied to an element. In this way, this information represents the dimensions/features
of the clustering algorithm. The main idea behind using the number of times is to differentiate the
elements that were refactored many times from elements receiving usual refactoring applications,
rather than differentiate them only by the refactoring type applied. Hypothetically, a refactoring
algorithm could find an actor similar to elements in which refactorings were applied many times.
This could indicate such an actor can benefit from a refactoring application, but it does not
necessarily mean it needs to be exactly the same refactoring type. This is the kind of pattern we
are willing to find by using a clustering algorithm.
In this way, the clustering algorithm is executed twice, first to create the clusters of
classes, and after that, to create the clusters of methods. Our idea is to find different patterns by
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clustering and learning separately from classes and methods. As output, a set of clusters C is
generated for each execution of the clustering algorithm. Then, each cluster c is composed of a
set of elements E. Each cluster is interpreted as a refactoring pattern and it is used in the next
step to generate a refactoring algorithm.
4.6 GENERATING ALGORITHMS
This step has as goal the generation of algorithms based on the patterns identified in the
last step. GE is executed at least n times, where n is the number of patterns/clusters. To do this,
we have defined two different grammars, one to generate refactoring algorithms based on the
class-level patterns, and another one to the method-level patterns. The defined grammars are
presented in Section 4.6.1.
The corresponding grammar is used by GE, which is executed separately using each
cluster, to learn its patterns and to generate a corresponding refactoring algorithm. Each GE
iteration has a set of solutions represented by arrays of integers. To evaluate each solution, the
array is mapped into a refactoring algorithm. To do this, GE reads the grammar file, learns
the grammatical aspects and uses the values of the array to decide which grammar values are
assigned to each node.
GE searches for the best combination of rules and refactoring types, aiming at improving
the fitness value. Section 4.6.2 presents in detail how the fitness function is calculated. The
refactoring algorithm with the best fitness value is stored in the repository of refactoring algorithms.
The greater the fitness function value, the better the algorithm. The generation continues using
the next cluster, until no more clusters are left. The generated refactoring algorithms could be
then executed over other object-oriented programs to find refactoring solutions.
4.6.1 Grammars
The grammars encompass the procedures, refactoring types, rules, and intervals.
Figures 4.5 and 4.6 present, respectively, the grammar for the class and method-levels.
The items between 〈 〉 are non-terminal nodes, | represents the logical operator OR,
::= means the node can take any of the next options, and the other items are terminal nodes.
For instance, the node 〈ru1〉 can take either the values IntervalA to IntervalN when
mapped to a program. On the other hand, 〈procedure〉 can take the value of a single 〈rtype〉 or
a composition of 〈rtype〉 〈procedure〉.
As mentioned before, each refactoring is associated with a set of procedures, and each
procedure is associated with rules, which in turn are associated with several intervals of metrics.
The intervals are created at runtime and their size assumes one of the following: 1, 2, 3, 4, 5,
10, 20, 30, 40, 50, 100, 200, 300, 400, or 500. As such, for a given rui, an interval of size s is
generated respecting the minimum and maximum values of mi, based on the elements of the
cluster. Furthermore, we adopted some restrictions to avoid the generation of only one interval
encompassing from the minimum to the maximum value. Given a metric maximum value as
max, the size s of an interval must assume a maximum value of max/2. Then, we reduce by half
the maximum size of an interval.
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〈procedure〉 ::= 〈rtype〉 〈procedure〉 | 〈rtype〉
〈rtype〉 ::= 〈extractClass〉 | 〈moveMethod〉 | 〈pullUpMethod〉 | 〈pushDownMethod〉 | 〈inlineClass〉
〈extractClass〉 ::= 〈searchClass〉
〈moveMethod〉 ::= 〈searchMethod〉 〈searchClass〉
〈pullUpMethod〉 ::= 〈searchMethod〉 〈searchClass〉
〈pushDownMethod〉 ::= 〈searchMethod〉 〈searchClass〉
〈inlineClass〉 ::= 〈searchClass〉 〈searchClass〉
〈searchClass〉 ::= 〈ru1〉 〈ru2〉 〈ru3〉 〈ru4〉 〈ru5〉 〈ru6〉 〈ru7〉 〈ru8〉
〈searchMethod〉 ::= 〈ru9〉 〈ru10〉
〈ru1〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru2〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru3〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru4〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru5〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru6〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru7〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru8〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru9〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru10〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
Figura 4.5: Grammar to create refactoring algorithms for the class-level
4.6.2 Fitness Function
A refactoring algorithm (A) generated based on a cluster (c) is evaluated using a fitness
function composed of two different objective functions, given by Equation 4.3.
F (A) = (SI M (A) + MQ(A)) ∗ 0.5 (4.3)
The first function SI M (A) measures the similarity between A and the set E of elements
grouped in c. The second fitness function MQ [75] measures the quality of a program after
simulating the application of the refactoring solutions given by A. The definition of the functions
are described in the next paragraphs.
The similarity function SI M (A) (Equation 4.4) takes the set of procedures Pr from A
and, to measure its similarity with a cluster, it uses refactoring types applied in E, as well as
the characteristics of E. Based on that, we compute an average of two functions, tsim(pr) and
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〈procedure〉 ::= 〈rtype〉 〈procedure〉 | 〈rtype〉
〈rtype〉 ::= 〈extractMethod〉 | 〈moveMethod〉 | 〈pullUpMethod〉 | 〈pushDownMethod〉 | 〈inlineMethod〉
〈extractMethod〉 ::= 〈searchMethod〉
〈moveMethod〉 ::= 〈searchMethod〉 〈searchClass〉
〈pullUpMethod〉 ::= 〈searchMethod〉 〈searchClass〉
〈pushDownMethod〉 ::= 〈searchMethod〉 〈searchClass〉
〈inlineMethod〉 ::= 〈searchMethod〉 〈searchMethod〉
〈searchClass〉 ::= 〈ru1〉 〈ru2〉 〈ru3〉 〈ru4〉 〈ru5〉 〈ru6〉 〈ru7〉 〈ru8〉
〈searchMethod〉 ::= 〈ru9〉 〈ru10〉
〈ru1〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru2〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru3〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru4〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru5〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru6〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru7〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru8〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru9〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
〈ru10〉 ::= IntervalA | IntervalB | IntervalC | ... | IntervalN
Figura 4.6: Grammar to create refactoring algorithms for the method-level
rsim(pr), by summing up the result for each procedure pr , where n is the number of procedures.
Equation 4.5 presents tsim(pr), which measures the similarity of the refactoring type prt with the
refactoring types associated with c, i.e., the ones applied on E. Equation 4.6 presents rsim(pr),
which calculates the similarity by checking if each an element e satisfies the set of rules RU of a
procedure pr .












1 i f prt = cti
0 i f prt  cti








1 i f satis f ies(ei, prRU )
0 otherwise (4.6)
To calculate the quality function MQ, our approach searches for actors that satisfy
at least 75% of the rules of A. If the actors are found, the application of the corresponding
refactoring operation is simulated. This process is repeated for each procedure in A. MQ
(Equation 4.7) measures the trade-off between cohesion and coupling of packages, such that















, coh(packi) > 0 (4.8)
coh(packi) measures the cohesion by counting the dependencies between classes within packi.
cop(packi) measures the coupling by counting the dependencies of classes within packi to
classes in other packages.
4.7 IMPLEMENTATION ASPECTS
Gorgeous implementation is based in Java and uses the jMetal framework [76] to support
the implementation and execution of GE. In addition, Gorgeous is implemented to generate
refactoring solutions for Java programs. The input data should be obtained by external tools, but
following the format in which matrices are represented by comma-separated values (CSV) files,
and lists are represented as text files (TXT).
In relation to clustering algorithm, we adopted the Expectation Maximization [45]
algorithm through the use of Weka [77] since it provides an EM implementation in which no data
distribution needs to be assumed. Also, a 10-fold cross-validation is automatically performed for
EM by Weka, to select a configuration with the best number of clusters. We integrated Weka in
our approach using its Java API.
4.8 CONCLUDING REMARKS
This chapter presented Gorgeous, a SBR learning approach used to find solutions for
the refactoring problem. Gorgeous addresses the generation of refactoring algorithms capable
of finding refactoring operations for a given object-oriented program. A refactoring algorithm
is generated by learning and incorporating refactoring patterns into a grammar used by a GE
technique. The approach encompasses three main steps in charge of: a) instantiating programs;
b) extracting patterns; and 3) generating algorithms.
After the instantiation of programs, a step is performed to learn refactoring patterns
from refactoring applications of existing software programs. It uses a clustering algorithm to
group code elements that were refactored similarly. Each generated group represents a refactoring
pattern and it is used in the next step to guide the generation of refactoring algorithms. The second
step generates a set of refactoring algorithms based on the refactoring patterns. Each refactoring
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pattern guides the generation of one algorithm by using a GE technique. Refactoring algorithms
are generated aiming at improving quality and similarity with real refactoring applications.
Gorgeous is implemented using the Java programming language, as well as some
tools/frameworks to support its activities, such as clustering and evolutionary algorithms
application. In this way, we performed an empirical evaluation to analyze results obtained by
Gorgeous. The next chapter shows our study and findings.
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5 EMPIRICAL EVALUATION
The empirical evaluation was performed to assess different aspects of Gorgeous. The
main goal of the evaluation is to analyze if our approach generates refactoring algorithms able to
provide good refactoring solutions, in terms of quality and similarity with refactoring applications
from existing software programs. Moreover, we also validate the importance of some steps and
techniques used in our approach. Section 5.1 presents the research questions that guided us
during this evaluation, Section 5.2 describes our experiment design and the process conducted to
extract the dataset. Section 5.3 presents the obtained results and the answers for the research
questions. Section 5.5 describes the threats to validity of this work, and finally, Section 5.6
concludes this chapter.
5.1 RESEARCH QUESTIONS
Each research question is evaluated using a measure related with an specific attribute to
assess some aspect of Gorgeous. Some of the measures we are proposing in this work to assess
quality and similarity attributes of a refactoring algorithm. In this respect, the research questions
and the evaluation measures are described next.
• RQ1: To what extend the grammatical evolution impact the generation of refacto-
ring algorithms? The goal of this question is to validate the use of GE in the third
step of Gorgeous by assessing its impact in the generation of refactoring algorithms. In
this sense, we performed an experiment comparing Gorgeous with a configuration in
which GE was replaced by a Random Search. As well as in RQ1, the comparison was
performed based on the fitness values and by using Mann–Whitney statistical test.
• RQ2: To what extend the refactoring algorithms are able to find refactoring
solutions capable of improving the quality of programs? This question aims at
evaluating if the refactoring solutions found by the refactoring algorithms are capable of
improving the quality of programs. To measure the quality, we defined a metric called
Quality Improvement (QI). To compute QI, we assess the quality value of a program
by simulating the application of the refactoring operations given as solutions by the
refactoring algorithms. The quality is evaluated in terms of modularity and represented
by the MQ value, as defined in Equation 4.7. Then, we assessed how much was the
improvement of the quality value comparing with the original program. Equation 5.1
presents how QI is calculated, where Po is the original program and P is the program





A manual validation of the solutions was also performed to check if the refactoring
solutions suggested by the refactoring algorithms makes sense semantically. Equation 5.2
presents the definition of Manual Correctness (MC), such that, S is the set of refactoring
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solutions found by the algorithms, and S1 is a subset of solutions from S, manually




• RQ3: To what extend the solutions provided by refactoring algorithms improve
program quality when compared with refactoring operations applied in practice?
The goal of this question is to compare, in terms of quality improvement, the refactoring
operations given as solutions by the refactoring algorithms, with the operations applied in
practice by developers. To answer this question, we computed QI based on two program
versions, considering before and after the refactoring applications, and compared with
the ones obtained by Gorgeous.
• RQ4: To what extend the generated refactoring algorithms are able to find refac-
toring operations similar to the ones applied in practice? This question aims at
evaluating if the refactoring algorithms are able to identify refactoring operations applied
by developers in practice. To measure similarity in comparison with these operations,
we defined as O, the operations applied on the program version under consideration.
Then, we defined a measure called ARate, which measures the rate based on the number
of operations from O that a refactoring algorithm A is able to find. It might seem similar
to the popular accuracy and recall measures [78], but instead of checking the solutions
provided by a refactoring algorithm, it measures the capability of our algorithm to find
refactoring operations applied in practice. Equation 5.3 presents ARate definition, such
that, Pr is the set of procedures from A, n is the size of O, prRU is the set of rules of pr ,







1 i f ∃pr ∈ Pr : satis f ies(oi, prRU ) = 1
0 otherwise (5.3)
• RQ5: To what extend the extraction of patterns impact the generation of refac-
toring algorithms? This question was elaborated to validate the extracting step of
Gorgeous. The main goal of this step is to learn and extract different patterns from the
refactoring data. The refactoring patterns are represented by the clusters, which are used
to generate algorithms. To answer this RQ, we compared, in terms of QI and ARate,
Gorgeous results with results obtained by a configuration where the step extracting
patterns is not performed.
5.2 EXPERIMENTAL SETTING
In this evaluation, we follow the Goal Question Metric (GQM) [79] approach, as
described in Table 5.1. Based on that, the main goal of our evaluation is to analyze if the
refactoring solutions, obtained by the refactoring algorithms generated by Gorgeous, are good in
terms of quality and similarity with real refactoring applications. Moreover, we also validate the
impact of some steps and techniques used in our approach. Next sections present the details of
the conducted experimental setting.
To evaluate our approach, we use popular Java programs of several sizes and domains
extracted from software repositories of GitHub. First, we collected information about the refacto-
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Tabela 5.1: Evaluation of Gorgeous with GQM
Goal to analyze the solutions obtained by the refactoring algorithms
Purpose to evaluate the capability of the refactoring algorithms to generalize good results
with respect to program quality and similarity with real refactoring applications
from the point of view of the user
in the context of refactoring of Java programs
Question Measure Attribute
RQ1
Fitness Values Analysis Modularity/Similarity
Mann–Whitney Test Confiability
RQ2 Manual Correctness (MC) Correctness
RQ2, RQ3, RQ5 Quality Improvement (QI) Modularity
RQ4, RQ5 ARate Similarity
H0 Gorgeous is not capable of generating refactoring algorithms able to find refactoring
operations similar to real ones, while bringing improvement in terms of quality.
H1 Gorgeous is capable of generating refactoring algorithms able to find refactoring
operations similar to real ones, while bringing improvement in terms of quality.
ring applications associated with each program 1. We selected 40 programs by excluding the ones
with less than 5 refactoring applications. For each program we collected the required information
to execute Gorgeous following our program representation. Then, we have downloaded from
GitHub 80 versions of the programs, 40 before the refactoring applications, and 40 after the
refactoring applications. The versions after the refactoring applications were used to evaluation
purposes only, while the others were used in the learning process, since the idea is to learn the
patterns that can lead to refactoring.
Using the downloaded programs, we extracted information about the programs structure
using the Understand tool2. We extracted basic information of the classes and methods, such as
signatures and packages they belong. Also, we collected the metrics and dependencies among
elements. The information from all programs is given as input to Gorgeous, which manipulates
the programs based on the representation presented in Figure 4.3.
We performed a 10-fold cross-validation dividing the programs in 10 different samples,
each one composed of 4 programs with different numbers of refactoring solutions. Thus, each
of the 10 folds is composed by 36 programs (9 samples) used for training and 4 programs (1
sample) used for validation and testing.
The program versions and other details are presented in Table 5.2. They correspond to
the version right before the refactoring applications. For each program, it is presented the number
of classes (NC), number of lines of code (LOC), original values of Modularization Quality (MQ),
and the number of refactoring applications (NA). We built the folds trying to balance the number
of refactoring applications in each one.
Expectation Maximization (EM) was executed for each fold using 9 samples. In this way,
the clusters were generated based on the 36 training programs of the current fold. As mentioned




Tabela 5.2: Program details
Fold Program NC LOC MQ NA
Activity 5.17.0 3,333 183,502 0.1038 5
CyanogenMod A. F. 11.0 10,064 883,564 0.2215 14
Drools 6.3.0 5,924 531,292 0.2250 7
1
Fabric8 2.1.11 974 47,563 0.1865 6
Facebook A. SDK 4.2.0 581 38,314 0.1241 5
Geoserver 2 .7.2 7,521 464,440 0.1875 6
Gradle 2.6 8,360 222,120 0.1679 14
2
Graylog 1.2.0 1,947 83,566 0.1380 7
Languagetool 3.3 1,201 70,295 0.1643 5
Mortar 0.18 175 3,921 0.1426 6
Spring Boot 1.2.4 2,855 99,002 0.0016 8
3
Voltdb 5.2.3 5,466 461,750 0.1457 16
Closure C. 20150609 2,083 238,360 0.2690 17
Drill 0.9.0 3,048 181,479 0.1327 9
MPS 3.2.2 36,240 1,187,832 0.1067 6
4
Quasar 0.7.0 1,346 55,641 0.0227 5
Hive 1.2.1 9,414 753,208 0.1749 20
jOOQ 3.6.2 1,413 110,677 0.0768 9
Netty 3.10.3 1,222 78,225 0.2480 6
5
TextSecure 2.19 850 44,182 0.1826 5
Bitcoinj 0.12.3 1,167 93,038 0.2521 10
Neo4j 2.3.0 10,451 495,818 0.1626 21
Presto 0.107 3,051 235,964 0.2852 6
6
Tomahawk A. 0.83 494 26,715 0.1918 5
Cassandra 2.2.0 4,108 271,439 0.1988 23
Java Driver 2.1.6 876 41,358 0.3161 10
Spring Framework 4.2.0 12,596 526,146 0.1984 5
7
Tachyon 0.6.4 1,092 72,404 0.1445 7
Hazelcast 3.5.1 7,401 345,652 0.1319 25
Rest Li 2.6.2 2,737 202,248 0.1389 10
Vert X 3.0.0 599 49,791 0.1411 7
8
WordPress A. 4.0 1,410 67,364 0.0332 6
Android IMSI C. D. 0.1.29 244 13,439 0.1492 7
Checkstyle 6.7 1,737 60,775 0.2527 6
Graphhopper 0.7.0 554 46,985 0.3103 35
9
Jersey 2.19 6,822 216,828 0.2092 11
Crate 0.49.2 2,625 122,281 0.1714 7
Deeplearning4j 0.4 808 45,103 0.1505 6
Infinispan 5.2.13 4,320 219,253 0.1537 13
10
Openhab 1.7.0 4,041 264,756 0.0040 5
before, the clustering is executed separately for classes and methods. EM was executed using
Weka [77] that automatically finds the best number of clusters. At the end, at the class-level,
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between 2 and 3 clusters were generated by fold and, at the method-level, between 2 and 4
clusters.
Once the clusters were generated, in the next Gorgeous step, we performed 30 runs of
GE for each cluster aiming at generating the refactoring algorithms. EM and GE parameters were
selected from the literature, as well as the number of runs [80]. We also set a maximum of 20
procedures for a refactoring algorithm. It was based on the numbers of refactoring applications
analyzed in the programs. Table 5.3 shows the configuration of the GE algorithm.




Number of GE Fitness Evaluations 10.000
Crossover Operator Single Point Crossover
Crossover Probability 90%
Mutation Operator Integer Mutation
Mutation Probability 1%
Selection Operator Binary Tournament
Pruning Operator Probability 1%
Duplication Operator Probability 1%
Maximum Procedures 20
The quality function was computed by simulating the application of the refactoring
algorithms on the 4 validation/testing programs. We defined a maximum of 5,000 iterations to
search for an actor, to limit long executions in situations where an actor is not found quickly.
At the end, a set of refactoring algorithms was generated for each fold, each algorithm based
in a cluster. We apply these refactoring algorithms in the validation/testing programs to return
refactoring solutions for them.
Based on the presented information, we defined three experiments. To answer RQ1,
we replaced GE by a Random Search. We performed the other steps and kept other details of
Gorgeous in the same way, such as the grammars and fitness function. Also, we set for this
experiment the same possibility in terms of iterations. In this sense, Random iterates 10,000
times and executes 30 times for each cluster as well. To answer RQ5, we derived a configuration
of the approach without the extracting step and called it NoCluster. In this case, the folds are
divided as presented but no cluster is provided. Instead of that, a GE execution receives as input
the whole set of elements from the fold. The other settings are the same as presented above.
To answer the other RQs, we execute Gorgeous as presented above. Results obtained by these
experiments are presented in the next section.
5.3 RESULTS
This section presents a description and discussion of the results obtained in our evaluation.
Each subsection presents the answer for a specific research question and the results obtained by
the experiment designed to answer it.
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5.3.1 Answering RQ1 - To what extend the grammatical evolution impact the generation of
refactoring algorithms?
To answer RQ1, we compared results obtained by Gorgeous and Random experiments
analyzing their fitness function values. These values are presented by fold and algorithm,
respectively, at the class and method levels, in Tables 5.4 and 5.5. Each value represents the
average of 30 fitness values based on the 30 runs. Each algorithm, represented by 0, 1 or 2,
was generated based on a specific cluster. Bold values represent that, comparing the averages
of Gorgeous and Random, the higher average is statistically significant considering 95% of
confidence based on the Mann–Whitney non-parametric test [81].
Tabela 5.4: Fitness values of Gorgeous and Random Search for the class level.
Fold Algorithm N. Elements N. Solutions Gorgeous Random p-value
0 7 10 0.6937 0.5859 3.88E-11
1 21 65 0.4794 0.4380 1.93E-081
2 12 23 0.5053 0.4740 2.84E-04
0 5 10 0.6813 0.5977 1.19E-07
1 10 49 0.7563 0.7206 2.85E-112
2 19 28 0.4760 0.4292 2.87E-11
0 15 61 0.7786 0.7270 3.45E-06
1 5 10 0.6813 0.5692 4.28E-113
2 20 27 0.5411 0.4842 3.45E-06
0 28 46 0.5826 0.5202 4.88E-08
4
1 15 14 0.8395 0.7333 3.31E-10
0 19 74 0.5397 0.4920 2.39E-04
1 17 21 0.5181 0.4602 9.44E-085
2 4 7 0.6934 0.6127 3.88E-11
0 20 68 0.4826 0.4390 2.08E-06
6
1 10 19 0.4645 0.3972 3.06E-09
0 13 18 0.7115 0.6696 1.30E-07
1 4 7 0.6832 0.6014 3.51E-117
2 24 79 0.4734 0.4260 1.94E-09
0 26 74 0.6021 0.5502 5.81E-10
8
1 12 27 0.5797 0.5350 2.39E-06
0 23 36 0.5106 0.4746 2.77E-05
9
1 14 13 0.7650 0.7070 1.93E-08
0 4 12 0.6730 0.5968 2.87E-11
1 25 87 0.5256 0.4773 2.79E-0910
2 15 14 0.7930 0.7542 2.51E-05
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Tabela 5.5: Fitness values of GE and Random Search for the method level.
Fold Algorithm N. Elements N. Solutions Gorgeous Random p-value
0 185 189 0.6860 0.5257 2.66E-11
1 64 66 0.6673 0.5739 2.87E-11
2 51 54 0.6682 0.4852 2.86E-11
1
3 7 7 0.5782 0.6226 7.11E-10
0 184 188 0.6272 0.4440 2.87E-11
2
1 123 128 0.6663 0.4675 2.85E-11
0 13 13 0.6138 0.5597 1.47E-09
1 167 170 0.6375 0.4729 2.86E-11
2 65 69 0.6422 0.4861 2.87E-11
3
3 58 60 0.6171 0.5606 1.27E-10
0 65 66 0.7335 0.7239 1.17E-03
4
1 54 57 0.7107 0.7029 1.37E-03
0 56 59 0.6435 0.6146 1.87E-08
1 61 63 0.6885 0.6316 1.66E-07
2 169 172 0.6801 0.6239 6.21E-09
5
3 14 14 0.6275 0.5997 7.43E-09
0 62 67 0.7222 0.6698 1.02E-09
1 180 182 0.7202 0.6738 6.23E-096
2 57 58 0.7021 0.6611 7.09E-09
0 64 67 0.6711 0.6339 1.02E-06
1 65 66 0.6484 0.6100 2.26E-077
2 164 168 0.6757 0.6160 1.54E-09
0 60 63 0.5523 0.4658 5.23E-11
1 164 168 0.5654 0.5057 5.62E-09
2 61 62 0.7049 0.5938 3.88E-11
8
3 14 14 0.7002 0.6339 2.29E-08
0 190 194 0.6747 0.6124 4.68E-11
1 47 52 0.6669 0.6204 8.10E-09
2 14 14 0.6587 0.6202 1.04E-09
9
3 30 30 0.6522 0.5982 1.01E-09
0 167 170 0.7333 0.7206 3.28E-04
1 64 65 0.7292 0.7089 9.40E-09
2 64 66 0.7054 0.6972 0.08707
10
3 11 12 0.7146 0.7080 0.0003873
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Based on the results described in Tables 5.4 and 5.5, we note that all averages of
Gorgeous are statistically better than the ones of Random. Moreover, by analyzing the p-value,
we can not only guarantee 95% of confidence but 99% of confidence, since the p-value is lower
than 0.01 for all cases. On the other hand, a sightly difference can be found at the method level.
Considering Fold 1 and Algorithm 3, Random has statistically better fitness value average. By
analyzing other characteristics, we can see these algorithms were generated based on the cluster
with the lower number of elements (7) and refactorings (7). We assume GE probably converge to
a local optima. In contrast, Random was able to explore more the search space. This kind of
difference was not found at the class-level where there are also refactoring algorithms generated
based on few elements. We analyzed this algorithm details and see the similarity value impacts
the fitness function result. We assume the few elements along with the few metrics considering
in the learning of methods limited the results.
Besides of Random comparison, we analyzed the fitness values obtained from different
folds. The goal is to analyze the stability of the values obtained by Gorgeous. In this respect,
Figure 5.1 presents a set of boxplots based on the fitness values obtained by Gorgeous at the
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Figura 5.1: GE experiments by cluster
Figure 5.1 shows the results obtained for each fold are stable. If we analyze each fold
separately, most of times, at least one of its clusters (boxplots) is in a different space. This is
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expected since each cluster has different elements and characteristics. On the other hand, folds
must have similar behavior and we can see the clusters from different folds aligned, specially if
the fold has the same number of clusters, e.g. fold 2 and 3.
Answer to RQ1
GE is important for the generation of refactoring algorithms. First, because it has
statistically significant better results when compared with Random Search. Second,
because the results obtained from different folds are consistent, which represents Gorgeous
has the capability of getting similar results from different training sets.
5.3.2 Answering RQ2 - To what extend the refactoring algorithms are able to find refactoring
solutions capable of improving the quality of programs?
To answer RQ2, we simulated the application of the solutions generated by the refactoring
algorithms in order to analyze quality aspects. For each fold, we have simulated the application
of the refactoring operations in each validation program and computed against MQ. Table 5.6
presents, for each validation program, the original value of MQ, and the average of MQ
(avg(MQ)) and the average of QI (avg(QI)), based on the algorithms obtained in the 30 runs.
Light gray rows indicate programs with less than 1% of improvement, gray rows indicate programs
between 1% and 5% of improvement, and dark gray rows indicate programs with more than 5%
of improvement.
Based on the presented results, we have observed the quality improvement results have
many variations, which is expected since the programs have distinct characteristics and domains.
For instance, avg(QI) varies from 0.03% up to 1701.39%. We noted the amount of improvement
is highly dependent on the original MQ value, since the algorithms were able to obtain greater
values of avg(QI) for programs with the original MQ lower than the average (0.1654). Figure 5.2
illustrates this situation by a trendline (orange dashed line) of quality improvement based on the
original MQ values from the programs.
We can see many variations of improvement by analyzing the orange dots. Moreover,
most of them, present low improvement. Indeed, by analyzing QI for programs with MQ lower
than 0.1654, QI seems to improve more as shown by the chart lines. We excluded from this
chart the program with the lower MQ value since its QI was 1701.39%, so it would difficult the
visualization.
In fact, 82% of the programs with high QI, 60% of the programs with medium QI, and
31% of the programs with low QI have the original MQ value lower than the average. In this
sense, the lower the MQ value the higher tends to be the improvement, and more the program
will benefit from the refactoring applications. In particular, the programs with the lowest values
of MQ are the ones with the greatest avg(QI), which are: Spring Boot 1.2.4 with 1701.38%
of improvement, Openhab 1.7.0 with 148.39% of improvement, Quasar 0.7.0 with 276.12% of
improvement, and WordPress Android 4.0 with 227.81% of improvement. Furthermore, such
programs belong to different folds, which shows consistency in the results obtained by different
folds.
We also observed that larger programs, in terms of number of classes, usually present
less than 1% of improvement. Most of times, such programs have the original MQ value greater
than the average. This can lead us to the idea that larger programs are usually better modularized
than small projects. Probably, for a big project, more effort is devoted to the design and refactoring
activities.
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Tabela 5.6: Quality and Similarity Results
Fold Program MQ avg(MQ) avg(QI) avg(ARate) QI (S)
Activity 5.17.0 0.1038 0.1070 0.40% 20.00% 0.26%
CyanogenMod A. F. 11.0 0.2215 0.2644 11.62% 10.00% 0.00%
Drools 6.3.0 0.2250 0.2283 0.61% 83.75% 0.00%
1
Fabric8 2.1.11 0.1865 0.1884 0.04% 55.95% 0.02%
Facebook A.SDK 4.2.0 0.1241 0.1263 0.21% 40.83% 0.00%
Geoserver 2 .7.2 0.1875 0.1880 0.07% 84.58% 0.02%
Gradle 2.6 0.1679 0.1686 0.16% 81.11% 0.00%
2
Graylog 1.2.0 0.1380 0.1439 3.25% 70.37% 0.00%
Languagetool 3.3 0.1643 0.1728 1.94% 0.00% 0.02%
Mortar 0.18 0.1426 0.2361 53.20% 96.82% 2.60%
Spring Boot 1.2.4 0.0016 0.0411 1701.39% 3.33% 0.00%
3
Voltdb 5.2.3 0.1457 0.1489 0.73% 95.76% 0.10%
Closure C.20150609 0.2690 0.2697 0.09% 0.00% 0.00%
Drill 0.9.0 0.1327 0.1517 8.91% 0.00% 0.00%
MPS 3.2.2 0.1067 0.1076 0.47% 61.67% 0.00%
4
Quasar 0.7.0 0.0227 0.1394 276.12% 25% 6.47%
Hive 1.2.1 0.1749 0.1778 1.15% 91.67% 0.06%
jOOQ 3.6.2 0.0768 0.0990 19.29% 33.33% 0.00%
Netty 3.10.3 0.2480 0.2489 0.03% 34.76% 0.06%
5
TextSecure 2.19 0.1826 0.1898 1.53% 91.21% 0.92%
Bitcoinj 0.12.3 0.2521 0.2657 0.64% 62.67% 0.07%
Neo4j 2.3.0 0.1626 0.1652 0.45% 76.67% 0.04%
Presto 0.107 0.2852 0.2863 0.25% 63.00% 0.03%
6
Tomahawk A. 0.83 0.1918 0.1974 2.00% 42.86% 0.00%
Cassandra 2.2.0 0.1988 0.2057 0.46% 50.00% 0.23%
Java Driver 2.1.6 0.3161 0.3402 1.75% 68.10% 0.00%
Spring F. 4.2.0 0.1984 0.1991 0.06% 97.78% 0.00%
7
Tachyon 0.6.4 0.1445 0.2772 50.32% 0.00% 36.67%
Hazelcast 3.5.1 0.1319 0.1378 2.95% 100% 0.14%
Rest Li 2.6.2 0.1389 0.1452 3.96% 78.89% 0.04%
Vert X 3.0.0 0.1411 0.1487 1.00% 61.67% 0.06%
8
WordPress A. 4.0 0.0332 0.1557 227.81% 92.50% 61.39%
Android IMSI C. D. 0.1.29 0.1492 0.1971 16.05% 99.72% 0.00%
Checkstyle 6.7 0.2527 0.2819 9.89% 33.33% 0.86%
Graphhopper 0.7.0 0.3103 0.3124 0.19% 32.67% 0.19%
9
Jersey 2.19 0.2092 0.2105 0.20% 48.41% 0.39%
Crate 0.49.2 0.1714 0.1753 0.37% 17.38% 0.08%
Deeplearning4j 0.4 0.1505 0.1607 4.27% 0.00% 0.00%
Infinispan 5.2.13 0.1537 0.1546 0.23% 75.33% 0.00%
10
Openhab 1.7.0 0.0040 0.0149 148.39% 73.94% 116.76%
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Figura 5.2: Trendline of QI based in the original MQ values.
The next analysis considers the quality improvement of refactoring solutions individually.
The goal is to investigate if the quality improvement occurs due to the whole set of refactoring
solutions and it is not related to only one solution. Table 5.7 presents, for each program, the
number of refactoring solutions found by the algorithms and; the number and % of good, bad,
and neutral solutions. We considered a good solution any one with a positive improvement
(QI > 0). On the other hand, neutral solutions are the ones with no improvement (QI = 0), and
bad solutions are the ones with a negative improvement (QI < 0). The higher percentage from
these three groups is highlighted in bold.
The results presented in Table 5.7 clearly show most of found refactoring solutions
improve the quality value of the program. Moreover, there is no case where the number of bad
solutions was greater than good or neutral ones. The number of good solutions was higher than
others in 80% of times. Also, the number of neutral solutions was higher than others in 15% of
programs. However, in these cases, good solutions still present at least 1
3
of solutions. In two
other cases, the number of neutral and good solutions was the same, which corresponds to 5% of
times. Besides, half of folds presents at least one program where 100% of solutions are good.
In addition, we manually calculated the correctness of the suggested refactorings. The
following programs were randomly selected to be analyzed: Fabric8, Geoserver, Netty, and
Tachyon. We selected the best solution, based on the fitness value, of the 30 runs of each selected
program. We obtained the following MC values for the programs: Fabric8 with 58%, Geoserver
with 60%, Netty with 43%, and Tachyon with 40%. The average of MC based on such programs
resulted on 50%. Besides that, these are only some of the suggestions that can be found, since
the refactoring algorithms can be executed again through the program to find more refactoring
solutions.
Next, we describe the refactorings suggested by the refactoring algorithms for the
Fabric8 program. The operations are described based on the following notation: MoveMethod
(sourceclass.method) (targetclass), ExtractClass (class), ExtractMethod (class.method), and
InlineMethod (class1.method) (class2.method).
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Tabela 5.7: Impact of refactoring solutions on quality.
Fold Project Solutions Good Bad Neutral Good Bad Neutral
Activity 5.17.0 10 4 2 4 40% 20% 40%
CyanogenMod A. F. 11.0 9 2 1 6 22% 11% 67%
Drools 6.3.0 11 7 4 0 64% 36% 0%
1
Fabric8 2.1.11 9 6 3 0 67% 33% 0%
Facebook A. SDK 4.2.0 3 3 0 0 100% 0% 0%
Geoserver 2 .7.2 4 2 1 1 50% 25% 25%
Gradle 2.6 4 4 0 0 100% 0% 0%
2
Graylog 1.2.0 3 3 0 0 100% 0% 0%
Languagetool 12 12 0 0 100% 0% 0%
Mortar 0.18 10 6 0 4 60% 0% 40%
Spring Boot 1.2.4 11 5 0 6 45% 0% 55%
3
Voltdb 5.2.3 15 6 1 8 40% 7% 53%
Closure C. 20150609 3 2 0 1 67% 0% 33%
Drill 0.9.0 3 2 0 1 67% 0% 33%
MPS 3.2.2 3 2 0 1 67% 0% 33%
4
Quasar 0.7.0 3 2 0 1 67% 0% 33%
Hive 1.2.1 13 7 5 1 54% 38% 8%
jOOQ 3.6.2 11 8 2 1 73% 18% 9%
Netty 3.10.3 12 4 2 6 33% 17% 50%
5
TextSecure 2.19 10 9 1 0 90% 10% 0%
Bitcoinj 0.12.3 8 7 0 1 88% 0% 13%
Neo4j 2.3.0 10 5 1 4 50% 10% 40%
Presto 0.107 7 4 0 3 57% 0% 43%
6
Tomahawk A. 0.83 7 7 0 0 100% 0% 0%
Cassandra 2.2.0 9 7 1 1 78% 11% 11%
Java Driver 2.1.6 8 3 1 4 38% 13% 50%
Spring F. 4.2.0 13 7 5 1 54% 38% 8%
7
Tachyon 0.6.4 7 6 0 1 86% 0% 14%
Hazelcast 3.5.1 14 9 3 2 64% 21% 14%
Rest Li 2.6.2 11 9 0 2 82% 0% 18%
Vert X 3.0.0 9 9 0 0 100% 0% 0%
8
WordPress A. 4.0 8 4 0 4 50% 0% 50%
Android IMSI 0.1.29 9 5 1 3 56% 11% 33%
Checkstyle 6.7 9 7 1 1 78% 11% 11%
Graphhopper 0.7.0 10 4 1 5 40% 10% 50%
9
Jersey 2.19 11 5 3 3 45% 27% 27%
Crate 0.49.2 5 5 0 0 100% 0% 0%
Deeplearning4j 0.4 5 5 0 0 100% 0% 0%
Infinispan 5.2.13 5 5 0 0 100% 0% 0%
10

































By analyzing the suggested refactorings, we found 5 suggestions that are not correct
semantically, they are: 3, 8, 9, 11, and 12. In the cases presented on 8 and 9 there was no need to
the method to be extracted. In the cases presented on 3, 11, and 12, the relation between the
source and the target elements was not strong enough to apply the refactorings. Nevertheless, the
other refactorings make sense semantically. We found by analyzing this solution and the ones of
the other programs that most of the Extract Class refactorings were suggested correctly. We
also found that most of the suggestions classified incorrectly involved the Inline Method refacto-
ring, mainly because of the lack of semantic correlation between the source and the target methods.
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Answer to RQ2
Refactoring algorithms were able to find refactoring solutions capable of improving the
quality of programs in terms of modularity. In some programs, the improvement was not
high, but still at least some improvement occur in every program. Also, we have observed
that programs with very low modularity can benefit more from the refactoring applications.
5.3.3 Answering RQ3 - To what extend the solutions provided by refactoring algorithms improve
program quality when compared with refactoring operations applied in practice?
To answer this question, we present in Table 5.6, in column QI (S), the value of QI
obtained by the solutions (S) applied by developers. These values show the refactoring operations
applied by developers do not obtain good values of quality improvement. While all programs
presented some quality improvement using the refactoring solutions suggested by Gorgeous,
refactoring operations applied by developers presented no improvement at all for 40% of the
programs. Also, 10% of the other programs show high improvement, 2% medium improvement,
48% low improvement. By comparing the overall average, Gorgeous performs on average 63%
of improvement, while the developer solution obtained on average 5% of improvement.
Answer to RQ3
Gorgeous was capable of generating refactoring algorithms that provide solutions able
to improve some level of quality in 100% of programs, while the developer applications
resulted in improvement of only 60% of programs, being 40% resulted in no improvement.
5.3.4 Answering RQ4 - To what extend the generated refactoring algorithms are able to find
refactoring operations similar to the ones applied in practice?
To answer RQ4, we analyze if the refactoring algorithms generated by Gorgeous would
be able to find the refactoring operations applied by developers. As mentioned before, this
analysis was performed using the previously defined measure ARate. In this respect, Table 5.6
presents in Column 6, avg(ARate) formatted as percentages. The values greater than 50%
are highlighted in bold. To obtain this value, we considered the set of refactoring algorithms
generated based on a fold. The average is calculated based on 30 runs in this process.
The presented results of avg(ARate) show several variations if compared among
programs. The variations of the results are explained by the different characteristics of the
considered programs. It would be very difficult to achieve very similar metrics results when
dealing with the software changes. Briefly, the overall average is 55.58%, which is a good value
if we consider we are trying balance both quality and similarity. However, it is important to
analyze the results in deep.
The results show 60% of the programs have avg(ARate) value greater than 50%, which
means the refactored algorithms are capable of finding a set of refactoring solutions performed
by developers. In particular, for one of the programs the algorithms were able to obtain a
value of 100%. On the other hand, 5 programs presented 0% as result. By analyzing these
programs, we found some similarities in their refactoring applications. First, most of them have
several refactoring solutions involving the same element as actor. Then, the set of elements used
to measure ARate is small. Moreover, 93% of the refactoring applications not found by the
refactoring algorithms are composed of method-level refactorings.
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In fact, low values of avg(ARate) do not exactly means bad results since some good
refactoring solutions might be not identified by developers. In this sense, Gorgeous may be
useful to identify other refactoring solutions rather than only similar ones. We present a more
specific analysis using a solution found by a generated refactoring algorithm for the Fabric8
program. It suggests to extract a class called BrokerFacadeSupport. The class under analysis
was not part of a true solution and was not identified as a bad design. In the context of the
program, a broker routes messages, handles transactions, and maintains subscriptions and
connections. BrokerFacadeSupport3 was designed taking into account the design pattern called
Facade. In this sense, such class has the responsibility of providing a simplified interface to
a complex system of classes. BrokerFacadeSupport provides several operations to deal with
two aspects of a broker, which are connectors and topics. As presented by the Facade design
pattern4, an additional Facade can be created to divide responsibilities and to prevent the original
Facade of growing and become complex. In this sense, the suggested solution makes sense
since we could extract BrokerFacadeSupport into two different Facade for dealing with connectors.
Answer to RQ4
Refactoring algorithms found around 55% of real refactoring applications on average.
Moreover, at least 50% of applications were found for half of programs. However, the
results have many variations because of program particularities. We also find out that
method-level operations are the main cause of low rates.
5.3.5 Answering RQ5 - To what extend the extraction of patterns impact the generation of
refactoring algorithms?
To answer RQ5, we analyze values of avg(QI) and avg(ARate) obtained by Gorgeous
and NoCluster experiments. Table 5.8 summarize these results. In general, Gorgeous performs
better than NoCluster considering both quality and similarity results.
Specially, considering avg(QI), Gorgeous presents the best values for all programs,
except one, Vert X 3.0.0, with a small difference. Moreover, in relation to NoCluster, most
programs have presented a very low improvement. On the other hand, there are six cases where
NoCluster performs better when analyzing avg(ARate) values. The values in which NoCluster
is better are highlighted in bold in its column.
Results show, on average, and based on the 40 programs, Gorgeous obtained around
55% against 9% of (ARate) for NoCluster. Furthermore, Gorgeous obtained a maximum of
100% of (ARate) for a program, while NoCluster could get a maximum of only 32%.
Answer to RQ5
The approach without the extracting and learning of patterns impacts negatively not only
on the similarity measure with real refactoring applications but also on quality aspects.
This is an evidence the clusters are useful to guide the generation of algorithms able to




Tabela 5.8: Gorgeous and NoCluster Comparison
Fold Program Gorgeous NoCluster
avg(QI) avg(ARate) avg(QI) avg(ARate)
Activity 5.17.0 0.40% 20.00% 0.15% 4.00%
Cyanogen. 11.0 11.62% 10.00% 6.00% 18.61%
Drools 6.3.0 0.61% 83.75% 0.08% 16.00%
1
Fabric8 2.1.11 0.04% 55.95% 0.00% 0.10%
Faceb. SDK 4.2.0 0.21% 40.83% 0.00% 16.67%
Geoserver 2 .7.2 0.07% 84.58% 0.05% 0.00%
Gradle 2.6 0.16% 81.11% 0.10% 3.57%
2
Graylog 1.2.0 3.25% 70.37% 0.35% 2.38%
Languagetool 1.94% 0.00% 0.12% 10.00%
Mortar 0.18 53.20% 96.82% 5.19% 0.00%
Spring Boot 1.2.4 1701.39% 3.33% 794.44% 32.50%
3
Voltdb 5.2.3 0.73% 95.76% 0.44% 7.86%
Closure 20150609 0.09% 0.00% 0.01% 5.83%
Drill 0.9.0 8.91% 0.00% 1.22% 7.50%
MPS 3.2.2 0.47% 61.67% 0.09% 6.67%
4
Quasar 0.7.0 276.12% 25.00% 106.55% 3.33%
Hive 1.2.1 1.15% 91.67% 0.28% 11.85%
jOOQ 3.6.2 19.29% 33.33% 4.24% 20.00%
Netty 3.10.3 0.03% 34.76% 0.00% 10.00%
5
TextSecure 2.19 1.53% 91.21% 0.59% 8.67%
Bitcoinj 0.12.3 0.64% 62.67% 0.25% 15.71%
Neo4j 2.3.0 0.45% 76.67% 0.09% 13.33%
Presto 0.107 0.25% 63.00% 0.03% 10.67%
6
Tomahawk A. 0.83 2.00% 42.86% 0.81% 0.00%
Cassandra 2.2.0 0.46% 50.00% 0.07% 13.64%
Java Driver 2.1.6 1.75% 68.10% 0.23% 50.00%
Spring F. 4.2.0 0.06% 97.78% 0.04% 15.00%
7
Tachyon 0.6.4 50.32% 0.00% 22.70% 8.00%
Hazelcast 3.5.1 2.95% 100% 1.52% 21.82%
Rest Li 2.6.2 3.96% 78.89% 1.43% 15.67%
Vert X 3.0.0 1.00% 61.67% 1.75% 23.33%
8
WordPress A. 4.0 227.81% 92.50% 95.50% 57.66%
And. IMSI 0.1.29 16.05% 99.72% 3.60% 0.00%
Checkstyle 6.7 9.89% 33.33% 0.20% 8.33%
Graphhopper 0.7.0 0.19% 32.67% 0.13% 0.00%
9
Jersey 2.19 0.20% 48.41% 0.02% 27.33%
Crate 0.49.2 0.37% 17.38% 0.10% 1.43%
Deeplear.4j 0.4 4.27% 0.00% 1.19% 2.78%
Infinispan 5.2.13 0.23% 75.33% 0.03% 3.03%
10
Openhab 1.7.0 148.39% 73.94% 1.19% 3.03%
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5.4 DISCUSSION
Based on the results presented in this section, we can reject H0 and accept H1 stating
that Gorgeous is capable of generating refactoring algorithms able to find solutions similar to
real refactoring applications while also improving quality. In general, Gorgeous was able to
generate refactoring algorithms that suggest solutions capable of improving the programs 55% on
average. Furthermore, the refactoring algorithms could find on average 50% of real refactoring
applications. These are good results considering the balance between similarity and quality.
Despite these results presented by averages, the values obtained for both similarity and
quality have many variations. While some programs obtained 100% of quality improvement,
others presented 0%. However, 80% of found solutions presented some kind of improvement to
the program. It is expected those variations when working with software programs. As presented
in the program details, they differ a lot from each other in terms of size and domain. Moreover,
many information that are used may present variation, such as number of refactorings, number of
elements in a cluster, number of refactoring applications, etc. All of these can impact positively
or negatively in the results.
Another finding concerns the quality aspects of the solutions from developers. They
were much lower in value compared with Gorgeous or even the NoCluster configuration. In fact,
we do not have information about the intention of developers when refactoring these programs.
In this way, we probably are not being able to capture with our metric the improvement expected
by the developer. In this sense, a focused study may be useful to establish the relationship among
refactorings and software quality metrics.
We have observed different findings for classes and methods. In fact, clusters with
few methods impact negatively the similarity function, while clusters with few classes impact
positively. This depends on the number of rules used, since the higher the number of rules, the
more the space is restrict. If we increase the number of elements more rules needs to be satisfied
and it is more difficult to find good solutions. However, if we reduce the number of elements
we may restrict too much the search space. At the method-level, the first problem is hard to
occur since only two rules are used. On the other hand, a cluster with many classes will restrict
the space since we will have more rules to be satisfied. We observed the higher the number of
classes the lower the similarity result. However, the opposite does not occur, since the experiment
without clustering presented worse results at the method-level. In fact, methods are way more in
numbers than classes, then we could not make a fair comparison. In this respect, the clustering
of elements brings many advantages in the generation of refactoring algorithms.
Besides the quality and similarity results, it is important to highlight the refactoring
algorithms could also be manipulated to improve the results. For example, we can opt by
suggesting a refactoring operation only if it improves quality, or even if it improves quality more
than a specific percentage. Also, the algorithm could suggest solutions only by considering some
part of the program, e.g., a package the developer is working at the moment. In this sense, the
refactoring algorithms could be manipulated regarding the way the solutions are suggested.
5.5 THREATS TO VALIDITY
The main threat of our study are the program folds using for validation and testing. We
use the same set of programs in these phases. It might influence the results of our approach, since
we do not perform a test with a set of programs not used during Gorgeous execution. However,
our approach uses individual characteristics of elements in the learning, so we believe general
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aspects of a program would not have a significant impact. Also, the similarity function was
measured in a separate set of programs.
Another threat to the validity of our study is the coupling with the program representation
in computing the fitness function. Indeed, the quality function is computed by simulating the
refactoring applications based on such a representation. In this sense, we can not guarantee
the same results will be obtained by using the original program or other representation. In this
respect, we built the program representation making sure to encompass all information needed to
compute the metric value.
To run Gorgeous, a preprocessing to collect the data needs to be performed. It involves
the collection of elements information and refactoring applications. In this sense, the correctness
of such an information is related to the tool used in this step. To instigate this threat we make
sure to use a popular tool to extract the elements information, and to use refactoring applications
extracted by studies following a methodology with recommended tools. Moreover, this can also
impact the reproducibility of the results, since one might use other tools to extract the data.
Another threat is related to the application of the generated refactoring algorithms. In
this evaluation, we defined one execution for each procedure, for example, an algorithm with 6
procedures generates a maximum of 6 solutions. This could be changed by increasing the running
times of a procedure to consequently find more solutions or even all solutions. It would impact
the results of the measures values. We did not perform experiments changing this configuration,
but we expect we would reach better results by exploring this aspect. Our results encourage more
rigorous analyses over the capability of refactoring algorithms.
Other aspects may limit the generalization of the refactoring algorithms results. First,
although we have a great number of programs, some of them have few refactorings. Also, we
use few metrics to generate method-level operations. Moreover, although most programs were
improved by the refactoring solutions, the amount of quality improvement is highly dependent
with the program characteristics. Then, it is not possible to guarantee the same amount of
improvement for two different programs.
Finally, to execute the EM and GE algorithms, we used parameters from the literature,
but a tunning phase may improve the results. Also, the GE technique is non-deterministic, but to
mitigate this threat, we performed 30 runs of each technique.
5.6 CONCLUDING REMARKS
This chapter described the methodology followed to evaluate Gorgeous and discussed
the results. An evaluation was conducted using 40 Java programs extracted from GitHub. A
preprocessing was performed to extract the information needed by Gorgeous, such as elements
information, metrics and refactoring applications. The experiments were designed aiming at
answering five research questions regarding Gorgeous steps and following training and testing
phases, in which 36 programs (90%) were used for training and 4 programs (10%) for testing.
Gorgeous was able to generate refactoring algorithms that could find different solutions
for the testing programs. The refactoring algorithms obtained good results in terms of quality
improvement compared with the original program, as well as similarity to refactoring applications
performed by developers. However, the programs have different particularities which might affect
the amount of quality improvement.
Results show the clustering is very useful to generate algorithms, specially by improving
similarity, since it is capable of finding solutions similar to real refactoring applications.
Furthermore, GE benefit the generation of algorithms and was also capable of obtaining stable
results across different folds.
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6 FINAL REMARKS
In this work, we presented Gorgeous, a SBR learning approach to generate refactoring
algorithms. In this sense, we introduced the definition of a refactoring algorithm, which produces
refactoring operations for a program given as input. Each algorithm is composed by a set of
procedures, and each procedure has a set of rules defining characteristics of code elements that
should receive a refactoring application. A refactoring algorithm is generated by considering
quality improvement of a program and similarity with real refactoring applications.
Gorgeous includes three steps. The first step is in charge of instantiating program
instances to be used in the next steps. The second one refers to the extraction of patterns. In
this step, a clustering algorithm is executed to group code elements from different programs that
were refactored in similar ways, considering the refactoring type and frequency of application.
Each group of code elements represents a refactoring pattern. In the third step, the generation of
algorithms is performed. In this way, a GE technique is executed to generate one refactoring
algorithm based on the characteristics of each pattern discovered. We have defined two grammars
used by GE in the generation of algorithms, for class and method-levels.
Gorgeous was implemented focusing on the refactoring of Java programs, as well as
using it as programming language. Moreover, it uses jMetal and Weka frameworks, to provide,
respectively, search and clustering techniques. We reported results of an empirical evaluation
conducted using a 10-fold cross-validation with 40 Java programs extracted from GitHub. We
collected several data from programs, such as elements metrics and refactoring applications. The
experiments were performed aiming at answering five research questions concerning the impact
of each Gorgeous step, as well as the solutions of the refactoring algorithms.
The approach was able to generate refactoring algorithms capable of identifying
refactoring operations for different programs. Encouraging results were obtained in terms of
quality improvement of the original program, and similarity in comparison with real refactoring
applications. Although good results were obtained they have many variations in terms of
values, mainly because of the particularities of each program. Our evaluation also showed the
importance of the clustering in generating algorithms capable of suggesting good solutions
regarding similarity with real applications. The next section presents the main contributions of
this work.
6.1 CONTRIBUTIONS
This work has the main following contributions:
• The concept of refactoring algorithm, which receives a program as input and produces a
set of refactoring operations for it. One of its advantages is the possible application to
several programs;
• A SBR learning approach to learn patterns and automatically generate refactoring
algorithms taking into account quality improvement and similarity with real refactoring
applications;
• Grammars formalizing a set of rules to identify where and how refactorings should be
applied;
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• Learning of similar refactoring applications (patterns) by applying a clustering technique
to existing elements;
• The generation of refactoring algorithms using GE;
• It reports an evaluation based on 40 open source Java programs extracted from GitbHub.
• It provides evidence to support our proposal is capable of generating refactoring
algorithms able to identify refactoring operations to several programs, while improving
modularity and similarity with real refactoring applications.
6.2 FUTURE WORK
As future work, we intend to improve some aspects of Gorgeous, as well as to perform
other experiments. We are currently working to automate the preprocessing step to make
Gorgeous less dependent on external tools. In this sense, an Abstract Syntax Tree (AST) is being
used as representation. It is widely used to represent programs and it can map many aspects of a
program. Based on this, we are able to extract all the information we need and consequently to
calculate the metrics without other tools. In this way, Gorgeous and the refactoring algorithms
can receive as input the program itself.
ASTs are also used by several IDEs to provide automatic support for refactoring
application. In this sense, other future work, is to create an IDE plugin to provide the use of
refactoring algorithms during development and to allow the automatic application of refactoring
operations. By allowing this, we could apply the refactoring algorithm directly to a part of the
program, e.g., a package or a class the developer is working on.
In addition, we intend to study other aspects of a refactoring algorithm. For example,
to change the number of solutions a procedure can find. Also, we want to apply them to other
programs not used in this work. Moreover, we intend to perform a qualitative study of the
generated refactoring algorithms and clusters, in order to understand better the patterns of each
cluster and how they have influenced the algorithms rules.
Finally, we are working to add other quality metrics in the fitness function, such as
understandability and extensibility. Furthermore, we intend to test different weights for the quality
and similarity metrics. Hence, we could evaluate better how these metrics impact each other.
Regarding the experiments, we intend to run Gorgeous over a large dataset with more refactoring
applications. In fact, we are currently working with a dataset of 1,932 GitHub repositories.
Moreover, we want to conduct more experiments changing GE and EM parameters, as well as to
evaluate different clustering algorithms.
6.3 AWARDS AND PUBLICATIONS
This section lists the awards and publications received.
• Awards:
– Best paper award. WESB, 2018.
– ACM-W scholarship award. GECCO, 2016.
• Publications:
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– Thainá Mariani, Marouane Kessentini, and Silvia R. Vergilio. Uma proposta de
geração automática de algoritmos de refatoração. Workshop de Engenharia de
Software Baseada em Busca (WESB), 2018 [82].
– Thainá Mariani and Silvia R. Vergilio. A systematic review on search-based
refactoring. Information and Software Technology, 2017 [11].
– Thainá Mariani, Giovani Guizzo, Aurora T. R. Pozo, and Silvia R. Vergilio.
Automatic Design of Algorithms Applied to the Multi-Objective TSP Problem.
Encontro Nacional de Inteligência Artificial e Computacional (ENIAC), 2016 [83].
– Thainá Mariani, Giovani Guizzo, Silvia R. Vergilio, and Aurora T. R. Pozo.
Grammatical Evolution for the Multi-Objective Integration and Test Order Problem.
Genetic and Evolutionary Computation Conference (GECCO), 2016 [80].
– Thiago N. Ferreira, Thainá Mariani, and Silvia R. Vergilio. Reviewing Six Years
of Brazilian Workshop on Search-Based Software Engineering. Workshop de
Engenharia de Software Baseada em Busca (WESB), 2016 [84].
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APPENDIX A – A SYSTEMATIC REVIEW ON SEARCH-BASED REFACTORING
This appendix presents the paper: a systematic review on search-based refactoring.
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Context : To find the best sequence of refactorings to be applied in a software artifact is an optimization 
problem that can be solved using search techniques, in the field called Search-Based Refactoring (SBR). 
Over the last years, the field has gained importance, and many SBR approaches have appeared, arousing 
research interest. 
Objective : The objective of this paper is to provide an overview of existing SBR approaches, by pre- 
senting their common characteristics, and to identify trends and research opportunities. 
Method : A systematic review was conducted following a plan that includes the definition of research 
questions, selection criteria, a search string, and selection of search engines. 71 primary studies were 
selected, published in the last sixteen years. They were classified considering dimensions related to the 
main SBR elements, such as addressed artifacts, encoding, search technique, used metrics, available tools, 
and conducted evaluation. 
Results : Some results show that code is the most addressed artifact, and evolutionary algorithms are 
the most employed search technique. Furthermore, most times, the generated solution is a sequence of 
refactorings. In this respect, the refactorings considered are usually the ones of the Fowler’s Catalog. Some 
trends and opportunities for future research include the use of models as artifacts, the use of many ob- 
jectives, the study of the bad smells effect, and the use of hyper-heuristics. 
Conclusions : We have found many SBR approaches, most of them published recently. The approaches 
are presented, analyzed, and grouped following a classification scheme. The paper contributes to the SBR 
field as we identify a range of possibilities that serve as a basis to motivate future researches. 
© 2016 Elsevier B.V. All rights reserved. 
1. Introduction 
A software product is frequently evolving to address different 
functionalities. These evolutions may make the software design 
more complex and different from the original one, decreasing the 
software quality. In this sense, a meaningful effort is devoted to the 
software maintenance phase, where the software refactoring activ- 
ity can be used. This activity is used to improve the software qual- 
ity, by improving some quality attributes, such as understandabil- 
ity, maintainability, extensibility and performance [1] . Moreover, 
such an activity can be also used in the early software engineering 
phases, such as software development, design and re-engineering. 
Software refactoring is performed by changing the software 
structure without modifying its external behavior. It applies a set 
of meaning-preserving restructurings, called refactorings [2] , which 
are very simple operations performed to change a software artifact, 
such as move a method, move a field and extract a class. Refac- 
∗ Corresponding author. 
E-mail addresses: tmariani@inf.ufpr.br , marianithaina@gmail.com (T. Mariani), 
silvia@inf.ufpr.br (S.R. Vergilio). 
torings were originally proposed in the context of object-oriented 
software [3] , where some catalogs of refactorings exist [2,3] . Since 
then, software refactoring has been applied in different contexts, 
such as aspect-oriented software, software product line, and in dis- 
tinct artifacts such as code, models, documentations, requirements 
and so on. 
Finding a good sequence of refactorings to be applied in a soft- 
ware artifact is considered a hard task [P66], since there is a wide 
range of refactorings and the ideal sequence is correlated to differ- 
ent quality attributes to be improved. In fact, this is an optimiza- 
tion problem that can be solved by search techniques in the field 
known as Search-Based Software Engineering (SBSE) [4] . Search al- 
gorithms allow the addition of several metrics to compute the so- 
lution quality. This is one of the factors that makes the use of 
search techniques for software refactoring very attractive. Further- 
more, these algorithms are capable to automatically find, in a huge 
space, solutions that a software engineer might not have been able 
to think of [4] . 
We found successful SBSE approaches that show the applica- 
bility of search techniques in a wide variety of problems from 
diverse software engineering areas in many ways, using different 
http://dx.doi.org/10.1016/j.infsof.2016.11.009 
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search algorithms, such as Genetic Algorithms and other ones from 
the operation research area [5] . In this way, the area that applies 
search-based techniques to perform software refactoring is called 
Search-Based Refactoring (SBR) . This area has been growing over 
recent years. 
A growing number of SBSE works is reported by reviews found 
in the literature. We can find surveys addressing specific SBSE ar- 
eas such as software test [6–8] , software design [9] , and require- 
ments [10] . None of them addresses specifically SBR. General SBSE 
surveys [4,5,11,12] provide an overview of the SBSE field, by dis- 
cussing research directions on SBSE, presenting the software engi- 
neering activities and search-based algorithms. Such works include 
software refactoring but do not explore specific SBR characteris- 
tics in depth, like the addressed artifacts, encoding, available tools, 
used metrics and evaluations conducted. Existing surveys [1] and 
systematic reviews [13] on software refactoring do not consider 
search-based approaches. 
To contribute to the SBR area, this paper presents results from 
a systematic review, aiming at finding specific details about the 
existing SBR approaches. A systematic review is a study to iden- 
tify, evaluate and interpret available researches related to a partic- 
ular research question or topic area [14] . It is a good technique to 
extract information about the papers and identify research trends, 
since it presents a systematic methodology to be followed. 
To conduct this systematic review we followed Kitchenham’s 
guidelines [14] . We planned the review by defining the research 
questions, the search string, the sources for searching and the se- 
lection criteria. We searched for primary sources and, after the fi- 
nal selection, the data was extracted in order to answer the re- 
search questions. Detailed results about the extracted data are pre- 
sented, such as the most used artifacts, metrics and refactorings. In 
this way, this paper adds to the contributions of existing SBSE sur- 
veys focusing specifically on software refactoring and: (i) offering a 
more complete and updated list of works obtained systematically 
and covering the last sixteen years; (ii) providing a classification 
schema and grouping works, considering specific SBR characteris- 
tics that are not addressed in related work; (iii) identifying in the 
found works, the main contributions and best practices that can 
point out trends in the area, as well as, gaps and limitations that 
can suggest need of further study and research opportunities. 
This paper is organized as follows. Section 2 reviews back- 
ground on software refactoring and search-based techniques. 
Section 3 discusses related work. Section 4 describes how the 
review was conducted. Section 5 presents and analyses the ob- 
tained results. Section 6 describes trends and research opportuni- 
ties. Section 7 contains the threats to validity of our results. Finally, 
Section 8 concludes the paper. 
2. Background 
This section introduces the fields explored in our research: soft- 
ware refactoring, search algorithms and Search-Based Refactoring 
(SBR). 
2.1. Software refactoring 
The term refactoring was introduced in 1990 by Opdyke and 
Johnson [3] . They proposed a set of meaning-preserving restruc- 
turings to be applied in C++ programs. Each of these restructurings 
was called a refactoring [15] . The term was popularized by Fowler 
[2] after the publication of his book. Since then, the term has also 
been used to denote the whole process of changing a software ar- 
tifact and, gained different meanings and definitions. In this paper, 
we distinguish both meanings according to Fowler definitions [2] , 
by using here the terms refactoring and software refactoring, as 
below: 
Refactoring: “A change made to the internal structure of soft- 
ware to make it easier to understand and cheaper to modify 
without changing its observable behavior”
Software refactoring: “The activity of software restructuring by 
applying a set of refactorings without changing its observable 
behavior”
Refactorings were initially proposed for C++ and Java programs. 
In such context, some well-known refactoring catalogs can be 
found in the literature [2,16] . However, over time, refactorings have 
been created for other program languages, such as AspectJ [17] , 
Smalltalk [18] and PHP [19] . Furthermore, they have been also pro- 
posed and applied for other artifacts and contexts, such as models 
[20,21] , software product lines [22] , databases [23] and HTML [24] . 
According to [2] , software refactoring can help to improve the 
design of software. Consequently, many quality attributes can be 
improved, such as reusability, flexibility, and understandability. It 
can bring many benefits, for example, by making a program more 
understandable, may be easy to find bugs and to obtain a faster 
development process [2] . 
The software refactoring activity is commonly used in software 
evolution, and in the maintenance phase, where the lack of soft- 
ware structure is more evident and expensive. However, it is also 
used in other phases, such as re-engineering, design and develop- 
ment [1,16] . For instance, in the software design phase, software 
refactoring can be used to improve a preliminary design, helping 
to obtain a final one [9] . In addition, some software development 
methods use software refactoring as part of the process, such as 
Test-Driven Development and Agile Software Development [1] . 
According to [1] , the software refactoring activity includes the 
following tasks: 
1. Identify where the software should be refactored: Firstly, it is nec- 
essary to determine the artifact to be refactored. Examples of 
artifacts are codes, models, and requirements. After that, it is 
necessary to identify the elements that should receive a refac- 
toring. In this sense, there are different directions to identify 
refactoring opportunities. One of them is the existence of bad 
smells, which are metaphors to describe software patterns that 
may be associated with a bad design and a bad programming 
[2] . Another direction may be indicated when a meaningful ef- 
fort is being wasted to maintain and understand a software. 
Furthermore, this identification task can be highly dependent 
of the application domain. 
2. Determine which refactorings should be applied to the identified 
places: In this task, it is necessary to determine the refactor- 
ings that should be applied to the elements identified in the 
previous task. Usually, these two tasks are coupled and can be 
performed at the same time. 
3. Guarantee that the applied refactoring preserves behavior: This 
task refers to the use of methods to guarantee behavior preser- 
vation of the software after the refactoring application. The 
original definition of behavior preservation states that the out- 
put values should be the same before and after a refactoring, 
when using the same set of inputs. Moreover, depending on the 
domain, other aspects can be used to ensure behavior preser- 
vation, such as execution time, memory constraints and power 
consumption. 
4. Apply the refactoring: This task consists of applying the defined 
refactorings in the identified elements using the established 
methods to guarantee behavior preservation. 
5. Assess the effect of the refactoring on quality characteristics of the 
software: This task refers to the assessment of the impact of 
the applied refactorings on software quality attributes. It can 
be performed, for example, by analyzing manually the impact 
on the software understandability from the point of view of 
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the user. Furthermore, it can also be assessed using some tech- 
niques, such as metrics to measure different aspects related to 
the quality attributes. 
6. Maintain the consistency between the refactored artifact and other 
software artifact: This task addresses the use of mechanisms to 
maintain the consistency of the refactored artifact and the other 
software artifacts. For instance, after the refactoring of a pro- 
gram, it is necessary to update the related artifacts, such as 
documentation, model and tests. 
2.2. Search algorithms 
The optimization field usually deals with hard problems that 
can be efficiently solved by search algorithms. Such algorithms can 
be divided into two groups. The first one includes classical tech- 
niques from the operation research field, such as branch and bound 
algorithm, and linear programming. The classical algorithms are 
deterministic, i.e., they generally determine only one solution. The 
other group includes meta-heuristics, the most preferred in the 
SBSE field [11] . A reason for this is the nature of the software engi- 
neering problems: they are real world problems, and generally are 
related to objectives that cannot be characterized by a set of linear 
equations, and they are not tractable by deterministic methods. 
There are meta-heuristics, such as greedy algorithms, that work 
by creating a solution, selecting at each step the local optimal 
choice from a set of candidates. Other ones generate a set of can- 
didate solutions, called neighborhood, obtained by applying trans- 
formations in the current solution. The quality of the solutions is 
evaluated, and based on that, a candidate solution can be selected 
to be the current one. When the stopping criteria is reached, the 
current solution is returned. The most used search-techniques of 
this type are hill climbing and simulated annealing. They differ in 
the procedures for the generation of candidate solutions and in the 
selection of the current one [25] . 
There are other techniques based on the concept of population 
that manipulate a set of solutions. At each iteration of the algo- 
rithm, a population is generated and merged to the current one 
based on a selection procedure. The most common search tech- 
niques are the evolutionary algorithms, being genetic algorithms 
(GAs) and genetic programming (GP) the most used in SBSE [11] . 
They are based on the evolution of species, where the best in- 
dividuals (solutions) are selected to be reproduced by applying 
crossover and mutation operators. At each generation (iteration), 
the algorithm selects the best individuals (the ones containing the 
best quality, being parents or off-spring) to survive for the next 
generation. This is performed until a stopping criterion is achieved, 
at which point the best solution of the current population is re- 
turned [25] . We can also mention other bio-inspired algorithms 
such as Particle Swarm Optimization (PSO), Ant Colony Optimiza- 
tion (ACO), and so on. 
According to Harman [5] , two essential keys ingredients are 
necessary to apply a search technique to a software engineering 
problem. The first ingredient is the representation (encoding) of 
a solution, which is required to allow symbolic manipulation. A 
common representation is given by a vector of binary values, a 
vector of real values or a vector of a permutation sequence [25] . 
For example, if a solution represents the methods of a class to 
which a refactoring should be applied, a vector of binary values 
can be used, where each method is represented by a vector ele- 
ment whose value must be 0 or 1. If it is 1, the refactoring should 
be applied, otherwise, it should not. The second ingredient is the 
objective function, defined in terms of the representation, to eval- 
uate the quality of the solutions. Hence, the problems usually are 
associated with a wide range of software metrics that can be used. 
Multi-objective problems are very common problems associ- 
ated with two or more objectives. This kind of problem can be 
solved using a single-objective algorithm with a weighted sum. 
Hence, each objective to be optimized is related to a defined 
weight. Furthermore, this problem can also be solved with multi- 
objective algorithms. The main difference between multi -objective 
and single-objective optimization is the number of final solutions. 
In multi-objective optimization, different good solutions exist, be- 
cause usually, the objectives are in conflict and to optimize one, 
the others are compromised. Hence, a set containing all found 
solutions compose the called Pareto front. These solutions are 
called non-dominated, because none of them is considered better 
than the others [26] considering all the objectives. Some widely 
used multi-objective algorithms in SBSE are the evolutionary ones: 
Non-dominated Sorting Genetic Algorithm II (NSGA-II) [27] and 
Strength Pareto Evolutionary Algorithm 2 (SPEA2) [28] . 
Search-based algorithms can be applied to different areas of 
software engineering with relative ease, and due to this, the num- 
ber of works is on the increase. We can find a great number of 
SBSE surveys [5,12] . There are some specific areas that have their 
own surveys: software test [6–8] , software design [9] and require- 
ments [10] . Our paper focuses on the area of software refactoring, 
subject of the next subsection. 
2.3. Search-based refactoring 
The field of SBR is devoted to apply search algorithms in the 
software refactoring activity. Existing approaches commonly use 
search techniques to suggest or apply refactorings in artifacts. 
This kind of approaches usually encompasses most of the soft- 
ware refactoring tasks. Fig. 1 shows a generic overview of such ap- 
proaches. 
An approach has as input the artifact to be improved. It is con- 
verted in a representation to be used by the search-techniques. 
This representation can be the artifact itself or a more abstract 
representation, such as graphs for representing code artifacts. The 
search technique can optionally receive as input refactorings, met- 
rics and any other additional information to guide the process. As 
output, the search technique returns a solution (or a set of so- 
lutions) for the problem. In this sense, a solution representation 
has to be defined for being manipulated by the search technique. 
An example of a solution is a sequence of refactorings where its 
representation can be, for instance, a vector containing the refac- 
torings. Refactorings can be mapped in the solution representation 
and then, applied in the artifact representation. The provided met- 
rics are used in the fitness function to evaluate the solutions qual- 
ity. Regarding the additional information, it may be given to help 
in the optimization process, for example, an instance of a well- 
designed artifact to let the approach learn what such an artifact 
looks like. 
3. Related work 
In the literature, we can find works about software refactoring 
in general. The work of Mens [1] provides a review of the soft- 
ware refactoring tasks, artifacts to be used, formalisms and tech- 
niques to be applied, and essential issues to be considered in the 
development of software refactoring tools. In a most recent pa- 
per, Abebe and Yoo [13] describe results from a systematic review 
conducted to identify the trends, opportunities and challenges of 
the field. The works are described and gaps identified consider- 
ing some groups of paper and dimensions like surveys, tools, met- 
rics, design patterns, bad smells, programming language, and so on. 
Such works provide an overview of many aspects related to soft- 
ware refactoring, however, the goal is not to present a review of 
existing papers, and both of them do not address search-based ap- 
proaches. 
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Fig. 1. Generic overview of SBR approaches. 
As mentioned before, surveys in the SBSE field [5,11,12] (2007, 
2009 and 2012) address different areas of software engineer- 
ing, and report applications of search-based algorithms on soft- 
ware bug fixing, project management, planning and cost estima- 
tion, refactoring, software slicing, software comprehension, service- 
oriented software engineering, compiler optimization, quality as- 
sessment, and so on. They analyze the most used search-based al- 
gorithms and point research directions on SBSE. However, those 
surveys are not dedicated exclusively to software refactoring. 
Among the existing surveys on specific areas of software engineer- 
ing, the survey on search-based design [9] is the most related to 
ours. It focuses on approaches to generate design from require- 
ments and also addresses search-based software clustering and 
SBR, since they can be applied to improve an existing design. The 
survey presents more works on SBR than the general SBSE surveys, 
however, the work is not very new, it was published in 2010. Fur- 
thermore, the author do not conduct a systematic review and do 
not provide detailed information about the papers. 
Our study differs from the above studies since it presents re- 
sults from a systematic review focused on SBR. In this way, we fol- 
lowed a protocol and performed a search in most used databases 
covering the last sixteen years, which were essential for the de- 
velopment of the software refactoring area. As a consequence, a 
more complete and updated list of papers is discussed. In addition 
to this, different aspects not addressed in related work are ana- 
lyzed with some deep, such as artifacts, encoding, tools and kind 
of evaluation conducted. Such an analysis allows the identification 
of successful initiatives as well as, gaps in the SBR, which can point 
out new research opportunities and trends. 
4. Research method 
We performed this systematic review following the three 
phases presented in the guidelines of Kitchenham [14] . The first 
phase, planning the review, creates the research protocol to be fol- 
lowed. In the second one, conducting the review, the search is per- 
formed, the papers are selected, and their data are extracted and 
synthesized. The third phase, reporting the review, specifies the 
dissemination mechanisms and formats the main report. In this 
sense, such a phase resulted in the elaboration of this paper. In 
this section, we describe how the first two phases were executed. 
4.1. Planning the review 
As we mentioned in the last section, this systematic review was 
motivated by the lack of reviews emphasizing SBR. The main goal 
of the review is to provide an overview of the SBR field, and a deep 
analysis of the search-based approaches elements, such as artifacts, 
solution representations, search techniques, metrics, systems and 
evaluations methods used in the experimentation. We considered 
here SBR approaches, as the one presented on Fig. 1 , where the 
goal is to suggest or apply refactorings aiming at improving the 
software quality. In order to reach our goals, some research ques- 
tions were elaborated. They are presented next. 
4.1.1. Research questions 
We followed the PICOC (Population, Intervention, Comparison, 
Outcome, and Context) structure [29] to define our research ques- 
tions. Such a structure encompasses the attributes to be considered 
when defining the research questions of a systematic review. 
• (P) Population: search-based approaches for software refactor- 
ing. 
• (I) Intervention (what will be observed): main elements asso- 
ciated ( Fig. 1 ) to software refactoring: artifacts, solution repre- 
sentation, search-techniques applications, and evaluation con- 
ducted. 
• (C) Comparison: Although comparisons are not applicable to 
systematic reviews, some were conducted between primary 
studies and are provided in the results section. 
• (O) Outcome: a characterization of the SBR field. 
• (C) Context: domain of SBR. 
Our review aims at answering the research questions presented 
in Table 1 . They were defined with the goal of covering the main 
aspects of SBR approaches. RQ1–RQ7 are related to the SBR as- 
pects that are part of the software refactoring tasks. In this sense, 
we intend to discover the type of artifacts improved and eval- 
uated by the approaches, how their elements are selected, the 
methods used to guarantee behavior preservation, the considered 
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Table 1 
Research questions. 
Identify where the software should be refactored 
RQ1: What type of artifact is refactored, and how is the artifact represented? 
Determine which refactorings should be applied to the identified places 
RQ2: What are the considered refactorings? 
Guarantee that the applied refactoring preserves behavior 
RQ3: What are the methods employed to preserve behavior? 
Apply the refactoring 
RQ4: Are the refactorings applied in the artifact? 
Assess the effect of the refactoring on quality characteristics of the software 
RQ5: What are the most common metrics used to assess the software quality 
during the search? 
Maintain the consistency between the refactored artifact and other software 
artifact 
RQ6: Does the approach take into consideration the consistency with other 
software artifacts? 
Search-based formulation 
RQ7: What are the most common obtained solutions and their 
representations? 
RQ8: What are the most common used search-based algorithms? 
RQ9: Is any additional information used to guide the optimization process? 
Evaluation aspects 
RQ10: What are the used evaluation methods? 
RQ11: What are the most common used systems? 
RQ12: What are the most common used refactoring tools? 
refactorings and how they are applied, metrics used in the fit- 
ness evaluation, and how the consistency with the other artifacts 
is treated. RQ8–RQ10 cover aspects related to the search-based for- 
mulation, such as the search algorithms, the solutions produced 
and how they are represented to allow symbolic manipulation by 
the search algorithm, and if any additional information is used to 
guide the optimization process, such as the user-preference or an 
ideal refactoring. Answers for RQ11–RQ13 identify ways to evaluate 
the approaches and main experimental elements: tools, systems 
and evaluation methods. 
4.1.2. Search string 
To build the search string ( Fig. 2 ), we defined the main terms 
(search-based technique and refactoring) and synonymous identi- 
fied by analyzing search strings used in related work [1,5] . We de- 
fined the start year of the search as 20 0 0, since the term SBSE was 
coined by Harman and Jones in 2001 [4] , and some surveys report 
a significant number of SBSE papers appeared in 20 0 0 [1] . 
To verify the accuracy of the keywords chosen to build the 
search string, we used a control group composed by a set of rele- 
vant studies on SBR, found in the SBSE repository. 1 Then, we iden- 
tified that our search string found all papers of the control group. 
4.1.3. Selection criteria 
We established a set of inclusion and exclusion criteria used to 
select the primary sources. They are presented in Table 2 . Firstly, 
the papers were selected according to the inclusion criteria. After 
that, the exclusion criteria were applied in the selected papers. A 
paper was included or excluded by reading it in the following or- 
der until no doubts left about its selection: title, abstract, introduc- 
tion, conclusion, and the entire paper. 
4.2. Conducting the review 
The search started on October 22, 2016, and finished on Oc- 
tober 23, 2016. The review was conducted in a set of steps pre- 
sented in Fig. 3 . As presented, the first step was the selection of 
1 http://crestweb.cs.ucl.ac.uk/resources/sbse _ repository/ . A repository that con- 
tains a comprehensive set of SBSE works, updated by the SBSE community. 
Fig. 2. Search terms and search string. 
Table 2 
Inclusion and exclusion criteria. 
Inclusion criteria 
Papers that use search-based techniques to apply or suggest refactorings 
with the goal of improving the quality of an artifact given as input. 
Exclusion criteria 
Out of scope; 
Not available on-line; 
Not in English; 
Abstracts, posters, technical reports, thesis, keynotes, doctoral symposiums, 
books, conference reviews and patents. 
Table 3 
Number of papers returned by each source. 
Source URL Number of papers 
Scopus http://www.scopus.com 129 
Web of Science http://www.webofknowledge.com 53 
IEEE http://ieeexplore.ieee.org 28 
Springer http://www.springerlink.com 35 
ACM http://dl.acm.org 25 
Science Direct http://www.sciencedirect.com 10 
Wiley Online Library http://onlinelibrary.wiley.com 3 
Total 283 
the primary sources by using the search string in the selected en- 
gines, considering the title, abstract, and keywords. The engines for 
performing the search are online repositories chosen due to their 
popularity and because they provide many leadings software en- 
gineering publications and include major well-known SBSE confer- 
ences. The selected sources are: (i) ACM Digital Library; (ii) IEEE 
Xplore; (iii) Springer; (iv) Scopus; (v) Science Direct; (vi) Web of 
Science; and (vii) Wiley Online Library. Table 3 shows the number 
of papers returned by each engine. As we can see, 283 papers were 
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Fig. 3. Number of papers returned by each step. 
found. After that, repeated papers were removed and the selection 
criteria were applied, totalizing 58 papers. Then, we performed a 
snowballing reading by searching in these 58 papers other ones at- 
tending the defined criteria. In this phase, we also included papers 
suggested by the experts. Finally, 71 papers were selected to the 
next phase of data extraction. The selected papers are presented in 
the end of this paper (“Primary Sources” Section). 
Regarding the papers removed by applying the inclusion and 
exclusion criteria, we found works that just mention the terms but 
are not related to software refactoring. Some works apply refactor- 
ings to improve a search-based algorithm or improve a software 
artifact in other ways that are not considered refactorings. Some 
excluded papers are related to SBR, but they are out of the scope 
of this systematic review, since these papers do not use search- 
based techniques to apply or suggest refactorings. For example, pa- 
pers using search-based techniques to detect bad smells [30–32] . 
An element containing a bad smell is a good candidate for receiv- 
ing a refactoring. Thus, such kind of approach can be useful for the 
software refactoring activity, but they are not the focus of our re- 
view. Other examples are papers analyzing metrics or representa- 
tions used in SBR. In this context, relationships between cohesion 
metrics are investigated [33] . Simons et al. [34] investigate the ca- 
pability of metrics in the assessment of software quality attributes. 
In such work, a review was done to find the metrics used in the 
SBR literature. Other papers proposed a graph transformation rep- 
resentation for software architectures [35] and a representation to 
be used by the Ant Colony Optimization (ACO) algorithm [36] . 
The data of the selected primary sources was extracted by read- 
ing the papers, and stored in a spreadsheet. A data extraction form 
was used including: paper title, publication year and venue, au- 
thors, database where each work was found, and some additional 
attributes. Such attributes were extracted in order to answer the 
research questions and to group the found studies according to the 
classification schema presented in Table 4 . 
The results were synthesized and analyzed. Answers to our 
questions were obtained. Our main findings and answers are pre- 
sented in next section. 
5. Results 
In this section, we first give an overview of the selected studies 
with respect to some basic information about the authors, years 
and publication venues. Then, we answer each research question 
based on the extracted information. 
5.1. Basic information 
We first analyzed the main venues where the papers have been 
published. Fig. 4 shows the main conferences, journals, and work- 
shops, along with the corresponding number of published papers. 
Only venues containing two or more papers are presented. 
The International Symposium on Search-Based Software Engi- 
neering (SSBSE) and Genetic Evolutionary Computation Conference 
(GECCO) are the preferred events, which are dedicated to the SBSE 
field. Other conferences, not dedicated to SBSE, are related to soft- 
ware maintenance, International Conference on Software Mainte- 
nance (ICSM) and European Conference on Software Maintenance 
and Reengineering (CSMR). We also can see that the papers are 
published in journals of software engineering areas. 51 papers 
(70%) were published in conferences and workshops, and 22 (30%) 
in journals. 
Regarding the authors, we identified that 104 authors have been 
published in 48 different institutions. In addition, we analyzed the 
authors that published more papers in the SBR field. In this sense, 
Fig. 5 presents authors that published more than 5 papers. Two 
of them have more than 15 papers published. They are: Marouane 
Kessentini and Mel Ó Cinnéide. This crude measure does not take 
into consideration characteristics of the venues in which the pa- 
pers were published. 
Fig. 6 shows the number of papers published per year. Based on 
this chart, the number of publications stayed stable between 2006 
and 2009, increasing significantly in 2011 and 2014. Despite a little 
decreasing in 2013, in the last two years, the number has increased 
again. This shows that the interest in the field keeps growing. 
5.2. RQ1 – artifacts and representations 
Table 5 shows the artifacts used, the number of papers (NP) us- 
ing them, and the references. Most papers aim at optimizing code, 
some of them focus on models, and a few optimize other types 
of artifacts, like grammar files [P23,P34] and build scripts [P20]. 
Most of the papers that optimize code are focused on the Java lan- 
guage. Furthermore, some papers also optimize C and C++ code. 
Regarding the optimized models, class diagrams are the most used. 




Artifact The artifact used as input to be improved by the approaches. 
Artifact Representation The representation used by the approach to represent the artifact. 
Refactorings The refactorings used by the approaches to be applied in the elements. 
Behavior preservation The methods used to guarantee behavior preservation. 
Refactoring application The way the refactorings are applied, eg. manually or automatically. 
Metrics The metrics used in the fitness function to evaluate the solutions. 
Consistency The methods used to maintain the consistency with related artifacts. 
Solution The solution type given as output by the search technique. 
Solution Representation The representation used by the search technique to manipulate the solution. 
Search Technique The search techniques used by the approaches. 
Additional Information Additional information used to guide the optimization process. 
Refactoring Tools Tools used in the context of software refactoring. 
Evaluation Methods The evaluation methods used to assess the obtained results. 
Systems The systems used in the experimentation phase. 
Fig. 4. Main venues where SBR approaches have been published. 
Fig. 5. Authors with the greater number of publications in SBR. 
Table 5 
Artifacts used by the papers. 
Artifact NP References 
Code Java 51 [P2,P3,P7–P15,P17,P21,P22,P24,P29–
P33,P36,P38,P41–P45,P47–P69,P71] 
C/C++ 4 [P4,P6,P16,P35] 
Not mentioned 6 [P25,P26,P28,P37,P40,P70] 
Model Class diagram 6 [P5,P18,P19,P27,P39,P46] 
Activity diagram 1 [P39] 
Other 2 [P1,P25] 
Other 3 [P20,P23,P34] 
Table 6 
Artifact representations used by the papers. 







Graph 6 [P21,P22,P27,P40,P46,P57] 
Other 6 [P13,P16,P25,P50,P64,P69] 
One of the works optimizes class diagrams and also activity dia- 
grams [P39]. Few works do not mention the language or model 
addressed. 
The types of representations used to manipulate the artifacts 
are presented in Table 6 . It can be the artifact itself (49 papers) or 
a more abstract representation. Some works do not mention what 
is the representation, but it is possible to guess that the artifact is 
used. 
The second most used artifact representation is the Abstract 
Syntax Tree (AST), which is a representation of the abstract syn- 
tactic structure of the program to be refactored. It receives as input 
Java code and a second level representation model called Java Pro- 
gram Model (JPM). From JPM, metric values are determined and 
refactoring preconditions are checked. JPM contains information 
regarding the interdependence of attributes, methods, constructors 
and structural information, such as the number of methods per 
class. By analyzing the JPM it is possible to determine which refac- 
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Fig. 6. Number of SBR papers published per year. 
Table 7 
Type of refactorings used by the papers. 
Refactorings NP References 
Fowler’s catalog 51 [P5,P7–P14,P17–P19,P21,P22,P24,P27–P29,P31–P33,P36,P37,P39,P41–P63,P66,P68–P71] 
Object-Oriented refactorings 27 [P13,P14,P17–P19,P29,P30,P32,P33,P37,P39,P45–P55,P58,P59,P62,P63,P65] 
Design patterns 5 [P3,P27,P32,P33,P67] 
Domain dependent 12 [P1,P4,P6,P16,P20,P23,P26,P34,P35,P37,P40,P64] 
torings can be legally applied. Although, the refactorings are ap- 
plied in the AST. At the end, the AST is translated in Java source 
code [P53]. 
The third most used artifact representation is a graph. We iden- 
tified three types of graphs used in the papers. Control Flow Graph 
(CFG) [P21,P22,P40] and Call Graph [P57] are used to capture the 
information about refactorings, metrics analysis and code smell 
measurements in Java programs. Design Graph [P27] is used to rep- 
resent a class diagram, where the classes are represented by ver- 
tices and the relationships between them are the edges. 
Other representations include parse trees [P13,P50], bipartite 
network [P69], and specific representations created based on the 
problem [P25]. 
5.3. RQ2 – refactorings 
The refactorings were divided into three main categories: refac- 
torings of the Fowler’s catalog [2] , other kind of object-oriented 
refactorings, and refactorings associated with design patterns. 
Table 7 shows the number of papers (NP) and the references of 
each category. 
The most used refactorings are the ones of the Fowler’s cata- 
log, they are used by 51 papers. Moreover, 27 different refactorings 
of such catalog are employed. All of them are applied in code and 
some are also used in models. Table A.16 , in appendix, presents a 
description of those refactorings, the number of papers (NP) using 
them and the type of artifact for which they are applied or sug- 
gested. 
The second category is composed by other types of object- 
oriented refactorings, they are a total of 18 refactorings used by 
27 papers. Table A.17 shows more details about them. Since they 
do not compose any catalog, their functionality was extracted from 
the related studies. 
Another category is related to studies using design patterns as 
refactorings. Design patterns [37] are documented solutions com- 
monly used by developers to solve recurrent problems in a specific 
context. The design patterns Template Method, Decorator, Abstract 
Factory and Factory Method are used as refactorings in the papers. 
One of the papers [P27] uses a mini-transformation as a refactor- 
ing, which is an operation performed in order to introduce part of 
a design pattern. 12 papers use other types of refactorings applied 
for a very specific domain. 
5.4. RQ3 – methods to preserve behavior 
To answer such a question, we searched for papers that use 
methods for behavior preservation. The methods found are pre- 
sented in Table 8 , along with the number of papers and their ref- 
erences. 
According to the results of Table 8 , 25 (35%) papers present 
no evidence of behavior preservation. Among the papers using 
some method, most of them use the functions proposed by Opdyke 
[16] . The author presents a set of preconditions and postcondi- 
tions that must be checked before and after the refactoring of an 
object-oriented software. These functions were defined in order to 
achieve the next seven properties: 
1. Unique superclass: A class must have at most one direct super- 
class in order to avoid cycles in an inheritance hierarchy. 
2. Distinct class names: The classes must have a unique name; 
3. Distinct member names: All member variables and functions 
of the same class must have unique names; 
4. Inherited member variables not redefined: A member vari- 
able inherited from a superclass must not be redefined in any 
of its subclasses; 
5. Compatible signatures in member function redefinition: Sig- 
natures must be the same after a function redefinition; 
6. Type-safe assignments: The type of an expression assigned to 
a variable must be an instance of the variable type; 
7. Semantically equivalent references and operations: If a pro- 
gram is called twice, with the same set of inputs, the output 
must be the same. 
The second most used method was proposed by Cinnéide [38] , 
and it is also for the object-oriented context. This method uses 
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Table 8 
Methods used by the papers to preserve behavior. 
Methods NP References 
No evidence of behavior preservation 25 [P3–P12,P16,P18,P19,P23,P24,P27,P28,P38,P43,P49,P64,P67,P69–P71] 
Opdyke’s Functions [16] 21 [P1,P15,P17,P21,P22,P29–P31,P39,P41,P42,P44,P56–P63,P68] 
Cinnéide’s Functions [38] 12 [P2,P14,P45–P48,P50–P55] 
Domain specific 10 [P20,P25,P26,P34–P37,P40,P65,P66] 
Do not mention the method 3 [P13,P32,P33] 
analysis functions to extract information from the artifact being 
refactored. Then, these functions are used to specify the precon- 
ditions and postconditions of the refactorings. 
Ten papers present methods to preserve behavior specific to a 
domain and context. Many of these methods are proposed in the 
papers. This happens for uncommon domains where refactoring 
catalogs are not popular, such as C programs [P35], grammar files 
[P34] and build script [P20]. Three other papers also employ be- 
havior preservation methods but do not mention which one. 
In addition to such methods, there are papers using a metric 
named “Semantic Coherence” [P60] in the search algorithm objec- 
tive function, in order to improve the semantic property. Section 
5.6 presents more details about this metric and papers using it. 
5.5. RQ4 – refactoring application 
To answer this question we first classify the approaches in two 
types: direct and indirect [P24]. In a direct approach, the refactor- 
ings application is automated, since they are applied directly to the 
artifact. In that case, it is easy to ensure behavior preservation be- 
cause the refactorings are legally applied. On the other hand, in an 
indirect approach, a sequence of refactorings is the solution opti- 
mized, and later, this sequence is applied to the artifact. Hence, the 
artifact is indirectly optimized. 
We found that only 40% (28) of the papers [P3,P4,P13,P14, 
P16,P17,P20–P23,P26,P27,P33–P35,P37,P46–P55,P64,P65] auto- 
mate the task of applying the refactorings to the artifact 
by using a direct approach. The other 60% (43) [P1,P2,P5–
P12,P15,P18,P19,P24,P25,P28–P32,P36,P38–P45,P56–P63,P66–P71] 
are indirect approaches that suggest refactorings that can be latter 
applied by the user as he/she prefers. 
One of the reasons leading to the great number of indirect 
approaches may be the difficulty to ensure behavior preserva- 
tion. In this sense, we also found that only 30% (21) of the pa- 
pers [P13,P14,P17,P20–P22,P26,P33–P35,P37,P46–P48,P50–P55,P65] 
present direct approaches that consider the behavior preser- 
vation. Furthermore, 35%(25) of the papers [P1,P2,P15,P25,P29–
P32,P36,P39–P42,P44,P45,P56–P63,P66,P68] present indirect ap- 
proaches that also consider the behavior preservation, since it can 
increase the chances for a user to legally apply the suggested refac- 
torings. 
5.6. RQ5 – metrics 
Table 9 shows the used metrics, the number of papers (NP) us- 
ing them, and the references. The papers commonly use more than 
one of the presented metrics. 
The most used metric is the number of bad smells, employed in 
18 papers (24%). The main bad smells considered are blob, feature 
envy, long parameter list and lazy class [2] . Number of modifications 
is also one of the most used metrics. It is used to reduce the soft- 
ware refactoring effort by minimizing the number of modifications 
needed to apply refactorings [P58]. Fewer modifications are seen 
as more effective than many ones, since they can reduce the effort 
and improve the understandability. 
Other widely used metrics (in 15 papers, 20%) are the ones 
from the Quality Model for Object-Oriented Design (QMOOD) [39] . 
QMOOD is a hierarchical model for the assessment of quality 
attributes in object-oriented designs, such as reusability, flexibility, 
understandability, functionality, extensibility and effectiveness. The 
attribute values are obtained according to the functions presented 
in Table 10 . The functions consider a set of 11 design properties 
that are assessed by using some design metrics according to 
Table 11 . 
Cohesion and coupling [40] are basic design principles used as 
metrics. Coupling refers to the degree of interdependence between 
software modules. Cohesion refers to the degree of dependence be- 
tween elements in the same module. Low coupling and high co- 
hesion are usually related to a good software design. These met- 
rics are commonly used together, and in aggregation with other 
ones, to evaluate other kind of aspects. As shown, QMOOD con- 
tains specific metrics for evaluating cohesion and coupling, they 
were excluded from this category, since they are part of the set. In 
this sense, there are other several metrics to evaluate cohesion and 
coupling, the following two are the most used by the papers: (i) 
Lack of cohesion of methods [41] to assess the similarity between 
methods of a class; and (ii) Coupling between objects [41] to count 
the number of classes coupled with a specific class. 
Semantic coherence [P60] is based on the semantic similarity 
between the elements when refactorings are applied. Two mea- 
sures are used to determine the semantic coherence: vocabulary- 
based similarity and dependency-based similarity. Considering the 
vocabulary-based similarity, two elements can be semantically 
similar if they use a common vocabulary. The vocabulary of an ele- 
ment includes names of methods, fields, parameters and others. It 
is usually related to the software domain. For instance, this mea- 
sure can be used by moving methods between classes, where the 
refactoring makes sense if the method and the target class have 
a similar vocabulary. Regarding the dependency-based similarity, it 
argues that elements strongly connected are semantically related. 
That way, applying refactorings in this kind of situation is likely to 
be successful. The dependencies considered between elements are 
the ones sharing method calls and field access. 
Similarity to examples [P31] is based on examples of well- 
designed systems, obtained by refactorings, to guide the optimiza- 
tion process. The goal is to find a sequence of refactorings to max- 
imize the similarity between the examples and the initial design. 
The refactorings considered are the same used in the example. 
Eight papers use other object-oriented metrics [41,42] , [P24]. 
These metrics assess the number of elements, visibility of ele- 
ments and specific aspects of classes, inheritance, and polymor- 
phism. They are briefly described in Table 12 . 
The user feedback is a metric used by three papers. The solu- 
tions are evaluated based on a value given by the user. The cat- 
egory Other includes uncommon metrics used by only one paper. 
Most papers using these metrics use other presented metrics too. 
The presented metrics are used for evaluating different types of 
artifacts, including model and code. Fig. 7 shows the number of 
papers by artifact using each of the presented metrics. 
As shown in Fig. 7 , the number of bad smells and the num- 
ber of modifications are the most used metrics for Java code; user 
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Table 9 
Metrics used by the papers. 
Metric NP References 
Number of bad smells 18 [P15,P22,P25,P28,P30,P38,P43,P44,P56–P63,P65,P68] 
Number of modifications 16 [P7–P12,P27,P38,P41,P43,P45,P4 8,P58,P59,P62,P6 8] 
QMOOD 15 [P27,P32,P33,P36,P37,P39,P41,P43,P47,P51–P55,P66] 
Cohesion 12 [P5,P6,P14,P21,P22,P24,P26,P42,P46,P64,P70,P71] 
Coupling 12 [P1,P5,P6,P21,P22,P24,P26,P42,P46,P49,P70,P71] 
Semantic coherence 10 [P41,P43,P45,P57–P63] 
Similarity to examples 9 [P18,P19,P31,P45,P57,P58,P61–P63] 
OO metrics 8 [P21,P22,P24,P40,P42,P49,P70,P71] 
User feedback 3 [P16,P18,P35] 
Other 28 [P1–P6,P13,P15–P17,P20,P22–P24,P26,P27,P29,P32–P34,P39,P42,P44,P45,P50,P64,P67,P69] 
Table 10 
Quality attributes functions of QMOOD (Adapted from [39] ). 
Quality attribute Function 
Reusability −0.25 ∗ Coupling + 0.25 ∗ Cohesion + 0.5 ∗ Messaging 
+ 0.5 ∗ Design Size 
Flexibility 0.25 ∗ Encapsulation − 0.25 ∗ Coupling + 0.5 ∗
Composition + 0.5 ∗ Polymorphism 
Understandability −0.33 ∗ Abstraction + 0.33 ∗ Encapsulation − 0.33 ∗
Coupling + 0.33 ∗ Cohesion − 0.33 ∗ Polymorphism 
− 0.33 ∗ Complexity − 0.33 ∗ Design Size 
Functionality 0.12 ∗ Cohesion + 0.22 ∗ Polymorphism + 0.22 
Messaging + 0.22 ∗ Design Size + 0.22 ∗ Hierarchies 
Extensibility 0.5 ∗ Abstraction - 0.5 ∗ Coupling + 0.5 ∗ Inheritance + 
0.5 ∗ Polymorphism 
Effectiveness 0.2 Abstraction + 0.2 ∗ Encapsulation + 0.2 ∗
Composition + 0.2 ∗ Inheritance + 0.2 ∗
Polymorphism 
feedback is the most used for C code; cohesion and coupling are 
the most used for class diagrams; and QMOOD is the only metric 
used for activity diagrams. 
In the code level, almost all the metrics are used to evaluate 
Java code, since it is the most used type of artifact. In the model 
level, many metrics are used for evaluating class diagrams, but 
there are some unexplored ones, such as number of bad smells, se- 
mantic coherence and other types of object-oriented metrics. Since 
few papers use activity diagrams and C code, few metrics are used 
for these artifacts. 
5.7. RQ6 – consistency with other artifacts 
We found only one approach addressing consistency between 
artifacts. The other papers do not present any evidence that this 
task is performed. 
The found approach proposed in [P39] suggests a sequence of 
refactorings to improve both class and activity diagrams in order 
Table 11 
Design metrics for design properties of QMOOD (Adapted from 
[39] ). 
Design property Design metric 
Design size Design size in classes (DSC). 
Hierarchies Number of hierarchies (NOH). 
Abstraction Average number of ancestors (ANA). 
Encapsulation Data access metric (DAM). 
Coupling Direct class coupling (DCC). 
Cohesion Cohesion among methods in class (CAM). 
Composition Measure of aggregation (MOA). 
Inheritance Measure of functional abstraction (MFA). 
Polymorphism Number of polymorphic methods (NOP). 
Messaging Class interface size (CIS). 
Complexity Number of methods (NOM). 
to maintain the consistency between them. The employed algo- 
rithm evaluates the overall quality considering the impact of the 
refactorings applied to a class diagram on the corresponding activ- 
ity diagram. The approach also uses the activity diagram to check 
behavior preservation. 
5.8. RQ7 – solutions and representations 
We identified three kinds of solutions produced by the ap- 
proaches: sequence of refactorings, artifacts and set of elements to 
be refactored. Moreover, different representations are used. Infor- 
mation about each solution and used representation are presented 
in Table 13 , and described in the next sections. 
5.8.1. Sequence of refactorings 
As shown in Table 13 , the solution produced by most works 
(42 out of 73) is a sequence of refactorings. Furthermore, a vec- 
tor represents this sequence, where each dimension of the vector 
corresponds to a refactoring operation to be applied to the artifact 
Table 12 
Other object-oriented metrics. 
Metric Description 
Number of attributes Number of attributes of a class. 
Number of lines of code Number of lines of code of an object-oriented program. 
Number of associations Number of associations of a class. 
Number of classes Number of classes of a system. 
SD of methods per class Standard deviation of methods per class. 
Attribute hiding factor Percentage of classes from which an attribute is not visible. 
Method hiding factor Percentage of classes from which a method is not visible. 
Weighted methods per class The complexity of a class based on its elements. 
Cyclomatic complexity Complexity of a program. 
Depth of inheritance tree The depth of a class in a inheritance tree. 
Number of children Number of subclasses of a class hierarchy. 
Attribute inheritance factor Number of attributes inherited from the superclass. 
Polymorphism factor Degree of method overriding in a class inheritance tree. 
Response for class Methods that can be executed in response to a message received by an object. 
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Table 13 
Solutions and representations used by the papers. 
Solution Representation NP References 
Sequence of refactorings Vector 35 [P1–P3,P15,P20–P22,P24–P26,P28–P33,P39–P45,P56–P63,P66–P68,P71] 
Entity-based 3 [P7,P9,P10] 
Other 4 [P18,P19,P35,P36] 
Artifact Abstract Syntax Tree 9 [P14,P17,P47,P48,P51–P55] 
Trees 5 [P13,P27,P38,P50,P70] 
Artifact 4 [P23,P34,P49,P65] 
Graph 2 [P37,P46] 
Set of elements Vector or Matrix 6 [P4–P6,P16,P64,P69] 
Refactoring-based 3 [P8,P11,P12] 
Fig. 7. Metrics used for each artifact. 
Fig. 8. Vector representation of a sequence of refactorings. 
representation. The order they appear in the vector is the order 
they are applied. A refactoring operation specifies the elements in- 
volved, such as actors, code fragments, and roles. This kind of rep- 
resentation is used in the software refactoring of Java and C pro- 
grams, as well as in models. Fig. 8 shows an example of a vec- 
tor containing three refactoring operations, each of them specifying 
the involved actors. 
In the example of Fig. 8 , firstly, the move method refactoring 
will be applied by moving methodA from class1 to class2 . The move 
field refactoring will be applied by moving fieldA from class1 to 
class2 . Finally, the rename method refactoring will be applied by 
renaming methodA of class1 as methodB . 
Entity-based [P11] is another used representation for a se- 
quence of refactorings. A vector also represents the solution where 
each position contains a sequence of refactorings, but in addition, 
another vector is stored where each dimension represents a soft- 
ware entity, such as a class, a method or a field. That way, the 
sequence of refactorings in the i th position will be applied to the 
entity of the same position of the other vector. Refactorings are 
only available for entities they can be applied. Fig. 9 illustrates this 
representation. 
In the example of Fig. 9 , two sequences of refactorings are avail- 
able: SR1, containing the refactorings move method and rename 
method , and SR2, containing the refactorings move field and re- 
name field . According to position 0, SR1 will be applied in methodA 
of class1 . According to position 1, SR2 will be applied in fieldA of 
class1 . 
Fig. 9. Entity-based representation of a sequence of refactorings. 
Fig. 10. Path tree representation of an artifact (Adapted from [P70]). 
5.8.2. Artifact 
The second most used solution is the artifact itself. In such 
cases, the artifact is used as input and produced as output. That 
way, the solution representation and the artifact representation are 
the same. The representation most used in such cases is the Ab- 
stract Syntax Tree (AST). 
Other types of trees are also used to represent the solutions and 
compose another category. They generally map the refactorings to 
be applied and the elements to receive them. They include simple 
tree [P38], parse tree [P13,P50], path tree [P70] and transforma- 
tion tree [P38]. Fig. 10 shows an example of a path tree used to 
describe the possibilities of refactorings. 
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Table 14 
Search algorithms used by the papers. 
Search technique NP References 
Evolutionary algorithm 47 [P1–P12,P15,P16,P18,P19,P21,P22,P26–P31,P35,P36,P38–P45,P47,P53,P54,P57–P64,P67,P68] 
Hill Climbing 16 [P14,P16,P17,P24,P25,P32,P40,P47–P49,P51,P53–P55,P65,P71] 
Simulated Annealing 10 [P13,P17,P32,P47,P49–P51,P53–P55] 
Greedy Algorithm 3 [P65,P70,P71] 
Other 13 [P20,P23,P27,P32–P34,P37,P38,P46,P56,P66,P69,P71] 
Fig. 11. Binary vector representation for a set of elements. 
Fig. 12. Refactoring-based representation for a set of elements. 
In the example of Fig. 10 , the initial node A represents an ele- 
ment of the artifact to be improved, such as a method, a class or a 
field. Arcs R1 to R4 represent the refactorings that can be applied 
to the element. The other nodes indicate the element after the ap- 
plication of a refactoring. For example, A[R1] after the application 
of R1 in A, and A[R3,R4] after the application of R3 and R4 in A. 
Some papers also use the artifact as solution representation, 
which means that the approach manipulates directly the artifact. 
Other papers [P37,P46] use a graph to represent the solution. 
5.8.3. Set of elements 
Other kind of solution found is a set of elements to receive 
refactorings. Papers that predefine a refactoring or a set of them 
commonly use this representation. Thus, it is only necessary to 
search the elements to receive them. 
Vectors and matrices are used to represent this kind of solution. 
Fig. 11 shows an example of a binary vector used to define which 
elements will receive refactorings. It is employed in [P6]. 
In the example of Fig. 11 , each position represents a C function. 
It will receive a refactoring only if the position value is 1. In this 
case, the functions represented by the positions 1 and 2 will re- 
ceive refactorings. 
Refactoring-based [P11] is another used representation for a set 
of elements. It is the opposite of the entity-based representation. 
Thus, a vector represents the solution where each position con- 
tains a set of entities. Another vector is created storing a refactor- 
ing in each position. That way, the refactoring of the i th position 
will be applied in the software entities of the same position in the 
solution representation. Fig. 12 shows an example of this represen- 
tation. 
In the example of Fig. 12 , each position of the solution rep- 
resentation contains a set of software entities. SE1 contains two 
methods of class1 and SE2 contains two fields of class1 and one 
field of class2 . According to position 0, the refactoring move method 
will be applied in methodA and methodB of class1 . According to 
position 1, the refactoring move field will be applied in fieldA and 
fieldB of class1 , and fieldC of class2 . 
5.9. RQ8 – search-based algorithms 
Table 14 shows the search algorithms used by the papers, the 
number of papers (NP) using them, and the references. 
Most papers use evolutionary algorithms. Among them, 
we can mention the mono-objective genetic algorithm Steady 
State [P5,P7–P9,P11,P12] and the simple GA [P2–P4,P6,P10, 
P16,P18,P19,P21,P22,P27,P28,P30,P31,P35,P36,P47,P53,P54,P67]. 
In addition, there are also papers that use the multi-objective 
ones Strength Pareto Evolutionary Algorithm 2 (SPEA2) 
[P26], Non-dominated Sorting Genetic Algorithm II (NSGA-II) 
[P1,P15,P29,P39,P43,P44,P57–P64,P68] and Non-dominated Sorting 
Genetic Algorithm III (NSGA-III) [P41,P42,P45]. 
Hill Climbing [43] is used in 16 studies, in which the follow- 
ing types are employed: First Ascent, Steepest Ascent, Steepest De- 
scent, Multiple First Descent, Multiple Steepest Descent, Multiple 
Restart and Multiple Ascent. We can also notice the use of Sim- 
ulated Annealing. These last algorithms are differentiated by the 
criteria used to select a solution from the neighborhood. Few pa- 
pers employed the Greedy Algorithm, these works create a solu- 
tion by selecting, at each step, the local optimal choice of a set of 
candidates. The category Other includes Artificial Bee Colony (ABC) 
[P32,P33] and Chemical Reaction Optimization [P56]. 
Since the refactoring problem is a multi-objective problem im- 
pacted by many factors, most of the mono-objective algorithms use 
a weighted sum to deal with the objectives. 
Fig. 13 shows the artifacts and solutions used by the search al- 
gorithms. All the algorithms are used to improve code artifacts. In 
the model level, the used algorithms are all evolutionary ones, in- 
cluding the mono-objective GA, Steady State and Genetic Program- 
ming, and the multi-objective NSGA-II. Nevertheless, the many- 
objective algorithm NSGA-III has not been explored for model 
refactoring. 
The simple GA is the most used algorithm and consequently, 
all types of solutions and almost all types of representations are 
explored for it. Genetic Programming, Hill Climbing, Simulated An- 
nealing and Greedy Algorithm commonly use the “Artifact” as the 
solution, mainly using AST and other trees as representation. The 
solution “Set of elements” and its representations are usually ex- 
plored by evolutionary algorithms in general. The solution “Se- 
quence of Refactorings” is used by all algorithms, except Genetic 
Programming, because this algorithm representation is commonly 
a tree. In this sense, such a solution seems to be the more advan- 
tageous to be used, because it is compatible with many algorithms 
and is the most employed. 
5.10. RQ9 – additional information in the process 
We identified the papers using any additional information to 
guide the optimization process. Four categories were defined, one 
for each type, and a category including papers that do not use any 
additional information. Fig. 14 presents the frequency of papers in 
each category. 
Most papers (72%) use no additional information in the pro- 
cess. Among the ones using some information, 16% use exam- 
ples [P31] to guide the process. The examples are used in the 
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Fig. 13. Artifacts and solutions used by the search algorithms. 
Fig. 14. Type of additional information used by the papers. 
code [P31,P38,P45,P52,P57,P58,P61–P63] and model [P18,P19] level. 
These examples include refactorings successfully applied in a pre- 
vious version of the system and refactorings successfully ap- 
plied in systems of a similar domain or similar features. In this 
sense, the suggested refactorings will probably be similar to the 
ones given as examples. The user feedback is used in the code 
[P2,P6,P16,P35,P43] and model [P18] level by 8% of the papers. Pa- 
pers employing that, commonly use an interactive algorithm when 
the user has to evaluate the solution quality. Other types of addi- 
tional information (4%) include an optimization process guided by 
a desired final design [P46,P48] and predetermined bad smells to 
be corrected [P56]. 
5.11. RQ10 – evaluation method 
We checked if the proposed approaches were evaluated in 
some way. Some papers [P5,P13,P15,P35,P47,P50] (6 out 73) do 
not present any kind of evaluation. Other ones conducted different 
types of evaluations, such as empirical ones and case studies. They 
are usually performed to answer research questions or to validate 
a given hypothesis. 
Fig. 15 presents the types of evaluation methods used, the num- 
ber of papers employing them, and the references. In general, the 
papers use more than one of these methods. 
Two evaluation methods are based on the fitness value 
of the solutions, which are “Analysis of the fitness value”
and “Quality indicator and statistical test”. The first is the 
most employed [P3,P4,P7–P12,P16,P17,P23,P24,P26,P27,P29,P34,P40, 
P45,P4 8,P4 9,P51–P55,P58,P63–P6 6,P6 6,P67,P70] and it is used to 
evaluate a solution obtained by a mono-objective algorithm. The 
fitness value of a solution is analyzed in order to compare the so- 
lution quality to other ones, or to analyze the evolution of a fit- 
ness value during the optimization process. The second method is 
used to evaluate a set of solutions obtained by a multi-objective al- 
gorithm [P1,P29,P41,P42,P49,P63]. Quality indicators are calculated 
based on the values of each objective in the fitness function, and 
the statistical test is applied to the quality indicators results. Pa- 
pers using this evaluation method use at least one of the follow- 
ing: the statistical test Wilcoxon [44] and the quality indicators In- 
verted Generational Distance (IGD), Hypervolume and Spread [45] . 
The second most used evaluation method is “Comparison with 
other approaches”, involving any type of comparisons between 
approaches [P1–P3,P19,P25,P29,P31,P32,P36–P42,P42–P46,P51,P53–
P64,P68,P69,P71]. “Execution time” is the third most used 
method, evaluating the time that an approach takes to execute 
[P2,P17,P19,P29–P31,P38,P39,P42,P43,P54,P56–P61,P63]. 
The category “Analysis of bad smells” encompasses pa- 
pers analyzing the number of bad smells after the software 
refactoring. They are generally compared to the number 
of bad smells in the original artifact or in old versions 
[P6,P21,P22,P25,P36,P39,P41,P42,P44,P56–P63]. 
Two evaluation methods are used to analyze the refactorings 
performed in an artifact. In the “Manual validation of refactor- 
ings”, the engineer can manually evaluate if an applied refactor- 
ing makes sense [P1,P2,P14,P18,P20,P28,P30,P31,P38,P39,P42,P43, 
P43,P45,P46,P62,P68,P69]. The evaluation method “Comparing the 
refactoring to the expected ones” is usually performed when 
the artifact to be improved is an old version of a software 
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Fig. 15. Evaluation methods used by the papers. 
Table 15 
Systems used by the papers. 
System NP References 
Xerces-J 20 [P2,P19,P29–P31,P38,P39,P41–P45,P56–P63] 
GanttProject 18 [P2,P19,P29–P31,P38,P39,P41–P43,P45,P56–P60,P62,P63] 
JHotDraw 19 [P2,P18,P19,P24,P29,P31,P36,P43–P45,P4 8,P4 9,P56–P58,P62,P63,P66,P69] 
JFreeChart 13 [P2,P29,P36,P39,P43–P45,P56,P58,P61–P63,P68] 
AntApache 10 [P2,P18,P19,P29,P41,P42,P44,P49,P58,P62] 
LAN 7 [P7–P12,P69] 
Beaver 7 [P32,P49,P51–P55] 
ArgoUML 5 [P30,P38,P41,P42,P59] 
QuickUML 4 [P30,P31,P38,P59] 
SpecCheck 4 [P52–P55] 
Rhino 5 [P2,P29,P39,P58,P62] 
Azureus 4 [P38,P41,P42,P59] 
JDI-Ford 4 [P43–P45,P68] 
Mango 4 [P49,P52–P54] 
LOG4J 3 [P38,P44,P59] 
Other 24 [P1,P3,P4,P6,P14,P16–P19,P24,P27,P32,P33,P36,P40,P43,P46,P49,P53,P54,P56,P63,P64,P71] 
[P1,P2,P18,P19,P30,P31,P38,P39,P41,P43,P58,P59,P62,P63]. That way, 
the refactorings applied in such a version are compared to the ones 
already applied by an engineer in a new version of the software. 
In this sense, it is possible to evaluate if the refactorings automat- 
ically applied are similar to the ones identified by an engineer. 
Some evaluation methods are metrics calculated for the refac- 
tored artifact, they are “Semantic coherence” [P57,118] and “Num- 
ber of modifications” [P27,P36,P48,P58]. These evaluations were 
conducted to find artifacts containing the values of the metrics im- 
proved. 
5.12. RQ11 – used systems 
Many systems are used in the experiments to validate the ap- 
proaches proposed in the papers. Approaches are evaluated using 
a different number of systems that can be industrial or academic. 
They are presented in Table 15 . 
All the presented systems are open-source Java programs and 
different versions of them are used in the papers. In addition, 
some studies that present approaches to improve class diagrams 
[P18,P19,P39], convert these programs into class diagrams to be 
used as input artifacts. The systems used to this end are: AntA- 
pache, JHotDraw, JFreeChart, GanttProject and Xerces-J. Systems of 
other languages and artifacts are classified in the category Other, 
since they are generally used by only one paper. 
5.13. RQ12 – refactoring tools 
We searched in the papers, widely used tools for any purpose 
in the software refactoring context. We considered only tools used 
by more than two papers. 
We identified 8 papers [P38,P43,P56,P57,P59–P61,P63] using 
Eclipse IDE 2 refactoring support. In these papers, the IDE is used 
in the evaluation phase with the goal of applying the refactorings 
suggested by the proposed approach. 
Other tool is Ref-Finder [46] , used by 11 papers 
[P2,P18,P19,P41,P45,P56–P58,P61–P63]. Ref-Finder identifies refac- 
torings between two Java program versions. It is an Eclipse plugin 
capable of showing which refactorings were used among 96 
refactorings of the Fowler’s catalog. In the studies, this tool is 
commonly used in the evaluation step to identify the refactorings 
applied in an artifact during the optimization process. 
In the context of SBR, we found Code-Imp [P47], used by 9 
papers [P14,P17,P47,P48,P51–P55]. Code-Imp is an automated SBR 
2 https://eclipse.org. 
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Fig. 16. Number of papers per year using additional information, models and multi/many-objectives algorithms. 
tool, which supports a set of refactorings, metrics and search al- 
gorithms. The tool works by applying refactorings to an AST rep- 
resentation of Java programs. A set of 14 refactorings are used in 
the level of methods, fields and classes. The user has to choose the 
metrics to be used in the fitness function and the search technique 
to be executed. The available search techniques are Hill Climbing, 
Simulated Annealing, and Genetic Algorithm. To compose the fit- 
ness function, 28 metrics are available and the user can make any 
combination of them. They can be combined using a weighted sum 
or Pareto optimality, the first defines a weight to each metric and 
the second considers an improvement if at least one metric value 
is increased without decreasing others. 
6. Trends and research opportunities 
Analyzing the studies found in this review we could identify 
some research gaps and limitations. Based on them, we discuss in 
this section main research opportunities related to each investi- 
gated software refactoring element. We also present some trends 
in the SBR by analyzing the frequency of such elements in the 
studies over the years (see Fig. 16 ). 
6.1. Models as artifacts 
According to [13] , to use models as artifacts is an open area 
of study in the software refactoring context. As shown in Section 
5.2 ( Table 5 ), few works use models as artifacts to be refactored. 
This has been changing, since we identified that 75% of the pa- 
pers in this context have been published recently ( Fig. 16 ). In this 
sense, refactoring of models seems to be a trend in SBR that may 
be better investigate in the future. Furthermore, many aspects can 
be explored in this context. For example, the number of refactor- 
ings, metrics, and tools to be used for model refactoring is smaller 
than the number used in the code level. In addition, the applica- 
tion of refactorings in a specific type of model, such as a class di- 
agram, impacts other ones, such as activity, sequence and object 
diagrams [P39]. The papers usually address class diagram refactor- 
ings. Just one [P39] investigates the impact of refactorings in more 
than one type of diagram. 
6.2. Many objectives in the fitness function 
We can observe in Fig. 16 that approaches using multi- 
objective algorithms have appeared over the last two years 
[P1,P15,P29,P39,P43,P58,P62,P63], and furthermore, few at the 
model level ( Fig. 13 ). It can be explained by the multi-objective na- 
ture of the software refactoring problem. Hence, the use of multi- 
objective and many-objective algorithms is appropriate to this kind 
of problem and seems to be a trend to offer a better treatment in 
the code and model refactorings. Furthermore, search algorithms 
to deal with many-objective problems have appeared recent, and 
can be explored in this context. 
6.3. Additional information in the process 
As shown in Section 5.10 , many papers use some information to 
guide the optimization process. We identified an increasing num- 
ber of papers using additional information in the last few years 
( Fig. 16 ). 
Many recent papers [P19,P45,P58,P63] use examples of applied 
refactorings. This has been investigated in different ways, such as 
refactorings applied in different versions of a system, and refactor- 
ings applied in different systems of the same domain. Furthermore, 
some authors [P63] point out, as future work, the investigation of 
other aspects related to the provided examples, such as to consider 
bad examples of refactorings (anti-patterns) to avoid bad changes. 
Other additional information used by some papers [P2,P43] is 
the user feedback. It is usually performed by an interactive algo- 
rithm, where the user is part of the process by evaluating the gen- 
erated solutions. This is also presented as future investigation in 
[P41], and it is a subject explored in recent papers. It is a trend 
for the SBSE field and also SBR. To allow the user participation in 
the optimization process can bring many benefits: to improve the 
quality avoiding inconsistencies and to improve user satisfaction, 
since he/she is capable of recognizing the produced solution, since 
it has some expected characteristics. 
6.4. Study of bad smells effect 
As presented before, many works consider the correction of bad 
smells in the software refactoring activity by using the number of 
bad smells as metric and in the evaluation method. Nevertheless, 
according to [13] , using bad smells as a direction to the software 
refactoring activity is a difficult task. Regardless of the existence 
of papers questioning the real impact of bad smells on the soft- 
ware refactoring activity [47,48] , there are some recent papers in 
SBR investigating the bad smells effect in detail. Next, some recent 
investigations are presented. 
Firstly, it is hard for the engineer to identify which type of 
refactoring should be applied to correct a bad smell. There are 
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some investigations in this context, such as a primary study [P41] 
presenting as future work the attribution of a set of refactorings to 
a known type of bad smell. Another difficult task investigated in 
the software refactoring field is the preference of bad smells to be 
corrected [13] . Some selected primary studies [P44,P58] incorpo- 
rate preferences of bad smells based on a previously given impor- 
tance. Furthermore, they also incorporate preferences for classes 
to receive refactorings. Another problem is that the correction of 
some bad smells, by applying refactorings, can lead to the intro- 
duction of other ones. In this context, a paper [P68] uses as metric 
the number of introduced bad smells after applying a sequence of 
refactorings, in order to decrease the number of bad smells com- 
paring to the old versions. Another paper also presents this idea as 
future work [P41]. As we mentioned in Section 5.6 , we have not 
found works that use the number of bad smells to evaluate so- 
lutions in the model refactoring level. Then, this subject may be 
another research opportunity. 
6.5. Fully automatic approaches 
The software refactoring activity addresses six tasks, and the 
approaches presented in this review encompass most of these 
tasks. However, none of them provide a fully automatic approach 
for the whole software refactoring activity by addressing all these 
tasks. 
Based on the results presented here, the most difficult tasks 
are: (3) Guarantee that the applied refactoring preserves behav- 
ior, (4) Apply the refactoring; and (6) Maintain the consistency 
between the refactored artifact and other software artifacts. Only 
40% of the papers present automatic approaches to apply refactor- 
ings directly in the artifact. One of the problems of automating this 
task is the difficulty to preserve the behavior. In fact, our results 
show that 35% of the papers do not address methods for this goal. 
Furthermore, only one paper presents an approach that maintains 
the consistency between artifacts. In this sense, search-based ap- 
proaches should explore deeply these tasks, and move forward to 
achieve fully automatic approaches for the software refactoring ac- 
tivity. 
6.6. Tools 
As presented on Section 5.13 , only one popular SBR tool was 
identified. It is for Java programs and supports the use of many 
metrics, refactorings and search techniques. Due to the increasing 
of the SBR field, the development of new tools is considered a re- 
search opportunity. Tools should be developed following the new 
trends, for example, by improving other kind of artifacts, such as 
models. There are other aspects to be considered for a tool, such 
as the use of other refactorings and metrics. Moreover, other search 
techniques can be considered, including the widely used multi- 
objective algorithms, such as NSGA-II and SPEA2, and the many- 
objective NSGA-III. 
6.7. Systems and evaluation 
We identified a list of systems used for evaluation. They are 
representative and can be used for comparisons in the field consid- 
ering code refactoring. However, in the evaluation of model refac- 
toring approaches, most works extract models from the source 
code, resulting in a lack of experiments using models that really 
represent requirements and design problems. We also observe a 
lack of studies conducted in industrial scenarios. In this sense, we 
believe that to consider practical aspects of the SBR approaches 
and how they can be used in industry is a research opportunity 
that should be better investigated. 
6.8. Dynamic adaptive SBR 
Hyper-heuristic is considered a new trend of the SBSE field. It 
can provide a holistic SBSE and improve the applicability and gen- 
erality of the search techniques [49] . The goal of hyper-heuristics is 
to automatically select or generate the best low-level heuristic in 
a given moment of the search, instead of trying to solve the prob- 
lem directly. Such low-level heuristics can be, for example, simple 
heuristics, meta-heuristics or search operators [50] . 
Some recent SBSE papers investigate the use of hyper-heuristics 
in the context of software testing [51–54] , software clustering 
[55] and cost estimation [56] . These papers obtained encouraging 
results, outperforming traditional search-based techniques. Never- 
theless, no SBR paper has been found. That way, it seems to be a 
promising subject for future studies in the field. 
7. Threats to validity 
In this section, we identify possible threats to the validity of 
our review results, by using the taxonomy of Wohlin et al. [57] . 
Construct validity refers to the relation between theory and ob- 
servation [57] . The main threats in this category are related to the 
research questions, engines used, and search string. The research 
questions may not address all the aspects of the SBR field. To min- 
imize such threat, we elaborated research questions covering the 
main ingredients that compose a search-based solution and the 
main software refactoring activities. We did not perform a detailed 
study to select the search engines, we choose them because they 
are well-known sources and are also used in related work. In addi- 
tion, we know that these sources return papers published in pop- 
ular conferences of the field. 
A third threat is related to the search string used. It has not too 
many elements, but to minimize this threat, we take care to create 
a search string capable of finding coherent results. For the search 
term search-based software engineering many terms were used and 
most of them were extracted from related work. For the search 
term refactoring we also extracted the terms from related work. To 
minimize such threat we use a control group composed of main 
knows papers in the SBR field from a SBSE repository. Our string 
returned all the papers in the repository. 
Internal validity evaluates the relationship between the treat- 
ment and the output. In our case, the treatment is the set of pa- 
pers included and the outcome is the analysis reported. As threats 
to the internal validity, we can consider the subjective decisions 
that might have occurred during primary studies selection and 
data extraction. Some relevant studies may not be selected as pri- 
mary studies. For minimizing this threat, we follow a rigorous plan, 
guided by well-defined inclusion and exclusion criteria, applying 
them by carefully analyzing the papers. Moreover, we also per- 
formed a snowballing reading in the primary studies and selected 
relevant studies. Meetings were made to discuss the data extrac- 
tion and rereadings were performed to clarify existing doubts. 
Threats to conclusion validity are related to issues that affect 
the ability to draw the correct conclusions from the study. An iden- 
tified threat is the classification schema and the way we grouped 
the papers and established relations between them. To avoid bias 
we follow some procedures. However, other reviews can have other 
classification schema and ways to group and analyze the papers. 
Another threat is related to the granularity of the information pre- 
sented in the reviewed primary studies. If some information was 
not described in these studies, it may affect our conclusions. 
Reliability validity is concerned with issues that affect the abil- 
ity to draw that the operations of a study can be repeated with 
the same results. We think that our study can be easy replicated 
following the steps described and using the search string. 
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8. Concluding remarks 
This paper presented results of a systematic review on SBR, fo- 
cusing on studies that propose search-based approaches to sug- 
gest or apply a sequence of refactorings in an artifact. As far as 
we know, this is the first review addressing specifically SBR ap- 
proaches. In this sense, specific aspects of the approaches were re- 
vealed and some trends and opportunities were identified to guide 
future researches in the field. That way, researchers can identify 
common characteristics of the approaches and directions for future 
works. 
71 papers were returned and classified according to a schema 
proposed to answer the research questions related to the main el- 
ements of the software refactoring activity: artifacts used as input, 
solutions produced, encoding and algorithms used, tools and eval- 
uation aspects. 
Results show that an increase in the number of publications has 
occurred over the last years. Evolutionary algorithms are the most 
used search technique. Furthermore, we identify as a trend the use 
of additional information to help in the optimization process. The 
most used artifact is Java code, and the refactorings applied are 
usually the ones of the Fowler’s catalog. In this sense, the most 
appropriate solution is a sequence of refactorings, commonly rep- 
resented by a vector. The main metrics used to evaluate the solu- 
tions are the number of bad smells, the number of modifications, 
and a set of metrics for object-oriented artifacts. The experiments 
are usually conducted using open-source programs and evaluated 
in comparison with other approaches, through the analysis of exe- 
cution time and fitness value. One widely used SBR tool was iden- 
tified, encompassing some metrics, search techniques, and refactor- 
ings to be used. 
Some of the research opportunities observed are: the use of 
many objectives in the fitness function; the use of models as 
artifacts; the study of bad smells effect; and the use of hyper- 
heuristics, which can contribute to an adaptive SBR. Other re- 
searches should include the development of supporting tools and 
experiments especially in the model refactoring context. Experi- 
ments in industrial scenarios should be also conducted to make 
SBR approaches more useful in practice. 
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Appendix A. Refactorings 
Table A.16 
Information about the applied refactorings of Fowler’s catalog. 
Refactoring Functionality NP Artifact 
Code Model 
Pull up method Move a method from subclasses to the superclass. 45 X X 
Move method Move a method from a class to another. 39 X X 
Push down method Move a method of a superclass to a subclass. 39 X X 
Pull up field Move a field from subclasses to the superclass 36 X X 
Push down field Move a field of a superclass to a subclass 35 X X 
Extract class Create a new class and move fields and methods from the old class to the new one 27 X X 
Move field Move a field from a class to another 21 X X 
Inline class Move all features of a class in another one and remove it 19 X 
Collapse hierarchy Merge a superclass and a subclass 19 X X 
Extract superclass Move common features of classes into a new superclass 15 X 
Rename method Change the name of a method 13 X X 
Add parameter Add a parameter for an object 13 X X 
Extract interface Extract methods of a class into an interface 14 X X 
Encapsulate field Make a public field private and provide accessors 13 X 
Extract method Extract a code fragment into a method 13 X 
Replace delegation with inheritance Make the delegating class a subclass of the delegate 11 X X 
Replace inheritance with delegation Transform a subclass in a delegating class of the superclass 11 X X 
Inline method Move the body of a method into its callers and remove the method 8 X 
Remove parameter Remove a parameter 8 X 
Extract subclass Create a subclass for a set of features 8 X X 
Extract hierarchy Create a hierarchy of classes where each subclass represents a feature 6 X 
Encapsulate collection Provide add/remove methods for a class containing a method that returns a collection 3 X 
Encapsulate downcast Move the downcast of an object into the method that returns it 3 X 
Hide method Make a method private 3 X 
Remove setting method Remove a setting method of a field 3 X 
Self encapsulate field Create getting and setting methods for the field 2 X 
Form template method Merge similar functionalities of subclasses methods in a new method into the superclass 1 X 
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Table A.17 
Information about the other applied object-oriented refactorings 
Refactoring Functionality NP Artifact 
Code Model 
Make class abstract Change a concrete class to abstract 14 X 
Make class concrete Change an abstract class to concrete 12 X 
Decrease method visibility Decrease the visibility of a method from private to package, package to protected or protected to public 12 X 
Increase method visibility Increase the visibility of a method from public to protected, protected to package or package to private 12 X 
Decrease field visibility Decrease the visibility of a field from private to package, package to protected or protected to public 12 X 
Increase field visibility Increase the visibility of a field from public to protected, protected to package or package to private 12 X 
Rename field Rename a field 6 X X 
Move class Move a class from a package to another 6 X X 
Extract package Add a package to compose the elements of another package 1 X 
Remove method Remove a method from a class 4 X 
Rename class Rename a class 3 X 
Remove class Remove a class 2 X X 
Remove interface Remove an interface 2 X 
Merge packages Merge the elements of a set of packages in one of them 1 X 
Delete generalization Delete a generalization relationship 1 X 
Add relationship Add a relationship 1 X 
Change superclass down Change the superclass of a class, moving the class to the lower point in the inheritance hierarchy 1 X 
Change superclass up Change the superclass of a class, moving the class to the higher point in the inheritance hierarchy 1 X 
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