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We study the indirect exchange interaction between two localized magnetic moments, known as
Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction, in a one-dimensional spin-polarized electron
gas. We find explicit expressions for each term of this interaction, study their oscillatory behaviors
as a function of the distance between two magnetic moments, R, and compare them with the known
results for RKKY interaction in the case of one-dimensional standard electron gas. We show this
interaction can be written in an anisotropic Heisenberg form, E(~R) = λ2χxx(S1xS2x + S1yS2y) +
λ2χzz S1zS2z, coming from broken time-reversal symmetry of the host material.
PACS numbers: 75.30.Hx, 75.30.Et, 71.70.Gm
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2I. INTRODUCTION
The well-known RKKY interaction between two localized magnetic moments in a host solid was originally derived for
the free electron gas1–3 and continues to be an active and important research field in different classes of materials with
different symmetries4–10. Straightforward calculations lead to the oscillatory Heisenberg form of RKKY interaction,
J ~S1 · ~S2, in a two- and three-dimensional electron gas, but the result which provides the correct answer to the same
problem in a one-dimensional (1D) electron gas was always challenging21–23 due to the dependence of the double
intergral on the order of integration. Similar difficulties appear for the case of the one-dimensional spin polarized
electron gas. Effect of the broken time-reversal symmetry on the RKKY interaction has been studied in two- and
three-dimensions17,18. In this brief manuscript, we study this effect for the case of one-dimensional electron gas, which
provides a useful addition to the literature.
In the presence of spin-orbit coupling, Dzyaloshinsky and Moriya (DM) have used the lattice models to show11,12
vector and tensor interaction terms appear in addition to the scalar RKKY interaction, so the ~R-dependent part
of the change in the energy of the system after adding two localized magnetic moments can be written as E(~R) =
J ~S1 · ~S2 + ~D · ~S1× ~S2 + ~S1·
↔
Γ ·~S2. For the case of spin-polarized electron gas, due to the presence of inversion symmetry,
one may expect ~D = ~0, but broken time reversal symmetry leads to an extra term which has the form of tensor DM
interaction, ~S1·
↔
Γ ·~S2. This term causes the anisotropy Heisenberg-form of the interaction and beat-pattern in their
oscillatory behaviors. Studying of the RKKY and DM interactions in a host solid with broken symmetries plays a
crucial role to understand the physics of the magnetic chiral ordering and Skyrmions13,19,20,24.
II. GENERAL FORMALISM FOR ~R-DEPENDENT PART OF ENERGY
The second localized magnetic moment, ~S2, located at ~r = ~R, interacts with the wave functions of the electrons
perturbed by the first localized magnetic moment, ~S1, which is located at the origin, ~r = 0. The net interaction
can be written as E = E0 + E(~R), where E0 is a constant shift in the energy of the system and can be evaluated
using the first order perturbation theory. Defining the contact interaction between the localized moments and the
spin of electrons in the operator forms of Vˆ1 = −λ
∑
σσ′ |~0σ〉~S1 ·~s 〈~0σ′| and Vˆ2 = −λ
∑
σσ′ |~Rσ〉~S2 ·~s 〈~Rσ′|, and using
Lippmann-Schwinger equation27, one can find the ~R-dependent part of this interaction as
E(~R) =
−λ2
pi
Im
∫ EF
−∞
Tr
[
G(0, ~R,E) ~S2 · ~sG(~R, 0, E)~S1 · ~s
]
dE. (1)
Here, λ is a phenomenological constant responsible for the strength of the contact interaction between localized
magnetic moments and the spin of electrons, and G(~R, 0, E) and G(0, ~R,E) are the unperturbed retarded Green’s
function matrices which their elements can be found using
Gσ1σ2(~r1, ~r2, E) =
∞∑
~kν
ψ~kν(~r1, σ1)ψ
∗
~kν
(~r2, σ2)
E + iµ− ε~kν
, (2)
with µ → 0+, and ν as the band index. Although Eq. (1) is a known formula and has been widely used in the
literature5–7,18, working through its derivation still holds value. A pedagogical derivation of this equation, which is
given in the Appendix, provides some important information about limitation of using this equation to get the indirect
exchange interaction between two localized magnetic moments, and can be helpful for both experts and beginners in
this research field. A very essential point that can be extracted is to get the result as Eq. (1), the order of integration
between E and ~k, immediately after Eq. (23) in the Appendix, has been changed. If the Fubini’s condition15,16 is
not satisfied, changing the order of integration in a double-intergral can lead to a different result. For the case of
one-dimensional electron gas, one can immediately find that Fubini’s condition is not satisfied.
III. GREEN’S FUNCTION MATRICES
For the case of one-dimensional spin-polarized electron gas the unperturbed eigenstates and energy bands are defined
as |~kσ〉 = 1√
L
ei
~k·~r|σ〉 and ε~kσ = h¯
2k2
2m ∓∆, respectively, where we have assumed +(−) sign for spin-down (-up) states.
To find the elements of Green’s function matrix, one can use Eq. (2) and find the result
3G(~r1, ~r2, E) = − im
h¯2
(
eiα(E+∆)r
α(E+∆) 0
0 e
iα(E−∆)r
α(E−∆)
)
, (3)
where
α(x) =
{
(2mh¯−2x)1/2 if x > 0,
i(2mh¯−2|x|)1/2 if x < 0. (4)
For this case, Gσσ′(~R, 0, E) = Gσσ′(0, ~R,E). The last result could be expected due to the presence of inversion
symmetry. If we set ∆ = 0, we can easily find the results for the Green’s function matrices for the case of standard
one-dimensional electron gas.
Discussions – Putting the Green’s function matrices found in Eq. (3) into the Eq. (1) and applying standard
complex-plane integration techniques lead to the wrong results for the RKKY interaction. For example, for the case
of standard one-dimensional electron gas, it leads to the wrong unphysical answer to the problem, E(~R) = J ~S1 · ~S2,
with
J =
λ2m
2pi
Si(2kFR), (5)
where Si(x) is the sine intergral,
Si(x) =
∫ x
0
sin(t)
t
dt. (6)
Here, we would like to emphasize using Eq. (1) with the Green’s function matrices found in Eq. (3) leads to the
wrong unphysical results for both the cases of standard and spin-polarized one-dimensional electron gas. In a similar
work5, Imamura et al. have used the same method. To obtain physical answer to the problem, the authors inserted
a constant, −λ2m/2pi found by Yafet22, to the last result. Yafet explained22 that the strong singularities in the
intergrant of double integral is responsible for the dependence of the double integral on the order of integration.
Adding this constant to last result for J leads to the right answer to the problem.
On the other hand, Giuliani and coauthors23 provided a very pedagogical method to obtain the right answer to the
problem. This method is based on finding the delocalized eigenstates of the one-dimensional Schrodinger equation
with a delta-fucntion as the potential, V (x) = u δ(x) when u→ 0+, and then using them to find the electronic density.
Similarly, one can use these eigenstates to find the full Green’s function of the system as GF (r, r′, E) = g(r, r′, E)σ0,
where
g(r, r′, E) = 1
2pi
{∫ ∞
0
cos(k | r− r′ |)
E + iµ− h¯2k22m
dk
−
∫ ∞
0
2u2
4k2 + u2
cos(k | r + r′ |)
E + iµ− h¯2k22m
dk
+
∫ ∞
0
4ku
4k2 + u2
sin(k | r + r′ |)
E + iµ− h¯2k22m
dk
}
. (7)
The last result is valid for any value of u. Now using the full and unperturbed Green’s function matrices, it is
convenient to find the change in the local electronic density, δn(x) = −1pi Im
∫ EF
0
Tr[GF (x, x,E)−G(x, x,E)]dE, for
the case that u→ 0+. The result provides the right answer to the problem, viz.
δn(x) = −u
pi
si(2kF |x|), (8)
where si(x) = Si(x)− pi2 . To get the last result, one may need to use the following Dirac delta function equalities
δ(k) =
2
pi
lim
u→0+
u
4k2 + u2
,
δ(E) = − 1
pi
lim
µ→0+
Im[
1
E + iµ
],
δ(k2 − 2mE
h¯2
) =
√
h¯2
8mE
{
δ(k −
√
2mE
h¯2
) + δ(k +
√
2mE
h¯2
)
}
. (9)
Similar methods can be used to find the magnetic interaction between two localized moments in a spin-polarized
one-dimensional electron gas.
4IV. ONE-DIMENSIONAL SPIN-POLARIZED ELECTRON GAS
Writing the interaction in the form of E = E0 +E(~R), where E0 is a constant shift to the energy of the system and
E(~R) is the distance-dependent part of the interaction, and using the first-order perturbation theory, one can easily
find
E0 =
occ∑
~kν
〈~kν | Vˆ1 + Vˆ2 | ~kν〉,
=− λh¯
2pi
(S1z + S2z)(kF↑ − kF↓). (10)
Choosing the z-direction as the quantization axis leads to this non-zero E0 for spin-polarized electron gas. For the
case of standard one-dimensional electron gas, kF↑ = kF↓ and E0 = 0.
Using similar methods, and defining δ =
√
2mh¯−2∆, we found the ~R-dependent part of the interaction between two
localized magnetic moments in the one-dimensional spin-polarized electron gas has the form of E(~R) = J ~S1 · ~S2+ ~S1·
↔
Γ
·~S2, where
J =
λ2m
4pi
{si(2kF↑R) + si(2kF↓R)}, (11)
and the survived tensor interaction has the form of:
↔
Γ=
P 0 00 P 0
0 0 0
 , (12)
where
P =
λ2m
2pi
(
−
∫ √2δ
0
e−
√
2δ2−k2Rcos[kR]√
2δ2 − k2 dk
+
∫ kF↑
√
2δ
sin[
√
k2 − 2δ2R]cos[kR]√
k2 − 2δ2 dk
+
∫ kF↓
0
sin[
√
k2 + 2δ2R]cos[kR]√
k2 + 2δ2
dk − g
)
, (13)
with
g =
{
J if δ 6= 0,
J + pi2 if δ = 0.
(14)
One can immediately learn the vector DM, ~D, vanishes. This result could be physically expected, based on the lack
of explicit spin-orbit coupling and the presence of inversion symmetry in the system. Note that for an unpolarized
electron gas ∆ = 0, so δ = 0 which leads to kF↑ = kF↓, and finally, above expressions lead to P = 0 and the
well-known J for the case of one-dimensional electron gas5,17,18. Adding all of the energy terms, it is convenient to
find an anisotropic Heisenberg form for this interaction,
E(~R) = λ2χxx(S1xS2x + S1xS2x) + λ
2χzz S1zS2z, (15)
with χxx = (P + J
1D)/λ2 and χzz = J
1D/λ2. Oscillatory behaviors of χxx and χzz as a function of R, have been
studied in the Fig. (1).
To study the long-range behavior of χzz, one can write the sine integral in terms of auxiliary functions, Si(x) '
pi
2 − f(x)cos(x)− g(x)sin(x), then use asymptotic series,
f(x) ' 1
x
(
1− 2!
x2
+
4!
x4
− 6!
x6
+ ...
)
,
g(x) ' 1
x2
(
1− 3!
x2
+
5!
x4
− 7!
x6
+ ...
)
, (16)
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FIG. 1. Oscillatory behaviors of χzz (right) and χxx (left) in units of 10
−2mpi−1 as a function of R in the units of A˚ for given
values of kF↑ = 1.574 and kF↓ = 1.388 1/A˚T˙he beat-pattern oscillatory behavior of χzz can be easily understood based on two
different Fermi momenta, kF↑ and kF↓, in the system.
so we will get si(x) ' − cos(x)/x which leads to the result
χzz ' − m
4pi
(cos(2kF↑R)
2kF↑R
+
cos(2kF↓R)
2kF↓R
)
, (17)
for large distances, R k−1F↑ and k−1F↓. This result is compatible with the well-known long-range behavior of RKKY
interaction in n-dimension, viz.,
χ(~R) ∝ cos
(
2kFR− (n−1)pi2
)
(2kFR)n
. (18)
The last result is different from what Sobota et al.34 reported and provides right answer for the long-distance behavior
of RKKY interaction in n-dimension.
It is worthwhile to mention that, disregarding the coefficients and the decay-factor R−n, the long-distance behaviors
of J for the cases of one- and three-dimensional spin-polarized electron gas show a similar pattern, viz., J ∝ cos(kF↑R+
kF↓R) × cos(kF↑R − kF↓R), while for the case of two-dimensional spin-polarized electron gas, sin(kF↑R + kF↓R) ×
cos(kF↑R − kF↓R) form of oscillatory behavior is expected. This fact can be found by comparing Eq. (17) with the
final results for long-distance behaviors of J in a two- and three-dimensional spin-polarized electron gas17,18, and is
valid for the case that δ  kF↑ and kF↓.
V. SUMMARY
We found an anisotropic Heisenberg form for the indirect exchange interaction between two localized magnetic
moments in a one-dimensional spin-polarized electron gas. Explicit expressions are found for each term, and long-
range behaviors of them have been studied. In this case, cos(kF↑R − kF↓R) and cos(kF↑R + kF↓R) control the
long-distance beat-pattern and oscillatory behavior of J , respectively, and the magnetic interaction falls off as R−1.
Disregarding the coefficients and the decay-factor R−n, the same argument is valid for the case of three-dimensional
spin-polarized electron gas. Setting kF↑ = kF↓ leads to the standard result for the RKKY interaction J for the
one-dimensional electron gas. Numerical results showed a beating pattern due to the interference between the two
Fermi momenta kF↑ and kF↓ for the two different spin channels.
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6VI. APPENDIX
Here, we derive a general expression for the interaction between two localized magnetic moments in a host material,
known as RKKY and Dzyaloshinsky-Moriya interactions, using Lippmann-Schwinger equation27. Although the final
result of this Appendix, Eq. (1), is known in the literature, working through this derivation is worthwhile. It can
be useful for both beginners and experts in the field, and at the same time it provides some important information
about the final result and its limitations.
First, we put the first localized magnetic moment ~S1 at ~r1 = ~0 and it perturbs the state of electrons, then second
localized magnetic moment ~S2 will be located at ~r2 = ~R and interacts with the perturbed electrons of the host.
Showing the perturbed and unperturbed states by | k˜ν〉 and | kν〉, respectively, one can use Lippmann-Schwinger
equation to find
| k˜ν〉 '| kν〉+ GˆVˆ1 | kν〉, (19)
where ν is the band index, Gˆ(E) = (E + iµ − Hˆ)−1 with µ → 0+, is the unperturbed retarded Green’s function
operator to be evaluated at E = εkν , and Vˆi indicates the perturbing potential operator applied by the i-th localized
magnetic moment, and can be written as
Vˆi = −λ
∑
σσ′
| ~ri σ〉〈~ri σ′ | ~Si · ~sσσ′ . (20)
This perturbing potential has the contact interaction forms of V1(~r ) = −λ δ(~r ) ~S1 · ~s and V2(~r ) = −λ δ(~r − ~R) ~S2 · ~s.
Here, ~s is the spin of electrons and λ is a phenomenological constant. In Eq. (20), ~ri = ~0 and ~R for the first and
second localized moments, respectively. Localized moment located at ~R interacts with the perturbed wavefunctions of
the electrons, found in Eq. (19), so one can write the interaction total energy as E =
occ∑
~kν
〈~˜kν | Vˆ2 | ~˜kν〉+ 〈~kν | Vˆ1 | ~kν〉,
where occ stands for occupied and shows the fact that only occupied states will be taken into account. Writing this
energy in the form of E = E0 + E(~R), we have
E0 =
occ∑
~kν
〈~kν | Vˆ1 + Vˆ2 | ~kν〉,
E(~R) =
occ∑
~kν
〈~kν | Vˆ2 Gˆ Vˆ1 | ~kν〉+ h.c. = T + T ∗, (21)
where E0 is a constant shift to the energy of the system E(~R) is the ~R-dependent part of the total energy. For the
systems without any broken symmetries or the cases that summation over all the spin of electrons is zero, in other
words the system is not spin-polarized, E0 will vanish. Based on this fact, we only focus on E(~R) which is the more
interesting part of the total energy. Using the completeness relations:
∑
σ
∫
dnr =
∑
~rσ
| ~rσ〉〈~rσ |= 1 and ∑
~kσ
| ~kσ〉〈~kσ |
=
∑
~kν
| ~kν〉〈~kν |= 1, and defining ψ~kν(~r, σ) = 〈~rσ | ~kν〉 we find
T = λ2
occ∑
~kν
∑
σ1σ2
ψ∗~kν(
~R, σ1)〈σ1 | ~S2 · ~s G(~R, 0, ε~kν) ~S1 · ~s | σ2〉ψ~kν(0, σ2). (22)
In the above equation, G(~R, 0, ε~kν) is the retarded Green’s function matix evaluated at E = ε~k,ν which its elements
can be found using
Gσ1σ2(~r1, ~r2, E) =
∞∑
~kν
ψ~kν(~r1, σ1)ψ
∗
~kν
(~r2, σ2)
E + iµ− ε~kν
, (23)
with µ→ 0+. We will now use the facts G(~R, 0, ε~kν) =
∫∞
−∞ G(
~R, 0, E) δ(E− ε~kν) and
∫∞
−∞ dE×
∑
~kν →
∫ EF
−∞ dE×∑occ
~kν to write T in the form of
T = λ2
∫ EF
−∞
dE
∑
σ1σ2
〈σ1 | ~S2 · ~sG(~R, 0, E) ~S1 · ~s | σ2〉
∞∑
~kν
ψ∗~kν(
~R, σ1)ψ~kν(0, σ2)δ(E − ε~kν). (24)
7Here, there is an important point: to get the final result we have changed the order of integration over ~k and E in Eq.
(24). As it has been said in the paper, if Fubini’s condition15,16 is not satisfied, changing the order of integration in a
double-integral can change the result of integration. It is important to emphasize that when one uses the last result
of this Appendix, Eq. (1), to find the magnetic interaction, it should be carefully evaluated, and in the case that the
result does not make physical sense, the method of integration over ~k, which is using E(~R) = 2Re[T ] with T defined
in the Eq. (22), should be used.
The δ-function in Eq. (24) can be expressed in a form that it is useful to make Green’s function. The equality
limµ→0(x ± iµ)−1 = P (x−1) ∓ ipiδ(x) leads to the fact δ(x) = (i/2pi) limµ→0((x + iµ)−1 − (x − iµ)−1). Expanding
δ(E − ε~kν) in Eq. (24) in that form, and using
∑
σ | σ〉〈σ |= 1 and E(~R) = 2Re[T ] with T defined in the Eq. (22)
result the ~R-dependent part of the energy as
E(~R) =
−λ2
pi
Im
∫ EF
−∞
Tr
[
G(0, ~R,E) ~S2 · ~s G(~R, 0, E) ~S1 · ~s
]
dE
+
λ2
pi
Im
∫ EF
−∞
Tr
[
GA(0, ~R,E) ~S2 · ~s G(~R, 0, E) ~S1 · ~s
]
dE (25)
where GA(0, ~R,E) is Advanced Green’s function matrix which its elements can be found using
GAσ1σ2(~r1, ~r2, E) =
∞∑
~kν
ψ~kν(~r1, σ1)ψ
∗
~kν
(~r2, σ2)
E − iµ− ε~kν
, (26)
with µ→ 0+. It is convenient to show that second term in Eq. (25) turns out to be zero. To show this, one can easily
expand the Green’s fucntion matrices in terms of Pauli matrices, then use the fact that GA(0, ~R,E) = G†(~R, 0, E).
The last fact leads to the desired result of this Appendix,
E(~R) =
−λ2
pi
Im
∫ EF
−∞
Tr
[
G(0, ~R,E) ~S2 · ~s G(~R, 0, E) ~S1 · ~s
]
dE. (27)
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