We propose a method to improve image clustering using sparse text and the wisdom of the crowds. In particular, we present a method to fuse two different kinds of document features, image and text features, and use a common dictionary or "wisdom of the crowds" as the connection between the two different kinds of documents. With the proposed fusion matrix, we use topic modeling via non-negative matrix factorization to cluster documents.
I. INTRODUCTION
There has been substantial research in organizing large image databases. Often, these images have corresponding text, such as captions in textbooks and metatags. We investigate strategies to use this text information to improve clustering image documents into groups of similar images. Image Clustering is used for image database management, content based image searches, and image classification. In this paper, we present a method for improving image clusters using sparse text and freely obtainable information from the internet. The motivation behind our method stems from the idea that we can fuse image and text documents and use the "wisdom of the crowds" (WOC), the freely obtainable information, to connect the sparse text documents where WOC documents act as a representative of a single class.
In Section 2, we briefly touch upon related material. In Section 3, we introduce our method of fusing text and image documents using the term frequency-inverse document frequency weighting scheme. We then describe how nonnegative matrix factorization is used for the purpose of topic modeling in section 4. In Section 5, we present results from an application of our method.
II. RELATED WORKS
There have been many studies on text document clustering and image clustering. A general joint image and text clustering strategy proceeds in two steps, first two different types of documents must be combined into a single document feature matrix. Then, a clustering technique is implemented.
The term frequency-inverse document frequency (TF-IDF) is a technique to create a feature matrix from a collection, or corpus, of documents. TF-IDF is a weighting scheme that weighs features in documents based on how often the words occurs in an individual document compared with how often it occurs in other documents [8] . TF-IDF has been used for text mining, near duplicate detection, and information retrieval. When dealing with text documents, the natural features to use are words (i.e. delimiting strings by white space to obtain features). We can represent each word by a unique integer.
In order to use text processing techniques for image databases, we generate a collection of image words using two steps. First, we obtain a collection of image features, and then define a mapping from the image features to the integers. To obtain image features, we use the scale invariant feature transform (SIFT) [6] . We then use k-means to cluster the image features into k different clusters. The mapping from the image feature to the cluster is used to identify image words, and results in the image Bag-Of-Words model [3] .
Topic modeling is used to uncover a hidden topical structure of a collection of documents. There have been studies on using large scale data collections to improve classification of sparse, short segments of text, which usually cluster inaccurately due to sparseness of text [7] . Latent Dirichlet Allocation (LDA), singular value decomposition (SVD), and non-negative matrix factorization (NNMF) are just some of the models that have been used in topic modeling [2] .
In our method, we integrate these techniques to combine and cluster different types of documents. We use SIFT to obtain image features and term frequency-inverse document frequency to generate a feature matrix in the fused collection of documents. Then, we use the non-negative matrix factorization to learn a representation of the corpus which is used to cluster the documents.
III. FUSING IMAGE AND TEXT DOCUMENTS
We denote a collection of image documents D = {d 1 , ...d n } and a collection of sparse text documents S = {s 1 , ...s n } and text document s i describes image document d i for i=1,...n. Some of the text documents may be empty, indicating the absence of any labeled text.
Image Documents Using the scale invariant feature transform (SIFT) and k-means, we obtain A ∈ R n×p where p is the number of image features and n is the number of image documents and element A i,j represents the number of times the image document d i contains the j th feature.
Wisdom of the Crowds Due to the sparse nature of the text documents we are considering, the WOC is needed to link features that represent a single class. For example, if one wishes to obtain a class of documents and images about cats, text and images from a Wikipedia page on cats can be used as the wisdom of the crowds. Using Wikipedia, we collect WOC documents W = {w 1 , ...w k } where k is the number of clusters we wish to cluster the images into. Each w i is a text document that contains features that collectively describe a single class.
To create text features, we parse text documents by white space (i.e. break up text by words) and obtain a corpus
Text Documents In the same manner as with WOC documents, we parse text documents into features to obtain a corpus. In most cases, the features in this corpus have already appeared somewhere in the WOC documents so we use the same f = (f 1 , ...f q ) from the previous step. If it is not the case, "missing" features can simply be appended to the list of features and the C matrix extended to reflect the absence of the missing features. We calculate B ∈ R m×q where m is the number of text documents, q is the number of features in corpus f , and element B i,j is the number of times text document s i contains the feature f j . We then extend B ∈ R m×q to B ∈ R n×q such that B i,j = 0 for i = m + 1, ...n, j = 1, ...q. Intuitively, this means that none of the text features knowingly describes the m + 1, ...n image documents.
We combine the image feature matrix A, the text feature matrix B, and the WOC matrix C to initialize matrix M :
where M ∈ R (m+k)×(p+q) and 0 = {0} k×p . We call M our mixed document feature matrix. Each row represents a document and each column represents a feature (either an image feature or a text feature).
Without the reweighing using IDF, it is difficult to use sparse text to aid in image classification. This is because the frequency of the image features outweigh any sort of effect the sparse text has in the classification of image documents. The inverse document frequency matrix IDF ∈ R (p+q)×(p+q) is defined as the diagonal matrix with nonzero elements:
where |{i : M i,j > 0}| is the number of documents containing the j th feature. We then re-evaluate M to be M = M × IDF .
IV. TOPIC MODELING USING NON-NEGATIVE MATRIX FACTORIZATION
We use non-negative matrix factorization (NNMF) on the document feature matrix to cluster documents into topics. We consider the document feature matrix as a set of (m+k) points in a (p+q) dimensional space. Each document is a point and each feature is a dimension. We want to reduce the dimensionality of this space into k * << min(m + k, p + q) dimensions [4] . NMF is a method that takes a non-negative matrix M + ∈ R (m+k)×(p+q) and factors it into two non-negative Example of an X matrix with 4500 image documents, 9 WOC documents, and 450 text documents. matrices U + ∈ R (m+k)×k * and V + ∈ R k * ×(p+q) where k * is the rank of the desired lower dimensional approximation to X [5] . We take the (p + q)-dimensional feature space and project it onto a k * -dimensional topic space where k * is the number of desired classes. Denoting the Frobenius norm of M as ||M || 2 F = i j M 2 i,j , we wish to obtain U and V by minimizing the following cost function:
Intuitively, U i,j tells us how well document d i fits into topic j and V i,j tells us how well the j th feature describes the i th topic. In most applications of topic modeling using NNMF, a document d i belongs to topic j if
Because of the geometric nature of the NNMF topic modeling method, we also investigate the clusters that result from a k-means clustering on the rows of U , or the location of documents in the reduced-dimension topical space.
V. RESULTS

A. Evaluation Metrics
Purity and z-rand scores are metrics used to evaluate cluster quality [9] , [1] .
Purity Purity is a well known clustering measure that depends on some ground truth. This metric compares a cluster to the ground truth by comparing the intersection of the ground truth clustering with the new clustering. Purity can be computed by as follows:
Here, m is the number of documents, G = {g 1 , ..., g k } is the ground truth or class assignment where each g j is a set of indices belonging to the j th class, and C = {c 1 , ...c t } is the clustering from some method where each c i is the set of indices belonging to the i th cluster. It is important to note that purity is sensitive to the number of clusters. If every document had its own cluster, then the purity for this set of clusters is 1.
To address this sensitivity, we also look at the z-rand metric.
Z-rand To define the z-rand score we first define p to be the number of pairs of documents that are in the same cluster as determined by our method and in the ground truth (i.e. the number of document pairs that are correctly clustered together). The z-rand score, z R is defined as:
where μ p and σ p are the expected value the standard deviation of p under a hypergeometric distribution with the same size of clusters. Intuitively, we are comparing the number of correctly identified pairings to the number of correctly identified pairings if the pairings were randomly selected. The higher the z-rand score, the better clusters as the clusters created are very different from randomly picked clusters.
We apply our method to the Electro-Optical (EO) dataset provided by China Lake. This dataset consists of 9 classes of images where each class contains 500 images of a single vehicle from different angles. Because this dataset does not contain text data, we use Wikipedia articles to create sparse text captions for a varying number of documents by randomly selecting 5 words from each Wikipedia article to be an image caption. Using only the image documents and NNMF, the clusters produced a mean purity score of 0.6397 and mean z-rand of 1460.7.
Matrix
Purity For our first experiment, we investigate the usefulness of fusing image and text documents together and using the appropriate reweighting. In Table I , we are comparing using only image features, using image and sparse text features, and using image features, sparse text features, and a dictionary. As one can see, using only image features, does the worst while using sparse text features helps only slightly. We attribute this slight improve to the fact that the text documents are sparse. When we use the WOC, we get a significant increase in purity and z-Rand.
We also investigated the effect of varying the percentage of documents with both image and text features and found that in general, regardless of the number of image documents that contained sparse text, the purity stayed from 0.76-0.78, while the z-rand ranged from 1877.0-1938.2. To improve results, one may also remove stop words from the text features. Stop words are commonly used words such as 'the', 'a', and 'is'. When we did this, we obtained a mean purity of 0.778.
We found that each class can be broken down into three subclasses: front of vehicle, back of vehicle, and sides. So, using k = 27, we greatly improve our results as shown in Table II 
VI. CONCLUSION
Fusing text documents and image documents makes it possible to improve image clusters. The results from the EO data set show that our method makes an improvement on the image clusters when comparing to using NNMF on only the image document feature matrix A.
