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A bstract
In the recent several years, we have witnessed an astounding growth in the amount 
of visual media produced and consumed over the Internet. In this enormous digital 
landfill, user’s experience of utilising such a vast resource is rapidly degrading. This 
is mainly due to the problem of semantic gap, between the descriptions that can be 
extracted from the visual content and user’s expectations to access, search and interact 
with the visual content in a meaningful way. This thesis describes the design of a 
user-centred method for interaction with multimedia content, including retrieval and 
browsing, that departs from a typical paradigm of determining semantic descriptions of 
visual content. The proposed method takes advantage of user’s visual reasoning, and 
facilitates intuitive and interactive access to large-scale databases of visual content, 
achieving good results in the search context and excellent user experience.
The thesis presents main contributions to research towards a intuitive interactive in­
terface to a large-scale visual database, named FreeEye. In order to support different 
modalities of visual content, initial study was focused on video summarisation, achiev­
ing good results in fast and robust extraction of image based representation of video 
data. A novel frame ranking method is introduced subsequently. The experimental 
results demonstrated good subjective summarisation of the repetitive content, while 
maintaining notion of the temporal structure and knowledge discovery. Following the 
novel user-centric paradigm of large-scale image retrieval and interaction, the method­
ology and design of the FreeEye interface and supporting clustering engine create the 
core innovation of this research. The experimental results demonstrate that the system 
is very usable and intuitive, while offering pleasant browsing of visual data and often 
offering new perspectives of the same dataset by making surprising links between the 
data subsets. After a number of thorough user studies of the designed system in several 
application and contexts, from personal photography and interactive video search to 
film archives, the performance and usability of the FreeEye interface have proven to be 
exceptional. The tool in its simplicity and intuitiveness can be used as a general user 
interface for selecting media from a large collection, in spite of the main drawback in 
precision of the interactive search results.
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Chapter 1
Introduction
1.1 Introduction
In 2008, a grand opening ceremony of the Olympic Games took place in Beijing, China. 
Innumerable photos and videos of the event were taken by many journalists and tourists. 
Take a moment to visualise the scene of the opening ceremony. W hat kind of image or 
video does this conjure up for you? The opening performance in the national stadium, 
the moment when the torch was lit, or the historical buildings’ lighting display? There 
is so much going on, it is difficult to see it all at once, and no one wants to miss a 
single thing. Thousands of cameras are flashing, taking records of visual experiences 
that are overwhelming even for the spectator’s eye. Too many stimuli are screaming 
for your attention, and you are lost in the visuals of this single event. The question 
arising is how would you recall the visual experience of such an event? W hat would 
be a meaningful way of finding a good visual representation from such a rich, complex 
and immense collection of visual content?
1.2 N eed for Large-Scale Visual Content M anagem ent
The recent dramatic increase of digital content production, created by a surge in broad­
casting over the Internet, proliferation of user-generated content as well as the om­
nipresent networked capture devices that surround us, has transformed the way content
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is maintained, managed and exploited. Driven by the continually changing environment 
and the need for effective management of large-scale multimedia datasets, there is a 
strong demand for efficient and flexible way of interaction with the digital content. 
Personal media devices such as digital camera or video recorders have become a com­
monplace. Users can easily take hundreds of photos and video clips on a daily bases, 
but only a few generate meaningful annotations to facilitate automated structuring and 
management of those large personal media archives. This implies that the large content 
repositories are filled with photos and video clips in an unordered manner. The prob­
lem of structuring, browsing and retrieving content from such collections is becoming 
a major challenge of multimedia management systems.
Due to the technological developments in image capture and display technology and 
storage, coupled with the popularity of compact photo cameras, people can easily take 
more than ten thousands of photos per year. Nowadays, more and more users upload 
their images to the web services like Flickr and Facebook. The chart 1.1 shows an 
incredible growth of photos that uploaded to Flickr per six months since November 
2005 [2]. On 19th September 2010, the amount of photos hosted by Flickr reached five 
billion [3]. The figures for Facebook in terms of the photo upload behaviour are even 
more striking. In the year 2009, 2.5 billion photos were uploaded to Facebook every 
month. During that year, 30 billion photos were uploaded to Facebook.
Considering the growth of video as a medium, in a recent forecast published by Cisco® 
Systems Inc. [4], it is reported that digital video content will account for over 91 percent 
of global consumer traffic by 2013, achieving a staggering rate of 60% of annual growth 
in the next 3 years. If compared to the Moores Law [5] that predicts doubling of the 
computer processing power every 2 years (i.e. at 40% of annual growth), the growth of 
video content is currently higher than the growth of available computational resources. 
In addition, the estimated growth of video transmitted over mobile networks is 150% 
per annum, putting an immense strain on already limited bandwidth resources. The 
storage requirements for the archival of all BBCs programmes only in standard defini­
tion by 2016 are expected to reach 330 petabytes. These astounding figures lead to a 
conclusion that the effective management of proliferating video content is of paramount 
importance to all digital media stakeholders: consumers, producers, broadcasters and
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Figure 1.1: Online Video and Photo Growth
service providers.
In order to meet the immense requirements ahead, the visual media management sys­
tems will face the following three main challenges:
1. C ontent Because of the incredible growth of visual media content, users will 
loose impression of control over the content and feel confused when faced with 
the sheer amount of data thrown at them from the Internet and their own personal 
databases. The question is how to make the data manageable and accessible to 
the end-user.
2. U ser E xperience Introducing new products and new services can create con­
fusion in the common user. Users of these new products and services are not 
necessarily people who understand well the technology. They can come form dif­
ferent education backgrounds and different cultures. For these people, the system 
must be intuitive, flexible and easy to use. That means the user experience of the 
potential content management system needs to be intuitive and interactive.
3. U sability  After the development of such a system that can handle large-scale
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visual databases, in order to prove it useful and to improve the performance 
of a later development, a thorough, rigorous and effective evaluation of system 
usability is necessary.
Having in mind the relevance of these challenges, there are various approaches that try 
to solve issues arising in visual content management. One promising approach is to 
utilise crowdsourcing in training and annotating media. The LabelMe [6] is a project 
created by the MIT Computer Science and Artificial Intelligence Laboratory (CSAIL) 
provides a dataset of digital images with annotations generated by social tagging. This 
tools can avoid the main problem of social tagging, which is that different users will 
tag different things based on their personal interest and interpretation. However, the 
main drawback is that the LabelMe system is not automating the annotation process. 
Another initiative, a project called the PASCAL Visual Object Classes(VOC) [7] pro­
vides a standardised database of annotations for object recognition and a common set 
of tools for accessing and managing the annotations. Because of the limited scope and 
precision of object recognition methods and the volumes of the analysed data, it is very 
hard to implement the real world scenario. In [8], Rui proposed an interactive approach 
that allows the user to submit a coarse initial query, and continuously refine the in­
formation need via relevance feedback to improve the image retrieval. This approach 
greatly reduces the users effort of composing a query, and captures the users informa­
tion need more precisely. But this relevance feedback approach also has its drawbacks. 
Because the requirement that users provide feedback every time when they make a 
query, it takes long time to conduct the task in place which hinders the user experi­
ence. To address this issue, researchers at the University of Amsterdam developed a 
system called MediaMill [9] which is a semantic video search engine bridging the gap 
between semantic approach and interactive applications. Various disciplines such as 
image and video processing, computer vision, language technology, machine learning 
and information visualisation are combined in MediaMill to deliver good and usable 
systems. A very important feature of MediaMill is its novel user interface. The main 
conclusions coming out of the existing research in regard to the outlined challenges 
in visual retrieval is that the user-centric approach facilitated by an interactive and 
intuitive user interface could alleviate problems of user engagement and experience in
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visual content management systems.
1.3 The Aim  of Research
From the outset, the main aim of this research was to tackle the problem of semantic 
gap in large-scale visual databases. Following the detailed review of the existing work 
in this area of research and some initial designs and experiments, the aim departed 
from the initial idea, towards exploitation of the research gap between the human- 
centric computing [10] and the paradigm followed by the contemporary video and image 
retrieval community [11]. The current paradigm in content based retrieval focuses on 
advancement of methods and technology for automated analysis of multimedia content, 
based on robust feature analysis, recognition, classification, etc. The main objective 
here is to derive high-level semantic annotations of the content. On the other hand, a 
number of researchers [10] [12] pointed out the importance of involving the user aspects 
of multimedia technology at the very outset of the design process.
Therefore, the aim of this project is to exploit user-centric aspects of managing large 
visual collections (images and videos) and design a system prototype that would not 
rely on high-level semantics, but augment the interaction with content and leave the 
semantic decisions to the user.
1.4 The Scope of Research
In order to achieve the goal that we set out to fulfill, following three objectives were 
defined as the guidelines of the project’s scope:
1. V isual S um m ariza tion  A video sequence contains a vast number of frames: 
in order to ensure that humans do not perceive any discontinuity in the video 
stream, a frame rate of at least 25fps is required, resulting in 7,500 images for one 
hour of video content. Similarly, people can easily take more than 5000 photos 
every year, and might download uncountable images from the Internet. Thus, 
it is evident that this sheer volume of data can be managed only by reducing
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the total information load, preserving only information that is relevant in a par­
ticular context. This process of generalisation by reducing detail to extract the 
underlying essence is known as summarisation. There has been a plethora of 
research addressing summarisation of visual data by preserving and communicat­
ing the essential content of a source video in a compact representation, and it 
has been systematically presented in a number of publications [13] [14]. Follow­
ing some substantial criticism towards its legitimacy [15] and extensive usability 
studies [16], it has become evident that user-centric approach [17] [18] [19] play 
a critical role in summarising visual media. Based on this evidence, our aim is to 
initially rank key-frames using unsupervised clustering method to summarise the 
video content efficiently.
2. U ser In te ra c tio n  By having such a strong bias towards user-centric design, 
research into interaction processes involved in managing visual data and the 
supporting user interface have a central role in this research. We are taking 
into consideration different contextual limitation, from desktop based systems to 
managing data over the mobile devices. Because mobile devices normally have 
a limited screen and device computational ability, and to avoid user’s confusion 
when they use the system on both desktop and mobile devices, we will not involve 
the user in ranking and re-ranking of search results, nor utilise relevance feedback 
approach. In our case, the most important element is an intuitive user interface 
due to the complex nature of visual data and usability aspects of wide range 
of potential consumers. The success of technologies such as Microsoft Windows 
and Apple’s iPhone stem mainly from the usable and effective user interfaces and 
interactive functionalities that they brought. The background about user inter­
active interface design and its evolution with experience can be found in several 
publications [20] [21].
3. E x tensive  U ser S tud ies Any system with elements of Human-Computer In­
teraction (HCI) is driven by the human factors and their demands. The human 
factors should influence the design work from the initial sketches, the system 
optimisation to the product evaluations at the end. In order to establish the
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validity design and evaluate results of this research, a number of extensive user 
studies is conducted. The user studies need to cover different types of media 
(image, video), different application scenarios (search, selection, browsing) and 
other contextual variances of the potential system usage. And our methods are 
based on both data statistics and questionnaire. Data statistics can give the re­
sults about system effectiveness, such as task time and other performance-based 
quantitative measure [22]. Questionnaire is also popular in HCI research as it al­
lows researches to collect users’ satisfaction, opinion, ideas and other information 
regarding a system [23] [24].
1.5 Contribution of the Research
Following the research guidelines provided above, an intuitive and interactive system 
for large scale visual database has been developed and several user studies of the system 
have been conducted. Almost every module of the FreeEye system has got some embed­
ded novelty, especially the video summarisation and intuitive and interactive browsing 
interface. In addition, by conducting several user studies, the evaluation of the sys­
tem on user experience is exhaustive. Thus, the major contributions of the research 
presented here are as follow:
• A linear complexity of video summarisation module which is based on mutual 
information similarity measure and efficient K-means clustering with a fast esti­
mation of the number of clusters present in the data,
• A novel intuitive interactive hierarchical interface for browsing large-scale image 
and video collections,
• A robust and efficient graph-based clustering engine for image grouping to support 
the hierarchical user interface,
• Five different extensive user experience studies based on real world scenarios for 
evaluating our system, and
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• Collaboration with film industry on implementing a large-scale film archive by 
adopting our intuitive interactive interface.
Due to a strong evaluation and real implementation of the developed technology, re­
search contribution are not only limited to the theoretical domain, but also could be 
exploited in real-world designs, bringing better user experience in the area of multime­
dia search and interaction.
1.6 Structure of the Thesis
This thesis describes the research that has been undertaken to develop an entire system 
for intuitive interaction with large-scale visual databases.
After the general introduction in Chapter 1, Chapter 2 reviews previous research and 
techniques focusing on the problem of large-scale visual databases, broken down into 
three parts. Firstly, current techniques and strategies of video summarisation are sum­
marised and discussed, followed by the review of interactive interface design for visual 
media browsing. Finally, the literature on user studies in multimedia is critically as­
sessed.
The contributions in the area of video summarisation are described in Chapter 3. Ad­
dressing video summarisation, methods based on perceptual similarity and mutual in­
formation are introduced, followed by the work on data clustering.
Chapter 4 reports on the interaction design for the FreeEye browsing system. It con­
tains three sub-parts: similarity-based interface design, feature invariant design and 
clustering engine design, each described in detail.
User studies of the FreeEye interface are reported in Chapter 5. Initially, three unique 
user studies are described, which are on retrieval of specific images, on browsing and 
selection personal photos and on personal and cross-personal photo browsing and selec­
tion. Afterwards, an interactive search experiment by using FreeEye for video retrieval 
is introduced. Finally the detailed description of the web-based media browsing inter­
face for film archive SP-ARK.org is presented. Chapter 6 reports and discusses the 
results of all conducted experiments.
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In Chapter 7, the content of this thesis is summarised and main conclusions that can 
be drawn from the results of this research are stated. Some potential future research 
directions derived from this research are also discussed.
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Chapter 2
Literature R eview
This chapter brings and overview of the state-of-the-art research in the area of man­
agement systems for large-scale visual media. Initially, in Section 2.1 a selection of 
the most popular services and software tools offering different aspects of visual content 
management is described. In order to represent the video medium effectively and facil­
itate easy browsing and interaction on a large-scale, video needs to be abstracted and 
summarised. Therefore, a review of existing video abstraction approaches is given in 
Section 2.2. This section will encompass video summarisation, clustering methodolo­
gies and feature extraction relevant in this context. The state-of-the-art in interactive 
interface design in given in Section 2.5, while the review of methodology in user studies 
focused on multimedia systems is given in Section 2.6.
2.1 Visual Content M anagement
Due to the rapid development of technologies relevant to digital content, such as high 
resolution image and video capture, broadband delivery to wide consumer market and 
cheap storage, more and more visual media is being uploaded onto the Internet, shared 
or stored on users’ local drives. Here, we define visual media as all types of multimedia 
that convey information by visual means, namely videos, images, photos, films, etc. 
Compared to other media types, visual media is characterised by high complexity and 
the massive size of associated data. However, there are many advantages to it: it
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contains richer and more intuitive information, thus attracting wider user base. The 
effect visual media has on the users outbalances the difficulties in managing it effectively. 
Therefore, consumers are having ever-higher expectation to the management systems 
that handle the databases of visual content. Therefore, there are numerous systems 
and proposed technologies for managing large-scale visual media, being deployed over 
the Internet or run locally on personal computers.
2 .1 .1  O nline V isu a l C on ten t M an agem en t S y stem s
Flickr is one of the most popular online photo management and sharing service provider 
in the world. Flickr’s mission is to facilitate sharing of photos by helping Flickr user 
to make their photos available to the other Internet users. As one of the leaders on 
the online photo sharing market, Flickr maintains an open API to its services, enabling 
users to upload and share photos and videos in as many ways as possible: directly from 
cameras, from the Web, from mobile devices, from the users’ home computers using 
various software tools that manage their content, etc. This results in a staggering fact 
that every minute, there are thousands of photos and videos uploaded to Flickr, as 
depicted in Figure 1.1.
But the major problem induced by the rapid growth of content is “How to meaningfully 
organise the photos and videos?” On Flickr, as shown in Figure 2.1, users can give access 
to their friends, family or general public, as well as organise and describe the content by 
adding comments, notes or tags. In addition, the more technical m etadata embedded 
in the uploaded photos, such as time, date, location and also the model of the camera 
can be used for classification and organisation of Flickr photo and video collections. 
However, because the user is very reluctant to produce manual annotations, all these 
categories, in spite being the most prominent types of metadata describing photos, are 
not delivering a usable, effective and comprehensive way of interacting with large-scale 
content.
Google is the largest internet search service provider in the world. Because the visual 
content is an important part of the total Internet traffic, Google also provides image 
search services since July 2001. At that time Google provided access to about 250
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Figure 2.1: The browsing interface on Flickr
million images.
As we can see from Figure 2.2, in general, Google provides the image search service 
based mainly on textual data. This means that the image search is based on the textual 
descriptions present at the same web-page as the image or the hyper-linked text which 
point to or from the image. But also, recently, Google Image Search started to provide 
several more interactive “Advanced search” capabilities to help user search the image 
on the Internet more effectively, such as size, image type and dominant colour.
Youtube is the largest online video-sharing website on which users can upload, share, 
and view videos. W ith the rapid development of broadband and mobile communication 
technology, the volume of the video which is uploaded to and downloaded from youtube 
is rising extremely fast, as shown in Figure 1.1.
In order to help the user organise, find and watch the videos, Youtube provides a set of 
filters based on keywords such as the result type, order type, upload date and also the
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Figure 2.2: The image search results using Google images
category of the video. All this informations is coming from the m etadata embedded in 
the video, tags provided by the uploader and also the user’s descriptions. Just like the 
Google Image Search, the video search on the Youtube is mainly based on keywords.
Cooliris is a novel Internet browser plug-in that changes the way users browse Internet 
multimedia. It works with all major major media service provider, such as Flickr, 
Google image search, Facebook, Youtube, etc.
Cooliris visualises media on an infinite “3D wall” that enables users to browse the con­
tent without clicking from page to page, but just dragging the scroll bar. Users can 
navigate among various web albums, they can zoom in and zoom out, view images and 
videos in full screen or slide-show mode.
Recently, Microsoft Corporation presented a new visual browser named “Deep Zoom” , 
based on the Silver light technology. The “Deep Zoom” can display thousands of items 
simultaneously, giving user an innovative navigation paradigms and new experience of 
visual applications or the Web. The platform behind “Deep Zoom” brings an innovative 
content-centric browsing experiences to the user. The Figure 2.5 shows an image brows-
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Figure 2.3: The video search browsing interface of Youtube
ing application based on this technology. As we can see, similar images or photos are 
grouped together, and different groups are located in different areas on the screen. The 
images are shown in different sizes and the layout of the interface is visually attractive. 
However, some images are too small to be clearly seen, and because too many images 
are put in one group, some of the images are partially or fully hidden. In addition, 
there is another problem with this interface, and tha t is utilisation of the screen space. 
As one can observe, there is a lot of blank space wasted on the background surface. 
This might not be a big problem on a big screen like home entertainment or desktop 
computer screen, but it certainly inefficient in mobile scenarios or any on device with 
limited screen size. In that context, images would be way too small to be seen clearly, 
and it is also very hard to select them, even if implemented using the touch screen 
technology.
An interesting approach is proposed by Zha et.al. [25], where they presented a new 
way to to improve the usability of image search by Visual Query Suggestion. By using 
this method, once the user inputs the text to make a query, the system simultaneously
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Figure 2.4: Cool iris user interface aimed at browsing image collections or search results.
provides both keyword and image suggestions, which is able to help users specify and 
deliver their search intents in a more precise and visualised way. If the user selects one 
of the suggestions, the corresponding keyword will be added to complement the initial 
text query as the new text query, while the image collection will be formulated as the 
visual query. VQS then performs image search based on the new text query using text 
search techniques, as well as content-based visual retrieval to refine the search results 
by using the corresponding images as query examples. So in general, this method is a 
joint method which mixes the text based and image based query. And as the result, 
this method is “outperforms” [25] other competitive system for image retrieval and we 
can see that the visualised query facilitates a more efficient and intuitive way to  access 
visual data.
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Figure 2.5: Image browsing interface by using Deep Zoom
2 .1 .2  V isu a l C o n ten t M a n a g em en t T oo ls for P erso n a l M ed ia
The three examples above are the main online services online for large-scale visual me­
dia management. However, the visual media does not exist only on the Internet. The 
normal users might have many photos or videos which they took from their photo cam­
eras, web cameras and even mobile phone that are stored on their personal computer. 
They do not want to share their personal media to the wide public, and they also do 
not want to input the information such as tags or description every time they copy the 
photo or video to the computer. In order to help the user manage their local visual 
data, there are software packages developed to facilitate this process.
iPhoto is a software application made by Apple Inc. exclusively for their Mac OS X 
operating system. The first version of iPhoto was released in 2002. After photos are 
imported to the iPhoto, they can be optionally titled, labeled, sorted manually and 
organised into events semi-automatically.
After the version iPhoto'09, face recognition engine was implemented in this package, 
allowing user to tag and organise photos by persons. As well, iPhoto"09 will read 
embedded GPS tags in photos and organise photos by location, represented by a pin
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Figure 2.6: The iPhoto’09 bring the facial recognition and location features 
on a map, as shown in Figure 2.6.
Picasa is a cross-platform image organiser and image viewer software capable of editing 
digital photos, which means it can be run on Windows, Linux and Mac OS X. Picasa 
is developed by Google, and also includes the online photo sharing service by Google.
Matthew Whippy
Carole Ritey
* i i ü r : " t  *  e Ü  »  SB
Figure 2.7: The interface of Picasa when browse the collection folder by folder
For organising photos, Picasa has hie importing and tracking features, as well as tags, 
facial recognition, and collections for further sorting. As shown in Figure 2.7, Picasa 
has a search bar that is always visible when viewing the library. Searches are live so 
tha t the displayed items are filtered as the users type the query. The search bar will
2. Literature Review 18
search for file names, captions, tags, folder names, and other metadata, which needs to 
be provided by the user before or embedded in the Exif data of the photo.
As we can see from the applications and services above, the way users handle the visual 
media is still mainly based around the keyword or tags, which are actually based on 
textual information. Even the most advanced recognition capabilities are still limited 
on face recognition and geographical information. Cooliris did some improvement on 
user interaction on visual media browsing, but it is still actually based on the other 
service provider such as Google images and Youtube, but displays images in a novel 
layout. But a major drawback of Cooliris is a lack of relative structure between images 
other than the keyword(s) present in the layout. For this reason, a new approach to 
more interactively and intuitively browse the large visual media databases is needed.
In the next part of this chapter, the we give literature review of the research related 
to the challenges of visual media management, as addressed in the previous chapter, 
in Sections 1.2 and 1.3, namely: video abstraction, interface design for visual media 
browsing and user experience studies related to visual media.
2.2 Video Abstraction
As we mentioned already, Cisco® Systems Inc. [4] reported that digital video con­
tent will account for over 91 percent of global consumer traffic by 2013, achieving a 
staggering rate of 60% of annual growth in the next 3 years. This implies that the 
growth of video content is currently higher than the growth of available computational 
resources. Every minute, 20 hours of video is uploaded to YouTube, Twitter receives 
25000 updates and 7000 photos are uploaded to Flickr.
This sheer volume of data can be managed only by reducing the total information load, 
preserving only information that is relevant in a particular context. This process of 
generalisation by reducing detail to extract the underlying essence is known as abstrac­
tion. Specifically, the process that generates certain perspectives of a video sequence 
without addressing the video in its entirety has been termed video abstraction by Li 
et al. in [26]. In [27] Christel et al. define multimedia abstraction as preserving and
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communicating “in a compact representation the essential content of a source video” . 
There has been a plethora of research conducted that addresses this problem, and it 
has been systematically presented in a number of publications [26] [14] [28].
There are two major approaches to video abstraction:
• Video skimming, also named as summary sequence. This kind of video abstraction 
approach extracting and generating a significantly shorter video clip (e.g. a movie 
trailer) from the original video with or without audio. This short video sequence 
contains several representative video segments and these segments are linked or 
mixed together by using different effect, like wipe, dissolve, fade or just simple 
cut.
• Key-frame extraction, which generates a set of most representative frames. Key­
frames are a set of still and normally intermittent images (frames) extracted from 
the original video source. The key-frames should represent the main content of 
the original video. The keyframe set R  is defined as follows:
R  =  ( -A-Keyframe)(V)  =  { / r i  i f r 2 1 •••> / f fe}  ( ^ ' -O
where Axey f ra me  is the keyframe extraction procedure and V is a video clip or 
segment.
Although video skims and keyframes are two different video abstraction approaches, 
the output results can be easily adapted across the two methods, as proposed in [29] 
[30] [31].
By comparing these two different approaches, the advantage of using keyframes in video 
abstraction is easier reuse of keyframe for other purposes such as web browsing and 
content retrieval, etc. This is due to necessary continuity of skim display, while there is 
no restriction of timing for keyframes [32]. On the other hand, there is one disadvantage 
of keyframes when compared to video skims. Because the keyframes can not contain 
moving elements and audio content, key-frames are not as attractive and interesting 
like video skims. However, considering the temporal independency as an advantage of 
keyframe approach, it is possible to arrange the screen space so that the keyframes
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convey temporal order by spatial order. This can give the user more visual information 
about video content. In addition, because the keyframes are just the still frames from 
the video, it can significantly reduce the system complexity and transmission bandwidth 
which can speed up the application and make the system more robust.
We have decided to follow the key-frame approach and the following section brings an 
overview of the key-frame extraction techniques.
2.3 Keyframe Extraction
The simplest method for video keyframe extraction is by the uniform sampling method. 
This generation method is very simple and can extract the keyframe set very quickly, 
but the uniform sampling-based methods have their significant drawback in high level 
of redundancy and high level of missed events at the same time. This method may 
produce too many continual keyframes with similar content from a long still or a low 
motion scene, or produce no keyframes for a short but important sequence. These 
weak points make the uniform sampling based method inappropriate. In next section we 
give a review of video keyframe extraction approaches. The review structure follows the 
logical progress of video keyframe extraction and is separated into four different aspects: 
estimation of the size of keyframe set, represented temporal unit, its representation 
range and the main keyframe extraction algorithms.
2 .3 .1  S ize o f  th e  key-fram e set
In order to determine the size of the keyframe set in a automatic keyframe extraction 
process, there are two different options which can significantly influence keyframe ex­
traction algorithm and the effect of the keyframe set. The number of keyframes in 
a keyframe set can be fixed by a pre-set value or a machine determined value. Most 
of the current applications only offer one method for decision of the size of keyframe 
set. However, [33] points that the number of keyframes in the keyframe set should 
be controlled by the the total number of bits required to code the summary with a 
given coding strategy in the applications where the efficient consumption of network
2. Literature Review 21
A Pre-set value
A machine 
determ ined value
Neighbourhood
Entire video
K eyfram e ' 
extraction  1
Significant content change
Clustering
Curve sim plification
M axim um  fram e coverage
Equal tem poral variance
M in im um  corre lation
SRE
Interesting event
Shot
Clip
Figure 2.8: Structure of keyframe extraction methodology
bandwidth and space of storage are critical. And also in [34], both options are of­
fered, when the number of keyframes is generated progressively by the algorithm. The 
keyframe extraction progress can be stopped when certain criterion is reached or the 
size of keyframe set reaches a pre-set value.
P re -se t size of key-fram e set
For this method, the size of keyframe set is determined as a parameter for the keyframe 
extraction algorithm before the processing. It can be set as a specific number manually 
or a certain frequency ratio over the entire video which may be set by the user or 
application. This method is also called rate constraint keyframe extraction, which is 
suitable and widely used in mobile communication systems where available resources 
are limited. For these applications, depending on the network transmission bandwidth, 
storage limitation or processing capacity of terminal device, the size of keyframe set
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can be derived differently. The common approach is to extract one keyframe for each 
shot, often the first frame of the shot, middle frame or the frame closest the average 
content of the shot. The main drawback of this method is that it can not ensure that 
there is at least one keyframe for all important video segmentations.
Ideally, the problem of this keyframe extraction with the pre-set value k can be formu­
lated as an optimisation problem of finding the frame set 7^.={/i1, / i2, ..., f ik} which is 
differs by a minimal amount from the original video sequence with respect to a certain 
summarisation criteria:
{ r i ,r 2,...,rfc} =  a rg m m {V (n i V, p)\l < n <  n}, (2.2)
where D is a dissimilarity measure, p is the summarisation criteria which the user is 
interested in, and n  is the number of frames in the original video sequence, p has been 
treated as “visual coverage” in most current keyframe extraction applications. “Visual 
coverage” is trying to cover as much visual content of the video with as few keyframes 
as possible. However, the number of faces, the number of objects, etc. can be treated 
as p as well. The p can also give a viewpoint on what compose the final keyframe set, 
and significantly influences the computational solution.
E s tim a te d  size o f key-fram e set
In this approach, the size of extracted keyframes set is unknown until the extraction 
process finishes. The number of keyframes that can be extracted is often determined 
by the algorithm itself based on the level of change in visual domain. So obviously, 
compared with an still video, a video with a lot of action, movements and scene change 
will require more keyframes in order to represent the total visual content. However, an 
excessively large amount of keyframes may be generated for highly dynamic scenes, in 
order to cover as many visual information as it can. But it causes inconvenience for 
interactive applications.
In order to avoid this problem, for the methods which use machine determined value, 
there need to be a dissimilarity tolerance e as a parameter, which is also named as the
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fidelity level. This can be described by formula:
{ r i ,r 2,...,rfc} =  argmm{k\T>(7l,V, p) <  e, 1 < r* < n}, (2.3)
Technically, with a significant increase in computational complexity, this approach can 
be converted to the first approach (number of keyframes is pre-set) by iteratively re­
ducing the fidelity level e until the number of keyframes meets the pre-set value, and 
vice versa.
However, there is another kind of approach which can determine the appropriate num­
ber of keyframes before the full keyframe extraction process is operated. This is in 
essence the a machine determined value method. For example, in cluster-based meth­
ods [35] [36] [37], before or within the actual clustering process, cluster validation can be 
used to determine the number of clusters. On the other side, the number of keyframes 
can be proportional to the accumulative content change of each shot [38] [39].
2 .3 .2  R ep resen ted  T em poral U n it
An important question is to decide what the basic unit the keyframes represents. The 
extracted keyframes can represent the whole video clip or just a single shot. The first 
approach is often called clip based method [40] [35]. In these methods, the clip may 
also encompass several continual shots, scenes, story units or even an entire video. The 
second method is known as the shot based method, which requires shot segment indices. 
The simplest application for the shot based keyframe extraction method is to use the 
first, last and/or the middle frame of a shot as the keyframe.
Currently, most keyframe extraction methods are based on on shot based principle 
but combined with the visual analysis of shots. Because shots are normally considered 
as the basic unit of video content, the shot based approaches are considered as an 
intuitive way for implementing the video keyframe extraction. In addition, since a 
satisfactory performance has been obtained over time and tested on a large datasets [41], 
the shot boundary detection method have been concluded as a solved area by the NIST 
TRECVID benchmark.
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In shot based methods, normally, each shot is treated as a separate video clip. Thus 
the variable F  is a video clip or segment (e.g., shot/scene) and the processing is applied 
to V  during the extraction, which means that every shot is treated independently from 
each other. Based on this reasoning, the keyframes which were generated can be very 
similar to others, if there are some shots with similar content in the original video 
sequence. But in this situation, the clip based approaches can generate more compact 
video keyframe set. By comparing these two main methods for the video browsing 
applications, using one or more frames to represent every single shot is not suitable for 
long videos, which may take whole screen space and let user browse a large number of 
frames of the video. This approach makes the application vapid and ineffective. On the 
other hand, in shot based approach, each time there is only one single shot processed, 
enabling fast extraction of the keyframe and the overall system robustness.
2 .3 .3  R ep resen ta tio n  R an ge
Representation range of individual keyframes is addressing the problem of the scope of 
the sequence that is presented by selected keyframes: only the neighbouring video seg­
ments around itself or unconnecting segments of a video clip. The clip based approaches 
may be better for presenting the action and semantic content as a video summary by 
using the temporal and visual information to do the keyframe extraction process, and 
the shot based extraction method can produce smaller keyframe set. For example, [42] 
and [35] uses clustering based method, and both of them extract the keyframes for the 
entire video, so that all frames in a cluster may contain visual content which spreads 
over the entire video clip or sequence. But the technique in [43] produced the keyframes 
which can only represent its local neighbourhood range. Here, every keyframe contains 
only the video content from its own shot.
2 .3 .4  K eyfram e E x tra ctio n  A lgor ith m s
This section brings a review of the keyframe extraction algorithms, classified into eight 
different approaches.
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Significant C o n ten t C hange
This method select a frame as a video keyframe only if it contains significant visual 
difference to previously extracted keyframe, as depicted in the Figure 2.9. This method 
extracts keyframe continually and only requires the temporal position information of 
the video frames. That means, in the basic form of this method, it uses closest previous 
frame as the reference to determine and select the current keyframe. This process can 
be formulated as follow:
ry+i =  argmin{C(ft , f n ) > e, 1 < t < n}.
Here, previous selected keyframe is f n , current keyframe is f n+1 
uses the first frame rq = 1 of the basic unit, normally the shot, 
later processing.
F ram e S e q u e n c e
Figure 2.9: Significant Content Change
There arc variety of methods that have been reported in the literature that exploit the 
visual content change approach. The earliest and the most popular ones use histogram
(2.4)
. This method often 
as the keyframe for
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difference, which was proposed in [44], [45] and [46]. Then in [47], another method 
that uses assembled energy function is proposed, which generates change metric from 
image block displacements across two successive frames. In [48], a novel approach for 
shot boundary detection that uses mutual information (MI) was presented. The MI 
measures the statistical difference between consecutive frames, and the results show 
that the robustness and sensitiveness of MI to video content changes is reliable. In [49], 
the change of the number of extracted video objects is implemented as an alternative 
option.
However, the main drawback of this method can not relate to any part of video se­
quence before last keyframe, which means that the keyframe is inefficient in content 
coverage. Addressing this problem, in [43], an improved method was proposed where 
the keyframes produced can represent the extended segments of the video sequence.
Because the significant content change method has several advantage such as its sim­
plicity, efficiency and robustness, it is suitable for the system which require high speed 
process, such as real time application or online service. But on the other side, the 
keyframe set generated by this method may have an asymmetric property on temporal 
dimension. In addition, this method is more suitable for shot based video clips, and 
achieves bad results when used in long continuous video sequences.
Clustering
In this method, every video frame is treated as a point in the feature space. This 
method is based on the assumption that the representative point of each cluster in the 
feature space is one of the keyframes of the video sequence. Clustering method can 
be implemented for both clip based or shot based approaches. Normally, the progress 
of this method can be separated to following three steps. And it will be discussed in 
detail in later subsection2.4
- Feature extraction and analysis
- Clustering
- Selecting the representative point of each cluster
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Clustering methodology is a popular approach for keyframe extraction due to its com­
mon use in data analysis. Its advantage points are high efficiency and flexible scala­
bility. However, because semantically meaningful clusters in video data often contain 
large intraclass and low interclass visual variance, successful extraction of these clus­
ters is difficult. The results of current works in keyframe extraction by using clustering 
methods often fails to be adequately evaluated. In addition, based on the principle 
of clustering algorithm, the clustering-based keyframe extraction approach is normally 
not suitable when we want to keep the temporal progression of the video sequence from 
extracted keyframes.
A number of published works utilise unsupervised clustering in the process of key­
frame extraction. An efficient clustering method has been utilised in [50] [51], where 
K  -  means algorithm is used to classify data into a fixed number of groups, starting 
from a random initial partitioning. In [52], an unsupervised clustering based approach 
was introduced to select key-frames within predetermined shot boundaries. Similarity 
comparison using a shot histogram analysis and subsequent clustering is carried out 
within each shot to automatically select the most representative key-frames.
C urve  Sim plification
The curve simplification method is similar with the clustering based keyframe extraction 
method, since it takes the features of frames and then treats each frame of the video 
sequence as a point in a multidimensional feature space. The difference between these 
two methods is that the curve simplification method uses the features and the temporal 
ordering of the frames to generate a curve firstly, and then searches for a group of 
points by removing the points with the least change to the curve. This approach uses 
standard curve simplification algorithms to do the keyframes extraction process such 
as the binary curve splitting algorithm [53], and discrete contour evolution [54] [55].
Figure2.10 illustrates this method. In the figure, five optimal keyframes that can main­
tain the shape of the curve in the best way, are selected as key-frames. If we use 
keyframe (S’) to replace original keyframe (3), the new keyframe set does not keep the 
shape of the frame curve as well as the original set does, so it is less representative of
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Figure 2.10: Illustration of curve simplification approach
the whole curve. Like significant content change, equal temporal variance, and shot 
reconstruction error methods, the curve simplification approach generate the keyframes 
which divide the video sequence into units of contiguous frames with preserved tem­
poral order. But because the computational complexity of this method, it is not as 
attractive as other extraction approaches.
M axim um  Frame Coverage
The maximum frame coverage method is also called as the fidelity based approach, and 
it is proposed in [56]. This method attem pts to use the representation coverage (i.e., the 
list of frames that a given keyframe can represent) of individual frames in the sequence 
as the starting point. Let Q(g) denote the set of frames in V  tha t can use fi  as their 
representative with respect to a tolerance or fidelity value s. Under this framework, 
the optimal set of keyframes from V  with no rate constraint can be extracted as
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When a given number of keyframes is specified as a constraint, the problem can be 
interpreted as either finding the minimum fidelity value e such that all frames can be 
covered by at least one keyframe
{ r i ,r2,...,rfc} =  arg min{e|Cri (e) U Cr2 (e) U ■ • • UCrfc(e) =  V }, (2.6)
or finding the set of frames that can represent as many frames as possible.
{ r i ,r 2,...,rfc} =  argmax{\Cr i(c) U Cr2{e) U • • • UCrfc(e)|}, (2.7)
There are two critical parts in the maximum frame coverage method, the determination 
of coverage for a frame and the optimisation procedure. In [56], the coverage Ci(e) of 
frame fi comprises all frames in the video sequence V  that ate similar to fi (including 
itself) visually. In [56], they found an suitable solution by employing a greedy method 
which extracts the frame with maximum coverage at every loop, removing every frame 
in its coverage from the video sequence and then redo the progress. This procedure will 
continue until there is no frame left in the video sequence. The key frame generated 
hierarchy is a multilevel abstract of a video, in which each level represents the whole 
video content at different level of details. A similar greedy procedure can be applied 
to approximately solve equation2.7, that is, when the number of keyframes is set as a 
pre-set value.
The maximum frame coverage method is also used as the basis of the solution proposed 
in [57]. However, unlike [56], the coverage of a frame in [57] is the number of fixed-size 
segments (not individual frames) which contain at least one frame similar to this frame. 
The dynamic progress is used to select a pre-set number of frames as the keyframe set. 
It is difficult to justify which of these two algorithms is better. But in [58] and [59], 
authors conclude that, for a frame to be considered the keyframe of a shot or scene, 
it needs to have good frame coverage for this segment, but low frame coverage for the 
entire video sequence.
The merit of the maximum frame coverage method is that it does not require the 
representation coverage of a frame to be a contiguous segment as in the sufficient content 
change and equal temporal variance methods, which means this method can extract a 
clear keyframe set. But on the other hand, this approach needs to be computed on all
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frame pairs, making it computationally more complicated, and unsuitable for real-time 
or online applications. And also ,the performance of this approach is related to the 
optimality of its visual similarity metric.
Sequence R econstruction Error
The Sequence Reconstruction Error method is based on a metric called the SRE score or 
shot reconstruction degree that was introduced in [60] [61] and [62]. This score or degree 
measures the effect of the keyframe set for reconstructing the original video sequence 
or shot. It is useful when the number of keyframes has been pre-set and suitable for the 
applications which use temporal progress. Assume that we have a frame interpolation 
function that calculates the features at time t  in the video sequence from the
keyframe set. The SRE score £{V,U) of the keyframe set is formulated as:
£(V,Tl) = (2.8)
i —1
in which, £>(.) calculates the difference between two image frames.
By given a rate constraint k, the adjusted keyframe set should have the minimal SRE. 
So the keyframe can be allocated by following formula:
{ r i ,r 2, =  argm\e.{£(V,1l), |1 < r* < n ,r j < n}, (2.9)
The most important part for this type of approach is to find a high performance m ath­
ematical model. Theoretically, the ideal model for this approach would be able to 
support the way humans summarise the content, but in order to find a practical solu­
tion, several assumptions have been used on the frame interpolation function Z(.) and 
the frame difference £>(.).
Each keyframe f Ti represents a temporal range [bi, b{+i — 1] of the entire video sequence 
in [63] [60] [64]and [61], and the frame interpolation function J (.)  can be adapted as
= f n <=> bt < i <  6i+i, (2.10)
and the Sequence Reconstruction Error function £(V,7£) can be adjusted as
n k fet+ i - 1
S(V ,K )  =  ^ D ( / i , I ( i , R ) )  =  E  D l W r J ,  (2-11)
i=l i=l j=bi
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which is displayed as the shadow area in Figure 2.11, where we use the absolute differ­
ence values of a certain feature to measure the difference between two frames. In the
Time Interval (breakpoint) 
Key Frame
►
Frame Index
Figure 2.11: Illustration of Sequence Reconstruction Error
equal temporal variance approach [64], bi was calculated without knowledge of keyframe 
positions, assuming that the previous keyframe does not influence the position of the 
current one, which means the processes of selecting keyframes are totally indepen­
dent. But because this method selects the locally optimal keyframe, the generated 
break-points are not optimal. In order to improve the performance, the computation 
of break-points and keyframes should be integrated. So in [61], an iterative procedure 
has been proposed to select a pre-decided number of keyframes and during the mean 
time, depress the value of shot reconstruction error as much as possible and make the 
positions of keyframes and break-points locally optimised. And in [60], the method by 
using a heap-based structure which can improve the efficiency is also announced for the 
same reason.
In [63], each frame is represented by the cumulative activity level from the beginning of 
the shot, which is a monotonically increasing function. Thus, the shot reconstruction 
error is minimised only if r* and fbl arc located in the middle of their representative
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range (biA +i) and ( /n +  / ri+1), and these two conditions are sufficient for computing 
the final break-point bk+i, given the initial break point 6 2 - Based on the mismatch 
between b^+i and n, the initial value of 6 2  is adjusted until the closest match is found.
In [65], base on the assumption that bi = r{, an optimised solution has been proposed. 
Their procedure comprises two main steps. Firstly, they assume that each keyframe 
only represents its following frames, so a draft keyframe set can be generated. Then 
by following the a a fidelity constraint and using bi-section search algorithm, a final 
optimal keyframe set will be produced.
Alternatively, instead of using one single keyframe to represents others frames, two 
neighbour keyframes can be used, this method is announced in [62] by using the inertia- 
based frame interpolation algorithm.
Event driven key-fram e extraction
Unlike the previous approaches, which focus on maximising the representation of the 
visual content by the keyframe set, methods based on salient events attem pt to find 
frames that are important in semantic way. Most work in this category assumes that 
there are some relationship between the semantic level of saliency of a frame, and the 
motion change around the frame, as well as the presence of other content features such 
as human faces or high visual complexity.
In [38], based on the assumption that motion is the most salient feature in presenting 
actions or events in video and should be the feature to determine key frames, the 
authors combine motion-based temporal segmentation and colour-based shot detection. 
The turning point of motion acceleration and deceleration of each motion pattern is 
selected as a key frame. If a shot is static, the first frame of the video shot is selected 
as a key frame. W ith this approach, both the number of key frames and the location of 
the key frames in a given video are determined automatically by the perceived motion 
patterns of the video. Similarly, in [6 6 ] they present a scalable video abstraction in 
which the key frames are obtained by the maximum curvature of camera motion at 
each temporal scale. The scalability means dealing with the velocity and acceleration 
change of motion. In the temporal neighbourhood determined by the scale, the scene
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features (motion, colour, and edge) can be used to index and classify the video events. 
Therefore those key frames provide temporal interest points for the abstraction.
Dirfaux in [67] describes a technique to extract a single key frame from a video sequence, 
base on combining measures of motion activity, spatial activity, skin-colour pixels and 
face detection. The proposed technique is composed of three steps: shot boundaries 
detection, shot selection, and key frame extraction within the selected shot. The first 
two steps is based on high motion and the last step is based on a low motion activity.
The extraction of keyframes presented in [68] is focusing on one dominant scene type, 
that of handwritten lecture notes, they define semantic content as ink pixels, and 
present a low-level retrieval technique to extract this content from each frame with 
consideration of various occlusion and illumination effects. Key frames in this video 
genre are redefined as set of frames that cover the semantic content, and the fluctuating 
amount of visible ink is used to drive a heuristic real-time key frame extraction engine.
In [69], from their experiments results, it is observed that frame representativeness is 
highly related to a set of visual descriptors: image quality, user attention measure, 
visual details, and displaying duration. It is also observed that users have similar 
tendency in selecting the most representative frame for a certain video segment, which 
is then used to evaluate the keyframe.
Overall, these techniques may work well with some specific experimental settings on 
a limited video dataset, but in order to apply them in to a generic video content, the 
capability of processing the complexity and irregularity in motion patterns of a shot 
still need to be enhanced.
2 .3 .5  F eature e x tra c tio n
After determination of the temporal video structure, each shot is analysed to find 
more information about the content. The choice of features that are analysed is vital 
to an effective video analysis and summarisation algorithm. The following section 
describe a variety of features and associated methods for analysis relevant to the video 
summarisation task.
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Colour feature
Colour is the most intuitive visual feature, and compared to other visual characteristics, 
it is simple and effective, often invariant to rotation, translation of scaling changes, so 
it has a robust nature. Colour features include colour histogram, colour layout, average 
brightness, dominant colour etc. [45].
In order to focus on large-scale image data for rapid search, Smith and Chang [70] 
proposed the quantised colour regions as a feature in image retrieval. Firstly, the RGB 
colour space is converted to the visually uniform HSV space, and then quantified into a 
set colour regions, so the colour region is defined to a choice of quantised colour space. 
Since the colour feature vector is a binary set, it can be constructed as a binary tree 
for fast search.
Texture feature
In the early 1970s, [71] and others proposed the texture of the symbiotic matrix method: 
By using the grey-level spatial correlation of texture, firstly, according to the the di­
rection and distance between the image pixels, a symbiotic matrix is generated. Then 
from the matrix, we can extract more meaningful statistical data as the representa­
tive of texture. The drawback of this method is there is no correspondence between 
characteristic of these statistical data and the perception of visual texture. In order to 
improve the performance of texture feature, Tamura in [72] generated a texture features 
set, which can correspond with human visual perception effectively. These features in­
clude: coarseness, contrast, directionality, linelikeness, regularity, and roughness. The 
most effective features in this set were roughness, contrast and directionality.
In addition, many researchers apply wavelet transform method to analyse the texture 
features. W ith the establishment of wavelet theory, Gross in [73] proposed a texture 
expression based on wavelet transform. In [74], three wavelet transform - Conventional 
orthogonal and bi-orthogonal wavelet transforms, Tree-structured decompositions, and 
the Gabor wavelet transforms are compared. It shows Gabor wavelet transforms suits 
the most of the human visual expression.
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Shape feature
In order to do shape analysis, first, we need to use the appropriate image segmenta­
tion algorithm to separate different objects out from images, then implement various 
methods to finish matching measurement. An important criterion of shape feature is 
the invariance of the displacement, rotation, scaling. Normally, the shape feature ex­
pression can be divided into two categories boundary-based and region-based. They 
are using Fourier descriptor [75] and Zernike moments descriptor [76] respectively. In 
addition, [77] proposed a three dimensional shape analysis method by using local shape 
descriptors.
Other high level features
When in comes to the image search and browsing services and applications, most of 
the applications are based on time domain clustering, having the temporal metadata 
readily available from the digital camera timestamps. The applications simply cluster 
the images based on the time when the photo or video clip was generated [78] [79] [80]. 
But the disadvantage of this approach is that the user needs to type manually an event 
name for a group of photos, which can be inexact and unreasonable given the fact that 
events can span more groups and vice versa.
Triggered by the proliferation of global positioning system (GPS) technology, some of 
the new applications are using the image similarity based on the location where the 
operator took the photos [81] [82]. Being an emerging technology in this context, GPS 
modules are still rarely built into the camera, so users often need to assign the location 
information manually.
Recently, some commercial applications introduced semi-automated annotation of im­
ages by using the face recognition technology [82]. The application first detects face 
region in the photo and then attempts to identify and tag the image by using face 
similarity algorithm. However, this approach is unfeasible for many photos, such as 
landscape photos, animals, etc., since people are not always the major subjects in the 
captured scene.
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2.4 Clustering
Cluster analysis is the process that gathers a collection of patterns into clusters based 
on their similarity. Generally, patterns within a valid cluster are more similar to each 
other in the same cluster than a pattern belonging to a different cluster. An example 
of clustering process is shown in Figure 2.12. The input data is shown on the left and 
the ideal result of cluster process is shown on the right. Here, points belonging to the 
same cluster are labelled with the same number. Based on different clustering methods 
or different input data, the actual clustering result can be different.
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Figure 2.12: Data clustering
2 .4 .1  T h e  c lu ster in g  p rocess
As described in [83], typical data clustering process includes the following steps
1 Data representation (optionally including feature extraction and/or selection),
2 Definition of data similarity measure.
3 Clustering.
4 Assessment and optimisation of the clustering result.
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Figure 2.13: Clustering Process 
Figure 2.13 shows the general process of clustering method.
Feature extraction is the use of one or more transformations on the input data to 
generate an effective and measurable feature. Feature selection is the process of picking 
the most effective subset of the original features to use in later clustering process. Either 
or both of these methods can be used to obtain an effective set of features to use in 
clustering.
Data representation refers to the progress of mapping the data onto multidimensional 
data space based on selected features.
Data sim ilarity measure  is usually measured by a distance function defined on pairs 
of patterns. There are many different distance measure methods which are used in the 
various applications [83] [84]. For example a simple distance measure like Euclidean 
distance can often be used to reflect similarity between two patterns. Distance measures 
will be discussed later in more detail.
Based on the clustering methods applied, the performance of clustering step can be 
different. For the clustering result, it can be hard (each data belongs to one and only 
one cluster) or fuzzy (where each data has a variable degree of membership in each 
of the output clusters). For the clustering algorithms, there are two major categories: 
Partitional clustering algorithms and Hierarchical clustering algorithms. Partitional 
clustering algorithms generate the partition that can optimise a clustering criterion.
The assessm ent and optimisation o f  the clustering result can have two steps if 
needed. Firstly, data abstraction is the process of extracting a representation of a data 
set. The representation should be simple and comparable. In the clustering procedure,
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a typical data abstraction is a comparable description of each cluster, such as the 
centroid. Secondly, an evaluation procedure is applied. The problem is how to evaluate 
the result of a clustering algorithm. There is no standard to judge a clustering result 
as good or bad. All clustering algorithms, even the ’bad’ ones, when you input the 
data, generate the clustering results, no mater whether they are actual clusters or not. 
That means if there are clusters existing in the data, some clustering algorithms may 
get ’better’ clustering results than others.
2 .4 .2  S im ilarity  m easures
As we have already mentioned, the similarity is fundamental to the definition of a 
cluster. This measure of the similarity between two patterns from the same feature 
space is the most important step in the clustering procedure. The distance measure 
must be selected carefully based on the different feature types and scales. The most 
popular way is to calculate the dissimilarity between two patterns using a distance 
measure defined on the feature space. In this thesis, we focus on the well-known 
distance measures used for patterns whose features are all continuous.
The most common distance for continuous features is the Euclidean distance
d
d2(Xf, X j) =  ~ xj,k) ) ^
fc=l (2-12)
=  | | X i - X j | | 2 ,
which is a special case (p—2) of the Minkowski metric
d
dp(X.i,X.j) = ( ^ 2  \xhk — xj,k\P)
k=i (2.13)
The Euclidean distance has an intuitive advantage as it is normally used to evaluate the 
similarity of objects in two or three dimensional space. It works well when the dataset 
has compact or isolated clusters [85]. But there are some drawbacks if we use the
Minkowski metrics directly when there are different weights of different features. For
solving this problem, we can use normalisation of the continuous features (to a common
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range or variance) or other weighting schemes. Linear correlation among features can 
also distort distance measures; this distortion can be reduced by using the squared 
Mahalanobis distance:
dMtXj.X,-) =  (Xi -  -  X j f ,  (2.14)
where the patterns Xj and X j are assumed to be row vectors, and is the sample 
covariance matrix of the patterns or the known covariance matrix of the pattern gener­
ation process; dM(X%,Xj) assigns different weights to different features based on their 
variances and pairwise linear correlations. Here, it is implicitly assumed that class 
conditional densities are uni-modal and characterised by multidimensional spread, i.e., 
that the densities are multivariate Gaussian. The regularised Mahalanobis distance was 
used in [85] to extract hyper-ellipsoidal clusters. And also, in [86] and [87], Hausdorff 
distance has been used in in a point set matching context.
There are some clustering methods which are not working on the original pattern set 
but a matrix of distance values. This is suitable in the situations which pre-compute all 
the n(n -  l ) /2  pairwise distance values for the n patterns and store them in a matrix.
There are some other distance measures which considered the effects of neighbour pat­
tern points. In [88], these neighbour pattern points are called context. The similarity 
between two points X% and X j is related to this context. The similarity is defined as
s(X i,X ,)  =  / ( X i,X j ,e). (2.15)
Here the e is the context. There are a lot of method to define the context, one of them 
is called as mutual neighbour distance (MND), which is reported in [89]. It is defined 
as
MATD(Xi, X j) =  IW fX i, X j) +  ATATfXj, X J ) . (2.16)
Here N N ( K i , X j ) i s  the neighbour number of Xj with respect to X*. Here is an ex­
ample. As shown in Figure 2.14. In the left part of the Figure 2.14, the nearest 
neighbour of the point A  is point B,  and nearest neighbour of point B  is point A.  
So, N N ( A , B )  = N N ( B , A )  = 1. Based on the definition M N D ,  M N D ( A , B )  = 
N N ( A ,  B )-\-N N (B , A) =  2. For point B  and point C, N N ( B ,  C) = 1 but NN ( C ,  B)  =
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Figure 2.14: Example of using MND
2, so the M N D { B , C )  =  N N ( B , C )  +  N N ( C , B )  = 3. That means B  is more similar 
to A  than C. But if we add three points D, E  and F,  which shows in the right part of 
Figure 2.14, the M N D ( B , C )  is still 3, but the M N D ( A , B )  becomes 5. That shows 
after adding three extra points, B  is more similar to C than A, even the position of 
original points A, B  and C  are not changed. This observation supports the viewpoint 
that the dissimilarity does not need to be a metric because the M N D  does not satisfy 
the triangle inequality which mentioned in [90].
But there are still problems in defining an appropriate similarity measure in some 
special cases of data clustering, such as conceptual similarity. As shown in 2.15, it can 
be observed that although point A is closer to point B  than point C, points B  and C 
should be in the same cluster, not points A and B.
2 .4 .3  C lu ster in g  tech n iq u es
There are many taxonomies representing the clustering methodology. Base on the 
description in [83], different methods of clustering data are described with the help 
of the hierarchy shown in Figure 2.16. As we can see, at the top level, there is a 
major difference between hierarchical and partitional methods, where the hierarchical 
methods can produce a nested series of partition results but partitional methods can 
generate only one. In this thesis, we mainly focus on the partitional methods.
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Figure 2.15: Conceptual similarity between points
A partitional clustering algorithm obtains a single clustering result of the data instead 
of a clustering structure which is produced by a hierarchical technique. Partitional 
methods have advantages in applications involving large data sets for which the con­
struction is not feasible. The problem of using partitional algorithms is the choice of 
the number of expected output clusters. [91] provides guidance on this major problem. 
The partitional clustering methods usually generate clusters based on a criterion func­
tion which is defined on either a subset of the data or the entire data. In practice, the 
algorithm is normally run multiple times with different initial conditions, and the best 
condition obtained from all of the runs is used to get the output clustering.
Squared Error algorithm s
The most intuitive and widely used criterion function in partitional clustering tech­
niques is the squared error criterion, which has been shown to work well with isolated 
and compact clusters. The squared error for a clustering method L of a dataset X
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Figure 2.16: A taxonomy of clustering techniques
which contains K  clusters is
e2(X ,L) =  f ; f > , < j ) - c , | | 2. (2.17)
j = l  i = l
Here is the ith pattern which belongs to the j th cluster and Cj is the centroid of 
the j th cluster.
A typical S quared  E rro r  clustering method is following these steps:
1. Select an initial partition of the patterns with a fixed number of clusters and 
cluster centres.
2. Assign each pattern to its closest cluster centre and compute the new cluster 
centres as the centroids of the clusters. Repeat this step until convergence is 
achieved.
3. Merge and split clusters based on some other conditions, optionally repeating 
step 2.
The A-means is the simplest and most commonly used clustering algorithm employing 
a squared error criterion [92]. It starts with a random initial segmentation and keeps
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grouping the patterns to clusters based on the similarity between the pattern and the 
cluster centres until a convergence criterion is met, such as there is no movement of 
any pattern from one cluster to another, or no squared error decrease significantly after 
some number of iterations. The K-means algorithm is widely used because it is easy to 
implement it and its algorithmic complexity is O(n), which means it takes linear time, 
where n  is the number of patterns. A major problem with this algorithm is that the 
result is sensitive to the selection of the initial partition. In Figure 2.17 shows eight 
patterns in a two dimensional coordinate system. If we start with patterns A, B, and 
C as the initial means around which the three clusters are built, then the partition will 
end as {A}, {B, C}, {D, E, F, G, H}, which is shown by ellipses. The squared error 
criterion value of this partition way is much larger than of the best segmentation way 
{A, B, C}, {D, E}, {F, G, H}, which is shown by rectangles. The correct three-cluster 
solution is obtained by choosing, for example, A, D, and G as the initial cluster means.
A typical K-means clustering method is following these steps:
1. K  initial means are randomly selected from the dataset.
2. K  clusters are created by associating every observation with the nearest mean.
3. The centroid of each of the K  clusters becomes the new means.
4. Steps 2 and 3 are repeated until convergence has been reached.
Graph Theoretic clustering
The most popular graph theoretic divisive clustering algorithm is based on the construc­
tion of minimal spanning tree (MST) of the dataset, and then by removing the MST 
edges with the largest lengths to generate clusters [93]. Figure2.18 gives an example of 
using the MST to obtain the clusters from nine two dimensional points. By breaking 
the link AD with a maximum edge length 5, two clusters {A, B, C} and {D, E, F, G, 
H, 1} are generated. The second cluster can be further divided into two clusters by 
breaking the edge EF, which has a maximum edge length 3 in the cluster {D, E, F, G, 
H, I}. The MST method is normally controlled by a threshold. Thus, depending on the
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Figure 2.17: Results of fc-means algorithm are dependant on initial conditions
threshold, simply breaking large weight edges would either result in the high variability 
region being split into multiple regions, or would merge the ramp and the constant 
region together. Attempts to address this problem, in [94], a method by normalising 
the weight of an edge using the smallest weight incident on the vertices touching that 
edge was proposed. However, this is still not enough to provide a reasonable adaptive 
graph segmentation criterion.
There are also some approaches to do the graph segmentation based on finding compact 
clusters in some feature space [83]. These approaches generally assume that the image 
is piecewise constant, because searching for pixels that are all close together in some 
feature space implicitly requires that the pixels are alike, similar in colour or luminance. 
The method proposed in [95] using feature space clustering initially transforms the 
data by smoothing it in a way that keeps boundaries between different regions. This 
smoothing operation has the overall effect of bringing points which should be in a 
cluster closer together. The method then generates clusters by dilating each point with 
a hypersphere of some fixed radius, and finding connected components of the dilated 
points. This method for data clustering does not require all the points in a cluster to 
locate within any fixed distance.
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Figure 2.18: Clustering method base on Minimum Spanning Tree
Spectral theory can also be used in graph theoretic clustering. Assume that each data 
sample as the graph vertices V, according to the similarity between the sample, we give 
weight value W  to the edge E  between the vertices, so we can get a sample similarity 
based on undirected weighted graph G = (V, E ) . Then in the graph G, the clustering 
problem can be transformed into partition problem. Based on graph theory, it is to 
make an optimal partition that gets the largest similarity in each of the two different 
sub-graphs and has smallest similarity between two sub-graphs. Criteria of partition 
will influence the result of clustering directly.
In Spectral theory, if the graph G is divided into two sub-graphs A and B, A U B =  
V, A fi B =  0, the cost function is:
In [96], Wu and Leahy proposed a clustering method to partition the graph G based on 
this Minimum cut criterion. As shown in Wu and Leahy’s work, this globally optimal 
criterion can be used to produce good segmentation on some of the images. However, 
as Wu and Leahy also noticed in their work, the minimum cut criteria favours cutting
(2.18)
ueA,v€B
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small sets of isolated nodes in the graph. That means visually, the result of this method 
is prone to show in a skew shape.
In order to solve this problem, in 2000, Shi and Malik established a two-way cut objec­
tive function Normalized cut (Ncut) [97]:
(2-i9)
where assoc(A,V) = Y lueA teV w (u ^)-  The Ncut can not only measure the degree of 
similarity between samples in the cluster, but also measures the differences between 
samples in different clusters.
At same time, Shi and Malik also proposed a measure for total normalised association 
with groups for a given partition:
where assoc(A,Ajand  assoc(B,B)are total weights of edges connecting nodes within 
A and B, respectively. This unbiased measure, which reflects how tightly on average 
samples within the cluster are connected to each other. And also we can see, the 
measure Ncut and measure Nassoc are related:
Ncut(A , B) = 2 — Nassoc(A, B) (2.21)
So that means the minimum Ncut function is equivalent to maximizing Nassoc function, 
but usually the optimal partition map is obtained by minimizing Ncut measure.
In [98], Hagen and Kahng proposed another function called Ratio cut objective function:
=  ( 2 ' 2 2 )
where |A|, \B\ is the number of vertices in sub-graph A and B, respectively. Minimize 
Rcut function only considers to make the smallest similarity between each cluster. It 
reduces the possibility of over segmentation, but costs more time.
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Sarkar and Soundararajan proposed a cut objective function in [99] called Average cut 
which defined as:
A ^ ( A , B )  =  2 M  +  E M .  (2.23)
It can be seen that Avcut and Ncut functions both mean that the sum of the ratio 
of the boundary loss in undirected graph G and partition internal relativity, therefore, 
minimizing the objective function Avcut and Ncut can produce more accurate partition. 
As metioned in [97], via experiments, it is found that when using the Normalized cut 
and Average cut criteria for the same image segmentation, respectively, the Normalized 
cut criteria can produce better results.
There is another criteria called Min-Max Cut criteria which proposed in [100]. This 
criteria asks that when the cut(A ,B )  is minimized, the assoc(A,A) and assoc(B,B) 
should be maximized at the same time. This criteria can be achieved by minimising 
the following objective function:
^ a-b)=^SS)+^ S 3 ) ( 2 - 2 4 )
We call this objective function as min-max cut function or Mcut function for short. This 
function can be minimised to avoid the segmentation result that sub-graph containing 
only few vertices, so it tends to produce balanced cut, but the the speed of process is 
slow. Mcut meets the criteria that makes low similarity between different clusters and 
high similarity between samples in the same cluster. This criteria is similar to Ncut, 
but when there are some large overlaps between clusters, Mcut is more efficient than 
Ncut.
The functions of spectral graph clustering methods mentioned above are all segmented 
the graph G into 2 sub-graphs and then by using iteration to achieve the final result. 
This type of functions can be called as two-way cut function. In [101], Meila and Xu 
proposed a method to segment the graph G in to  k different sub-graphs at same time.
This &-way cut objective function is defined as follows:
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In the paper [101], authors pointed out that the difference between Ncut and MNcut is 
only in difference of spectrum maps, and when k=2, MNcut and Ncut are equally the 
same. Multiple normalised cut criteria for is logical and effective in practical applica­
tions, but usually, its optimisation problem is difficult to solve.
In recent years, by further studies on spectral clustering, it has been shown that if we 
use more eigenvectors and do the k-way spectral clustering directly, it can obtain better 
clustering result [102] [103].
In [104], Ng, Jordan and Weiss proposed a multi-way spectral clustering algorithm 
called NJW  algorihm. They selected the eigenvector which is corresponding to the 
first k largest eigenvalue of Laplacian matrix L, so that it constitutes a one-to-one 
correspondence representation with the original data in R k space, then do the clustering 
process in R k space.
The reason why they selected the eigenvector corresponding to the first k largest matrix 
eigenvalue is: For the limited data sets which contain k ideal and separated cluster, 
the first k largest eigenvalue is 1, than the next k+1 eigenvalue is strictly less than 1, 
the difference between these two depends on the distribution of the k clusters. When 
the internal distribution of the cluster is tighter, the external distribution of clusters is 
looser, the k+1 eigenvalue becomes smaller. At this time, the rows of matrix Y  will 
form tight clusters around k well separated points, and these points will be orthogonal 
to each other on the surface of the ^-sphere. And these k clusters on the surface of the 
^-sphere are corresponding to the original k clusters in the original space.
This section concludes the review of the video and image processing methods. As stated 
in the research objectives, our goal is to adopt a user-centric approach and design a 
usable interface that is supported by the multimedia analysis. In order to do that, 
we need to give a background on two aspects of user-centric design: interaction design 
itself and the methodology to evaluate the user experience of the proposed design.
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2.5 In teraction  and In terface D esig n  for V isu a l M ed ia
Figure 2.19: User interfaces on different digital devices
The user interface as shown in Figure 2.19 is where interaction between hum ans and 
machines occurs. The goal of interaction between a hum an and a machine a t the  
user interface is effective operation and control of the  machine, and feedback from the 
machine which help the user to  make a decision for the  nest step. In order to  achieve 
this goal, the  user interface and the  associated interactions should be designed carefully 
and meticulously.
2 .5 .1  D e s ig n  P r in c ip le s  for  I n te r a c t iv e  I n te r fa c e
User interface design focuses on designing flexible environments th a t have a positive 
im pact on a user’s ability to  experience and interact with a  product or service w hether 
th a t product is a  mobile device, software, or a website. It involves creating environm ents 
th a t include strong navigational function th a t can be understood intuitively and used 
effortlessly. As a designer, there is a responsibility to  create the  user experiences th a t 
are simple and transparent. As the result of design work, if it was good, the  user 
should not seek for a  m anual to  learn how to  use it. I t needs to  ju st work. Overall, the  
role of good design is to  make things easier to  use and understand. In [105], Paranas 
proposed th a t the im portance of designing a user interface should be considered early 
in the  design stage and representing it explicitly. They proposed a s ta te  transition  
diagram  as a tool to  design user interfaces following the  processes applied to  other 
parts of com puter systems. However, there are no standard  objective m easurem ent for 
intuitiveness of user interface. We will introduce our m ethod of assessing intuitiveness
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in Chapter 6 by analysing the distribution of users’ clicks in a given task and the time 
spend on using the interface. The intuitiveness as it derived from its definition in [106], 
implies correlation between system inference and the users expectations, intuition was 
an “irrational function” , opposed most directly by sensation, and opposed less strongly 
by the “rational functions” of thinking and feeling. There, Jung defined intuition as 
“perception via the unconscious” : using sense-perception only as a starting point, to 
bring forth ideas, images, possibilities, ways out of a blocked situation, by a process 
that is mostly unconscious.
In [106], Jung states that a person in whom intuition was dominant, an “intuitive 
type” , acted not on the basis of rational judgment but on sheer intensity of perception. 
An introverted intuitive type orients by images from the unconscious, ever exploring 
the psychic world of the archetypes, seeking to perceive the meaning of events, but 
often having no interest in playing a role in those events and not seeing any connection 
between the contents of the psychic world and him or herself.
2 .5 .2  Im age B row sin g  T echniques
There have been a number of approaches to develop visualisation that would augment 
the usability of interfaces to large image collections. In content-based image retrieval 
literature, few systems take the visualisation as a tool for exploring the visual collec­
tions. In the most query by example-based systems, a randomly selected set of images 
from the collection is displayed in a two dimensional grid.
However, some researchers have studied the ways to improve user experience by more 
sophisticated designs of interfaces. In [107], with a map browser which is shown in 
Firgure2.20 the user can interactively pan and zoom a two-dimensional map of the 
world to locate his areas of interest, and select a query area that must contain or 
overlap with the database images. Then, the user can select a catalogue of images, set 
alphanumeric query parameters such as type (e.g. aerial photos, maps, remote sensing 
images). When the query is sent to the databases, the query area is compared to the 
object footprints, according to the functioning matching operator, and those objects 
that match are potentially members of the result set for the query, and then retrieve
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the images overlapping with the area indicated with the map browser.
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Figure 2.20: User interface of Alexandria Digital Library
In [108], a system named Amore was developed. In Amore, the user first selects a 
category of images. An initial set of images can be selected at random or by keyword. Of 
these images, visually similar images can be retrieved: First a correspondence between 
regions in the query and target image is found. Regions corresponding to the same 
regions in the other image are merged. The shape similarity between two regions is 
based on the number of pixels of overlap, a kind of template matching. The colour 
similarity between two regions is the distance in HSL space between the uniform region 
colours. The query image can also be specified by its URL. From the Figure 2.21, we 
can see that the user can set up the relative importance of colour and shape.
In an application named MIR, introduced in [109]and shown in Figure2.22, user can 
browse images by making a query which can include a keywords, an image, or a topic 
category. The user can also set the relative importance of text versus image content, as 
well as of background versus foreground in an image containing people. The similarity
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Figure 2.21: User interface of Amore: Advanced Multimedia Oriented Retrieval Engine
between a query and a database image is a weighted sum of the similarities from 
text-based and content-based. Two colour correlation histograms are matched using 
the Euclidean distance, and for the content of the image, MIR uses natural language 
processing (NLP) techniques in analysing image captions.
In [110], the developers made a tool named Quicklook2. In this application, the user 
initially selects a query image and the features of this image are taken as the first search 
query. The results are listed in decreasing order of similarity, as shown in Figure2.23. 
The innovative part of the system is the relevance feedback method. After the initial 
search results, the images are selected by the user, and each of their features contributes 
to the new query, so that the feature vector becomes larger. The new query feature 
vector is the average of the newly contributing features.
In addition to these interactive interfaces, some systems utilised methodologies to anal­
yse the underlying data structures to present image collections in a more accessible 
way.
In [111], they developed a zoomable image browsing tools Photomesa, which is shown in
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Figure 2.22: User interface of MIR: Multimodal Information Retrieval System
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Figure 2.23: User interface of Quicklook2
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the Figure 2.24. It allows the user to view multiple directories of images in a zoomable 
environment, and uses a set of simple navigation mechanisms to move through the 
space of images. It also supports grouping of images by m etadata available from the 
Exif of the images.
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Figure 2.24: User interface of Photomesa
In the methods presented so far, users can not get an overview of the entire collection. 
As a consequence, much time is wasted in considering non-relevant images and relevant 
images are easily missed. Therefore, intelligent visualisation could give the opportunity 
to guide the user in the exploration.
In [112], Huynh et.ah introduced a method that trades off screen space for better 
presentation of temporal order of photos. They proposed 2 modifications to the existing 
zoomable photo browsers tha t let them support time-based visual search tasks more 
effectively and over larger collections, as shown in Figure2.25. They use the layout to 
pass the temporal information to the user and use representative thumbnail to give the
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better summary of the large collection.
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Figure 2.25: User interface of Time Quilt
The work presented in [1] established three general requirements for similarity-based 
visualisation image browsers: overview, visibility, and structure preservation. The 
overview gives the user the overall impression of the their whole collection and can lead 
the user to the right search direction. Visibility is a fundamental factor for interaction 
between the user and images displayed. The structure preservation makes tha t original 
relations between images in the collection be kept in the visualisation. Based on these 
requirements, an optimised browsing interface was developed, which is shown in the 
Figure 2.26.
In [113], Gerald presented an image database visualisation and browsing system as an 
effective and efficient tool for annotating image repositories. By using this tool, images 
are projected onto either a spherical or a planar visualisation space in a similarity-based 
fashion where visually similar images are located close to each other in the browsing 
interface. Large datasets are handled through a hierarchical data structure, while 
images are arranged on a grid to avoid overlapping and hence user confusion. Their 
results shown that the browsing applications is more efficient for annotation than a 
system based on a conventional linear display of images.
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Figure 2.26: A screenshot of the visualisation system presented in [1]
2.6 U ser S tu d ies in V isu a l B row sing
There are numbers of methods to test and evaluate the performance of a system or 
a software. These methods are vital in visual browsing, since the end user faces and 
constantly interacts with the interface, inducing a multitude of human factors that 
should be considered. The human factor includes psychology, engineering, industrial 
design, statistics, operations research and anthropometry, and in order to consider all 
the elements of human factors research, the user studies for the user experience are 
necessary.
2 .6 .1  G en era l U ser  E x p er ien ce  S tu d ie s
In order to understand and evaluate user experiences, user experience studies have 
been addressing the interactive system design in various aspects. The quality of user 
experience significantly correlates to users'satisfaction and quality of the final product. 
Defining user experience is difficult as it involves all aspects of interaction between the
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user and the product.
Definition o f user experience
In order to describe the notion of user experience, Alben [114] defined it as “the way 
(a product) feels in their hands, how well they understand how it works, how they feel 
about it while theyre using it, how well it serves its purpose, and how well it fits into the 
entire context in which they are using it.”For example, they believed that beauty (i.e. 
aesthetics) as an important quality aspect of technology. It becomes important because 
of its intrinsic value [115], which believes the fact that beauty satisfies a general human 
need [116]. Gaver and Martin [117] argued that it is important that a whole range of 
specific non-instrumental human needs, such as surprise, diversion, or intimacy, need to 
be addressed by technology. By considering the emotional usability, in [118], Hassenzahl 
believed that the better user experience must be concerned about the pragmatic aspects 
of interactive products (i.e. its fit to behavioural goals) as well as about hedonic 
aspect, such as evocation (i.e. self-maintenance, memories), stimulation (i.e. personal 
growth, an increase of knowledge and skills) and identification (i.e. self-expression, 
interaction with relevant others). Some other researchers thought the user experience 
is about the importance of antecedents of product use and evaluative judgments [119] 
and emotions as consequences of product use [120]. They were more concerned with the 
challenges such as how computers can detect user affect, adapt to it, or even express 
its own affective response [121]. And also some other researchers believed that the user 
experience is about two aspects of technology: its situatedness and its temporality. 
In this view, an experience is a unique combination of various elements, such as the 
product and internal states of the user (e.g. mood, expectations, active goals), which 
extends over time with a definitive beginning and end [122].
Thus, there is no conclusive agreement in defining the user experience. However ac­
cording to previous studies, three common factors which can influence user experience 
are generally clarified. Hassenzahl and Tractinsky [123] indicated that user’s internal 
state (expectation, needs, etc), the characteristics of the designed system (purpose, us­
ability, functionality, etc), and context’ are factors to influence user experience. Inline
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with Hassenzahl and Tractinsky, authors Forlizzi and Ford [124] proposed an initial 
framework for understanding user experience. Three main factors in this framework 
are users, products and context of use.
Besides the three common factors of user experience, there is similarity among user 
experience studies regarding the way to conduct user experience studies. Jodi and 
Katja [122] presented a framework to design experience for interactive system. They 
emphasised that emotion is core of understanding human experience and a key factor of 
user-product interaction and user experience. Emotion can also help users to evaluate 
the interaction outcomes and experience in interacting with products. Moreover, Jodi 
and Katja introduced co-experience to explain user experience in social contexts of use. 
Co-experience is defined as the experience, which is created together or shared with 
other users through product use. They argued that social context of use has great influ­
ence on co-experience and subsequently the user experience. The user-centred models 
approach to design experience offers way to understand the users and help designers 
to know users’ requirements and expectations of the product. Usability Professional 
Associations (UPA) stated that Designing the user experience showing a typical User 
Centered Design (UCD) process. A number of researches involved in the user experi­
ence studies [125] [126] [127] [128] indicated the close relationship between UCD and 
user experience studies. The UCD methodology is based on international standard of 
Human-centred design process (ISO 13407). This standard is cycle of work which in­
volves four main issues: specification of user requirements, specification of the context 
of use, design solution, and evaluation of design. User requirement analysis, quality 
evaluation are the major parts of user experience studies.
U ser requirem ent analysis
User requirement analysis is the starting point of user experience studies in the in­
teractive system design. In this stage, various types of user needs and expectations 
are collected, analysed, prioritised, and finally documented in user requirements [129]. 
It does not only provides essential information in understanding users’ needs, expec­
tation and desires, but also can be critical and valuable to the success of final prod-
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uct [130] [128] [125]. There are various types of methods for user requirement analysis, 
Maguire and Bevan [128] presented a framework of user requirement analysis which 
contains four stages: Information gathering, User needs identification, Envisioning and 
evaluation, and Requirements specification.
Information gathering aims to collect background information of users and stakeholders. 
Number of methods are adopted in this stage such as Stakeholder Analysis, Diary 
Keeping, Secondary Market Research... For example, Stakeholder Analysis is to identify 
specific users and stakeholders who may have impact on the system or be influenced by 
the system, such as end users, installer, maintainers. In addition to this, this procedure 
learns how to balance the competitive requirements from different user and stakeholder 
groups. Secondary Market Research, which involves researching published resources 
to learn the possible user market. Context of use analysis is to capture contextual 
information of the system. Diary Keepingrequires user to keep record of behaviour 
over a period of time, this may lead the identification of user requirements for a new 
system or product. Other methods such as Task Analysis, Rich Picture, Field study, 
and Video Recording [128] are also adopted for information gathering.
User needs identification is the second stage of user requirement analysis. Several 
methods are recommended for identification of user needs such as User Surveys, Fo­
cus Groups, Interviewing... User surveys consists of closed questions with fixed options 
and several open questions. This method can obtain useful quantitative and qualitative 
information to identify user needs, expectation and attitudes to the new system. Focus 
Groups means to hold a discussion session with a cross-section of stakeholders to gen­
erate useful information for requirement elicitation and identify prospective problems. 
Interviewing, Scenarios and use cases, and Future Workshops are adopted to identify 
user needs.
The third stage is Envisioning and Evaluation. Within this stage, user feedback is 
gathered based on the prototype to refine and evolve the user requirement. Some 
techniques are referred in this stage such as Card Sorting, Brainstorm, Affinity Dia­
gramming, Story boards, and etc.
The last stage is Requirements Specification. Several techniques are introduced to spec­
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ify user and organisational requirements such as Task/Function mapping, Requirements 
Categorisation, Prioritisation, and Criteria Setting.
Furthermore, Hanington [130] categorised the methods to conduct user requirement 
analysis into three groups: traditional methods, adapted methods, and innovative 
methods. Surveys, Interviews, Questionnaires, and Focus Groups are categorised as 
traditional methods. Theses traditional market research methods are appropriate to 
collect user requirements for a large number of people, however the information gathered 
from this method is either confirming or disproving the already known existing truth. 
It can not provide innovative idea for the product. Adapted methods are borrowed 
from other related human research disciplines such as Observation Methods, Anthro­
pology Methods, and Ethnography Methods. Innovative methods are appropriate during 
generative research. Innovative methods are identified in creative sessions in which 
users are required or invited to participate to generate idea, communicate thoughts 
and ideas. Innovative methods such as Card Sorting, Diaries, and Probes are good 
ways to generate novel ideas for the product.
Quality evaluation
The quality is determined by a complex function of parameters which involve produced 
quality, encoded quality and capability of correcting transmission errors [131]. In ad­
dition, several factors such as individual characteristics, emotions, expectations, and 
knowledge contribute different weightings to the attribute of quality. The research 
methods to tackle this complex function of multimedia quality are called subjective 
quality evaluation or perceived quality evaluation methods. Quality evaluation can be 
used to evaluate perceptual multi-modal acceptability, preferences, and critical quality 
factors [132].
There are two main approaches to conduct a quality evaluation: Psychoperceptual 
Approach and User-centred Approach [131] [133] [134] [135].
Methods of psychoperceptual approach are based on Telecommunication Union (ITU) 
recommendations. Three widely used methods are double-stimulus impairment scale
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(DSIS), double stimulus continuous quality scale (DSCQS), and single stimulus contin­
uous quality evaluation (SSCQE).
For multimedia quality evaluation, the most notable method is single-stimulus method, 
called Absolute Category Rating (ACR). It uses short test stimuli ( less than 10s) and 
the test sequences are watched one by one without reference and are rated independently 
and retrospectively [131] [135].
The second approach is considered as user-centred approach. Currently, there is no 
conclusive agreement about the methodological guidelines and standard methods for 
user-centred approach. However, the popularity of this approach has been well estab­
lished especially in human-computer interaction area. According to previous researches, 
acceptability and quality of perception (QoP) are the primary ways to conduct quality 
evaluation for user-centred approach. W ith respect to acceptability measures, either 
identifying the lowest useful quality level or using binary acceptance ratings is adopted. 
On the contrary, QoP is a ‘sum of the scores for information assimilation and satis­
faction’ [131]. Another way to conduct the quality evaluation is quantitative studies. 
Quantitative studies are similar to usability studies, which use usability metrics to 
evaluate user experience. In [136], Tullis and Albert provide a comprehensive and 
practical guide of using usability metrics to measure user experience in their book. 
They claimed that being able to complete a task can reflect the effectiveness of the 
product; the amount of time/effort required to finish a task can reveal the efficiency; 
the degree to which the use was happy while performing the task can reveal the sat­
isfaction. Therefore, in our experiments, we did not only use quantitative studies like 
recording the users'time and clicking number and observing their trend but also we 
used questionnaire and interview to measure the user experience.
2 .6 .2  U ser  S tu d ies  o f  U ser  In terfaces
We take the view that application or website technology is moving towards more and 
more concern for the user in the design of the interface. Logically, because the user 
interface is the bridge connects the system and the user, an objective evaluation of the 
user interface is necessary.
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Q uestionnaire for user interface evaluation
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Figure 2.27: Questionnaire for user interface evaluation
Questionnaire, shown in the Figure 2.27, has long been used to evaluate user interfaces. 
Normally, questionnaires are printed on paper or shown on the computer screen and can 
be filled without the help from supervisors, besides the user answering the question. But 
the question is what types of questions should we put into the questionnaire, and which 
is the relationship between these types of question and the merits of each type. In [137], 
authors assume that there are two kinds of concerns that an application evaluator 
should have: to identify the new problem and to get more information on existing 
problem. They used three type of questions in questionnaire to do the evaluation: 
checklists, specific questions and general questions. The first concern which is to identify 
the new problem can be addressed by the checklists and the general questions, and 
the other concern can be done by checklists and specific questions. And they found 
that checklist questionnaires were not sufficient in evaluating systems since they did 
not indicate what new features were needed, general questions were suggested as a 
possible supplement for checklists. In [138], it was found that users preferred concrete 
adjectives for evaluations, and also specific evaluation questions appeared to be more
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accurate than global satisfaction questions.
In a scenario-based usability study, participants use a product, such as a computer 
application, to do a series of realistic tasks. In [139], A type of questionnaire called 
After-Scenario Questionnaire (ASQ) was introduced. It is a three-item questionnaire 
that IBM uses to assess participant satisfaction after the completion of each scenario 
in usability evaluation. The items address three important components of user satis­
faction with system usability: ease of task completion, time to complete a task, and 
adequacy of support information. Because the ASQ is very short, it takes very little 
time for participants to complete, which is an important practical consideration for user 
study. It will be good if the evaluator can make the questionnaire as short as possible. 
Otherwise, if a questionnaire like the one in [140], conducts quite sophisticated user 
study by rating 27 system attributes on 10-point scales, followed by a factor analysis, 
it might be jeopardising user’s concentration and response rate. And for overall user 
satisfaction test, still in [139], another type of questionnaire named Post-Study Sys­
tem Usability Questionnaire (PSSUQ) was introduced which is a 19-item instrument 
for assessing user satisfaction with system usability. Based on this, by comparing to 
the ASQ, it takes much more time to compete the PSSUQ. But PSSUQ has its own 
advantage which is only need to complete it once at the end of a usability study. So it 
means PSSUQ allows participants to provide an overall evaluation of the system they 
used.
Interviewing for user interface evaluation
Interview are very similar method to the questionnaire method. It involves asking users 
a set of questions and recording their answers. In an interview, there is an interviewer 
to read the questions to the respondent, and the answers are recorded by the interviewer 
instead of being finished by the respondent, like questionnaire. That means, interview 
has its own disadvantage that it require more time and involves more participants. But 
on the other hand, interview has its unique advantage. It makes the study much more 
flexible, because the interviewer can explain difficult questions in more depth and can 
identify if the respondent get misunderstand about the question. The interview gives
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Figure 2.28: Interview for user interface evaluation
more opportunity to communicate to the user and to get extra information from the 
them.
Interviews normally have many general questions which let the users explain themselves 
in depth. And these feedbacks can be quoted and used to enliven the report. During 
the interview, the interviewer should stay independent and not show agreement and 
disagreement with the user’s responses.
A common fact for both questionnaire and interview methods is that the developer does 
not need to trust all the users’ responses. People have a tendency to give replies they 
think they ought to give, especially to some sensitive questions where the actual facts 
might embarrass them. So, when the evaluator design the questionnaire or interview, 
this type of questions should be avoided.
Chapter 3
V ideo Sum m arisation
The digital video is a medium that is very information-intensive and that requires high 
rate at which that information is presented to the user. To be more specific, the lower 
limit of the required rate at which frames are displayed to the user without incurring 
flickering artefacts is 25 frames per second. This means that a 90 minutes long feature 
movie has approximately 135,000 frames. Not only would it be impossible to ask a 
user to go through the entire set of video frames and locate the specific visual content, 
but it is also unnecessary. There is a vast redundancy in the video data, that can be 
minimised by applying abstraction or summarisation methods. Therefore, in order to 
generate an intuitive interface to a large video database, a key-frame based video sum­
marisation approach was adopted to represent the video content. This would minimise 
the overwhelming redundancy of video data and fit the overall requirement to interact 
with the visual content through images, regardless of the type of visual medium: pho­
tos, videos, graphics, etc. The proposed approach comprises a fast two-step clustering 
algorithm that extracts the representative set of key-frames and estimates the rank of 
the key-frames in the final visual summary. The visual summary is presented to the user 
in the form of comic-like storyboard. To demonstrate the results of the proposed video 
summarisation and prioritisation method, a comic layout algorithm introduced by Calic 
et.al. [141] has been adapted and utilised. Initially we present two methods for efficient 
key-frame extraction, one based on information theory, i.e. mutual information metric, 
and the other on K-means clustering. The fourth section of this chapter introduces
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a novel frame ranking procedure, while the final section briefly outlines the summary 
generation algorithm. Evaluation results of the presented methods are presented at the 
end of this chapter.
The main paradigm behind the proposed system for interaction with large-scale visual 
repositories is to deliver an intuitive and effective content management system that will 
empower the user through novel interaction metaphors, rather than determining high- 
level semantic information to facilitate easy retrieval and browsing. In order to achieve 
such a goal, it is crucial to derive a methodology that would enable fast and robust 
algorithm for video summarisation and scalable algorithm for summary prioritisation. 
Thus, it is vital to select an easily accessible visual feature descriptor and a highly 
efficient analysis method that will rank the visuals by its representation potential in 
the final user interface. Two different approaches were proposed, one following the 
temporal partition of the video sequence and one utilising frame clustering based on 
perceptual features.
3.1 Keyframe Extraction using M utual Information
Having in mind the simplicity and reported effectiveness in estimating redundancy in in­
formation present in the video data, especially if some level of redundancy in abstracted 
content is allowed, a metric based on information theory called mutual information (MI) 
has been employed. The MI metric can exploit the inter-frame dependencies in infor­
mation embedded in neighbouring video frames in a more compact way than other 
methods [48].
Therefore, a novel method for estimating frame similarity metric is proposed, based 
on the definition of mutual information between two random variables. It generates a 
robust similarity measure efficiently, so that it can be utilised afterwards in the video 
key-frame extraction process.
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3 .1 .1  D efin itio n  o f  M u tu a l in form ation
Let X  be a discrete random variable with a set of possible outcomes A x  = {«i, «2 , •••an} 
having probability {pi,p2, ...-Pn}, with px(% =  (%) = P i , P i  > 0 and 53zeAx Px{ x )  =  1. 
The entropy that measures the information content of X  is defined as:
H ( X )  = -  ^ 2  px (x)\ogpx (x). (3.1)
xeAx
In case that we analyse two variables X  and Y , their joint entropy (JE) of is expressed 
as:
H ( X , Y )  = -  ^ 2  PXY(x,y)  logpxy(x,  y), (3.2)
x,yeAx,AY
in which, px Y (x, y) is the joint probability density function. For two random variables 
X  and y ,  the conditional entropy of Y  given X , written as H( Y\ X) ,  is defined as:
#(x,y)= px(%)*(y|x = %)
(3.3)
=  -  53 P x Y ( x , y )  l o g p X Y ( x \ y ) ,
x,y£Ax,AY
where pxY(x\ y )  denotes conditional probability. The conditional entropy H( Y \ X )  
represents the uncertainty in Y  given the knowledge of X .  It specifies the amount of 
information that is gained by measuring a variable while already knowing another one. 
This information is very useful for measuring a functional relationship between two
data sets. The presented conditional entropy has the following properties:
. #(x|y) < #(x)
• H{X\ Y)  = H( Y \ X)
• H( X \ Y)  = 0 & X  = f ( Y )
Having this in mind, the new measure called mutual information between the random 
variables X  and Y  is defined by:
W )  =  -  Ç  (3.4)
X.yGAx.Ay
Mutual information (MI) measures the amount of information conveyed by X  about 
y . The main properties of mutual information I ( X , Y )  are:
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.  %  Y) > 0
• For both independent and zero entropy sources X  and Y: I (X,  y )  =  0
.  f ( x , y )  =  f ( y ,x )
• The relation between the mutual information I (X,  y) and the joint entropy H (X , Y)  
of random variables X  and Y  is given by:
f(x, y) = #(x) + #(y) -  #(x, y) (3.5)
where H ( X)  and H( Y)  are the marginal entropies of X  and Y.
• The MI is a measure of the additional information known about one expression 
pattern hen given another as is defined by
/(X , y )  =  H ( X)  -  H( X \ Y )  (3.6)
As shown in Equation 3.5, MI not only measures the correspondence between random 
variables X  and Y  but also provides the amount of overlapping information of the two 
variables. According to these properties, if the amount of overlap information between 
H ( X)  and H( Y)  decreases, MI also reduces. According to the Equation 3.6, the MI 
will decrease if variable X  has no information about variable Y.
3 .1 .2  K ey-fram e e x tra c tio n  b ased  on  m u tu a l in form ation
The formulation of MI as a measure of overlapping information between two variables 
can represent the similarity between two frames, forming the metric required for key­
frames extraction analysis. Therefore, if we define two variables that robustly represent 
the content in two compared frames, MI can directly act as our frame similarity metric.
Adopting this approach, the proposed frame similarity measure is the MI value between 
two frames, calculated separately for each of the RGB components. The luminance 
level of each component in the video sequence is considered to be in range from 0 to 
V  -  1. At frame f t , three V  x V  matrices C£t+1, C g +1 and Cfit+1 are generated, 
measuring the information on the level of pixel level changes between frame f t  and
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f t+1. As an example, for component R, the element C^t+1(i,j) , with 0 < % <  V — 1 and 
0 < j  < V — 1, means the probability that a pixel with the value i in frame f t  has the 
value j  in fram e/t+i. Base on the definition of mutual information and the calculation
After calculating the MI values, which provide the information about content changes 
between consecutive frames in the video, the key frames are selected by threshold 
the frame difference metric. Let us have a video sequence that contains N  frames 
v = { /i, / 2 , ..., /at} and the MI values in this video is dv = { /i,2 , /2,3, •••, And
obviously, it is easy to get the average MI value dmof the whole video sequence:
In order to locate the frame transitions in the sequence where the content changes 
significantly, we need to define an appropriate threshold value e to detect the changes. 
If dv <  e, we assume that the content between two frames did not change significantly, 
i.e. that they are in the same shot. Oppositely, if dv >  e, we assume that the content 
between two frames did change significantly, so we separate them into different shots. In 
order to estimate empirically the best threshold value, we have conducted experiments 
where the value s was set to 3 different levels: e = dm — 3cr^, £ — dm -  4cr^ and 
an empirical value e — 22%dmax, respectively. Here, the value <Jds is the the standard 
deviation of the MI metric dv for the whole sequence, while dm and dmoz are the mean 
and maximum value in dv respectively. If we consider the normal distribution of the 
dv variable, we can expect that for £ = dm — 3<Tds and £ = dm — 4(7^, the confidence 
intervals are:
method which is shown in Equation 3.4, the mutual information dj*t+1 representing the 
transition from the frames f t to ft+i for R  component is defined as:
(3.7)
The total MI is defined as a sum of each component’s MI value:
(3.8)
(3.10)
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and
e r f  (4) =  4 =  /  e~t2(it ~  0.99934, (3.11)
V 7r Jo
respectively. This means that given the normal distribution of dv, the highest like­
lihood is that a video that contains 10000 frames (i.e. is 400 seconds long) will be 
segmented into cca. 30 shots and 10 shots by utilising the two thresholds respectively 
(this approximately means 11 seconds and 35 seconds per shot).
Finally, in order to extract the key-frame representative, we assume that the proposed 
temporal parsing of video separates it into different shots. Thus, from each shot a single 
frame is extracted to represent the dominant content present in the shot. In order to 
maintain high efficiency while keeping some redundancy in the extracted key-frame set, 
the simple algorithm that locates the frame with closest MI value to the average MI 
value of its shot is selected as the key-frame detector function.
3.2 Key-frame extraction using K-means clustering
It has been demonstrated that clustering approach to video summarisation can achieve 
efficient and usable results. The K-means algorithm is a clustering algorithm used 
commonly in data analysis because of its stability, easy implementation and low al­
gorithmic complexity O(N).  In order to achieve fast minimisation of the perceptual 
redundancy in video, a clustering approach using K-means algorithm is utilised. This 
approach is used not only to exploit the algorithm’s efficiency and robustness, but also 
to perform subsequent unsupervised processing more effectively.
The traditional approach to the K-means clustering algorithm used for key-frame ex­
traction is to treat every frame of the video as a point in an JV-dimensional feature 
space. Here, we use 128-bin HSV colour histogram as the feature vector. Using an 
iterative approach, the cluster centres and group memberships are updated in each 
iteration in order to minimise intra-group distances. Finally, the point nearest to the 
clustering centre is selected as the key-frame candidate of the group. The detailed flow 
chart of the key-frame extraction algorithm is depicted in Figure 3.1.
The main drawbacks of this algorithm are a need to determine the number of cluster
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Figure 3.1: Flow chart of the key-frame extraction algorithm using K-means claustering.
centres a-priori and the initialisation the centres. Since our goal is only to remove 
redundancy by over-segmenting the dataset, the number of clusters K  has been estab­
lished empirically. For a video with the frame-rate of 30fps, a ratio of 90 frames per 
group generates on an average one key-frame candidate for 3 seconds of video, which 
is a reasonable assumption. By doing this, we define exactly the number of key-frame 
candidates for a given video clip, which is useful in the process of interaction and inter­
face design. The number of clusters is thus derived as K  = L/90, where L  is the length
3. Video Summarisation 72
of video in frames. As we have stated before, the initial positions of cluster centres does 
bias the final grouping of the frames. Thus, in order to achieve an even representation 
of the visual content, the locations of the cluster centres will be distributed uniformly 
throughout the video sequence.
During the clustering, only the intra-frame distances are calculated. By doing this, 
the iterative calculation of exact position of the cluster centre is avoided, resulting in 
a significantly faster algorithm convergence. Following this approach, the number of 
key-frame candidates will be higher than the number of shots in the video and many 
perceptually similar frames will be generated. However, by subsequent application of 
an unsupervised clustering method, a set of video key-frames is generated and used for 
image-based search and browsing.
3.3 Frame Ranking
As mentioned before, our aim is to generate an intuitive and easily-readable video 
summary by conveying the significance of a shot from analysed video sequences by the 
size of its key-frame representative. Any cost function that evaluates the significance 
is highly dependent upon the application. In our case, the objective was to create a 
summary of archived video footage. Therefore, the summary should clearly present 
visual content that is dominant throughout the analysed section of the video, as well 
as to highlight some unanticipated content.
More generally speaking, being essentially a problem of high-level understanding of 
any type of analysed content, the summarisation task requires a balance between the 
process that duly favours dominant information and the discovery of the content that 
is poorly, if at all, represented by the summary. Keeping this balance is important 
especially in case of visual summarisation, where introduction of unanticipated visual 
stimuli can dramatically change the conveyed meaning of represented content.
In a series of experiments conducted in year 1918 to indicate the usefulness and ef­
fectiveness of film editing [142], Russian filmmaker Lev Kuleshov demonstrated that 
juxtaposing an identical shot with different appendixes induces completely different
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meaning of the shot in audiences. In other words, the conveyed meaning is created by 
relation and variance between representing elements of visual content.
In the case of video summarisation, the estimation of frame importance (in our case 
frame size) in the final video summary layout is dependant upon the underlying struc­
ture of available content. Thus, the algorithm needs to uncover the inherent structure 
of the dataset and by following the discovered relations evaluate the frame importance. 
By balancing the two opposing representability criteria, the overall experience of visual 
summary and the meaning conveyed will be significantly improved.
3 .3 .1  Fram e grou p in g
In order to generate the cost function C(i) , i  =  1 , . . . ,  AT where C(i) E [0,1] that 
represents the desired frame size in the final layout, the key-frames are initially grouped 
into perceptually similar clusters. The feature vector used in the process of grouping 
is the same HSV colour histogram used for key-frame extraction appended with the 
pixel values of the DC sequence frame representation, as proposed in [143], in order to 
maintain essential spatial information.
Being capable of analysing inherent characteristics of the data and coping very well with 
high non-linearity of clusters, a spectral clustering approach was adopted as method 
for robust frame grouping [144]. The centeroid-based methods like K-means failed 
to achieve acceptable results since the number of existing clusters had to be defined 
a-priori and these algorithms break down in presence of non-linear cluster shapes [145].
In order to avoid data dependent parametrisation required by bi-partitioning approaches 
like N-cut [146], we have adopted the K-way spectral clustering approach with a novel 
unsupervised estimation of number of clusters present in the data.
The initial step in the spectral clustering technique is to calculate the affinity matrix 
Wn x N, a square matrix that describes a pairwise similarity between data points, as 
given in Equation (3.12).
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Instead of manually setting the scaling parameter cr, Lihi and Perona [147] introduced 
a locally scaled affinity matrix, where each element of the data set has been assigned 
a local scale cr^ , calculated as median of k = 7 neighbouring distances of element i so 
that the affinity matrix becomes:
\\xi - x3\\
% c ( W ) = e  (3.13)
After calculating the locally scaled affinity matrix Wioc a generalised eigen-system given 
in Equation (3.14) is solved.
(D -  W )y  =  XDy (3.14)
Here, D  is known as a degree matrix, as given in Equation (3.15).
D(i, i )  = Y i Wloc{hj) (3.15)
3
K-way spectral clustering partitions the data into K clusters at once by utilising infor­
mation from eigenvectors of the affinity matrix. The major drawback of this algorithm 
is that the number of clusters has to be known a-priori. There have been a few algo­
rithms proposed that estimate the number of groups by analysing eigenvalues of the 
affinity matrix. By analysing the ideal case of cluster separation, Ng et.al. in [104] show 
that the eigenvalue of the Laplacian matrix L = D — W  with the highest intensity (in 
the ideal case it is 1) is repeated exactly k times, where & is a number of well separated 
clusters in the data. However, in the presence of noise, when clusters are not clearly 
separated, the eigenvalues deviate from the extreme values of 1 and 0. Thus, counting 
the eigenvalues that are close to 1 becomes unreliable. Based on a similar idea, Polito
and Perona in [148] detect a location of a drop in the magnitude of the eigenvalues in
order to estimate k, but the algorithm still lacks the robustness that is required in our 
case.
Here, a novel algorithm to robustly estimate the number of clusters in the data is 
proposed. It follows the idea that if the clusters are well separated, there will be two
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Figure 3.2: Sorted eigenvalues of affinity matrix with estimated number of data clusters 
nC lust in the ideal case (A;) and a real case (Ar ). By clustering eigenvalues in two 
groups, the number of eigenvalues with value 1 in the ideal case can be estimated
groups of eigenvalues: one converging towards 1 (high values) and another towards 0 
(low values). In the real case, convergence to those extreme values will deteriorate, but 
there will be two opposite tendencies and thus two groups in the eigenvalue set. In order 
to reliably separate these two groups, we have applied K-means clustering on sorted 
eigenvalues, where K  = 2 and initial locations of cluster centres are set to 1 for high- 
value cluster and 0 to low-value cluster. After clustering, the size of a high-value cluster 
gives a reliable estimate of the number of clusters K  in analysed dataset, as depicted in 
Fig. 3.2. This approach is similar to the automatic thresholding procedure introduced 
by Ridler and Calvard [149] designed to optimise the conversion of a bimodal multiple 
grey level picture to a binary picture. Since the bimodal tendency of the eigenvalues 
has been proven by Ng et.al in [104], this algorithm robustly estimates the split of the 
eigenvalues in an optimal fashion, regardless of the continuous nature of values in a 
real noisy affinity matrix (see Fig. 3.2).
Following the approach presented by Ng. et. al in [104], a Laplacian matrix L = D — W  
( see Equation (3.14) ) is initially generated from the locally scaled affinity matrix Wjoc 
with its diagonal set to zero Wz0c(b i) = 0. The formula for calculating the Lapacian 
matrix normalised by row and column degree is given in Equation (3.16).
%  j) =  % c (w ) / ( D ( U )  - a i w ) ) (3.16)
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After solving the eigen-system for all eigenvectors eV  of L, the number of clusters k is 
estimated following the aforementioned algorithm. The first k eigenvectors eV(i) , i  = 
1, k form a matrix X N Xk(i , j).  This matrix is re-normalised for each row to have 
unit length, as given in Equation (3.17).
groups using the K-means algorithm. The original point i is assigned to cluster j  if the 
vector X(i)  was assigned to the cluster j.
This clustering algorithm is used as the first step in revealing the underlying structure 
of the key-frame dataset. The following section describes in detail the algorithm for 
calculation of the cost function.
3 .3 .2  C ost fu n ction
In order to represent the dominant content of the selected section of video, each cluster 
is represented with a frame closest to the cluster centre. Therefore the highest cost 
function C(i) =  1 is assigned for d = 0, where d is the distance of the keyframe closest 
to the centre of cluster and Oi is ith frame’s component variance. Other members of 
the component are given values:
Parameter a  can take values a  G [0,1], and in our case is chosen empirically to be
0.7. In Figure 3.3, a range of different cost dependency curves are depicted for values 
a  G {0.5,..., 1.0} with maximum value of the cost function Cmax = 1. The value of a 
controls the balance between the importance of the cluster centre and the outliers.
By doing this, cluster outliers are presented as more important and attract more atten­
tion of the user than key-frames concentrated around the cluster centre. This grouping 
around the cluster centres is due to common repetitions of similar content in videos,
(3.17)
Finally, by treating each column of X  as a point in Rfc, N  vectors are clustered into k
"max (3.18)
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Figure 3.3: Importance measure assigned to the frames depending on their distance 
from the cluster centre
often adjacent in time. To avoid the repetition of content in the final summary, a set of 
similar frames is represented by a larger representative, while the others are assigned 
a lower cost function value.
3.4 Generation of Comic-like summaries
Having extracted the key-frame representation with associated cost function values, 
the final video summaries are created using the comic-like summarisation metaphor. 
This algorithm is fully adopted from the work by Calic et.al [141] [150], and for the 
completeness of the description, a brief outline of the implemented methods is given in 
this section.
In order to intuitively transform the temporal dimension of videos into the spatial 
dimension of the video summary, we follow the definition of the art of comics as a 
sequential art [151] where space does the same as time does for film [152]. In comics, 
the panel is a basic spatial unit and it distinguishes an ordered pictorial sequence 
conveying information from a random set of images laid out on a page. Therefore, in 
order to achieve an intuitive perception of the comic-like video summary as a whole,
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Figure 3.4: Panel templates for panel heights 1 to 4. Arrows show the temporal sequence 
of images for each template, adopted from the narrative structure in comics.
panels in the summary layout need to follow basic rules of comics’ narrative structure 
(e.g. time flows from left to right, and from top to bottom). A set of utilised panel 
templates, for panel heights 1-4, is depicted in Fig. 3.4.
The summary generator module takes as input the available panel templates together 
with the calculated cost function values and the extracted key-frames, and outputs 
the final summary layout. However, fitting of the finite set of frame size combinations 
in panel templates to a desired values of the cost function is a discrete optimisation 
problem. There have been numerous attempts to solve the problem of discrete opti­
misation for spatio-temporal resources. In our case, we need to optimally utilise the 
available two-dimensional space given required sizes of images. However, unlike many 
well studied problems like stock cutting or bin packing [153] [154], there is a non-linear 
transformation layer of panel templates between the error function and available re­
sources. In addition, the majority of proposed algorithms arc based on heuristics and 
do not offer an optimal solution.
Therefore, a sub-optimal solution that uses dynamic programming is proposed. This
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method achieves deviation to optimal results that can be practically disregarded, while 
substantially reducing the algorithmic complexity. Dynamic programming, introduced 
by Bellman in [155], finds an optimal solution to an optimisation problem min e(xi ,X 2 , ■■■, 
when not all variables in the evaluation function are interrelated simultaneously:
£ =  £i(xi,  x 2) +  E2(32, 3 3 ) +  ... +  £n- l ( x n- i , x n) (3.19)
In this case, solution to the problem can be found as an iterative optimisation defined 
in Eq. (3.20) and Eq. (3.21), with initialisation fo(xi) = 0.
min e(xi, x 2, ..., xn) =  m in/n_i(æn) (3.20)
=  min[/j-2 (3 j-l) +  £j - i (xj - i ,  Xj)] (3.21)
The adopted model claims that optimisation of the overall page layout error A, given 
in Eq. (3.22),
A = £c(»)-e(i) (3.22)
Vi
is equivalent to optimisation of the sum of independent error functions of two adjacent 
panels Xj-i  and xj,  where:
e ^ x j - u x j )  =  Y i  (C(i) -  6(i))2 (3.23)
ie{xj-iUXj}
Although the dependency between non-adjacent panels is precisely and uniquely defined
through the hierarchy of the DP solution tree, strictly speaking the claim about the
independency of sums from Eq. (3.19) is incorrect. The reason for that is a limiting 
factor that each row layout has to fit to required page width w, and therefore, width of 
the last panel in a row is directly dependent upon the sum of widths of previously used 
panels. If the task would have been to lay out a single row until we run out of frames,
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regardless of its final width, the proposed solution would be optimal. Nevertheless, 
by introducing specific corrections to the error function the sub-optimal
solution often achieves optimal results.
The proposed sub-optimal panelling algorithm comprises following procedural steps:
1. Load all available panel templates X{
2. For each pair of adjacent panels
(a) If panel heights are not equal, penalise
(b) Determine corresponding cost function values C(i)
(c) Form the error function table £ j - i ( x j - i ,  xj) as given in Eq. (3.23)
(d) Find optimal f j - i ( x j )  and save it
3. If all branches reached row width w, roll back through optimal f j- i(x j ' )  and save 
the row solution
4. If page height reached, display the page. Else, go to the beginning
Formulation of the error function table £ j - i ( x j - i ,  Xj) in a specific case when panel 
reaches the page width w, the following corrections are introduced:
• if current width wcurr > w, penalise all but empty panels
• if current width w Curr =  w ,  return standard error function, but set it to 0 if the 
panel is empty
• if current width wcurr < w, empty frames are penalised and error function is 
recalculated for the row resized to fit required width w, as given in Eq. (3.24).
Ej- i ix j - ! ,  Xj) = Ç (C (* )  -  • 0( i))2 (3.24)
i
In this context, penalising means assigning the biggest possible error value to Ej -i (x j - i ,X j )  
and w is the required page width. Typically, normalised dimensions of the page, its 
width w and height h, are determined from the cost function and two values set by
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the user: expected number of frames per page A/- and page aspect ratio 7Z, as given in
The results of video summaries generated using the extracted key-frames with associ­
ated cost function values in the form of comic-like layout are given in detail in following 
section 3.6. As an example we give a summary of a TRECVID video taken from the 
CNN news repository. The slight redundancy of the content is balanced by highlighting 
more salient key-frames in the summary, while the repetitive content is clustered into 
groups and presented smaller. Yet, the overall structure in time in observable and easy 
to follow.
Figure 3.5: Comic-like summary of a news sequence from TRECVID CNN corpus.
3.5 E valuation  o f K ey-fram e E xtraction
Eq. (3.25).
(3.25)
sound, vision, sou l
PÀHOA CVfc W6F6S feO*£ WfTHRl THE MMT MOUQ
In this section, the results of two different approaches to key-frame extraction are 
presented. They comprise evaluation of the mutual information video partitioning ap-
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Video Time length Frames Cuts
FRANC101 34ml7s 49336 13
FRANC 102 36ml7s 52193 31
FRANC 104 34m58s 50320 81
Table 3.1: Ground tru th  of the text videos
proach and the colour based K-means clustering. To evaluate the performance of key­
frame extraction methods, 3 video sequences taken from the TRECVID test corpus 
were used. In total, the sequences contain around 1.5 hours of material and have been 
digitised with a frame rate of 24fps at a resolution of 350x240 pixels. The shot bound­
aries throughout the three sequences were manually generated, defining the ground 
tru th  data, as presented in Table 3.1. We have implemented the key frames extraction 
algorithms in C + +  using the Microsoft Visual C + +  6.0 development environment with 
the default optimisation (for faster execution) turned on. The computer used for the 
experiment was an Intel Core 2 Duo 2.8GHz with 2GB RAM desktop, and running a 
Windows XP Professional operating system.
In order to evaluate the performance of the key-frame extraction based upon the tempo­
ral partitioning of the videos, presented in Section 3.1 and 3.2, the locations of extracted 
key-frames are evaluated following the receiver operating characteristics in statistical 
detection theory [156]. Let GT  denote the ground truth, Det the extracted key-frames
which contains both correct and false results using our methods. The following perfor­
mance measures have been used:
• the Recall measure, also known as the true positive function or sensitivity, that 
corresponds to the ratio of correct experimental detections over the number of all 
true detections:
Recall =  P + 1 GT (3.26)
• the Precision measure defined as the ratio of correct experimental detections over 
the number of all experimental detections:
Precision = (3.27)
Det
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The overall results of the key-frame extraction methods are shown in the Table 3.2. As 
we can see, the MI method got a very high Recall, which means it performed well in 
detecting the video content change and subsequently in extracting the right key-frames. 
On the other hand, from the Precision results of MI method it is clear that the method 
is very sensitive to the thresholding parameter e, as well as the type of the analysed 
content. However, as we said before, due to the redundancy analysis in the frame 
ranking stage, we want to allow some level of repetition in the extracted key-frames.
Video
&-means MI Method
k = N L /2 A 0 mean-3er mean-4a 22% dmax
Recall Precision Recall Precision Recall Precision Recall Precision
FRANC101 1.00 0.06 1.00 0.09 1.00 0.43 1.00 0.93
FRANC 102 0.84 0.12 1.00 0.10 1.00 0.39 1.00 0.53
FRAN C l 04 0.94 0.36 1.00 0.26 1.00 0.88 0.89 1.00
Table 3.2: Overall keyframe extraction statistical results
As we can see from the Figure 3.6 that represents an entire video sequence FRANC101, 
in spite of very noisy metric that is generated, negative peaks in frame-to-frame simi­
larity are very distinctive, providing good recall results with simple thresholding of the 
metric. The magnified detail of the MI metric shown in Figure 3.7 demonstrates this 
characteristics.
As described before, after the segmentation of the sequence into temporal units (or 
shots), a key-frame is selected from each shot as the closest frame to the average MI 
value of the shot.
An example of a simple thumbnail key-frame summary using the proposed mutual 
information method using the threshold values of e =  dm — 4<j^ s is presented in the 
Figure 3.8. The results show that the main content of the sequence is presented clearly, 
but due to threshold sensitivity to noise, some visual artefacts are present in the final 
set of key-frames.
On the other hand, the key-frame extraction result of the fc-means method with an 
empirically set parameter k = AT/240, shown in the Figure 3.8, show clearly better
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Figure 3.6: The MI signal of video FRANC101
results, but with higher redundancy in the final summary. However, some level of 
redundancy can be allowed, and in addition, we can specify how many frames do we 
want at the output, which is desirable in some application scenarios.
3.6 E valuation  o f R anked V id eo  Sum m aries
In order to evaluate the final result of the frame ranking, a comic-like layout of sum­
maries is utilised. Its main task is to generate a visual summary tha t optimally follows 
the values of the frame rank by using only frame sizes available in comic-like panel tem­
plates. Precision of this approximation depends upon the maximum height of a panel 
hmax, which gives granularity of the solution. For a given hmax, a set of panel templates 
is generated, assigning a vector of frame sizes to each template. A sub-optimal solution 
using dynamic programming is used to find the best vector of frame sizes for a given 
summary size. Although there is an indirect dependency between non-adjacent panels
m ean-4std
m ean-3std
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Figure 3.7: A part of MI signal of video FR.ANC101
due to the fact that the width of the last panel is directly dependent upon the sum of 
widths of previously used panels, by introducing specific corrections to the DP error 
function the sub-optimal solution achieves almost optimal results [150].
As expected, the initial pre-processing stage generates a lot of redundant frames, as 
depicted in Figure 3.8. However, after the frame ranking and the sub-optimal sum­
mary layout generation, the comic-like summary of the interview footage FRANC 101 
comprises 74 extracted key-frames. Regardless of many repetitions, the main content 
is conveyed, as well as the temporal structure of the video sequence. It is easily observ­
able that there are three interviewees, and that the last interviewee had opened a red 
umbrella during her interview. In addition, facts such as video test signal are displayed 
as well. This is in line with the findings reported in [157] and [141], related to the 
large-scale video summarisation for production professionals. It has been shown tha t 
the notion of temporal structure and the summary compactness enable more efficient 
production pipeline than other standard video summarisations methods. In addition,
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Figure 3.8: Keyframes extraction result of video FRANC101 with mean-4<j threshold
every part of the content needs to be represented in the final summary, including repet­
itive shots and camera errors, e.g., out-of-focus blur and overexposures.
Following this idea, a summary of the footage captured in a context of documentary 
material includes camera faults and video test frames, as depicted in the Figure 3.9. It 
is observable that the repetitive content that is already represented by a large image, 
tends to be compressed in small frames. On the other hand, content outliers are 
often represented with medium if not large images. This feature enhances knowledge 
discovery and improves creativity in the video production process.
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Figure 3.9: TRECVID rushes summary of a documentary material
Chapter 4
Free Eye: Intuitive Interactive  
Interface
If we recall the main research challenge of this work as development of a system capable 
of managing large-scale visual content by intuitive and interactive user experience, it is 
easy to gather that the critical point of this system would be the notion of interactivity 
and intuitiveness. This challenge is even more complex knowing the user’s need to 
interact with the content on the go, using resource limited devices such as mobile 
phones, tablets, etc. This context implies small processing power and small display 
screen of the device. Having this in mind, our focus in designing effective interface to 
visual content will be on efficient resource-modest processing algorithms and economic 
exploitation of space in the visualisation process.
There have been a number of approaches to develop visualisation of large-scale visual 
databases that would augment the usability of interfaces to large image collections. 
In [112], Huynh et. al. introduced a method that trades off screen space for better 
presentation of temporal order in photos. In addition, some systems utilised method­
ologies to analyse the underlying data structures to present image collections [111] in 
a more accessible way.
In spite these activities, the problem of intuitive interaction with large visual collec­
tions has not been solved yet. Derived from its definition in [106], intuition implies
4. Free Eye: Intuitive Interactive Interface 89
correlation between system inference and the users expectations. By following this def­
inition, we developed an Intuitive Interactive Interface (dubbed FreeEye) for browsing 
of large image and video collections, based on the efficient image clustering method and 
interactive hierarchical interface.
In order to facilitate interactive browsing of generic visual content, the requirements 
for the design were to represent all visuals by rectangular shaped images. In case 
of video data, audio modality is lost and the video sequence is represented by a set 
of representative key-frames extracted from the repository by unsupervised clustering 
methodology, as presented in Chapter 3.
On the other hand, frame ranking and analysis of the underlying data structure that 
can be exploited in the interface design is another challenge of this research. Focusing 
on the frame saliency and importance in the video summarisation context, a number of 
graph-based methods have been proposed [141] [158] [150]. However, the efficiency of 
these approaches heavily depends upon the size of the dataset, due to a high complexity 
of the spectral analysis exploited in their graph representation. Nevertheless, there have 
been proposals to analyse visual similarity in the graph-based context with almost linear 
complexity to the number of nodes in the graph representation. Developed for efficient 
image segmentation, the algorithm presented in [159] introduces a graph predicate that 
keeps the notion of global features while making fast decisions locally. This approach 
has been adopted in data analysis for interface design, as presented in the following 
sections.
4.1 Similarity Based Interface Design
Considering the expectation of interactive browsing of large visual collections, the pro­
posed user interface follows the idea of ranked image representation, where more rele­
vant images should be more apparent and thus displayed bigger. This is supported by 
a hierarchical layout of images on the screen. The focus of attention needs to be kept 
at the central and dominant image. In addition, we need to consider implementation 
of the interface on different devices: from the desktop screen to a mobile device. On a 
mobile device, the screen space is limited and valuable, so that there is a need to fill
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the whole available space with useful information. In addition, with the development 
of the multitouch technology, every object rendered on screen should be easily recog­
nisable and easily selectable by a finger. Therefore, the proposal is to develop an easily 
navigable and interactive screen with minimally waisted space and hierarchical rank of 
image sizes.
The core concept of the interaction design is a process that ensures that when the user 
selects an image from the dataset by clicking or touching it, the image is relocated 
to the centre becoming the centre of attention. At the same time, the remaining 
relevant to the central image and context of the application data is retrieved from the 
repository and arranged on the screen. By doing this, the user practically moves the 
centre of perspective from one location to another, choosing the view of the explored 
collection. We have run several user studies which will be introduced later in the thesis, 
in Chapter 5, to evaluate if the users liked our interface more than the tools that they 
use in everyday practice.
4.2 System  Architecture
The image browsing system comprises two main modules: image clustering engine and 
the interface generation, as depicted in the Figure 4.1. The image rank in a generated 
display is proportional to the similarity measure between user-selected central image 
and other images from the dataset. The choice of the similarity metric is completely 
independent of the proposed clustering engine and interactive interface, enabling generic 
applications of this system. To achieve system scalability and algorithm complexity 
nearly linear to the number of images, a specific graph based clustering algorithm is 
utilised, as described in more detail in Section 4.4.
The interactive interface is generated following two main objectives: i) to visually 
convey data structure extracted in the image clustering stage and ii) to achieve intuitive 
interaction with this structure. The interface design follows support of the hierarchical 
groups generated by the clustering engine, as presented in Figure 4.2. In order to 
present the resulting visualisation hierarchy, we will relate the analysis to the minimal 
screen resolution for the majority of computer screens nowadays, 1024 x 768. The
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Figure 4.1: Block scheme of the system comprising content input, clustering engine and 
interactive interface
centre image is maximised and displayed at 16% of the full screen size, which is not 
less than 400 x  300. By using this resolution for the centre image, we enable users to 
somewhat observe all details of the central image. If the user clicks on another image 
on the screen, the clicked image will move to the centre of the refreshed screen, and the 
remaining display layout will reform so that it represents images similar to the central 
image. The immediate neighbourhood is represented with 12 most similar images from 
the same cluster encircling the central image. These images are displayed at 4% of 
the full screen size. The next layer encircling the central cluster contains 36 images 
displayed at 1% of the full screen size, which is not less than 100 x  75. It is clear enough 
for the user to see the main content of even the smallest images on the screen. These 
36 images are separated into two parts: four edges and four corners. The 32 images 
located at the four edges are representing the centres of clusters closest to the central 
image. To support knowledge discovery and help users locate other areas of interest, 
four random pictures from the set of unrepresented images are located at four corners 
of the screen. Every time the user clicks, the system re-arranges all images as described 
above.
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Figure 4.2: Interface design follows the hierarchical structure extracted at the clustering 
stage
4.3 C om bin ing F eatures in C lu sterin g
Because of the layout structure is based on a generic graph-based clustering engine 
which will be introduced in the following Section 4.4, there is no limitation to  the 
selection of similarity features applied in the data analysis and clustering. The only 
requirement for all the selected features is to define the similarity measure, i.e. metric, 
as a function of the features. Here, we give several features utilised in our designs.
Colour is the most popular feature in image analysis, so it was used as the initial 
feature in our experiments. We used the y 2 difference of three-dimensional RGB colour 
histograms to measure the distance between two images. The distance between two 
images is calculated as:
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(4.1)
Here i is the index of different dimensions of the colour histograms.
T im e is often used as a main feature to organise large collections of personal photos, 
so we conducted experiments by utilising image timestamps extracted from the Exif, 
the standardized Exchangeable image file format specification used by the majority of 
digital cameras.
L ocation  data, or often refered to as Geolocation, has emerged with the development 
and improvement of the Global Positioning System GPS devices and chips that are 
nowadays built in almost every mobile phone or camera. The Exif format has standard 
tags for location information. If two different points on the Earth have two sets of 
longitude and latitude values (Ai, </?i), (A2 , <£2 )1  the distance between these two points 
can be calculated by following equation:
O th e r  features can also be applied and put into the proposed clustering engine, such 
as texture or shape descriptors, tags, motion parameters, etc.
The main challenge of feature design is combination of two or more different difference 
measures. Strictly speaking it is incorrect for two different types of feature similarities 
to be combined together. However, in order to maintain the unsupervised and effective 
nature of the proposed system, the normalised linear combination of difference metric 
dimensions was utilised. For example, in order to combine colour and temporal feature, 
we have normalised the temporal range [tmm, tmax] to [0,255] which is the range of RGB 
values, and by adding the temporal feature t to the RGB, a new four-dimensional his­
togram RGBT was created. The Equation 4.1 was then used to calculate the similarity 
between two images.
d =  R - 2 -  arctan , R  ^  6371/cm (4.2)
^ /l  — (sin2 +  cos^i • cos ^ 2  • sin2 ^ ^ )
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4.4 Clustering Engine Design
As we already stated, having in mind he goal of system scalability and algorithm 
complexity nearly linear to the number of key-frames, a specific graph based clustering 
algorithm is utilized [159]. Although initially formulated in the image segmentation 
context, this algorithm can be extended to a more generic dataset scenario. Its ability 
to preserve detail in low-variability clusters while ignoring detail in high-variability 
regions maintains notion of global features of the dataset in the process of making 
greedy decisions locally.
Following a common approach to graph based image clustering, this method forms 
edges of a graph G = (V, E ) , where each image corresponds to a node Vi e  V  in the 
graph, and certain images are connected by undirected edges (vi,Vj) 6 E.  Weights of 
each edge w(vi,Vj) measure the dissimilarity between the two corresponding images.
The graph node grouping is defined by a graph predicate D (cl,c2), which evaluates 
if the two clusters ci and C2 should stay disconnected by comparing inter and intra 
cluster differences, as depicted in Figure 4.3 and following equations:
D(ci, c2) : Ext(ci,C2 ) > mlnt(ci ,  c2) (4.3)
The internal difference of a cluster c is defined as the largest weight in the minimum 
spanning tree MST(c ,  E)  of the cluster c:
Int(c)  — max w(e) (4.4)
eeMST(c,E)
The joint internal difference measure m i n t (0 1 , 0 2 ) is therefore given as:
m i n t  = min(Int(ci)  +  r(c i), /n t(c2) +  r(c2)) (4.5)
The external difference between two clusters E x t (0 1 , 0 2 ) is the minimum distance be­
tween the two nodes that are members of different clusters:
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Ext(ci,C2 )=  min w(vi,Vj) (4.6)
V i € c i  , V j € c 2
m in  w (e)
Figure 4.3: Graph predicate compared inter and intra cluster similarities, maintaining 
notion of global features while making greedy decisions locally
The threshold function r(c) — k/\c\, where k is some constant parameter and |c| denotes 
the size of c, controls the degree to which the difference between the two components 
must be greater than their internal differences. The intra component difference is 
defined as the minimal weight edge connecting the two components. The technique 
adaptively adjusts the merging criterion based on the degree of variability in neigh­
bouring regions of the dataset. The node grouping is iteratively repeated until there is 
no more component merging.
4.5 Interactive Zoom Levels
In order to enable different scope of the view that user observes, 4 different zoom levels 
are implemented. This gives a user the control over the angle of perspective: wide 
angle to cover the whole dataset or only a narrow angle to see the local neighbourhood 
of the central image.
The FreeEye interface can display data set at 4 zoom levels: Initial Screen, Zoom level 
2, Zoom level 1 and Zoom level 0. The rules prescribing which portion of dataset is 
displayed in the interface arc shown in Table 4.1. Here Cj represents the Closest image
4. Free Eye: Intuitive Interactive Interface 96
from  the same cluster, C'{ -  Closest image from  the other clusters, Cj -  Closest 
image, Ccc ~ Closest cluster centre image, R cc ~ Random cluster centre image, 
Rj — Random image, as shown in Figure 4.4.
Table 4.1: The rules of the different interface zoom levels
Number Level ZoomO Zooml Zoom2 Initial
12 L2 C'j Cr C c c Rcc
32 L3 c ;  & cy C c c C c c Rcc
4 L3r Ri Ri Ri Rcc
cc
Rcc
Rcc
Rcc
Figure 4.4: Sample of different cluster elements
In itia l screen  displays the whole dataset uniformly. If there arc more than 49 clusters 
in the dataset, a set of 49 randomly picked clustering centres arc chosen as the repre­
sentative to give user an overall summary of the whole data collection. If the number of 
cluster is less than 49, all the cluster centres will be shown, and the remaining images
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are random selections from the whole data set.
Zoom level 2 is generated after the first click on an image on the initial screen. 
The selected image will go to or remain at the centre of the screen, and the cluster 
centres will fill the level 2 and level 3 circles by the descending order of similarity when 
compared to the central image. If the total cluster number is less than 44 (12 at level 2 
and 32 at level 3), the remaining positions will be filled by the closest image(s) to the 
central image in descending order. The images at four corners are selected randomly. 
This zoom level can give the user a view of a set of image groups which is similar to 
the central selection.
Figure 4.5: Interface layout of zoom level 1
Zoom level 1 is reached from zoom level 2, by clicking on the central image. At 
this level, the first circle around the centre image are 12 closest images from the whole
4. Free Eye: Intuitive Interactive Interface 98
database. The second round circle comprising level 3 are 32 closest cluster centre 
images. If the number of cluster is less than 32, the remaining positions will be fill by 
the closest images other than the first 12 images which are already in first circle, in 
descending order. The images at four corners are still selected randomly. At this level, 
user can see a part of dataset that is very similar to the central selection, yet keeping a 
glance on a wider range of content from the whole database, as depicted in Figure 4.5.
Zoom  level 0 is the most detailed perspective, reached by clicking the central image 
from zoom level 1. At this level, the closest images from the same cluster as the central 
image will be put into the neighbouring positions in the first circle. If the 12 positions 
of first circle is not enough, the second layer circle will be filled in the same way, by 
the descending similarity order. The remaining positions on the screen will be filled by 
the images from other clusters in the descending similarity order. Again, the images at 
four corners remain to be random to give the user balance with other dissimilar content 
in the dataset. At this level, the user will completely focus on a small area which is 
very similar to the central image.
Chapter 5
Interactive Im age Browsing and 
R etrieval
In order to evaluate the user experience of our interface, we followed the approach 
proposed by Tullis and Albert in [136], as discussed in detail in the literature review 
in section 2.6. Here, usability metrics are used to measure user experience quantita­
tively. Following the guidelines proposed in [137] and [139], questionnaires and user 
interviews were used to identify the newly emerging problems and to get more infor­
mation on existing issues for our further development. The proposed interactive search 
and browsing interface has been evaluated in four different application scenarios and 
a real online web application. The first scenario comprised an image search competi­
tion task to locate random images present in the database in minimal time, focusing 
on the overall intuitiveness and efficiency of the system. The second user study com­
prised three sub-tasks of selecting a set of personal photos depicting an event, a holiday 
and the whole year. Similarly, the third scenario is an experiment based on personal 
and cross-personal browsing and selection of photos, with the time feature combined 
together with the colour feature. The fourth experiment evaluated interactive search 
task by browsing and selection of video content using the FreeEye interface. Finally, 
the interface was implemented and evaluated as a pat of a real-world web-based film 
archive.
In order to objectively quantify parameters of user’s interactions, the proposed system
99
5. Interactive Image Browsing and Retrieval 100
is designed to record full user history, e.g. images they selected, timings and locations 
of user clicks, user satisfaction, etc. These details are sufficient to reconstruct the whole 
experiment as it happened. In addition, if a user has got an established profile, the 
initial screen shows 45 favourite images from the user history. Otherwise, if the user 
has never used the tool before, it will display random 49 images from the database on 
the initial screen.
5.1 Study 1: Finding Specific Images
5 .1 .1  In tro d u ctio n
This experiment is conducted to test the performance of the FreeEye interface in the 
context of search for a specific image from large image database. This scenario simulates 
a common problem which the user face everyday: “How to find a specific image from 
a large unfamiliar image database?”
5 .1 .2  E xp er im en t D esig n
The image repository used is a selection of cca. 3000 colour images from the Corel image 
database. In order to test the effectiveness of the search and browsing tool, the database 
subset includes multiple semantic concepts such as the wild animals (leopard, eagle, 
fox, etc.), nature scenery (forest, ocean, etc.), historical buildings (western temples, 
Asian buildings, etc.), portrait, plants (flower, garden, etc), etc.
The subjective tests were conducted by inviting 26 people to join the challenge Find 
me a postcard [160](see Appendix .3). The challenge comprised finding 5 images from 
a set of 3000 only by means of interactive interface described above. Of the 26 people 
involved, 18 persons were male, and 17 had the advanced computer knowledge. All 
users were using the tool for the first time and the only requirement was to have a basic 
knowledge of manipulation with a mouse. The gender, racial and cultural diversity of 
the subjects were balanced.
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Figure 5.1: Images used as queries in the interactive image search task
The task was to find the 5 fixed images in the predefined order, making the task identical 
to all users. The content of the five images was varied, as presented in the Figure 5.1. 
We recorded the full browsing system state for every user step, which included indexes 
of all images on the screen, their positions, user selection and timing. This has enabled 
us to fully reproduce the browsing process for each user and analyse achieved results.
5.2 S tu d y  2: B row sing  and S election  o f P ersonal P h o to s
5 .2 .1  In tr o d u ctio n
This study was motivated by the Multimedia Grand Challenge competition at the ACM 
Multimedia Conference. The challenge was set by the CeWe Color, one of the largest 
service partners for first-class trade brands on the European photographic market.
The brief was set as follows: W ith the advent of digital photography, the number 
of photos taken has increased tremendously. While only recently, in the analogue 
days, a small number of films documented a 2-weeks holiday, we are nowadays taking 
and storing hundreds or even thousands of digital photos. This capture rate has an 
enormous impact on the way users deal with their photographs. Often they are just 
overwhelmed with the masses of photos and defy carefully organising and selecting
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them. Users may want a selection that best represents the event to browse and share 
with family and friends. Manually creating such a selection requires much time and 
effort. At the end, the precious memories reside on hard disks and are not shared with 
others or made into prints or other products such as calendars or photo books.
The open issue is how to help the user determine a meaningful subset of photos out 
of a collection, which best summarises and represents the specific event. This is still 
not satisfactory solved after years of research in multimedia analysis and retrieval. 
However, such methods could ease the process of designing products and services from 
personal media significantly, and therefore attract more users to order such products 
from photo finishing companies like Ce We Color.
The multimedia challenge is to take realistic photo sets of users as a basis to (semi-) 
automatically determine those that best summarize the underlying event such as a 2- 
weeks holiday. This can also incorporate video snippets often taken with digital still 
cameras for which a suitable representation for a printed product has to be devel­
oped (e.g., extraction of suitable key frames or representative fraction). For the media 
selection, the system should take into account the target use of the selection, which 
should be oriented at commercial print products such as calendars, collages, posters or 
photo books. Additionally, the process could incorporate the exploitation and addition 
of shared media from social community platforms to augment the personal collection. 
The solution should not only consist of an approach for the selection but could be 
embedded in an authoring system the user in the loop.
These guidelines were thoroughly followed and the results were reported at the ACM 
multimedia 2009 conference.
5.2 .2  E x p er im en t D esig n
To evaluate the designed photo selection tool in the above described scenario, we con­
ducted five user trials. The recruited participants were 3 women and 2 men aged 24-32, 
and all but one had a computer science background. For each trial the participant 
brought a set of their own digital photos. The number of photos brought by each
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participant ranged from 1385 to 1664. For each participant there were three separate 
tasks, defined as:
• S h o rt E vent: Select photographs from a short-time event (1-2 days) to be sent 
by email to someone.
• Long E vent: Select photographs from a long time event (more than two days) 
to be uploaded to a web page or shown to someone.
• Y ear Book: Select photographs for a book representing events and happenings 
in the past 6-12 months.
For each task the participants were asked to think about specific people they would 
show the photographs to. The selected photographs were not actually sent or shown to 
anyone outside the trials. After each task the participants were asked a set of questions 
about the tool, the event, and photographs. The participants were also asked to give a 
score from 1-5 on how well the tools represented the events, how well the tool helped 
them to find photographs, and how the tool compared to their regular ways of selecting 
photographs.
5.3 Study 3: Cross-Personal P hoto Selection
5 .3 .1  In tro d u ctio n
After the experiment in Section 5.2, a new version of the FreeEye interface was de­
veloped with a time feature combined with the existing colour feature. In order to 
evaluate the new version and the performance of using the interface in a simple social 
environment, a cross-user study has been developed.
5 .3 .2  E x p er im en t D esig n
To further evaluate the universal property of the designed photo browsing tool we 
conducted ten user trials. Of ten recruited participants, five were women and five
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were men, all aged 24-32, and all but two were advanced computer users. For each 
trial, a participant contributed with a set of personal digital photos. The number of 
photos contributed by each participant ranged from 1063 to 1775. For each participant 
three separate tasks were set. Each participant was required to share one event in 
life with another participant, and that both have photos from that event. This was 
implemented in practice by inviting paris of friends that shared one event together. 
The task directions for both users in a pair were as follows:
• Long: choose a long event and photos from that event (longer than 2 days)
• Y ear Book: select photos for a yearbook for yourself
• Gift: select photos to give to a person as a gift on a CD-ROM/USB stick/website
• Long (cross-user): from a long event that you participated, choose photos to 
share
For each task the participants were asked to think about specific people they would 
show the photographs to. The selected photographs were not actually sent or shown 
to anyone outside the trials. In order to evaluate the usability of the Free-Eye system, 
after each task the participants were asked a set of questions about the tool, the event, 
and photographs. The participants were also asked to give a score from 1-5 on a set 
of questions which is shown in Appendix .2, such as how well the tools represented 
the events, how well the tool helped them to find photographs, how this version tool 
compared to the version they previously used, and how the tool compared to their 
regular ways of selecting photographs. In addition, two versions of the tools were 
tested, one that calculates image similarity solely on the RGB colour descriptor, and 
one that linearly combines it with the time stamp when the photos were taken.
5.4 Study 4: Interactive V ideo Search
5 .4 .1  In tro d u ctio n
The fourth user study experiment is conducted to evaluate the performance of proposed 
system in the context of video browsing and summarisation. This scenario is set to
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simulate the browsing problem when user faces a large and unannotated video database.
5 .4 .2  E x p e r im e n t  D e s ig n
The interactive video search and browsing experiments were based on the TRECVID 
benchmarking tasks and content. The TRECVID evaluation are on-going series of 
workshops focusing on a list of different information retrieval (IR) research areas in 
content based retrieval of video. The video content used in our experiments was pro­
vided by NIST, who is the sponsor of TRECVID, as the main benchmarking material 
for evaluation of video retrieval systems. Specifically, material targeting the TRECVID 
interactive search task in 2009 (tv9.sv.test) has been used, which contains 400 videos 
for 180 hours length encoded in MPEG-1, accumulating cca. 114.8GB of data. On 
of the TRECVID workshop challenges, the search task, is high-level task which in­
cludes query-based retrieval and browsing. The search task modelled on an activity 
of an intelligence analyst or analogous worker, who is looking for specific segments of 
video which containing persons, objects, events, locations, etc. of interest. And these 
persons, objects, etc. may be shown in the original video peripherally or accidentally.
The interactive search task is a search task process that involves user interaction with 
the system. It is defined by a sentence describing required content to be retrieved from 
the repository. These sentences are called topics. The progress of interactive search 
task is illustrated graphically in Figure 5.2.
There were 24 search topics which can be found in Appendix .5, and the FreeEye system 
was used to browse through the video key-frames and locate all instances that match 
the topic. One representative screenshot of the interactive video search task is given in 
Figure 5.3.
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Human (re)formulates 
query based on topic, 
query, and/or results
HumanTopic ResultSystemQuery
System takes query as input and produces result 
w ithou t fu rther human intervention on this invocation
Figure 5.2: The flow chat of interactive video search task
Figure 5.3: A screenshot of the interface in the interactive video search task
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5.5 SP-ARK: Web Based M edia Browsing Interface
5.5 .1  In tro d u ctio n
As the final stage of the FreeEye development, our team won support for exploitation of 
the results of this work in a commercial environment. The project was formulated as a 
short knowledge transfer project, lasting 20 weeks, in collaboration with the University 
of Essex and Adventure Pictures Ltd, a film production company whose major client 
and co-director is the world-renowned filmmaker Sally Potter, author of award-winning 
films including ORLANDO, YES, and RAGE (multi-platform release). Adventure Pic­
tures Ltd (AP) as a company has been committed to developing new business models 
and technologies of production, distribution, exhibition and promotion, recognising the 
challenges and potential of the Internet age in new media production. Therefore, the 
visual content management, especially interactive and intuitive, was at the centre of 
their activity.
Having a strategic interest in higher education customers, and in expanding its market 
to other educational settings, AP has developed SP-ARK (Sally Potter Archive), a 
co-creation, multimedia web-archive. SP-ARK is a unique open source model for par­
ticipatory learning that connects the contents of a multimedia library with interactive 
educational materials, based on Sally Potters personal and professional archives. The 
prototype was supported by public figures and experts in film studies, but required 
the input of academic expertise to become an operational and sustainable resource. 
This project brought together expertise in higher education, film studies, human- 
computer interfaces, video analysis and Web-based content management, enabling a 
perfect testbed for evaluation and exploitation of the FreeEye interface.
The following objectives were set to us in relation to SP-ARK development:
• Implement key-frame extraction and clustering modules, define corresponding 
storage and metadata resources.
• Implement database exchange between key-frame extractor, SP-ARK database 
and user interface.
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• Implement interface tool for image browsing and integrate it with SP-ARK web­
site.
• Design and integrate a module for generalised and personalised similarity between 
elements of the SP-ARK content with the clustering and database modules.
These objectives were well aligned to the objectives of the work presented in this thesis. 
Therefore, the results of the project are very important to the outcome and relevance 
of this research, and thus are presented here.
5 .5 .2  E xp er im en t D esig n
The experimental platform here was the website itself. Based on the objectives de­
scribed above, the requirements for the website design were as follows:
• To intuitively convey relations between the assets,
• Search and browsing are two central tasks,
• Represent the structure of the data, and
• Content analysis and clustering need to be automated.
The main page of the website has been developed as a union of several different func­
tional areas, as shown in Figure 5.4. This comprises the user login area on the top; 
FreeEye browser; main display area with asset preview or video player area; asset detail 
area on the lower right; and the tabbed core search and navigation area with user’s 
pathways, search area and taxonomy browser area on the left. Timeline of the film 
with keyframe navigation bar was located at the bottom of the screen.
For visualisation of key-frames, we used an adapted FreeEye interface that displays 13 
keyframes, as shown in Figure 5.5.
The centre keyframe is again the frame currently selected by the user, while the neigh­
bouring frames are the most similar frames from the database. The only exception is
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S P - A R K  The Sally P otter Archive
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P a th w a y  Searcn T a x o n o m y
M v P a th w a y
0 - 3 o f  3
R ecent Pathw ay
SPA0000440
Photo3
2010-09-25 14:33:13
SPAlOOOOSO.l
Photo!
2010-09-25 14:31:40
SPA0000418
iPhotol
2010-09-26 14:27:35
SPA1000540_1
Walking in fog 
2010-09-26 14:24:57
SPA1000539_1
AS
2010-09-25 14:23:35
Asset
SPA1000549_2N um ber
D escription O rlando riding m otorbike w ith sidecar 
out of garage onto s tree t
London industry technology modernity v
a , - »
'm
Figure 5.4: Overview of SP-ARK website
Figure 5.5: Layout for keyframes display in main display area
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the lower right corner as a random keyframe that offers some unanticipated visual in­
formation to the user. The 13 frame version of the FreeEye interface has been adopted 
after the pilot usability tests into the size of frames on the screen demonstrated that 
the level 3 images were too small for the web-site scenario.
One of the vital applications of the SP-ARK website is the concept of a pathway, a 
user’s compilation of assets pulled from the archive and typically utilised in film studies 
as the starting point for an essay on a topic related to the film. This area is located in 
the tabbed widows on the left side of the screen, as shown in figure 5.4.
Another important and useful feature of the content available on the SP-ARK website 
is tha t it is full structured. In order to facilitate better understanding of the produc­
tion process and the film itself, a structured taxonomy has been developed specifically 
for the SP-ARK archive. Based on the SP-ARK taxonomy, interactive browsing and 
search functionalities were implemented, embodied in the "Taxonomy" area, as shown 
in the Figure 5.6. The full taxonomy structure can be found in Appendix .4 and its 
visualisation is depicted in the Figure 5.7. A set of results generated by query based 
solely on a category from the taxonomy is depicted in the Figure 5.8.
P athw ay  Sea rcr Taxonom y
All Taxonomy Sally Potter's Shooting
Script 
SPA0001C92 
Sally Potter s Snooting ;
_______ I
SPA 0001095
Sally Potter s Snooting
SPA0001Q94
Sally Potter s Sncotioe
SPA0001095
Saijy  Potter s Snooting
SPA0001096
ISaiiv Potter s Snooting 
Script
SPA0001097
Sally Potter s S -iootng
ORLANDO putis her head in her hands with a moan of 
anguish, then lifts her head and slowly looks into 
camera, a long silent look.
ORLANDO 
(quietly to camera)
Why have I never wondered how 
they were living?
No, this is...good.
For the first tine - no-one to 
look after ae - nor to protect oc 
from the truth.
What an opportunity’.
To completely re-think.
The entire basis of ay entire 
existence. Again.
In all theco years, one thing 
remained almost the same.
My class !
T axonom y Production »  Snooting Script »  Sa y 
ho tte r s  Shooi ng Scr ot 
Black and white A4 computer printed 
with handwritten annotations, bound 
into book, Paper, Orlando Sally
Add To My Pathw ay
Figure 5.6: Taxonomy area
Finally, in order to access the video content in a linear fashion, a timeline bar is devel­
oped as a linear time metaphor tha t gives the user an overview of the temporal structure
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Figure 5.7: SP-ARK taxonomy structure
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Figure 5.8: The result of a taxonomy search
5. Interactive Image Browsing and Retrieval 112
of the film. This can help users to locate their favourite parts of a film effectively, as 
shown in Figure 5.9. To use this function, user can use the left and right arrows at 
the ends of the bar to quickly go through the whole movie. Once the interesting part 
has been found, the user can click a key-frame, starting the FreeEye browser with the 
selected key-frame at the centre image of main display area as introduced previously.
Figure 5.9: Keyframe navigation bar
The users study of the FreeEye interface within this environment was not formalised, 
but there were numerous subjective feedbacks from SP-ARK users, as given in the 
Chapter 6.
Chapter 6
R esults
In this chapter, all experimental results are presented in the same order as their under- 
pining methods were introduced in previous chapter: namely Chapter 5. The results of 
experiments and user studies conducted in relation to intuitive and interactive browsing 
interface are given subsequently in five different sections.
6.1 Retrieval of Specific Images
In this section, the result of interactive image search experiment described in Section 5.1 
are presented. In order to evaluate the effectiveness and intuitiveness of the system, 
the browsing system records every step of user interaction, including user selections, 
timing, indexes of all images on the screen and the click positions.
The basic statistics of the experimental results shows that the average time for a user 
to finish the whole experiment is 8 minutes and 20 seconds in 50 mouse clicks. This 
gives an average of around 100 seconds time and 10 mouse clicks needed for a user 
to find an image from the database of 3000 images. Assuming that in the case of 
thumbnail presentation users need to inspect all images from the data set, the average 
time required to locate an image by using the FreeEye tool is 6 times shorter than the 
exhaustive search.
In order to evaluate the interface intuitiveness, the user history records were studied.
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The Figure 6.1 shows exemplar browsing paths for every task, given as the distance 
Si(p), i =  1, 2, 5 between the target image and the selected image at the progress 
stage p on browsing path from the start of the task until the targeted image was found.
à ( p )
-V
0.90.4 0.5 0.6 0.70.2 0.3
Figure 6.1: Convergence of browsing paths towards the target images
From all 5 browsing paths, it is observable that after only a few clicks, the distance 
ôi(p) between the current and target image dramatically falls towards zero. This means 
that the users were rapidly converging towards the goal of the task just after a couple 
of clicks, implying systems intuitive character. This trend is obvious in the 2nd, 3rd 
and 5th task, while for the initial task and the 4th task it was more difficult.
Since the timing and user clicks directly depend upon the difficulty of the task, we 
studied the distribution D(n)  of the number of user clicks n required to find the target 
image in the database. From the approximated distribution depicted in the Figure 6.2, 
it can be observed that the distributions became increasingly skewed in a positive 
sense (right-skewed) as the users progress through their tasks. This means tha t more 
users require less iterations to find the desired image as they use the interface. This 
characteristic demonstrates that without any assistance, users intuitively learn how to
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Figure 6.2: Distribution of clicks for each task in the interactive image search challenge
efficiently use the interface, regardless of the task difficulty. The same conclusions were 
made while studying the distribution of time required to find the desired image for each 
user.
In addition to the click and time statistics, we have studied the spatial distribution of 
positions of images selected by users. As depicted in the Figure 6.3, where the region 
brightness represents frequency of its selection, images in the second level (neighbouring 
frames of the central image) are selected more often than images in the third level. 
However, some of the random images in the four corners were occasionally selected, 
mainly to move away from the currently displayed set of images and test where they 
would take the user in his search attem pt. Furthermore, the top area of the second level 
was slightly more popular than bottom area, while the right side was a more popular 
than left side.
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Figure 6.3: Spatial distribution of user clicks in the interactive image search task
6.2 B row sing  and S election  o f P ersonal P h o to s
In this section, the result of photo selection experiment are introduced. The detailed 
experiment design was described in Section 5.2. The tool was tested in three different 
personal photo selection scenarios: a short-time event, a vacation and a yearbook. Here, 
we evaluated the user’s satisfaction with the summarisation result and the experience 
of the overall process.
In order to evaluate the proposed system in a photo selection scenario, we conducted five 
user trials [161]. The recruited participants were 3 women and 2 men aged 24-32, and 
all but one had a computer science background. For each trial the participant brought 
a set of their own digital photos. The number of photos brought by each participant 
ranged from 1385 to 1664. For each participant there were three separate tasks. The 
first task was to select photographs from a short-time event (1-2 days) to be sent by 
email to someone. The second task was to select photographs from a long time event 
(more than two days) to be uploaded to a web page or shown to someone. The third task
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Table 6.1: Quantitative results of the user study
selected photos time spent clicks sec/click sec/photo
Task 1 10.4 1:52 16.8 6.65 10.7
Task 2 15.6 5:36 49.2 6.82 21.5
Task 3 23.4 6:16 56.6 6.65 16.1
Table 6.2: User satisfaction results
Task 1 Task 2 Task 3 ALL
How well the tool helped to select? 3.9 3.1 4.1 3.7
How well the selected photos reflected the event? 4.5 3.9 4.6 4.3
Compared to regular way of selection 4.2 3.3 4.1 3.9
was to select photographs for a book representing events and happenings in the past 
6-12 months. For each task the participants were asked to think about specific people 
they would show the photographs to. The selected photographs were not actually sent 
or shown to anyone outside the trials. After each task the participants were asked a 
set of questions about the tool, the event, and photographs. The participants were 
also asked to give a score from 1-5 on how well the tools represented the events, how 
well the tool helped them to find photographs, and how the tool compared to their 
regular ways of selecting photographs. The answers to these questions are summarised 
in Table 6.2. For each task the number of clicks and the time spent was measured, as 
well as the number of photos selected (see Table 6.1).
The short events the participants searched photos for were a birthday party, roller 
skating, and holiday trips. For the long events the participants all had a trip: hiking, 
traveling, and a long roller skating trip. For the yearbook task whole set of images was 
used and no temporal or event restrictions were given. The participants selected about 
10-20 in each task to be sent to friends, family, or people who were in the photographs. 
In the case of the yearbook, the participants made the book mainly for themselves and 
planned to show it to friends and family.
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The participants were satisfied on how well the photos they selected represented the 
event. In the long event task (task 2) they reported that they felt that they missed 
some photographs they would have liked to have. In the short event they felt that no 
photographs were missing, and in the yearbook task one participant reported that he 
got almost all of them, and another participant felt that she missed 5-6 photographs. 
As seen in Table 6.2, the participants were very happy with the photographs they had 
selected in tasks 1 and 3. In task 2 they thought they had missed some, but felt content 
anyway.
Overall, the FreeEye tool was scored high in our trials. As shown in Table 6.2, the 
overall average score for how well the tool helped the user in selecting photographs 
was 3.7 on a scale from 1-5 (l=very bad, 5=very good). Compared to the participants 
regular ways of selecting photographs for similar tasks it scored 3.9 on a scale of 1-5 
where 3 was as good as their regular one and 5 was much better. All but one of the 
participants used Windows operating systems user interface to select their photographs, 
and the tool was considered better than Windows OS (average score of 4.1). The one 
participant used Picasa and he thought the tool was as good as Picasa (score of 3).
Generally the tool was thought to be good in recollecting events and photographs 
taken. The way in which it showed forgotten photographs was mentioned as a positive 
thing. One of the main issues the participants had with the tool was that if they had 
a particular photograph in their mind, it was not always easily found. Especially Task 
2 (long event) was considered harder to do than the other tasks because there were 
more pictures than in a short event and unlike the yearbook task, the long event was 
restricted in time. The quantitative data in Table 6.1 supports this: more time was 
spent per chosen photograph than in the other tasks, although the time spent between 
clicks was not significantly different.
In addition, we asked the users to give us at least one positive and one critique comment 
about the FreeEye for each task. Here are some representative comments:
Positive:
• Easy to use, no training is needed.
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• Always can find the images which is related with centre one.
• Easy to follow and similar picture are all together.
• Got sample and summary for the whole database.
• Long time event makes me forget something, the tool can help me to remember 
them.
• Easy for finding most picture.
• Easy to select photos from same and similar theme and event.
• Can find the picture you have already forgotten.
• May not find the best one, but can find the similar one to replace very quickly . 
C ritique:
• Some particular things are in mind but can not see the image, start doubt myself
• Lost focus, attracted by some other pictures which were not taken in this vacation.
• A bit over amount of pictures with close colour on the big screen.
• Some few particular photos are so hard to find, and take long time.
6.3 Personal and Cross Personal Photos Browsing and Se­
lection
The results of the cross-user photo selection experiment are presented in this sections. 
The experiment was conducted following the guidelines described in the Section 5.3. 
In this user study, the aim was to evaluate the bias present if the owner recalls the 
perceptual features of a specifically targeted photo when compared to a person who 
doesnt. This was achieved by cross-sharing of photos taken at the same event between 
two friends. And like previous experiment, we recorded the whole experiment progress 
and used the questionnaire for user interview to evaluate the performance of the system
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and the user satisfaction with the summarisation result and the overall process. This 
result is in line with the analysis of user centred evaluation in interactive information 
retrieval [162].
The quantitative results of the comparison between the colour only (NT) and colour 
with time (WT) image similarity are given in Table 6.3. The values represent the 
average difference in time required for completion of each task in seconds, average time 
between two clicks and average time required to select a photo.
Task 1 Task 2 Task 3
mean (tjvr — tw r) 57.5 56.9 25.1
mean(tjVT — tw r)  /^clicks 1.6 1.6 2.2
mean(£/vT — tw r ) /^ p h o to s 10.0 3.9 0.5
Table 6.3: Comparative results of two similarity measures 
NT-No Time feature, W T-With Time feature
In order to evaluate the user experience, users were asked to grade their responses to 
following questions:
Q1 On a scale of 1-5 ( 1—unsatisfactory, 5=excellent), how well did tool help you find 
what you wanted?
Q2 On a scale of 1-5 (1 unsatisfactory , 5—excellent), how well do the selected photos 
reflect the event? (for Long and YearBook tasks)
Q3 On a scale of 1-5 (l=unsatisfactory, 5=excellent), how good a gift the photos 
would be? (for Gift task)
Q4 On a scale of 1-5 (l=unsatisfactory, 5=excellent), how well did the tool help you 
in selecting photos for sharing?
Q5 On a scale of 1-5 (l=m uch worse, 5=much better), how would you rate this tool 
compared to what you normally use?
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The quantitative results to user satisfaction are given in Table 6.4. It is observable that 
the overall user response was consistently positive with low deviation, when compared 
to their everyday practice. This is especially the case with the final outcome, since Q2 
and Q3 scored very high results. The criticism was directed towards not being able to 
find a specific photo and a feeling of missing some events completely.
Task Q1 Q2/3 Q4 Q5
Long
4.0 ± 0 .7
4.0 ± 0 .7
4.3 ± 0 .7
4.3 ± 0 .7
3.9 ± 0 .7  
4.3 ± 0 .5
3.6 ± 0 .8
3.6 ± 0 .8
YearBook
4.0 ± 0 .7
4.0 ± 0 .7
4.2 ± 0 .8
4.3 ± 0 .7
4.2 ± 0 .7  
4.4 ± 0 .6
3.9 ± 0 .7  
4.1 ± 1 .0
Gift
4.2 ± 0 .6  
4.0 ± 0 .7
4.4 ± 0 .7
4.5 ± 0 .7
4.2 ± 0 .6
4.2 ± 0 .6
3.8 ± 0 .8
3.9 ± 0 .9
Table 6.4: Cross-user satisfaction results
The subjective results are given in Table 6.5, stating the overall user satisfaction with 
the two versions of system descriptors.
Evaluation question NT W T
How well the tool helped in selection 3.9 4.1
How well the selected photos reflected the event 4.3 4.3
How does it compared to regular way of selection 3.8 3.8
Table 6.5: User satisfaction results
In the task of summarising a long event, the participants searched for photos of their 
holiday trips, hikes or other types of travel. For the yearbook task, the whole set of 
images was used and no temporal or event restrictions were given. The participants 
selected about 18 photos in long event task and personal gift task to be sent to friends, 
family, or people who were in the photographs. In the case of the yearbook, the
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participants selected around 30 photos to make the book mainly for themselves and 
planned to show it to friends and family.
The participants were satisfied with the selected photos and the way they represented 
the event. In the long event and yearbook task (task 1 and 2) they reported that they 
felt that almost no photo were missing in both different version tools. In the personal 
gift event almost all of them still felt that no photographs were missing, but only one 
participant felt that she missed 5 photographs.
Overall, the tool scored high in user satisfaction in our trials for both descriptors. As 
shown in Table 6.5, the overall average score for how well the tool helped the user in 
selecting photographs was 3.9 8z 4.1 on a scale from 1-5. Compared to the participant’s 
regular ways of selecting photographs for similar tasks it scored 3.8 on a scale of 1-5 
where 3 was as good as their regular one and 5 was much better. Generally the tool was 
thought to be good in recollecting events and photographs taken. The way in which 
it showed forgotten photographs was mentioned as a positive thing (score 4.3). One 
of the main issues the participants had with the tool was that if they had a particular 
photograph in their mind, it was not always easy to find it. Compared to the other 
tasks, the Task 1 (long event) was considered harder because, unlike the yearbook task 
and personal gift task, the long event was restricted in time. However, after including 
the time feature to the image similarity measure, the user satisfaction has notably 
improved ( from 3.9 to 4.1).
As previous user study, in addition, we asked the users to give us at least one positive 
and one critique comment about the FreeEye for each task. Here are some representa­
tive comments:
Positive:
From the owner:
• Like it. Good overview what kind of photos I have in the database and content.
• Direct to the target photo easily.
• Offered a lot of information, and the version with time feature was more efficient, 
quick to find the target.
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• Link one picture to another, intuitive and guided.
• Easy to use, mix everything let me to find.
• Saw something that have not seen before.
• Very easy to go through the year in time.
• Easy to browse the photo database.
• Found the related event quickly.
• Gave me surprise things, could find funny photos easily.
From the guest:
• Dig through into the database.
• Could find favourite one from each scene.
• Visually to select directly, saw a lot at one time.
• Grouped better, found same or similar display around, easy to choose.
• Category in the initial screen can save time and very effective
• Linked from one event to another smoothly, funny and interesting.
• Reflected the memory, got overview of the year. Knew the life of the owner in 
the year.
• In my mind, there are some photo about place. I selected one, all the other came 
out.
• Glanced a lot of pictures quickly. Offered a lot of them to choose.
Critique:
From the owner:
Lack in precision and speed to find a particular thing.
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• Can not find the specific sub-set of photos.
• Sometimes got repeat and loop.
• Worried about whether saw all or not
• Prefer more control and more features.
From the guest:
• might not see all photos if they are in the database.
• A few particular scene or photos were hard to find.
• No face recognition feature. I want when I selected one person, all pictures contain 
him come out.
6.4 Interactive Browsing for V ideo Summarisation
The quantitative evaluation results of the interactive video search experiment are shown 
in this section. As mentioned in section 5.4, the aim of the experiment was to demon­
strate that a good browsing tool can compete with very advanced semantic retrieval 
systems, without even attempting to extract high-level semantics from the content. 
In general, this is one of the main claims of the proposed research paradigm, that is 
departing from the semantic analysis of video content and exploits intuitive and in­
teractive interfaces to bring more content to the user while not making any semnatic 
decisions, but facilitating user’s decision making.
The system was tested following the TRECVID interactive search task guidelines and 
the relevant content, as described in Section 5.4. The results presented here are the 
official TRECVID evaluations from our submission in 2009. The Figure 6.4 shows 
timing of the interactive searches per topic required by a human subject to retrieve 
required set of results. The timing results were not competitive, due to the nature of 
the search procedure. However, they were comparable to the average timings of the 
majority of other systems evaluated that year.
6. Results 125
I
E 20-,
E 15-j5
5  io  ■
% 5
1 0
290285280275270
Topic number
Figure 6.4: Timing of the interactive video search task
In terms of search quality, as envisaged, the precision of the results were very high, 
as depicted in Figure 6.5, due to the human subject making decisions on what is the 
correct result. However, the recall results were very limited, since of possible 10619 
relevant shots for the 24 topics, user detected only 1176. Nevertheless, of all TRECVID 
participants in 2009, we have scored top to average results, without involving any 
training or recognition. In addition, the practice of multimedia retrieval shows that the 
precision brings good user experience, although they might miss many good results, 
due to the fact that all retrieved content would be correct, even on the most difficult 
semantic levels.
Topic number
Run score (dot) versus median (--- ) versus best (box) by topic
Figure 6.5: The precision scores for interactive video search task in TRECID 2009
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6.5 Evaluation of the SP-A R K  archive
During the development of SP-ARK archive, a focus group was held at the School of 
Languages, Linguistics and Film at Queen Mary, University of London. An interactive 
design session, interviews and a questionnaire were employed to receive feedback on the 
initial design of the SP-ARK web archive. The possibility to browse the visual content 
present in the archive in an intuitive way was the strongest feedback in regard to the 
FreeEye interface. These are some representative subjective feedback responses:
W hat do you think of the layout and design?
• I think that the layout and design are fine. Although it would be nice if the design 
matched the aesthetics of Sally Potters works.
• Very easy to navigate and understand. Colour effectively used to highlight dif­
ferent aspects of the site.
• It was very accessible and easy to use. It is also very bright and inviting.
• The layout and design made the website/archive extremely simple to use.
At the time of thesis writeup, the SP-ARK website was under beta development, so 
that we couldn’t conduct more detailed user study than a general design comments at 
the interim stage.
However, one feedback made all the difference and was intentionally left as the final 
result. In the process of SP-ARK project launch, as a part of Sally Potter retrospective 
at the British Film Institute in London, December 2009, the FreeEye interface was 
demonstrated to the cinema audience on the big screen. During the discussion, Sally 
Potter specifically responded to the FreeEye, referring to one screen that displayed 
frames with pale white and yellow-misty atmosphere, depicted in the Figure 6.6. She 
recalled a breakfast with her director of cinematography Aleksei Rodionov in a hotel 
in Moscow during the production preparations in early 1990s, when they discussed the 
visual links between mist, snow and pale yellow palette in various scenes to maintain 
visual and narrative coherence. And the very scenes they were planning to link were
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all there on the big screen within a single FreeEye layout. This symbolic, but at the 
same time very real, proof of deep semantic links achieved by the FreeEye browser ac­
knowledged by the very author of the video content demonstrated that the user-centric 
approach to interaction with large-scale visual repositories has got an immense potential 
to augment, if not replace, the semantic efforts in the video retrieval community.
Figure 6.6: Screen displaying the content referred to by Sally Potter.
Chapter 7
Conclusions and Future Work
7.1 Conclusions
The research presented in this thesis has embarked upon three main challenges that 
are at the centre of research covering aspects of large-scale visual databases. These 
challenges were formulated as follows:
1. C o n ten t in the current climate of incredible growth of visual media data, affect­
ing the end-user satisfaction.
2. U ser experience  that will result in new users, new markets and new products 
and services. Users of these new products and services are not necessarily people 
who understand well the technology. Therefore, the potential content manage­
ment system need to be intuitive and interactive.
3. U sab ility  of a system that can handle large-scale visual databases.
Drawing upon these challenges and resulting objectives, this work has fully adopted a 
user-centric approach to content management, developing an interactive user interface 
and the supporting video and image processing algorithms. The work has been divided 
into three stages: video summarisation, interaction design and user studies.
The work focused on video summarisation proposes a two-stage processing methodology 
to achieve efficiency and robustness. Initial pre-processing stage clusters video frames
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in a predefined number of groups, extracting the most representative key-frame set 
for a given video. In order to prioritise the content displayed in the final summary, 
a novel frame ranking method is introduced. The experimental results demonstrated 
good subjective summarisation of the repetitive content, while maintaining notion of 
the temporal structure and knowledge discovery.
The second major contribution of the presented research is a novel interactive interface 
for intuitive browsing of visual collections. The main aim of the browsing system was to 
enable intuitive and responsive browsing of large-scale image databases. The presented 
interface is not only targeting browsing of personal photo collections, but can be utilised 
in other applications such as video summarisation and content-based retrieval. The 
experimental results demonstrate that the system is very usable and intuitive, while 
offering pleasant browsing of visual data and often offering new perspectives of the 
same dataset by making surprising links between the data subsets. In addition, the 
users could manipulate the visual interface without any specific introduction. Finally, 
the knowledge discovery element of four random images in the corners of the display 
has been proven as a very useful tool of the interface.
Several user studies were conducted to evaluate effectiveness of the developed tech­
nology and interactive interface FreeEye. By a number of tasks ranging from image 
search to photo-album selection from a personal photo collection and interactive video 
retrieval, the FreeEye interface was thoroughly evaluated. The idea was to develop an 
intuitive user interface tool that displays a number of photographs and their relation 
based on visual similarity. We conducted user trials and the evaluation outcomes can 
be summarised as follows:
• The selected photographs reflected the events very well (4.3/5)
• The tool was considered helpful (3.7/5), and better or as good as their existing 
ones (3.9/5)
• The participants selected on average 10-23 photographs, and spent from 2-6 min­
utes in selecting the photographs.
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The tool in its simplicity has potential as a general user interface for selecting media 
from a large collection. W hat we learned from our trial was that our tool seems to 
work well with personal collections: the participants knew their own photographs which 
helped them to feel in control. This became especially clear with one participant who 
had in her collection also photographs taken by someone else. This caused confusion 
and a feeling of being lost. The strength of our tool is that it is a general tool that is 
not coupled with any particular task or with any particular system. The other main 
strength is that according to our user trial, people found it useful and helpful.
Finally, the results from the interactive search experiments with video collections 
demonstrate that through intuitive interaction users can find very specific content with 
very high precision, yet having a pleasant and fun user experience. The tool in its 
simplicity has potential as a general user interface for selecting media from a large 
collection.
7.2 Future Work
Due to the staggering predictions of video content growth, the need for further de­
velopment of intuitive and interactive system for large visual databases is obvious. 
Currently it is feasible to adopt the query by example paradigm and find the similar 
content, but it is very difficult to find specific content from large-scale repositories using 
state-of-the-art. Further research should try to find the reasons and solve the problem.
Our short-term research directions will be focused on the initial findings of this work 
that users tend to follow spatial cues and relations to link similar content. In addition, 
new similarity measures and features will be explored such as location, social similarity, 
tags, as well as their combination, in order to improve system intuitiveness and usability 
in various application scenarios. We are also planning to add new metaphors to the 
FreeEye interface for the user to change the relevance of a feature at any time.
In the long-term, our research will need to respond to the fast moving environment 
of multimedia communications. In the past 5 years, information and communication 
technology has developed at an enormous rate. These improvements brought to life
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many novel applications and services, such as social networking and the mobile Internet, 
which will grow even more rapidly in the future. Therefore, another direction of future 
research could be adaptation of large-scale media management systems to the mobile 
and social contexts.
Another concept that has been considered as a possible direction of this work is a 
concept of “visual tag” . Nowadays, the tag based annotation is implemented in more 
and more social media applications, since it can help users to categorise, manage, 
search and share the visual content. However, the only medium that currently supports 
the tag concept is text. Because the content of visual media is much richer than 
a list of keywords, there is a semantic gap between word-based tagging and visual 
media. In addition, the drawback of word-based tagging is the problem of language. 
There are around 7,000 different languages existing on the Earth, and although English 
and Chinese are used by more than 20% of people around the world, the difficulty of 
communication still remains.
One solution would be to develop a “visual tag” as a way of solving this problem. Not 
only could it convey a set of perceptual similarities like colour, texture, shape or even 
location information, etc., but it would facilitate personalisation of the visual tags for 
each user. By using some simple and clear visual tags, users could easily annotate, 
categorise any type of media. These visual tags can also give other users an intuitive 
impression of the media content, even if they do not use the same language. Finally, 
visual tag can also be used in different application scenarios to improve the usability, 
including tag-based image search, tag ranking and image annotation.
However, it is going to be very difficult to challenge the problem of the semantic gap. 
In order to overcome this problem automatic image annotation needs to make quantum 
leaps. As we said previously, the major difficulty in this problem is to make computers 
“understand” or “recognise” image content in terms of semantics or high-level concepts. 
This is the well known problem of computer vision, and it has been addressed for 
decades. Nevertheless, novel paradigms in image analysis and statistical learning ap­
proaches (techniques such as classification and recognition) do show promising results 
in limited contexts. Therefore, another direction of our future research work could be
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to use machine learning techniques for (semi-)automatic image annotation where the 
number of categories is manageable. However, the critical part of that process in how 
to engage users in the loop to bring validation and personalisation. In addition to 
intuitive interfaces and appropriate interaction design, we need to bring an incentive to 
users in order to generate large-scale datasets and user feedback, and the development 
of such a framework could be our long term research objective. As a final conclusion, 
whatever we chose to follow on this long road to understanding visual semantics, user 
involvement and tolls to support it will be critical part of the system.
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A ppendices
.1 Photo Selection Task Questionnaire
T A S K l S h o rt E ven t
Have you had any events lately and that there are photos of? For example, a party, a 
birthday, a day trip or something similar 1-2 day event. I will choose one and ask you 
to select photos from that event imagining that you were going to send them by email 
to someone who was at the event. Who would you send them to?
Ok, now lets start
Lets have a look at the photos you selected:
la. Are these the photos? Did you know of any photos that you did not find but would 
have liked to include? How many?
lb. On a scale of 1-5 (1—terrible, 5=excellent), how well did tool help you find what 
you wanted?
2a. Do you think that these photos give a good overall feeling of the event? Is something 
missing?
2b. On a scale of 1-5 (l=terrible, 5=excellent), how well do the selected photos reflect 
the event?
3a. Who would you now send these photos? Would you send them all or would you 
still select some of them?
3b. On a scale of 1-5 (l=bad, 5=excellent), how well did the tool help you in selecting 
photos to be sent to the person you had in mind?
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3c. Can you give at least one positive comment, and one critique?
4a. When was the last time you selected photos in this way? W hat program or how 
did you select them then? Do you use that program or method normally?
4b. Do you think the photos would have been the same? How would have they been 
different (more, less, different photos)? If yes, then why?
4c. On a scale of 1-5 (l=m uch worse, 5=much better), how would you rate this tool 
compared to what you normally use?
5. (measure the time, the clicks of each task)
6. (write down anything you think is interesting)
TASK2 Long event
Have you had any vacations, trips, travels or any long events that have lasted more 
than two days, and are there photographs of those events? From those, I will choose 
one long event, and ask you to imagine you were selecting photos to share on a website 
with your friends or family. W hat website would you use?
Ok, lets start
Lets have a look at the photos you selected:
la. Are these the photos? Did you know of any photos that you did not find but would 
have liked to include? How many?
lb. On a scale of 1-5 (l=terrible, 5—excellent), how well did tool help you find what 
you wanted?
1c. Was this task easier to do than the previous one? Why, can you give some examples?
2a. Do you think that these photos give a good overall feeling of the event? Is something 
missing?
2b. On a scale of 1-5 (l=terrible, 5=excellent), how well do the selected photos reflect 
the event?
3a. Who do you think would go and see them on the website? Would you send them 
all or would you still select some of them?
Appendices 152
3b. On a scale of 1-5 (l=bad , 5=excellent), how well did the tool help you in selecting
photos to be sent to the website you had in mind?
3c. Can you give at least one positive comment, and one critique?
4a. W hat program or how would have you selected the photos normally? Have you 
done a similar task lately?
4b. Do you think the photos would have been the same? How would have they been
different (more, less, different photos)? If yes, then why?
4c. On a scale of 1-5 (l=m uch worse, 5=much better), how would you rate this tool 
compared to what you normally use?
5. (measure the time, the clicks of each task)
6. (write down anything you think is interesting)
TASKS Yearbook
Imagine you are making a photobook of what has happened to you in the past months 
or year. Choose photos for that photobook.
Ok, lets start
Lets have a look at the photos you selected:
la. Are these the photos? Did you know of any photos that you did not find but would 
have liked to include? How many?
lb. On a scale of 1-5 (l=terrible, 5=excellent), how well did tool help you find what 
you wanted?
1c. Was this task easier to do than the previous ones? Why, can you give some 
examples?
2a. Do you think that these photos give a good overall feeling of the year? Is something 
missing?
2b. On a scale of 1-5 (l=terrible, 5=excellent), how well do the selected photos reflect 
the year?
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3a. Who do you think you would show this photobook? Would you keep it yourself or 
give it to someone?
3b. On a scale of 1-5 (l=bad , 5=excellent), how well did the tool help you in selecting 
photos for a photobook?
3c. Can you give at least one positive comment, and one critique?
4a. W hat program or how would have you selected the photos normally?
4b. Do you think the photos would have been the same? How would have they been 
different (more, less, different photos)? If yes, then why?
4c. On a scale of 1-5 (l=m uch worse, 5=much better), how would you rate this tool 
compared to what you normally use?
5. (measure the time, the clicks of each task)
6. (write down anything you think is interesting)
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.2 Cross User Photo Selection Task Questionnaire
T A SK l Long event
Have you had any vacations, trips, travels or any long events that have lasted more 
than two days, and are there photographs of those events? From those, I will choose 
one long event, and ask you to imagine you were selecting photos to share with your 
friends on email, instant messenger, or from screen.
How do you usually share images (email, IM, screen)? Ok, then lets imagine you are 
sharing these images by that. Who would you share these photos with?
Ok, lets start (start trial). If 2nd time: This time lets use another version of the tool, 
it clusters the images differently. Use it as you did the last time.
(Measure the time, the clicks of each task. Keep an eye on visual similarity of people’s 
clothes, scenery, etc. that intuitively would cluster images to one event).
Lets have a look at the photos you selected:
la. Are these the photos? Did you know of any photos that you did not find but would 
have liked to include? How many?
lb. On a scale of 1-5 (l=terrible, 5=excellent), how well did tool help you find what 
you wanted?
1c. Was this task easier to do than the previous ones? Why, can you give some 
examples?
2a. Do you think that these photos give a good overall feeling of the event? Is something 
missing?
2b. On a scale of 1-5 (l=terrible, 5=excellent), how well do the selected photos reflect 
the event?
3a. On a scale of 1-5 (l=bad, 5=excellent), how well did the tool help you in selecting 
photos to shared?
3b. Can you give at least one positive comment, and one critique?
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4a. W hat program or how would have you selected the photos normally?
4b. Have you done a similar tasks lately? W hat photos, and with whom did you share 
them? How did you choose them and how did you share them? Is this typical of your 
photo sharing?
4c. Do you think the photos would have been the same if you used your normal way 
of selecting? How would have they been different (more, less, different photos)? If yes, 
then why?
4d. On a scale of 1-5 (l=m uch worse, 5—much better), how would you rate this tool 
compared to what you normally use?
5a. Ask permission to take a screenshot of the thumbnails of the selected photos. 
TA SK 2 Y earbook
Imagine you are making a photobook of what has happened to you in the past months 
or year. Choose photos for that photobook. You can choose as many photos anywhere 
from your set of photos. Have you done photo books? W hat kind of book was it? For 
whom did you do it, and have you shown it to anyone? Ok, imagine that this was a 
book for yourself to remember this period in your life.
Ok, lets start (start trial). If 2nd time: This time lets use another version of the tool, 
it clusters the images differently. Use it as you did the last time.
(Measure the time, the clicks of each task. Keep an eye on visual similarity of peoples 
clothes, scenery, etc. that intuitively would cluster images to one event).
Lets have a look at the photos you selected:
la. Are these the photos? Did you know of any photos that you did not find but would 
have liked to include? How many?
lb. On a scale of 1-5 (l=terrible, 5=excellent), how well did tool help you find what 
you wanted?
1c. Was this task easier to do than the previous ones? Why, can you give some 
examples?
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2a. Do you think that these photos give a good overall feeling of the year? Is something 
missing?
2b. On a scale of 1-5 (l=terrible, 5=excellent), how well do the selected photos reflect 
the year?
3a. Who do you think you would show this photobook? Would you keep it yourself or 
give it to someone?
3b. On a scale of 1-5 (l=bad, 5—excellent^ how well did the tool help you in selecting 
photos for a photobook?
3c. Can you give at least one positive comment, and one critique?
4a. W hat program or how would have you selected the photos normally?
4b. Do you think the photos would have been the same? How would have they been 
different (more, less, different photos)? If yes, then why?
4c. On a scale of 1-5 (l=m uch worse, 5=much better), how would you rate this tool 
compared to what you normally use?
5. Ask permission to take a screenshot of the thumbnails of the selected photos. 
TASKS P e rso n
This time think about a friend or family member who is in your photographs. Who do 
you have in mind? Your task is to make a small gift of photographs on a CD-ROM. 
Choose photos from your set to give as a gift to that person.
Ok, lets start (start trial). If 2nd time: This time lets use another version of the tool, 
it clusters the images differently. Use it as you did the last time.
(Measure the time, the clicks of each task. Keep an eye on visual similarity of peoples 
clothes, scenery, etc. that intuitively would cluster images to one event).
Lets have a look at the photos you selected:
la. Are these the photos? Did you know of any photos that you did not find but would 
have liked to include? How many?
Appendices 157
lb. On a scale of 1-5 (l=terrible, 5=excellent), how well did tool help you find what 
you wanted?
1c. Was this task easier to do than the previous ones (long event, yearbook)? Why, 
can you give some examples?
2a. Do you think that these photos make a good gift? On a scale of 1-5 (l=terrible, 
5=excellent), how good a gift the photos would be?
3a. On a scale of 1-5 (l=bad, 5=excellent), how well did the tool help you in selecting 
photos for that person?
3b. Can you give at least one positive comment, and one critique?
4a. W hat program or how would have you selected the photos normally?
4b. Have you done a similar tasks lately? W hat photos, and with whom did you share 
them? How did you choose them and who did you give them? Is this typical of your 
photo sharing?
4c. Do you think the photos would have been the same if you used your normal way 
of selecting? How would have they been different (more, less, different photos)? If yes, 
then why?
4d. On a scale of 1-5 (l=m uch worse, 5=much better), how would you rate this tool 
compared to what you normally use?
5a. Ask permission to take a screenshot of the thumbnails of the selected photos.
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.3 P o ster  for Im age Search E xp erim en t
Find me a Postcard
INTERACTIVE SE A R C H  CHALLENGE
LARGE COLLECTION USING A
THE GRAND CHALLENGE
Can you find 5 images in a collection of 3000 under 1 minute? The Kan’s Grand Challenge offers 
delicious prizes for the fastest contenders! Come and join the challenge! Please contact Kan to 
arrange the best time for you to win the prize!
E-MAIL US ON K.REN@SURREY-AC.UK
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ABOUT THE
GRAND
CHALLENGE
The aim  of th e  experim en t 
is to  c o n d u c t u se r  t e s ts  on 
tire im age brow sing  too l 
that w e  h ave  d ev e lo p ed  
targe ting  p ersonalized  
query  by exam ple.
You will b e  given 5  prin ted  
p h o to s  a n d  the ta sk  is to 
find th em  a s  fas t a s  
p o ss ib le  from  th e  co llection  
of 3000 im ag es. Clicking on
cen tre  of th e  new  sc re e n , 
rearranging
m o st sim ilar p h o to s  to  th e  
central im age are 
im m ediately a ro u n d  it,.less 
sim ilar further away. The 
c o rn e rs  of th e  sc re e n  are
random  im ages.
O n ce  you find th e  pho to  
you a re  after, click on  it and  
co n tin u e  to se ek  fo r th e  
o th ers . You can  alw ays gc 
b ack  o n e  s te p  using  th e  
“de le te ” bu tto n , bu t you  can  . 
only go  b a c k  o n e  s te p .
Have Fun & G ood  Luck1 
Thanks for your 
co o p era tio n .
Kan R en & J a n k o  Calic
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.4 SP  A R K  T axonom y
SP ARK Taxonom y
Development
o  S c re e n w r it in g
■ D ra ft
> Draft Script 
with notes
>  Draft Script
> Revised 
Draft Script
" Locked Scrip t
■ Synopsis
> Long 
Synopsis
> Short 
Synopsis
o Im age  B ank
■ Notes 
P ho tograph 
P icture
o F in a n c in g  
« Pitch
D ocum e n ta tion
> Presentatio 
n Folder
^ Letter
> Film 
Festival 
Prospectus
o  C a sting
" A u d itio n
■ Rehearsal 
o S to ry b o a rd
* Sketch 
o D esign
• Anim als
> Animals 
Breakdown
•  F loor Plan 
- Props
^ Photograph
•  Costum e
> Sketch
> Photograph
■ Set Design
> Sketch/Pain 
ting
> Sketch 
Hair and M ake -up
• C inem a tog raphy  
o B u d g e t
o L o c a tio n
• Travel 
In fo rm a tio n
o R esearch
Location
> Travel 
Information
> Recce 
Photograph
r  Photograph
> Slide 
Costum e
> Recce Video 
N otes
• L ite ra tu re
> Original 
Novel
o  P e rso n a l N o te s  
" Set Design
■ Props
■ Sally’s D iaries 
o Legal
■ C opyrigh t
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Pre Production
o C re w
■ C ontract 
o Call s h e e t
o S h o o tin g  s c h e d u le
■ One Line 
S tripboa rd
■ D eta iled  
S tripboa rd  
B reakdow n Sheet
■ Day o u t o f Days
■ P rovis ional 
S hooting  
Schedule
o  D esign
F loor Plan
> Sketch 
Props
>  Photograph 
« Costum e
> Sketch
> Photograph 
" Set Design
> Sketch/Pain 
ting
> Photograph 
Hair and M ake -up  
C inem a tog raphy  
Sound
> Photograph
> Video 
Location
> Recce 
Photograph
A nim als
> Animals 
Breakdown
>  Photograph 
C orrespondence
o C a sting
Legal
Rehearsal 
Screen Test
Cast con tra c t 
C rew  co n tra c t 
Location c o n tra c t 
Facilities
. Production
o D esign
" Location 
o S h o o tin g  S c rip t
* Sally P o tte r's  
S hooting  Scrip t
• Pink Pages 
o C o n t in u ity
■ C o n tin u ity  Report
■ C o n tin u ity  Scrip t 
o Call S hee ts
o D a ily  P rog ress  R e p o rt 
o P ic tu re  N e g a tiv e  
R e p o rt 
o S ou nd
M usic
> Music 
Design
> Music 
Breakdown
•  Sound R eport 
o P ro d u c t io n  S tills  
P ho tograph
■ C ontact Sheet
" Slide
o Rushes 
o V id e o  A ss is t 
o Reel B re a k d o w n  
o T h e  M a k in g  o f  
o O rla n d o  
o S et P h o to g ra p h y
■ P ho tograph  
Behind th e  Scenes 
P ho tography
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Post Production
o E d itin g  
o R e -sh o o ts
■ Pick ups 
o S ound
M usic
Music Design 
Music Breakdown
ADR
> ADR Sheet
r- ADR Provisional Timetable
> ADR List 
■ D ubb ing Sheets
Voice Over
> Voice Over Cues 
P ost P ro d u c t io n  S c r ip t 
C o n ta c ts  in th e  USA
• Distribution
o P u b lic ity
" Poster
- A dve rtis ing  
Festival
> Press
•  A w ards
* T ra ile r
- Review
D irec to r's  C om m enta ry  
o S o u n d tra c k  
o F ilm  DVD 
o L ite ra tu re
■ Sally P o tte r's  D iary
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.5 Topics for Search Task of TRECVID 2009 Evaluation
• Find shots of a road taken from a moving vehicle through the front window.
• Find shots of a crowd of people, outdoors, filling more than half of the frame 
area.
• Find shots with a view of one or more tall buildings (more than 4 stories) and 
the top story visible.
• Find shots of a person talking on a telephone.
• Find shots of a closeup of a hand, writing, drawing, coloring, or painting.
• Find shots of exactly two people sitting at a table.
• Find shots of one or more people, each walking up one or more steps.
• Find shots of one or more dogs, walking, running, or jumping.
• Find shots of a person talking behind a microphone.
• Find shots of a building entrance.
• Find shots of people shaking hands.
• Find shots of a microscope.
• Find shots of two more people, each singing and/or playing a musical instrument.
• Find shots of a person pointing.
• Find shots of a person playing a piano.
• Find shots of a street scene at night.
• Find shots of printed, typed, or handwritten text, filling more than half of the 
frame area.
• Find shots of something burning with flames visible.
• Find shots of one or more people, each at a table or desk with a computer visible.
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• Find shots of an airplane or helicopter on the ground, seen from outside.
• Find shots of one or more people, each sitting in a chair, talking.
• Find shots of one or more ships or boats, in the water.
• Find shots of a train in motion, seen from outside.
• Find shots with the camera zooming in on a person’s face.
