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A lower bound on the number of elements outside a closed subset
of a C-basis of a commutative C-algebra with dual a table algebra
is derived, as is an equivalent condition for when the lower
bound is met. As corollaries, lower bounds are obtained on the
number of primitive idempotent matrices of rank greater than 1
in the adjacency algebra of a commutative, imprimitive association
scheme; and, for a given normal subgroup N of a ﬁnite group G ,
on the number of irreducible characters of G whose kernels do
not contain N , and on the number of conjugacy classes of G not
contained in N . Also found are equivalent conditions for when
these lower bounds are met.
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1. Introduction
The aim of this paper is to produce and characterize a lower bound on the number of elements
outside a closed subset of a C-basis of a commutative C-algebra whose dual is a table algebra. For
a ﬁnite group, the center of the group algebra over the complex numbers, with basis the conjugacy
class sums, and the algebra of complex-valued class functions, with basis the irreducible characters,
are commutative table algebras that are dual to each other as C-algebras, in the sense of [7, Deﬁni-
tion 1.5]. Because of this, we easily obtain Theorems A, C, D in [4] as corollaries of our main results.
The adjacency algebra of a commutative association scheme is another C-algebra whose dual is a ta-
ble algebra [5, Sections II.2, II.3]. Thus we obtain, as another consequence, an evidently new theorem
on the primitive idempotent matrices in such adjacency algebras (Theorem 1.8 below).
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yields, via the analysis of eigenmatrices, a direct route to the main results and subsequent applica-
tions. This approach is quite different from that of [4].
Let C, R, R× and R+ denote respectively the set of complex numbers, the set of real numbers,
the set of nonzero real numbers, and the set of positive real numbers. For any α ∈C, α∗ denotes the
complex conjugate of α. For a set S , denote the cardinality of S by |S|.
Let M be an n ×m matrix over C. Fix positive integers n1,n2,m1,m2 with n1 + n2 = n and m1 +
m2 = m. Partition M into submatrices Mtl (top left: n1 ×m1), Mtr (top right: n1 ×m2), Mbl (bottom
left: n2 ×m1), Mbr (bottom right: n2 ×m2), as shown:
M = n1
n2
m1 m2(
Mtl Mtr
Mbl Mbr
)
.
Let Mt (n1 ×m) := (Mtl|Mtr) and Mb (n2 ×m) := (Mbl|Mbr).
Theorem 1.1. Let M be an n × n matrix over C, partitioned as Mtl , Mtr , Mbl , Mbr as above, where
n1,n2,m1,m2 are positive integers with n1 +n2 = n =m1 +m2 . Fix ε j ∈R+ for 1 j  n, and let 〈 , 〉 be the
positive deﬁnite Hermitian form on Cn deﬁned as follows: for x = (ξ j)nj=1 , y = (η j)nj=1 ∈ Cn (so ξ j, η j ∈ C),
and where η∗j denotes the complex conjugate of η j ,
〈x, y〉 =
n∑
j=1
ξ jη
∗
j ε j .
Assume that the columns of M are nonzero, and are mutually orthogonal with respect to 〈 , 〉. Let p denote the
number of distinct columns of Mtl . Then
(i) n2 = rank(Mb)m1 − p;
(ii) if n2 =m1 − p then Mbr = 0;
(iii) if Mbr = 0 and the distinct columns of Mtl are linearly independent, then n2 =m1 − p.
The proof of Theorem 1.1 is given in Section 2 below.
Deﬁnition 1.1. (See [7, Deﬁnition 1.1].) Let B = {b1,b2, . . . ,bn} be a basis of a ﬁnite dimensional as-
sociative commutative algebra A over C, with identity element 1A = b1. Let f : A →C be an algebra
homomorphism. Then the triple (A,B, f ) is a commutative C-algebra (and B is a C-basis) if
(i) For all i, j,m, bib j =∑m=nm=1 βi jmbm with βi jm ∈R.
(ii) There is an algebra automorphism (denoted by −) of A whose order divides 2, such that bi ∈ B
implies b¯i ∈ B (then i¯ is deﬁned by bi¯ = b¯i).
(iii) For all i, j, βi j1 = 0 if and only if j = i¯; and βii¯1 > 0.
(iv) For all i, f (bi) = f (b¯i) ∈R× .
Deﬁnition 1.2. The βi jm , for i, j,m = 1, . . . ,n, are the structure constants of B. We call the nonzero real
numbers f (bi) the degrees of (A,B, f ).
Deﬁnition 1.3. (See [7, Deﬁnition 1.2].) Let B = {b1,b2, . . . ,bn} be a basis of a ﬁnite dimensional
associative commutative algebra A over C, with identity element 1A = b1. If Deﬁnition 1.1(i)–(iii)
all hold, with βi jm ∈R+ ∪ {0} for all i, j,m, then (A,B) is called a commutative table algebra.
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table algebra, then there exists a unique algebra homomorphism f : A → C such that f (bi) > 0,
i = 1, . . . ,n. Thus any commutative table algebra is always a C-algebra, and when we refer to a
commutative table algebra (A,B) as a C-algebra (A,B, f ), it is understood unless explicitly noted
otherwise that f is the unique homomorphism which is positive-valued on B. A C-basis for a table
algebra is called a table basis.
Deﬁnition 1.4. (See [6, Deﬁnition 2.10].) A commutative C-algebra (A,B, f ) is called standard if βii¯1 =
f (bi) for 1 i  n; and is called transitional if f (bi) = 1 for 1 i  n.
Deﬁnition 1.5. Let (A,B, f ) be a commutative C-algebra and λi , i = 1, . . . ,n, nonzero real numbers
such that λi = λi¯ , λ1 = 1. The algebra A has a new C-basis B′ = {λibi: i = 1, . . . ,n} which is called a
rescaling of the C-basis B. However, if (A,B) is a commutative table algebra, then such B′ is called a
rescaling of B as a table basis if and only if λi > 0 for all i.
Remark 1.2. (See [7, Proposition 2.1].) For any commutative C-algebra (A,B, f ), B has a unique rescal-
ing that is standard and that we shall denote by B′; and a unique rescaling that is transitional that
we shall denote by B′′ .
Deﬁnition 1.6. The order of a commutative C-algebra (A,B, f ) is deﬁned as
o(B) :=
n∑
i=1
f (bi)2
βii¯1
.
Note that o(B) is invariant under rescaling of B.
It is well known that, for the commutative C-algebra (A,B, f ), the algebra A itself is semisimple;
see [7, Proposition 2.6]. Thus, the set I of primitive idempotents of A is another basis for A. So for
any ordering e1, . . . , en of I, there exist uniquely determined bis ∈C, for i, s = 1, . . . ,n, fulﬁlling
bi =
n∑
s=1
bises.
It is clear that the algebra homomorphisms from A to C are in bijection with I : f s ↔ es where
f s(bi) = bis for all i. The automorphism − permutes the set {1, . . . ,n} and also the set I. We may
order I so that f ↔ e1 and es = es¯ for all s; see [7, p. 40]. In particular, each bi1 = f (bi) ∈ R× . The
invertible matrix EB = (bis) is called the eigenmatrix of (A,B, f ).
Remark 1.3. (i) In the commutative C-algebra (A,B, f ), for any x, y ∈ A, x =∑ni=1 γibi , y =∑ni=1 τibi
with γi, τi ∈C, deﬁne a semilinear form ( , ) by (x, y) =∑ni=1 βii¯1γiτi∗ . Then by [7, Proposition 2.4],
we know that ( , ) is Hermitian and positive deﬁnite, and has B as an orthogonal basis. In addition,
(bib j,bk) = (bi,bkb¯ j) for any bi,b j,bk ∈ B.
(ii) (1A, es) = (es, es) > 0 for all es ∈ I; see [7, Proposition 2.7]; for all 1  i, j, s, t  k, we
have
∑
s bisb
∗
js
(es,es)
β j j¯1
= δi j and ∑i (es,es)βii¯1 b∗isbit = δst ; here δ is the Kronecker symbol; see [7, Propo-
sition 2.11].
Deﬁnition 1.7. (See [7, Deﬁnition 1.5].) Let (A,B, f ) be a commutative C-algebra, with eigenmatrix
E = (bis). Deﬁne Bˆ f = {as: 1 s n}, where
as =
n∑
i=1
(bis/bi1)ei .
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i=1(bis/bi1)∗ei ; see [7, Theorem 2.12]. We call (A, Bˆ f , f ) the dual C-algebra of (A,B, f ). Now (̂Bˆ f ) f
is the transitional rescaling of B; see [7, Theorem 2.12].
(ii) Each dual basis element as corresponds to the es column of the eigenmatrix for B′′ , which we
denote as es ↔ as . So we may index the columns of E by the as . Thus, E Bˆ = (EB′′)T (matrix transpose).
Deﬁnition 1.8. (See [7, Deﬁnition 1.8].) Let (A,B, f ) and (U ,V, g) be two C-algebras. An algebra
isomorphism ψ from A to U is called an exact C-algebra isomorphism of (A,B, f ) onto (U ,V, g) if
ψ(B) = V and f = gψ ; we also call (A,B, f ) and (U ,V, g) exactly isomorphic in this case.
Remark 1.5. Let G be a ﬁnite group. Let (Ch(G), Irr(G),d) be the algebra of complex-valued class func-
tions of G , which is a table algebra with table basis Irr(G), the set of irreducible characters of G , and
degree map d mapping each irreducible χ to its degree d(χ) = χ(1). Let (Z(CG),Cla(G), e) be the
center of the group algebra, which is a standard table algebra with table basis Cla(G), the conjugacy
class sums of G; and e sends each conjugacy class sum to the cardinality of the corresponding class.
It is well known that the dual (Ch(G), Îrr(G)d,d) is (exactly isomorphic to) the transitional rescaling
of (Z(CG),Cla(G), e) and that the dual (Z(CG), Ĉla(G)e, e) is (exactly isomorphic to) the transitional
rescaling of (Ch(G), Irr(G),d). Furthermore, if gi ∈ G is in the conjugacy class Ci , then the entry bis
in the eigenmatrix for Cla(G) is the central character value |Ci |χs(gi)/χs(1), where χs ∈ Irr(G) corre-
sponds to the central primitive idempotent es . See the discussion after Deﬁnition 1.5 in [7]. We shall
see that main results in [4] are special cases, applied to (Ch(G), Irr(G),d) and (Z(CG),Cla(G), e), of
our main results in the present paper.
Deﬁnition 1.9. Let (A,B, f ) be a commutative C-algebra. Let S,T be subsets of B. The set product ST
is deﬁned as
ST=
⋃
s∈S, t∈T
SuppB(st).
If S= {b} is a singleton set, then ST is denoted as bT.
Deﬁnition 1.10. Let (A,B, f ) be a commutative C-algebra. A nonempty subset C of B is called a closed
subset (or C-subset) if CC ⊆ C. If C is a closed subset and b ∈ B then bC is called a coset of C in B.
Remark 1.6. (i) If C is a closed subset of a commutative C-algebra then C = C¯ (see [7, Proposition 2.19],
[1, Proposition 2.7]). Hence 〈C〉, the span of C, is a subalgebra of A, and (〈C〉,C, f |〈C〉) is a commutative
C-algebra.
(ii) If C is a closed subset of a commutative table algebra (A,B, f ), then the cosets of C partition B;
that is, biC= b jC iff b j ∈ biC for all bi,b j ∈ B. (See [7, Proposition 4.2]; [4, Proposition 4.7].)
(iii) If C,D are closed subsets of a commutative table algebra then it is easily seen that CD is also
a closed subset.
(iv) The element
eC := o(C)−1
∑
bi∈C
(
f (bi)/βii¯1
)
bi
is the primitive idempotent of 〈C〉 that corresponds to f |〈C〉 . (See [2, Theorem 2.9(ii)]; [7, Corol-
lary 3.13]; [5, Lemma II.9.7].)
Deﬁnition 1.11. Let (A,B, f ) be a commutative C-algebra, with eigenmatrix E = (bis). For each b j ∈ B,
deﬁne
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for each nonempty subset C of B, deﬁne
Ker(C) = Ker f (C) =
⋂
b j∈C
Ker f b j.
The following is an immediate consequence of [7, Theorem 2, Theorem 1].
Proposition 1.2. Let (A,B, f ) be a commutative C-algebra such that either (A,B, f ) or (A, Bˆ f , f ) is a table
algebra. Then C is a closed subset of B if and only if Ker(C) is a closed subset of Bˆ f and Ker(Ker(C)) = C′′ . Thus,
C → Ker(C) is an inclusion reversing bijection between the closed subsets of B and those of Bˆ f .
Remark 1.7. If (A,B, f ) is a commutative C-algebra, and C is a closed subset of B, then by Deﬁni-
tion 1.11, eC =∑as∈Ker(C) es .
Deﬁnition 1.12. Let (A,B, f ) be a commutative C-algebra. An element a ∈ B is called linear if
aa¯ = βaa¯11. The set of all linear elements of B is denoted by L(B).
The ﬁrst part of the following proposition is from [1, Proposition 3.2]; and the second part is a
consequence of the ﬁrst part and the hypothesis on degrees. For similar results on non-commutative
table algebras, see [8, Proposition 2.14, Proposition 2.15].
Proposition 1.3. Let (A,B, f ) be a commutative table algebra.
(i) L(B) is a closed subset of B; and if a ∈ L(B) and b ∈ B, then |SuppB(ab)| = 1.
(ii) If B is standard or transitional, then L(B) is a group; and if a ∈ L(B) and b ∈ B, then ab ∈ B. If B is standard,
then L(B) = {b ∈ B | f (b) = 1}.
Remark 1.8. Let G be a ﬁnite group.
(i) A typical closed subset of Irr(G) is Irr(G/N), for some normal subgroup N of G . A typical closed
subset of Cla(G) is the set of sums over the conjugacy classes of G that are contained in N , for
some ﬁxed N  G; we denote this set by ClaG(N). (See the discussion in [7] after Deﬁnition 1.16.)
(ii) Let [G,G] denote the commutator subgroup of G , and ﬁx N  G and M  G . It is immediate from
the deﬁnitions and (i) that
Ker
(
Irr(G/N)
)= ClaG(N)′′;
Ker
(
ClaG(N)
)= Irr(G/N)′′;
L
(
Cla(G)
)= Z(G); L(Irr(G))= Irr(G/[G,G]);
Irr(G/N) Irr(G/M) = Irr(G/N ∩ M); Irr(G/N) ∩ Irr(G/M) = Irr(G/NM).
In the rest of this paper, we usually shall regard the degree map f as ﬁxed, and drop it from the
notation. So we denote a commutative C-algebra and its dual as (A,B), resp. (A, Bˆ). More important,
we adopt the following hypothesis throughout:
Hypothesis 1.1. (A,B) is a commutative C-algebra such that its dual (A, Bˆ) is a commutative (transi-
tional) table algebra.
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group G , satisfy Hypothesis 1.1.
Let (A,B) be a commutative C-algebra satisfying Hypothesis 1.1. Let C be a closed subset of B.
Since (A, Bˆ) is a commutative (transitional) table algebra, Propositions 1.2 and 1.3 and Remark 1.6
imply that L(Bˆ)Ker(C) is a closed subset of Bˆ and L(Bˆ) is an abelian group.
Note that if (A,B) is a transitional (or standard) table algebra, then L(B) acts by multiplication on
any closed subset of B that contains L(B), by Proposition 1.3 and associativity.
Deﬁnition 1.13. Let (A,B) be a standard or transitional table algebra. For any b ∈ B, the stabilizer of b
is deﬁned as
StabB(b) :=
{
x ∈ B ∣∣ xb = f (x)b},
and
StabL(B)(b) := StabB(b) ∩ L(B).
Remark 1.9. It follows from associativity and the non-negativity of structure constants that StabB(b)
is a closed subset of B, hence StabL(B)(b) is a subgroup of L(B), and |L(B) : StabL(B)(b)| is the size of
the orbit of b under the action of L(B) on B.
Our second main result is stated next. Its proof, and the proofs of our subsequent results on
commutative C-algebras, are in Section 3.
Theorem 1.4. Let C be a closed subset of B. Then
|B− C| ∣∣Ker(C)L(Bˆ)∣∣− ∣∣L(Bˆ) : Ker(C) ∩ L(Bˆ)∣∣;
and equality holds ⇔ the (B− C rows) × (Bˆ− Ker(C)L(Bˆ) columns) submatrix of the eigenmatrix EB is 0
⇔ Ker(C) ⊆ StabBˆ(a) for all a ∈ Bˆ− Ker(C)L(Bˆ)
⇔ es ∈ 〈C〉 for all primitive idempotents es ↔ as /∈ Ker(C)L(Bˆ).
The inequality for |Ker(C)L(Bˆ)| in the next proposition is useful in the context of Theorem 1.4.
Proposition 1.5. Let C be a closed subset of B; and let Orb(C) be a set of orbit representatives for the action of
L(Bˆ) on Ker(C)L(Bˆ), chosen so that Orb(C) ⊆ Ker(C). Then
∣∣Ker(C)L(Bˆ)∣∣= ∑
a∈Orb(C)
∣∣L(Bˆ) : StabL(Bˆ)(a)∣∣

(∣∣Orb(C)∣∣− 1) · ∣∣L(Bˆ) : L(Bˆ) ∩ Ker(C)∣∣+ ∣∣L(Bˆ)∣∣.
Furthermore, StabL(Bˆ)(a) ⊆ Ker(C) for all a ∈ Orb(C) ⊆ Ker(C); hence, the inequality is an equality if and only
if StabL(Bˆ)(a) = L(Bˆ) ∩ Ker(C) for all a ∈ Orb(C) − L(Bˆ).
We prove Proposition 1.5 in Section 3. The following corollary is immediate from Theorem 1.4 and
Proposition 1.5.
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action of L(Bˆ) on Ker(C)L(Bˆ). Then
|B− C| (∣∣Orb(C)∣∣− 2) · ∣∣L(Bˆ) : L(Bˆ) ∩ Ker(C)∣∣+ ∣∣L(Bˆ)∣∣,
and equality holds iff the (B − C rows) × (Bˆ − Ker(C)L(Bˆ) columns) submatrix of EB is 0 and StabL(Bˆ)(a) =
L(Bˆ)∩Ker(C) for all a ∈ Orb(C)−L(Bˆ). In particular, if Ker(C) L(Bˆ), then |Orb(C)| 2 and |B−C| |L(Bˆ)|.
The following special case of Theorem 1.4 and Corollary 1.6 is proved in Section 3.
Corollary 1.7. Let C be a closed subset of B. Then
|B− C| ∣∣L(Bˆ)∣∣− ∣∣L(Bˆ) : L(Bˆ) ∩ Ker(C)∣∣,
and equality holds ⇔ Ker(C) ⊆ StabL(Bˆ)(a) for all a ∈ Bˆ − L(Bˆ) ⇔ the (B − C rows) × (Bˆ − L(Bˆ) columns)
submatrix of EB is 0 ⇔ es ∈ 〈C〉, for all es ↔ as /∈ L(Bˆ).
Remark 1.10. Let (A,B, f ) be the adjacency algebra of a commutative association scheme. Thus, B
consists of commuting 0/1 adjacency matrices whose sum is the all 1s matrix; B is invariant under
matrix transpose (the distinguished automorphism here); and the degree of each matrix in B is its
row sum (valency). For each primitive idempotent es ∈ A, where es ↔ as ∈ Bˆ and a′s is the standard
rescaling of as , then by [5, Proposition II.3.4, Theorem II.5.9 (part V of proof)],
(degree) f
(
a′s
)= (matrix) rank(es).
Hence, by part (ii) of Proposition 1.3,
as ∈ L(Bˆ) ⇔ rank(es) = 1.
An adjacency algebra is called imprimitive if B has a proper closed subset.
Theorem 1.8. Let (A,B) be the adjacency algebra of a commutative association scheme. Let I be the set of
primitive idempotents of A, and let I1 := {es ∈ I | rank(es) = 1}. Let C be a closed subset of B, and deﬁne
IC := {es ∈ I | eCes = es}. Then
|I− I1| |C| − | I1 || I1 ∩ IC | ,
and equality holds
⇔ I− I1 ⊆ 〈C〉
⇔ I− I1 ⊆ 〈C〉 and IC ⊆ I1.
Remark 1.10 implies that |L(Bˆ)| = |I1|; and by Remark 1.7,
IC =
{
es ∈ I
∣∣ as ∈ Ker(C)}.
Since |B| = dimCA = |I|, Theorem 1.8 is thus an immediate consequence of Corollary 1.7.
Remark 1.8, Theorem 1.4, and Corollary 1.6 yield directly the following result for ﬁnite groups.
H.I. Blau, G. Chen / Journal of Algebra 373 (2013) 340–355 347Corollary 1.9. Let G be a ﬁnite group and N a normal subgroup of G.
(i) |Irr(G)− Irr(G/N)| |ClaG(N)Z(G)|−|Z(G) : N∩Z(G)|, and equality holds iff all χ ∈ Irr(G)− Irr(G/N)
vanish off NZ(G) iff gC = C for all g ∈ N and all G-conjugacy classes C ⊆ G − NZ(G). Also, if N  Z(G)
then |Irr(G) − Irr(G/N)| |Z(G)|.
(ii) |Cla(G) − ClaG(N)|  |Irr(G/N ∩ [G,G])| − |Irr(G/[G,G]) : Irr(G/N[G,G])|, and equality holds iff all
χ ∈ Irr(G) − Irr(G/N ∩ [G,G]) vanish off N iff χξ = χ(1)ξ for all χ ∈ Irr(G/N) and ξ ∈ Irr(G) −
Irr(G/N ∩ [G,G]). Also, if Irr(G/N)  Irr(G/[G,G]) (that is, [G,G]  N), then |Cla(G) − ClaG(N)| 
|G/[G,G]|.
Corollary 1.9(i) with N = [G,G] yields the following result of Aziziheris and Lewis.
Corollary 1.10. (See [4, Theorem A].) If G is a ﬁnite group with [G,G] ⊆ Z(G) then |Irr(G)− Irr(G/[G,G])|
|Z(G)| − |Z(G) : [G,G]|. If [G,G] Z(G) then |Irr(G) − Irr(G/[G,G])| |Z(G)|.
Deﬁnition 1.14. For any commutative C-algebra (A,B), deﬁne [B,B] as the intersection of all closed
subsets of B that contain
⋃
b∈B SuppB(b¯b).
Remark 1.11. (i) By deﬁnition, [B,B] is a closed subset of B. (ii) Suppose that both (A,B) and (A, Bˆ)
are table algebras. Let C be a closed subset of B. It follows from the deﬁnition of the quotient table
algebra basis B/C [7, Deﬁnition 1.11], and from [7, Theorem 1], that (B/C)′′ and K̂er(C) are exactly
isomorphic. Furthermore, [B,B] is the smallest closed subset C such that (B/C)′′ is a group. Since
the dual of the group algebra of an abelian group is an isomorphic group algebra, we have that
Ker([B,B]) = L(Bˆ), and hence Ker(L(B)) = [Bˆ, Bˆ].
The following proposition is known. We give a proof in Section 3.
Proposition 1.11. Suppose that (A,B) is a table algebra. Then for all b ∈ B,
StabB(b) ⊆ SuppB(b¯b) ⊆ [B,B],
and if [B,B] ⊆ L(B) then StabB(b) = SuppB(b¯b).
The next result follows from Theorem 1.4, Remark 1.11, and Proposition 1.11. It also generalizes
Corollary 1.10.
Corollary 1.12. Suppose that both (A,B) and (A, Bˆ) are table algebras. Then
∣∣B− L(B)∣∣ ∣∣[Bˆ, Bˆ]L(Bˆ)∣∣− ∣∣L(Bˆ) : [Bˆ, Bˆ] ∩ L(Bˆ)∣∣,
and equality holds ⇔ the (B − L(B) rows) × (Bˆ − [Bˆ, Bˆ]L(Bˆ) columns) submatrix of EB is 0 ⇔ [Bˆ, Bˆ] =
StabBˆ(a) for all a ∈ Bˆ− [Bˆ, Bˆ]L(Bˆ).
Our ﬁnal main theorem assumes only Hypothesis 1.1. The easy proofs of Theorem 1.13 and Corol-
lary 1.14 are given in Section 3. Note that if C is a closed subset of B with C = B, then Ker(C) = {1}.
Theorem 1.13. Let C = B be a closed subset of B. Let p be any prime that is at most the smallest prime divisor of
|Ker(C)|. Then |B−C| |L(Bˆ)|(1− 1p ); and equality holds if and only if |Ker(C)| = p and Ker(C) ⊆ StabL(Bˆ)(a)
for all a ∈ Bˆ− L(Bˆ).
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that is at most the smallest prime divisor of |[Bˆ, Bˆ]|. Then |B− L(B)| |L(Bˆ)|(1− 1p ); and equality holds if and
only if |[Bˆ, Bˆ]| = p and [Bˆ, Bˆ] ⊆ L(Bˆ).
Corollary 1.15. (See [4, Theorems C, D].) Let G be a nonabelian ﬁnite group and p the smallest prime divisor
of |G|. Then |Irr(G) − Irr(G/[G,G])| (1− 1p )|Z(G)|; and equality holds if and only if |[G,G]| = p.
Corollary 1.15 follows from Corollary 1.14 with B = Irr(G), once we show that if |[G,G]| = p,
then [G,G]  Z(G), so that ClaG([G,G]) = [Cla(G),Cla(G)] = [G,G], the commutator subgroup. But
(as is shown in the proof of [4, Theorem 3.2]), if |[G,G]| = p, then G/CG ([G,G]) acts faithfully on
[G,G] as a subgroup of Aut([G,G]), which has order p − 1. So the minimality of p implies that
|G/CG ([G,G])| = 1, hence [G,G] Z(G).
Section 2 presents the proof of Theorem 1.1. The proofs of Propositions 1.5 and 1.11, Theorems 1.4
and 1.13, and Corollaries 1.7 and 1.14 are in Section 3. Section 4 contains an example to show that
the condition in Corollary 1.14 that [Bˆ, Bˆ] ⊆ L(Bˆ) cannot be dropped in general, even though it is not
needed for the specialization to ﬁnite groups in Corollary 1.15.
2. Matrix proofs
Throughout this section, M is an n×m matrix over C, partitioned as in Section 1 into submatrices
Mtl (n1 × m1), Mbl (n2 × m1), Mtr (n1 × m2), and Mbr (n2 × m2); as well as Mt (n1 × m) and Mb
(n2 ×m). For x =
⎛
⎝ ξ1..
.
ξn
⎞
⎠ ∈Cn , set
x(t) =
⎛
⎝ ξ1...
ξn1
⎞
⎠ , x(b) =
⎛
⎜⎝
ξn1+1
...
ξn
⎞
⎟⎠ ,
so that
x =
(
x(t)
x(b)
)
.
Denote the columns of M as v j , 1 j m. Thus, for j m1, v j , v(t)j , and v
(b)
j are the columns of
Ml , Mtl , and Mbl , resp. For j >m1, v j , v
(t)
j , and v
(b)
j are the columns of Mr , Mtr , and Mbr , resp.
Let u =
⎛
⎝ μ1..
.
μm
⎞
⎠ be a typical vector in Cm . Then it is immediate that the matrix product
M · u =
m∑
j=1
μ j v j ∈Cn; (2.1)
left multiplication by M thus deﬁnes a linear transformation: Cm →Cn , and
dim
(
M ·Cm)= rank(M). (2.2)
Deﬁne the null space of M in the usual way as
N(M) := {u ∈Cm ∣∣ M · u = 0}.
H.I. Blau, G. Chen / Journal of Algebra 373 (2013) 340–355 349It follows that
rank(M) + dim(N(M))=m. (2.3)
Partition the set of column indices {1,2, . . . ,m} into subsets St such that vi = v j iff i, j ∈ St . Fix
jt ∈ St for each t , so that v j = v jt for all j ∈ St . Deﬁne
U (M) :=
{
u ∈Cm
∣∣∣ ∑
j∈St
μ j = 0 for all St
}
.
Lemma 2.1. Let p be the number of distinct columns of M. Then U (M) is a subspace ofCm with dim(U (M)) =
m − p, and U (M) ⊆ N(M).
Proof. It is immediate that U (M) is a subspace; and since there are p disjoint sets St of indices, it
follows that dim(U (M)) =m − p. The last conclusion holds since for u ∈ U (M),
M · u =
m∑
j=1
μ j v j =
∑
t
∑
j∈St
μ j v jt =
∑
t
(∑
j∈St
μ j
)
v jt =
∑
t
0 · v jt = 0. 
Proposition 2.2. Assume that the columns of Ml are linearly independent, and that Mtl has exactly p1 distinct
columns. Then
rank(Mb) rank(Mbl) dim
(
N(Mtl)
)=m1 − rank(Mtl) = dim(Mbl(N(Mtl)))
 dim
(
U (Mtl)
)=m1 − p1 = dim(Mbl(U (Mtl))).
Proof. It is immediate that rank(Mb)  rank(Mbl)  dim(Mbl(N(Mtl))), since Mbl · Cm1 ⊆ Cn2 , and
N(Mtl) ⊆ Cm1 . It follows from (2.3) that dim(N(Mtl)) = m1 − rank(Mtl); and from Lemma 2.1
that dim(U (Mtl)) = m1 − p1. Lemma 2.1 also shows that U (Mtl) ⊆ N(Mtl), thus dim(N(Mtl)) 
dim(U (Mtl)). Hence, it suﬃces to show that dim(Mbl(N(Mtl))) = dim(N(Mtl)) and dim(Mbl(U (Mtl))) =
dim(U (Mtl)). Both of these equalities will follow once we establish that left multiplication by
Mbl : N(Mtl) →Cn2 is one-to-one.
Let u =
⎛
⎝
μ1
.
.
.
μm1
⎞
⎠ ∈ N(Mtl). Then
0= Mtl · u =
m1∑
j=1
μ j v
(t)
j .
Suppose that Mbl · u = 0. Then 0 =∑m1j=1 μ j v(b)j , hence
0 =
(∑m1
j=1 μ j v
(t)
j∑m1
j=1 μ j v
(b)
j
)
=
m1∑
j=1
μ j
(
v(t)j
v(b)j
)
=
m1∑
j=1
μ j v j.
Since the v j are assumed linearly independent, all the μ j = 0, hence u = 0. 
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deﬁnite Hermitian form on Cn given by, for all x =
⎛
⎝ ξ1..
.
ξn
⎞
⎠ and y =
⎛
⎝ η1..
.
ηn
⎞
⎠ ∈Cn ,
〈x, y〉 =
n∑
j=1
ξ jη
∗
j ε j .
Let cs(M) denote the column space of M , that is, the subspace of Cn spanned by the columns v j .
Deﬁne cs(Mbl), cs(Mbr), etc. similarly.
Lemma 2.3. Suppose that the columns v j of M are mutually orthogonal with respect to 〈 , 〉. Suppose also that
cs(Mbl) has a basis of vectors {ws} of the form
ws =
∑
jm1
βsj v
(b)
j ,
where each βsj ∈C and where∑ jm1 βsj v(t)j = 0 for each s. Then cs(Mbl) ∩ cs(Mbr) = {0}.
Proof. Suppose that x =
⎛
⎝ ξn1+1..
.
ξn
⎞
⎠ ∈ cs(Mbl) ∩ cs(Mbr). Then for some set {πs}, each πs ∈C,
x =
∑
s
πsws =
∑
s
∑
jm1
πsβsj v
(b)
j .
Let τ j =∑s πsβsj for all j m1, and let y =∑ jm1 τ j v j . Then y(b) = x, and
y(t) =
∑
jm1
τ j v
(t)
j =
∑
jm1
∑
s
πsβsj v
(t)
j =
∑
s
πs
∑
jm1
βsj v
(t)
j = 0. (2.4)
Since x ∈ cs(Mbr), there exist ρk ∈C for m1 < km such that
x =
∑
k>m1
ρkv
(b)
k . (2.5)
Let z =∑k>m1 ρkvk . Now z = (ζi)1in , y = (ηi)1in for some ζi, ηi ∈ C. Then ηi = ξi for i > n1.
Also, (2.5) implies that ζi = ξi for i > n1, and (2.4) yields that ηi = 0 for i  n1. Since the v j are
orthogonal with respect to 〈 , 〉,
0=
〈 ∑
jm1
τ j v j,
∑
k>m1
ρkvk
〉
= 〈y, z〉 =
n∑
i=1
ηiζ
∗
i εi
=
n1∑
i=1
0 · ζ ∗i εi +
n∑
i=n1+1
ξiξ
∗
i εi .
Since all ξiξ∗i  0, it follows that ξi = 0 for all i > n1, hence x = 0. 
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that cs(Mb) has a basis of vectors {ws} of the form
ws =
∑
jm1
βsj v
(b)
j ,
where each βsj ∈C and∑ jm1 βsj v(t)j = 0 for each s. Then Mbr = 0.
Corollary 2.5. Suppose that the columns v j of M are mutually orthogonal with respect to 〈 , 〉. Suppose also
that Mbr = 0. Then cs(Mtl) ∩ cs(Mtr) = {0}.
Proof. The nonzero columns v(t)k , for k >m1, form a basis for cs(Mtr), because the vk are orthogonal
and Mbr = 0 means that v(b)k = 0 for all k >m1. So the hypothesis of Lemma 2.3, with right and left
switched, with top and bottom switched, and with {v(t)k | k > m1 and v(t)k = 0} in place of {ws}, are
satisﬁed. Therefore, cs(Mtl) ∩ cs(Mtr) = {0}. 
Proof of Theorem 1.1. Assume the hypotheses and notation of the theorem. Then the nonzero, or-
thogonal columns v j are linearly independent, and so the square matrix M is invertible. Thus,
n2 = rank(Mb). Let v j = (αi j)1in , so that M = (αi j). Since p denotes the number of distinct columns
of Mtl , rank(Mb)m1 − p by Proposition 2.2.
Suppose that rank(Mb) =m1 − p. Then Proposition 2.2 implies that rank(Mb) = dim(Mbl(N(Mtl))),
and hence that cs(Mb) = Mbl(N(Mtl)). This means that the hypotheses of Corollary 2.4 hold. Therefore,
Mbr = 0.
Conversely, suppose that Mbr = 0. For all i, let βi = 〈vi, vi〉 > 0; and let D = diag(β1, β2, . . . , βn),
P = diag(ε1, ε2, . . . , εn) be diagonal matrices. Then the relations 〈vi, vi〉 = βi and 〈vi, v j〉 = 0 if i = j
are equivalent to the matrix equation MT PM∗D−1 = In (where MT ,M∗ are the transpose, resp. com-
plex conjugate of M). Hence, M∗D−1MT P = In and so MD−1M∗T P = In . Thus, for all 1 i,k n,
n∑
j=1
αi jβ
−1
j α
∗
kjεk = δik,
where δ is the Kronecker symbol. Hence, the rows of M are mutually orthogonal with respect to the
positive deﬁnite Hermitian form on Cn
(x, y) =
n∑
i=1
ξiη
∗
i β
−1
i , for x = (ξi)ni=1, y = (ηi)ni=1.
(Note that this is the usual derivation of the Second Orthogonality Relations from the First.) It follows
that MT satisﬁes the hypotheses of Corollary 2.5. Therefore, cs(MTtl ) ∩ cs(MTbl) = {0}. Hence, the row
spaces of Mtl and Mbl are disjoint. Since the rank of a matrix is both its column rank and row rank,
and since M is invertible,
m1 = rank(Ml) = rank(Mtl) + rank(Mbl).
Since Mbr = 0, rank(Mb) = rank(Mbl). Thus,
rank(Mb) =m1 − rank(Mtl).
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rank(Mtl) = p. The conclusion that rank(Mb) =m1 − p follows. 
The example below shows the necessity of the assumption in Theorem 1.1(iii) that the distinct
columns of Mtl are linearly independent.
Example 2.1. Let M =
⎛
⎜⎝
1 −1 1 1 −5
1 −1 1 2 4
1 −1 1 −3 1
1 3 1 0 0
1 0 −4 0 0
⎞
⎟⎠, so that n = m = 5. Let n1 = m1 = 3, so Mtl =
(
1 −1 1
1 −1 1
1 −1 1
)
. The
columns of M are orthogonal with respect to the form in Theorem 1.1 where all εi = 1. Also, Mbr = 0,
p = 2, and the distinct columns of Mtl are dependent. Then n2 = 2 > 1=m1 − p, so the conclusion of
Theorem 1.1(iii) fails.
3. C -algebra proofs
We assume throughout this section that (A,B) is a commutative C-algebra that satisﬁes Hypothe-
sis 1.1, hence (A, Bˆ) is a table algebra.
Proof of Theorem 1.4. Let C be a closed subset of B. We index the basis B so that C= {b1,b2, . . . ,bn1 },
B − C = {bn1+1, . . . ,bn}; and the dual basis Bˆ so that Ker(C)L(Bˆ) = {a1,a2, . . . ,am1 }, Bˆ − Ker(C)L(Bˆ) ={am1+1, . . . ,an}. So the eigenmatrix E partitions as
Etl = C rows× Ker(C)L(Bˆ) columns,
Etr = C rows× Bˆ− Ker(C)L(Bˆ) columns,
Ebl = B− C rows× Ker(C)L(Bˆ) columns,
Ebr = B− C rows× Bˆ− Ker(C)L(Bˆ) columns. (3.1)
We may assume without loss of generality that B is transitional; so the columns of E may be
identiﬁed with the elements of Bˆ. This justiﬁes denoting the columns of Etl as a
(t)
s for 1 sm1, the
columns of Ebr as a
(b)
s for m1 < s n, and so forth. Since E is invertible,
rank(Eb) = |B− C|. (3.2)
Now as ∈ Ker(C) iff a(t)s = a(t)1 = (1)n1i=1, the all-1 column of Cn1 . Since L(Bˆ) is a group under multi-
plication, so is {a(t)s | as ∈ L(Bˆ)}. It follows that
p1 := number of distinct columns of Etl =
∣∣L(Bˆ) : Ker(C) ∩ L(Bˆ)∣∣. (3.3)
Each column of Et displays the values on C of an algebra homomorphism: 〈C〉 → C. Therefore, these
columns appear in EC , and so the distinct columns of Etl are linearly independent. By Remark 1.3(ii),
the columns of E are orthogonal with respect to a positive deﬁnite Hermitian form as in Theorem 1.1,
where εi = β−1ii¯1 , 1  i  n. So all the hypotheses of Theorem 1.1 hold for E . It now follows from
Theorem 1.1, (3.2), and (3.3), that |B−C| |Ker(C)L(Bˆ)|− |L(Bˆ) : Ker(C)∩ L(Bˆ)|, and that equality holds
iff Ebr = 0.
Now as ∈ Ker(C) iff sm1 and a(t)s = (1)n1i=1, the n1-tuple of all 1s. If Ebr = 0, then a(b) = (0)ni=n1+1,
for all a ∈ Bˆ − Ker(C)L(Bˆ). It follows that a(t)s a(t) = a(t) and a(b)s a(b) = a(b) , hence that asa = a and
Ker(C) ⊆ StabBˆ(a).
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and a ∈ Bˆ− Ker(C)L(Bˆ), a(b)s a(b) = a(b) . Fix any d ∈ B − C. If the row d entry of every as ∈ Ker(C) is 1,
then d ∈ Ker(Ker(C)) = C, a contradiction. So the row d entry of some at ∈ Ker(C) is not 1. Since
a(b)t a
(b) = a(b) for all a ∈ Bˆ − Ker(C)L(Bˆ), the row d entry of every a ∈ Bˆ − Ker(C)L(Bˆ) is 0. That is,
Ebr = 0.
Let E−1 = X = (xsi). Since E is the matrix of B in terms of I, X is the matrix of I in terms of B. By
part (ii) of Remark 1.3,
xsi = (es, es)
βii¯1
b∗is.
Hence, Ebr = 0 ⇔ the (Bˆ − Ker(C)L(Bˆ) rows) × (B − C columns) submatrix of X is 0 ⇔ for each
es ↔ as ∈ Bˆ−Ker(C)L(Bˆ), es is a linear combination of C. All the claimed equivalences of the properties
listed in the statement of the theorem are established. 
Proof of Proposition 1.5. Let C be a closed subset of B, and let Orb(C) ⊆ Ker(C) be a set of orbit
representatives for the action of L(Bˆ) on Ker(C)L(Bˆ). Then for each a ∈ Orb(C), the orbit of a is aL(Bˆ),
and
∣∣aL(Bˆ)∣∣= ∣∣L(Bˆ) : StabL(Bˆ)(a)∣∣. (3.4)
If u ∈ StabL(Bˆ)(a), then ua = a implies that
0< (ua,a) = (u,aa¯).
Thus, u ∈ SuppBˆ(aa¯) ⊆ Ker(C), since Ker(C) is a closed subset. So
StabL(Bˆ)(a) ⊆ Ker(C), (3.5)
and therefore,
∣∣L(Bˆ) : StabL(Bˆ)(a)∣∣ ∣∣L(Bˆ) : L(Bˆ) ∩ Ker(C)∣∣, for all a ∈ Orb(C). (3.6)
There is one representative a ∈ Orb(C) with a ∈ L(Bˆ). But a ∈ L(Bˆ) (a group) implies that aL(Bˆ) = L(Bˆ).
Since Ker(C)L(Bˆ) is the disjoint union of the orbits aL(Bˆ) for a ∈ Orb(C), Proposition 1.5 follows from
(3.4), (3.5), and (3.6). 
Proof of Corollary 1.7. We shall show that if the (B − C rows) × (Bˆ − L(Bˆ) columns) submatrix is 0,
then Ker(C) ⊆ L(Bˆ). Once this is established, then Corollary 1.7 is immediate from Theorem 1.4 and
Corollary 1.6.
Suppose that there is some as ∈ Ker(C) with as /∈ L(Bˆ). By Deﬁnition 1.7, as =∑ni=1(bis/bi1)ei . Now
bis = bi1 for all bi ∈ C, since as ∈ Ker(C). As as /∈ L(Bˆ), bis = 0 for all bi ∈ B − C, by our hypothesis.
Therefore, as =∑bi∈C ei; and hence, a2s = as . It follows that the singleton set {as} is a closed subset
of Bˆ. Since as = 1, this contradicts part (i) of Remark 1.6. 
Proof of Proposition 1.11. Suppose that (A,B) is a table algebra. For all b ∈ B and u ∈ StabB(b),
0<
(
f (u)b,b
)= (ub,b) = (u,bb¯).
Therefore, StabB(b) ⊆ SuppB(bb¯) ⊆ [B,B], by Deﬁnition 1.14.
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(xb,b). Then b ∈ Supp(xb). But x ∈ L(B) implies that |Supp(xb)| = 1, hence that xb = f (x)b and x ∈
StabB(b). So StabB(b) = SuppB(bb¯). 
Proof of Theorem 1.13. Let C = B be a closed subset of B, and let p be a prime that is at most the
smallest prime divisor of |Ker(C)|. Then Ker(C) = {1}, and p  |Ker(C)|. To prove the inequality, we
may assume that |B− C| < |L(Bˆ)|. Then by Corollary 1.6, Ker(C) ⊆ L(Bˆ). So by Corollary 1.7,
|B− C| ∣∣L(Bˆ)∣∣− ∣∣L(Bˆ) : Ker(C)∣∣= ∣∣L(Bˆ)∣∣ (|Ker(C)| − 1)|Ker(C)| 
∣∣L(Bˆ)∣∣(p − 1)/p.
If |B − C| = |L(Bˆ)|(p − 1)/p, then p = |Ker(C)| and Ker(C) ⊆ L(Bˆ) by Corollary 1.6. Also in this
case, equality holds in Corollary 1.7, so that Ker(C) ⊆ StabL(Bˆ)(a) for all a ∈ Bˆ − L(Bˆ). Conversely, if
|Ker(C)| = p and Ker(C) ⊆ StabL(Bˆ)(a) for all a ∈ Bˆ − L(Bˆ), then Corollary 1.7 yields that |B − C| =
|L(Bˆ)| − |L(Bˆ) : Ker(C)| = |L(Bˆ)|(p − 1)/p. 
Proof of Corollary 1.14. Assume that (A,B) and (A, Bˆ) are both table algebras, L(B) = B, and p is
any prime that is at most the smallest prime divisor of |[Bˆ, Bˆ]|. By Remark 1.11(ii), Ker(L(B)) = [Bˆ, Bˆ].
So by Theorem 1.13, |B − L(B)|  |L(Bˆ)|(p − 1)/p; and equality holds if and only if |[Bˆ, Bˆ]| = p and
[Bˆ, Bˆ] ⊆ StabL(Bˆ)(a) for all a ∈ Bˆ− L(Bˆ).
Suppose on the other hand that |[Bˆ, Bˆ]| = p and [Bˆ, Bˆ] ⊆ L(Bˆ). Then Proposition 1.11 implies that
for all a ∈ Bˆ− L(Bˆ),
1 = SuppBˆ(a¯a) = StabBˆ(a) ⊆ [Bˆ, Bˆ].
Then StabBˆ(a) is a nontrivial subgroup of a group [Bˆ, Bˆ] of prime order. Thus, [Bˆ, Bˆ] = StabBˆ(a) for all
a ∈ Bˆ− L(Bˆ), and the equivalent conditions of the paragraph above are attained. 
4. An example
We present here an example to show that the assumption [Bˆ, Bˆ] ⊆ L(Bˆ) in one of the assertions of
Corollary 1.14 is necessary.
Example 4.1. Let ν be a primitive cube root of 1, and ﬁx β ∈R with 0 < β < 1. Let
E =
⎛
⎜⎝
1 1 1 1
1 1 ν ν2
1 1 ν2 ν
1 −β 0 0
⎞
⎟⎠ .
Let A = C4. Let B = {1,u, u¯,b} denote the rows of E , in order, and let Bˆ = {1,d,a, a¯} denote the
columns, in order. Then B, Bˆ are bases for C4, and u2 = u¯, uu¯ = 1, u¯2 = u, ub = u¯b = b, and b2 =
(β/3)(1 + u + u¯) + (1 − β)b. It follows that (A,B) is a table algebra with automorphism − extended
linearly from complex conjugation on the rows. So (A, Bˆ) is the dual C-algebra, by Deﬁnition 1.7.
Since d2 = β1+ (1−β)d, da = a, da¯ = a¯, a2 = a¯, a¯2 = a, and aa¯ = (β/(1+β))1+ (1/(1+β))d, (A, Bˆ) is
also a table algebra. Now L(B) = {1,u, u¯}, Ker(L(B)) = [Bˆ, Bˆ] = {1,d} by Deﬁnition 1.11, and L(Bˆ) = {1}.
Here, |[Bˆ, Bˆ]| = 2 and |B− L(B)| = 1 > 12 = |L(Bˆ)|(1− 12 ).
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