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(quality control) , 80
$\backslash ’\vee=\backslash$ (cf. [19]) . $\backslash \vee/z\backslash$ , ,
. $3\sigma$ ,
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, (cf. [6]) .
, ATS(Average Time to Signal,
$T$ , )




(cf. [1, 4, 5, 7, 8, 10, 11])
.
, 1
. (cf. [15, 16, 20]) , 1
. ,
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LDeRobertis and J. A. Hartigan(’1981) ,
. ,
(intervals of measures) .
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, ( )
. , 3
(cf. [13, 14, 19]) ,
.
2
, [3] $Q$ ,
2 .
$\Theta=(-\infty, \infty)$ , $\theta\in\Theta$ , \mbox{\boldmath $\sigma$}02( )
$N(\theta, \sigma_{0}^{2})$ , $f(x|\theta)$ :
$X\sim N(\theta,\sigma_{0}^{2})$
$f(x| \theta)=\frac{1}{\sqrt{2\pi}\sigma_{0}}e^{-\frac{(*-\theta)^{2}}{2\sigma@}}$ $(\theta\in\Theta)$ (1)
$\Theta$
$\mathcal{B}$ , $(\Theta, \mathcal{B})$ $\sigma$- $L,$ $U$
, $A\in \mathcal{B}$ $L(A)\leq U(A)$ $L\leq U$ . $L\leq U$
, $L$ $U$ $I(L, U)$ .
$I(L, U):=$ {$Q|L\leq Q\leq U,$ $Q$ $\sigma$- } (2)
$\theta$ (prior $measure$) $Q$ , $(\Theta, \mathcal{B})$ $\sigma$-
$L,$ $U(L\leq U)$ $I(L, U)$ . , .
$Q\in I(L, U)$ (3)
$I(L, U)$ (intervals of prior measures) . $g$ $(\Theta, \mathcal{B})$
$Q$- , :
$Q(g)$ $:= \int_{e}g(\theta)dQ(\theta)$
, $\frac{Q(b)}{Q(c)},$ $Q\in I(L, U)$ .
$1$ (cf. [3])
$b,$ $c$ $(\Theta, \mathcal{B})$ $Q$- , $Q\in I(L, U)$ $Q(c)>0$ .
, .
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1. $inf\{\frac{Q}{Q}(b4|Q\in I(L, U)\}$ , $\lambda$ :
$U(b-\lambda c)^{-}+L(b-\lambda c)^{+}=0$ (4)
2. $\sup\{\frac{Q}{Q}\perp b1|Q\in I(L, U)\}$ , $\lambda$ :
$U(b-\lambda c)^{+}+L(b-\lambda c)^{-}=0$ (6)
, $g(\theta)$
$g^{+}( \theta)=\max\{g(\theta),0\},g^{-}(\theta)=\min\{g(\theta),0\}$ (6)
$X=x$ $Q$ $Q_{x}$ $Q_{x}(A)= \int_{A}f(x|\theta)Q(d\theta)(A\in$





$L_{x}(A)= \int_{A}f(x|\theta)dL,$ $U_{x}(A)= \int_{A}f(x|\theta)dU$ $(A\in \mathcal{B})$ (8)
3 \alpha -
, , \alpha -
. , , \S 2 1,2
\alpha - .
A
$Q$ , $I(L, kL)$ . ,
$Q\in I(L, kL)$ (9)
, $L$ $(\Theta, B)$ , $k$ .





$1_{A}(x)=\{\begin{array}{ll}1 (x\in A),0 (x\not\in A)\end{array}$
.
:
$\underline{\lambda}(a|x):=\sup\{\frac{Q(\underline{g}_{a})}{Q(1)}|Q\in I(L_{x}, kL_{x})\}$ (11)
$\overline{\lambda}(a|x):=\sup\{\frac{Q(\overline{g}_{a})}{Q(1)}|Q\in I(L_{x}, kL_{x})\}$ (12)
, $1=1_{(-\infty,\infty)}$ .
$0<\alpha<1$ , $\underline{\lambda}(\underline{p}_{\alpha}|x)=\alpha,\overline{\lambda}(\overline{p}_{a}|x)=\alpha$ $\underline{p}_{\alpha}=\underline{p}_{\alpha}(x),\overline{p}_{\alpha}=\overline{p}_{\alpha}(x)$
.
$\frac{Q((-\infty,p])arrow}{Q(1)}\leq\alpha,$ $\frac{Q([\overline{p}_{\alpha},\infty))}{Q(1)}\leq\alpha$ $(Q\in I(L_{x}, kL_{x}))$
, $\underline{p}_{\alpha},\overline{p}_{\alpha}$ \alpha - .
$\underline{p}_{\alpha},\overline{p}_{\alpha}$ .















































. $X_{1},$ $X_{2},$ $\cdots,$ $X_{n}$ $N(\theta, \sigma_{0}^{2})$ $n$






$\overline{X}=x$ , \alpha - $\underline{p}_{\alpha}(x)$ , $H_{0}$ $H_{1}$
$Q_{x}\in I(L_{x}, kL_{x})$ $\alpha$ $(-\infty,\underline{p}_{a}(x)$ ] .




, 1 , $2\alpha$
:
$x\in(-\infty, \infty)$ , $D(\alpha, k, n)$ :
$D(\alpha, k,n)$ $:=[ \theta_{0}+\frac{\sigma_{0}}{\sqrt{n}}\psi^{-1}(\frac{\alpha}{(1-\alpha)k+\alpha}),\theta_{0}+\frac{\sigma_{0}}{\sqrt{n}}\psi^{-1}(\frac{(1-\alpha)k}{(1-\alpha)k+\alpha})]$
, –X $=x$ :
$\{\begin{array}{l}x\in Dx\not\in D\end{array}$
.
1 , $\psi^{-1}$ , $k=1$
$2\alpha$ . 2 , $n=5$ $D(\alpha, k, 5)$ , 3
$n=20$ $D(\alpha, k, 20)$ . $L$
$I(L, kL)$ , $k=1$ $I(L, L)=\{L\}$ ,
(improper) . , $\alpha=0.025$ ,
$(-1.96,1.96)$ , 1 . , $k$
. 3 ,
$k=1,$ $\alpha=0.00135$ . 1 , 3
, $k=4,$ $\alpha=0.005$ . $n$
, 3 2 .
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1: $( \psi^{-1}(\frac{\alpha}{(1-\alpha)k+\alpha}),$ $\psi^{-1}(\frac{(1-a)k}{(1-\alpha)k+\alpha}I)$
$2:H_{0}$ : $\theta_{0}=0,$ $\sigma_{0}=1$ $D(\alpha, k, 5)$
$3:H_{0}$ : $\theta_{0}=0,$ $\sigma_{0}=1$ $D(\alpha, k, 20)$
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