by establishing a relation between the limiting behavior for large times of the trajectories of dynamical systems in H and the solutions to equation (1.1) in a real Hilbert space H. We consider a real Hilbert space for the sake of simplicity, equation (1.1) in a complex Hilbert space can be treated similarly, and a part of results can be generalized to a Banach space. A standard approach to numerical solution of equation (1.1) consists of using one of the numerous iterative methods. These methods are also very useful for a theoretical investigation of problem (1.1). For some operators F they allow one to establish existence of a solution to problem (1.1), or existence and uniqueness theorems.
In the iterative methods one chooses some initial approximation z 0 and defines a sequence of points {z n } n=0,1,2,... having as a limit lim n→∞ z n one of the solutions of equation (1.1). The choice of an initial point z 0 is very important especially for problems solution to which is not unique. Usually the choice of z 0 determines to what solution the iterative sequence converges.
The simplest iterative method is the method of simple iteration defined as follows:
(1.2) z n = z n−1 − F (z n−1 ), n = 1, 2, . . . z 0 is given.
In the well-known Newton's method ( [14, 18, 19] ) one constructs a sequence {z n } by the following formula: (1.3) z n = z n−1 − [F (z n−1 )] −1 F (z n−1 ), n = 1, 2, . . . .
Here F (h) is the Fréchet derivative of the operator F , defined at a point h ∈ H as a linear operator from H to H such that:
(1.4) F (h + ξ) − F (h) = F (h)ξ + o(||ξ||).
Thus, an important condition for applicability of Newton's method is invertibility of the Fréchet derivative operator F . The important advantage of Newton's method is the quadratic convergence to the solution in a neighborhood of this solution:
(1.5) ||z n+1 − z n || ≤ const||z n − z n−1 || 2 .
In many cases when Newton's method diverges one uses the damped Newton's method:
(1.6) z n = z n−1 − ω n [F (z n−1 )] −1 F (z n−1 ), n = 1, 2, . . . , where ω n is an appropriately chosen sequence of positive numbers.
In the gradient method one constructs an iterative sequence using the formula:
(1.7) z n = z n−1 − [F (z n−1 )] * F (z n−1 ), n = 1, 2, . . . .
The iterative methods mentioned above are widely known representatives of a large family of iterative methods. A detailed description of many iterative methods one can find in [19] . See also an approach to construction of iterative process for solving nonlinear equation proposed in [20, 21] . The applicability of iterative methods is established by various convergence theorems (see [14, 18, 19] ), which specify assumptions on the operator F which guarantee convergence of the iterative sequence to a solution of equation (1.1). The proofs of convergence theorems for iterative methods are usually based on the contraction mapping principle.
Another approach to solving problem (1.1) is based on a construction of a dynamical system with the trajectory starting from an initial approximation point z 0 and having a solution to problem (1.1) as a limiting point.
In [12] R. Courant proposed the dynamical system, which is a continuous analog of the gradient method, in the problem of minimization of some functionals. In [16] M.K. Gavurin proposed continuous Newton's method and established the corresponding convergence theorem. In continuous Newton's method one considers the following Cauchy problem for a nonlinear differential equation in a Hilbert space H:
where z 0 is some initial approximation point. In [25] E.P. Zhidkov and I.V. Puzynin applied continuous Newton's method for solving nonlinear physical problems. Y. Alber used continuous methods for solving operator equations and variational inequalities ( [6, 7, 8] ). A modified continuous Newton's method is proposed in [1, 3] . In this method one avoids numerically difficult inversion of the Fréchet derivative F by solving an expanded system of nonlinear differential equation in Hilbert space. In [2, 3] one can find the applications of this method to some physical problems. The goal of this chapter is to develop a general approach to continuous analogs of discrete methods and to establish fairly general convergence theorems. This approach is based on an analysis of the solution to the Cauchy problem for a nonlinear differential equation in a Hilbert space. Such an analysis was done for well-posed and some ill-posed problems in [1, 4, 5] , and was based on a usage of integral inequalities.
Let z 0 be an initial approximation for a solution to (1.1) and z(t) be the trajectory of an autonomous dynamical system: (1.9)ż(t) = Φ(z(t)), 0 ≤ t < ∞, z(0) = z 0 .
The main question investigated in this chapter is:
Under what assumptions on operators F in (1.1) and Φ in (1.9) one can guarantee that:
(i) Cauchy problem (1.9) is uniquely solvable for t ∈ [0, +∞), (ii) the solution z(t) tends to one of the solutions of (1.1) as t → ∞, (iii) there exists a step ω (or a sequence {ω n }) such that the corresponding discrete (iterative) method z n+1 = z n + ωΦ(z n ) (or z n+1 = z n + ω n Φ(z n )) produces the sequence {z n }, which converges to one of the solutions of (1.1).
The answers are given in Theorems 2.2, 3.1 and Corollaries 1, 2.
Thus an analysis of continuous processes is based on the investigation of the asymptotic behavior of nonlinear dynamical systems in Banach and Hilbert spaces. If a convergence theorem is proved for a continuous method, one can construct various discrete schemes generated by this continuous process. Thus construction of a discrete numerical scheme is divided into two parts: construction of the continuous process and numerical integration of the corresponding nonlinear differential equation in a Hilbert space.
The main assumption in Theorems 2.2, 3.1 and Corollaries 1, 2 is that the Fréchet derivative F of the operator F has a trivial null-space at the solution to (1.1). If F has a nontrivial null-space at the solution to (1.1) then, in general, one can use the classical Newton method for solving of (1.1) only under some strong special assumptions on the operator F (see [9, 13] ). In order to relax these assumptions and to construct numerical method for solving (1.1) when F has a nontrivial nullspace at the solution to (1.1), one needs a regularized discrete Newton-like methods (see [6, 11, 15, 22, 24] ).
In this chapter we consider the continuous Newton's method:
where ε(t) is a specially chosen positive function which tends to zero as t → +∞. Thus, in the framework of our general approach, instead of the Cauchy problem (1.9) for autonomous equation the following Cauchy problem for nonautonomous equation has to be considered:
where Φ is a nonlinear operator, Φ :
An analysis of dynamical system (1.11) is more complicated. In this study we use new integral inequality (Theorem 4.2). Based on Theorem 4.2, a general convergence theorem for a regularized continuous process is proved (Theorem 5.1). Applying this theorem to the regularized Newton's and simple iteration methods (for monotone operators) we obtain convergence theorems under less restrictive conditions on the equation than the theorems known for the corresponding discrete methods. Statements of these theorems contain some useful recommendations for the choice of a regularizing operator and estimate the rate of convergence of the regularized process. Convergence theorems for regularized continuous Newton-like methods are established in [4, 7, 22] . The applications of these scheme to GaussNewton-type methods for nonmonotone operators can be found in [4, 5] .
Throughout this chapter the Hilbert space is assumed real-valued.
Continuous methods for well posed problems
Let y be a solution to equation (1.1), z 0 be some point in H, considered as an initial approximation to a solution to equation (1.1), and z(t) be some trajectory in H such that z(0) = z 0 . Definition 2.1. We say that a trajectory z(t) converges to solution y of equation (1.1) exponentially if there exist positive constants c and c 1 such that
Consider Cauchy problem (1.9). Examples of the choice of an operator Φ are given in Remark 1. Theorem 2.2. Assume that there exist some positive numbers r, c such that F , F , and Φ are Fréchet differentiable and bounded in B r (z 0 ) and the following conditions hold for every h ∈ B r (z 0 ):
and
Then 1) there exists a solution z = z(t), t ∈ [0, ∞), to problem (1.9) and z(t) ∈ B r (z 0 ) for all t ∈ [0, +∞);
2) there exists
y is a solution of problem (1.1) in B r (z 0 ), and z(t) converges to y exponentially. Remark 2.3. a) Choosing Φ(h) = −[F (h)] −1 F (h) one gets Continuous Newton's method. In this case c = 1 and Theorem 2.2 yields the convergence theorem for Continuous Newton's method ( [16] ); b) choosing Φ = −F , one gets a simple iteration method for which condition (2.2) means strict monotonicity of F ; c) Φ(h) = −[F (h)] * F (h) corresponds to the gradient method. Proof of Theorem 2.2. From the Fréchet differentiability of Φ in B r (z 0 ), we get the local existence of a solution of the problem (1.8). Then from (1.8) one gets:
From (2.5) denoting λ(t) = F (z(t)), one gets:
Therefore, for sufficiently small t for which z(t) ∈ B r (z 0 ), one can use estimate (2.2) and get:
Thus, the following estimate holds at least for sufficiently small t > 0:
For 0 ≤ t 1 ≤ t 2 one has:
Setting t 1 = 0 and t 2 = t, one concludes from (2.8) that z(t) ∈ B r (z 0 ) for all t > 0. Now let t 1 = t and t 2 → +∞ in (2.8). Then one gets
where y is defined in (2.4) and the limit in (2.4) does exist due to (2.8). The exponential convergence of z(t) to y follows now from (2.7) and (2.9). Remark 2.4. Note that in general the assumptions of Theorem 2.2 do not imply the uniqueness of a solution of equation (1.1) in B r (y). If (1.1) is not uniquely solvable then z(t) converges to one of its solutions.
To establish convergence theorems for discrete methods we need a modified version of the statement of Theorem 2.2. We start with the following definition. Definition 2.5. Let y be a unique solution to equation (1.1) in some set M . M is called Φ-attractive set for y if for any z 0 ∈ M the trajectory z(t) of the dynamical system (1.9) does not leave M and tends to y as t → +∞. If z(t) converges to y exponentially we call M an exponentially Φ-attractive set for y. If constants c and c 1 in Definition 2.1 do not depend on a point z 0 ∈ M we call M a uniformlyexponentially Φ-attractive set for y.
Let us formulate a corollary to Theorem 2.2. Corollary 1. Assume that there exist some positive numbers r, c such that y is the unique solution to problem (1.1) in the ball B r (y), z 0 ∈ B r (y), and the assumptions of Theorem2.2 are satisfied in B r (y). Then B r (y) is a uniformlyexponentially Φ-attractive set for y with c defined in (2.2) and (2.10)
Discretization theorems for well-posed problems
Consider the following Cauchy problem:
and the corresponding discrete process:
Theorem 3.1. Let B r (y) be a uniformly-exponentially Φ-attractive set for y for some r > 0 such that r ≥ c 1 ||F (z 0 )||, where c 1 is the same as in Definition 2.1, z 0 ∈ B r (y). Assume that (1) F and Φ are Fréchet differentiable in B r (y), and Figure 1 . Discretization scheme of a continuous process.
(2) c 2 and ω are some positive constants satisfying the following inequalities:
Then all {z n }, n = 1, 2, . . . , defined by formula (3.2) belong to the ball B r (y) and
Proof of Theorem 3.1
The idea of the proof is illustrated in Figure1. Let z 0 be an initial approximation point. Since B r (y) is an exponentially attractive set for y integral curve ψ 0 (t) of equation (3.1) connects z 0 with y. Let ω be a stepsize. Consider points ψ 1 (ω) and z 1 defined by (3.1) and (3.2) correspondingly. The point ψ 1 (ω) is located on an integral curve and the point z 1 is located on a tangent line to this integral curve passing through z 0 . Since ψ 1 (t) converges exponentially to y and the distance between ψ 1 (ω) and z 1 decreases as ω 2 for ω → 0, one shows that for a sufficiently small step ω, z 1 is closer to y than z 0 . Therefore z 1 also belongs to B r (y). Moreover using the triangle inequality one can estimate the distance between z 1 and y. Then take the integral curve ψ 2 (t), which connects z 1 with y, points ψ 2 (ω) and z 2 , show that z 2 belongs to B r (y), and estimate the distance between z 2 and y. Repeating this process one estimates the distance between {z n } and y and shows that this distance exponentially tends to zero.
We prove (3.6) using mathematical induction. For n = 0 conditions (3.6) are satisfied. Assume that (3.6) are satisfied for n = m − 1.
Denote by ψ m (t) the solution to the following Cauchy problem:
Then one has:
Since B r (y) is a uniform-exponentially Φ-attractive set for y one gets:
From (3.1) and (3.2) one obtains:
Using (3.9) one gets:
From (3.8), (3.10) , and (3.13) one gets:
Using condition (2.10) one obtains:
From (3.16) and (3.5) one gets:
Thus the estimate (2.10) and (3.5) hold also for n = m. Theorem 3.1 is proved. Corollary 2. Assume that there exist some positive numbers r, c such that:
(1) y is the unique solution to problem (1.1) in the ball B r (y), and an initial approximation point z 0 ∈ B r (y), (2) the assumptions of Theorem2.2 are satisfied in B r (y), (3)
c 2 and ω are some positive constants satisfying the following inequality:
z 0 is an initial approximation point and the sequence {z n }, n = 1, 2, . . . , is defined recursively:
Then all {z n }, n = 1, 2, . . . , belong to the ball B r (y) and
Proof of Corollary 2.
Since the assumptions of Theorem 2.2 are satisfied in B r (y), choosing
one gets the first inequality in (3.3) from (2.3). The second and the third inequalities in (3.3) follow from (3.18) .
From Corollary 1 one gets that B r (y) is a uniformly-exponentially Φ-attractive set for y with c defined in condition (2.2) and
For such N 0 and c 1 condition (3.19) is equivalent to conditions (2.10) and (3.5). To finish the proof one refers to Theorem 3.1.
Nonlinear integral inequality
The main result of this section is Theorem 4.2 which is used throughout the paper.
The following lemma is a version of some known results concerning integral inequalities (see e.g. Theorem 22.1 in [23] ). For convenience of the reader and to make the presentation essentially self-contained we include a proof.
Assume that g(t, u) is such that the Cauchy problem
then u(t) ≥ w(t) for all t for which u(t) and w(t) are defined.
Proof of Lemma 4.1
Step
Assume that for some t 1 > δ one has u(t 1 ) < w(t 1 ). Then for some t 2 < t 1 one has u(t 2 ) = w(t 2 ) and u(t) < w(t) for t ∈ (t 2 , t 1 ].
This contradiction proves that there is no point t 2 such that u(t 2 ) = w(t 2 ).
Step 2. Now consider the case
where ε n tends monotonically to zero. Theṅ
Since g(t, u) is continuous, the sequence {u n } is uniformly bounded and equicontinuous on [0, T 1 ]. Therefore there exists a subsequence {u n k } which converges uniformly to a continuous function u(t). By continuity of g(t, u) we can pass to the limit in (4.3) and get
Since T 1 is arbitrary (4.4) is equivalent to the initial Cauchy problem that has a unique solution. The inequality
If the solution to the Cauchy problem (4.1) is not unique, the inequality w(t) ≤ u(t) holds for the maximal solution to (4.1).
The following theorem is a key to the basic result, namely to Theorem 5.1.
, then a nonnegative solution to the following inequalities:
, satisfies the estimate:
,
Remark 4.3. Without loss of generality one can assume β(t) ≥ 0.
In [8] a differential inequalityv ≤ −A(t)ψ(v(t)) + β(t) was studied under some assumptions which include, among others, the positivity of ψ(v) for v > 0. In Theorem 4.2 the term −γ(t)v(t) + σ(t)v 2 (t) (which is analogous to some extent to the term −A(t)ψ(v(t))) can change sign. Our Theorem 4.2 is not covered by the result in [8] . In particular, in Theorem 4.2 an analog of ψ(v), for the case
2 . This function goes to −∞ as v goes to +∞, so it does not satisfy the positivity condition imposed in [8] .
Unlike in the case of Bihari integral inequality ( [10] ) one cannot separate variables in the right hand side of the first inequality (4.6) and estimate v(t) by a solution of the Cauchy problem for a differential equation with separating variables. The proof below is based on a special choice of the solution to the Riccati equation majorizing a solution of inequality (4.6).
Proof of Theorem 4.2. Denote:
where a(t) = σ(t)e
Consider Riccati's equation:
.
One can check by a direct calculation that the the solution to problem (4.11) is given by the following formula [17, eq. 1.33]:
Define f and g as follows:
and consider the Cauchy problem for equation (4.11) with the initial condition u(t 0 ) = v(t 0 ). Then C in (4.12) takes the form:
From (4.5) one gets
Since f g = −1 one has:
It follows from conditions (4.5) and from the second inequality in (4.6) that the solution to problem (4.11) exists for all t ∈ [0, ∞) and the following inequality holds with ν(t) defined by (4.8):
From Lemma 4.1 and from formula (4.14) one gets: 
where c 2 > 0, c 3 > 0. Choose µ(t) := c(1 + t) ν , c > 0. From (4.5), (4.6) one gets the following conditions
Thus one obtains the following conditions:
Therefore for such γ, σ, β a function µ with the desired properties exists if
In this case one can choose ν = ν 2 − ν 1 , c = 2c2 c1+ν1−ν2 . However in order to have v(t) → 0 as t → +∞ (the case of interest in Theorem 5.1) one needs the following conditions:
Example 4.5. If
then conditions (4.5), (4.6) are satisfied if
Example 4.6. Here and throughout the paper log stands for the natural logarithm. For some t 1 > 0
In all considered examples µ(t) can tend to infinity as t → +∞ and provide a decay of a nonnegative solution to integral inequality (4.6) even if σ(t) tends to infinity. Moreover in the first and the third examples v(t) tends to zero as t → +∞ when γ(t) → 0 and σ(t) → +∞.
Regularization procedure for ill-posed problems
In the well-posed case (when the Fréchet derivative F of the operator F is a bijection in a neighborhood of the solution of equation (1.1)) in order to solve equation (1.1) one can use the following continuous processes:
• simple iteration method:
However if F is not continuously invertible (ill-posed case) one has to replace the Cauchy problems (5.1) and (5.2) by the corresponding regularized Cauchy problems (see [4, 5, 6] ):
• regularized simple iteration method:
• regularized Newton's method:
Herez 0 ∈ H is some element, ε(t) > 0 is a suitable function, with the properties specified in Theorems 7.12 and 7.22, and I is the identity operator. The equations in (5.3) and (5.4) are no longer autonomous. Our goal is to develop a uniform approach to such regularized methods. Let us consider the Cauchy problem:
Let y be a solution to equation (1.1) (as it was mentioned in Introduction, we assume that this equation is solvable). Denote: B R (y) := {h : h ∈ H, ||h−y|| < R}.
Theorem 5.1. Assume that there exists r > 0 such that Φ(h, t) is Fréchet differentiable with respect to h in the ball B 2r (y) for any t ∈ [0, ∞) and satisfy the following condition:
there exists a differentiable function
where α(t) is a continuous function, α(t) ≥ 0, γ(t) and σ(t) satisfy conditions (4.5) of Theorem 4.2 with
µ(t) in (4.5) tends to +∞ as t → +∞, and
Then problem (5.5) has a unique solution z(t) ∈ B 2r (y) for all t ∈ [0, ∞), and
where ν(t) is defined by (4.8), and
Remark 5.2. One can choose the regularizing operator Φ(h, t) in (5.5) such that condition (5.6) holds in the case when F * (h)F (h) is not boundedly invertible (see Sect. 7, Lemmas 7.11, 7.20) .
Proof of Theorem 5.1 Since Φ(h, t) is Fréchet differentiable with respect to h problem (5.5) is locally uniquely solvable. Denote by [0, T ) the maximal interval on which the solution z(t) to problem (5.5) exists and z(t) ∈ B 2r (y). One has to show that T = +∞. Assume T < +∞, then the trajectory z(t) hits the boundary of B 2r (y) at t = T : ||z(T ) − y|| = 2r. Since H is a real Hilbert space one has:
Therefore from (5.6) and (5.7) for t ∈ [0, T ) one obtains
From (5.12) one has:
If v > 0, one gets:
If v = 0 on some interval, then inequality (5.13) is satisfied trivially because β(t) ≥ 0. Thus (5.13) holds for all t > 0. By Theorem 4.2 using (5.8) one obtains (5.14)
Thus, since x(t) ∈ B r (y), one gets
Therefore there exists a sequence {t n } → T such that {z(t n )} converges weakly to some z * . From equation (5.5) one derives the uniform boundedness of the norm ||ż(t)|| on [0, T ) since ||Φ(z(t), t)|| ≤ const < ∞ for ||z(t)|| ≤ const and 0 ≤ t ≤ const. Thus there exists lim t→T ||z(t) − z * || = 0. Since
the conditions for the unique local solvability of the Cauchy problem for equation (5.5) with initial condition z(T ) = z * are satisfied. Therefore one can continue the solution to (5.5) through the point T . This contradicts the assumption of maximality of T , thus T = +∞. Moreover, from (4.7) one gets:
In order to establish the discretization theorem in the next section we need to estimate ||Φ|| along the trajectory z(t). The following theorem gives such an estimate.
Theorem 5.3. Let the assumptions of Theorem 5.1 hold and z(t) solve problem (5.5). Assume that the following two conditions hold:
(1) for any h belonging to the trajectory z(t), Φ(h, t) is differentiable with respect to t and the following two inequalities hold:
where Φ (h, t) is the Fréchet derivative with respect to h, ∂Φ/∂t is the derivative with respect to t, a 1 (t), a 2 (t), β 1 (t), b 1 (t), and b 2 (t) are continuous functions; (2) the functions γ 1 (t) := a 1 (t) − b 1 (t), σ 1 (t) := a 2 (t) + b 2 (t) and β 1 (t) are continuous and satisfy conditions (4.5) of Theorem 4.2 with v 1 (0) := ||Φ(z 0 , 0)|| < 1 µ1(0) and with µ 1 (t) > 0, which tends to +∞ as t → +∞. Then the following estimate holds:
Proof of Theorem 5.3. Denote v 1 (t) := ||Φ(z(t), t)||. Recall that H is a real Hilbert space. From (5.5) one gets:
From (5.21) and (5.5) one gets:
Using (5.18) and (5.19) one obtains from (5.22) the following inequality:
, where γ 1 (t) = a 1 (t) − b 1 (t) and σ 1 (t) = a 2 (t) + b 2 (t).
It follows from the assumptions of Theorem 5.3 that v 1 (t) satisfies the integral inequality:
To finish the proof of Theorem 5.3 one uses Theorem 4.2.
Discretization theorem for ill-posed problems
The theorem of this section gives an answer to the following question: under what assumptions on Φ and {ω n } the convergence of a continuous process (6.1)ż(t) = Φ(z(t), t), z(0) = z 0 , implies the convergence of the corresponding discrete process
where z 0 in (94) is the same as in (6.1). Theorem 6.1. Let Φ satisfy conditions of Theorems 5.1 and 5.3 with a function x(t), which tends to y as t → +∞.
Assume that (1)
where a 3 (t) is a nonnegative continuous function and a 2 (t) is the same as in Theorem 5.3; (2) the sequence {z n } is defined by formulas (6.2) and (6.3); (3)
where a 1 (t) is defined in (5.18); (4)
where
the continuous positive functions µ(t), µ 1 (t) are defined in Theorems 5.1 and 5.3; (6) the function µ 1 (t) is monotonically increasing. Then the following conclusions hold:
i) all z n , n = 1, 2, . . . , belong to the ball B 2r (y); ii)
iii) (6.10)
Proof of Theorem 6.1. Statements (6.10) follow from (6.6) and from the assumption that µ 1 (t) → ∞ as t → ∞. We prove (6.9) by induction. It follows from (5.8) that ||z 0 − x(0)|| < 1 µ(0) . Suppose that (6.12)
We want to prove that (6.12) with n replacing n − 1 is true. Denote by ψ n (t) the solution to the following Cauchy problem:
For problem (6.13) the conditions of Theorem 5.1 are satisfied by assumption. Therefore from (5.9) one gets:
with ν n (t) defined in (6.8). Using (6.1) and (6.2) one gets:
Replacing t n−1 + θ by τ and using (6.1), one gets:
From (5.19) and (6.4) one obtains:
Using estimate (5.20) and the notation σ 1 = a 2 + b 2 from Theorem 5.3, one gets:
According to the assumptions of Theorem 5.3 conditions (4.5) of Theorem 4.2 are satisfied with γ 1 (t) = a 1 (t) − b 1 (t), σ 1 (t), β 1 (t) and µ 1 (t) in place of γ, σ, β and µ respectively. Thus one gets:
Using inequalities (4.5), assumption (6.5), first assumption (6.6), the positivity and the monotonicity of µ 1 (t), one gets the estimate:
From (6.20) and (6.7) one gets:
From this inequality and (6.14) one obtains:
Thus (6.9) is proved. Finally, (6.11) follows follows from (6.9) and (6.10). Theorem 6.1 is proved. Remark 6.2. We prove now that a sequence {ω n } which satisfies (6.6) and (6.7) does always exist. Choose an arbitrary c ∈ (0, 1) and consider a continuous function: 
By (6.3) t n = t n−1 + ω n . Since 0 < c < 1, the constructed sequence {ω n } satisfies the first condition in (6.6) and condition (6.7). To show that the second condition in (6.6) is also satisfied assume that (6.25)
Then (6.2) implies t n ≤ C for all n. Therefore it follows from (6.24) that for every n either ω n = 1/A or
Thus one has inequality ω n ≥ min{c, 1/A} > 0 for all n. This is a contradiction to (6.25).
Regularized Continuous Methods for Monotone Operators
In this section we apply the regularization procedure described in Sect. 3 to solve nonlinear operator equation (1.1) with a monotone operator F . Assume that F (y) = 0 and F is Fréchet differentiable in a ball B 2r (y). Definition 7.1. A mapping ϕ is monotone in a ball B r (y) ⊂ H if
Note that a Fréchet differentiable operator is monotone in the ball B 2r (y) if and only if (7.1) (F (h)ξ, ξ) ≥ 0 for all h ∈ B 2r (y), ξ ∈ H. Definition 7.2. A mapping ϕ is strongly monotone in a ball B r (y) if there exists a constant k > 0 such that
Under the assumption (7.1) the operator F (h) + εI is boundedly invertible for h ∈ B 2r (y) and for all positive ε. Define Φ as follows:
wherez 0 is a point belonging to B r (y), and ε(t) is some positive function on the interval [0, ∞). Some restrictions on ε(t) will be stated in Theorem 7.12. An outline of the convergence proof is the following. One considers an auxiliary well-posed problem:
and shows that the difference between its solution x(t) and the solution z(t) to problem (5.5) tends to zero as t → +∞. On the other hand one shows that x(t) converges to the exact solution y of equation (1.1). Thus one proves the convergence of z(t) to y as t → +∞.
We recall first some definitions from nonlinear functional analysis which are used below. The most essential restrictions on the operator F imposed in this section are monotonicity and Fréchet differentiability in the ball B 2r (y). 
Let
denote weak convergence and → denote strong convergence in H.
Lemma 7.6. If ϕ is monotone and continuous in a ball B r (y), then ϕ is w-closed in B r (y).
Proof of Lemma 7.6. Consider a sequence {x n } n=1,2,... ⊂ B r (y) such that x n ξ and ϕ(x n ) → η. Take any h ∈ H and sufficienly small positive t such that ξ + th ∈ B r (y). Since ϕ is monotone in a ball B r (y), one has:
Since ϕ(x n ) → η and x n ξ one concludes (η − ϕ(ξ + th), h) ≤ 0. Let t → 0 and use continuity of ϕ to get (η − ϕ(ξ), h) ≤ 0 for any h ∈ H. This implies η = ϕ(ξ). Lemma is proved.
The well known result (see [14, p .100]) says that if an operator φ : H → H is monotone, hemicontinuous, and coercive, then the equation φ(h) = 0 is uniquely solvable. Because the monotone operator F , which is studied in this section, is defined only in the ball B 2r (y), in the following Lemma the existence of the solution to equation (7. 3) is proved for locally defined smooth monotone operators.
Lemma 7.7. If F is monotone and Fréchet differentiable in a ball B r (y) then problem (7.3) is uniquely solvable in B r (y).
Proof of Lemma 7.7. Consider the Cauchy problem:
From this inequality one gets
if z(t) ∈ B r (y). Let us prove that z(t) ∈ B r (y) for all t > 0:
Hence z(t) is defined for all t ∈ [0, +∞). Also
Thus, by the Cauchy criterion, there exists the strong limit: x ε := lim t→∞ z(t) ∈ B r (y). Since F ε is Fréchet differentiable in B r (y) it is continuous in B r (y) and lim t→∞ ||F ε (z(t))|| = 0. Thus x ε is a solution to the equation (7.3) in B r (y). Lemma 7.8. Suppose all the assumptions of Lemma 7.7 are satisfied, and y is the unique solution to (1.1) in B 2r (y). Let x(t) solve (7.3) for ε = ε(t), and ε(t) tend to zero as t → +∞. Then x(t) ∈ B r (y) for all t ∈ [0, +∞) and
Proof of Lemma 7.8. First let us show that x(t) is bounded. Indeed, it follows from (7.3) that
This and (7.1) imply
and therefore F (x(t)) → 0 = F (y) as t → +∞. Also, it follows from (7.8) that there exists a sequence {x(t n )}, t n → ∞ as n → ∞, which converges weakly to some elementỹ ∈ H. Since F is w-closed one gets that F (ỹ) = 0, and, by the uniqueness of the solution to (1.1) in B 2r (y), it follows thatỹ = y. Let us show that the sequence {x(t n )} converges strongly to y. Indeed, from (7.7), (7.1) and the relation x(t n ) y, one gets:
From (7.10) it follows by the standard argument that x(t) → y as t → ∞. Lemma 7.8 is proved. Lemma 7.9. Assume that F is continuously Fréchet differentiable in a ball B 2r (y), sup x∈B2r(y) ||F (x)|| ≤ N 1 , and condition (7.1) holds. If ε(t) is continuously differentiable, then the solution x(t) to problem (7.3) with ε = ε(t) is continuously differentiable in the strong sense and one has
Proof of Lemma 7.9. Fréchet differentiability of F implies hemicontinuity of F . Therefore problem (7.3) with ε = ε(t) is uniquely solvable. The differentiability of x(t) with respect to t follows from the implicit function theorem ( [14] ). To derive (7.11) one differentiates equation (7.3) and uses the estimate [F (x(t)) + ε(t)I] −1 ≤ 1 ε(t) . The result is:
Here we have used the estimate (7.13) ||x(t) −z 0 || ≤ ||y −z 0 ||, which can be derived from (7.3) similarly to the derivation of (7.8). Indeed,
It follows from the monotonicity of F that (x(t) −z 0 , x(t) − y) ≤ 0. Therefore
From this estimate and (7.8) one gets (7.13). Finally, estimate (7.11) follows from (7.12) and (7.13). Remark 7.10. Lemma 7.8 and formula (7.10) do not give a rate of convergence to y. This rate, in general, can be arbitrary slow.
To estimate ||x(t) − y|| one may try to use the following inequality:
Since ε(t) → 0 as t → +∞ monotonically, then
, so in fact one can not use the above estimate in order to estimate the rate of convergence of ||x(t) − y||.
This illustrates the strength of conclusion (7.6). Lemma 7.11. Assume that ε = ε(t) > 0, F is twice Fréchet differentiable in B 2r (y), condition (7.1) holds, and
Then for the operator Φ defined by (7.2) and x(t), the solution to (7.3) with ε = ε(t), estimate (5.6) holds with
Proof of Lemma 7.11. Since x(t) is the solution to (7.3) applying Taylor's formula one gets:
From (7.17) and (5.6) the conclusion of Lemma 7.11 follows.
Let us state the main result of this section.
Theorem 7.12. Assume:
(1) problem (1.1) has a unique solution y in B 2r (y); (2) F is twice Fréchet differentiable in B 2r (y) and inequalities (7.1), (7.15) hold; (3) (7.18) z 0 ,z 0 ∈ B r (y); (4) ε(t) > 0 is continuously differentiable, monotonically decreases to 0 as t → +∞, and
(8) Φ is defined by (7.2).
Then the following conclusions hold:
i) Cauchy problem (5.5) has a unique solution z(t) ⊂ B 2r (y) for t ∈ [0, +∞), ii)
Remark 7.13. Note that Theorem 7.12 establishes convergence for any initial approximation point z 0 if r is big enough and ε(t) is appropriately chosen. To make an appropriate choice of ε(t) one has to choose some function ε(t) satisfying condition (7.19) . Examples of such functions ε(t) are given below. One can observe that condition (7.19) is invariant with respect to a multiplication ε(t) by a constant. Therefore one can choose ε(t) satisfying conditions (7.20) and (7.21) by a multiplication of the original ε(t) by a sufficiently large constant. If
is not increasing, then in conditions (7.20) and (7.21)
can be replaced by
Remark 7.14. Inequalities (7.24) give the estimates for ||F (z(t))||, the discrepancy of the continuous process. The first estimate in (7.24) shows that decay of ||F (z(t))|| is estimated by the sum of two terms. The first term depends on ||F (z(0))|| and on the distance between points z 0 andz 0 . This term decreases with the rate e −t as in the well posed cases. The second term decreases slower because of the ill-posedness of the problem. Remark 7.15. In order to get an estimate of the convergence rate for ||x(t) − y|| one has to make some additional assumptions either on F (x) or on the choice of the initial approximation z 0 . Without such assumptions one cannot give an estimate of the convergence rate. Indeed, as a simple example consider the scalar equation F (x) := x m = 0. Then one gets the following algebraic equation for x(ε):
Assume m is a positive integer and z 0 > 0. It is known that the solution to this equation is an algebraic function which can be represented by the Puiseux series:
as ε → 0. Now from (7.25) one gets:
). For ε = 0 one gets the solution y = 0. Therefore
where m can be chosen arbitrary large. Below in Propositions 7.17 and 7.19 some sufficient conditions are given that allow one to obtain the estimates for ||x(t) − y||.
Proof of Theorem 7.12.
For α(t), γ(t), σ(t) defined in (7.16), β(t) defined in (5.7), and v(t) := ||z(t) − x(t)|| we are looking for a function µ(t) satisfying inequalities (4.5) and the second inequality in (4.6). Choose µ(t) = λ ε(t) , where λ is a constant. Then rewrite first inequality (4.5) as (7.27 )
Since α(t) = 0, using estimate (7.11) one gets:
Therefore the second inequality in (4.5) follows from the inequality:
Also, the the second inequality in (4.6) can be rewritten as:
Then inequality (7.30) is the same as (7.20) . It follows from (7.19 ) and the monotone decay of ε(t) that
From (7.31) and (7.32) one gets:
and (7.27) holds. From (7.19), (7.21) , and (7.31) one gets:
Hence one obtains:
Therefore the first inequality in (7.29) also follows from the conditions of Theorem 7.12.
It follows from the monotonicity of ε(t) that for the chosen function µ(t) the assumption (7.22) of Theorem 7.12 is the same as the second inequality in (5.8). Thus all assumptions of Theorem 5.1 are satisfied. Applying Theorem 5.1 one concludes that z(t) ∈ B 2r (y) and inequality (7.21) holds. The second relation (7.23) follows from (7.6), inequality (7.23) and the triangle inequality:
To prove (7.24), one uses (7.2) and gets:
Denote:
Then it follows from (7.36) and (7.37) that
Since ρ(t) is a positive function, one obtains the following integral inequality:
It was already proved that z(t) ∈ B 2r (y). Therefore from assumption (7.18) one gets:
Using Lemma 4.1 one gets:
It follows from (7.32) that for t ∈ [0, ∞) the following inequality holds:
Since g(0) = 0, and by (7.42)
for all t ∈ [0, ∞) and one obtains the following inequality:
From (7.41) and (7.44) one obtains:
It follows from (7.37) and the monotonicity of ε(t) that
Thus from (7.45) and (7.47) one gets
and the first inequality in (7.24) is proved. It follows from (7.32) that (7.49) [log(ε(t))] ≥ log(ε(0)e −Cεt ) .
Therefore:
and, since C ε < 1, one obtains:
The second inequality in (7.24) follows from (7.51) and the first inequality (7.24). Theorem 7.12 is proved. Example 7.16. 1. Let ε(t) = ε 0 (t 0 + t) −ν , ε 0 , t 0 and ν are positive constants. Then C ε = ν t0 and condition (7.19 ) is satisfied if ν ∈ (0, 1] and t 0 > ν. 2. If ε(t) = ε0 log(t0+t) , then C ε = 1 t0 log t0 and condition (7.19 ) is satisfied if t 0 log t 0 > 1.
Note that if ε(t) = ε 0 e −νt then condition (7.19) is not satisfied.
Proposition 7.17. Let all the assumptions of Theorem 7.12 hold. Suppose also that the following inequality holds:
Then for the solution z(t) to problem (5.5) with Φ defined in (7.2), the following estimate holds:
Proof of Proposition 7.17. Denote ||x(t) − y|| := (t). Since F (y) = 0, inequality (7.7) implies
and (t) → 0 as t → +∞. This inequality can be reduced to
ε(t), and
Combining this estimate with estimate (7.23) for ||z(t)−x(t)|| and using the triangle inequality one gets:
Proposition 7.17 is proved. Example 7.18. In the case of a scalar function f (h) and even integer a > 0 the estimate
, where g(h) ≥ c > 0, and hence y is a zero of multiplicity a for f . Proposition 7.19. Let all the assumptions of Theorem 7.12 hold and there exists v ∈ H such that
Then the solution z(t) to problem (5.5) satisfies the following convergence rate estimate:
Proof of Proposition 7.19. Note that F (y) = 0. Therefore from (7.3) one gets:
By the Lagrange formula one has:
(F (y + s(x − y))ds + εI. From (7.60) it follows that
Here we have used assumption (7.1) which implies the inequality ||Q
ε . From (7.61) and the inequality (7.58) one gets:
Using the triangle inequality from the first inequality (7.23), and inequalities (7.58) and (7.62), one gets:
For ε = ε(t) and x = x(t) satisfying the assumptions of Theorem 7.12 one concludes that estimate (7.59) holds. Now we describe the simple iteration scheme for solving nonlinear equation (1.1). Define:
wherez 0 ∈ B r (y) and ε(t) > 0 is defined on [0, +∞). Some restrictions on ε(t) will be stated in Theorem 7.22. Lemma 7.20. Assume that F is monotone, Φ is defined by (7.64) , and x(t) is a solution to problem (7.3) with ε = ε(t) > 0, t ∈ [0, +∞). Then for γ(t) := ε(t) > 0 and for σ(t) = α(t) ≡ 0 inequality (5.6) holds. Proof of Lemma 7.20 . Since x(t) solves (7.3), by the monotonicity of F one has:
Lemma 7.20 is proved. Lemma 7.20 together with Lemma 7.21 presented below allow one to formulate the convergence result concerning the simple iteration procedure (see Theorem 7.22). Lemma 7.21. Let ν(t) be locally integrable on [0, +∞). Suppose that there exists T ≥ 0 such that ν(t) ∈ C 1 [T, +∞) and
Proof of Lemma 7.21. One can integrate (7.66)
Without loss of generality we can assume that C > 0, and then
Integrating this inequality one gets (7.67) and completes the proof.
Lemmas 7.7 -7.9 and 7.20 -7.21 imply the following result. Theorem 7.22. Assume that:
(1) problem (1.1) has a unique solution y in a ball B 2r (y); (2) F is monotone; (3) F is continuously Fréchet differentiable and
(4) ε(t) > 0 is continuously differentiable, tends to zero monotonically as t → +∞, and lim t→+∞ε (t) ε 2 (t) = 0. Then, for Φ defined by (7.64), Cauchy problem (5.5) has a unique solution z(t) for all t ∈ [0, +∞) and lim t→∞ ||z(t) − y|| = 0.
Proof of Theorem 7.22. In order to verify the assumptions of Theorem 5.1 we use estimate (7.65) to conclude that α(t) = σ(t) = 0 and γ(t) = ε(t) in formula (5.6). By (5.7) β(t) = ||ẋ(t)|| because α(t) = 0. By (7.11)
To apply Theorem 5.1 one has to find a function µ(t) ∈ C 1 [0, +∞) satisfying (4.5) and the second inequality in (4.6). This will be so if
The function µ(t) can be chosen as the solution to the differential equation
where A := 2||y −z 0 ||. Denote ρ(t) := 1 µ(t) . Theṅ
Solving this equation, one gets:
By Lemma 7.21 e t 0 ε(τ )dτ → ∞ as t → ∞. Applying L'Hôspital's rule to (7.71) and using condition 4 of Theorem 7.22 one gets:
Therefore µ(t) = 1/ρ(t) tends to +∞ as t → +∞. To complete the proof one can take µ(0) sufficiently small for the second inequality in (7.69) to hold. By Theorem 5.1 one concludes that ||z(t) − x(t)|| → 0 as t → +∞ and by Lemma 7.8 that ||x(t) − y|| → 0 as t → +∞. Therefore it follows from the estimate:
that ||z(t) − y|| → 0 as t → +∞. Remark 7.23. One has the estimate ||z(t) − x(t)|| ≤ 1 µ(t) → 0 as t → +∞. For the term ||x(t) − y|| one can get the rate of convergence if some additional assumptions are made on F or on z 0 (see Propositions 7.17, 7.19 , and also Remark 7.15). Remark 7.24. An interesting result similar to our Theorem 7.22 was established in [6, Theorem 8] for accretive operators in Banach space (in the case of Hilbert space accretive means monotone). The dynamical system considered in [6] is different from the one we study. In contrast to Theorem 8 in [6] , where the existence of the global solution to the Cauchy problem for the corresponding nonlinear differential equation is one of the assumptions, we prove the existence and uniqueness of the solution to the corresponding Cauchy problem. The method of investigation in [6] is based on a linear differential inequality which is a particular case of (4.6) with σ(t) ≡ 0. This linear differential inequality has been used in the literature by many authors. Example 7.25. 1. Let ε(t) = ε 0 (1 + t) −ν , ε 0 and ν are positive constants. Then the assumptions of Theorem 7.22 are satisfied if ν ∈ (0, 1).
2. If ε(t) = ε0 log(1+t) , then the assumptions of Theorem 7.22 are satisfied. If ε(t) = ε 0 e −νt then condition 4 of Theorem 7.22 is not satisfied.
Regularized Discrete Methods for Monotone Operators
In this section we apply the results of Sections 6 and 7 to derive convergence theorems for regularized discrete methods.
First we consider the regularized Newton's method:
where z 0 ,z 0 ∈ B r (y), t n+1 = t n + ω n+1 , t 0 = 0. Applying Theorem 6.1 to the regularized Newton's method one gets the following theorem. Theorem 8.1. Assume:
(1) problem (1.1) has a unique solution y in B 2r (y); (2) F is twice Fréchet differentiable in B 2r (y), and inequalities (7.1), (7.15) hold;
(4) ε(t) > 0 is continuously differentiable and monotonically tends to 0,
where the continuous positive functions µ(t), µ 1 (t) are defined in Theorems 5.1 and 5.3, µ 1 (t) is monotone, µ 1 (t) → ∞ as t → +∞, and ν n (t) is defined in (6.8). Then the following conclusions hold: i) all z n , n = 1, 2, . . . , defined in (8.1) belong to the ball B 2r (y), ii) To check the assumptions of Theorem 5.3, consider Φ defined by formula (7.2) . Since
for h ∈ B 2r (y) one gets:
Since z(t) ∈ B 2r (y) for any t ∈ [0, ∞) Φ satisfies condition (5.18) on [0, +∞) with
From ( ∂Φ ∂t (z(t), t) ≤ |ε(t)| ε(t) (||Φ(z(t), t)|| + ||z(t) − x(t)|| + ||x(t) −z 0 ||).
Using (7.13) and (7.23) one obtains: (8.18) ∂Φ ∂t (z(t), t) ≤ |ε(t)| ε(t) ||Φ(z(t), t)|| + 1 − C ε N 2 ε(t) + ||z 0 − y|| .
Since (8.19) |ε(t)| ε(t) ≤ C ε ε(t) ε(0) and 0 < ε(t) ε(0) ≤ 1, condition (5.19) holds with Thus the functions γ 1 (t) and σ 1 (t) in Theorem 5.3 are: 
Formula (8.23) is a consequence of (8.27 ).
Because of the monotonicity of F one has: This inequality is satisfied if (8.5) holds. Thus (8.5) implies (8.24) . We have shown that the assumptions of Theorem 5.3 are satisfied. Formula (8.12) implies assumption (6.4) of Theorem 6.1 with a 3 (t) = 1 and a 2 (t) defined in (8.14). Thus A = 2 in (6.5). Therefore for µ(t) = λ/ε(t) and µ 1 (t) = λ 1 /ε(t) with λ and λ 1 defined in (7.31) and (8.25) , conditions (8.7) and (8.8) of Theorem 8.1 are the same as conditions (6.6) and (6.7) of Theorem 6.1. Hence one finishes the proof of Theorem 8.1 by applying Theorem 6.1. Now consider a simple iteration method: (8.31) z n+1 = z n − ω n+1 [F (z n ) + ε(t n )(z n −z 0 )], n = 0, 1, 2, . . . , where z 0 ,z 0 ∈ B r (y), t n+1 = t n + ω n+1 , t 0 = 0. ||F (z 0 )|| ε(0) + ||z 0 −z 0 || < 6rC ε ε(0) − C ε ; (7) the sequence {z n } is defined in (8.31), z 0 ,z 0 ∈ B r (y), and
where the continuous positive functions µ(t), µ 1 (t) are defined in Theorems 5.1 and 5.3, µ 1 (t) is monotone, and ν n (t) is defined in (6.8). Then the following conclusions hold:
i) all z n , n = 1, 2, . . . , belong to the ball B 2r (y), ii) (8.37) ||z n − x(t n )|| ≤ 1 − C ε N 2 ε(t n ), iii) (8.38) t n → +∞, ε(t n ) → 0 as n → ∞, To check the assumptions of Theorem 5.3 consider Φ defined by formula (7.64). Since (8.40) Φ (h, t) = −F (h) − ε(t)I, condition (7.1) implies (8.41) (Φ (h, t)ξ, ξ) = −(F (h)ξ, ξ) − ε(t)||ξ|| 2 ≤ −ε(t)||ξ|| 2 , ∀ξ ∈ H.
Therefore Φ satisfies condition (5.18) with (8.42) a 1 (t) = ε(t), and a 2 (t) = 0.
For h ∈ B 2r (y) andz 0 ∈ B r (y) one has:
(8.43) ∂Φ ∂t (z(t), t) = ||ε(t)(h −z 0 )|| ≤ |ε(t)|(||h − y|| + ||z 0 − y||) ≤ 3r|ε(t)|.
Thus condition (5.19) also holds with (8.44) β 1 (t) = 3r|ε(t)|, b 1 (t) = b 2 (t) = 0.
Since γ 1 (t) = ε(t), σ 1 (t) ≡ 0, and in Theorem 5.3 v(0) = ||Φ(z 0 , 0)|| = ||F (z 0 ) + ε(0)(z 0 −z 0 )|| in order to satisfy the assumptions of Theorem 5.3 the function µ 1 (t) should satisfy the following conditions: (8.32 ) and the monotonicity of ε(t) one concludes that assumption (6.4) of Theorem 6.1 holds with a 3 (t) = N 1 +ε(t) and a 2 (t) ≡ 0, and the assumption (6.5) with A = N 1 + 2ε(0).
To finish the proof of Theorem 8.2 one refers to Theorem 6.1.
