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Abstract
This paper investigates a model reduction problem for linear directed network systems, in which
the interconnections among the vertices are described by general weakly connected digraphs. First, the
definitions of pseudo controllability and observability Gramians are proposed for semistable systems, and
their solutions are characterized by Lyapunov-like equations. Then, we introduce a concept of vertex
clusterability to guarantee the boundedness of the approximation error and use the newly proposed
Gramians to facilitate the evaluation of the dissimilarity of each pair of vertices. An clustering algorithm
is thereto provided to generate an appropriate graph clustering, whose characteristic matrix is employed
as the projections in the Petrov-Galerkin reduction framework. The obtained reduced-order system
preserves the weakly connected directed network structure, and the approximation error is computed
by the pseudo Gramians. Finally, the efficiency of the proposed approach is illustrated by numerical
examples.
I. INTRODUCTION
A network system captures the behaviors of a collection of dynamical subsystems. In recent
decades, the study of such systems gradually becomes a popular topic of interdisciplinary
research, which appears in e.g., social and ecological interactions, chemical reactions and physical
networks, see e.g. [1]–[5] for an overview. An important property of network systems is consen-
sus, which occurs when certain agreements are reached via exchanging the information among the
vertices [6]. Formation control of mobile vehicles, current sharing and voltage regulation in DC
microgrids, coordination of distributed sensors, and balancing in chemical kinetics can be viewed
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2as different applications of network consensus [7]–[10]. The model reduction of consensus
network systems is motivated by the challenges of their large scale and high complexity that cause
limitations for both theoretical analysis and experimental investigations. It is worth addressing a
structure preserving model reduction problem, which aims to derive a lower-dimensional model
that can approximate the behavior of the original network with an acceptable accuracy and
without being too expensive to evaluate. Furthermore, in the reduction process, it is desirable
to preserve a network structure, since such a structure determines the consensus property of a
network and is essential for the further applications of reduced-order models to e.g., distributed
controller design or sensor allocation.
A variety of techniques are available in the literature for reducing the dimension of a linear
state-space system. Classic approaches include balanced truncation, Hankel norm approxima-
tion, and Krylov subspace methods, see e.g., [11]–[13]. They provide systematic procedures to
generate reduced-order models that approximate the input-output characteristics of the original
large-scale systems. Nevertheless, a direct application of these conventional methods may not
maintain a network architecture in the reduced-order model, as they do not impose any structure
for the reduced state space. Consequently, the states of network vertices are mixed and thus lose a
network interpretation. In [14], a structure preserving method is developed using the generalized
balanced truncation for undirected networks. Even though it yields a reduced-order model that
can be realized as a network system by a proper coordinate transformation, the topology relation
between the original network and the reduced one is no longer clear.
Recently, graph clustering (or graph partition) has shown a great potential in the structure
preserving model reduction of network systems. By assimilating the vertices in each cluster into
a single vertex, the essential information of the original topology can be retained. It has to be
emphasized that the idea of grouping vertices is relevant to the problem of community or cluster
detection in static networks, see e.g., [15], [16]. For dynamical networks that exhibit consensus
properties, the clustering process has to take into account the evolution of vertex states driven
by external excitation and disturbance signals.
For dynamical systems on undirected networks, the methods developed by [17]–[19] formulate
the model reduction problem in the Petrov-Galerkin framework, and the projections are generated
from selected graph clusterings. However, many applications are considering directed networks,
e.g., chemical reaction networks [2] or metabolic processes [20], where the mass/energy ex-
changes among different species are usually directional.
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3A pioneering approach dealing with semistable directed networks is proposed in [21]. The
graph clustering is formed based on a notion of cluster reducibility, characterized by the uncon-
trollability of local states. Merging the vertices in the reducible clusters then yields a reduced-
order model that preserves the structural information of a directed network. However, the pro-
jection of this method heavily relies on the assumption that the network matrix has only one
simple zero eigenvalue, whose corresponding eigenvectors (i.e., the Frobenius eigenvectors) has
all strictly positive entries. An alternative approach in [22] focuses on the behavior of individual
vertices described by transfer functions and pairwise dissimilarities evaluated by function norms.
The vertices behaving similarly are sequentially assimilated to a single vertex. This approach is
preferable for a consensus network and applicable to a strongly connected topology. In broader
applications of dynamical networks, for instance, biochemical systems, sensor coordination, gene
regulation, weakly connected spatial structures commonly appear in the networks, see e.g., [8],
[23], [24].
This motivates us to consider weakly connected directed networks. As undirected networks
and strongly connected networks are only subcategories of weakly connected ones, the systems
studied in this paper describe more general scenarios, and the proposed method can be also
applied to the former two cases. It is worth noting that a model reduction problem of weakly
connected directed networks has been absent from the literature so far. The major difficulty
for such networks is an appropriate clustering selection scheme. The approximation accuracy
heavily relies on the resulting graph clustering, whereas finding an optimal clustered network
is roughly an NP-hard problem even for static networks [15], [25]. More importantly, in [21],
[22], projections are generated using the positive Frobenius eigenvectors of the system matrix.
However, such vectors may not exist in the weakly connected case. Furthermore, a weakly con-
nected network may not reach a global consensus as strongly connected ones do. Instead, a local
consensus is achievable among the vertices that are able to influence each other. Consequently,
the clustering for a weakly connected graph has to be prudently selected to avoid an unbounded
approximation error.
To tackle the above difficulties, this paper introduces a definition of vertex clusterability
for weakly connected networks and shows that the boundedness of the approximation error
is guaranteed if and only if clusterable vertices are aggregated. Thereby, the concept of dissim-
ilarity is defined only for clusterable vertices. In contrast to [22], [26], the input and output
dissimilarities are considered based on the responses of the vertex states to the external inputs
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4and the measurement of the state discrepancy from the output channels, respectively. Thus, the
pairwise dissimilarities are evaluated by combining the input and output efforts. Then, according
to the vertex clusterability and dissimilarity, a graph cut algorithm is designed to partition the
underlying network into a desired number of clusters. Then, a clustering-based projection is
employed to reduce the dimension of the original network system, where the projection matrix
is generated from the left kernel space of the system matrix. The proposed method yields a
reduced-order model that preserves not only the structure and connectedness of directed network
but several fundamental properties, including consensus, semistability, and asymptotic behaviors
of the vertex.
Another contribution of this paper is to summarize the notion of controllability Gramians in
[21], [27] and extend the results to propose a pair of pseudo controllability and observability
Gramians for general semistable systems. The new Gramians can be viewed as the generaliza-
tion of standard Gramians for asymptotically stable systems. Moreover, the pseudo Gramians
are characterized by a set of Lyapunov equations, and their ranks are strongly related to the
controllability and the observability of a semistable system. Using the pseudo Gramians, the
H2-norm of a semistable system can be easily evaluated. Therefore, this paper employs them to
facilitate the computation of input and output dissimilarities and thus provides a crucial step in
the clustering-based model reduction.
The rest of this paper is organized as follows: In Section II, we introduce the definition of
pseudo Gramians for semistable systems, and some important properties of the new Gramians
are the discussed. Section III presents the model of directed networks, and the Petrov-Galerkin
reduction framework is established based on graph clustering. Then, in Section IV we define
the vertex clusterability and dissimilarity, and propose a scheme for model reduction of directed
networks. The proposed method is illustrated through an example in Section V, and finally,
concluding remarks are made in Section VI.
Notation: Denote R as the set of real numbers and R+ as set of real nonnegative numbers. Rn
is a vector space of n dimension. Let W be a subspace of Rn, then W⊥ denotes the orthogonal
complement of W in Rn. The cardinality of a set V is denoted by |V|, and dim(W) represents the
dimension of space W The identity matrix of size n is given as In, and 1n denotes a n-entries
vector of all ones. The subscript n is omitted when no confusion arises. ei is the i-th column
vector of In, and eij = ei−ej . The trace, rank, image and nullspace of A are denoted by tr(A),
rank(A), im(A), and ker(A), respectively.
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5II. GRAMIANS OF SEMISTABLE SYSTEM
We make the result of this section self-contained and independent of the model reduction of
directed network systems. This section extends the definition of controllability and observability
Gramians from asymptotically stable systems to semistable ones. In our preliminary results in
[27], [28], new Gramians are introduced for first-order and second-order network systems. Here,
we present a generalization of the results to general semistable systems.
Consider the state-space model of a linear time-invariant system x˙(t) = Ax(t) +Bu(t),y(t) = Cx(t), (1)
with states x ∈ Rn, inputs u ∈ Rp and outputs y ∈ Rq.
Definition 1. [29] The system (1) is semistable if lim
t→∞
x(t) exists for all initial states x(0) and
u(t) = 0.
A necessary and sufficient condition for the semistability of Σ is provided in [29].
Lemma 1. The system (1) is semistable if and only if the zero eigenvalues of A in (1) are
semisimple, i.e., the geometric multiplicity of the zero eigenvalue coincides with the algebraic
multiplicity, and all the other eigenvalues have negative real parts.
Generally, semistable systems are not in theH2 space, meaning that the standard controllability
and observability Gramians in [12] are not well-defined for the semistable case. Thus, we propose
new definitions of Gramians for semistable systems.
Definition 2. Consider the semistable system (1). The pseudo controllability and observability
Gramians are defined as
P =
∫ ∞
0
(eAτ − J )BB>(eA>τ − J >)dτ ∈ Rn×n, (2a)
Q =
∫ ∞
0
(eA
>τ − J >)C>C(eAτ − J )dτ ∈ Rn×n, (2b)
where J := lim
τ→∞
eAτ is a constant matrix.
Note that the pseudo Gramians in (2a) and (2b) are well-defined, since the integrands in
both integral converge to zero when τ → ∞. Furthermore, using the matrix J , the Lyapunov
characteristics of P and Q in Definition 2 are provided.
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6Theorem 1. Consider the semistable system (1). The pseudo controllability and observability
Gramians of Σs, P and Q defined in (2), are the unique symmetric solutions of the following
sets of linear matrix equations0 = AP + PA
> + (I − J )BB>(I − J >),
0 = JPJ >.
(3a)
(3b)0 = A
>Q+QA+ (I − J >)C>C(I − J ),
0 = J >QJ .
(4a)
(4b)
Proof. Assume that A in (1) has zero eigenvalues with the geometric (or algebraic) multiplicity
m, which means that the eigenspace of the zero eigenvalues has dimension m. Therefore, there
exists a similarity transformation
A = UDU−1 =
[
U U¯
]0m×m
A¯
V >
V¯ >
 , (5)
such that A¯ ∈ R(n−m)×(n−m) is Hurwitz, and the matrices U ∈ Rn×m and V ∈ Rn×m fulfill
R(U) = N (A), R(V ) = N (A>), and V >U = Im. (6)
Note that the product UV > is invariant to the choices for U and V , and it coincides with the
matrix J in (2), i.e.,
J = lim
τ→∞
eAτ = UV >. (7)
Therefore, the following equations hold:
J 2 = J , AJ = 0, and JA = 0. (8)
Furthermore, for any τ ∈ R,
J eAτ = J
(
I +
∞∑
k=1
Akτ k
k!
)
= J , and eAτJ = J . (9)
Notice that
d
dτ
[
(eAτ − J )BB>(eA>τ − J >)
]
=AeAτBB>(eA
>τ − J >) + (eAτ − J )BB>eA>τA>. (10)
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7Taking the integral of each term leads to∫ ∞
0
AeAτBB>(eA
>τ − J )dτ =
∫ ∞
0
A(eAτ − J + J )BB>(eA>τ − J )dτ
=AP + AJBB>
∫ ∞
0
(eA
>τ − J )dτ = AP , (11)
and similarly, ∫ ∞
0
(eAτ − J )BB>eA>τA>dτ = PA>, (12)
Consequently, we obtain
AP + PA =
∫ ∞
0
d
dτ
[
(eAτ − J )BB>(eA>τ − J >)
]
dτ
= (eAτ − J )BB>(eA>τ − J >)
∣∣∣∞
0
=(I − J )BB>(I − J >). (13)
The second equation in (3b) can be seen from the fact that J (eAτ − J ) = J − J = 0.
Next, we prove the uniqueness of the solution of (3) by contradiction. Assume that two
symmetric matrices P1 and P2 satisfy (3) and P1 6= P2. From (3a), we have
A(P1 − P2) + (P1 − P2)A> = 0, (14)
which leads to
eAτ
[
A(P1 − P2) + (P1 − P2)A>
]
eA
>τ =
d
dτ
[
eAτ (P1 − P2)eA>t
]
= 0. (15)
Therefore,
∫∞
0
d
dτ
[
eAτ (P1 − P2)eA>τ
]
dτ = 0, which implies that
P1 − P2 = J (P1 − P2)J >. (16)
As both P1 and P2 satisfy (3b), the equation (16) becomes zero, which, however, contradicts
the assumption that P1 6= P2. Therefore, the common solution of (3a) and (3b) is unique. The
proof of the pseudo observability Gramian in (4) is similar to the controllability Gramian part,
and thus the details are omitted here.
Remark 1. It is implied by (3b) and (4b) that the pseudo Gramians P and Q are positive
semidefinite. Particularly, when A is Hurwitz, i.e., Σ is asymptotically stable, it follows that
J = 0, implying that P and Q in (2) become the standard Gramians. Thus, the pseudo Gramians
are generalizations of the standard ones.
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8Due to the singularity of the A matrix, there may exist multiple solutions of the Lyapunov
equations in (3a) and (4a). For instance, suppose a symmetric matrix P is a solution of (3a),
then any matrix P + ∆P , with ∆P = ∆>P and A∆P = 0, is also a solution of (3a). However,
combining the Lyapunov equations in (3a) and (4a) with the constraints in (3b) and (4b), we
can determine the pseudo Gramians P and Q uniquely.
Corollary 1. Let Pa and Qa be arbitrary solutions of the Lyapunov equations in (3a) and (4a),
respectively. Then, the pseudo controllability and observability Gramians, P and Q are computed
as
P = Pa − JPaJ >. (17a)
Q = Qa − J >QaJ . (17b)
with J a constant matrix defined in (2).
Proof. Since both Pa and P are solutions of (3a), it follows from (16) that
Pa − P = J (Pa − P)J > = JPaJ >, (18)
where the second equality holds due to (3b). Thus, (17a) is verified, and (17b) can be proven
analogously.
Hereafter, we discuss the relation between the controllability and the observability of the
semistable system Σ and the pseudo Gramians.
Theorem 2. Consider a semistable system Σ with pseudo controllability and observability
Gramians P and Q, respectively. Let m be the algebraic (or geometric) multiplicity of the
zero eigenvalues of A. Then,
1) Σ is controllable if and only if rank(P) = n−m and ξ>B 6= 0, for any nonzero vector
ξ ∈ N (A>);
2) Σ is observable if and only if rank(Q) = n − m and Cξ 6= 0, for any nonzero vector
ξ ∈ N (A).
Proof. We prove the first statement. Consider the finite-time controllability Gramian of Σ:
Ps(0, tf ) =
∫ tf
0
eAτBB>eA
>τdτ, (19)
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9which is bounded and positive semidefinite as tf is finite, and from [12], we have Σ is controllable
on [0, tf ] if and only if Ps(0, tf ) in (19) is full rank. Analogously, finite-time pseudo controllability
Gramian of Σ is defined as
P(0, tf ) =
∫ tf
0
(eAτ − J )BB>(eA>τ − J >)dτ < 0. (20)
We then prove the necessary and sufficient condition of the controllability of Σ using the rank
of P(0, tf ).
Necessity: Let Σ be controllable. Thus, Ps(0, tf )  0, i.e., for all nonzero vector ξ,
ξ>Ps(0, tf )ξ =
∫ tf
0
ξ>eAτBB>eA
>τξdτ > 0. (21)
Equivalently, there is no vector ξ 6= 0 such that ξ>eAτB = 0, ∀ τ ∈ [0, tf ].
To determine the rank of P(0, tf ), we first show that dim(N (P(0, tf ))) = m. Consider the
decomposition of A in (5), where
R(U) ∪R(U¯) = R(U) ∪R(V )⊥ = Rn, (22)
such that an arbitrary nonzero vector ξ ∈ Rn can be written as
ξ = αξ1 + βξ2, (23)
where α, β are scalars, and ξ1 ∈ R(V ), ξ2 ∈ R(U)⊥, which satisfy
ξ>1 (e
Aτ − J )B = 0, and ξ>2 J = ξ>2 UV > = 0. (24)
The first equation in (24) holds due to
V >
(
eAτ − J )B = V >(I + ∞∑
k=1
Akτ k
k!
− J
)
B = (V > − V >UV >)B = 0, (25)
where the equations V >A = 0 and V >U = Im are used.
Any nonzero vector ξ˜ ∈ N (P(0, tf )) is characterized by
ξ˜>(eAτ − J )B = 0, ∀ τ ∈ [0, tf ] . (26)
With the decomposition of the vector ξ˜ as in (23), we rewrite (26) as
ξ˜>(eAτ − J )B = αξ˜>1 (eAτ − J )B + βξ˜>2 (eAτ − J )B = βξ˜>2 eAτB. (27)
Therefore, ξ˜ ∈ N (P(0, tf )) if and only if β = 0 and α 6= 0 in (27), namely, N (P(0, tf )) =
R(V ), which yields
rank(P(0, tf )) = n− dim(R(V )) = n−m. (28)
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Furthermore, when Σ is controllable, we also obtain ξ>B 6= 0, for all nonzero vector ξ ∈ N (A>).
Otherwise, there will exist a nonzero vector ξ ∈ R(V ) such that ξ>J = 0, which implies that
ξ>eAτB = ξ>(eAτ − J )B = 0. This contradicts (21).
Sufficiency: Note that any nonzero vector ξ ∈ Rn can be decomposed as a linear combination
of ξ1 ∈ R(V ) and ξ2 ∈ R(U)⊥ as in (23). Since R(V ) is in the nullspace of P(0, tf ), and
dim(R(V )) = m, the rank of P(0, tf ) then implies that
ξ>2 (e
Aτ − J )B 6= 0, ∀ ξ2 ∈ R(U)⊥. (29)
It follows from (24) that ξ>2 e
AτB 6= ξ>2 JB = 0. Moreover,
ξ>1 e
AτB = ξ>1 (e
Aτ − J + J )B = ξ>1 JB. (30)
Observe that JB 6= 0 is sufficient for V >B 6= 0. Thus, (30) is nonzero for all ξ1 ∈ R(V ) since
V >JB = V >UV >B = V >B 6= 0. Consequently, we obtain ξ>eAτB 6= 0, for any nonzero
vector ξ, i.e., Ps(0, tf ) is positive definite. It means that Σ is controllable.
Finally, the first statement in the theorem is obtained as tf →∞. The proof of the observability
part follows a dual statement, Hence, the details are omitted here.
Moreover, the proposed pseudo Gramians are also relevant to the minimum input and output
energy of a semistable system Σ.
Theorem 3. Consider the semistable system Σ and its pseudo controllability and observability
Gramians P and Q, respectively.
1) If (A,B) is controllable, then the least input energy required to steer the system state from
0 to x0 ∈ N (A)⊥ in infinite time is given by
Lc(x0) = min
{∫ 0
−∞
‖u(τ)‖2dτ
}
= x>0 P†x0, (31)
where P† is the pseudoinverse of P , and u(τ) ∈ L2, x(−∞) = 0, x(0) = x0 ∈ N (A)⊥.
2) If (C,A) is observable, then the energy of the outputs produced by a given initial state
x0 ∈ N (A)⊥ and zero input is
Lo(x0) =
∫ ∞
0
‖y(τ)‖2dτ = x>0Qx0, (32)
with x(0) = x0 ∈ N (A)⊥, u(τ) = 0, ∀ τ ≥ 0.
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Proof. First, the controllability energy function Lc(x0) in (31) is proven. Consider a coordinate
transformation z(t) := U−1x(t), with U−1 in (5). Then, we obtainz˙1(t)
z˙2(t)
 =
0 0
0 A¯
z˙1(t)
z˙2(t)
+
V >B
V¯ >B
u(t), (33)
with z1(t) = V x(t) ∈ Rm, and z2(t) = V¯ x(t) ∈ Rn−m. Note that the subsystem with the state
z2(t) is asymptotically stable due to the Hurwitz matrix A¯, and its controllability Gramian is
given as
P¯ :=
∫ ∞
0
eA¯τ V¯ >BB>V¯ eA¯
>τdτ = V¯ >PV¯ , (34)
where the latter equation is obtained by multiply V¯ > and V¯ to the left and right sides of (2a),
respectively.
For any x0 ∈ N (A)⊥, we have z1(0) = 0 and z2(0) = V¯ >x0. Thus, the input energy Lc(x0)
that required to steer x(t) from 0 to x0 ∈ N (A)⊥ is equivalent to the energy needed to steer
z2(t) the state from z2(−∞) = 0 to z2(0). Therefore, it follows from [12] that
Lc(x0) = z2(0)
>P¯−1z2(0) = x>0 V¯ (V¯ >PV¯ )−1V¯ >x0. (35)
We then show that P† := V¯ (V¯ >PV¯ )−1V¯ > is the pseudoinverse of P . Consider the similarity
transformation in (5), where UV > + U¯ V¯ > = UU−1 = I , and V >P = 0. The following Moore-
Penrose conditions are verified.
PP†P = (UV > + U¯ V¯ >)PV¯ (V¯ >PV¯ )−1V¯ >P = U¯ V¯ >P = (I − UV >)P = P , (36)
P†PP† = V¯ (V¯ >PV¯ )−1V¯ >PV¯ (V¯ >PV¯ )−1V¯ > = P† (37)
(P†P)> = PV¯ (V¯ >PV¯ )−1V¯ > = PP† (38)
(PP†)> = V¯ (V¯ >PV¯ )−1V¯ >P = P†P (39)
Thus, P† the Moore-Penrose inverse of P , which leads to (31) from (35).
Next, we derive the observability energy function Lo(x0) as follows. With y(τ) = CeAτx0,
we obtain
Lo(x0) =
∫ ∞
0
x>0 e
A>τC>CeAτx0dτ, (40)
which is equal to x>0Qx0, since J x0 = UV >x0 = 0, for all x0 ∈ N (A)⊥ = R(U)⊥.
Next, we provide a sufficient and necessary condition for the semistable system (1) being in
the H2 and H∞ space.
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Theorem 4. Consider the semistable system (1), and denote η(s) = C (sIn − A)−1B. We have
Σ ∈ H2 and Σ ∈ H∞ if and only if
CJB = 0 (41)
Furthermore, let (41) hold, then
‖η(s)‖2H2 = tr(CPC>) = tr(B>QB), (42)
and ‖η(s)‖H∞ ≤ γ if there exist γ > 0 and K < 0 satisfying
A>K +KA ? ?
B>K −γI ?
C(I − J ) 0 −γI
 4 0, (43)
J >KJ = 0. (44)
Proof. Consider a coordinate transformation z(t) := U−1x(t), where U−1 is defined in (5). We
then obtain (33) and y(t) =
[
CU CU¯
]
z(t). Thereby, the transfer function of (1) is written as
η(s) = C¯(sI − A¯)−1B¯ + 1
s
CJB, (45)
with C¯ = CU¯ and B¯ = V¯ >B. Note that CU¯(sI − A¯)−1V¯ >B is asymptotically stable. Thus,
η(s) ∈ H2 (or H∞) if and only if (41) holds.
Let g(τ) := CeAτB be the impulse response of (1). It follows from [12] that
‖η(s)‖2H2 = tr
(∫ ∞
0
g(τ)>g(τ)dτ
)
, (46)
which is well-defined if and only if g(τ) is absolutely integrable, namely, in this case,
lim
τ→∞
g(τ) = C
(
lim
τ→∞
eAτ
)
B = CJB = 0, (47)
which then immediately yields
tr(CPC>) = tr(B>QB) = tr
(∫ ∞
0
g(τ)>g(τ)dτ
)
.
Next, we derive the H∞ norm of (1). If (41) is satisfied, ‖η(s)‖H∞ = ‖C¯(sI − A¯)−1B¯‖H∞ .
By the well-known bounded real lemma [30], ‖η(s)‖H∞ ≤ γ, if there exists K  0 satisfies
A¯>K +KA¯+ C¯>C¯ + γ2KB¯B¯>K 4 0. (48)
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Note that due to (44),
U>KU =
U>KU U>KU¯
U¯>KU U¯>KU¯
 =
0 0
0 K¯
 , (49)
with K¯ = U¯>KU¯ . Moreover, we have
U−1(I − J )U =
0 0
0 In−m
 . (50)
Thus, the following equations hold.
U>A>KU = (U−1AU)>U>KU =
0 0
0 A¯>K¯
 , (51)
U>KB = U>KUU−1B =
 0
K¯B¯
 , (52)
C(I − J )U = CU−>U>(I − J )U =
[
0 C¯
]
. (53)
It leads to (48) if we multiply (43) by blkdiag(U>, I, I) and its transpose from the left and
right simultaneously. Thus, ‖η(s)‖H∞ ≤ γ.
Corollary 2. Consider the semistable transfer function g(s) = C(sI − A)−1B + D. If A is
dissipative, i.e., A+A> 4 0, and (I − V¯ V¯ >)B = 0 with V¯ defined in (5), then ‖g(s)‖H∞ ≤ κ
with κ satisfying 
A> + A ? ?
B> −κI ?
C(I − J ) D −κI
 4 0, (54)
Proof. To characterize the H∞ norm of g(s) with the feedthrough term D, (43) is modified,
where the second entry on the bottom is replaced by D. Now, let K := V¯ V¯ >, which satisfies
(44) due to V¯ >U = 0. Furthermore, we have
AK = U¯A¯V¯ >V¯ V¯ > = A, KB = V¯ V¯ >B = B, (55)
which then leads to (54).
Note that if A is Hurwitz in (1), i.e., J = 0, the H2 norm and H∞ norm are well-defined
and can be characterized by the standard Gramians and a Riccati inequality, respectively [12].
However, when A contains semistable eigenvalues, both characterizations are not feasible any
more. In contrast, Theorem 4 can be used.
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III. DIRECTED NETWORK SYSTEMS & GRAPH CLUSTERING
In this paper, the interactions among the vertices are described by a directed graph. Thereby,
this section first provides necessary preliminaries on graph theory, and then introduces the model
of a directed network in the form of Laplacian dynamics. Based on graph clustering, a projection
framework for network structure-preserving model reduction is proposed.
A. Graph Theory
We briefly recapitulate the definitions and fundamental results from graph theory that will be
used throughout this paper. For more details, we refer to e.g., [31]–[33].
A digraph graph G = (V,E) is composed by a set of vertices V := {1, 2, · · · , n} and a set of
directed edges E ⊆ V×V. Each directed edge aij = (i, j) ∈ E indicates that information flows
from vertex j to vertex i. Based on the connectedness of a digraph, the following categories are
defined.
Definition 3. A digraph G is weakly connected (G ∈ Gw) if there exists an undirected path
between any i, j ∈ V. Particularly, if there exists a directed path in each direction between any
i, j ∈ V, G is strongly connected (G ∈ Gs). Furthermore, for every pair of vertices i, j ∈ V, if
there exists a vertex k ∈ V that can reach i, j by a directed path, G is quasi strongly connected
(G ∈ Gq).
Definition 4. A strongly connected component (SCC) of a digraph G is a maximal strongly
connected subgraph. Any digraph G can be partitioned into several SCCs. If a SCC only has
outflows, it is then called a leading strongly connected component (LSCC) [31].
A digraph G ∈ Gw may contains multiple LSCCs, while G ∈ Gq only has a single LSCC.
Generally, we have
Gw ⊃ Gq ⊃ Gs. (56)
Example 1. Fig. 1 demonstrates different types of digraphs. When only considering the edges
indicated by solid arrows, G ∈ Gw, and there exist three SCCs in G: {1, 2, 3}, {5, 6} and {4},
where the first two SCCs are LSCCs. Whereas, after an extra edgea45 (dashed arrow (1)) is
added, this digraph becomes quasi strongly connected, i.e., G ∈ Gq, which contains only two
SCCs: {1, 2, 3}, {4, 5, 6}, and the first one is the LSCC. Moreover, G will be strongly connected,
when the vertices 2 and 4 are also connected by a24 represented by the dashed arrow (2).
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Fig. 1: Illustration of different categories of digraphs.
In this paper, we consider the most general case that a network is described by a weakly
connected graph, and we treat the strongly connected and quasi strongly connected digraphs as
special cases. The scenario that the digraph is disconnected, i.e., not even weakly connected, is
the least interesting, since it corresponds to a set of isolated subnetworks, which can be analyzed
independently.
The topology of G can be represented by a so-called Laplacian matrix, which is defined as
follows. Suppose G is edge-weighted, and denote W ∈ Rn×n as the weighted adjacency matrix,
whose (i, j) entry, denoted by wij , is positive if the directed edge aij ∈ E, and wij = 0 otherwise.
Then, the Laplacian matrix of G is defined by
L = diag(W1)−W , (57)
such that the (i, j) entry of L is read as
Lij =

∑n
j=1,j 6=iwij, i = j,
−wij, otherwise.
(58)
The definition (57) implies that L at least has one zero eigenvalue, since 1n ∈ ker(L).
Specifically, the algebraic (or geometric) multiplicity of the zero eigenvalues is related to the
number of LSCCs in G.
Lemma 2. [33], [34] Consider a weakly connected weighted digraph G. The Laplacian matrix
L has semisimple eigenvalues at the origin with the multiplicity m, which coincides with the
number of LSCCs in G. Particularly, if G ∈ Gs or G ∈ Gq, then L only has a single zero
eigenvalue.
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B. Directed Network Systems
A directed network system describes the dynamics evolving over a digraph G. Let xi(t) ∈ R
be the state of a vertex i, which is diffusively coupled with the other vertices as
x˙i(t) = −
n∑
j=1,j 6=i
wij [xi(t)− xj(t)] +
p∑
k=1
fikuk(t), (59)
where wij ∈ R+ and fij ∈ R represent the weight of the edge aij and the amplification of the
input uk ∈ R acting on the vertex i, respectively. Then, we describe the dynamics of all the
vertices on a directed consensus network by the following linear time-invariant system
Σ :
 x˙(t) = −Lx(t) + Fu(t),y(t) = Hx(t), (60)
where x(t) ∈ Rn is the collection of the vertex states. The vectors u ∈ Rp and y ∈ Rq are
the external control flows and measurements. The input and output matrices F and H then
represent the distributions of the external inflows and outflows, respectively. The Laplacian matrix
L, following the definition in (57), is associated with a weakly connected weighted digraph
G, which reflects the diffusive coupling among the vertices of G. Throughout the paper, we
suppose the digraph G contains nd SCCs, {S1, . . . ,Snd}, such that Si ∩ Sj = ∅, for any i, j,
and ∪j=1,··· ,ndSi = V. Moreover, the set SL ⊆ V collects all the vertices in the LSCCs of G, and
Si ⊆ SL if Si is a LSCC of G.
A typical example of (60) is a chemical reaction network, (see e.g., [24], [35], [36]), where
chemical species are the vertex states xi(t). The directed edges represent a series of chemical
reactions converting source species to target species, and the edge weights are the rate constants
of the corresponding reactions.
Remark 2. The network system Σ is semistable due to the the Laplacian matrix L, which is
singular and reducible (i.e., L is similar via a permutation to a block upper triangular matrix).
Furthermore, by Gersˇgorin’s circle theorem (see, e.g., [37]), the real part of each nonzero
eigenvalue of L is strictly positive.
A strongly connected digraph is called balanced if the indegree and outdegree of each node
are equal [31], [38]. In e.g. the mass action kinetics chemical reaction networks [10], [39], the
balancing of a directed network is necessary to preclude sustained oscillations, multi-stability or
other types of exotic dynamic behavior. This paper extends the definition of balanced digraphs
to the weakly connected case.
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Definition 5. A weakly connected digraph G is generalized balanced if each LSCC is balanced,
i.e.,
∑
j∈Sk wij =
∑
j∈Sk wji, ∀i ∈ Sk ⊆ SL.
The following lemma then shows that any directed network system in (60) can be converted
to its generalized balanced form.
Lemma 3. Consider a directed network system Σ in (60). There always exists an equivalent
representation:
Σ :
Mx˙(t) = −Lx(t) +MFu(t),
y(t) = Hx(t),
(61)
where M ∈ Rn×n is positive diagonal such that L := ML is a Laplacian matrix associating
with a generalized balanced digraph.
Proof. A reducible Laplacian matrix L is permutation-similar to a block upper triangular matrix.
Thus, there exists a permutation matrix Tµ such that
L = Tµ ·

Ll1 · · · 0 0
... . . .
...
...
0 · · · Llm 0
∗ · · · ∗ Lr
 , (62)
where the first m diagonal blocks, Lli (i = 1, · · · ,m), are the Laplacian matrices associated
with the m LSCCs of G, while Lr relates to the remaining vertices in G. It is indicated by [22],
[31] that the Laplacian associated to a strongly connected digraph has a simple zero eigenvalue,
whose associated left eigenvector has all positive entries. Therefore, there exists a positive vector
νi such that LTliνi = 0 for each i = 1, · · · ,m. Then, it is verified that diag(νi)Lli represents a
balanced directed subgraph, since
1Tdiag(νi)Lli = 0 and diag(νi)Lli1 = 0. (63)
Let
M := diag
(
[νT1 , · · · , νTm, νTr ]
) · T Tµ (64)
with νr an arbitrary positive vector. Then, L := ML represents a generalized balanced digraph
by Definition 5.
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Example 2. Consider the weakly connected graph in Fig. 1, where the weights the edges are
labeled. The weighted Laplacian matrix is written as
L =

1 0 −1 0 0 0
−2 2 0 0 0 0
0 −2 2 0 0 0
0 −1 0 2 0 −1
0 0 0 0 3 −3
0 0 0 0 −1 1

. (65)
By (64), we choose M = diag
(
[2, 1, 1, α, 1, 3]T
)
with α an arbitrary positive scalar such that
L = ML =

2 0 −2 0 0 0
−2 2 0 0 0 0
0 −2 2 0 0 0
0 −α 0 2α 0 −α
0 0 0 0 3 −3
0 0 0 0 −3 3

(66)
is a Laplacian matrix associating with a generalized balanced digraph.
The introduction of the generalized balanced form (61) of directed networks is meaningful, as
in the following sections, it will be employed to define the vertex clusterability and dissimilarity.
Moreover, it can be seen as an extension of undirected networks in [26], where M is the vertex
weights and L corresponds to an undirected graph.
C. Projection by graph clustering
This subsection constructs the reduced network system in the Petrov-Galerkin framework in
which the projection matrix are chosen as the characteristic matrix of graph clustering. Before
proceeding, we provide some notions regarding to graph clustering [17], [26].
Consider a weakly connected digraph G = (V,E). Then, a graph clustering is to divide the
vertex set V into r nonempty and disjoint subsets, i.e., {C1, C2, · · · , Cr}, where Ci is called a
cell (or a cluster) of G.
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Definition 6. The characteristic matrix of the clustering S is denoted by a binary matrix Π ∈
Rn×r, whose (i, j)-entry is defined by
Πij :=
 1, vertex i ∈ Cj ,0, otherwise. (67)
Clearly, the entries in each row of Π has a single 1 entry while all the others are 0, which
means that each vertex is included in a unique cell. Moreover, Π satisfies
Π1n = 1r. (68)
Now, we consider the system Σ on digraph G of n vertices. To formulate a reduced model of
dimension r, we first find a graph clustering that partitions the vertices of G into r cells. Then, we
use the characteristic matrix of the clustering to construct the projection in the Petrov-Galerkin
framework, which yields a reduced network system. Specifically, the following left and right
projection matrices are utilized:
Π† := (ΠTNΠ)−1ΠTN, and Π, (69)
where N is a diagonal matrix such that ΠTNΠ is invertible, and Π† ∈ Rr×n is the reflexive
generalized inverse of Π (see [40] for the definition). Both Π and N are to be determined in
the latter sections. Wherein, Π is formed as the clustering of G is selected.
The reason that we select the pair of projection matrices in (69) is due to its potential to
preserve a network structure. With this projection, the r-dimensional projected model is given
as
Σˆ :
 z˙(t) = −Lˆz(t) + Fˆ u(t),yˆ(t) = Hˆz(t), (70)
where z(t) ∈ Rr, and
Lˆ := Π†LΠ, Fˆ = Π†F and Hˆ = HΠ.
It can be verified that Lˆ1r = 0, and Lˆ has nonnegative diagonal entries and nonpositive off-
diagonal elements. Thus, the reduced matrix Lˆ ∈ Rr×r is a lower-dimensional Laplacian matrix
representing a digraph with fewer vertices, and the reduced-order system Σˆ models a smaller-
sized weakly connected directed network. In other words, the network structure is guaranteed to
be preserved.
Under the projection framework (69), the rest of this paper investigate the structure-preserving
model reduction problem of the system Σ, formulated as follows.
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Problem 1. Given a directed network system Σ in (60), find matrices Π and N such that the
obtained reduced-order model Σˆ in (70) approximates the original system Σ in a way that
‖Σ− Σˆ‖H2 is bounded and small.
IV. MODEL REDUCTION
The strategy of constructing a suitable reduced-order network system is discussed with two
parts in this section. The first part shows the conditions to guarantee the boundedness of the
approximation error ‖Σ − Σˆ‖H2 , and the second part develops an effective scheme to find an
appropriate clustering such that the reduction error ‖Σ− Σˆ‖H2 is small.
A. Clusterability
Denote the transfer matrices of Σ and Σˆ by
η(s) = H (sIn + L)−1 F, and ηˆ(s) = Hˆ(sIr + Lˆ)−1Fˆ , (71)
respectively. Note that both Σ and Σˆ are not asymptotically stable, which means ‖η(s)‖H2 or
‖ηˆ(s)‖H∞ may be unbounded potentially. The results in [21], [22] shows that when G ∈ Gs,
even a random partition of V can deliver an bounded reduction error ‖η(s) − ηˆ(s)‖H2 with
a properly chosen N . However, such a conclusion no longer holds for more general digraphs
G ∈ Gq or G ∈ Gw. Thereby, the following definition is introduced based on the generalized
balanced representation of Σ in (61).
Definition 7. In the network (60), the vertices i and j are clusterable if eij ∈ ker(L)⊥ and
eij ∈ ker(LT )⊥ simultaneously, where L is defined in (61). Furthermore, the graph clustering of
G is proper if the vertices in each cell are clusterable.
Furthermore, the physical meaning of the clusterability is explained in the following lemma.
Lemma 4. The vertices i and j are clusterable if and only if the following conditions hold:
• the vertices i and j reach consensus, i.e., when u = 0,
lim
t→∞
[xi(t)− xj(t)] = 0,
for all initial conditions.
• the vertices i and j are either contained in the same LSCC or i, j ∈ V\SL.
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Proof. Consider the decomposition of L as in (5), and we obtain
LU = 0, V TL = 0, and V TU = Im, (72)
where U, V ∈ Rn×m with m the algebraic multiplicity of the zero eigenvalue of L, i.e., the
number of LSCCs in G (see Lemma 2). It follows from L = ML that
im(U) = ker(L), im(M−1V ) = ker(LT ) (73)
with M given in (64). By Definition 7, the clusterability of vertices i and j is thus equivalent to
eTijU = 0, and e
T
ijM
−1V = 0. (74)
Hereafter, we prove that (74) holds if and only if the two conditions in this lemma are satisfied.
Note that for any initial condition x0 ∈ Rn, the zero input response of Σ converge to
lim
t→∞
e−Ltx0 = J x0 = UV Tx0. (75)
Thus, vertices i and j reach consensus ∀x0 equivalently means that the i-th and j-th rows of U
coincide, i.e., eTijU = 0. Furthermore, it follows from e.g., [31] that
eTi V = 0, ∀i ∈ V\SL. (76)
Thus, by the definition of generalized balanced graph, eTijM
−1V = 0 holds if and only if vertices
i and j belongs to the same LSCC, or i, j ∈ V\SL (in the latter case, eTi M−1V = eTjM−1V = 0
due to (76)).
Remark 3. The clusterability of different types of digraphs are discussed. If G ∈ Gs, we have
U = 1√
n
1n meaning that all the vertices achieve a global consensus, i.e., ∀i, j ∈ V, xi(t)→ xj(t)
as t→∞. Moreover, V ∈ Rn has all positive entries [21], [22] such that 1TL = 1TML = 0.
Thus, all the vertices are clusterable. When G ∈ Gq, i.e., G contains a single LSCC, the directed
network can still reach a global consensus due to ker(L) = im(1n), whereas there will be two
sets of clusterable vertices, which are the vertices inside SL and all the other vertices outside SL.
In a more general case that G ∈ Gw, the system Σ in (60) may not achieve a global consensus.
Instead, local consensus is achievable among the vertices that are able to influence each other.
Namely, Σ forms cells of consensus with different consensus values in each cell. It is guaranteed
that the vertices in the same LSCC are clusterable.
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The definition of clusterability is nontrivial as it determines the feasibility of a graph clustering.
More specifically, we find that the boundedness of the approximation error between the original
and reduced systems is guaranteed only if clusterable vertices are classified in the same cell.
Consider the permutation transformation in (62), and denote the following set of diagonal
matrices:
N :=
{
N ∈ Rn×n : ΠTNΠ is invertible,
N1 ∈ im (Tµ · blkdiag(ν1, · · · , νm, I))} ,
(77)
where Tµ is the permutation matrix reforming L into a block upper triangular form, and νi is the
left eigenvector of the diagonal block matrix Lli in (62), i.e., LTliνi = 0. Then, the clustering-
based projection matrices in (69), i.e., N and Π, are selected according to the following theorem
to guarantee the boundedness of the error between Σ and Σˆ.
Theorem 5. Consider the directed network system Σ in (60) and its reduced-order model Σˆ in
(70). For all input and output matrices H and F , the error ‖η(s)− ηˆ(s)‖H2 is bounded if and
only if Π in (69) characterizes a proper clustering of G and N ∈ N.
Proof. The H2-norm of the approximation error is given by
‖η(s)− ηˆ(s)‖2H2 =
∫ ∞
0
‖ξ(t)− ξˆ(t)‖22dt, (78)
where ξ(t) := He−LtF and ξˆ(t) := HΠe−LˆtΠ†F are the impulse responses of Σ and Σˆ,
respectively. Since both ξ(t) and ξˆ(t) are smooth functions over t ∈ R+, the integral in (78) is
finite if and only if the error ξ(t)− ξˆ(t) exponentially converges to zero. Hence, for general H
and F matrices, the boundedness of ‖η(s)− ηˆ(s)‖H2 is equivalent to
J = ΠJˆΠ†. (79)
with J := lim
τ→∞
e−Lτ and Jˆ := lim
τ→∞
e−Lˆτ .
To prove the “if” part, we assume {C1, C2, · · · , Cr} to be a proper clustering of G. With N ∈ N,
we verify
U = ΠΠ†U, and V T = V TΠΠ† (80)
as follows. Without loss of generality, assume that
Π = blkdiag
(
1|C1|,1|C2|, · · · ,1|Cr|
)
. (81)
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Accordingly, the matrices U and V in (72) are partitioned as UT = [UT1 , · · · , UTr ] and V T =
[V T1 , · · · , V Tr ]. Meanwhile, the projection Γ = ΠΠ† is written in a block diagonal form with the
i-th diagonal entry as
Γi = 1|Ci|(1
T
|Ci|Ni1|Ci|)
−11T|Ci|Ni. (82)
Since Ni is the corresponding principal submatrix in N , i.e., it is diagonal and nonsingular, the
equations in (80) hold if and only if
Ui = ΓiUi, and V Ti = V
T
i Γi. (83)
It follows from Lemma 4 that Ui = 1|Ci|, which verifies the first equation in (83). Moreover, as
the vertices in Ci are clusterable, Lemma 4 implies that these vertices are either contained in
the same LSCC or in the set V\SL. In the first case, Vi = Ni1|Ci| owing to δ(N) ∈ N, and the
second case indicates that Vi = 0 from (76). It is verified that the second equation in (83) are
satisfied in both cases. Thus, the equations in (80) hold. Based on this, we compute Jˆ in (79)
for the reduced-order system Σˆ. Let Uˆ := Π†U and Vˆ T := V TΠ, which leads to
LˆUˆ = Π†LΠΠ†U = Π†LU = 0,
Vˆ T Lˆ = V TΠΠ†LΠ = V TLΠ = 0.
(84)
Furthermore, due to
Vˆ T Uˆ = V TΠΠ†U = V TU = Im, (85)
we obtain
Jˆ := Uˆ Vˆ T = Π†UV TΠ, (86)
and thus,
ΠJˆΠ† = ΠΠ†UV TΠΠ† = UV T = J . (87)
Consequently, the error ‖η(s)− ηˆ(s)‖H2 is bounded.
For the “only if” part, ‖η(s)− ηˆ(s)‖H2 is assumed to be bounded for all H and F matrices,
equivalently, (79) holds. Similarly, the block diagonal structure of Π in (81) is assumed without
loss of generality such that (79) is presented as
U1
...
Ur
 [V T1 , · · · , V Tr ] =

1|C1|U˜1
...
1|Cr|U˜r
[V˜ T1 Π†1, · · · , V˜ Tr Π†r] , (88)
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where Π†i := (1
T
|Ci|Ni1|Ci|)
−11T|Ci|Ni, U˜i := e
T
i U˜ and V˜i := e
T
i V˜ , with U˜ and V˜ fulfilling
im(U˜) = ker(Lˆ), im(V˜ ) = ker(LˆT ), and V˜ T U˜ = I. (89)
The matrices Ui, Vi ∈ R|Ci|×m are the corresponding submatrices of U and V , respectively. Then,
(88) yields
UiV
T
j = 1|Ci|U˜iV˜
T
j Π
†
j
= αij · 1|Ci|1T|Cj |Nj, ∀i, j = 1, 2, · · · , r.
(90)
with a scalar αij := U˜iV˜ Tj · (1T|Cj |Nj1|Cj |)−1. It follows that
eTijUk = 0, and V
T
k N
−1
k eij = 0, ∀i, j ∈ Ck. (91)
Note that LU = 0 and V TN−1L = 0 with L defined in (61). Thus, we obtain ∀i, j ∈ Ck,
eij ∈ ker(L)⊥ and eij ∈ ker(LT )⊥. As the result holds for all cells C1, C2, · · · , Cr, the graph
clustering is proper by Definition 7.
Next, we prove that N ∈ N is also necessary for a bounded approximation error. Clearly,
ΠTNΠ has to be invertible in (69). A proper clustering {C1, C2, · · · , Cr} means that each cell
Ck (k = 1, · · · , r) is included in either V\SL or a LSCC, denoted by Sµ. If Ck ⊆ V\SL, we
have Vk = 0 owing to (76) such that (90) is equal to zero, and thus Nk can be an arbitrary
nonsingular diagonal matrix, that is Nk ∈ im(I).
For the second case that Ck ⊆ Sµ, we can assume, without loss of generality, that the set Sµ
is the union of µ disjoint cells C1, · · · , Ck, · · · , Cµ. Let Lµ be the Laplacian matrix associated
with Sµ and Us, Vs ∈ R|Sµ|×m be the rows of U , V that correspond to Sµ. Thus, we obtain from
[31] that
im(Us) = ker(Lµ) = im(1|Sµ|),
im(Vs) = ker(LTµ ) = im(νs),
(92)
where νs has strictly positive entries, and νs ∈ {ν1, · · · , νm}. Then, from (90), we can find a
permutation matrix Ts such that
TsUsV Ts = β1|Sµ|νs
=

α111|C1|1
T
|C1|N1 · · · α1µ1|C1|1T|Cµ|Nµ
... . . .
...
αµ11|Cµ|1
T
|C1|N1 · · · αµµ1|Cµ|1T|Cµ|NTµ
 ,
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with β and αij scalars. It follows that α1i = α2i = · · · = αµi, ∀i = 1, · · · , µ, and
blkdiag(N1, · · · , Nµ)1|Sµ| ∈ im(νs). (93)
The above reasoning can be applied to all the LSCCs such that N ∈ N is obtained.
That completes the proof.
Let nc be the number of the maximal clusterable cells, then Theorem 5 implies that the reduc-
tion order r should not be less than nc. Otherwise, the approximation error will be unbounded.
Besides, we use Π† = (ΠTMΠ)−1ΠTM as the left projection matrix with M in (64), where
we choose νr = 1 in this paper such that M ∈ N. Thereby, the following section will focus on
finding an appropriate clustering such that the approximation error ‖Σ − Σˆ‖H2 is as small as
possible.
Example 3. Consider the weakly connected graph in Fig. 1, whose Laplacian matrix is given
in (65). Then, the right and left nullspaces can be characterized by
UT =
0.25 0.25 0.25 0.125 0 0
0 0 0 0.125 0.25 0.25
 ,
V T =
2 1 1 0 0 0
0 0 0 0 1 3
 .
Thus, we can choose M = diag(2, 1, 1, 1, 1, 3) such that a Laplacian matrix in the generalized
balanced form (61) is obtained. By Definition 7, a proper clustering of the digraph is given by
C1 = {1, 2, 3}, C2 = {4}, and C3 = {5, 6}, which yields
Π =

1 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1
 . (94)
As a result, a 3-dimensional network system is obtained in form of (70) with the reduced
Laplacian matrix as
Lˆ = Π†LΠ =

0 0 0
−1 2 −1
0 0 0
 , (95)
which represents a simpler weakly connected digraph as shown in Fig. 2a. Next, we suppose
H = F = I6 in (60) and compute the approximation error: ‖Σ − Σˆ‖H2 = 0.7852, which is
bounded.
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Fig. 2: (a) A reduced digraph obtained by a proper graph clustering. (b) A reduced digraph
generated from an alternative graph clustering.
For comparison reasons, we consider an alternative clustering, namely, C1 = {1, 2}, C2 =
{3, 4}, and C3 = {5, 6}, while keeping the same M matrix. Then, a different reduced-order
system Σˆ is obtained with the Laplacian matrix
Lˆ = Π†LΠ =

2
3
−2
3
0
−3
2
2 −1
2
0 0 0
 . (96)
It represents a reduced digraph as in Fig. 2b, which is quasi strongly connected, and the
approximation error is shown to be unbounded. Next, we use the proper clustering as before
but a different M matrix, e.g., M = I and M = diag(1, 2, 2, 1, 1, 2). We find that both yield
unbounded reduction errors.
B. Vertex Dissimilarity
The concept of clusterability determines the boundedness of the approximation error and is
only dependent on the topology of the underlying network, i.e., the directed Laplacian matrix,
whereas this section investigates how to find a reduced-order model such that the magnitude
of the approximation error is small. To this end, the structures of the inputs and outputs are
considered as well to define the concept of vertex dissimilarity that will be regarded as a criteria
for selecting appropriate graph clusterings.
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Definition 8. Consider the directed network system Σ in (60) and its generalized balanced form
(61). The dissimilarity of a pair of clusterable vertices is defined by
Dij = DIij · DOij , (97)
where DIij and DOij are input and output dissimilarities of vertices i, j:
DIij : = ‖(ei − ej)T (sM + L)−1MF‖H2 ,
DOij : = ‖H(sM + L)−1(ei − ej)‖H2 .
(98)
The physical meanings of the input and output dissimilarities are explained. First, to quantify
the input dissimilarity between a pair of vertices i and j, we steer the network system Σ by
injecting a series of impulse signals, i.e., let u(t) in (60) be a vector of delta functions. Then,
the responses of the vertices i and j are compared, i.e.,
Ξi(t)− Ξj(t) = [ξi1(t)− ξj1(t), · · · , ξip(t)− ξjp(t)] , (99)
with ξij(t) ∈ R the trajectory of the vertex i to the impulse in the j-th input channel. Thus, a
proper measurement of the input dissimilarity between the vertices i and j is given by
DIij =
√∫ ∞
0
[Ξi(t)− Ξj(t)] [Ξi(t)− Ξj(t)]T dt. (100)
Essentially, the value of DIij indicates how controllable the error between vertices i and j is.
More precisely, the smaller DIij means a smaller amount of input energy required to steer the
vertices i and j to consensus. Similarly, the output dissimilarity of the clusterable vertices i and
j is characterized by
DOij =
√∫ ∞
0
[Ψi(t)−Ψj(t)]T [Ψi(t)−Ψj(t)] dt, (101)
where Ψi(t)−Ψj(t) ∈ Rq is the output of Σ when only vertices i, j are perturbed by an impulse
signal. Thus, DOij indicates how observable the error between vertices i and j is, i.e., the larger
DOij , the less energy generated by the natural response of the perturbation on vertices i and j,
and thus more difficult the error between vertices i and j can be measured.
Remark 4. For vertices that are not clusterable, their dissimilarities are not properly defined,
since Theorem 5 implies that merging unclusterable vertices may cause an unbounded reduction
error. Therefore, we can simply assign Dij to be a sufficiently large positive value when i and
j are unclusterable.
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Unlike the previous works in [21], [26] etc., the outputs of the system Σ are also taken
into account when defining the dissimilarity. As we find that the output structures also have an
impact on the approximation error, see the numerical examples in Section V, which motivates
us to combine the input and output dissimilarities in order to obtain more accurate reduced
networks.
Notice that the computation of Dij for each pair of clusterable vertices i, j using the definition
of norms may be a formidable task when the scale of the directed network is large. Thereby,
the notions of pseudo controllability and observability Gramians in Section II are applied to
facilitate the computation of vertex dissimilarities.
Theorem 6. Consider a connected directed network Σ. The dissimilarity between two clusterable
vertices i and j is computed as
Dij =
√
eTijPeijeTijM−1QM−1eij, (102)
where eij := ei− ej , and P , Q are the pseudo controllability and observability Gramians of Σ,
respectively.
Proof. Using the clusterability of vertices i and j, we have
eTijJF = 0, and HJM−1eij = 0 (103)
Therefore, from Lemma ??, Dij is bounded for any clusterable vertices i, j, and
DIij =
√
eTijPeij, and DOij =
√
eTijM
−1QM−1eij, (104)
which gives (102).
C. Minimal Network Realization
We discuss a novel concept of minimal realization for network systems. Before proceeding,
the following definitions are introduced.
Let VI and VO be the subsets of V such that i ∈ VI and i ∈ VO if the vertex i is steered
directly by the input u and directly measured by the output y, respectively.
Definition 9. A vertex j is reachable if there exists a directed path from any vertex i ∈ VI to
j, and detectable if there is a directed path from j to all vertex i ∈ VO. Two vertices i and j
are 0-dissimilar if Dij = 0.
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Physically, unreachable vertices cannot receive information from the inputs, and thus their
states is not controllable. Similarly, vertices that are undetectable cannot pass their information to
the outputs, namely, their states are unobservable. The 0-dissimilar condition relies on the specific
structures of a network topology. For some networks with special topologies, e.g., complete
graphs, lattices, trees, rings, star graphs, etc., we can obtain them directly from the underlying
graphs. Consider a digraph graph G = (V,E). An in-neighbor (resp. out-neighbor ) of a vertex i
of G is a vertex j with aji ∈ E (resp. aij ∈ E). The set of all the in-neighbors and out-neighbors
of i in G, denoted by NI(i) and NO(i), are called the in-neighborhood and out-neighborhood
of i, respectively. Generally, if two vertices i, j /∈ VI has a zero input dissimilarity, i.e., DIij = 0
if they share the same in-neighborhood, and
wki = wkj, ∀k ∈ NI(i) = NI(j).
Analogously, DOij = 0 for two vertices i, j /∈ VO, when
wik = wjk, ∀k ∈ NO(i) = NO(j).
More precisely, the condition for checking the 0-dissimilarity between a pair i, j is given as
follows.
Proposition 1. Consider the network system Σ with p inputs, clusterable vertices i and j are
0-dissimilar if there exists a scalar β such that
eTij
[
F L − βI
]
= 0, or
[
HM−1 L − βI
]
eij = 0. (105)
Proof. By definition, vertices i and j are 0-dissimilar if DIij = 0 or DOij = 0. Thus, we first
derive the sufficient condition for DIij = 0, i.e.,∫ ∞
0
eTij(e
−Lt − J )FF T (e−LT t − J T )eijdt = 0, (106)
which is equivalent to eTij(e
−Lt − J )F = eTije−LtF = 0, ∀t ∈ R+. It follows from the first
equation in (105) that ∀k ≥ 1,
eTijLk = eTij(L − βI + βI)Lk−1
= βeTijLk−1 = · · · = βk−1eTijL = βkeTij.
(107)
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As a result, the Taylor expansion of eTije
−LtF yields
eTije
−LtF =
∞∑
k=0
(−t)k
k!
eTijLkF
= eTijF +
∞∑
k=1
(−t)kβk
k!
eTijF = 0.
(108)
Therefore, (106) holds. Analogously, the second equation in (105) implies that H(e−Lt−J )M−1eij =
He−LtM−1eij = 0, ∀t ∈ R+. Thus, DOij = 0.
Thereby, the following concept is proposed.
Definition 10. The network system Σ in (60) is called a minimal network realization if all
the vertices are reachable and detectable, and there does not exist 0-dissimilar vertices in the
underlying network.
Parallel to the minimal realization of general linear systems obtained by Kalman decompo-
sition, a minimal network realization is acquired by removing unreachable and undetectable
vertices and aggregating 0-dissimilar vertices. The following result shows that no approximation
error is generated in the realization of the network minimality.
Theorem 7. If the reduced-order model Σˆ is obtained by
• removing all unreachable or undetectable vertices
• or merging all 0-dissimilarity vertices (i.e., Dij = 0),
then ‖Σ− Σˆ‖H2 = 0.
Proof. Neglecting the vertices that are not reachable or detectable is equivalent to remove
uncontrollable or observable states of Σ. Therefore, the reduction will not change the transfer
function of the system, namely, ‖Σ− Σˆ‖H2 = 0.
Next, we show that clustering all 0-dissimilarity vertices does not generate an approximation
error neither. To this end, we denote
χ(s) := (sIn + L)−1, χˆ(s) := (sIr + Lˆ)−1. (109)
and let Γ˜ := I − ΠΠ†, which satisfies
Γ˜T = Γ˜, and Γ˜2 = Γ˜. (110)
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Consider the error system Σe = Σ− Σˆ, whose transfer function is η(s)− ηˆ(s) := HηeF with
ηe =
[
I −Π
]χ(s) 0
0 χˆ(s)
 I
Π†
 , (111)
where Π† is the reflexive generalized inverse of Π in (69). Then, using the following nonsingular
matrices
T1 =
I Π†
0 Ir
 , T−11 =
In −Π†
0 Ir
 ,
T2 =
In 0
Π† Ir
 , T−12 =
 In 0
−Π† Ir
 ,
(112)
we further obtain
ηe =
[
I −Π
]
T1
T−1
χ(s) 0
0 χˆ(s)
T1
 · T−11
χ(s)−1 0
0 χˆ(s)−1
T2
·
T−12
χ(s) 0
0 χˆ(s)
T2
T−12
 I
Π†

=χ(s)
[
I −Γ˜Lχˆ(s)
]
·
χ(s)−1 − Πχˆ(s)Π† −Πχˆ(s)
χˆ(s)Π† χˆ(s)
 · [I χˆ(s)Π†LΓ˜]χ(s)
=Γ˜
[
χ(s)−1 − LΠχˆ(s)Π†L] Γ˜.
where the property in (110) is used to obtain the above equation. Clearly, ‖ηe‖H2 = 0 if
Γ˜χ(s)F = 0 or Hχ(s)Γ˜ = 0. (113)
To prove (113), we assume, without loss of generality, that vertices 1, 2, · · · , k are 0-dissimilar,
namely, eT1 χ(s)F = e
T
2 χ(s)F = · · · = eTkχ(s)F , or Hχ(s)M−1e1 = Hχ(s)M−1e2 = · · · =
Hχ(s)M−1ek, which means
χ(s)F :=
1keT1 χ(s)F
∗
 or Hχ(s) := [Hχ(s)M−1e11Tk ∗]M. (114)
When all the 0-dissimilar vertices are assigned into a single cell, the following block matrices
are obtained.
Π =
1k
In−k
 , M =
Ma
Mb
 ,Ma ∈ Rk×k (115)
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where Π is the characteristic matrix of the partition. When the vertices 1, 2, · · · , k are 0-input-
dissimilar, we obtain
Γ˜χ(s)F =
Ik − 1k1
T
kMa
1TkMa1k
0

1keT1 χ(s)F
∗

=

(
1k − 1k1
T
kMa1k
1TkMa1k
)
eT1 χ(s)F
0
 = 0.
When the vertices 1, 2, · · · , k are 0-output-dissimilar, we also have
Hχ(s)Γ˜ =
[
Hχ(s)M−1e11TkMa ∗
]Ik − 1k1
T
kMa
1TkMa1k
0

=
Hχ(s)M−1e1
(
1TkMa −
1TkMa1k1
T
kMa
1TkMa1k
)
0
 = 0.
Therefore, when clustering 0-dissimilar vertices, the equation (113) holds, which yields that
‖ηe‖H2 = ‖Σ− Σˆ‖H2 = 0.
Introducing the concept of the minimal network realization is to facilitate the computation of
a reduced-order model. As finding the minimal network takes much less effort than solving the
pseudo Gramians and calculating vertex dissimilarities, see the simulation results in Section V.
Remark 5. It is worth mentioning that the minimal network realization is different from the
concept of minimality in the sense of the controllability and observability of a state-space model.
In a minimal network realization, all the vertices should not only be reachable and delectable
but also have a certain dissimilarity. The minimal network is defined in the viewpoint of graph
topologies. It, however, does not necessarily mean that the vertex states have to be controllable
and observable.
The following proposition concludes the relation between the two types of minimal realiza-
tions, namely, the classical minimality is sufficient for network minimality, but not vice versa.
Proposition 2. If the network system Σ is minimal, then Σ is also a minimal network realization.
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Proof. The system Σ in (60) is minimal means that it is both controllable and observable.
Consider the pseudo Gramians of Σ, P and Q, which are defined in (2). Thereby, we obtain
from Theorem 2, (3b) and (4b) that
rank(P) = n−m, and ker(P) = im(V ), (116)
and
rank(Q) = n−m, and ker(Q) = im(U), (117)
where m is the number of LSCCs in G, and U, V ∈ Rn×m are defined in (72).
Now, assume that (60) is not a minimal network realization, i.e., it contains at least a pair of
vertices that are clusterable and 0-dissimilar. Thus,
DIij =
√
eTijPeij = 0 or DOij =
√
eTijM
−1QM−1eij = 0,
which means that eij ∈ ker(P) or eijM−1 ∈ ker(Q). However, Lemma 4 implies that for
clusterable vertices i, j, eTijU = 0 and e
T
ijM
−1V = 0. They mean that eij /∈ im(U) and eij /∈
im(M−1V ), which cause contradictions to (116).
Therefore, 0-dissimilar vertices cannot exist in a directed network system that is controllable
and observable.
A simple counterexample for the converse statement is given by a network example with only
two vertices:
L =
 1 −1
−1 1
 , F = HT = [1 −1] . (118)
Both vertices are reachable and detachable by Definition 9, and the dissimilarity of the two ver-
tices is D12 = 1. Thus, this system is a minimal network realization. However, rank [F,−LF ] =
rank
[
HT ,−LTHT ] = 1 implies that the system is uncontrollable and unobservable.
D. Clustering Algorithm & Error Computation
This subsection provides the algorithm for selecting an appropriate clustering for the network
system Σ. To this end, a distance graph of the network system Σ is defined. Let X be a matrix
whose (i, j)-entry is given by
Xij =
 D−1ij , if vertices i, j are clusterable;0, otherwise. (119)
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A larger value of Xij ∈ R+ indicates a higher similarity between vertices i, j. Clearly, X
is nonnegative, symmetric and has zero diagonal entries. Thus, it can be seen as a weighted
adjacency matrix that characterizes an undirected disconnected graph, namely a distance graph,
denoted by GD. Denote the Laplacian matrix of GD by
LD = L
T
D = diag(X1)−X . (120)
Note that GD shares the same vertex set V with the original directed network G. From e.g., [34],
the rank of the undirected graph GD is defined by n − c with n = |V| and c the number of
connected components of GD which satisfies c = rank(LD).
The idea of clustering algorithm is to remove certain edges of GD such that it leaves r
connected components, i.e., V is partitioned into r cells. Then we aggregate vertices in each
cell as one vertex. Denote Ω := diag(ω1, ω1, · · · , ωne), where ne is the number of the edges
of GD, and ω1 ≥ ω2 ≥ · · · ≥ ωne > 0 are the descending sort of the edge weights Xij . Let
B ∈ Rn×ne be the incidence matrix of LD, then the graph clustering problem becomes finding
a matrix partition
LD = BΩBT =
[
B1 B2
]Ω1 0
0 Ω2
BT1
BT2
 (121)
such that rank(B1Ω1BT1 ) = n − r, where r is the desired reduction order. B2 corresponds the
edges of GD with lower weights, namely, the edges connecting higher dissimilar vertices, and
thus these edges are supposed to be removed. Thereby, the partition of V is generated by assign
the vertices that are connected by the edges indicated by B1 into the same cell. Specifically, we
describe the proposed clustering-based model reduction method as follows.
By Algorithm 1, a reduced-order network system Σˆ is obtained, which achieves a bounded
approximation error, see Theorem 5. Based on the proposed pseudo Gramians in Section II,
the following theorem then provides an efficient method to compute the H2 error between the
original and the reduced-order network systems.
Theorem 8. Let Po and Pr be the pseudo controllability Gramians of the full-order and reduced-
order network systems, Σ and Σˆ, respectively. Then, the approximation error between Σ and
Σˆ is computed as
‖Σ− Σˆ‖2H2 = tr
[
H(Po + ΠPrΠT − 2ΠPx)HT
]
, (122)
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Algorithm 1 Clustering-Based Reduction Algorithm
Input: L, F and H , desired order r
Output: Lˆ, Fˆ , and Hˆ
1: Remove all the unreachable and undetectable vertices.
2: Find and merge the 0-dissimilar vertices by Proposition 1.
3: Compute the pseudo Gramians P and Q using Theorem 1 and Corollary 1.
4: Calculate the dissimilarity between clusterable vertices by Theorem 6, and construct the
Laplacian matrix LD in (120) for the distance graph.
5: Find a matrix partition (121) such that
rank(B1Ω1BT1 ) = n− r.
6: Compute Π ∈ Rn×r according to B1.
7: Generate Lˆ and Fˆ using the projection Π as in (70).
where Px := P˜x−Π†JΠP˜xJ T ∈ Rr×n with P˜x an arbitrary symmetric solution of the following
Sylvester equation:
LˆT P˜x + P˜xLT − Π†(I − J )FF T (I − J T ) = 0. (123)
Proof. To derive the approximation error, we consider the following system.
Σe :
 ω˙(t) = A(t)ω(t) + Bu(t),δ(t) = Cω(t), (124)
where the state vectors ω(t)T :=
[
x(t)T , xˆ(t)T
]T , δ(t) := y(t)− yˆ(t), and
A = −
L 0
0 Lˆ
 , F =
F
Fˆ
 , H = [H −Hˆ] .
Obviously, ‖Σe‖H2 = ‖Σ− Σˆ‖H2 . Observe that Σe is a semistable system due to A matrix in
(124), and by Theorem 5, the H2 norm of Σe is bounded. From Lemma ??, we obtain
‖Σe‖2H2 = tr(HPeHT ), (125)
where Pe is the pseudo controllability Gramian of the error system Σe.
To obtain Pe, we refer to Theorem 1 that Pe is a solution of the Lyapunov equation
AP˜e + P˜eAT + (I − Je)FFT (I − J Te ) = 0. (126)
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Here, Je := blkdiag(J , Jˆ ) where Jˆ = Π†JΠ is implied by (79). Let
P˜e =
P˜o P˜Tx
P˜x P˜r
 , (127)
with P˜o ∈ Rn×n and P˜r ∈ Rr×r. Accordingly, (126) is partitioned into three equations:
LP˜o + P˜oLT − (In − J )FF T (In − J T ) = 0,
LˆP˜r + P˜rLˆT − (Ir − Jˆ )Fˆ Fˆ T (Ir − Jˆ T ) = 0,
LˆP˜x + P˜xLT − (Ir − Jˆ )FˆF T (In − J T ) = 0,
(128a)
(128b)
(128c)
where (128c) is equivalent to (123) due to Fˆ = Π†F and JˆΠ† = Π†JΠΠ† = Π†J (see (80)).
Then, using Corollary 1, the pseudo controllability Gramian of Σe is computed.
Pe = P˜e − JeP˜eJ Te
=
P˜o − J P˜oJ T P˜Tx − J P˜Tx Jˆ T
P˜x − Jˆ P˜xJ T P˜r − Jˆ P˜rJˆ T
 :=
Po PTx
Px Pr
 ,
where Po and Pr are the pseudo controllability Gramians of the systems Σ and Σˆ, respectively.
Thereby, we evaluate the approximation error as follows.
‖Σ− Σˆ‖2H2 = tr
[H −Hˆ]
Po PTx
Px Pr
 HT
−HˆT

= tr(HPoHT + HˆPrHˆT − 2HˆPxHT ),
(129)
which leads to (122).
Notice that the error in (122) can be also characterized by pseudo observability Gramians.
Suppose Qo and Qr are the pseudo observability Gramians of Σ and Σˆ, respectively. Then, an
alternative computation for (122) is
‖Σ− Σˆ‖2H2 = tr
[
F T (Qo + (Π†)TQrΠ† − 2QxΠ†)F
]
, (130)
where Qx := Q˜x − J T Q˜xΠ†JΠ ∈ Rn×r with Q˜x an symmetric solution of the Sylvester
equation:
LT Q˜x + Q˜xLˆ − (I − J T )HTH(I − J )Π = 0. (131)
The proof for the above statement is similar to Theorem 8 and thus is omitted.
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V. NUMERICAL EXAMPLES
A. Sensor Network
A sensor network in [22] is considered and adapted to illustrate the proposed method in this
paper. The topology of the studied directed network is depicted in Fig. 3a, which is weakly
connected and contains three LSCCs: {1, 2, 3, 4, 5}, {15, 16} and {20}. All the directional edges
have identical weights that equal to 1. The sets VI := {2, 7, 16} and VO := {5, 9, 11} are
collections of controlled and measured vertices, respectively. The minimal network is realized
by two steps. First, the unreachable vertex 20 and undetectable vertices 17, 18 and 19. Then,
three pairs of 0-dissimilar vertices, namely {1, 5}, {8, 9}, and {13, 14} are found by Proposition
1 and clustered to obtain Fig. 3b, which is still weakly connected as there are two LSCCs.
By considering the effects of both inputs and outputs, we compute the vertex dissimilarities
of the minimal network using Theorem 6. Then, to yield a reduced-order network system of 7
vertices, we apply Algorithm 1, that leads to the following graph clustering
C1 = {1, 2, 3, 4}, C2 = {5, 6}, C3 = {7},
C4 = {8}, C5 = {9}, C6 = {10, 11}, C7 = {12, 13}.
Thus, a simplified directed network is constructed as in Fig. 4a, which indicates that the network
structure is preserved in the new model. Also, the approximation error is computed: ‖Σ−Σˆ‖H2 =
0.1969. Next, we only use the input information for selecting clusters, namely, only the input
dissimilarities are considered as the criteria for the partition of the vertices. As a result, we
obtain a different clustering of the minimal network, where C2 = {5, 7}, and C3 = {6}. This
produces a simplified directed network with a different topology as shown in Fig. 4b. In this
case, the approximation error is evaluated as ‖Σ− Σˆ‖H2 = 0.2514, which is almost 30% larger
than the one obtained in the former case. Thus, to better approximate the input-output behavior
of a network system, the output distributions should also be considered in order to construct a
more accurate reduced-order network model.
B. Large-scale Directed Network
The efficiency of the proposed approach is verified by a large-scale directed network example,
see Fig. 5. Note that the methods in [21], [22] are not applicable for this networks, since it is
not strongly connected. The data of directed weighted graph is acquired from The Harwell-
Boeing Sparse Matrix Collection, which is available at https://math.nist.gov/MatrixMarket/data/
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(b)
Fig. 3: (a) A directed sensor network consisting of 20 vertices. (b) A minimal network realization
of this directed network, which is obtained by removing vertices 17, 18, 19, 20 and merging
pairs {1, 5}, {8, 9}, {13, 14} in Fig. 3a. In both figures, the controlled and measured vertices
are labeled as diamonds and squares, respectively.
  1
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  4
  5
  
6
  7
(a)
  1
  2
  3   4
  5
  
6
  7
(b)
Fig. 4: (a) The reduced directed network generated by the proposed dissimilarity-based clustering.
(b) The alternative directed network obtained by only considering the input dissimilarity. In the
two figures, vertex 1 is labeled as a hexagram indicating that it is controlled and measured
simultaneously.
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Harwell-Boeing. In this paper, the simulation is implemented with Matlab 2018a in the environ-
ment of 64-bit operating system, which is equipped with Intel Core i5-3470 CPU @ 3.20GHz,
RAM 8.00 GB.
We select three controlled and three measured vertices: VI := {1, 152, 728} and VO :=
{246, 615, 733}. For comparison purposes, we reduce the original networks by the dissimilarity-
based (proposed method in this paper), input dissimilarity-based (the methods in e.g., [22])
and random clustering methods, respectively. The H2-norm approximation errors of the reduced
models with different dimensions from 10 vertices to 700 are computed by Theorem 8, see the
Fig. 6, which shows that the proposed method considering the output efforts as well generally
has a better performance than the one only take into account the influence of inputs. The
approximation errors of both methods decay rapidly when the reduced order r < 100, and they
both have distinct advantage over the random clustering method, where the cells are selected
randomly from the largest clusterable sets. Note that when r = 100, the approximation errors
‖Σ − Σˆ‖H2 = 0.0011, while the maximal values of input and output dissimilarities are 0.8839
and 3.6949, respectively. Hence, the reduced-order network with 100 vertices provides a rather
accurate approximation of the original 735-vertex network. To illustrate the efficiency of the
proposed method, when producing the 100-dimensional reduced network, we record and list the
computational cost for each step in Table I. It indicates that the majority of the computation
time is spent on solving the pseudo Gramians. In contrast, the time for computing the minimal
network, vertex dissimilarities and for the clustering algorithm is much less. To be more efficient
for even larger networks, e.g., n > 5000, we can consider the Alternating Direction Implicit (ADI)
method or Krylov subspace method to generate low rank approximations to the solutions of the
Lyapunov equations in (3) and (4). As these numerical algorithms are more effective than the
standard approach due to the sparsity of the Laplacian matrix L. We refer to e.g., [41], [42] for
more details. However, we do not apply these here since we can still compute the Gramians using
standard approach within a reasonable time. Hence, it is no need for such an approximation.
In Fig. 7, the topologies of reduced-order networks with different dimensions are plotted
to demonstrate the preservation of directed network structures. In conclusion, this simulation
example shows that the proposed clustering method is feasible and effective in model reduction
of large-scale directed network systems.
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Fig. 5: A weakly connected directed network consisting of 735 vertices, where the controlled
and measured vertices are labeled as diamonds and squares, respectively.
0 100 200 300 400 500 600 700
The dimension of the reduced network
0
0.005
0.01
0.015
0.02 Dissimilarity-Based
Input Dissimilarity-Based
Random
Fig. 6: Approximation error comparisons among the proposed dissimilarity-based clustering,
input dissimilarity-based clustering and random clustering algorithms.
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TABLE I: Computation time for each step
Minimal Network 23.8949s
Pseudo Gramians 538.0895s
Dissimilarity 99.5960s
Graph Clustering 0.0035s
(a) (b)
(c) (d)
Fig. 7: Reduced directed networks with different dimensions. (a) r = 200; (b) r = 100; (c)
r = 50; (d) r = 20.
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VI. CONCLUSION
This paper solves a structure preserving model reduction problem for directed network systems
that obey locally consensus protocols and have semistable dynamics. The notion of clusterability
is proposed to classify the groups of vertices that can be aggregated to guarantee a bounded ap-
proximation error. The pairwise dissimilarity, quantifying the difference between two clusterable
vertices, can be characterized for a directed network based on the pseudo controllability and
observability Gramians of semistable systems. A graph clustering algorithm then disassembles
the vertices that behave differently. The reduced-order model is obtained in the Petrov-Galerkin
framework with projections generated from the resulting clustering of the network. It is shown
that the reduced-order model preserves a network structure among the clusters, as a reduced
Laplacian matrix. Through numerical examples, the efficiency of the proposed method is then
verified.
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