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ABSTRACT
According to the photoheating model of the intergalactic medium (IGM), He II reionization is
expected to affect its thermal evolution. Evidence for additional energy injection into the IGM
has been found at 3  z  4, though the evidence for the subsequent fall-off below z ∼ 2.8 is
weaker and depends on the slope of the temperature–density relation, γ . Here we present, for
the first time, an extension of the IGM temperature measurements down to the atmospheric
cut-off of the H I Lyman-α (Lyα) forest at z  1.5. Applying the curvature method on a sample
of 60 Ultraviolet and Visual Echelle Spectrograph (UVES) spectra we investigated the thermal
history of the IGM at z < 3 with precision comparable to the higher redshift results. We find
that the temperature of the cosmic gas traced by the Lyα forest [T ( ¯)] increases for increasing
overdensity from T ( ¯) ∼ 22670 to 33740 K in the redshift range z ∼ 2.8–1.6. Under the
assumption of two reasonable values for γ , the temperature at the mean density (T0) shows a
tendency to flatten at z  2.8. In the case of γ ∼ 1.5, our results are consistent with previous
ones which indicate a falling T0 for redshifts z 2.8. Finally, our T ( ¯) values show reasonable
agreement with moderate blazar heating models.
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1 IN T RO D U C T I O N
Starting from a very hot plasma made of electrons and protons after
the big bang, to the gas that now fills the space between galaxies, the
intergalactic medium (IGM) has been one of the main ‘recorders’
of the different phases of evolution of the Universe. Changes in the
thermodynamic state and chemical composition of this gas reflect
the conditions for the formation and the evolution of the structures
that we can observe today. In particular, the IGM thermal history can
be an important source of information about reionizing processes
that injected vast amounts of energy into this gas on relatively short
time-scales. For this reason considerable efforts have been made to
find any ‘footprint’ of either H I (z < 6) or He II (z < 3) reioniza-
tion. Because the ionization potential of He II (from He II to He III)
is 54.4 eV and fully ionized helium recombines more than five
times faster than ionized hydrogen, this second reionization event
should have begun later, after the reionization of hydrogen and He I
(11 z 6; Becker et al. 2001; Fan, Carilli & Keating 2006; Larson
et al. 2011) when quasars (QSOs) started to dominate the ultraviolet
background (UVB; Miralda-Escude´, Haehnelt & Rees 2000). The-
oretically, the much harder photons from QSOs would have been
able to fully ionize He II around redshifts 3  z  4.5 but these
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estimates change depending on assumptions about the abundance
of QSOs and the hardness of their spectra (Meiksin 2005). While
the direct observation, through the detection of the ‘Gunn–Peterson
effect’, recently suggests the end of the He II reionization at z ∼ 2.7
(e.g. Shull et al. 2010; Worseck et al. 2011; Syphers & Shull 2013,
2014), any current constraint on the physics of this phenomenon is
limited by the cosmic variance among the small sample of ‘clean’
lines of sight, those along which the He I Lyman-α (Lyα) transi-
tion is not blocked by higher redshift H I Lyman limit absorption.
For this reason indirect methods have been developed to obtain a
detailed characterization of the He II reionization.
It is predicted that the IGM should be reheated by photoioniza-
tion heating during He II reionization and, because its cooling time
is long, the low density gas retains some useful memory of when
and how it was reionized. In fact, at the mean density of the IGM
the characteristic signature of reionization is expected to be at peak:
a gradual heating followed by cooling due to adiabatic expansion
(e.g. McQuinn et al. 2009). In the last decade, the search for this
feature and the study of the thermal history of the IGM as a function
of redshift have been the objectives of different efforts, not only to
verify the theoretical prediction and constrain the timing of He II
reionization, but also to obtain information on the nature of the
ionizing sources and on the physics of the related ionizing mech-
anisms. To obtain measurements of the temperature of the IGM,
studying the absorption features of the H I Lyα forest has proven to
C© 2014 The Authors
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be a useful method so far. The widths of these lines are sensitive to
thermal broadening but are also affected by Hubble broadening and
peculiar velocities. Cosmological simulations are therefore required
to characterize the large-scale structure and bulk motion of the IGM
(Meiksin, Tittley & Brown 2010), before the gas temperature can
be determined.
Previous efforts to extract information on the thermal state of
the cosmic gas from the Lyα forest can be divided into two main
approaches: the study of individual absorption features and the
quantification of the absorption structures with a global statistical
analysis of the entire forest. The first method consists of decom-
posing the spectra into a set of Voigt profiles. Schaye et al. (2000)
found evidence using this technique for an increase in the IGM tem-
perature consistent with He II reionization at z  3. In contrast, Mc-
Donald et al. (2001) found a constant temperature over z ∼ 2−4. A
characterization of the flux probability distribution function (PDF)
based on pixel statistics has also been used to analyse the forest
and extract information from the comparison with theoretical mod-
els (Bolton et al. 2008; Calura et al. 2012). However, the PDF is
sensitive to a range of systematic effects, including the placement
of the unabsorbed continuum. A further approach is to use wavelet
analysis to characterize the Lyα line widths distribution in terms of
discrete wavelets. Theuns et al. (2002) and Lidz et al. (2010) found
evidence using this technique for He II reionization completing near
z ∼ 3.4, but with large statistical uncertainties. In the recent work of
Garzilli et al. (2012), the PDF and the wavelet decomposition meth-
ods have been compared and tested on Lyα spectra at low redshift.
While the results are in formal agreement with previous measure-
ments, the uncertainties are still large and there is a mild tension
between the two analyses.
Recently, Becker et al. (2011) developed a statistical approach
based on the flux curvature. This work constrained the temper-
ature over 2  z  4.8 of a ‘optimal’ or ‘characteristic’ over-
density, which evolves with redshift. The error bars were con-
siderably reduced compared to previous studies, partially at the
expense of determining the temperature at a single density only,
rather than attempting to constrain the temperature–density rela-
tion. Some evidence was found for a gradual reheating of the IGM
over 3  z  4 but with no clear evidence for a temperature peak.
Given these uncertainties, the mark of the He II reionization still
needs a clear confirmation. Nevertheless, the curvature method is
promising because it is relatively robust to continuum placement
errors: the curvature of the flux is sensitive to the shape of the ab-
sorption lines and not strongly dependent on the flux normalization.
Furthermore, because it incorporates the temperature information
from the entire Lyα forest, this statistic has the advantage of us-
ing more of the available information, as opposed to the line-fitting
method which relies on selecting lines that are dominated by thermal
broadening.
An injection of substantial amounts of thermal energy is pre-
dicted to result in both an increase in the IGM temperature and
a change in the temperature–density (T–ρ) relation. The detailed
study of this process has to take into consideration the effects of
the IGM inhomogeneities driven by the diffusion and percolation
of the ionized bubbles around single sources, and currently consti-
tutes an important object of investigation through hydrodynamical
simulations (e.g. Compostella, Cantalupo & Porciani 2013). In the
simplest scenario, for gas at overdensities  10 ( = ρ/ρ¯, where
ρ¯ is the mean density of the IGM), the temperature is related to the
density with a power-law relation of the form
T () = T0γ−1, (1)
where T0 is the temperature at the mean density (Hui & Gnedin
1997; Valageas, Schaeffer & Silk 2002). The evolution of the pa-
rameters T0 and γ as a function of redshift then describes the thermal
history of the IGM. A balance between photoheating and cooling
due to adiabatic expansion of the Universe will asymptotically pro-
duce a power law with γ = 1.6 (Hui & Gnedin 1997). During
the reionization the slope is expected to flatten temporarily before
evolving back to the asymptotic value. Possible evidence for this
flattening at z  3, seems to be consistent with He II reionization oc-
curring around this time (e.g. Ricotti, Gnedin & Shull 2000; Schaye
et al. 2000).
Some analyses of the flux PDF have indicated that the T–ρ rela-
tion may even become inverted (e.g. Becker, Rauch & Sargent 2007;
Bolton et al. 2008; Viel, Bolton & Haehnelt 2009; Calura et al.
2012; Garzilli et al. 2012). However, the observational uncertain-
ties in this measurement are considerable (see discussion in Bolton
et al. 2014). A possible explanation was suggested by considering
radiative transfer effects (Bolton et al. 2008). Although it appears
difficult to produce this result considering only He II photoheating
by QSOs (Bolton, Oh & Furlanetto 2009; McQuinn et al. 2009), a
new idea of volumetric heating from blazar TeV emission predicts
an inverted temperature–density relation at low redshift and at low
densities. According to these models, heating by blazar γ -ray emis-
sion would start to dominate at z  3, obscuring the ‘footprint’ of
He II reionization (Chang, Broderick & Pfrommer 2012; Puchwein
et al. 2012). Even if in the most recent analysis, with the line-fitting
method (Rudie et al. 2013; Bolton et al. 2014), the inversion in
the temperature–density relation has not been confirmed, a general
lack of knowledge about the behaviour of the T–ρ relation at low
redshift (z < 3) still emerges, accompanied with no clear evidence
for the He II reionization peak. A further investigation of the tem-
perature evolution in this redshift’s regime therefore assumes some
importance in order to find constraints for the physics of the He II
reionization and the temperature–density relation of the IGM.
The purpose of this work is to apply the curvature method to
obtain new, robust temperature measurements at redshift z < 3, ex-
tending the previous results, for the first time, down to the optical
limit for the Lyα forest at z  1.5. By pushing the measurement
down to such a low redshift, we attempt to better constrain the ther-
mal history in this regime, comparing the results with the theoretical
predictions for the different heating processes. We infer tempera-
ture measurements by computing the curvature on a new set of QSO
spectra at high resolution obtained from the archive of the Ultra-
violet and Visual Echelle Spectrograph (UVES) on the Very Large
Telescope (VLT). Synthetic spectra, obtained from hydrodynamical
simulations used in the analysis of Becker et al. (2011) and extended
down to the new redshift regime are used for the comparison with
the observational data. Similar to Becker et al. (2011), we constrain
the temperature of the IGM at a characteristic overdensity, ¯, traced
by the Lyα forest, which evolves with redshift. We do not attempt
to constrain the T–ρ relation, but we use fiducial values of the pa-
rameter γ in equation (1) to present results for the temperature at
the mean density, T0.
This paper is organized as follows. In Section 2 we present the
observational data sample obtained from the VLT archive, while
the simulations used to interpret the measurements are introduced
in Section 3. In Section 4 the curvature method and our analy-
sis procedure are summarized. In Section 5 we present the data
analysis and we discuss the strategies applied to reduce the system-
atic uncertainties. The calibration and the analysis of the simula-
tions is described in Section 6. The results are presented in Sec-
tion 7 for the temperature at the characteristic overdensities and the
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temperature at the mean density for different values of γ . We discuss
the comparison with theoretical models in Section 8, and conclude
in Section 9.
2 TH E O B S E RVATI O NA L DATA
In this work we used a sample of 60 QSO spectra uniformly selected
on the basis of redshift, wavelength coverage and signal-to-noise
ratio (S/N) in order to obtain robust results in the UV and optical
parts (3100–4870 Å) of the spectrum where the Lyα transition falls
for redshifts 1.5 < z < 3. The QSOs and their basic properties are
listed in Table 1. The spectra were retrieved from the archive of the
UVES on the VLT. In general, most spectra were observed with a
slit width1.0 arcsec wide and on-chip binning of 2×2, which pro-
vides a resolving power of R  50 000 (full width at half-maximum,
FWHM, 7 km s−1); this is more than enough to resolve typical
Lyα forest lines, which generally have FWHM  15 km s−1. The
archival QSO exposures were reduced using the European South-
ern Observatory (ESO) UVES Common Pipeline Language soft-
ware. This suite of standard routines was used to optimally extract
and wavelength-calibrate individual echelle orders. The custom-
written program UVES_POPLER1 was then used to combine the many
exposures of each QSO into a single normalized spectrum on a
vacuum-heliocentric wavelength scale. For most QSOs, the orders
were redispersed on to a common wavelength scale with a disper-
sion of 2.5 km s−1 per pixel; for four bright (and high S/N), z  2
QSOs the dispersion was set to 1.5 km s−1 per pixel. The orders
were then scaled to optimally match each other and then co-added
with inverse-variance weighting using a sigma-clipping algorithm
to reject ‘cosmic rays’ and other spectral artefacts.
To ensure a minimum threshold of spectral quality and a repro-
ducible sample definition, we imposed an ‘S/N’ lower limit of 24
per pixel for selecting which QSOs and which spectral sections we
used to derive the IGM temperature. A high S/N is, in fact, ex-
tremely important for the curvature statistic which is sensitive to
the variation of the shapes of the Lyα lines: in low S/N spectra this
statistic will be dominated by the noise and, furthermore, by narrow
metal lines that are difficult to identify and mask.
The ‘S/N’ cut-off of 24 per pixel was determined by using the
hydrodynamical Lyα forest simulations discussed in Section 3. By
adding varying amounts of Gaussian noise to the simulated forest
spectra and performing a preliminary curvature analysis like that
described in Sections 4 and 5, the typical uncertainty on the IGM
temperature could be determined, plus the extent of any systematic
biases caused by low S/N. It was found that a competitive statistical
uncertainty of 10 per cent in the temperature could be achieved
with the cut-off in ‘S/N’ set to 24 per pixel, and that this was
well above the level at which systematic biases become significant.
However, in order for us to make the most direct comparison with
these simulations, we have to carefully define ‘S/N’. In fact for the
Lyα forest the S/N fluctuates strongly and so it is not very well
defined. Therefore, the continuum-to-noise ratio, C/N, is the best
means of comparison with the simulations. To measure this from
each spectrum, we had first to establish a reasonable continuum.
The continuum fitting is a crucial aspect in the QSO spectral anal-
ysis and for this reason we applied to all the data a standard proce-
dure in order to avoid systematic uncertainties due to the continuum
choice. We used the continuum-fitting routines of UVES_POPLER to
1 UVES_POPLER was written and is maintained by M. T. Murphy and is avail-
able at http://astronomy.swin.edu.au/mmurphy/UVES_popler
Table 1. List of the QSOs used for this analysis. For each object we report
the name (column 1) based on the J2000 coordinates of the QSO and the
emission redshift (column 2). The redshift intervals associated with the Lyα
absorption are also reported with the corresponding C/N level per pixel
(columns 3, 4 and 5). The sections of Lyα forest obtained from this sample
were required to have a minimum C/N of 24 per pixel. The note below the
table provides the ESO Programme IDs that contributed to the spectra.
QSO zem zLyα C/N
zstart zend
J092913−021446 1.6824 1.263 1.6824 5–29
J051707−441055 1.71 1.286 1.71 10–54
J014333−391700 1.807 1.368 1.807 13–69
J222756−224302 1.891 1.439 1.891 15–73
J013857−225447 1.893 1.440 1.893 16–52
J013105−213446 1.9 1.446 1.9 2–35
J005824+004113 1.92 1.463 1.92 10–43
J043037−485523 1.94 1.480 1.94 2–35
J010821+062327 1.96 1.497 1.96 35–56
J115944+011206 2.0001 1.531 2.0001 5–30
J115940−003203 2.035 1.560 2.035 6–35
J144653+011356 2.206 1.705 2.206 25–60
J024221+004912 2.0682 1.588 2.0682 8–26
J225719−100104 2.0797 1.598 2.0797 13–41
J133335+164903 2.084 1.602 2.084 26–91
J001602−001225 2.0869 1.604 2.0869 28–81
J124924−023339 2.1169 1.629 2.1169 15–50
J031009−192207 2.122 1.634 2.122 14–51
J031006−192124 2.144 1.652 2.144 15–62
J110325−264515 2.14500 1.653 2.145 50–270
J223235+024755 2.147 1.655 2.147 14–36
J042707−130253 2.159 1.665 2.159 11–42
J122310−181642 2.16 1.666 2.16 9–26
J121140+103002 2.193 1.694 2.193 16–63
J012417−374423 2.2004 1.700 2.2004 34–110
J145102−232930 2.215 1.712 2.215 60–140
J221531−174408 2.217 1.714 2.217 18–64
J024008−230915 2.223 1.719 2.223 80–182
J103921−271916 2.23 1.725 2.23 25–80
J212329−005052 2.2623 1.752 2.2623 70–106
J000344−232355 2.28 1.767 2.28 46–125
J045313−130555 2.3 1.784 2.3 37–48
J104032−272749 2.32 1.801 2.32 32–43
J211927−353740 2.341 1.818 2.341 16–50
J112442−170517 2.4 1.868 2.4 125–305
J115122+020426 2.401 1.869 2.401 17–55
J222006−280323 2.406 1.873 2.406 80–180
J011143−350300 2.41 1.877 2.41 67–130
J033106−382404 2.423 1.888 2.423 41–72
J120044−185944 2.448 1.909 2.448 62–108
J234628+124858 2.515 1.965 2.515 40–42
J015327−431137 2.74 2.155 2.74 75–130
J235034−432559 2.885 2.277 2.885 140–248
J040718−441013 3.0 2.37 3.0 96–135
J094253−110426 3.054 2.420 3.054 63–129
J042214−384452 3.11 2.467 3.11 98–160
J103909−231326 3.13 2.484 3.13 59–80
J114436+095904 3.15 2.501 3.15 25–43
J212912−153841 3.268 2.601 3.268 105–190
J233446−090812 3.3169 2.642 3.3169 40–46
J010604−254651 3.365 2.682 3.365 27–43
J014214+002324 3.3714 2.688 3.3714 28–35
J115538+053050 3.4752 2.775 3.4752 43–64
J123055−113909 3.528 2.820 3.528 18–39
J124957−015928 3.6368 2.912 3.6368 52–87
J005758−264314 3.655 2.927 3.655 74–90
J110855+120953 3.6716 2.941 3.671 33–36
MNRAS 441, 1916–1933 (2014)
The IGM thermal history down to z = 1.5 1919
Table 1 – continued
QSO zem zLyα C/N
zstart zend
J132029−052335 3.70 2.965 3.70 42–81
J162116−004250 3.7027 2.967 3.7027 109–138
J014049−083942 3.7129 2.976 3.7129 37–38
ESO Programme IDs: 60.A-9022, 60.A-9207, 60.O-9025, 65.O-0063,
65.O-0158, 65.O-0296, 65.O-0299, 65.O-0474, 65.P-0038, 65.P-0183,
66.A-0133, 66.A-0212, 66.A-0221, 66.A-0624, 67.A-0022, 67.A-0078,
67.A-0146, 67.A-0280, 67.B-0398, 68.A-0170, 68.A-0216, 68.A-0230,
68.A-0361, 68.A-0461, 68.A-0570, 68.A-0600, 68.B-0115, 69.A-0204,
69.B-0108, 70.A-0017, 70.B-0258, 71.A-0066, 71.A-0067, 71.B-0106,
71.B-0136, 072.A-0100, 072.A-0346, 072.A-0446, 072.A-0446, 072.B-
0218, 073.B-0420, 073.B-0787, 075.A-0464, 075.B-0190, 076.A-0376,
076.A-0463, 076.A-0860, 077.A-0646, 078.A-0003, 079.A-0108, 079.A-
0251, 079.A-0303, 079.A-0404, 079.B-0469, 080.A-0014, 080.A-0482,
080.A-0795, 081.A-0242, 081.B-0285, 166.A-0106, 267.A-5714, 273.A-
5020.
determine the final continuum for all our QSO spectra. Initially, we
iteratively fitted a fifth-order Chebyshev polynomial to overlapping
10 000 km s−1 sections of spectra between the Lyα and Lyman
β (Lyβ) emission lines of the QSO. The initial fit in each section
began by rejecting the lowest 50 per cent of pixels. In subsequent
iterations, pixels with fluxes ≥3σ above and ≥1σ below the fit were
excluded from the next iteration. The iterations continued until the
‘surviving’ pixels remained the same in two consecutive iterations.
The overlap between neighbouring sections was 50 per cent and,
after all iterations were complete, the final continuum was formed
by combining the individual continua of neighbouring sections with
a weighting which diminished linearly from unity at their centres
to zero at their edges. After this initial treatment of all spectra we
applied further small changes to the fitting parameters after visually
inspecting the results. In most cases, we reduced the spectral section
size, the threshold for rejecting pixels below the fit at each iteration,
and the percentage of pixels rejected at the first iteration to values as
low as 6000 km s−1, 0.8σ and 40 per cent, respectively. In Fig. 1 we
show examples of continuum fits for Lyα forest regions at different
redshifts obtained with this method. This approach allowed us to
avoid cases where the fitted continuum obviously dipped inappro-
priately below the real continuum, but still defined our sample with
specific sets of continuum parameters without any further manual
intervention, allowing a reproducible selection of the appropriate
sample for this analysis. Furthermore, as described in Section 5, to
avoid any systematics due to the large-scale continuum placement,
we re-normalized each section of spectra that contributed to our
results.
The redshift distribution of the Lyα forest (zLyα) of the QSOs
in our selected sample is shown in Fig. 2, where their distribution
of C/N in the same region is also reported. Due to instrumental
sensitivity limits in the observation of bluest part of the optical Lyα
forest, it is more difficult to collect data with high C/N for zLyα <
1.7. The general lower quality of these data and the lower number
of QSOs contributing to this redshift region will be reflected in the
results, causing larger uncertainties.
3 TH E S I M U L AT I O N S
To interpret our observational results and extract temperature con-
straints from the analysis of the Lyα forest, we used synthetic
spectra, derived from hydrodynamical simulation and accurately
calibrated to match the real data conditions. We performed a set
Figure 1. Examples of continuum fit (green solid line) in Lyα regions for the
QSO J112442−170517 with zem = 2.40 (top panel) and J051707−441055
at zem = 1.71 (bottom panel). The continuum-fitting procedure used is
described in the text.
Figure 2. Histograms showing our sample of QSO spectra with C/N > 24
in the Lyα forest region. Top panel: redshift distribution referred to the Lyα
forest. Bottom panel: distribution of the C/N in the forest region. The redshift
bins of the histograms have been chosen for convenience of δz = 0.025. The
vertical lines divide the histograms in the redshift bins width of z = 0.2
in which the measurements (at z  3.1) will be collected in the following
analysis.
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of hydrodynamical simulations that span a large range of thermal
histories, based on the models of Becker et al. (2011) and extended
to lower redshifts (z < 1.8) to cover the redshift range of our QSO
spectra. The simulations were obtained with the parallel smoothed
particle hydrodynamics code GADGET-3 that is the updated version of
GADGET-2 (Springel 2005) with initial conditions constructed using
the transfer function of Eisenstein & Hu (1999) and adopting the
cosmological parameters 
m = 0.26, 
 = 0.74, 
bh2 = 0.023,
h = 0.72, σ 8 = 0.80, ns = 0.96, according to the cosmic microwave
background constraints of Reichardt et al. (2009) and Jarosik et al.
(2011). The helium fraction by mass of the IGM is assumed to be
Y = 0.24 (Olive & Skillman 2004). Because the bulk of the Lyα ab-
sorption corresponds to overdensities  = ρ/ρ¯  10, our analysis
will not be affected by the star formation prescription, established
only for gas particles with overdensities  > 103 and temperature
T < 105 K.
Starting at z = 99 the simulations describe the evolution of both
dark matter and gas using 2 × 5123 particles with a gas particle
mass of 9.2 × 104 M in a periodic box of 10 comoving h−1 Mpc.
Instantaneous hydrogen reionization is fixed at z = 9. From the one
set of initial conditions, many simulations are run, all with gas that
is assumed to be in the optically thin limit and in ionization equilib-
rium with a spatially uniform UVB from Haardt & Madau (2001).
However, the photoheating rates, and so the corresponding values of
the parameters T0 and γ of equation (1), were changed between sim-
ulations. In particular, the photoheating rates from Haardt & Madau
(2001) (HM01i ) for the different species (i = [H I, He I, He II]) have
been re-scaled using the relation i = ζξHM01i , where i are the
adopted photoheating rates and ζ and ξ are constants that change
depending on the thermal history assumed. Possible bimodality in
the temperature distribution at fixed gas density, observed in the
simulations of Compostella et al. (2013) in the early phases of the
He II reionization, has not been taken into consideration in our mod-
els. We assume, in fact, that the final stages of He II reionization at
z < 3, when the IGM is almost completely reionized, can be de-
scribed in a good approximation by a single temperature–density
relation and are not affected anymore by the geometry of the diffu-
sion of ionized bubbles.
Our models do not include galactic winds or possible outflows
from AGN. However, these are expected to occupy only a small
proportion of the volume probed by the synthetic spectra and so
they are unlikely to have an important effect on the properties of
the Lyα forest (see e.g. Bolton et al. 2008 and also Theuns et al.
2002 for a discussion in the context of the PDF of the Lyα forest
transmitted fraction where this has been tested).
A summary of the simulations used in this work is reported in
Table 2. We used different simulation snapshots that covered the
redshift range of our QSO spectra (1.5  z  3) and, to produce
synthetic spectra of the Lyα forest, 1024 randomly chosen ‘lines
of sight’ through the simulations were selected at each redshift. To
match the observational data, we needed to calibrate the synthetic
spectra with our instrumental resolution, with the same H I Lyα
effective optical depth and the noise level obtained from the analysis
of the real spectra (see Section 6.1).
4 TH E C U RVAT U R E M E T H O D
The definition of curvature (κ), as used by Becker et al. (2011), is
the following:
κ = F
′′
[1 + (F ′)2]3/2 , (2)
Table 2. Parameters corresponding to the dif-
ferent simulations used in this work. For each
simulation we report the name of the model
(column 1), the constants used to re-scale the
photoheating rates for the different thermal his-
tories (columns 2 and 3), and the temperature of
the gas at the mean density at z = 3 (column 4)
and the power-law index of the T–ρ relation at
z = 3 (column 4).
Model ζ ξ T z=30 (K) γ z = 3
A15 0.30 0.00 5100 1.52
B15 0.80 0.00 9600 1.54
C15 1.45 0.00 14 000 1.54
D15 2.20 0.00 18 200 1.55
E15 3.10 0.00 22 500 1.55
F15 4.20 0.00 27 000 1.55
G15 5.30 0.00 31 000 1.55
D13 2.20 −0.45 18 100 1.32
C10 1.45 −1.00 13 700 1.02
D10 2.20 −1.00 18 000 1.03
E10 3.10 −1.00 22 200 1.04
D07 2.20 −1.60 17 900 0.71
with the first and second derivatives of the flux (F′, F′ ′) taken with
respect to wavelength or relative velocity. The advantage of this
statistic is that, as demonstrated in Becker et al. (2011), it is quite
sensitive to the IGM temperature but does not require the forest
to be decomposed into individual lines. In this way the systematic
errors are minimized if this analysis is applied to high resolution
and high S/N spectra. Its calculation is relatively simple and can be
computed using a single b-spline fit directly to large regions of forest
spectra. This statistic incorporates the temperature information from
all lines, using more of the available information, as opposed to line
fitting which relies on selecting lines that are dominated by thermal
broadening. If calibrated and interpreted using synthetic spectra,
obtained from cosmological simulations, the curvature represents a
powerful tool to measure the temperature of the IGM gas, T ( ¯),
at the characteristic overdensities ( ¯) of the Lyα forest at different
redshifts.
However, at low redshifts (z  3), the IGM tends to show char-
acteristic overdensities ( ¯) much higher than the mean density (ρ¯).
Estimating the temperature at the mean density of the IGM (T0)
is then not straightforward. In fact, in the approximation of a gas
collected into non-overlapping clumps of uniform density that have
the same extent in redshift space as they have in real space, the Lyα
optical depth at a given overdensity () will scale as
τ () ∝ (1 + z)4.5−1T −0.70 2−0.7(1−γ ), (3)
where  is the H I photoionization rate and T0 and γ are the pa-
rameters that describe the thermal state of the IGM at redshift z in
equation (1) (Weinberg et al. 1997). In general, if we assume that the
forest will be sensitive to overdensities that produce a Lyα optical
depth τ ()  1, it is then clear from equation (3) that these char-
acteristic overdensities will vary depending on the redshift. At high
redshift the forest will trace gas near the mean density while in the
redshift range of interest here (z 3) the absorption will be coming
from densities increasingly above the mean. As a consequence, the
translation of the T ( ¯) measurements at the characteristic overden-
sities into the temperature at the mean density becomes increasingly
dependent on the value of the slope of the temperature–density
relation (equation 1). Due to the uncertainties related to a poorly
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constrained parameter γ , a degeneracy is introduced between γ and
the final results for T0 that can be overcome only with a more precise
measurement of the T–ρ relation.
In this work we do not attempt to constrain the full T–ρ relation
because that would require a simultaneous estimation of both T0 and
γ . Instead, following consistently the steps of the previous analysis
of Becker et al. (2011), we establish empirically the characteristic
overdensities ( ¯) and obtain the corresponding temperatures from
the curvature measurements. We define the characteristic overden-
sity traced by the Lyα forest for each redshift as that overdensity at
which T ( ¯) is a one-to-one function of the mean absolute curvature,
regardless of γ (see Section 6). We then recover the temperature at
the mean density (T0) from the temperature T ( ¯) using equation
(1) with a range of values of γ (see Section 7).
We can summarize our analysis in three main steps as follows.
(i) Data analysis (Section 5): from the selected sample of Lyα
forest spectra we compute the curvature (κ) in the range of z 1.5 −
3.0. From the observational spectra we also obtain measurements of
the effective optical depth that we use to calibrate the simulations.
(ii) Simulations analysis (Section 6): we calibrate the simulation
snapshots at different redshifts in order to match the observational
data. We obtain the curvature measurements from the synthetic
spectra following the same procedure that we used for the real data
and we determine the characteristic overdensities ( ¯) empirically,
finding for each redshift the overdensity at which T ( ¯) is a one-to-
one function of log(〈|κ|〉) regardless of γ .
(iii) Final temperature measurements (Section 7): we determine
the T ( ¯) corresponding to the observed curvature measurements
by interpolating the T ( ¯)–log(〈|κ|〉) relationship in the simulations
to the values of log(〈|κ|〉) from the observational data.
5 DATA A NA LY SIS
To directly match the box size of the simulated spectra, we compute
the curvature statistic on sections of 10h−1 Mpc (comoving distance)
of ‘metal free’ Lyα forest regions in our QSO spectra. Metals lines
are, in fact, a potentially serious source of systematic errors in any
measure of the absorption features of the Lyα forest. These lines
tend to show individual components significantly narrower than
the Lyα ones (b  15 km s−1) and, if included in the calculation,
the curvature measurements will be biased towards high values.
As a consequence, the temperature obtained will be much lower.
For these reasons we need to ‘clean’ our spectra by adopting a
comprehensive metal masking procedure (see Section 5.2).
However, not only metals can affect our analysis and, even if
effectively masked from contaminant lines, the direct calculation of
the curvature on observed spectra can be affected by other sources
of uncertainties, particularly, noise and continuum errors. To be as
much as possible consistent with the previous work of Becker et al.
(2011) we adopted the same strategies to reduce these potential
systematic errors.
Noise. If applied directly to high resolution and high S/N spectra,
the curvature measurements will be dominated by the noise in the
flux spectra. To avoid this problem we fit a cubic b-spline to the flux
and we then compute the curvature from the fit. In Fig. 3, top panel,
is shown a section of normalized Lyα spectra in which the solid
green line is the b-spline fit from which we obtain the curvature.
For consistency, we adopt the same specifics of the fitting routine of
the previous work of Becker et al. (2011). We then use an adaptive fit
with break points that are iteratively added, from an initial separation
of 50 km s−1, where the fit is poor. The iterations proceed until the
Figure 3. Curvature calculation example for one section of Lyα forest. Top
panel: b-spline fit (green line) of a section of 10 h−1 Mpc of normalized
real spectrum. Bottom panel: the curvature statistic computed from the fit
as defined in equation (2).
spacing between break points reach a minimum value or the fit
converges. With this technique we are able to reduce the sensitivity
of the curvature to the amount of noise in the spectrum as we can
test using the simulations (see Section 6.2).
Continuum. Equation (2) shows a dependence of the curvature on
the amplitude of the flux, which in turn is dependent on the accuracy
with which the unabsorbed QSO continuum can be estimated. The
difficulty in determining the correct continuum level in the Lyα
region can then constitute a source of uncertainties. To circumvent
this issue we ‘re-normalized’ each 10 h−1 Mpc section of data,
dividing the flux of each section (already normalized by the longer
range fit of the continuum) by the maximum value of the b-spline
fit in that interval. Computing the curvature from the re-normalized
flux, we remove a potential systematic error due to inconsistent
placement of the continuum. While this error could be important at
high redshifts, where the Lyα forest is denser, at z  3 we do not
expect a large correction. In Fig. 3, bottom panel, is shown the value
of the curvature computed from the b-spline fit of the re-normalized
flux (applying equation 2) for a section of forest.
We next measure the mean absolute curvature 〈|κ|〉 for the ‘valid’
pixels of each section. We consider valid all the pixels where the
re-normalized b-spline fit (FR) falls in the range 0.1 ≤ FR ≤ 0.9. In
this way we exclude both the saturated pixels, that do not contain
any useful information, and the pixels with flux near the continuum.
This upper limit is in fact adopted because the flux profile tends to
be flatter near the continuum and, as consequence the curvature for
these pixels is considerably more uncertain. This potential uncer-
tainty is particularly important at low redshift because increasing the
mean flux also increases the number of pixels near the continuum
(Faucher-Gigue`re et al. 2008).
5.1 Observed curvature and re-normalized optical depth
The final results for the curvature measurements from the real QSO
spectra are shown in the green data points in Fig. 4. In this plot the
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Figure 4. Curvature measurements from the observational QSO spectra.
The curvature values obtained in this work (green points) for redshift bins
of z = 0.2 are compared with curvature points from Becker et al. (2011)
with z = 0.4 (black triangles). Horizontal error bars show the redshift
range spanned by each bin. Vertical error bars in this work are 1σ and have
been obtained from a bootstrap technique using the curvature measurements
within each bin. In Becker et al. the errors are 2σ , recovered using sets of
artificial spectra. These errors from the simulations are in agreement with
the direct bootstrap using the data from bins which contain a large number
of data points. Curvature measurements obtained in this work from spectra
not masked for metals are also shown (red points).
values of 〈|κ|〉 obtained from all the 10 h−1 Mpc sections of forest
have been collected and averaged in redshift bins of z = 0.2. The
error bars show the 1σ uncertainty obtained with a bootstrap tech-
nique generated directly from the curvature measurement within
each bin. In all the redshift bins, in fact, the mean absolute cur-
vature values of a large number of sections (N > 100) have been
averaged and so the bootstrap can be considered an effective tool
to recover the uncertainties. It is important to note that the smaller
number of sections contributing to the lowest redshift bin (1.5 ≤ z ≤
1.7; see Fig. 2), is reflected in a larger error bar. For comparison are
shown the results of the curvature from Becker et al. (2011; black
triangles) for redshift bins of z = 0.4. In the common redshift
range the results seem to be in general agreement even if our val-
ues appear shifted slightly towards higher curvatures. Taking into
consideration the fact that each point cannot be considered inde-
pendent from the neighbours, this shift between the results from the
two different data samples is not unexpected and may also reflect
differences in the S/N between the samples. At this stage we do not
identify any obvious strong departure from a smooth trend in 〈|κ|〉
as a function of redshift.
From each section we also extract the mean re-normalized flux
(FR) that we use to estimate the re-normalized effective optical
depth (τReff = −ln〈F R〉) needed for the calibration of the simula-
tions (see Section 6.1). In Fig. 5 we plot the τReff obtained in this
work for redshift bins of z = 0.2 (green data points) compared
with the results of Becker et al. (2011) for bins of z = 0.4 (black
triangles). Vertical error bars are 1σ bootstrap uncertainties for our
points and 2σ for Becker et al. (2011). For simplicity we fitted
our data with a unique power law (τ = A(1 + z)α) because we do
not expect that a possible small variation of the slope as a func-
tion of redshift will have a relevant effect in the final temperature
Figure 5. Effective re-normalized optical depth (τReff ) from our QSO spectra
(green points) compared with the results from Becker et al. (2011; black
triangles). Vertical error bars are 1σ bootstrap uncertainties for our points
and 2σ for the previous work, while the horizontal bars show the redshift
range spanned by each bin. The solid line represents the least-squares fit
from our measurements while the dotted lines show the ±1σ confidence
interval on the fit. The measurements have been obtained directly from QSO
spectra after correcting for metal absorption.
measurements. Comparing the least-squares fit computed from our
measurements (green solid line) with the re-normalized effective
optical depth of Becker et al. it is evident that there is a systematic
difference between the two samples, increasing at lower redshifts:
our τReff values are ∼10 per cent higher compared with the previ-
ous measurements and, even if the black triangles tend to return
inside the ±1σ confidence interval on the fit (green dotted lines) for
z  2.6, the results are not in close agreement. However, the main
quantities of interest in this paper (i.e. the curvature, from which the
IGM temperature estimates are calculated) derive from a compari-
son of real and simulated spectra which have been re-normalized in
the same way, so we expect that they will not depend strongly on the
estimation of the continuum like the two sets of τReff results in Fig. 5
do (we compare the effective optical depth prior the continuum re-
normalization from the simulations calibrated with the τReff results
in Section 6.1.2). The higher values shown by our re-normalized
effective optical depth reflect the variance expected between dif-
ferent samples: a systematic scaling, of the order of the error bar
sizes, between our results and the previous ones may not be unex-
pected due to the non-independence of the data points within each
set. These differences will reflect different characteristic overdensi-
ties probed by the forest (see Section 6.3). Fortunately, the correct
calibration between temperature and curvature measurements will
wash out this effect, allowing consistent temperature calibration as
a function of redshift (see Section 7 and Appendix A).
Even if the scaling between the data sets could be smoothed,
considering the fact that, according to Rollinde et al. (2013), the
bootstrap errors computed from sections of 10 h−1 Mpc (and then
25Å) could underestimate the variance, another possible cause
could be differences in the metal masking procedures of the two
studies. In the next section we explain and test our metal masking
technique, showing how our results do not seem to imply a strong
bias due to contamination from unidentified metal lines.
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Figure 6. Comparison of our final measurements of the re-normalized
effective optical depth (τReff ) (green points) with the values without applying
any metal correction to the spectra (red triangles) and with only the first,
automatic correction (yellow stars). Solid lines are the least-squares fit to the
corresponding points, while vertical bars represent the 1σ bootstrap errors.
The metal absorption has been estimated following the procedure described
in the text.
5.2 Metal correction
Metal lines can be a serious source of systematic uncertainties for
both the measures of the re-normalized flux (FR) and the curvature.
While in the first case it is possible to choose between a statisti-
cal (Tytler et al. 2004; Kirkman et al. 2005) and a direct (Schaye
et al. 2003) estimation of the metal absorption, for the curvature it
is necessary to directly identify and mask individual metal lines in
the Lyα forest. Removing these features accurately is particularly
important for redshifts z  3, where there are fewer Lyα lines and
potentially their presence could affect significantly the results. We
therefore choose to identify metal lines proceeding in two steps: an
‘automatic’ masking procedure followed by a manual refinement.
First, we use well-known pairs of strong metal-line transitions to
find all the obvious metal absorbing redshifts in the spectrum. We
then classify each absorber as of high (e.g. C IV, Si IV) or low (e.g.
Mg II, Fe II) ionization and strong or weak absorption, and we eval-
uate the width of its velocity structure. To avoid contamination,
we mask all the regions in the forest that could plausibly contain
common metal transitions of the same type, at the same redshift and
within the same velocity width of these systems. The next step is
to double-check the forest spectra by eye, searching for remaining
unidentified narrow lines (which may be metals) and other con-
taminants (like damped Lyα systems or corrupted chunks of data).
Acknowledging that this procedure is in a certain way subjective, at
this stage we try to mask any feature with very narrow components
or sharp edges to be conservative.
In Fig. 6 is presented the correction for the metal-line absorption
on the re-normalized effective optical depth measurements; from
the raw spectra (red triangles) to the spectra treated with the first
‘automatic’ correction (yellow stars), to the final results double-
checked by eye (green points). For all the three cases we show the
least-squares fit (solid lines of corresponding colours) and the 1σ
vertical error bars. In Table 3 are reported the numerical values for
our metal absorption compared with previous results of Schaye et al.
(2003) and Kirkman et al. (2005) used in the effective optical depth
Table 3. Metal absorption correction to the raw measurements of τReff .
For each redshift (column 1) is reported the percentage metal absorption
correction obtained in this work in the first, ‘automatic’ mask described
in the text (column 2) and in the refinement bye eye (column 3). For
comparison, in the overlapping redshift range are presented the results of
Faucher-Gigue`re et al. (2008) obtained applying the direct metal correction
of Schaye et al. (2003; column 4) and the statistical one of Kirkman et al.
(2005; column 5).
z Automatic corr. Final corr. Schaye corr. Kirkman corr.
1.6 13.8 per cent 22.9 per cent n.a. n.a.
1.8 13.2 per cent 21.5 per cent n.a. n.a.
2.0 12.6 per cent 20.1 per cent 13.0 per cent 21.0 per cent
2.2 12.0 per cent 18.8 per cent 12.3 per cent 16.0 per cent
2.4 11.5 per cent 17.5 per cent 11.4 per cent 12.6 per cent
2.6 11.0 per cent 16.3 per cent 10.4 per cent 10.4 per cent
2.8 10.5 per cent 15.1 per cent 9.7 per cent 7.8 per cent
3.0 8.8 per cent 14.0 per cent 9.0 per cent 6.0 per cent
measurements of Faucher-Gigue`re et al. (2008). The relative metal
correction to τReff decreases with increasing redshift, as expected
if the IGM is monotonically enriched with time (Faucher-Gigue`re
et al. 2008) and in general is consistent with the previous results.
In their work in fact, Faucher-Gigue`re et al. evaluated the relative
percentages of metal absorption in their measurements of τ eff when
applying two different corrections: the one obtained with the direct
identification and masking method by Schaye et al. (2003), and
the statistical estimate of Kirkman et al. (2005) in which they used
measurements of the amount of metals redwards the Lyα emission
line. At each redshift, Faucher-Gigue`re et al. (2008) found good
agreement between the estimates of their effective optical depth
based on the two methods of removing metals. In individual red-
shift bins, applying our final relative metal absorption percentages,
we obtain a τReff that agrees well within 1σ with the ones obtained
after applying the corrections of these previous results, encouraging
confidence that our metal correction is accurate to the level of our
statistical error bar. However, our corrections are overall systemati-
cally larger than the previous ones. If we have been too conservative
in removing potentially metal-contaminated portions of spectra in
our second ‘by-eye’ step, this will bias the effective optical depth
to lower values.
In Fig. 4 is also shown the effect of our metal correction on the
curvature measurements: red points are curvature values obtained
from the raw spectra while the green points are the final measure-
ments from masked sections, with vertical bars being the 1σ error.
Metal contamination has important effects on the curvature mea-
surements: after the correction, in fact, the curvature measurements
decrease between ∼30 and 40 per cent at each redshift even if the
relative differences among redshift bins seem to be maintained.
The potential effects of an inaccurate metal correction on the final
temperature measurements will be considered in Section 7.
5.3 Proximity region
A final possible contaminant in the measurements of the effective
optical depth is the inclusion in the analysis of the QSO proxim-
ity regions. The so-called ‘proximity regions’ are the zones near
enough to the QSOs to be subjected to the local influence of its UV
radiation field. These areas may be expected to show lower Lyα
absorption with respect to the cosmic mean due to the high degree
of ionization. To understand if the proximity effect can bias the fi-
nal estimates of τReff , we compare our results with the measurements
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Figure 7. Effect of masking the proximity region on the re-normalized
effective optical depth. The final results for τReff without the masking of the
proximity zones are shown as green points and those with this correction
are shown as light green circles. Solid lines represent the least-squares fit of
the data and vertical error bars are the 1σ statistical uncertainties.
obtained after masking the chunks of spectra that are potentially
affected by the QSO radiation. Typically the ionizing UV flux of a
bright QSO is thought to affect regions of10 proper Mpc along its
own line of sight (e.g. Scott et al. 2000; Worseck & Wisotzki 2006).
To be conservative, we masked the 25 proper Mpc nearest to each
QSO Lyα and Lyβ emission lines and re-computed τReff . The final
comparison is presented in Fig. 7: masking the proximity regions
does not have any significant effect on τReff . In fact, the results ob-
tained excluding these zones (light green circles) closely match the
results inferred without this correction (green points), well within
the 1σ error bars. We then do not expect that the inclusion in our
analysis of the QSO proximity regions will affect significantly the
temperature measurements.
6 SI M U L ATI O N S A NA LY S I S
To extract temperature constraints from our measurements of the
curvature we need to interpret our observational results using simu-
lated spectra, accurately calibrated to match the real data conditions.
In this section we explain how we calibrate and analyse the synthetic
spectra to find the connection between curvature measurements and
temperature at the characteristic overdensities. We will use these
results in Section 7 where we will interpolate the T ( ¯)–log〈|κ|〉
relationship to the value of log〈|κ|〉 from the observational data to
obtain our final temperature measurements.
6.1 The calibration
To ensure a correct comparison between simulation and observa-
tional data we calibrate our synthetic spectra to match the spectral
resolution and the pixel size of the real spectra. We adjust the simu-
lated, re-normalized effective optical depth (τReff ) to the one extracted
directly from the observational results (see Section 5.1) and we add
to the synthetic spectra the same level of noise recovered from our
sample.
Figure 8. Top panel: an example of noise distribution for az= 0.2 redshift
bin of real QSO spectra (in this case one with zmean = 2.4). On the x-axis of
the histogram is shown the mean noise per section of 10 h−1 Mpc while on
the y-axis is shown the number of sections contributing to the particular bin.
Bottom panel: the same distribution presented in the top panel but simplified,
collecting the data in a noise grid of σ = 0.01.
6.1.1 Addition of noise
To add the noise to the synthetic spectra we proceed in three steps:
first, we obtain the distributions of the mean noise corresponding
to the 10 h−1 Mpc sections of the QSO spectra contributing to each
redshift bin. As shown in Fig. 8 (top panel) these distributions can
be complex and so to save computational time we simplify them
by extracting grids of noise values with a separation of σ = 0.01
and weights re-scaled proportionally to the original distribution
(Fig. 8 bottom panel). At each redshift the noise is finally added
at the same levels of the corresponding noise distribution and the
quantities computed from the synthetic spectra, with different levels
of noise, are averaged with the weights of the respective noise grid.
6.1.2 Recovered optical depth
The simulated spectra are scaled to match the re-normalized
effective optical depth, τReff , of the real spectra. These can then
be used to recover the corresponding effective optical depth (τ eff;
prior to the continuum re-normalization). In fact, the re-normalized
effective optical depth cannot be compared directly with the results
from the literature and to do so we need to compute the mean flux
and then τ eff (τ eff = −ln 〈F〉) from the synthetic spectra using the
same procedure applied previously to the real spectra (see Section 5)
but without the re-normalization. In Fig. 9 is shown the trend of the
recovered effective optical depth for three different simulations,
A15, G15 and C15 in Table 2. For clarity we do not plot the curves
for the remaining simulations but they lie in between the curves
of simulations A15 and G15. Depending on the different thermal
histories, the recovered effective optical depths vary slightly but the
separation of these values is small compared with the uncertainties
about the trend (e.g. green dotted lines referred to the simulation
C15).
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Figure 9. The effective optical depth, prior to the re-normalization cor-
rection, recovered from the simulations, which matches the re-normalized
effective optical depth, τReff , of our real spectra. The effective optical depth
for three different simulations is shown: A15 (blue solid line), G15 (pink
solid line) and C15 (green solid line). The recovered τ eff for the remaining
simulations in Table 2 are not reported for clarity but they lie in between the
trends of A15 and G15. The spread in values for different thermal histories
is, in fact, small compared with the 1σ uncertainties about the trend of each
of the effective optical depths (green dotted lines for simulation C15). Our
results are compared with the effective optical depths of Becker et al. (2013;
red points) and Kirkman et al. (2005; black points).
In Fig. 9 we also compare our results with the previous stud-
ies of Becker et al. (2013), and Kirkman et al. (2005). The re-
sults of Becker et al. (2013), that for z  2.5 have been scaled
to the Faucher-Gigue`re et al. (2008) measurements, are signifi-
cantly shifted towards lower τ eff, presenting a better agreement with
Kirkman et al. For z < 2.2 the effective optical depth of Kirkman
et al. still shows values ∼30 per cent lower than ours. In this case,
again, part of the difference between the results could be explained
by the non-independence of the data points within each set. Such an
offset could also be boosted by a possible selection effect: the lines
of sight used in this work were taken from the UVES archive and,
as such, may contain a higher proportion of damped Lyα systems;
even if these systems have been masked out of our analysis, their
presence will increase the clustering of the forest around them and
so our sample will have higher effective optical depth as a conse-
quence. The simulated τ eff presented in Fig. 9 were obtained by
matching the observed τReff (see Fig. 5) and do not represent one
of the main results of this work, so we did not investigate further
possible selection effects driven by our UVES sample. Being aware
of this possibility, we decided to maintain the consistency between
our curvature measurements and the simulations used to infer the
temperature values, calibrating the simulated spectra with the ef-
fective optical depth obtained from our sample (see Appendix A).
In the comparison between our results and the previous ones of
Becker et al. (2011), the effect of a calibration with a higher τ eff
will manifest itself as a shift towards lower values in the character-
istic overdensities traced by the Lyα forest at the same redshift (as
we will see in Section 6.3).
Figure 10. Curvature measurements: points with vertical error bars (1σ un-
certainty) are for the real data and are compared with the curvature obtained
from simulations with different thermal histories calibrated with the same
spectral resolution, noise and effective optical depth of the observed spectra
at each redshift.
6.2 The curvature from the simulations
Once the simulations have been calibrated we can measure the cur-
vature on the synthetic spectra using the same method that we used
for the observed data (see Section 5). In Fig. 10 are plotted the
values of log〈|κ|〉 obtained from our set of simulations in the same
redshift range and with the same spectral resolution, effective op-
tical depth and mix of noise levels of the real spectra. Different
lines correspond to different simulations in which the thermal state
parameters are changed. We can preliminarily compare our data
points with the simulations, noticing that the simulation that has
the values of the curvature close to the real observations is C15,
which assumes the fiducial parameter γ = 1.54 at redshift z = 3.
The variation in the properties of the real data alters the trend of the
simulated curvature to be a slightly non-smooth function of redshift.
As expected, the curvature values are sensitive to changes in the ef-
fective optical depth: as shown in Fig. 11 for the fiducial simulation
C15, the 1σ uncertainty about the fit of the observed τReff (see Fig. 5)
is in fact reflected in a scatter about the simulated curvature of about
10 per cent at redshift z ∼ 1.5, decreasing at higher redshifts. The
next section shows how this dependence of the simulated curvature
on the matched effective optical depth will imply differences in the
recovered characteristic overdensities between our work and Becker
et al. (2011).
6.3 The characteristic overdensities
The final aim of this work is to use the curvature measurements to
infer information about the thermal state of the IGM, but this prop-
erty will depend on the density of the gas. The Lyα forest, and so the
curvature obtained from it, in fact does not always trace the gas at
the mean density but, instead, at low redshift (z 3) the forest lines
will typically arise from densities that are increasingly above the
mean. The degeneracy between T0 and γ in the temperature–density
relation (equation 1) will therefore be significant. For this reason
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Figure 11. Dependence of the simulated log〈|κ|〉 on the effective optical
depth with which the simulations have been calibrated. The curvature re-
covered using the thermal history C15 (green solid line) is reported with the
1σ uncertainties about the trend (green dotted lines) corresponding to the
1σ uncertainties about the fit of the observed τReff in Fig. 5. The variation
generated in the curvature is about 10 per cent for z = 1.5 corresponding to
a scatter of ±2 − 3 × 103 K in the temperature calibration, and decreases
at higher redshift.
Figure 12. Example of the one-to-one function between log〈|κ|〉 and
temperature obtained for a characteristic overdensity ( ¯ = 3.7 at redshift
z = 2.173). Different colours correspond to different simulations. At each
redshift we find the characteristic overdensity,  = ¯, for which the re-
lationship between T ( ¯)– log〈|κ|〉 does not depend on the choice of a
particular thermal history or γ parameter.
in our work we are not constraining both these parameters but we
use the curvature to obtain the temperature at those characteristic
overdensities ( ¯) probed by the forest that will not depend on the
particular value of γ . We can in this way associate uniquely our
curvature values to the temperature at these characteristic overden-
sities, keeping in mind that the observed values of κ will represent
anyway an average over a range of densities.
6.3.1 The method
We determine the characteristic overdensities empirically, finding
for each redshift the overdensities at which T ( ¯) is a one-to-one
function of log〈|κ|〉 regardless of γ . The method is explained in
Fig. 12: for each simulation type we plot the values of T() versus
log〈|κ|〉, corresponding to the points with different colours, and we
fit the distribution with a simple power law. We change the value of
the overdensity  until we find the one ( ¯) for which all the points
from the different simulations (with different thermal histories and
γ parameters) lie on the same curve and minimize the χ2. The
final T ( ¯) of our real data (see section 7) will be determined by
interpolating the T ( ¯)–log〈|κ|〉 relationship in the simulations to
the value of log〈|κ|〉 computed directly from the real spectra.
6.3.2 The results
The characteristic overdensities for the redshifts of our data points
are reported in Table 4, while in Fig. 13 is shown the evolution
of ¯ as a function of redshift: as expected, at decreasing redshifts
the characteristic overdensity at which the Lyα forest is sensitive
increases. Note that Fig. 13 also shows that while the addition of
noise in the synthetic spectra for z  2.2 has the effect of decreas-
ing the values of the characteristic overdensities, that tendency is
inverted for higher redshifts where the noise shifts the overdensities
slightly towards higher values with respect to the noise-free results.
In Fig. 13 is also presented a comparison between the overdensities
found in this work and the ones obtained in Becker et al. (2011) in
their analysis with the addition of noise. Even if the two trends are
similar, the difference in values of the characteristic overdensities
at each redshift is significant (∼25 per cent at z ∼ 3 and increasing
towards lower redshift). Because we used the same set of thermal
histories and a consistent method of analysis with respect to the
previous work, the reason for this discrepancy lies in the different
data samples: in fact, the effective optical depth observed in our
sample is higher than the one recorded by Becker et al. (2011; see
Section 5.1). As we have seen in Section 6.2, the simulated curvature
is sensitive to the effective optical depth with which the synthetic
spectra have been calibrated and this is reflected in the values of
the characteristic overdensities. It is then reasonable that for higher
effective optical depths at a particular redshift we observe lower
overdensities because we are tracing a denser universe and the Lyα
forest will arise in overdensities closer to the mean density.
Table 4. Numerical values for the results of this work: the mean redshift
of each data bin is reported (column 1) with the associated characteristic
overdensity (column 2). Also shown are the temperature measurement with
the associated 1σ errors obtained for each data bin at the characteristic
overdensity (column 3) and at the mean density under the assumption of
two values of γ (columns 5 and 6). Finally, the values of γ , recovered from
the fiducial simulation C15, are presented (column 4).
zmean ¯ T ( ¯)/103 K γ ∼ 1.5 T γ∼1.50 /103 K T γ=1.30 /103 K
1.63 5.13 33.74 ± 3.31 1.583 13.00 ± 1.27 20.66 ± 2.03
1.82 4.55 27.75 ± 1.19 1.577 11.79 ± 0.51 17.61 ± 0.76
2.00 4.11 27.62 ± 0.84 1.572 12.60 ± 0.38 18.08 ± 0.55
2.18 3.74 29.20 ± 1.06 1.565 14.05 ± 0.51 19.66 ± 0.71
2.38 3.39 25.95 ± 1.22 1.561 13.20 ± 0.62 18.00 ± 0.85
2.60 3.08 23.58 ± 1.09 1.554 12.77 ± 0.59 16.83 ± 0.78
2.80 2.84 22.67 ± 0.89 1.549 12.90 ± 0.51 16.58 ± 0.65
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Figure 13. Evolution as a function of redshift of the characteristic over-
densities obtained in this work with the addition of noise in the synthetic
spectra (green solid line) and with noise-free simulations (green dotted
line). As expected, the characteristic overdensities traced by the Lyα forest
increase towards lower redshift. For comparison, the result for the charac-
teristic overdensities from the previous work of Becker et al. (2011; black
solid line) is also presented. Our overdensities are lower and this can be
associated with the higher effective optical depth observed in our sample
that was used to calibrate the simulations.
7 TEMPER ATU RE MEASUREMENTS
The selection of the characteristic overdensities, ¯, and the associ-
ated one-to-one function between temperature and curvature allows
us to infer information about the temperature of the gas traced by the
Lyα forest, T ( ¯). This measurement is independent of the choice of
the parameter γ for the T–ρ relation (equation 1) and for this reason
will represent the main result of this work. We also translate our
temperature measurements to values at the temperature at the mean
density, T0, for reasonable values of γ . In this section we present
our results and compare them with those of Becker et al. (2011)
at higher redshift. A broader discussion, taking into consideration
theoretical predictions, can be found in Section 8.
7.1 Temperature at the characteristic overdensities
The main results of this work are presented in Fig. 14 where we
plot the IGM temperature at the characteristic overdensities traced
by the Lyα forest as a function of redshift. The 1σ errors are es-
timated from the propagation of the uncertainties in the curvature
measurements. In fact, the uncertainties in the measured effective
optical depth are reflected only in a small variation in the temper-
ature measurements that falls well within the 1σ uncertainties due
to the errors in the curvature measurements. Our temperature mea-
surements show good agreement with the previous work of Becker
et al. (2011) at higher redshifts where they overlap. This accord is
particularly significant because we analysed a completely indepen-
dent set of QSO spectra, obtained from a different instrument and
telescope.
The curvature method in fact demonstrates self-consistency: the
lower overdensities recorded from our sample are in fact com-
pensated by our higher values of observed curvature. In this way,
interpolating at each redshift the T ( ¯)–log〈|κ|〉 relationship in the
simulations to the log〈|κ|〉 computed directly from the data, we ob-
tained similar temperature values to the ones of Becker et al. (2011)
Figure 14. IGM temperature at the characteristic overdensities, T( ¯), as a
function of redshift for this work (green points), for the line-fitting analysis
of Bolton et al. (2014; red triangle) and for the previous work of Becker et al.
(2011; black circles). Vertical error bars are 1σ for this work and 2σ for
Becker et al. and are estimated from statistical uncertainties in the curvature
measurements.
in the overlapping redshift range. Differences in the characteristic
overdensities, ¯, at a particular redshift between the two studies
will cause variation in the derived temperature at the mean density
(T0) because we will infer T0 using the T–ρ relation with the values
of ¯. However, this effect will be modest and will cause disparity
at the level of the 1σ error bars of our values (see Section 7.2 and
Appendix ). For comparison, in Fig. 14 we show the z = 2.4 line-
fitting result of Rudie, Steidel & Pettini (2012), with their T0 and γ
values re-calibrated and translated to a T ( ¯) value by Bolton et al.
(2014). Even if the line-fitting method is characterized by much
larger 1σ error bars, it represents an independent technique and its
agreement with our temperature values gives additional confidence
in the results.
In general, the extension to lower redshifts (z 1.9) that our new
results provide in Fig. 14 do not show any large, sudden decrease
or increase in T( ¯) and can be considered broadly consistent with
the trend of T( ¯) increasing towards lower redshift of Becker et al.
(2011). The increasing of T( ¯) with decreasing redshift is expected
for a non-inverted temperature–density relation because, at lower-z,
the Lyα forest is tracing higher overdensities: denser regions are
much more bounded against the cooling due to the adiabatic expan-
sion and present higher recombination rates (and so more atoms for
the photoheating process). We consider this expectation further in
Section 8 after converting our T( ¯) measurements to T0 ones, using
a range of γ values.
7.2 Temperature at the mean density
Using the T–ρ relation, characterized by different γ values, we
translate our measurements of T( ¯) to values of temperature at the
mean density (T0). In Fig. 15 we present T0 under two different
assumptions for γ : for γ values measured from fiducial simulations
(A15–G15) in the top panel and for a constant γ = 1.3 in the bottom
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Figure 15. Temperature at the mean density, T0, inferred from T ( ¯) in
this work (green points/stars) and in the work of Becker et al. (2011; black
point/stars) for different assumptions of the parameter γ : T0 for γ ∼ 1.5
(see Table 4 for the exact values; top panel) and for γ = 1.3 (bottom panel).
The linear least-squares fit of our data points (green line) are presented for
both the choices of γ with the corresponding 1σ error on the fit (shaded
region). The fits show a change of slope in the temperature evolution: from
the increase of T0 between z ∼ 4 and 2.8 there is a tendency of a flattening
for z 2.8 with a decrease in the temperature for γ ∼ 1.5 and a slowdown
of the reheating for γ = 1.3.
panel. In both the plots our results are compared with those from
Becker et al. (2011).
In the first case we use a γ parameter that varies slightly with
redshift, with γ ∼ 1.5 at z = 3 (the exact values are reported
in Table 4 and have been recovered from the fiducial simulation
C15). These γ values are close to the maximum values expected
in reality and therefore correspond to the minimum T0 case. Our
results in the overlapping redshift range (2.1 z 2.9) are broadly
consistent with the previous ones but show slightly higher values, a
difference that can be attributed to the variation with respect to the
previous work in the values of the characteristic overdensities from
which we derived our T0 values (see Section 6.3). The extension at
lower redshifts suggests a tendency of flattening of the increase in
T0 that can be interpreted as a footprint for the completion of the
reheating of the IGM by He II reionization. The least-squares linear
fit of our data presented in Fig. 15 (top panel) for this particular
choice of γ shows, in fact, quantitatively an inversion in the slope
of the temperature evolution at the mean density: the general trend
of the temperature is therefore an increase from z ∼ 4 to 2.8 with
a subsequent flattening of T0 around ∼12 000 K at z ∼ 2.8. The
evolution of the temperature for z  2.8 is generally consistent
with a linear decrease of slope a = 0.80 ± 0.81(1σ ) generally in
agreement with the decrease registered in Becker et al. (2011) for
the same choice of γ .
The situation is similar in the second case for a constant γ = 1.3.
This choice, which is motivated by the numerical simulations of
McQuinn et al. (2009), corresponds to a mild flattening of the
temperature–density relation, as expected during an extended He II
reionization process. The trend of T0 again shows a strong increase
in the temperature from z∼ 4 to 2.8 and then a tendency of flattening
from z ∼ 2.8 towards lower redshift. However, the temperature
obtained in this case is higher, fluctuating around ∼17 000 K. The
scatter between our data points and the ones from Becker et al.
(2011) is also smaller for this choice of γ , even if ours are slightly
higher on average. In this case the linear fit of our data points at
z  2.8 suggests a change in the slope of the temperature evolution
but, while in the previous case we register a positive slope, for this
γ choice we see only a slowdown in the increasing temperature,
with a slope that assumes the value a = −1.84 ± 1.06(1σ ).
The exact redshift of the temperature maximum, reached by the
IGM at the mean density approaching the tail-end of He II reioniza-
tion, is then still dependent on the choice of γ , as already pointed
out in Becker et al. (2011). Nevertheless, the extension at lower red-
shift of our data points gives stronger evidence about the end of this
event. In fact, while an increase in the temperature for z ∼ 4−2.8
has been recorded in the previous work, if γ remains roughly con-
stant, a tendency to a temperature flattening at lower redshift is
suggested for both the choice of γ . A particularly important result
is the suggestion of a decrease in T0 in the case of γ ∼ 1.5. In fact,
according to recent analysis with the line-fitting method (Rudie et al.
2012; Bolton et al. 2014) at redshift z = 2.4 there is good evidence
for γ = 1.54 ± 0.11(1σ ) and, because we expect that at the end
of He II reionization γ will tend to come back to the asymptotic
value of 1.6, indicating equilibrium between photoionization and
cooling due to the adiabatic expansion, the possibility to have γ 
1.5 for z  2.4 seems to be not realistic. Even if in this work we
did not attempt to constrain the temperature–density relation, the
scenario in the top panel of Fig. 15 seems likely to reproduce the
trend in the evolution of the temperature, at least at low redshift,
with our results reinforcing the picture of the reheating of the IGM
due to He II reionization being almost complete at z ∼ 2.8, with a
subsequent tendency of a cooling, the rate of which will depend on
the UVB.
7.2.1 The UV background at low redshifts
The tendency of our T0 results to flatten at z 2.8 seems to suggest
that at these redshifts the reheating due to the He II reionization
has been slowed down, if not completely exhausted, marking the
end of this cosmological event. In the absence of reionization’s
heating effects the temperature at the mean density of the ionized
plasma is expected to approach a thermal asymptote that represents
the balance between photoionization heating and cooling due to
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the adiabatic expansion of the Universe. The harder the UVB is,
the higher the temperature will be because each photoionization
event deposits more energy into the IGM. In particular, under the
assumption of a power-law ionizing spectrum, Jν ∝ ν−α , and that
He II reionization no longer contributes any significant heating, the
thermal asymptote can be generally described by (Hui & Gnedin
1997; Hui & Haiman 2003)
T0 = 2.49 × 104K × (2 + α)− 11.7
(
1 + z
4.9
)0.53
, (4)
where the parameter α is the spectral index of the ionizing source.
The observational value of α is still uncertain. From direct mea-
surements of QSO rest-frame continua, this value has been found
to range between 1.4 and 1.9 depending on the survey (e.g. Telfer
et al. 2002; Shull, Stevans & Danforth 2012) whereas for galaxies
the values commonly adopted range between 1 and 3 (e.g. Bolton
& Haehnelt 2007; Ouchi et al. 2009; Kuhlen & Faucher-Gigue`re
2012) even if, in the case of the emissivity of realistic galaxies, a
single power law is likely to be considered as an oversimplification.
Because our data at z  2.8 do not show any strong evidence for
a rapid decrease or increase in the temperature, here we assume that
this redshift regime already traces the thermal asymptote in equa-
tion (4). Under this hypothesis we can then infer some suggestions
about the expectation of a transition of the UVB from being domi-
nated mainly by stars to being dominated mainly by QSOs over the
course of the He II reionization (2  z  5). In Fig. 16 we show, as
an illustrative example only, two models for the thermal asymptote:
the first is the model of Hui & Haiman (2003) for the expected
cooling in the absence of He II reionization, with α scaled to 5.65
to match the flattening of the Becker et al. (2011) data at z ∼ 4–5,
while in the second case α was scaled to 0.17 to match our results
(for γ ∼ 1.5) at z  2.8. These values are at some variance with
Figure 16. An example of thermal asymptotes before and after He II reion-
ization with different UVB shapes. The evolution of the thermal asymptote
for the model of Hui & Haiman (2003) with α (equation 4) scaled to match
the high redshift (z ∼ 4–5) data of Becker et al. (2011; black dashed line) is
compared with the same model with α scaled to match our results (assuming
γ ∼ 1.5) at z2.8 (green dashed line). The significant change in α required
over the redshift range 2.8 z 4.5 in this example suggests that the UVB
has changed, hardening during the He II reionization.
the quantitative expectations: in the first case our UVB spectrum is
significantly softer compared to typical galaxies-dominated spec-
trum while, after He II reionization, our value is somewhat harder
than a typical QSO-dominated spectrum. We also emphasize that
any such estimate of changes in the spectral index also involves
the considerable uncertainties, already discussed, connected with
the correct position of the peak in T0 and the choice of γ , and so
we cannot make firm or quantitative conclusions here. However,
in general, the observed cooling at higher temperatures at z  2.8
seems to suggest that the shape of the UVB has changed, hardening
with the increase in temperature during to the reionization event.
8 D I SCUSSI ON
The main contribution of our work is to add constraints on the
thermal history of the IGM down to the lowest optically accessible
redshift, z ∼ 1.5. These are the first temperature measurements in
this previously unexplored redshift range. In this section we discuss
the possible implications of our results in terms of compatibility
with theoretical models.
Measuring that the low-redshift thermal history is important for
confirming or ruling out the photoheating model of He II reioniza-
tion and the new blazar heating models. According to many models
of the former, the He II reionization should have left a footprint in
the thermal history of the IGM: during this event, considerable ad-
ditional heat is expected to increase the temperature at the mean
density of the cosmic gas (T0) at z  4 (Hui & Gnedin 1997).
The end of He II reionization is then characterized by a cooling
of the IGM due to the adiabatic expansion of the Universe with
specifics that will depend on the characteristics of the UVB. How-
ever, even if some evidence has been found for an increase in the
temperature at the mean density from z ∼ 4 down to z ∼ 2.1 (e.g.
Becker et al. 2011), the subsequent change in the evolution of T0
expected after the end of the He II reionization has not been clearly
characterized yet and remains strongly degenerate with the impre-
cisely constrained slope of the temperature–density relation γ (see
equation 1). This, combined with several results from PDF analysis
which show possible evidence for an inverted temperature–density
relation (Becker et al. 2007; Bolton et al. 2008; Viel et al. 2009;
Calura et al. 2012; Garzilli et al. 2012), brought the development of
a new idea of volumetric heating from blazar TeV emission (Chang
et al. 2012; Puchwein et al. 2012). These models, where the heat-
ing rate is independent of the density, seem to naturally explain an
inverted T–ρ relation at low redshift. Predicted to dominate the pho-
toheating for z 3, these processes would obscure the change in the
temperature evolution trend due to the He II reionization, preventing
any constraint on this event from the thermal history measurements.
A main motivation for constraining the temperature at lower
redshifts than z ∼ 2.1 is to confirm evidence for a flattening in
the already detected trend of increasing temperature for z  4.
A precise measurement of a change in the T0(z) slope, in fact,
could bring important information about the physics of the IGM
at these redshifts and the end of the He II reionization event. It
is therefore interesting that our new temperature measurements in
Fig. 15, which extend down to redshifts z∼ 1.5, show some evidence
for such a change in the evolution for z  2.8. However, in order
to make a fair comparison with different heating models in terms
of the temperature at the mean density, we must recognize the fact
that we do not have yet strong constraints on the evolution of the
T–ρ relation slope as a function of redshift: assuming a particular
choice of γ for the translation of the temperature values at the
characteristic overdensities to those at the mean density, without
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Figure 17. Comparison of blazar heating models: the temperature values
at the redshift-dependent characteristic overdensities, T ( ¯), inferred in this
work (green points) are compared with the model without a blazar heating
contribution (black solid line) and the weak (green dashed line), intermediate
(yellow dashed line) and strong (red dashed line) blazar heating models of
Puchwein et al. (2012). The blazar heating predictions were computed at
the corresponding ¯(z) in Table 4 in order to allow a fair comparison with
our T ( ¯) measurements. Our observational results seem to be in reasonable
agreement with the intermediate blazar heating model. The vertical error
bars represent the 1σ errors on the temperature measurements.
considering the uncertainties in the slope itself, could result in an
unfair comparison. Furthermore, the blazar heating models’ T–ρ
relation at each redshift can be parametrized with a power law (of
the form of equation 1) only for a certain range of overdensities that
may not always cover the range in our characteristic overdensities
(Chang et al. 2012; Puchwein et al. 2012). Therefore, to compare
our results with the blazar heating model predictions, we decided
to use directly the T( ¯) values probed by the forest.
In Fig. 17 we compare the model without blazar heating con-
tributions, and the weak, intermediate and strong blazar heating
models of Puchwein et al. (2012), with our new results for the tem-
perature at the characteristic overdensities. The temperature values
for all the models were obtained by computing the maximum of
the temperature distribution function at the corresponding redshift-
dependent characteristic overdensities [ ¯] in table 4 by Puchwein
(private communication). Each of the three blazar heating models
has been developed using different heating rates, based on obser-
vations of 141 potential TeV blazars, under the assumption that
their locally observed distribution is representative of the average
blazars distribution in the Universe. The variation in the heating
rates is due to the tuning of a coefficient in the model that corrects
for systematic uncertainties in the observations: the lower this multi-
plicative coefficient, the weaker the heating rate (Chang et al. 2012;
Puchwein et al. 2012). The observational constraints on the IGM
thermal evolution in Fig. 17 seem to be in reasonable agreement
with the intermediate blazar heating model, even if some fluctua-
tions towards higher temperatures reach the range of values of the
strong blazar model. This result in general reflects what was found
by Puchwein et al. 2012 (their fig. 5) in their comparison with the
temperature measurements of Becker et al. (2011), even if in that
case the models were tuned to different ¯ values than ours. This
general agreement could be explained by the fact that our T( ¯)
measurements closely match those of Becker et al. (2011) in the
common redshift range 2.0 z 2.6 (see Fig. 14) and by the weak
dependency on the density of the blazar heating mechanism.
According to Fig. 17, the model from Puchwein et al. (2012)
without a blazar heating contribution, that is based on the UVB
evolution of Faucher-Gigue`re et al. (2009), shows temperature val-
ues significantly lower than our ( ¯) measurements z 3. However,
this model does not take into account the contribution of the diffuse
hard X-ray background (Churazov et al. 2007). The excess energy
of these ionizing photons could, in fact, contribute to the heating,
shifting the range of temperatures towards higher values. Also, to
definitely rule out or confirm any of the different thermal histories,
an interesting further test would be to compare the temperature at
the mean density between observations and models.
That is, there is a strong need for model-independent measure-
ments of T0 that would allow a straightforward comparison between
different T–ρ relations, and so different model predictions. In this
context a promising prospect is the use of the He II Lyα forest for
the identification of the absorption features useful for an improved
line-fitting constraint of γ . The possibility to calculate directly the
ratio between b parameters of the corresponding H II and He II lines
would, in fact, make possible an easier and more precise selection of
the lines that are dominated by thermal broadening (bH II/bHe II  2).
Even if the low S/N of the UV spectra currently available make
this identification difficult (Zheng et al. 2004), possible future,
space-based telescopes UV with high resolution spectrographs (e.g.
Postman et al. 2009) may offer the opportunity to improve the qual-
ity and the number of ‘clean’ He II forests for future analyses.
9 C O N C L U S I O N S
In this work we have utilized a sample of 60 VLT/UVES QSO spec-
tra to make a new measurement of the IGM temperature evolution
at low redshift, 1.5  z  2.8, with the curvature method applied
to the H I Lyα forest. For the first time we have pushed the measure-
ments to the lowest optically accessible redshifts, z ∼ 1.5. Our new
measurements of the temperature at the characteristic overdensities
traced by the Lyα forest, T( ¯), are consistent with the previous
results of Becker et al. (2011) in the overlapping redshift range,
2.0 < z < 2.6, despite the data sets being completely independent.
They show the same increasing trend for T( ¯) towards lower red-
shifts while, in the newly probed redshift interval 1.5  z  2.0,
the evolution of T( ¯) is broadly consistent with the extrapolated
trend at higher redshifts.
The translation of the T( ¯) measurements into values of tem-
perature at the mean density, T0, depends on the slope of the
temperature–density relation, γ , which we do not constrain in this
work. However, for reasonable, roughly constant, assumptions of
this parameter, we do observe some evidence for a change in the
slope of the temperature evolution for redshifts z 2.8, with indica-
tions of at least a flattening, and possibly a reversal, of the increasing
temperature towards lower redshifts seen in our results and those
of Becker et al. (2011) for 2.8  z  4. In particular, for the mini-
mum T0 case, with γ ∼ 1.5, the extension towards lower redshifts
provided by this work adds to existing evidence for a decrease in
the IGM temperature from z ∼ 2.8 down to the lowest redshifts
probed here, z ∼ 1.5. This could be interpreted as the footprint of
the completion of the reheating process connected with the He II
reionization.
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Following the additional hypothesis that our low redshift temper-
ature measurements are already tracing the thermal asymptote, the
cooling of T0 inferred at z  2.8 (assuming γ ∼ 1.5) may suggest
that the UVB has changed, hardening during the He II reionization
epoch. However, the expectation for the evolution of T0 following
He II reionization will depend on the evolution in γ and on details
of the reionization model.
We also compared our T( ¯) measurements with the expectations
for the models of Puchwein et al. (2012) with and without blazar
heating contributions. To allow a fair comparison with our observed
values, the model predictions were computed at the corresponding
(redshift-dependent) characteristic overdensities ( ¯). Our observa-
tional results seem to be in reasonable agreement with a moderate
blazar heating scenario. However, to definitely confirm or rule out
any specific thermal history it is necessary to obtain new, model-
independent measurements of the temperature at the mean density.
With the IGM curvature now constrained from z ∼ 4.8 down to
z ∼ 1.5, the main observational priority now is clearly to tightly
constrain the slope of the temperature–density relation, γ , and its
evolution over the redshift range 1.5  z  4. This is vital in order
to fix the absolute values of the temperature at the mean density
and to comprehensively rule out or confirm any particular heating
scenarios.
Finally, we note that, even though our new measurements have
extended down to z ∼ 1.5, there is still a dearth of QSO spectra
with high enough S/N in the 3000–3300 Å spectral range to pro-
vide curvature information in our lowest redshift bin, 1.5 < z <
1.7. We have searched the archives of both the VLT/UVES and
Keck/High Resolution Echelle Spectrometer (HIRES) instruments
for new spectra to contribute to this bin. However, the few addi-
tional spectra that we identified had relatively low S/N and, when
included in our analysis, contributed negligibly to the final temper-
ature constraints. Therefore, new observations of UV-bright QSOs
with emission redshifts 1.5  zem  1.9 are required to improve
the temperature constraint at 1.5 < z < 1.7 to a similar precision as
those we have presented at z > 1.7.
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A P P E N D I X A : TH E E F F E C T O F T H E O P T I C A L
D E P T H C A L I B R AT I O N O N T H E
TEM P ERATURE MEASUREMENTS
In this section we demonstrate that, in the curvature analysis of a
particular sample of sight lines, calibrating the Lyα forest simula-
tions with the effective optical depth of the sample provides robust
measurements of the temperature at the characteristic overdensi-
ties. We will show how, even if different τ eff calibrations produce
different characteristic overdensities [ ¯(z); see Section 6.3], the
temperature measurements, T ( ¯), at each redshift will not be af-
fected significantly by systematic effects related to possible biases
in the sample selection. Instead, discrepancies in the characteristic
overdensities will shift the derived temperature at the mean density.
Nevertheless, this effect in the T0 values will be modest, causing a
disparity at the level of the observational 1σ error bars.
The test can be summarized as follows. We randomly select two
subsamples of 300 spectral sections from the suite of simulations of
one thermal history. One of the subsamples is selected in a biased
way to result in a higher effective optical depth than the other; this
difference is designed to be similar to that observed between the
UVES sample used in this work and the sample adopted in the
previous work of Becker et al. (2011). Treating the two subsamples
as observational data, we analyse them separately with the curvature
method presented in Section 4 and obtain the corresponding T( ¯)
and T0 measurements. The two sets of T ( ¯) are found not to differ
significantly, while a modest shift in the T0 values is observed due
to discrepancies in the recovered ¯ values at each redshift. The
details of this test are described below.
A1 Selection of synthetic subsamples
We chose the 1024 synthetic sections of our fiducial simulation
C15 (see Table 4) as the ‘global’ sample from which to select, at
each redshift, two subsamples of ∼300 sections with two slightly
different mean τ eff that would simulate two random observational
samples. We deliberately biased the mean optical depth of the sec-
ond subsample towards higher values using the method explained
in Fig. A1: we fit a Gaussian function to the global distribution
of mean fluxes (at z = 1.75 in the example shown in the figure)
from all 1024 sections of the C15 simulation and used this, and a
shifted version of it, as the probability distributions for selecting
sections randomly for the two subsamples of 300 sections each. By
construction, the first subsample – which we call the ‘standard sub-
sample’ for clarity – will have a mean τ eff very close to the global
mean. However, the mean optical depth of the second subsample –
called the ‘biased subsample’ – is selected from the same proba-
bility distribution shifted slightly to lower mean fluxes, so it results
in a higher mean τ eff. The shift in the probability distribution was
tuned so that difference in the mean τ eff at each redshift reflected
the difference observed between our real UVES sample and the data
used by Becker et al. (2011).
The results of the subsample selection are presented in Fig. A2
where we show the positions on the absolute curvature–mean τ eff
plane of all the sections from simulation C15 at z = 1.75. As
Figure A1. Global distribution of the mean fluxes at z = 1.75 for all the
1024 sections of the simulation C15. Two subsamples have been selected
following the probability distributions of the two Gaussian curves. The solid
red curve was fit directly to the flux distribution and was used to select the
standard subsample. The dashed green curve has the same FWHM but its
mean value was shifted towards lower fluxes to allow the selection of the
biased subsample with a higher mean optical depth.
Figure A2. Example of the 〈|κ|〉 distribution as a function of the effective
optical depth of the spectral sections at z = 1.75 of the simulation C15. The
open black circles represent synthetic sections and the different coloured
solid symbols show the subsample selection results: red points represent the
standard subsample while the green triangles represent the biased subsample
with higher mean optical depth. Sections that fall in both subsamples are
also indicated as yellow squares.
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Figure A3. Upper panel:T ( ¯) values computed from the curvature analysis
of the two synthetic subsamples. Lower panel: difference in T ( ¯) between
the standard and biased subsamples, T. The discrepancy between the
temperature values is shown as a function of redshift (blue squares) and
the minimum 1σ error bar observed in the UVES sample in this work (see
Table 4) is given by the red dashed line for comparison.
expected, the distribution of mean τ eff and curvature in the standard
subsample is very similar to the parent distribution. Also, while
noting that, by construction, the biased subsample has a higher
mean τ eff than the standard subsample, we also see that the mean
curvature of the biased subsample is very similar to the parent
distribution. The subsample selection therefore should allow a test
of the effect of selecting an observational sample with a higher
mean τ eff on the measured T ( ¯) values.
A2 Parallel curvature analysis and results
After the selection of the two subsamples we treated them as two
separate observational data sets and we analysed the curvature fol-
lowing the steps presented in Section 4. That is, at each redshift
and for each subsample, we computed the 〈|κ|〉 values and mea-
sured T ( ¯) after calibrating all the simulations (from all thermal
histories) with the mean τ eff found in that particular subsample.
Finally, using the T–ρ relation, we derived the values of T0 under
the assumption of γ = 1.54 (corresponding to the chosen thermal
history C15).
As expected, calibrating the simulations with the two different ef-
fective optical depths gave slightly different values for the ¯ at each
redshift of the two subsamples. However, we find excellent agree-
ment between the T ( ¯) values for the two subsamples, as shown in
the top panel of Fig. A3. There we also plot the difference between
Figure A4. Upper panel: T0 values computed from the T ( ¯) measurements
of the two synthetic subsamples under the assumption of γ = 1.54. Lower
panel: difference in T0 between the standard and biased subsamples, T0.
The discrepancy between the temperature values is shown as a function
of redshift (blue squares) and the minimum 1σ error bar observed in the
UVES sample in this work (see Table 4) is given by the red dashed line for
comparison.
the T ( ¯) values, T, from the two subsamples at each redshift in
the lower panel. This difference is T 1100 K at all redshifts and
typically smaller than 800 K. Considering that the temperature mea-
surements at the characteristic overdensities presented in this work
have a minimum 1σ error bar of ∼1800 K, these T all fall inside
the current statistical uncertainty budget. Also, we expect small,
non-zero values of T, and small variations with redshift, due to
the sample variance connected with the selection of the subsamples.
In general, we can conclude that calibration of the simulations with
the effective optical depth of the particular observational sample
being analysed results in a self-consistent measurement of T ( ¯).
In terms of the temperature values at the mean density, we find that
the biased subsample produces a systematically higher temperature,
as expected (top panel of Fig. A4). This discrepancy is due to the
slightly different values of ¯ at each redshift in the two different
subsamples. However, it is still modest and is generally below the
minimum 1σ uncertainty of the measurements presented in this
work (lower panel of Fig. A4).
This paper has been typeset from a TEX/LATEX file prepared by the author.
MNRAS 441, 1916–1933 (2014)
