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Abstract
In this thesis, we study nonlinear dissipative dynamics of two different systems: (i)
synthetic dynamical gauge fields for photons in optomechanical arrays and (ii) laser
arrays with a topologically nontrivial structure. The chosen models are relevant to
state-of-the-art optomechanical experiments as well as to recent implementations of
topological lasers based on semiconductor ring-resonator arrays. We present our results
with a focus on applications.
First, we investigate nonlinear dynamics of synthetic gauge fields in optomechan-
ical arrays in the classical regime. We demonstrate that synthetic electric fields for
photons are generated in open one-dimensional arrays, leading to the suppression of
light transport. Importantly, the generation of synthetic electric fields depends on the
direction of light propagation, giving rise to unidirectional light transport. In a second
step, we investigate the quantum dynamics of synthetic gauge fields in the minimal
setup composed of two optical modes with photon tunneling assisted by a mechanical
self-oscillator. Employing the quantum van-der-Pol oscillator as the simplest dynami-
cal model for a mechanical self-oscillator enables us to take quantum fluctuations into
account using the quantum master equation formalism. We show that the generation of
synthetic electric fields is robust against fluctuations and unidirectional light transport
can be achieved also in the quantum regime.
In the second part of the thesis, we study topological lasing, which arises from the
combination of topologically-protected chiral light transport and laser amplification,
leading to laser operation that is robust against local disorder in system parameters
and defects. We study a topological laser arrays based on the photonic Haldane model
with selective pumping of chiral edge modes described by saturable gain. We investigate
elementary excitations around the mean-field steady state and their consequences for the
coherence properties. In particular, we show that the hybridization of chiral edge modes
gives rise to long-lived elementary excitations, leading to large phase fluctuations in the
emitted light field and a decrease of light coherence. In contrast to topologically trivial
lasers, the lifetime of elementary excitations is robust against disorder in topological
lasers. The lifetime depends strongly on the edge-mode dispersion around the lasing
ix
frequency. As a result, the lifetime can be reduced by orders of magnitude for lasing of
different edge modes, leading to a suppression of phase fluctuations and, consequently,
larger coherence of the emitted light. On the other hand, amplitude fluctuations and
the second-order autocorrelation function are moderately increased at the same time.
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1 Introduction
All physical systems must be regarded as open systems since they can never be perfectly
isolated from their environment. The interaction of a system with its environment leads
to the irreversible process of dissipation, during which the system exchanges energy with
its environment. This thesis is concerned with the interplay between coherent dynamics
described by a Hamiltonian and dissipation in systems coupled to their environment.
We are interested in nonlinear dissipative systems whose dynamical behavior can be
very rich. A key role in the theoretical work presented in this thesis is played by limit-
cycle oscillations, which are a prominent nonlinear effect [4] . Limit-cycle oscillations
generically arise from the competition of nonlinear damping and pumping. An isolated
limit-cycle oscillator maintains oscillations at its intrinsic frequency and its phase is
determined by initial conditions. The dynamics of limit cycle oscillators coupled in an
array is very naturally tied together with the physics of synchronization, which is a
ubiquitous phenomenon appearing in a wide range of nonlinear dissipative systems [5].
We focus on cavity optomechanics, which deals with the interaction of light and me-
chanical oscillators [6]. Recent developments have led to quantum control of mechanical
oscillators [7, 8, 9] and the engineering of their dissipative environment [10, 11, 12, 13].
This enables testing fundamental laws of quantum physics in novel regimes involving
massive objects in controlled environments. Cavity optomechanics offers the possibil-
ity of implementing new devices with usuful applications for quantum technology [14],
which harnesses quantum mechanical effects for technological advances. In the first
project presented in this thesis, we study an optomechanical array with photon tunnel-
ing assisted by a coherent emission/absorption of a phonon from mechanical oscillators.
We assume that the mechanical oscillators perform limit-cycle oscillations giving rise to
a nonlinear dynamics, which we connect to the mathematical formalism of dynamical
gauge fields. Static synthetic gauge fields have been first envisaged and implemented
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for cold atoms [15, 16] and then for photons [17, 18, 19, 20, 21, 22, 23, 24, 25], phonons
[26, 27, 28, 29], and other platforms [30, 31]. While in these systems, synthetic gauge
fields are fixed to external parameters, we explore their natural extension allowing for
the dynamics of synthetic gauge fields. In particular, we investigate how the rich dy-
namics of gauge fields is affected by quantum noise [32]. We uncover a novel mechanism
of unidirectional light transport via synthetic dynamical gauge fields, which can lead
to new nonlinear photonic devices.
Other interesting avenues in exploring dissipative dynamics are offered by topological
photonics [33]. This field extends the concept of energy-band topology, originally used
to understand the physics of topological insulators [34, 35], to photonic structures such
as photonic crystals [36], arrays of semiconductor ring resonators [23] and optical waveg-
uides [37]. As gain and loss are inherently present in photonic structures, it is necessary
to develop a theoretical framework for topology in non-Hermitian regimes involving dis-
sipative dynamics to uncover whether topological photonic structures can be employed
for the implementation of new devices such as delay lines immune to backscattering
[19] and optical isolators [38]. The interplay between dissipation and topology plays
a crucial role also in other systems including exciton polaritons [39], cold atoms [40],
mechanical metamaterials [41] and electrical circuits [42]. In the second project pre-
sented in this thesis, we study lasers – an archetypical example of limit-cycle oscillators
– arranged in an array with an underlying topologically-nontrivial structure. The com-
bination of topologically-protected chiral light transport and laser amplification offers
a novel design of laser devices. In particular, single-mode lasing, leading to a large-
intensity monochromatic light emission, is robust against fabrication imperfections and
defects in topological lasers in contrast to their trivial counterparts [43, 44]. We investi-
gate elementary excitations around the mean-field steady state and their consequences
for coherence properties of topological lasers, which are essential characteristics of laser
devices important for practical applications [45].
Our work opens interesting avenues for studying the classical and quantum dynam-
ics of synthetic gauge fields based on optomechanical arrays as well as for uncovering
the role of topology in a novel nonlinear non-Hermitian regime employing topological
light emitters. Future directions include strong nonlinearities leading to genuine quan-
tum features of dynamical gauge fields in optomechanical arrays and to topologically
protected generation of nonclassical light in topological photonic arrays.
1.1. Thesis outline 3
1.1 Thesis outline
In this thesis, we investigate the nonlinear dissipative dynamics of synthetic gauge fields
for photons in optomechanical arrays and of laser arrays with a topologically nontrivial
structure. In this chapter, we introduce theoretical methods and basic physical concepts
important for the original work presented in chapters 2 and 3.
We start with a brief description of nonlinear dissipative systems. The dynamics of
expectation values for system variables is discussed in sections 1.2 and 1.3. It is followed
by the description of quantum fluctuations in section 1.4 employing Langevin equations
of motion and Lindblad master equations. We pay special attention to limit-cycle oscil-
lations, which play an important role in the research presented in this thesis. We then
discuss in section 1.5 the basic concepts of lasers, which are a prominent example of a
nonlinear dissipative system driven far from equilibrium. We focus on the dynamics of
the light field in a laser employing a Langevin equation of motion taking fluctuations
into account. We discuss the properties of fluctuations in a laser driven above thresh-
old performing limit-cycle oscillations and the coherence properties of the light field.
In the intermezzo 1.6, we introduce the quantum van-der-Pol oscillator to investigate
the effects of quantum fluctuations on limit-cycle oscillations using a Lindblad master
equation. Section 1.7 is concerned with the interaction between light and mechanical
oscillators. We particularly focus on the situation in which an effective optomechanical
damping is negative, giving rise to self-sustained mechanical oscillations, which are an
example of a limit-cycle.
In chapter 2, we present original research published in Refs. [1, 2], which is concerned
with the dynamics of synthetic gauge fields for photons in optomechanical arrays with
phonon-assisted photon tunneling. Importantly, we consider that mechanical modes
in the optomechanical arrays perform self-sustained oscillations. As a result, mechan-
ical phases can represent synthetic dynamical gauge fields for photons as they are not
fixed to any external parameter and they can evolve according to their own dynam-
ics. First, we investigate the dynamics of synthetic gauge fields in the classical regime,
where quantum fluctuations around large optical and mechanical amplitudes can be
neglected. Our results, published in Ref. [1], show that synthetic electric fields for
photons can be dynamically generated in open one-dimensional arrays leading to uni-
directional light transport. Second, we employ the quantum van-der-Pol oscillator as
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a simple model of a mechanical self-oscillator allowing us to investigate the effects of
quantum fluctuations on the dynamics of synthetic gauge fields using master-equation
simulations. We demonstrate that the dynamical generation of synthetic electric fields
is robust against fluctuations and that unidirectional light transport can be achieved
also in the quantum regime. This is published in Ref. [2].
In chapter 3, we start by providing an overview of the theory for the topology of
energy bands which has recently been extended for a wide range of systems including
photonic arrays. We then present an original work, published in Ref. [3], investigating
the interplay of a topologically-protected unidirectional light transport and laser am-
plification in photonic arrays, leading to so-called topological lasing. In particular, we
study elementary excitations around the mean-field steady state and their consequences
for the coherence properties of the light field emitted by a topological laser.
In this thesis, we assume that ~ = 1.
1.2 Equations of motion
In many situations, dissipative systems can be well characterized by mean values of
certain variables. The dynamical behavior of nonlinear dissipative systems can be
accurately described by the equations of motion for these mean values if fluctuations
are negligibly small compared to the mean values. We can study the time evolution of
these mean values using the theory of dynamical systems [4]. In this section, we discuss
general properties of equations of motion and their stationary solutions.
We assume that the time-evolution of mean values for certain variables can be
described by equations of motion
x˙ = v(x, t), (1.2.1)
where the vector x contains the mean values and v is an arbitrary function. If the
function v has a special form v(x, t) = A(t) x+b(t), the equations of motion describe a
linear system, where A(t) is a matrix and b(t) is a vector of constants. Linear equations
of motion have a general solution
x(t) = e
∫ t
0 dτ A(τ)
[
x(0) +
∫ t
0
dτe−
∫ τ
0 dsA(s)b(τ)
]
, (1.2.2)
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where x(0) is a vector containing initial values.
In this thesis, we are interested in nonlinear systems, which cannot be described
by equations of motion in the linear form v(x, t) = A(t) x + b(t). In particular, we
are interested in autonomous systems, whose equations of motion are not explicitly
dependent on time, i.e. v(x, t) = v(x) [4].
Stationary solutions of equation (1.2.1) are important for the description of dynami-
cal systems. A stationary solution x∗ satisfies v(x∗) = 0. Stationary solutions represent
steady states of a dynamical system. If the system reaches a steady state, it remains in
the steady state indefinitely. The dynamics of the system in the vicinity of a stationary
solution can be described by linear equations of motion
x˙ = J x, (1.2.3)
where J is the Jacobian matrix and Jjk =
∂vj
∂xk
∣∣∣
x=x∗
[4].
Equation (1.2.3) has a general solution x(t) = eJt x(0) for x(0) lying in the vicinity of
x∗. If all eigenvalues of the Jacobian matrix J have negative real parts, the stationary
solution x∗ represents a stable steady state. The system is attracted to the stable
steady state if it is initially in the vicinity of the steady state. All initial conditions
x(0), for which the system asymptotically approaches the stable steady state, form the
basin of attraction of the steady state. The largest (smallest in magnitude) real part of
Jacobian-matrix eigenvalues determines the rate with which the system asymptotically
approaches the steady state. If any eigenvalue of the Jacobian matrix has a positive
real part, the system diverges from the steady state and the steady state is unstable.
1.3 Limit cycle
In the previous section, we discussed steady states of equations of motion. If a system
reaches a steady state it remains in the steady state indefinitely. This represents one
kind of the asymptotic solution for the equations of motion at long times. In this
section, we will focus on a different kind of asymptotic solution for equations of motion,
namely limit cycles.
A limit cycle is a closed isolated trajectory [4]. A closed trajectory is a solution x(t)
of equations of motion, which is periodic in time, i.e. x(t) = x(t + T ), where T is the
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period. A closed trajectory is isolated if all trajectories in its vicinity are not closed, i.e.
they either converge to or diverge from the closed trajectory. A limit cycle is stable if
all trajectories in its vicinity converge to it. A limit cycle is unstable if any trajectory
in its vicinity diverges from it.
Limit cycles are intrinsically nonlinear phenomena, which do not occur in linear
systems [4]. Linear systems x˙ = A x can have closed trajectories but they cannot be
isolated. If x(t) = x(t+ T ) is a closed trajectory then also cx(t) is a closed trajectory
for any constant c 6= 0.
To illustrate generic features, we now consider a so-called van-der-Pol oscillator,
which is an archetypical example of a nonlinear system featuring a limit cycle [5]. The
complex amplitude b of the van-der-Pol oscillator is described by the equation of motion
b˙ = −iΩ b+ γ1
2
b− γ2 |b|2b, (1.3.1)
where Ω is the oscillation frequency, γ1 is the rate of linear damping (or linear gain for
γ1 > 0) and γ2 is the rate of nonlinear damping. To avoid unphysical solutions with an
indefinitely growing amplitude |b|, we assume γ2 > 0.
We can write the equations of motion for the amplitude B and the phase φ of the
van-der-Pol oscillator
B˙ =
(γ1
2
− γ2B2
)
B, (1.3.2)
φ˙ = −Ω, (1.3.3)
where b = Beiφ. We can see that the equations of motion for the amplitude and the
phase are decoupled and we can study them separately. The phase of the van-der-
Pol oscillator evolves with a constant angular velocity Ω. Inspecting equation (1.3.2),
we can see that the van-der-Pol oscillator has two stationary amplitudes B = 0 and
B =
√
γ1
2γ2
, for which the amplitude remains constant indefinitely. The stationary
solution B =
√
γ1
2γ2
exists for γ1 > 0 and the stationary solution B = 0 exists for any
value of γ1.
For γ1 < 0, B˙ < 0 for any B > 0, which means that B always decays to zero.
Coming back to the complex amplitude b, we conclude that all trajectories b(t) spiral
towards b = 0, making it a stable steady state.
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Figure 1.3.1: Emergence of limit-cycle oscillations in the van-der-Pol oscillator for γ1 >
0. (a) Time derivative B˙ of the amplitude as a function of the amplitude B with an
unstable steady state for B = 0 and a stable steady state for B =
√
γ1
2γ2
. (b) Build-
up of limit-cycle oscillations for a small initial complex amplitude |b| 
√
γ1
2γ2
. (c)
Asymptotic solution b = Beiφ in phase space (green line) with the amplitude B and
the phase φ = −Ωt+ φ0. Black arrows show trajectories approaching the limit cycle.
For γ1 > 0, we plot the time derivative B˙ of the amplitude as a function of the
amplitude B in Fig. 1.3.1a. B˙ > 0 for 0 < B <
√
γ1
2γ2
and B˙ < 0 for
√
γ1
2γ2
< B, which
means that B converges to the stationary value
√
γ1
2γ2
for any B(0) > 0. Coming back to
the complex amplitude b, we conclude that all trajectories b(t) with b(0) 6= 0 approach
the asymptotic solution b(t) =
√
γ1
2γ2
e−i(Ωt−φ0) depicted in Fig. 1.3.1c. This asymptotic
solution represents a stable limit cycle, since it is periodic (with period 2pi/Ω) and all
trajectories in its vicinity converge to it (black arrows in Fig. 1.3.1c). The phase φ0 of
the asymptotic oscillations is determined by initial conditions b(0) but the amplitude√
γ1
2γ2
of the asymptotic oscillations is independent of the initial conditions. The steady
state b = 0 is unstable as all trajectories b(t) with b(0) 6= 0 diverge from this steady
state.
To shed more light on the dynamics in the vicinity of the limit cycle, we linearize
the equations of motion (1.3.2) and (1.3.3) around a given point on the limit cycle
b =
√
γ1
2γ2
eiφ. The linearized equations of motion are
(
B˙
φ˙
)
= J
(
B
φ
)
, (1.3.4)
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where
J =
(
∂B˙
∂B
∂B˙
∂φ
∂φ˙
∂B
∂φ˙
∂φ
)∣∣∣∣∣
B=
√
γ1
2γ2
=
(
−γ1 0
0 0
)
(1.3.5)
is the Jacobian matrix. We directly see that the eigenvalues of the Jacobian matrix
are λ1 = −γ1 and λ2 = 0. The eigenvalue λ1 = −γ1 determines the rate at which
the amplitude B relaxes towards the stationary value
√
γ1
2γ2
. The eigenvalue λ2 = 0
corresponds to an undamped degree of freedom in a form of the phase φ. The presence
of a zero-valued eigenvalue and a corresponding undamped degree of freedom are generic
features of limit cycles.
In this section, we introduced limit cycles, which are inherently nonlinear phenom-
ena. Limit cycles play a key role in the research presented in this thesis. In Chapter. 2,
we will consider an optomechanical system performing self-sustained oscillations, which
correspond to a stable limit cycle. Chapter. 3 is concerned with lasers, which are
another example of systems performing limit-cycle oscillations.
1.4 Quantum fluctuations
In the previous sections, we discussed the time evolution of mean values for certain vari-
ables describing a dissipative system. In this section, we will focus on fluctuations of
these variables and their time evolution. In dissipative quantum systems, fluctuations
can have two different origins [32]. First, the intrinsic uncertainty in a quantum system
leads to vacuum fluctuations, which are present even if the system has a vanishing en-
ergy on average. Quantum vacuum fluctuations are always present in the system even
if the system is perfectly isolated from its environment. Second, the coupling of the
system to its environment leads to stochastic forces due to quantum and thermal fluc-
tuations in the environment. These stochastic forces give rise to additional fluctuations
in the system. In this section, we focus on the description of fluctuations in dissipative
quantum systems. We describe their environment as a bath. We consider a quantum
system weakly coupled to a Markovian bath, which is memoryless.
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1.4.1 Quantum Langevin equations
Quantum Langevin equations describe the time evolution of operators for a dissipative
system, taking into account quantum fluctuations and stochastic forces due to the
coupling of the system to the bath [32]. In this section, we introduce the concept of
quantum Langevin equations and the assumptions for the bath and the system-bath
coupling, for which quantum Langevin equations are valid.
We consider that the unitary evolution of a system is described by the Hamiltonian
Hˆsys. First, we assume that a bath consists of an infinite number of harmonic oscillators,
whose frequency spectrum is smooth and dense. Second, we assume that the system-
bath coupling has a linear form Hˆint =
∑
n knqˆnXˆ, where Xˆ is some system operator,
qˆn is the position operator of a harmonic oscillator in the bath, and the system-bath
coupling constants kn are a smooth function of the frequency of the harmonic oscil-
lators. These assumptions are properties of a quantum field [32]. This makes them
very practical, since we usually consider the bath to be a quantum field, for example an
electromagnetic field. Next, we also consider the Markov approximation, which assumes
that (i) the system-bath coupling constants kn are frequency independent and (ii) the
frequency spectrum of the bath has a linear dispersion. Due to the assumptions of the
Markov approximation, the memory time of the bath is zero.
We now consider a particular example of an optical mode coupled to a semi-infinite
waveguide, which can be used as a model for many systems considered in this thesis.
We discuss quantum Langevin equations for operators of the optical mode treating the
semi-infinite waveguide as a bath. The free evolution of this particular bath is described
by the Hamiltonian
HˆB =
∫
dk
2pi
ωk bˆ
†
kbˆk, (1.4.1)
where bˆk is an annihilation operator of a plane-wave mode with wave vector k. The
system-bath coupling has the following form
Hˆint = −α
∫
dk
2pi
(
bˆ†k + bˆk
) (
aˆ† + aˆ
)
, (1.4.2)
where aˆ is the annihilation operator of the optical mode. The coupling constant α
is frequency independent, which is the first assumption of the Markov approximation.
Writing explicitly the time-dependence of the bath operators bˆ(t) = e−iωktbˆ(0) and ex-
10 1. Introduction
pressing the operators of the optical mode in a rotating frame with its natural frequency
ωc, we can rewrite the interaction Hamiltonian as
Hˆint = −α
∫
dk
2pi
[
eiωktbˆ†k(0) + e
−iωktbˆk(0)
] (
eiωctaˆ† + e−iωctaˆ
)
. (1.4.3)
For a weak coupling α  ωc, ωk, terms bˆ†kaˆ† and bˆkaˆ oscillate with a large frequency
ωc + ωk. Due to their rapid oscillations, these terms average to zero and they can be
neglected within the rotating-wave approximation. Switching also bath operators into
a frame rotating with the frequency ωc, we obtain
HˆB =
∫
dk
2pi
ω¯k bˆ
†
kbˆk, (1.4.4)
Hˆint = −α
∫
dk
2pi
(
bˆ†kaˆ+ bˆkaˆ
†
)
, (1.4.5)
where ω¯k = ωk−ωc. We can now write the Heisenberg equation of motion for the bath
operators
˙ˆ
bk = −iω¯kbˆk + iαaˆ, (1.4.6)
which has the solution
bˆk(t) = e
−iω¯ktbˆk(0) + iα
∫ t
0
dτ e−iω¯k(t−τ)aˆ(τ). (1.4.7)
The Heisenberg equation of motion for the optical mode operator reads
˙ˆa = i
[
Hˆsys, aˆ
]
+ iα
∫
dk
2pi
bˆk(t) (1.4.8)
= i
[
Hˆsys, aˆ
]
+ iα
∫
dk
2pi
e−iω¯ktbˆk(0)− α2
∫
dk
2pi
∫ t
0
dτ e−iω¯k(t−τ)aˆ(τ), (1.4.9)
where
[
Aˆ, Bˆ
]
= AˆBˆ − BˆAˆ is a commutator. The term i ∫ dk
2pi
e−iω¯ktbˆk(0) ≡
√
vaˆin(t)
involves bath operators at time zero. It describes the input signal coming from the
bath to the optical mode at time t. We now consider that the frequency spectrum of
the bath has a linear dispersion ω¯ = vk+ const, which is the second assumption of the
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Markov approximation. We can then evaluate the term
−α2
∫
dk
2pi
∫ t
0
dτ e−iω¯k(t−τ)aˆ(τ) = −α2
∫ t
0
dτ
∫
dk
2pi
e−ivk(t−τ)aˆ(τ) (1.4.10)
= −vα2
∫ t
0
dτ δ(t− τ)aˆ(τ) (1.4.11)
= −κ
2
aˆ(t), (1.4.12)
where κ = vα2, and δ(t) is the Dirac delta function. Coming back to the Heisenberg
equation of motion for the optical mode, we can write
˙ˆa = i
[
Hˆsys, aˆ
]
− κ
2
aˆ+
√
κaˆin. (1.4.13)
The second term on the right-hand side provides decay of the optical mode. The third
term on the right-hand side describes the input signal coming to the optical mode
from the bath. It can be interpreted as a stochastic force driving the optical mode.
Depending on a particular initial state of the bath, this stochastic force can provide
both thermal and quantum fluctuations. For a thermal occupation of the bath with the
mean photon number nth, the input signal has correlations
〈aˆin(t)aˆ†in(t′)〉 = (nth + 1)δ(t− t′), (1.4.14)
〈aˆ†in(t)aˆin(t′)〉 = nthδ(t− t′), (1.4.15)
〈aˆin(t)〉 = 0. (1.4.16)
Even for a vanishing mean photon number nth, the driving force does not completely
vanish, but instead 〈aˆin(t)aˆ†in(t′)〉 = 1 due to vacuum fluctuations.
Quantum Langevin equations have the same form as classical Langevin equations for
brownian motion. However, quantum Langevin equations describe the time-evolution
of operators, which, in principle, do not have to commute, in contrast to commuting
variables in classical Langevin equations. In some situations, we can derive equivalent
classical Langevin equations, which correctly reproduce expectation values of operators
described by quantum Langevin equations.
Returning to the equations of motion (1.4.6) for bath operators, we can also describe
the signal traveling in the semi-infinite waveguide from the optical mode to infinity. To
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this end, we set the origin of time at a large time T yielding the solution
bˆk(t) = e
−iω¯k(t−T )bˆk(T ) + iα
∫ T
t
dτ e−iω¯k(t−τ)aˆ(τ). (1.4.17)
Repeating the same steps as above, we derive the Langevin equation
˙ˆa = i
[
Hˆsys, aˆ
]
+
κ
2
aˆ+
√
κaˆout, (1.4.18)
where we introduced the output field
√
vaˆout(t) ≡
∫
dk
2pi
e−iω¯k(t−T )bˆk(T ). Subtracting
equation (1.4.13) from equation (1.4.18), we obtain the input-output relation [32]
aˆout(t) = aˆin(t)−
√
κaˆ(t). (1.4.19)
The outgoing signal consists of the input signal reflected from the end of the semi-infinite
waveguide and the signal
√
κaˆ(t) leaking out of the optical mode.
In this section, we derived the quantum Langevin equation for an optical mode
coupled to a semi-infinite waveguide and the input-output relation allowing us to study
the signal leaking out of the optical mode into the waveguide. The particular form of
the quantum Langevin equation and the input-output relation derived here describe a
more general situation of an optical mode coupled to an electromagnetic field satisfying
the assumptions of the Markov approximation. In general, an optical mode can be
coupled to a non-Markovian bath, which has a finite memory time [46]. In such a
situation, the description of the system-bath coupling is more complicated. However,
in this thesis, we consider baths that are well described by the Markov approximation.
1.4.2 Lindblad master equation
A different approach to studying fluctuations in quantum dissipative systems employs
Lindblad master equations [32]. In contrast to quantum Langevin equations, which
describe the time evolution of system operators, Lindblad master equations describe
the time evolution of quantum states which characterize the dissipative system. They
can be derived by assuming a weak interaction of the system with a bath and employing
the Markov approximation. Depending on a particular problem that we are trying to
solve, Lindblad master equations or quantum Langevin equations can be more suitable
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to describe fluctuations. For example, Lindblad master equations are very useful for
finding a steady state of a dissipative system as we will discuss in this section.
Due to the interaction of the system with a bath, the system cannot always be
described by a pure state |ψ〉. In general, the system can be characterized by a statistical
mixture of states |ψa〉, where the system is in the state |ψa〉 with the probability Pa.
The statistical mixture is described by the density matrix ρˆ =
∑
a Pa|ψa〉〈ψa|, where
|ψa〉〈ψa| is the outer product [32]. The density matrix ρˆ evolves in time according to
the Lindblad master equation
˙ˆρ = −i
[
Hˆsys, ρˆ
]
+
N∑
j=1
κjD[Fˆj]ρˆ, (1.4.20)
assuming that the dissipative system is weakly coupled to the bath and the bath satisfies
the assumptions of the Markov approximation [32]. In the absence of dissipation, i.e.
κj = 0 for all j, the system would undergo unitary dynamics governed by the Hamil-
tonian Hˆsys. The coupling of the system to the bath is described by dissipators in
Lindblad form
D[Fˆj]ρˆ = Fˆ †j ρˆFˆj −
1
2
(
Fˆ †j Fˆj ρˆ+ ρˆFˆ
†
j Fˆj
)
, (1.4.21)
where the system operators Fˆj are linearly coupled to the bath. Constants κj are rates
of dissipation for the particular dissipation channel described by the dissipator D[Fˆj].
We can rewrite the master equation (1.4.20) in the following form
˙ˆρ = −iHˆeff ρˆ+ iρˆHˆ†eff +
N∑
j=1
κjFˆ
†
j ρˆFˆj, (1.4.22)
where Hˆeff = Hˆsys − i
∑N
j=1 κjFˆ
†
j Fˆj is an effective non-Hermitian Hamiltonian. The
effective non-Hermitian Hamiltonian has complex eigenvalues, whose imaginary parts
describe rates of dissipation due to the coupling to the bath. The coupling to the bath
leads also to quantum jumps, which are described by the last term on the right-hand
side of equation (1.4.22). The nature of quantum jumps depends on particular jump
operators Fˆj. An example of a quantum jump is the emission of a photon to the bath
or the absorption of a photon from the bath.
Lindblad master equations can be derived for a more general kind of baths than
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quantum Langevin equations. In particular, for the derivation of quantum Langevin
equations, we need to assume that the bath consists of harmonic oscillators. This
assumption is not necessary for the derivation of the Lindblad master equation, provided
that all jump operators Fˆj are eigenoperators of the Hamiltonian Hˆsys, i.e.
[
Hˆsys, Fˆj
]
=
ωjFˆj. This condition is quite general since any system operator can be decomposed
into eigenoperators of the Hamiltonian Hˆsys. To derive Lindblad master equations, we
only need to assume that the bath is in a stationary state, it satisfies the assumptions
of the Markov approximation and the system-bath coupling is weak [32].
Importantly, the Lindblad master equation (1.4.20) is linear in terms of the density
matrix ρˆ. As a result, it can be written in the following form
˙ˆρ = Lρˆ, (1.4.23)
where L is a Lindbladian superoperator, which represents a linear completely positive
trace-preserving map. This implies that the density matrix remains completely positive
during the time evolution and its trace remains equal to unity. Even though, the
Lindbladian can, in principle, explicitly depend on time, we will focus only on time-
independent Lindbladians, which are relevant for the problems studied in this thesis.
The master equation then has a general solution
ρˆ(t) = eLtρˆ(0). (1.4.24)
The density matrix ρˆ can be decomposed into right eigenoperators σˆi of the Lindbladian,
which satisfy
Lσˆi = λiσˆi, (1.4.25)
where λi are their respective eigenvalues. The eigenoperators σˆi evolve in time according
to
σˆi(t) = e
λitσˆi(0). (1.4.26)
For a physical Lindbladian, Reλi ≤ 0 for all eigenvalues λi to avoid exponentially
growing solutions of the master equation. Real parts of the eigenvalues λi determine
rates of decay and the imaginary parts determine oscillation frequencies. Eigenvalues
of the Lindbladian are either real-valued or they come in complex conjugate pairs.
Eigenoperators σˆi, in general, do not have to be density matrices, i.e. they do not have
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to be completely positive and their trace does not have to be equal to unity.
The density matrix ρˆ(t) can be decomposed at any time t during the time evolution
into eigenoperators σˆi. The decomposition of the density matrix ρˆ in terms of eigen-
operators σˆi is very useful if we are looking for a long-time solution limt→∞ ρˆ(t) of the
master equation. All eigenoperators σˆi decay to zero except from eigenoperators with
Reλi = 0. As a result, we can only look for eigenoperators with Reλi = 0 to find the
long-time solution. Depending on a particular Lindbladian, a single eigenvalue λ0 = 0
can have a vanishing real part with all other eigenvalues having negative real parts
or a multiple eigenvalues have vanishing real parts. In the case of a single eigenvalue
λ0 = 0 with a vanishing real part, the Lindbladian has a unique steady state ρˆS ∝ σˆ0,
towards which the system converges in the long-time limit for any initial state ρˆ(0).
In the case of multiple eigenvalues λi with vanishing real parts, the Lindbladian has a
decoherence-free subspace, i.e. a subspace of the Hilbert space which is not damped,
and the steady state is not unique [47]. Some information from the initial state ρˆ(0) is
preserved during the time evolution. In this case, the Lindbladian can also have purely
imaginary eigenvalues corresponding to persistently oscillating coherences.
If the Lindbladian has a single eigenvalue λ0 = 0 with a vanishing real part, the
steady state of the master equation can be efficiently found. In particular, we can
efficiently solve for the kernel of the Lindbladian on a computer if we express the
Lindbladian in the form of a matrix. For a Hilbert space with the dimension N , the
Lindbladian can be represented by an N2 × N2 matrix. In the case of an infinitely-
dimensional Hilbert space, the steady state is usually (at least approximately) confined
in a finite-dimensional subspace of the Hilbert space and we can focus only on the finite-
dimensional subspace. The main computational limitation of solving for the kernel of
the Lindbladian is the rapidly increasing size of the Lindbladian (N2×N2 matrix) with
the dimension N of the Hilbert space. As a result, solving for a steady state of a master
equation on a computer is limited only to systems with a relatively low dimension of
the Hilbert space.
In this section, we discussed Lindblad master equations, which can be employed to
study dissipative systems taking fluctuations into account. In some situations, Lindblad
master equations can be more suitable for the description of dissipative systems than
quantum Langevin equations. For example, Lindblad master equations are well suited
for finding a steady state, characterizing the dissipative system in the long-time limit.
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Together with the equations of motion for mean values of system variables, which were
discussed in previous sections, we have now covered the essential methods employed in
this thesis. In the remaining sections of this chapter, we will introduce the particular
dissipative systems which are investigated in the following chapters.
1.5 Laser
In this section, we discuss lasers, which are a prominent example of a nonlinear dissi-
pative system. In a laser, incoherently pumped two-level atoms are used to amplify a
light field via the process of stimulated emission, leading to a large coherent population
of a single mode of the light field. Here, we will focus on the dynamics of the light field
in lasers and the nature of light emitted by lasers.
Laser is an acronym for Light Amplification by Stimulated Emission of Radiation.
The concept of laser is based on the interaction of a light field with a nonlinear optical
medium. The nonlinear medium consists of two-level atoms and the transition between
the two atomic levels is incoherently pumped. The light field in a laser is amplified
by the stimulated emission of photons into a single mode of the light field, which is in
resonance with the transition between the atomic levels. The amplification of the light
field leads to a large coherent population of the single mode. There is a large variety
of optical media which can be used for laser amplification. This includes atoms doped
in a solid state material as well as atomic gasses. However, laser amplification can be
achieved employing also two-level transitions that are not direct atomic transitions. For
example, an electronic transition in semi-conductors can be used as well. In this case,
electronic levels of the whole crystalline structure are involved instead of energy levels
of individual atoms. A review of possible optical media can be found in Ref. [45].
1.5.1 Effective dynamics of a light field
A detailed description of the interaction between a light field and atoms in a laser can
be found in Refs. [32, 48]. In this section, we will focus only on the effective dynamics
of the light field and its generic properties independent of the particular choice of an
optical medium. The optical medium is placed in an optical cavity. Photons emitted
into a mode of the cavity circulate many times inside before they leak out of the cavity.
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This enhances the process of stimulated emission since each photon interacts many
times with the optical medium. If the relaxation time of atoms in the optical medium
is much shorter than the ringdown time of photons in the cavity, the atoms can be
adiabatically eliminated leaving us with an effective description for the dynamics of the
light field [32, 48].
The light field can be described by the classical Langevin equation
α˙ =
(
−iω − γ + g
1 + |α|2/Isat
)
α +
√
qαin, (1.5.1)
for the complex amplitude α, where ω is the resonant frequency, γ are optical losses,
g is the optical gain, Isat is the saturation intensity, q is the strength of fluctuations
and αin describes Gaussian white noise 〈αin(t)α∗in(t′)〉 = δ(t − t′) [48]. This Langevin
equation correctly reproduces first- and second-order normally-order correlations of the
light field aˆ. The intensity I = 〈|α|2〉 corresponds to the mean photon number 〈aˆ†aˆ〉.
For large intensities, the factorization of higher statistical moments 〈aˆ† raˆr〉 ≈ Ir is a
good approximation, which allows us to efficiently compute higher-order photon-number
correlations [48].
The effective description of a light field captures two fundamental effects due to
the interaction of the light field with an optical medium. The first effect is stimulated
emission into the optical mode aˆ, which leads to the optical gain g. The second effect
is spontaneous emission into the optical mode aˆ, which leads to a stochastic force
αin, since photons emitted via the process of spontaneous emission have a random
phase. Spontaneous emission is usually the dominant source of fluctuations in a laser
even though other sources of noise can contribute to the total noise of strength q.
Such additional sources of noise can be due to the coupling of the optical mode to
its environment. The coupling to the environment leads also to optical losses γ. It is
desirable that the optical mode aˆ is dominantly coupled to a waveguide which is used
to outcouple light from the laser. In this way, the leaking of light from the mode aˆ into
the waveguide dominates over intrinsic optical losses.
The effective description of a light field is very general. It does not assume any
physical details of the optical medium except from the fact that the optical medium
adiabatically follows the dynamics of the light field. Despite its simplicity, the effective
description captures the effects of stimulated and spontaneous emissions, which are the
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fundamental effects on the light field due the interaction with the optical medium. We
use this effective description of the laser light field in chapter 3 to study the dynamics
of several lasers coupled in an array.
1.5.2 Mean light field
We start by discussing the dynamics of the mean light field, which captures the time
evolution of the expectation value 〈aˆ〉.
The mean light field α is described by the equation of motion
α˙ =
(
−iω − γ + g
1 + |α|2/Isat
)
α, (1.5.2)
obtained by omitting the stochastic term αin in the Langevin equation (1.5.1). We first
note that the equation of motion exhibits a U(1) symmetry, i.e. it is invariant under the
transformation α→ αeiφ, where φ is an arbitrary phase. Due to the U(1) symmetry, it
is convenient to split the complex optical amplitude α to an amplitude A and a phase
ϕ, where α = Aeiϕ. We can write equations of motion for the amplitude A and the
phase ϕ
A˙ =
(
−γ + g
1 + A2/Isat
)
A, (1.5.3)
ϕ˙ = −ω. (1.5.4)
We can see that the equations of motion for the amplitude A and the phase ϕ are
decoupled. The phase ϕ evolves with the constant angular velocity ω.
Inspecting the equation of motion (1.5.3), we can see that the amplitude A has a
stationary value A = 0. If the gain g is smaller than losses γ, the amplitude decays to
zero as A˙ < 0 for any A. As a result, A = 0 is a unique steady state as A has no other
stationary values for g < γ. We conclude that if the gain g is smaller than the decay
rate γ, the complex optical amplitude spirals towards α = 0. It represents a unique
stable steady state with a vanishing coherent occupation of the light field in the cavity.
If the gain exceeds the threshold value g = γ, a second stationary amplitude A =√
Isat
(
g
γ
− 1
)
emerges. Now the stationary amplitude A = 0 is unstable as A˙ > 0 for
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Figure 1.5.1: Asymptotic behavior of the mean light field α. (a) Intensity of the light
field |α|2 as a function of the optical gain g taking finite values above the threshold
value of the gain g = γ. (b) Stationary complex amplitudes α (red circle) in phase
space in a rotating frame with the frequency ω. The stationary complex amplitude α
acquires a certain phase ϕ¯ determined by initial conditions. The amplitude A relaxes
towards its stationary value (green arrows). The phase ϕ is an undamped degree of
freedom (purple arrows).
0 < A <
√
Isat
(
g
γ
− 1
)
. The amplitude converges towards the stationary value A =√
Isat
(
g
γ
− 1
)
for any A 6= 0 as also A˙ < 0 for A >
√
Isat
(
g
γ
− 1
)
. We conclude that
α(t) =
√
Isat
(
g
γ
− 1
)
e−iωt+iϕ¯ is a stable limit cycle, where the phase ϕ¯ is determined
by initial conditions. The intensity of the light field |α|2 = Isat
(
g
γ
− 1
)
is depicted in
Fig. 1.5.1a as a function of the optical gain g. For g > γ, the laser amplification via
stimulated emission leads to a coherent population of the light field. In Fig. 1.5.1b, we
plot the stationary amplitude α(t) in phase space in a rotating frame with the frequency
ω. The U(1) symmetry of the equation of motion (1.5.2) is spontaneously broken and
the complex amplitude acquires a specific phase ϕ¯, determined by initial conditions.
Investigating the Jacobian matrix
J =
(
∂A˙
∂A
∂A˙
∂ϕ
∂ϕ˙
∂A
∂ϕ˙
∂ϕ
)∣∣∣∣∣
A=
√
Isat( gγ−1)
=
(
−γ¯ 0
0 0
)
, (1.5.5)
we can determine the rate γ¯ = 2γ
(
1− γ
g
)
with which the complex optical amplitude
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α converges towards the limit cycle. The Jacobian matrix also describes the dynamics
in the vicinity of the limit cycle (red line in Fig. 1.5.1b). The amplitude A is damped
towards its stationary value (green arrows) at the rate γ¯. The oscillation phase ϕ is an
undamped degree of freedom (purple arrows) corresponding to the vanishing eigenvalue
of the Jacobian matrix.
Studying the mean light field, we discussed the fundamental behavior of a laser
light field. Below threshold g < γ, the complex optical amplitude relaxes at a vanishing
value since optical losses are larger than the optical gain. As a result, the light field
has a vanishing coherent population. Above threshold g > γ, the gain overcomes
losses and a coherent population of the light field builds up. The optical amplitude
starts performing limit-cycle oscillations with a constant amplitude. The oscillation
phase is an undamped degree of freedom, which is a characteristic feature of limit-cycle
oscillations that we have seen already for the van-der-Pol oscillator in section 1.3.
1.5.3 Fluctuations of a light field
We now study fluctuations of a light field in a laser. We discuss two cases: (i) fluctu-
ations for a vanishing mean light field below threshold and (ii) fluctuations around a
coherent mean field above threshold.
Well below threshold, g  γ, the optical amplitude |α(t)| is small compared to
the saturation amplitude
√
Isat and the dynamics of the complex amplitude α is well
described by the linearized Langevin equation of motion
α˙ = (−iω − γ + g)α +√qαin. (1.5.6)
The linearized Langevin equation of motion is obtained from the full Langevin equation
(1.5.1) by omitting second- and higher-order terms in α. The solution of the linearized
Langevin equations is
α(t) =
√
qe−iωt−(γ−g)t
∫ t
0
dτ eiωτ+(γ−g)ταin(τ), (1.5.7)
assuming that any initial excitations present at time t = −∞ were already damped
away at time t = 0. The intra-cavity field α is driven by the input noise αin and the
optical gain leads only to a decrease in the effective decay rate γ − g. The coherent
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population of the cavity vanishes, 〈α(t)〉 = 0, and the mean number of photons in the
cavity is 〈|α(t)|2〉 = q
2(γ−g) .
To study fluctuations well above threshold, we can decompose the complex optical
amplitude α = (α¯ + δα) e−iωt into the mean amplitude α¯ =
√
Isat
(
g
γ
− 1
)
eiϕ¯ and a
modulation δα. Due to the U(1) symmetry of the mean optical field, it is convenient to
express the modulation δα in terms of amplitude fluctuations δA and phase fluctuations
δϕ, where α =
(
A¯+ δA
)
ei(−ωt+ϕ¯+δϕ) and α¯ = A¯eiϕ¯. Well above threshold g  γ,
amplitude fluctuations δA and phase fluctuations A¯δϕ are small compared to the mean
optical amplitude A¯ and they can be described by linearized Langevin equations
δA˙ = −γ¯δA+
√
q
2
Ain, (1.5.8)
δϕ˙ =
√
q
2A¯2
ϕin, (1.5.9)
where γ¯ = 2γ
(
1− γ
g
)
, Ain =
√
2Reαin and ϕin =
√
2Imαin [32]. The input noise obeys
the following correlations 〈Ain(t)Ain(t′)〉 = δ(t− t′) and 〈ϕin(t)ϕin(t′)〉 = δ(t− t′).
Amplitude fluctuations are damped with the rate γ¯, which is approximately γ¯ ≈ 2γ
well above threshold g  γ. Assuming that any initial deviation δA(−∞) from the
stationary amplitude A¯ has decayed, amplitude fluctuations have the following solution
δA(t) =
√
q
2
e−γ¯t
∫ t
0
dτ eγ¯τAin(τ). (1.5.10)
The relative strength of amplitude fluctuations 〈δA2〉 = q
4γ¯
≈ q
8γ
compared to the
coherent mean-field occupation A¯2 = Isat
(
g
γ
− 1
)
≈ Isat gγ decreases with the optical
gain g.
Above threshold, the phase ϕ is an undamped degree of freedom as we discussed in
the previous subsection. As a consequence, also fluctuations of the phase are undamped,
see equation (1.5.9). Undamped phase fluctuation δϕ(t) = δϕ(0) +
√
q
2A¯2
∫ t
0
dτ ϕin(τ)
lead to a diffusion of the phase ϕ
〈[ϕ(t)− ϕ(t′)]2〉 = 〈[δϕ(t)− δϕ(t′)]2〉 = D|t− t′|, (1.5.11)
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with the diffusion constant D = q
2A¯2
.
In this subsection, we studied fluctuations of the light field in a laser. Below thresh-
old, fluctuations are damped with an effective damping rate, which is smaller than
the rate of intrinsic optical losses due to the optical gain. Above threshold, amplitude
fluctuations and phase fluctuations have a qualitatively different behavior as a coherent
mean field builds up in the cavity. On the one hand, amplitude fluctuations are damped
and their relative strength compared to the coherent mean-field occupation decreases
with the optical gain g. On the other hand, phase fluctuations are undamped and they
lead to a diffusion of the optical phase. The diffusion of an oscillation phase due to un-
damped phase fluctuations is a generic feature of limit-cycle oscillations. The presence
of an undamped degree of freedom, which is represented by the phase, is a consequence
of the fact that the U(1) symmetry of the light field is spontaneously broken above
threshold. The undamped degree of freedom is analogous to a Goldstone mode, which
is associated with undamped long-range fluctuations in spatially extended systems with
a spontaneously broken continuous symmetry [49].
1.5.4 Nature of laser light
In this subsection, we focus on the coherence properties of the light field in a laser,
which are important for laser applications [45]. In particular, we study non-equal-time
autocorrelations of the optical amplitude and the optical intensity.
Below threshold, the light field is only driven by the Gaussian input noise, see
equation (1.5.7). As a result, the light field inherits the Gaussian statistics of the input
noise. The non-equal-time autocorrelation of the optical amplitude α is
〈α(t)α∗(t+ ∆t)〉 = qeiω∆t−(γ−g)(2t+∆t)
∫ t
0
dτ
∫ t+∆t
0
dτ ′ eiω(τ−τ
′)+(γ−g)(τ+τ ′)〈αin(τ)α∗in(τ ′)〉
=
q
2(γ − g) e
iω∆t−(γ−g)|∆t|. (1.5.12)
The second-order autocorrelation function
g(2)(∆t) =
〈α(t)α(t+ ∆t)α∗(t+ ∆t)α∗(t)〉
〈α(t)α∗(t)〉〈α(t+ ∆t)α∗(t+ ∆t)〉 (1.5.13)
determines the relative strength of correlations between the optical intensity |α(t)|2 at
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time t and the optical intensity |α(t + ∆t)|2 at time t + ∆t [32]. Due to the Gaussian
nature of the light field α, we can express the second-order autocorrelation function as
g(2)(∆t) = 1 +
|〈α(t)α∗(t+ ∆t)|2
|〈α(t)α∗(t)〉|2 = 1 + e
−2(γ−g)|∆t|, (1.5.14)
where we used Wick’s theorem and equation (1.5.12) in the first equality and in the
second equality, respectively [32]. We can see that g2(0) = 2 and the second-order
autocorrelation function decays to unity for a large time difference ∆t. Below threshold,
the light field has a characteristic Gaussian nature with equal-time intensity correlations
g2(0) = 2 and vanishing intensity correlations for a large time difference ∆t.
We saw in the previous subsection that the nature of fluctuations in the laser light
field qualitatively changes above threshold. This also leads to a qualitative change in
the coherence properties. The non-equal-time autocorrelation of the optical amplitude
can be written as
〈α(t)α∗(t+ ∆t)〉 = 〈[A¯+ δA(t)] [A¯+ δA(t+ ∆t)] ei[ω∆t+δϕ(t)−δϕ(t+∆t)]〉, (1.5.15)
using the decomposition of the complex optical amplitude α =
(
A¯+ δA
)
ei(−ωt+ϕ¯+δϕ)
into amplitude fluctuations δA and phase fluctuations δϕ around the coherent mean
field α¯(t) = A¯e−iωt+ϕ¯. Well above threshold, amplitude fluctuations δA(t) are small
compared to the coherent mean light field A¯ and they can be neglected
〈α(t)α∗(t+ ∆t)〉 ≈ A¯2eiω∆t〈ei[δϕ(t)−δϕ(t+∆t)]〉 = A¯2eiω∆te− 12 〈[δϕ(t)−δϕ(t+∆t)]2〉 (1.5.16)
= A¯2eiω∆t−|∆t|/τc , (1.5.17)
where τc =
2
D
= 4A¯
2
q
is the coherence time. In the second equality on the line (1.5.16),
we used the property of Gaussian fluctuations 〈ex〉 = e〈x2〉/2 as the phase fluctuations
δϕ are Gaussian [32]. In the equality (1.5.17), we used equation (1.5.11). The time
delay ∆t, for which the light field α(t+ ∆t) still coherently interferes with itself α(t), is
limited due to the diffusion of the optical phase at rate D = q
2A¯2
. The autocorrelation
|〈α(t)α∗(t+ ∆t)〉| exponentially decays due to the phase diffusion. For time delays ∆t
that are much shorter than the coherence time τc, the light field α(t+∆t) still coherently
interferes with itself α(t) and the autocorrelation |〈α(t)α∗(t + ∆t)〉| ≈ 〈|α(t)|〉2 = A¯2
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is almost unchanged. For time delays that are much longer than the coherence time,
the coherence of the light field is lost as the autocorrelation 〈α(t)α∗(t+ ∆t)〉 vanishes.
Since the rate D = q
2A¯2
of the phase diffusion is inversely proportional to the intensity
A¯ of the light field, the phase diffusion can be very slow for large intensities. In that
case, the light field has a very long coherence time. The relation τc =
4A¯2
q
between the
coherence time τc and the intensity A¯
2 of the laser light field was first described by
Schawlow and Townes [50].
The second-order autocorrelation function is determined by amplitude fluctuations
g(2)(∆t) =
〈[A¯+ δA(t)]2 [A¯+ δA(t+ ∆t)]2〉
〈[A¯+ δA(t)]2〉〈[A¯+ δA(t+ ∆t)]2〉 . (1.5.18)
Well above threshold, the amplitude fluctuations δA are small compared to the coherent
mean field occupation A¯ and the leading order in the second-order autocorrelation
function is
g(2)(∆t) = 1 +
4
A¯2
〈δA(t)δA(t+ ∆t)〉+O
(
1
A¯4
)
= 1 +
q
γ¯A¯2
e−γ¯|∆t| +O
(
1
A¯4
)
,
(1.5.19)
where we used equation (1.5.10) in the second equality. We can see that intensity
correlations decay to unity at time t ∼ 1
γ¯
≈ 1
2γ
, which is much shorter than the coherence
time τc. Intensity correlations are suppressed as the amplitude fluctuations are small
compared to the coherent mean field A¯. Well above threshold, we can reach vanishingly
small intensity correlations with g(2)(0) ≈ 1.
Lasers are widely used sources of coherent light as the laser light field has a long
coherence time and vanishing intensity correlations well above threshold [45]. We can
use a semi-infinite waveguide to outcouple the light field from a laser. It is desirable that
the coupling γout to the waveguide is strong compared to intrinsic optical losses such
that γ ≈ γout. The light field emitted into the waveguide αout = αin −
√
2γα is directly
related to the light field α inside the laser by the input-output relation (1.4.18). For
a laser driven well above threshold, the large coherent field α represents the dominant
contribution to the emitted light field αout ≈ −
√
2γα.
The light field in a laser has very different coherence properties below and above the
lasing threshold. Below threshold, the light field is only driven by the input noise and, as
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a consequence, it inherits Gaussian statistics of the input noise. Amplitude correlations
vanish for a time delay comparable to the ringdown time of the laser cavity, which is the
inverse of the cavity decay rate. Intensity correlations are large for small time delays
and they decay to unity for time delays comparable to the cavity ringdown time. On the
other hand, well above threshold, the coherence time of the light field is only limited by
the diffusion of the optical phase. Since the diffusion constant is inversely proportional
to the intensity of the light field for large intensities, we can reach coherence times that
are much longer than the ringdown time of the laser cavity. Intensity fluctuations are
suppressed for large intensities of the laser light field. As a result, lasers pumped well
above threshold are excellent sources of coherent light [45].
1.6 Intermezzo: Quantum van-der-Pol oscillator
In this intermezzo, we consider again the van-der-Pol oscillator, which is an archetypical
model employed to investigate nonlinear limit-cycle oscillations. In section 1.3, we
studied the mean oscillation amplitude of the van-der-Pol oscillator, focusing on its
time evolution and the emergence of limit-cycle oscillations. Now we employ a quantum
model of the van-der-Pol oscillator to investigate effects of quantum fluctuations on
limit-cycle oscillations.
In particular, we consider the quantum van-der-Pol oscillator [51, 52] described by
the master equation in Lindblad form
˙ˆρ = −i
[
Ω bˆ†bˆ, ρˆ
]
+ γ1D[bˆ†]ρˆ+ γ2D[bˆ2]ρˆ = Lρˆ, (1.6.1)
where bˆ is the annihilation operator, ρˆ is a density matrix describing the state of the van-
der-Pol oscillator and L is the Lindbladian superoperator. The oscillator has a natural
frequency Ω and it experiences negative damping, D[bˆ†], and nonlinear damping, D[bˆ2],
with rates γ1 and γ2, respectively.
Even though implementations of the quantum van-der-Pol oscillator have been pro-
posed using trapped ions [51] and optomechanical systems [52], these proposals remain
experimentally very challenging and they are still awaiting an experimental realization.
Despite the fact that it has not been experimentally realized yet, the quantum van-
der-Pol oscillator is a very useful theoretical model for studying the effects of quantum
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fluctuations on limit-cycle oscillations. It has been employed to investigate how quan-
tum fluctuations affect the nonlinear phenomenon of synchronization [51, 52, 53, 54] as
well as a critical response close to the onset of limit-cycle oscillations [55]. We use the
quantum van-der-Pol oscillator in chapter 2 to study the effects of quantum fluctuations
on the nonlinear dynamics of synthetic gauge fields.
The relative strength of quantum fluctuations compared to the mean amplitude
b = Tr
[
ρˆbˆ
]
is controlled by a single parameter γ1
γ2
[52]. For γ1  γ2, the strength
of fluctuations is small compared to the mean amplitude b. As a consequence, the
higher-order moment Tr
[
ρˆbˆ†bˆ2
]
≈ |b|2b factorizes and we can derive the equation of
motion (1.3.1) for the mean amplitude b. We showed in section 1.3 that any solution
of the equation of motion (1.3.1) converges to a limit cycle with the amplitude b(t) =√
γ1
2γ2
ei(Ωt+φ0).
We can find steady states of the van-der-Pol oscillator by solving for the kernel of the
Lindbladian superoperator L. To this end, we truncate the infinite dimensional Hilbert
space of the oscillator by considering only the N lowest Fock states. We find that the
Lindbladian has a single zero-valued eigenvalue and thus the van-der-Pol oscillator has
a unique steady state. We plot the Wigner function [56]
W (x, p) =
1
pi
∫ ∞
−∞
dy exp(−2 i y p)〈x+ y|ρˆ|x− y〉. (1.6.2)
of the steady state in figure 1.6.1 for different values of the ratio γ1
γ2
. The Wigner
function represents a quasi-probability distribution of the position xˆ = bˆ† + bˆ and the
momentum pˆ = i
(
bˆ† − bˆ
)
of the van-der-Pol oscillator in phase space. We can see that
the steady-state Wigner function is rotationally symmetric and the phase φ of the van-
der-Pol oscillator is completely diffused, where b = Beiφ. This is a consequence of the
fact that, during limit-cycle oscillations, the phase φ is undamped as we have discussed
in section 1.3. We showed in the previous section on the example of a light field in a
laser that undamped fluctuations in the oscillation phase of a limit-cycle oscillator lead
to a diffusion of the phase. In the same way, the phase φ of the van-der-Pol oscillator
is diffused.
For large values of the ratio γ1
γ2
 1, the relative strength of quantum fluctuations is
small. We refer to this regime as classical. In this regime, the maximum of the steady
state Wigner function coincides with the trajectory (black line in figure 1.6.1a) of the
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Figure 1.6.1: Steady-state Wigner function of the quantum van-der-Pol oscillator for
different values of the ratio γ1
γ2
. Black lines show the mean amplitude b according to the
classical equation of motion (1.3.1). (Parameters: (a) γ1/γ2 = 10; (b) γ1/γ2 = 0.25;
Truncation: N = 20)
mean amplitude b according to the equation of motion (1.3.1). The steady state of the
van-der-Pol oscillator can be described by Gaussian fluctuations distributed along the
trajectory of the mean amplitude b [57].
For small values of the ratio γ1
γ2
 1, quantum fluctuations are strong compared to
the mean amplitude b and we refer to this regime as quantum. We can see in figure 1.6.1b
that the trajectory of the mean amplitude b according to the equation of motion (1.3.1)
deviates from the maximum of the Wigner function. For γ1
γ2
 1, the quantization
of van-der-Pol-oscillator energy levels is important. The nonlinear dissipation leads to
two-particle decay. As a result, the first excited state |1〉 cannot directly decay to the
vacuum state |0〉. This leads to a finite amplitude b =
√
1
3
even in the limit of a very
large nonlinear decay, γ1
γ2
→ 0. The equation of motion (1.3.1) predicts a vanishing
mean amplitude b for γ1
γ2
→ 0, since it does not take the quantization of energy levels
into account. As a result in the quantum regime for γ1
γ2
 1, the dynamics of the mean
amplitude b and fluctuations around it cannot be separated as in the classical regime.
In the quantum regime, the quantum van-der-Pol oscillator has to be described by the
master equation (1.6.1) to correctly take quantum fluctuations into account.
In this intermezzo, we introduced the quantum van-der-Pol oscillator and we dis-
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cussed its steady state. The relative strength of quantum fluctuations in the van-der-Pol
oscillator is controlled by a single parameter. In the classical regime, the van-der-Pol
oscillator can be well described by an equation of motion for the mean value of the
oscillation amplitude. In the quantum regime, this classical description breaks down
and quantum fluctuations have to be taken into account using the master-equation for-
malism. For these reasons, the quantum van-der-Pol oscillator is a suitable model to
study effects of quantum fluctuations on limit-cycle oscillations in the quantum regime
and on the crossover between the classical and the quantum regime.
1.7 Cavity optomechanics
In this section, we discuss the optomechanical interaction between light and mechanical
oscillators. The optomechanical interaction has been implemented in a wide variety of
mechanical oscillators, ranging from trapped atoms to kilogram-scale mirrors in Laser
Interferometer Gravitational-Wave Observatory (LIGO). Here we discuss optomechan-
ical concepts, which are important for research presented in chapter 2. Since we do not
provide an exhaustive introduction to the field of optomechanics, we refer the reader
to an extensive review [6] for more details. The coupling of a mechanical oscillator
to an optical mode allows for employing well-established experimental techniques for
optical systems to control the motion of the mechanical oscillator. We are particularly
interested in the situation when a mechanical oscillator is driven via the optomechani-
cal interaction with an optical mode into self-sustained oscillations, which are another
example of limit-cycle oscillations.
A standard optomechanical setup is depicted in figure 1.7.1. It consists of a Fabry-
Perot cavity with a movable mirror (green rectangle), which represents a mechanical
oscillator. For a Fabry-Perot cavity with a large free spectral range, we can focus only
on a single resonance. The resonant frequency of the cavity depends on the position x
of the movable mirror ωc(x) = ωc(0) +
∂ωc
∂x
x + O(x2), where x = 0 is the rest position
of the movable mirror. At the same time, photons induce the radiation pressure force
on the movable mirror, while reflecting from it. This results in the coupling between
an optical field inside the cavity and the position of the mechanical oscillator, which is
represented by the movable mirror. This optomechanical coupling is described by the
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Figure 1.7.1: Standard optomechanical setup consisting of a Fabry-Perot cavity with a
movable mirror (green rectangle). The position of the movable mirror xˆ couples to the
intra-cavity field aˆ, which is driven by a laser with the amplitude E. The intra-cavity
field experiences optical losses κ.
Hamiltonian
Hˆ = ωcaˆ
†aˆ+ Ωbˆ†bˆ− g0aˆ†aˆ
(
bˆ+ bˆ†
)
, (1.7.1)
where aˆ is the annihilation operator of the optical field, ωc = ωc(0) and Ω is the
frequency of the mechanical oscillator [6]. The position operator xˆ = xzpf
(
bˆ+ bˆ†
)
of the
mechanical oscillator can be expressed in terms of the annihilation operator bˆ and the
creation operator bˆ†, where xzpf =
√
~/2Ωm characterizes the strength of mechanical
zero-point fluctuations and m is the mass of the mechanical oscillator. The single-
photon optomechanical coupling g0 quantifies the strength of the interaction between
a single phonon and a single photon.
Despite a considerable effort to increase the single-photon optomechanical coupling
g0, it is still small compared to intrinsic photon losses κ in most current experiments.
As a result, the optomechanical interaction on the level of single photons remains exper-
imentally challenging, even though some experiments finally entered the single-photon
coupling regime for the first time [58, 59]. On the other hand, the optomechanical inter-
action can be enhanced by coherently driving the cavity with a laser, which results in a
large number of photons in the cavity. This leads to a considerable radiation pressure
and the enhancement of the optomechanical coupling. The laser drive is described by
an additional term in the Hamiltonian
Hˆ = ωcaˆ
†aˆ+ Ωbˆ†bˆ− g0aˆ†aˆ
(
bˆ+ bˆ†
)
+ E
(
aˆ eiωdt + aˆ†e−iωdt
)
, (1.7.2)
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where E is the amplitude of the driving field and ωd is the driving frequency. The
explicit time-dependence of the Hamiltonian can be removed by switching to a rotating
frame, Hˆ → UˆHˆUˆ † − iUˆ∂Uˆ †/∂t where Uˆ = eiωdaˆ†aˆt. This yields the time-independent
Hamiltonian
Hˆ = −∆aˆ†aˆ+ Ωbˆ†bˆ− g0aˆ†aˆ
(
bˆ+ bˆ†
)
+ E
(
aˆ+ aˆ†
)
, (1.7.3)
where ∆ = ωd−ωc is the detuning of the driving frequency from the resonant frequency.
The optical field inside the cavity aˆ = α+δaˆ can be split into the mean optical amplitude
α = 〈aˆ〉 and fluctuations δaˆ. In the presence of a strong laser drive E  κ, the
interaction between fluctuations δaˆ and the mechanical oscillator can be well described
within a linearized regime by the quadratic Hamiltonian
Hˆ = −∆δaˆ†δaˆ+ Ωbˆ†bˆ− g (δaˆ+ δaˆ†) (bˆ+ bˆ†) , (1.7.4)
and by the corresponding linear Heisenberg equations of motion. The optomechanical
interaction g = αg0 between fluctuations δaˆ and the mechanical oscillator is enhanced
by the mean optical field α.
In the linearized regime, radiation pressure due to the mean optical field leads only
to a static shift in the rest position of the mechanical oscillator. This in turn results
in an effective shift of the optical frequency, ∆eff ≈ ∆ + 2g20|α|2/Ω. The coherently-
enhanced optomechanical interaction described by the linearized Hamiltonian (1.7.4)
leads to dynamical effects on the mechanical oscillator. The first dynamical effect is an
effective shift in the mechanical frequency Ω called optical spring effect [6]. The second
dynamical effect is optomechanical damping with rate
Γopt = g
2
(
κ
κ2
4
+ (∆eff + Ω)
2 −
κ
κ2
4
+ (∆eff − Ω)2
)
, (1.7.5)
which together with intrinsic mechanical losses Γ contributes to the effective mechanical
damping Γtot = Γ + Γopt [6]. For a red-detuned laser drive ∆eff ≈ −Ω, the optome-
chanical damping leads to an increased damping of the mechanical oscillator. This can
be understood in the scattering picture: photons from the laser drive have a smaller
frequency than the cavity resonant frequency and they can be scattered into the cavity
mode by absorbing a phonon from the mechanical oscillator. This results in an effective
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damping of the mechanical oscillator. In the so-called resolved-sideband regime Ω κ,
this effective optomechanical damping is so strong that it can be used to cool the motion
of the mechanical oscillator into its ground state [60]. The optomechanical cooling was
a very important experimental achievement [7, 8], which has brought optomechanics
into the quantum regime. Since then, optomechanical cooling has become routinely
used in experiments.
However, in this thesis we are interested in the opposite regime where the laser drive
is blue detuned ∆eff > 0. In the scattering picture, photons from the laser drive have
now a larger frequency than the cavity resonant frequency and they are scattered into
the cavity mode by emitting a phonon into the mechanical oscillator. Thus the optome-
chanical damping is negative Γopt < 0 and it can lead to an optomechanical instability
if it overcomes intrinsic mechanical losses Γ [61]. The linearized description can be still
used to determine the onset of the optomechanical instability, for which the effective
mechanical damping vanishes Γtot = Γ + Γopt = 0. However, when the mechanical
oscillator becomes unstable, any initial fluctuations in the mechanical amplitude are
exponentially amplified and the optomechanical interaction can no longer be described
in the linearized picture. Due to the nonlinear nature of the optomechanical interac-
tion, the amplification of the mechanical oscillator saturates at a certain mechanical
amplitude and the mechanical oscillator ends up performing self-sustained oscillations
[61]. These mechanical self-oscillations are another example of limit-cycle oscillations,
which play a key role in the research presented in this thesis.
Optomechanically induced self-oscillations share generic features with the quantum
van-der-Pol oscillator, which was discussed in the intermezzo, even though optomechan-
ical self-oscillations are, in general, more complicated. Optomechanical self-oscillations
are multi-stable as the mechanical amplitude can settle at multiple stationary values
[61, 62]. For a strong single-photon optomechanical coupling, the Wigner function of
the mechanical oscillator can have negative values [63, 64]. The negativity of the Wigner
function is a genuine signature of quantum states, which the quantum van-der-Pol oscil-
lator lacks. However, basic features of optomechanical self-oscillations, when stabilized
around a certain stationary amplitude, are well captured by the model of the quantum
van-der-Pol oscillator. Quantum fluctuations lead to the diffusion of the oscillation
phase and the strength of the quantum fluctuations is controlled by a single parameter
[62]. We will use the quantum van-der-Pol oscillator in chapter 2 as a simple model of
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mechanical self-oscillations allowing us to study effects of quantum fluctuations on the
nonlinear dynamics of synthetic gauge fields.
We focused in this section on the optomechanical interaction between a single op-
tical mode and a single mechanical mode. However, the optomechanical interaction
can be used to mutually couple several optical and mechanical modes. In this way,
optomechanical arrays of optical and mechanical modes can be implemented. Optome-
chanical arrays are relevant for the research presented in this thesis. In particular, we
are interested in the coupling of multiple optical modes to a mechanical self-oscillator,
which can provide a nonlinear interaction between the optical modes. In chapter 2,
we study an array of optical modes whose interaction is assisted by a mechanical self-
oscillator. In that situation, the phase of the mechanical self-oscillator represents a
synthetic dynamical gauge field for photons.
2 Dynamical gauge fields in optomechanical arrays
2.1 Introduction
The field of cavity optomechanics, addressing the interaction between light and sound,
has made rapid strides in recent years [6]. Experiments have shown ground state cooling
[7, 8], measurements of motion with record sensitivity [9], efficient conversion between
microwave and optical photons [65], dynamics of vibrations near exceptional points [66],
squeezing of a mechanical oscillator [10, 11, 12], the control of single phonons [67] and
entanglement of mechanical oscillators [13, 68] to name but a few achievements.
Due to the optomechanical interaction, mechanical vibrations can change light fre-
quency. During this process, the mechanical oscillation phase is imparted onto the light
field. This provides a natural means to generate synthetic magnetic fields for photons,
as was first suggested in Refs. [21, 25]. Together with reservoir engineering [69], these
ideas form the theoretical basis underlying a recent series of pioneering experiments
on optomechanical nonreciprocity [70, 71, 72, 73, 74, 75]. While those still operate in
few-mode setups, future extensions to optomechanical arrays [76, 77, 78, 79] will enable
studying photon transport on a lattice in presence of an arbitrary tunable synthetic
magnetic field [25]. A similar optomechanical design underlies the first proposal for
engineered topological phonon transport [26]. These developments tie into the wide
field of synthetic magnetic fields and topologically-protected nonreciprocal transport,
first envisaged and implemented for cold atoms [15, 16, 80, 81] and then for photons
[17, 18, 19, 20, 22, 23, 24], phonons [26, 27, 28, 29, 82, 83, 84], and other platforms
[30, 31].
In these works, gauge fields are fixed by external parameters, e.g., the phases of
external driving beams. It was understood only recently that optomechanics provides a
very natural platform for creating dynamical classical gauge fields [85]: if the mechanical
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resonator is not periodically modulated by external driving but rather undergoes limit-
cycle oscillations, the phase of those oscillations becomes a dynamical gauge field. This
field is a new degree of freedom that can be influenced by photons.
The theory of classical dynamical gauge fields is not only important as a start-
ing point for high-energy quantum field theory (e.g. Yang-Mills and Higgs theories
[86, 87, 88]), but is also an active area of research in modern condensed matter physics
(e.g. in the gauge theory of dislocations [89], spin ice [90] and nematic liquid crystals
[91, 92]). We emphasize that our main goal is different from the attempts to build
quantum simulators for existing high-energy gauge theories (suggested theoretically for
ultra-cold atoms in optical lattices [93, 94], superconducting circuits [95, 96], cavity
quantum electrodynamics [97], and trapped ions [98]), where the experimental imple-
mentation remains very challenging (see Ref. [99] for the first steps). Rather, our work
provides new insight into all physical systems where limit-cycle oscillators assist tran-
sitions between linear modes, by connecting these systems to the general mathemati-
cal framework of dynamical gauge fields. This includes different kinds of limit-cycles
(electrical, mechanical, optical, and spin oscillators, pumped using electrical feedback,
optomechanical backaction, etc.), different kinds of linear modes (microwave, mechan-
ical, optical, magnon resonances, etc.), and almost arbitrary nonlinear coupling, using
optical or mechanical nonlinearities, Josephson junctions, etc. For concreteness, we
describe it here for the case of optomechanics, but the mathematics and the predictions
are general and of wide experimental applicability.
In this chapter, we first investigate the classical dynamics of synthetic gauge fields
assuming large optical and mechanical amplitudes such that quantum noise can be
neglected. This is an excellent approximation for existing optomechanical experiments
studying nonlinear dynamics.
If the gauge field dynamics results in a time-dependent vector potential, conven-
tional electromagnetism dictates that this describes an electric field. In this work, we
predict that synthetic electric fields can arise in elementary optomechanical systems, in
a dynamical way. The scenarios in which these electric fields arise, and their physical
consequences, are qualitatively different from the more conventional self-consistently
generated magnetic fields discussed in our previous work [85]. They can arise even
in a linear arrangement of coupled photon modes, where static vector potentials do
not have any effect, since they can be gauged away. This makes them a very relevant
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phenomenon for present-day experimental implementations, in setups as simple as two
coupled optical modes. Moreover, the appearance of electric fields turns out to depend
on the direction of photon propagation. In this way, we uncover a novel mechanism for
nonlinear unidirectional transport of photons (a photon diode). This works especially
well in arrays, where transport is significantly suppressed in the blockaded direction.
This work was published in Ref. [1].
Synthetic electric fields for photons have been previously analyzed only in the con-
text of prescribed external driving [100, 101], i.e. not dynamically generated. In these
cases, the nonlinear dynamics and unidirectional transport explored in our work are
absent.
In a second step, we consider the quantum dynamics of synthetic gauge fields in
optomechanical arrays taking into account quantum fluctuations. We study the minimal
setup exhibiting synthetic dynamical gauge fields: two optical modes that are coupled
by phonon-assisted tunneling where the phonon mode is undergoing self-oscillations.
Cavity optomechanics is approaching the nonlinear quantum regime where a single
photon displaces the mechanical oscillator by more than its zero-point uncertainty [102,
103]. This has motivated the theoretical investigation of optomechanically induced self-
oscillations in the quantum regime, showing that self-oscillations persist even if only a
few energy levels are occupied [62, 63, 64, 104, 105, 106]. In particular, we use the so-
called quantum van-der-Pol oscillator [51, 52] as a model of mechanical self-oscillations.
We show that in our model the strength of quantum fluctuations is controlled by a
single parameter. By tuning the strength of quantum fluctuations, we explore the
classical-to-quantum crossover, an analysis which has been carried out for the standard
optomechanical setup [53, 62]. We show that the phase of the mechanical oscillator is
very sensitive to noise and as a consequence its value is washed out deep in the quantum
regime by quantum fluctuations. However, the mechanical phase still represents a
synthetic gauge field for photons, despite being very noisy, since quantum fluctuations
do not break the gauge symmetry of the system. We show that even though the value of
the mechanical phase is washed out in the quantum regime, its nonlinear dynamics still
results in the generation of synthetic electric fields. This demonstrates the robustness
of synthetic electric fields against noise, which emerge via a dynamical instability. In
contrast to the classical regime, the transition from a vanishing to a finite synthetic
electric field is blurred by quantum fluctuations [107]. Sufficiently above threshold,
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the synthetic electric field is not affected by fluctuations and thus also the resulting
unidirectional light transport is robust against noise. However, the quantization of the
van-der-Pol oscillator’s energy levels leads to an increased mechanical amplitude with
respect to the classical regime, and an increased transmission in the blockaded direction.
This results in reduced isolation ratios, which, however, do not preclude unidirectional
light transport in arrays. These results are published in Ref. [2].
Our work shows that cavity optomechanics provides a suitable platform for studying
both the classical and the quantum dynamics of synthetic gauge fields. In the future,
it will allow for the investigation of genuine quantum features in synthetic gauge fields
and the interplay of their dynamics with quantum synchronization [51, 52, 53, 54].
2.2 Dynamical gauge fields for photons
The optomechanical interaction can be used to realize phonon-assisted photon tun-
neling, which, as we have shown previously, offers a natural route towards classical
dynamical gauge fields for photons [85]. Photons hopping between optical modes aˆ1
and aˆ2 absorb or emit a phonon from a mechanical mode bˆ. A pictorial representation of
this process is shown in figure 2.2.1b. Many implementations are conceivable (photonic
crystal devices, coupled toroids, and microwave circuits [6]), but a suitable realization
might simply consist of the well-known membrane-in-the-middle setup [108, 109]. The
Hamiltonian is
Hˆ =
2∑
j=1
νj aˆ
†
j aˆj + Ω bˆ
†bˆ+ J
(
bˆaˆ†2aˆ1 + h.c.
)
, (2.2.1)
where νj are the optical frequencies of modes aˆj, Ω is the frequency of the mechanical
oscillator and J is the tunneling amplitude [85]. In the following, we set ~ = 1. The
phonon-assisted photon tunneling is selected by tuning the mechanical frequency, Ω ≈
|ν2 − ν1|, see appendix 2.A for a detailed derivation of the Hamiltonian (2.2.1). The
Hamiltonian (2.2.1) is valid within the rotating-wave approximation for ν2 > ν1 and
Ω κ, J ,JB, where κ is the photon decay rate and B is the amplitude of the mechanical
oscillations: 〈bˆ〉 = Beiφe−iΩt.
During the photon tunneling process bˆaˆ†2aˆ1, the mechanical phase φ is imprinted on
the photons, similar to an Aharonov-Bohm (Peierls) phase. This can be used for op-
tomechanical generation of static gauge fields, as proposed in Ref. [25], and the scheme
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Figure 2.2.1: Setup exhibiting dynamically generated synthetic electric fields. (a) In
general terms: limit-cycle oscillator assisting the transition between linear modes. (b)
Optomechanical realization: a cavity with a movable membrane (green rectangle) in
the middle supporting optical supermodes aˆ1 and aˆ2 (mostly localized left and right,
respectively). The mechanical mode bˆ undergoes limit-cycle oscillations. Photons tun-
neling (red arrow) from optical mode aˆ1 to aˆ2 absorb a phonon from the mechanical
oscillation, thereby acquiring a phase shift set by the oscillation phase φ. Photon trans-
port through the setup can be probed by driving mode aˆ1 or aˆ2. Optical frequencies
are represented by the blue lines. (c) A one-dimensional array, with optical modes aˆj
of increasing frequency. Mechanical modes bˆj assist tunneling between modes aˆj and
aˆj+1. Some mode, aˆd, is driven by a laser (blue arrow), probing photon transport both
towards the left and right.
can be readily implemented in optomechanical crystals [110, 111] or the membrane-
cavity setup [108, 109, 112]. It was experimentally realized in Ref. [73].
To implement dynamical gauge fields for photons, i.e., fields that are themselves
dynamical degrees of freedom, the oscillation phase φ (the “gauge field”) has to evolve
freely, which is the case if the mechanical mode performs limit-cycle oscillations [85].
The limit-cycle oscillations can be generated by pumping an ancillary optical mode,
situated at a different frequency, on the blue sideband [61]. This pumping does not
impose any particular phase on the mechanical oscillator and thus the phase is able to
evolve according to its own dynamics. In this way, the phase φ turns into a dynamical
gauge field, being influenced by photon transport and acting back on photons. The
Hamiltonian (2.2.1) can be used as a building block for optomechanical arrays with
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dynamical gauge fields for photons, as we first proposed in Ref. [85]. We use the
equations of Ref. [85] as our starting point, to predict the new phenomenon of synthetic
electric fields generated by nonlinear dynamics, giving rise to unidirectional photon
transport.
2.3 The basic physics behind our results
We start with a preview of our results, emphasizing the physical intuition. Any oscillator
driven by a resonant force F0 cos(Ωt − θ) experiences a drift, φ˙ ∝ F0 cos(φ − θ), of its
phase φ. In our case, the force is the radiation pressure oscillating at the beat note
between the two optical modes, and we obtain φ˙ = −(J/B) |a1| |a2| cos(φ − θ), where
θ is the phase difference between the optical modes. If the forcing phase θ is kept
constant, this results in a stable fixed point φ = θ − pi/2. For a limit-cycle oscillator,
that behavior is known as phase locking (injection locking) to an external drive (see
appendix 2.D for more details).
However, in our case an interesting self-consistency problem arises: the phase dif-
ference θ = θ2 − θ1 of the two optical modes depends on φ itself, as the phase φ is
imprinted onto the photons during the phonon-assisted photon tunneling. The phase
of the force thus follows the oscillation phase. We now discuss qualitatively the result-
ing physics, which will be bolstered by detailed analysis later. Two cases need to be
distinguished, depending on which optical mode is driven by the laser (see figure 2.3.1a
and figure 2.3.1b). If the higher-frequency optical mode (labeled ’2’) is driven, then we
find θ = φ+ pi/2. The crucial term pi/2 comes about due to the resonant excitation of
the lower-frequency mode via the phonon-assisted transition 2 → 1. Comparing with
the stable fixed point for φ deduced above, we conclude that any value of φ is now
stable.
The situation drastically changes if the lower-frequency optical mode is driven by
the laser. Then, we find θ = φ − pi/2, where the sign has flipped because the roles of
optical modes have been interchanged (now the higher-frequency mode is excited by the
phonon sideband of the driven lower-frequency mode). This corresponds to an unstable
fixed point. Once φ tries to move away, θ will follow, such that φ is forever repelled.
This results in a finite phase drift φ˙ 6= 0, corresponding to an effective shift of the
mechanical frequency. Thus, the phonon-assisted tunneling process towards the higher-
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Figure 2.3.1: Dynamically generated synthetic electric fields in the two-site system.
(a,b) Phase evolution on the mechanical limit cycle (green orbit). (a) When the higher-
frequency optical mode is laser-driven, the system settles into a stable fixed point, with
a phase lag φ − θ = −pi/2. (b) When the lower-frequency optical mode is driven, the
phase is continuously repelled from an unstable fixed point φ− θ = +pi/2, generating a
finite synthetic electric field E = φ˙ 6= 0 acting on the photons. (c) The phase diagram.
In the white region, E vanishes in the steady state. If the lower-frequency mode, a1, is
driven, E bifurcates in the colored region to finite steady-state values. Their absolute
values are indicated by the color scale. The blue insets show the effective potential
V (E) determining the steady-state value of E . The dashed black line denotes the cut
along which E and the optical transmission T are plotted in (d) and (e), respectively.
For the higher-frequency mode, a2, being driven, E always vanishes for any values of
the system parameters. Consequently, the transmission is never suppressed.
frequency optical mode is no longer in resonance but detuned by φ˙. This off-resonant
excitation shifts the optical phase difference according to θ ≈ φ− pi/2− φ˙/(κ/2). The
equation φ˙ ∝ − cos(φ− θ) can then be fulfilled at a certain value of φ˙, which has to be
obtained self-consistently. This is the qualitative origin of the nonlinear dynamics that
gives rise to what we will identify below as a synthetic electric field E = φ˙ acting on
photons.
2.4 Classical dynamics and synthetic electric fields
Let us analyze the dynamics of the two-site system (2.2.1) with the mechanical oscillator
performing limit-cycle oscillations. The optical mode aˆj is driven by a laser of amplitude
Ej at frequency νD,j, probing photon transport through the system. The optical and
mechanical amplitudes are assumed large such that quantum noise can be neglected,
which is an excellent approximation for existing optomechanical experiments studying
nonlinear dynamics.
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Following Ref. [85], the classical equations of motion for the optical amplitudes
aj = 〈aˆj〉 and the mechanical phase φ read
φ˙ = ∆M − J
B
Re
[
a∗1a2e
−iφ] , (2.4.1)
a˙1 = i∆1a1 − iE1 − iJBe−iφa2 − κ
2
a1, (2.4.2)
a˙2 = i∆2a2 − iE2 − iJBeiφa1 − κ
2
a2, (2.4.3)
where ∆j = νD,j − νj and ∆M = νD,2 − νD,1 −Ω are optical and mechanical detunings,
respectively (switching to suitable rotating frames). The mechanical amplitude B is
considered fixed. These equations form the starting point of our analysis.
If only one optical mode is driven, no external phase is imprinted. The mechanical
oscillator is free to pick any phase despite the interaction with the optical modes. The
phase forms a classical gauge field with U(1) symmetry. The gauge transformation
φ 7→ φ+ χ2 − χ1, (2.4.4)
aj 7→ ajeiχj , for j = 1, 2, (2.4.5)
generates a new valid solution of the dynamical equations, for any real functions χj(t).
The transformation also preserves optical and mechanical frequencies whenever it is
time-independent, i.e., χj = const. However, if χj are time-dependent, equations (2.4.4)
and (2.4.5) have to be supplemented by a shift in frequencies: Ω 7→ Ω + χ˙1 − χ˙2 and
νj 7→ νj − χ˙j. Any time-evolving phase φ can be viewed as generating a synthetic
electric field
E = φ˙ (2.4.6)
for photons. For example, if mode 1 is driven, we can re-gauge using χ1 = 0, χ2 = −φ,
which results in a description where the mechanical phase is static but ν2 7→ ν2 +
E . This describes an effective optical frequency shift, which can be interpreted as a
synthetic electric field for photons in the same way that an energy difference between
electronic levels indicates a voltage drop, i.e., a real electric field. In conventional
electromagnetism, an electric field can be represented either by a time-dependent vector
potential or by a spatially varying potential. Analogically, the synthetic electric field
E is described either by the time-evolution of the mechanical phase or by an effective
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frequency shift. As we will show, E has important consequences for photon transport.
2.5 Dynamical phase diagram
Here, E is not prescribed externally but it arises due to the dynamics of coupled optical
and mechanical modes. The optical modes induce the force F acting on the mechanical
phase. The resulting phase evolution may generate a field E which effectively modifies
the optical frequency difference and, consequently, the population of the optical modes.
The results of the dynamical analysis are shown in figure 2.3.1. The results were
obtained by linear stability analysis and numerical simulations, see appendix 2.B for
more details.
We consider the fully resonant situation where physical effects are most pronounced,
as both optical driving and phonon-assisted photon tunneling are resonant (∆M = ∆1 =
∆2 = 0). The system always converges to a steady state. The steady-state value of
E depends on two dimensionless parameters: the rescaled limit-cycle amplitude BJ/κ
and the rescaled laser amplitude EJ/κ2.
The dynamical analysis becomes more intuitive by “integrating out” the optical
modes. This leaves us with an effective potential V (E), whose minima determine steady-
state values of E (see appendix 2.B for the full analytical expression):
E˙ = −dV (E)
dE = 0. (2.5.1)
In the white region of the phase diagram, figure 2.3.1c, the potential V (E) has a single
minimum at E = 0 (see the blue inset). For the lower-frequency mode, a1, being driven,
this steady state becomes unstable in the colored region of the phase diagram, where
the potential V (E) has two minima at finite values of E . The field E can develop
such a nonzero value for B < E/κ (above the dashed orange line). In terms of physical
parameters, the occupation of the driven optical mode has to exceed the phonon number
in the limit-cycle oscillation.
In contrast, if the higher-frequency mode, a2, is driven, V (E) always has a single
minimum at E = 0 for any values of system parameters.
The steady states are not qualitatively changed for finite mechanical and laser de-
tunings (see appendix 2.B) as well as for a finite coupling of the laser drive from the
left (right) to the optical supermode aˆ2 (aˆ1), see appendix 2.C.
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We now study the effects of the dynamically generated synthetic electric field on
light transport. The transmission T is the ratio of the output power leaking from the
nondriven mode, κ|a2|2 (if mode 1 is driven) or κ|a1|2 (if mode 2 is driven), and the
driving power E2/κ. We find that
T =
B2J2
κ2(
B2J2
κ2
+ 1
4
)2
+ 1
4κ2
E2
(2.5.2)
is suppressed when a finite field E detunes the tunneling process from resonance. In fig-
ures 2.3.1d and 2.3.1e, E and T , respectively, are depicted along the cut in figure 2.3.1c
denoted by the dashed black line.
When light propagates to higher optical frequencies, the phonon-assisted photon
tunneling is suppressed due to the synthetic electric field. In contrast, the field al-
ways vanishes when light propagates towards lower optical frequencies. In this way,
dynamical gauge fields give rise to a new mechanism for unidirectional light transport.
2.6 Nonlinear unidirectional light transport in a one-dimensional
array
The physics of synthetic electric fields also affects photon transport in arrays (fig-
ure 2.2.1c). For more details see appendix 2.E.
Figure 2.6.1a shows the result for a 1D array: for a sufficiently large laser drive,
the system switches into a state where finite E develops to the right of the laser drive.
This is the direction where photons need to gain energy when tunneling, and where we
already saw in the two-site system that (i) a finite field can develop, and (ii) it suppresses
photon transport. In the array, this results in a rapid exponential suppression of light
intensity. In contrast, light easily propagates towards the left, where E remains zero.
In figure 2.6.1b, we plot the ratio R = |ad−1/ad+1|2 of transmission to the sites adjacent
to the driven site j = d as a function of EJ/κ2. The suppression of light propagation
to the right, i.e., R > 1, is achieved above the threshold of the laser amplitude. At m
sites distance from the driven site, the ratio is exponentially increased to Rm.
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Figure 2.6.1: Light transport in a 1D array with dynamical gauge fields – generation
of a barrier for photon transport induced by synthetic electric fields. (a) The optical
amplitudes |aj| as a function of position for different values of the laser amplitude E
and BJ/κ = 1 (shown on a logarithmic scale). The dashed red line denotes the driven
site. Transport to the right is strongly suppressed. (b) The ratio R = |ad−1/ad+1|2 of
the optical amplitudes adjacent to the driven site j = d. (Plotted for n = 81 sites, site
d = 40 being driven.)
2.7 Experimental parameters
In this section, we estimate experimental parameters required for generating the syn-
thetic electric field. We show that unidirectional light transport can be observed
for experimentally realistic parameters. For the membrane-in-the-middle setup, fea-
sible parameters are κ ≈ 300 kHz, J ≈ 1 Hz, a zero-point fluctuation amplitude
of xZPF ≈ 10−15 m and a number of photons in the cavity (E/κ)2 ∼ 1010 [109].
A typical phonon number in limit-cycle oscillations driven well above threshold is
B2 ∼ (κ/J)2 ∼ 1010 with a corresponding real oscillation amplitude 2xZPFB ∼ 100 pm
[61]. Optical modes can be represented by hybridized modes of a cavity with avoided
crossing [109]. The splitting of their frequencies ≈ 200 kHz can match the mechanical
frequency. For these experimental parameters, EJ/κ2 ∼ 1 and BJ/κ ∼ 1 are promis-
ing for observing unidirectional light transport (see figure 2.3.1). The phonon number
can be decreased below the photon number in the driven mode by driving mechanical
self-oscillations closer to threshold [61], fulfilling the necessary condition for a finite
synthetic electric field (figure 2.3.1).
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Figure 2.8.1: Quantum model of an optomechanical setup exhibiting a synthetic dy-
namical gauge field for photons. (a) Red arrows depict tunneling of photons (with
tunneling amplitude J) from the optical mode, aˆ1, to the optical mode, aˆ2, assisted by
the coherent absorption of a phonon from the mechanical mode bˆ. The inverse process
happens with the same tunneling amplitude J . The mechanical oscillator performs
self-oscillations arising from the competition of linear (one-phonon) anti-damping and
nonlinear (two-phonon) damping with rates γ1 and γ2, respectively. Photons decay at
a rate κ. Optical modes are driven with lasers of amplitudes E1 and E2 to study the
transmission through the device. (b) Optical frequencies ν1 and ν2 satisfy the resonance
condition Ω ≈ ν2 − ν1, where Ω is the mechanical frequency.
2.8 Quantum model
We now consider a quantum model of synthetic dynamical gauge fields to take quan-
tum fluctuations into account. The minimal optomechanical setup featuring dynamical
gauge fields for photons consists of two optical modes and one mechanical mode, as
shown in figure 2.8.1. The tunneling between optical modes aˆ1 and aˆ2 is assisted by a
coherent absorption or emission of a phonon from the mechanical mode bˆ. This phonon-
assisted photon tunneling is described by the Hamiltonian (2.2.1). We now explicitly
consider coherent drives of optical modes aˆj at frequencies νD,j and with strengths Ej
in the Hamiltonian
Hˆ = −
2∑
j=1
∆O,j aˆ
†
j aˆj −∆M bˆ†bˆ+ J
(
bˆaˆ†2aˆ1 + h.c.
)
+
2∑
j=1
Ej(aˆj + aˆ
†
j), (2.8.1)
where ∆O,j = νj−νD,j and ∆M = Ω−νD,2 +νD,1 are optical and mechanical detunings.
The optical and mechanical modes are expressed in suitable rotating frames.
To implement dynamical gauge fields, the mechanical oscillator is assumed, as in
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previous sections, to perform self-sustained oscillations. In this case, the phase φ of the
mechanical oscillator is able to evolve according to its own dynamics which provides a
dynamical gauge field for photons with a U(1) symmetry. Here we employ the quantum
van-der-Pol oscillator as a model of the mechanical self-oscillations enabling us to study
synthetic dynamical gauge fields in the quantum regime. Two optical modes with
tunneling assisted by such a mechanical self-oscillator are described by the following
quantum master equation in Lindblad form
˙ˆρ = −i
[
Hˆ, ρˆ
]
+ κ
2∑
j=1
D [aˆj] ρˆ+ γ1D[bˆ†]ρˆ+ γ2D[bˆ2]ρˆ, (2.8.2)
for the composite density matrix ρ, where D[Oˆ]ρˆ = OˆρˆOˆ† − 1
2
{
Oˆ†Oˆ, ρˆ
}
and {·, ·}
is the anti-commutator. The Hamiltonian (2.8.1) governs the coherent dynamics of
the system. Photon decay at a rate κ is described by the dissipator D[aˆj]. Self-
oscillations of the mechanical mode arise from the competition of two dissipative pro-
cesses, namely negative damping, D[bˆ†], and nonlinear damping, D[bˆ2], with rates γ1
and γ2, respectively. Mechanical self-oscillations persist even in the extreme quantum
limit, γ2/γ1 → ∞, where only two lowest energy levels are occupied [51, 52]. As a
result, the model described by the master equation (2.8.2) allows us to study the dy-
namics of synthetic gauge fields deep in the quantum regime for low occupations of
the mechanical self-oscillator. The master equation (2.8.2) is a starting point for our
analysis of dynamical gauge fields in the quantum regime.
2.9 Classical limit and quantum parameter
We start our analysis of the minimal setup with the van-der-Pol oscillator by consid-
ering the classical regime of large mechanical and optical occupations when quantum
fluctuations are negligible.
In the classical regime, quantum fluctuations and the quantization of energy levels
can be neglected for the van-der-Pol oscillator [52] as well as for the optical modes.
The system can then be described by equations of motion for the expectation values
〈bˆ〉 = Tr
[
ρˆbˆ
]
≡ b, 〈aˆ1〉 = Tr [ρˆaˆ1] ≡ a1, 〈aˆ2〉 = Tr [ρˆaˆ2] ≡ a2, derived from the quantum
master equation (2.8.2). In the classical regime, it is a good approximation to factorize
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the higher order moments, Tr
[
ρˆbˆ†bˆ2
]
≈ |b|2b and Tr
[
ρˆaˆ†1aˆ2
]
≈ a∗1a2. In this way we
obtain a set of classical equations of motion
b˙ = i∆Mb− iJa∗1a2 +
γ1
2
b− γ2|b|2b, (2.9.1)
a˙k = i∆Oak − iE − iJ (δ1,kb∗ + δ2,kb) al − κ
2
ak, (2.9.2)
a˙l = −iJ (δ1,kb+ δ2,kb∗) ak − κ
2
al, (2.9.3)
where we assume that only one optical mode, ak, is driven, ∆O = ∆O,k and δj,k is
the Kronecker delta. The detuning, ∆O,l, of the nondriven optical mode, al, (l 6= k)
can be set to zero in the absence of the laser drive. Using rescaled optical amplitudes
a˜j = κaj/E, mechanical amplitude b˜ = Jb/κ and time t˜ = κt, the equations of motion
can be expressed as
db˜
dt˜
= i∆˜M b˜− iP a˜∗1a˜2 +
γ˜1
2
b˜− γ˜2|b˜|2b˜, (2.9.4)
da˜k
dt˜
= i∆˜Oa˜k − i− i
(
δ1,kb˜
∗ + δ2,kb˜
)
a˜l − 1
2
a˜k, (2.9.5)
da˜l
dt˜
= −i
(
δ1,kb˜+ δ2,kb˜
∗
)
a˜k − 1
2
a˜l, (2.9.6)
which depend on the dimensionless parameters ∆˜O = ∆O/κ, ∆˜M = ∆M/κ, γ˜1 = γ1/κ,
γ˜2 = κγ2/J
2 as well as the rescaled driving power P = J2E2/κ4.
However, the classical equations of motion do not depend on the quantum parameter
ζ =
J
κ
, (2.9.7)
which has been shown to control the strength of quantum fluctuations in the standard
optomechanical setup [53, 62]. Since ζ determines the scaling of the mechanical am-
plitude, it controls the strength of quantum fluctuations for the van-der-Pol oscillator.
The quantum parameter γ2/γ1 of the van-der-Pol oscillator [52] can be re-expressed as
γ2
γ1
=
γ˜2
γ˜1
ζ2 (2.9.8)
in terms of the standard optomechanical quantum parameter ζ and the two classical
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parameters γ˜1 and γ˜2. As a result, the strength of quantum fluctuations in our model
with the quantum van-der-Pol oscillator is controlled by the quantum parameter ζ.
In the classical regime, where quantum fluctuations are negligible, the optical and
mechanical amplitudes can be rescaled and the system dynamics is described by the
rescaled equations of motion (2.9.4), (2.9.5) and (2.9.6). These classical equations are
similar to equations (2.4.1), (2.4.2) and (2.4.3) studied in sections 2.4 and 2.5. As we
discussed in section 2.4, the dynamics of the mechanical phase gives rise to the synthetic
electric field for photons
E˜ = dφ
dt˜
= ∆˜M − P |a˜1||a˜2||b˜| cos (φ− θ2 + θ1) , (2.9.9)
where θj is the phase of the optical mode aj. Further to equations (2.4.1), (2.4.2) and
(2.4.3), equations of motion (2.9.4), (2.9.5) and (2.9.6) take into account the effects of
radiation pressure on the mechanical amplitude. This modification of the mechanical
amplitude does not qualitatively change the steady state of the model (for a detailed
analysis, see appendix 2.F). If light propagates from the lower to the higher optical
frequency, a synthetic electric field is generated above a threshold driving power, and, as
a consequence, light transport is suppressed. The synthetic electric field vanishes if light
propagates from the higher to the lower optical frequency. This leads to unidirectional
light transport via the dynamically generated synthetic electric field as discusses in
section 2.5.
2.10 Synthetic electric fields in the quantum regime
Now we study the effect of quantum fluctuations both close to the classical limit, ζ → 0,
as well as deep in the quantum regime, ζ & 1.
We investigate steady states of the system in the resonant case, i.e., ∆M = ∆O = 0,
for which the effects, studied here, are most pronounced. We consider driving the lower
optical frequency, where the synthetic electric field is dynamically generated and light
transmission is suppressed as discussed in sections 2.4 and 2.5. In the case of driving
the higher optical frequency, no synthetic electric field is generated and light can freely
propagate to the lower optical frequency (see appendix 2.G for more details).
To understand how the dimensionless parameters introduced in the previous section
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influence the dynamics of the quantum model, we rewrite the master equation (2.8.2)
in terms of these parameters. The master equation then reads
dρˆ
dt˜
= −i
[
Hˆ, ρˆ
]
+
2∑
j=1
D [aˆj] ρˆ+ γ˜1D[bˆ†]ρˆ+ ζ2γ˜2D[bˆ2]ρˆ, (2.10.1)
where
Hˆ = ζ
(
bˆaˆ†2aˆ1 + h.c.
)
+
√P
ζ
(aˆ1 + aˆ
†
1). (2.10.2)
We can see that the quantum parameter ζ, controls the scaling of optical amplitudes,
since the driving strength is
√P/ζ. It also determines the scaling of the mechanical
amplitude which is proportional to the ratio of negative damping rate, γ˜1, and the
nonlinear damping rate, ζ2γ˜2. As we have shown in the previous section, the scaling
of optical and mechanical amplitudes does not influence the classical dynamics of the
system. The absolute strength of quantum fluctuations,
[
bˆ, bˆ†
]
= 1, does not depend
on the scaling of the mechanical amplitude,
√
〈bˆ†bˆ〉 ∝ 1/ζ. As a result, the relative
strength of quantum fluctuations compared to the mechanical amplitude increases with
ζ.
Since time is now expressed in the units of photon decay rate κ, the dimensionless
parameter γ˜1 represents the ratio of the optical coherence time and the mechanical
coherence time. This parameter determines to which extent the mechanical amplitude
is influenced by the coupling to the optical modes. We choose γ˜1 = 10, in which case the
mechanical dissipative processes are fast compared to the dynamics of optical modes
and they dominate the dynamics of the system. In this regime, the modification of the
mechanical amplitude due to the coupling to optical modes is marginal. On the other
hand, the mechanical phase undergoes a slow dynamics which arise from the coupling
to the optical modes since the mechanical dissipative processes are phase insensitive. In
this regime, we can study the dynamics of the synthetic gauge field, i.e. the mechanical
phase, since the effects originating from the dynamics of the mechanical amplitude are
eliminated.
We consider the relative phase, ϕ = φ − θ2 + θ1, between the mechanical mode of
phase φ and the optical modes of phases θj to study the generation of synthetic electric
fields. The relative phase ϕ determines the action of the radiation pressure force on the
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Figure 2.10.1: Relative phase between mechanical and optical modes if the lower optical
frequency is driven. Relative phase distribution as a function of driving power P at
the onset of a finite synthetic electric field: (b) close to the classical limit and (d)
in the quantum regime. Corresponding phase coherence measure: (a) close to the
classical limit and (c) in the quantum regime. Classical-to-quantum crossover: (f)
relative phase distribution (shown on a logarithmic scale) and (e) phase coherence
measure as a function of the quantum parameter ζ for a large synthetic electric field.
The black dashed lines show the classical values of the relative phase. (Master equation
simulations for: (a) and (b) γ˜1 = 10, γ˜2 = 200, and ζ = 0.1; (c) and (d) γ˜1 = 10,
γ˜2 = 40, and ζ = 1; and (e) and (f) γ˜1 = 10, γ˜2 = 200, and P = 10000.)
mechanical phase and as a consequence also the value of the synthetic electric field as
it can be read off from the classical equation (2.9.9). The distribution
P (ϕ) =
∫∫∫ 2pi
0
dφdθ1dθ2 δ(φ− θ2 + θ1 − ϕ)p(φ, θ1, θ2) (2.10.3)
of the relative phase can be calculated from the steady-state density matrix ρˆSS, where
p(φ, θ1, θ2) = Tr [|φ, θ1, θ2〉〈φ, θ1, θ2|ρˆSS] , (2.10.4)
|φ, θ1, θ2〉 = 1(2pi)3/2
∑∞
n,m,l=0 e
i(nφ+mθ1+lθ2)|n,m, l〉, |n〉 is the Fock state. To study the
effect of fluctuations on the relative phase ϕ, we employ
M = 2pimax (P (ϕ))− 1, (2.10.5)
as a measure, which was used in Refs. [54, 113]. The quantity M is the height of a
peak in the relative phase distribution, P (ϕ). In the following, we will refer to M as
the phase coherence measure.
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In figure 2.10.1, we show the relative phase distribution and the phase coherence
measure as a function of driving power, P , close to the classical limit and deep in the
quantum regime. In the classical limit, the relative phase (black dashed lines) has a
single value ϕ = pi/2 at small driving power, see figure 2.10.1b, indicating that the
synthetic electric field vanishes in steady state (see appendix 2.F). For sufficiently large
driving powers, the relative phase bifurcates to values different from pi/2 and a finite
synthetic electric field is generated, see section 2.4.
While the classical equations of motion neglect fluctuations in the relative phase, the
master equation simulation (see appendix 2.H for more details) takes these fluctuations
into account and we study them using the relative phase distribution. Close to the
classical limit, the relative phase distribution is peaked around the classical value of
the relative phase, see figure 2.10.1b. Fluctuations of the relative phase are reduced
in the vicinity of the classical threshold value of driving power. This can be seen
from the sharper peak in the relative phase distribution around the classical value
(figure 2.10.1b) and the increase of the phase coherence measure at the onset of a
finite synthetic electric field, see figure 2.10.1a. In the classical limit, the steady state
is bistable above threshold. Depending on the initial conditions, the system ends up
in one of the stationary solutions of the classical equations (2.9.4), (2.9.5) and (2.9.6).
Fluctuations lead to transitions between these two classically stable stationary solutions
and to a unique steady state distribution of the relative phase, which is peaked around
the two classical stationary values.
The dynamics deep in the quantum regime shares several features with that in
the classical regime, see figure 2.10.1d. At small driving power, the relative phase
distribution is peaked around ϕ = pi/2 indicating a vanishing synthetic electric field.
For sufficiently large driving powers, the synthetic electric field is generated leading
to a bimodal relative phase distribution. The onset of a finite synthetic electric field
is shifted to larger driving powers compared to the classical case (black dashed lines).
This can be seen both in the relative phase distribution in figure 2.10.1d and the phase
coherence measure in figure 2.10.1c. The shifted onset of a finite synthetic electric
field is due to a special feature of the quantum van-der-Pol oscillator: the nonlinear
(two-phonon) damping cannot dissipate the last remaining phonon [52]. This is not
captured by the classical equations of motion. As a result, the mechanical amplitude
according to the full quantum model (green solid line) is larger than classically expected,
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Figure 2.10.2: Light propagation if the lower optical frequency is driven. Optical trans-
mission T and expectation value of the mechanical amplitude B˜2 = ζ2〈bˆ†bˆ〉 as a function
of driving power P at the onset of a finite synthetic electric field: (a) close to the clas-
sical limit and (b) deep in the quantum regime. (c) Classical-to-quantum crossover:
optical transmission and mechanical amplitude as a function of the quantum parame-
ter for large synthetic electric fields. The dashed lines show the classical limit. (Master
equation simulations for: (a) γ˜1 = 10, γ˜2 = 200, and ζ = 0.1; (b) γ˜1 = 10, γ˜2 = 40, and
ζ = 1; and (c) γ˜1 = 10, γ˜2 = 200, and P = 10000.)
see figure 2.10.2b. Since the mechanical amplitude has to be overcome by the lower-
frequency optical amplitude to generate the synthetic electric field (see section 2.5), the
onset of a finite synthetic electric field is shifted to larger driving powers.
If a synthetic electric field is generated, it leads to a suppression of light propagation
to the higher-frequency optical mode. In figure 2.10.2, the optical transmission T is
shown as a function of driving power P . The transmission T is the ratio of the output
power leaking from the higher-frequency optical mode, κ〈aˆ†2aˆ2〉, to the driving power,
κP/ζ2. Close to the classical limit, the transmission T is slightly decreased for small
driving powers. This is due to fluctuations broadening the mechanical frequency by
more than the optical linewidth so that the resonant condition, Ω = ν2 − ν1, is not
satisfied for every scattering event (absorption of a phonon). For large driving powers,
the generated synthetic electric field significantly suppresses the transmission T by
many orders of magnitude. A similar dependence of the transmission T on driving
power is found in the quantum regime, see figure 2.10.2b. For small driving powers,
the transmission is marginally reduced by fluctuations. For sufficiently large driving
powers, the transmission is strongly suppressed by the dynamically generated synthetic
electric field. However, the same amount of suppression occurs for larger driving powers
than in the classical limit since the onset of a finite synthetic electric field is shifted due
to larger mechanical amplitude B˜2.
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2.11 Classical-to-quantum crossover
To shed more light on the influence of quantum fluctuations and the quantization of
energy levels, we study transmission across the classical-to-quantum crossover.
We consider driving powers well above the onset of a finite synthetic electric field.
The synthetic electric field then remains constant as the quantum regime is approached
for increasing ζ. As a result, the relative phase distribution P (ϕ) is always peaked
around its classical value, see figure 2.10.1f. On the other hand, as the quantum
regime is reached, the relative phase distribution is washed out by quantum fluctu-
ations. As a consequence, the phase coherence measure significantly decreases, as seen
in figure 2.10.1e.
This demonstrates the robustness of the synthetic electric field generation against
noise. According to the classical equations of motion, the synthetic electric field, E˜ ∝
− cos (ϕ), depends on the relative phase, ϕ, see (2.9.9). The relative phase distribution
is washed out by quantum fluctuations as the quantum regime is approached. However,
the dynamics of the mechanical phase still results in the generation of the synthetic
electric field. It causes a shift in the frequency of the nondriven optical mode, which
can be seen in the power spectrum of this mode (shown in appendix 2.I). As a result,
the dynamically generated synthetic electric field detunes the phonon-assisted photon
tunneling from resonance leading to a suppression of light transmission even in the
quantum regime (see figure 2.10.2c). This shows that while the values of the optical
and mechanical phases are sensitive to noise, the synthetic electric field, represented by
the time evolution of the mechanical phase, is robust.
Even though the generation of synthetic electric fields is not prevented by quan-
tum fluctuations, transmission (solid blue line) increases as the quantum regime is
approached, see figure 2.10.2c. However this increase can be explained by the larger
mechanical amplitude according to the full quantum model (green solid line) than clas-
sically expected (green dashed line). For sufficiently large driving powers, the transmis-
sion, T ≈ 4B˜2/E˜2, depends linearly on the mechanical amplitude, B˜2 (see appendix 2.F
for the full analytical expression).
The generation of synthetic electric fields and the suppression of light propagation
in the direction of higher optical frequencies is robust against noise. They are also
present deep in the quantum regime where quantum fluctuations wash out the relative
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phase, ϕ, which is sensitive to noise. However, transmission in the blockaded direction
is increased due to a larger mechanical amplitude, which is increased in the quantum
regime compared to the classical limit.
2.12 Conclusions
While synthetic gauge fields for photons have been investigated thoroughly in recent
years, little was known about their dynamics. In this work, we have uncovered how a
synthetic electric field can be spontaneously created in a readily realizable optomechan-
ical setup. The resulting nonlinear photon-diode type of unidirectional transport can
lead to a large isolation ratio, especially in arrays. We demonstrate how the interplay
of nonlinearity, dynamics, and artificial gauge fields can produce novel physical effects
and possible new devices.
In the second step, we have investigated synthetic dynamical gauge fields in the
quantum regime, where quantum fluctuations have to be taken into account. We have
shown that even though the mechanical phase is very sensitive to noise and its steady-
state value is washed out by quantum fluctuations, its nonlinear dynamics still results
in the generation of synthetic electric fields. As a result, unidirectional light transport
via synthetic dynamical gauge fields is robust against noise and it leads, also in the
quantum regime, to significant isolation ratios. They are, however, reduced compared
to the classical regime due to an increased mechanical amplitude. Our work paves the
way for studying both the classical and the quantum dynamics of synthetic gauge fields
in optomechanics.
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Appendices
2.A Phonon-assisted photon tunneling
In this section, we derive the Hamiltonian (2.2.1) that describes our scenario in the main
text including the photon-phonon interaction term bˆaˆ†2aˆ1. This term is obtained in op-
tomechanical systems with two (or more) optical modes. Qualitatively, this term arises
whenever there are two optical modes that couple to the same mechanical resonator,
and the term becomes important dynamically if the mechanical frequency matches the
optical frequency difference. The earliest, well-known example is the membrane-in-
the-middle setup of the Harris group [108, 109]. More generally, such a three-body
interaction term will arise in systems of nonlinearly coupled modes (e.g. between three
optical modes in a χ(2)-medium, or between microwave modes in the presence of a
Josephson nonlinearity).
We consider a membrane in a cavity whose vibrational mode bˆ couples to two optical
modes of the cavity. The position of the membrane determines the frequencies ωL and
ωR of the optical modes aˆL (to the left of the membrane) and aˆR (to the right of the
membrane), respectively. Placing the membrane exactly in the middle of the cavity
results in equal optical frequencies. Dislocating the membrane slightly from the center
introduces splitting ω = ωR − ωL between the optical frequencies. Without loss of
generality, we assume ω ≥ 0. The optical modes aˆL/R coupled to the mechanical mode
bˆ are described by the Hamiltonian
Hˆ =ωLaˆ
†
LaˆL + ωRaˆ
†
RaˆR + Ω bˆ
†bˆ+ J0
(
aˆ†LaˆR + h.c.
)
− g0
(
aˆ†LaˆL − aˆ†RaˆR
)(
bˆ† + bˆ
)
, (2.A.1)
where Ω is the mechanical frequency, g0 is the single-photon optomechanical coupling
strength and J0 is the optical coupling strength. For optical modes with a different
transversal spatial profile, J0 can be arbitrarily tuned by the tilt of the membrane
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[109]. Due to the optical coupling, the cavity modes hybridize and that gives rise to
supermodes
aˆ1 =
−J0 aˆL + λ aˆR√
J20 + λ
2
, (2.A.2)
aˆ2 =
λ aˆL + J0 aˆR√
J20 + λ
2
, (2.A.3)
at frequencies ν1 = ωL− λ and ν2 = ωR + λ, where λ =
√
ω2
4
+ J20 − ω2 . In terms of the
supermodes, the Hamiltonian reads
Hˆ =
2∑
j=1
νj aˆ
†
j aˆj + Ω bˆ
†bˆ
+
[
Jres
(
aˆ†2aˆ2 − aˆ†1aˆ1
)
+ J
(
aˆ†1aˆ2 + h.c.
)](
bˆ† + bˆ
)
, (2.A.4)
where
J =
g0√
1 + ω
2
4J20
, (2.A.5)
Jres =
g0√
1 +
4J20
ω2
. (2.A.6)
Next, we assume driving of aˆL/R with lasers of strengths EL/R at frequencies νD,L/R.
Neglecting quantum fluctuations around large optical amplitudes, we can derive equa-
tions of motion
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φ˙ =∆M +
Jres
B
(|a1|2 − |a2|2) cos [φ− δt]− J
B
Re
[
a∗1a2e
−iφ + a1a∗2e
−iφ+2iδt] , (2.A.7)
a˙1 =i∆1a1 − iE1 − iEres1 e−iδt
+ iB
[
Jresa1
(
e−iφ+iδt + eiφ−iδt
)− Ja2 (e−iφ + eiφ−i2δt)]− κ
2
a1, (2.A.8)
a˙2 =i∆2a2 − iE2 + iEres2 eiδt
− iB [Jresa2 (e−iφ+iδt + eiφ−iδt)+ Ja1 (eiφ + e−iφ+2iδt)]− κ
2
a2, (2.A.9)
in frames rotating at suitable frequencies (mode a1 at νD,L, mode a2 at νD,R and mode
b at δ = νD,R − νD,L), where we assume mechanical limit-cycle oscillations 〈bˆ〉 = Beiφ
with a fixed amplitude B. We define ∆1 = νD,L − ν1, ∆2 = νD,R − ν2, ∆M = δ − Ω,
E1 = EL/
√
1 + λ2/J20 , E
res
1 = ER/
√
1 + J20/λ
2, E2 = ER/
√
1 + λ2/J20 and E
res
2 =
EL/
√
1 + J20/λ
2.
Now we consider the resonant case, ∆1 = ∆2 = 0, when the generation of the
synthetic electric fields is the most pronounced. In this case, driving of aˆL mostly
addresses supermode aˆ1, since the laser is on resonance with its frequency and the
overlap of aˆL with the other supermode aˆ2 is small provided that ω  J0. As a result,
we can neglect the residual driving of the supermode aˆ2. Similarly, driving of aˆR leads
to addressing mostly the supermode aˆ2. If the residual drivings are negligible and we
tune the mechanical frequency such that Ω = ν2−ν1, the coupling term bˆaˆ†2aˆ1 is selected
and the other coupling terms in the Hamiltonian (2.A.4) are off resonance. Neglecting
the off-resonant coupling terms within the rotating-wave approximation, which is valid
for Ω = ν2 − ν1 ≈ ω  κ, g0, g0B, the equations of motion reduce to equations (2.4.1),
(2.4.2) and (2.4.3) considered in the main text with the effective tunneling amplitude
J given by equation (2.A.5). The tunneling amplitude J decreases with decreasing J0.
As a result, a fine tuning of the ratio ω/J0 is necessary to achieve the optimal trade-off
between eliminating the residual driving of unwanted supermodes and maximizing the
amplitude of the term bˆaˆ†2aˆ1.
We have derived the Hamiltonian (2.2.1) for optical supermodes, which is considered
as the starting point in the main text, from the fundamental optomechanical Hamilto-
nian (2.A.1) for two optical modes coupled to a single mechanical mode. In summary,
whenever two optical modes and one mechanical resonator are in a mutual interaction,
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and when the mechanical frequency matches the optical frequency difference (at least
approximately), the interaction term aˆ†2aˆ1bˆ + h.c. assumed in our work is the generic
outcome.
2.B Steady states of the two-site system
In this section, we analyze the steady states of the two-site system with single mode be-
ing driven. They are stationary solutions of the equations of motion (equations (2.4.1),
(2.4.2) and (2.4.3) in the main text) constant in time. We first apply a time-dependent
gauge transformation to express the time-evolution of the mechanical phase in a form
of an effective optical frequency shift. Then we find a stationary condition for the syn-
thetic electric field E . Finally, we use an effective potential for the synthetic electric
field to study stability of its stationary solutions.
As mentioned in the main text, we assume that only one mode is driven. We
label the driven mode by the index k = 1, 2. Driving strengths can then be expressed
as Ej = E δj,k for j = 1, 2, where δj,k is the Kronecker delta. The detuning of the
nondriven mode can be set to zero, since there is no driving frequency. Therefore, the
optical detunings can be expressed as ∆j = ∆O δj,k. We make use of the time-dependent
gauge transformation
φ = φ˜+ χ, (2.B.1)
a1 = a˜1e
−iχ δ2,k , (2.B.2)
a2 = a˜2e
iχ δ1,k , (2.B.3)
which moves the dynamics of the mechanical phase to the time-dependent gauge param-
eter χ. By appropriately choosing χ, we can always achieve φ˜ = 0. The time-dependent
gauge transformation leaves the absolute values of the optical amplitudes unchanged.
As a result, a particular value of the gauge parameter is irrelevant. Only its first deriva-
tive χ˙ = φ˙ influences the optical occupations. The time evolution of the mechanical
phase results in an effective shift (δ2,k − δ1,k) χ˙ of the nondriven optical mode’s fre-
quency. Note that the driven mode, ak, is forced to oscillate with the frequency of the
laser drive, and thus it does not experience any frequency shift.
The role of the optical frequency shift χ˙ can be understood in analogy to electromag-
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netism. The mechanical phase corresponds to an effective vector potential. According
to conventional electromagnetism, the time evolution of the vector potential generates
an electric field. This electric field can be also represented by a scalar potential gradi-
ent. In this analogy, the time evolution of the mechanical phase generates a synthetic
electric field E = χ˙ for photons, which represent an effective optical frequency shift.
To provide the fixed point analysis for the both cases k = 1, 2 at once, we use
general indexes (k, l) ∈ {(1, 2), (2, 1)} to label the optical modes. According to the
gauge transformation (2.B.1), (2.F.2), and (2.F.3), the equations of motion transform
to
˙˜φ = E −∆M + J
B
Re [a˜∗ka˜l] = 0, (2.B.4)
˙˜ak = i∆Oa˜k − iE − iJBa˜l − κ
2
a˜k, (2.B.5)
˙˜al = i (δ2,k − δ1,k) E a˜l − iJBa˜k − κ
2
a˜l, (2.B.6)
where we substituted E = χ˙ . Taking the time derivative of equation (2.B.4), we obtain
the equation of motion for the synthetic electric field
E˙ =− κ (E −∆M) + EJ
B
Im [a˜l]
+
J
B
((δ2,k − δ1,k) E −∆O) Im [a˜∗ka˜l] . (2.B.7)
To find stationary solutions of the equations of motion (2.B.5), (2.B.6), and (2.B.7), we
first use that the equations (2.B.5) and (2.B.6) are linear in terms of optical amplitudes.
For a given value of the synthetic electric field E , the stationary optical amplitudes read
a˜k = E
(δ2,k − δ1,k) E + iκ2
−J2B2 + (δ2,k − δ1,k) E∆O −
(
κ
2
)2
+ iκ
2
[(δ2,k − δ1,k) E + ∆O]
, (2.B.8)
a˜l =
JB
(δ2,k − δ1,k) E + iκ2
a˜k. (2.B.9)
In following, we set ∆O = ∆M = 0 to present the important features of the steady
states. These features are not changed by finite detunings. We discuss the effects of
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finite detunings at the end of this section. By substituting the stationary values of
the optical amplitudes (2.B.8), (2.B.9) into equation (2.B.7), we obtain the stationary
condition for the synthetic electric field
E˙ = −κE
(E
κ
)2
+ 4
[(
JB
κ
)2
+ 1
4
]2
+ 4 (δ2,k − δ1,k)
(
EJ
κ2
)2
(E
κ
)2
+ 4
[(
JB
κ
)2
+ 1
4
]2 (2.B.10)
= 0 (2.B.11)
For k = 2, when the mode with the higher optical frequency, a2, is driven, only the
single stationary solution, E = 0, exists. For k = 1, when the mode with the lower
optical frequency, a1, is driven, stationary solutions with a finite synthetic electric field
E± = ±2κ
√√√√(EJ
κ2
)2
−
[(
JB
κ
)2
+
1
4
]2
(2.B.12)
emerge for 4EJ/κ2 > 4 (BJ/κ)2 + 1 in addition to E = 0.
To gain intuition about the stability of these stationary solutions, we find the po-
tential
V (E) =κ
3
2
(E
κ
)2
+ 2κ3 (δ2,k − δ1,k)
(
JE
κ2
)2
× ln
(E
κ
)2
+ 4
[(
JB
κ
)2
+
1
4
]2 . (2.B.13)
such that −dV (E)/dE is equal to the right hand side of equation (2.B.10). The potential
shows that the stationary solution E = 0 is always a stable steady state for k = 2 when
the optical mode with the higher optical frequency is driven (see figure 2.B.1). The
stability of the steady state does not depend on the system parameters. For k = 1,
when the mode with the lower optical frequency is driven, the stability of the steady
state depends on the two dimensionless parameters EJ/κ2 and BJ/κ. The potential
in figure 2.B.1 shows that the steady state E = 0 is the only stationary solution and it
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Figure 2.B.1: The potential for the synthetic electric field. It has a single minimum at
E = 0 for k = 2 (dashed lines) when the higher optical frequency is driven. For k = 1,
when the lower optical frequency is driven, the stationary value E = 0 becomes unstable
with increasing EJ/κ2 as two minima with a finite frequency shift emerge (solid lines).
(The potential is plotted for BJ/κ = 0.5.)
is stable in the white region of the phase diagram depicted in figure 2.3.1 of the main
text. It becomes unstable as the two steady states with a finite synthetic electric field
emerge in the colored region of the phase diagram in figure 2.3.1 of the main text. Note
that the potential does not provide conclusive information about the stability of the
steady states because it does not take into account the dynamics of the optical modes.
Therefore, the linear stability analysis was used to confirm that the stability of the
steady states is determined correctly by the potential V (E).
A finite mechanical detuning, ∆M 6= 0, detunes the phonon-assisted photon tunnel-
ing process from resonance. In this way, the mechanical detuning represents a static
synthetic electric field for photons in contrast to the dynamically generated synthetic
electric field E . If the higher optical frequency is driven, the dynamically generated
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synthetic electric field E acts against this static synthetic electric field and increases
transmission to the lower optical frequency with the increasing laser amplitude. On
the other hand, for the lower optical frequency being driven, the dynamically generated
synthetic electric field detunes the tunneling process further from resonance with the
increasing laser amplitude. As a result, it decreases light propagation to the nondriven
optical mode. Above some threshold of the laser amplitude, the synthetic electric field
bifurcates as the effective potential have two local minima. This again happens only
for the lower frequency being driven.
A finite laser detuning, ∆O 6= 0, suppresses the coherent driving, which results in a
smaller optical amplitude of the driven mode. For the higher optical frequency being
driven, the synthetic electric field always vanishes even for a finite optical detuning.
It vanishes also when the lower optical frequency is driven for small laser amplitudes.
Similarly as in the resonant case, the synthetic electric field bifurcates to finite values
over the threshold of the laser amplitude for the lower frequency being driven. The
threshold and the values of the bifurcated synthetic electric field are modified by the
finite optical detuning since it changes the population and the phase of the driven
optical mode. However, the qualitative features of the synthetic electric field remain
the same. The synthetic electric field is generated only above threshold and only for
the lower optical frequency being driven.
2.C Numerical simulations of the full equations of motion
In this section, we present numerical simulations of the system described by the funda-
mental Hamiltonian (2.A.1) when we consider the laser drive coupling to the original
(uncoupled) cavity modes, out of which the supermodes are formed. In this way, we
demonstrate the validity of the results presented in the main text where the description
of the system is simplified by assuming that individual supermodes can be separately
coupled to the laser drive.
We now simulate the dynamics of the uncoupled optical modes aˆL and aˆR according
to the fundamental Hamiltonian (2.A.1). To this end, we derive classical equations of
motion
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φ˙ = −Ω + g0
B
(|aL|2 − |aR|2) cosφ, (2.C.1)
a˙L = i (∆L + 2g0B cosφ) aL − iEL − iJ0aR − κ
2
aL, (2.C.2)
a˙R = i (∆R − 2g0B cosφ) aR − iER − iJ0aL − κ
2
aR, (2.C.3)
neglecting quantum fluctuations around the expectation values aL/R = 〈aˆL/R〉, where
we again assume that the mechanical mode, 〈bˆ〉 = Beiφ, performs limit-cycle oscillation
with a fixed amplitude B as well as ∆L = νD − ωL, ∆R = νD − ωR, and νD is the
frequency of the laser drive. We consider driving of a single uncoupled optical mode
at resonance with the corresponding supermode, i.e. νD = ν1 for EL 6= 0 or νD = ν2
for ER 6= 0, and Ω = ν2 − ν1. The generated synthetic electric field and the optical
transmission are shown in figure 2.C.1 as a function of the rescaled driving strength
Eg0/κ
2. One can see in figure 2.C.1a that a large synthetic electric field is generated
for mode aL being driven (solid lines). As a result, the transmission to the right (solid
lines) is significantly suppressed, see figure 2.C.1b.
For driving mode aR, a small synthetic electric field (dashed lines) is generated. This
is in contrast to the simplified model in the main text, where the synthetic electric field
completely vanishes when light propagates to the lower optical frequency. The small
generated synthetic electric field is a result of the residual driving of the supermode
a1 due to its nonvanishing overlap with the driven uncoupled mode aR. Since the
mechanical frequency, Ω = ν2− ν1, is chosen to match the optical frequency difference,
the supermode a1 is driven on the blue sideband. However, the residual driving can
be suppressed by increasing the sideband ratio ω/κ, see figure 2.C.1a. As a result, a
significant suppression of the optical transmission to the right (solid lines) in comparison
to the transmission to the left (dashed lines) can be reached, see figure 2.C.1b. This
leads to unidirectional transport of light which works especially well in one-dimensional
arrays. In such an array, the transmission ratio is exponentiated by the length of the
array, which results in a large suppression of transport in one direction.
Simulating the dynamics of the uncoupled optical modes, we have shown that uni-
directional light transport via synthetic electric fields is achieved for the fundamental
model described by the Hamiltonian (2.A.1). This demonstrates that the model in
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Figure 2.C.1: Dynamically generated synthetic electric fields in the two site system
considering the model described by the fundamental Hamiltonian (2.A.1). (a) For the
uncoupled optical mode, aL, being driven with a laser at frequency ν1 (solid lines), a
large synthetic electric field E develops. For driving the uncoupled optical mode, aR,
with a laser at frequency ν2 (dashed lines), a small synthetic electric field develops,
however, it is reduced as the sideband ratio ω/κ increases (see the legend). (b) As a
result, the optical transmission T to the right (solid lines) is significantly suppressed
in comparison to the transmission to the left (dashed lines). In a one-dimensional
array, this transmission ratio gets exponentiated by the length of the array, leading to
a very significant suppression of transport in one direction. (Plotted for Bg0/κ = 2,
J0/ω = 0.085.)
the main text indeed captures the important features of the interaction between the
two optical modes and the mechanical mode in our scenario. Our results show that
unidirectional light transport is more pronounced with the increasing sideband ratio
ω/κ.
2.D Phase locking
In this section, we provide a brief summary of phase locking, which can be reached
in the two site system by simultaneously driving both optical modes. Note that the
analysis presented in the main text is for a single mode driven only. We present here
quantitative features of phase locking, which has been previously well studied in a
similar optomechanical system [77].
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The starting point of the analysis are the equations of motion (2.4.1), (2.4.2) and
(2.4.3) in the main text. The stationary values for the optical amplitudes are
a1 = −
JBE2e
−iφ + iκ
2
E1
J2B2 +
(
κ
2
)2 , (2.D.1)
a2 = −
JBE1e
iφ + iκ
2
E2
J2B2 +
(
κ
2
)2 . (2.D.2)
Note that if both optical modes are driven, the phases ϕ1 and ϕ2 of the laser amplitudes
E1 and E2, respectively, determine the phases θ1 and θ2 of the intracavity modes. This
is different to the case when only a single optical mode is driven, where the phase of
the driving amplitude is irrelevant.
The stationary value of the mechanical phase φ obeys the Adler equation
∆M − |a1||a2| cos(φ− θ) = 0. (2.D.3)
where θ = θ2 − θ1. However, the absolute values of the optical amplitudes |a1| and |a2|
depend on the phase difference φ − θ. The Adler equation still determines uniquely
the stationary value of cos(φ− θ) but the full analytical expression of this equation is
complicated. Thus it is simpler to switch to the phase difference ϕ = ϕ2 − ϕ1 of the
laser phases ϕ1 and ϕ2. The Adler equation then has the form
∆M − J
B
|E1||E2|
J2B2 +
(
κ
2
)2 cos(φ− ϕ) = 0. (2.D.4)
We can easily read off that the stationary solution of φ exists for
|∆M | ≤ J
B
|E1||E2|
J2B2 +
(
κ
2
)2 . (2.D.5)
The mechanical phase φ is locked under this condition to the difference ϕ of the laser
drives’ phases. Since there is one-to-one correspondence between the laser drives’ phases
and the intracavity modes’ phases, the mechanical phase φ can be equivalently though
to be locked to the phase difference θ of the intracavity modes.
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2.E One-dimensional arrays
Here we provide details about one-dimensional arrays analyzed in the main text. We
consider an array, depicted in figure 2.2.1c of the main text, represented by a stack
of membranes inside a cavity. The sites of the array support optical modes aj whose
frequencies νj increase with site index j = 1, .., n. We assume that the phonon-assisted
photon tunneling processes are resonant: Ωj = νj+1 − νj, where Ωj is the frequency of
the mechanical oscillator assisting tunneling between modes aˆj and aˆj+1. Specifically,
we will consider a situation where some optical mode j = d is driven resonantly from
the side, to study light propagation towards the left (j < d), and towards the right
(j > d). Alternatively to membrane stacks, suitably designed coupled cavity arrays in
optomechanical crystals could implement such a setup.
The mechanical oscillators are again assumed to perform limit cycle oscillations
〈bˆj〉 = B eiφj with free phases and with a fixed amplitude B equal for all mechanical
oscillators. By straightforward extension of equations (2.4.1), (2.4.2), and (2.4.3) (in
the main text), we obtain the coupled equations of motion for the optical amplitudes
and the mechanical phases
φ˙j = − J
B
Re
[
a∗jaj+1e
−iφj] , (2.E.1)
a˙j = −iEjδj,d − iJBe−iφjaj+1 − iJBeiφj−1aj−1 − κ
2
aj, (2.E.2)
where δj,d is the Kronecker delta. The optical modes are expressed in the frames rotating
with their frequencies νj and the mechanical modes are in the frames rotating with the
difference of optical frequencies on the neighboring sites: νj+1 − νj.
We study the dynamics of one-dimensional arrays by numerically solving the clas-
sical equations of motion (2.E.1) and (2.E.2). The system converges to a steady state
for any values of the parameters EJ/κ2 and BJ/κ. Properties of the steady states are
discussed in the main text.
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2.F Steady states of the setup with the classical van-der-Pol
oscillator
In this section, we study the steady state in the classical limit, ζ → 0, of the two optical
modes coupled by phonon-assisted tunneling where the phonon mode is described by
the van-der-Pol oscillator. To this end, we find the stationary solutions of the classical
equations of motion (2.9.4), (2.9.5), and (2.9.6). We proceed in the same way as in
appendix 2.B. First, we use a time-dependent gauge transformation to represent the
time evolution of the mechanical phase in a form of the effective optical frequency shift,
which corresponds to the synthetic electric field. Then, we use linearity of the equations
of motion for the optical modes to find their stationary values. Finally, by substituting
in the stationary optical amplitudes, we obtain the stationary values of the mechanical
amplitude and the effective optical frequency shift.
The evolution of the mechanical phase and the mechanical amplitude can be sepa-
rated by the time-dependent gauge transformation
b˜→ b˜eiχ, (2.F.1)
a˜1 → a˜1e−iχ δ2,k , (2.F.2)
a˜2 → a˜2eiχ δ1,k , (2.F.3)
where χ = χ(t) is a time-dependent gauge choice. We set χ = −φ to express the
time evolution of the mechanical phase in the form of an effective optical frequency
shift, E˜ = dχ/dt˜, which represents the synthetic electric field. Here, φ is the phase
of the mechanical mode b˜ = B˜eiφ. After the time-dependent gauge transformation,
the mechanical phase is set to zero. Under the time-dependent gauge transformation
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(2.F.1), (2.F.2) and (2.F.3), the equations of motion transform to
dB˜
dt˜
= (δ1,k − δ2,k)P Im [a˜∗ka˜l] +
γ˜1
2
B˜ − γ˜2B˜3, (2.F.4)
dE˜
dt˜
=
(
∆˜M − E˜
)(
1 +
γ˜1
2
− γ˜2B˜2
)
+
P
B˜
Im [a˜l]
−
[
(δ2,k − δ1,k)
(
∆˜M − 2E˜
)
+ ∆˜O
] P
B˜
Im [a˜∗ka˜l] , (2.F.5)
a˜k
dt˜
=i∆˜Oa˜k − i− iB˜a˜l − 1
2
a˜k, (2.F.6)
a˜l
dt˜
=i (δ2,k − δ1,k) E˜ a˜l − iB˜a˜k − 1
2
a˜l. (2.F.7)
We study the stationary solutions of the equations of motion for ∆O = ∆M = 0.
Finite optical and mechanical detunings do not qualitatively change the steady states
of the system, see appendix 2.B. The optical amplitudes’ stationary values for a given
mechanical amplitude and a given synthetic electric field, read
a˜k =
(δ2,k − δ1,k) E˜ + i12
−B˜2 − 1
4
+ i1
2
(δ2,k − δ1,k) E˜
, (2.F.8)
a˜l =
B˜
−B˜2 − 1
4
+ i1
2
(δ2,k − δ1,k) E˜
. (2.F.9)
When the mode with the higher optical frequency, a2, is driven, the system converges
to a unique steady state with vanishing synthetic electric field E˜ for all parameters.
The stationary condition for the mechanical amplitude B˜ reads
(δ2,k − δ1,k) P
2
+
γ˜1
32
+
(
γ˜1
4
− γ˜2
16
)
B˜2 +
(
γ˜1
2
− γ˜2
2
)
B˜4 − γ˜2B˜6 = 0, (2.F.10)
which is a cubic equation for B˜2 with a single real-valued root.
When the mode with the lower optical frequency, a1, is driven, the synthetic electric
field vanishes for small driving powers P and the mechanical amplitude satisfies the
stationary condition (2.F.10). When driving power exceeds the threshold value
Pth =
[
2 (γ˜1 − 1) + γ˜2
4γ˜2
]2
, (2.F.11)
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the synthetic electric field bifurcates to finite values
E˜ = ±2
√
P − Pth. (2.F.12)
The steady state is then bistable. Depending on the initial conditions, the synthetic
electric field is either positive or negative. For the nonvanishing synthetic electric field,
the stationary mechanical amplitude reads
B˜ =
√
γ˜1 − 1
2γ˜2
. (2.F.13)
Above threshold, the mechanical amplitude does not depend on driving power. Impor-
tantly, light transport provided by the phonon-assisted photon tunneling is suppressed
above threshold by the synthetic electric field.
To study the suppression of light propagation by the generated synthetic electric
field, we use optical transmission T . It is the ratio of the output power leaking from
the nondriven mode, κ|a2|2 (if mode a1 is driven) or κ|a1|2 (if mode a2 is driven), and
the input power, κP/ζ2. The transmission
T =
B˜2(
B˜2 + 1
4
)2
+ 1
4
E˜2
(2.F.14)
is suppressed by the synthetic electric field. As a result, the transmission in the direction
to the higher optical frequency (mode a1 being driven) is suppressed above threshold
compared to the transmission to the lower optical frequencies (mode a2 being driven).
The synthetic electric field E˜ changes the relative phase ϕ = φ − θ2 + θ1 between
the mechanical mode and the optical modes. The relative phase is equal to
ϕ =
pi
2
+ arctan
(
2E˜
)
, or (2.F.15)
ϕ =− pi
2
+ arctan
(
2E˜
)
, (2.F.16)
when mode aˆ1 or mode aˆ2, respectively, is driven.
The model of two optical modes with tunneling assisted by the van-der-Pol oscillator
reduces in the classical limit to a model similar to that studied in sections 2.4 and 2.5. In
70 2. Dynamical gauge fields in optomechanical arrays
addition to that model, the modification of the mechanical amplitude due to radiation
pressure is considered. However, this modification does not qualitatively change the
generation of synthetic electric fields and unidirectional light transport.
The extent by which the mechanical amplitude is modified due to radiation pressure
depends on the parameter γ˜1, which is the ratio of the optical coherence time 1/κ
and the mechanical coherence time 1/γ1. For γ˜1  1, many phonons are emitted
or absorbed by photons as they decay much faster than phonons. This results in
a large modification of the mechanical amplitude. On the other hand, for γ˜1  1,
the mechanical amplitude is only marginally modified by radiation pressure since the
interaction of the phonon mode with bath dominates its dynamics. However, this
simultaneously suppresses phonon-assisted photon tunneling. To study the dynamics
of the synthetic gauge field represented by the mechanical phase, we want to eliminate
the modification of the mechanical amplitude but, at the same time, to preserve phonon-
assisted photon tunneling. To this end, we set γ˜1 = 10 in the main text, which provides
a good trade-off between eliminating the modification of the mechanical amplitude and
preserving phonon-assisted photon tunneling.
2.G Propagation to lower optical frequencies
In this section, we analyze propagation to lower optical frequencies where no synthetic
electric fields are generated. We assume the model analyzed in the main text, now in
the case when the higher-frequency optical mode is driven.
Results of the analysis are shown in figure 2.G.1 and figure 2.G.2. One can see in
figure 2.G.1b and figure 2.G.1d that the synthetic electric field always vanishes as the
relative phase distribution is peaked around the value, ϕ = 3pi/2, for all driving powers.
This happens both close to the classical limit, ζ = 0.1, and deep in the quantum regime,
ζ = 1. With increasing driving power the relative phase distribution is more peaked
around the value, ϕ = 3pi/2, and consequently the phase coherence measure increases,
see figure 2.G.1.
Close to the classical limit, numerical simulations are restricted to small driving
powers since many energy levels of the van-der-Pol oscillator have to be taken into ac-
count. The computational demand is even larger than in the case if the lower-frequency
optical mode is driven. In contrast to that case, many energy levels of the nondriven
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Figure 2.G.1: Relative phase between mechanical and optical modes in the case when
the mode, aˆ2, with the higher optical frequency is driven. Relative phase distribution
as a function of driving power P : (b) close to the classical limit, and (d) in the quantum
regime. Corresponding phase coherence measure: (a) close to the classical limit and (c)
in the quantum regime. The black dashed lines show the classical value of the relative
phase. (Master equation simulations for: (a) and (b) γ˜1 = 10, γ˜2 = 200, and ζ = 0.1;
and (c) and (d) γ˜1 = 10, γ˜2 = 40, and ζ = 1.)
optical mode are populated as the phonon-assisted photon tunneling is not suppressed
for the vanishing synthetic electric field, see figure 2.G.2.
For ζ = 0.1, when the quantum fluctuations are moderately strong, the mechanical
amplitude according to the full quantum model (solid green line) is well approximated
by its classical limit as it can be seen in figure 2.G.2a. However, in the quantum regime,
for ζ = 1, only a few mechanical energy levels are populated and their quantization has
to be taken into account. Since the quantization of energy levels is neglected for the
classical equations of motion, they predict significantly different mechanical amplitude
than the full quantum model, see figure 2.G.2b.
The transmission to the lower-frequency optical mode is decreased by quantum
fluctuations for any value of driving power both close to the classical limit and deep
in the quantum regime, see figure 2.G.2. The transmission slightly increases with
increasing driving power. This is in contrast to the large suppression of transmission
to higher optical frequencies caused by the synthetic electric field (figure 2.10.2). As a
result, significant isolation ratios of transmission to the lower and to the higher optical
frequencies can be achieved.
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Figure 2.G.2: Light propagation through the device in the case when the mode, aˆ2,
with the higher optical frequency is driven. Optical transmission T and expectation
value of the mechanical amplitude B˜2 = ζ2〈bˆ†bˆ〉 as a function of driving power P at the
onset of a finite synthetic electric field: (a) close to the classical limit and (b) in the
quantum regime. The dashed lines show classical limit. (Master equation simulations
for: (a) and (b) γ˜1 = 10, γ˜2 = 200, and ζ = 0.1; and (c) and (d) γ˜1 = 10, γ˜2 = 40, and
ζ = 1.)
2.H Numerical master equation simulations
In this section, we provide details about master equations simulations, with which the
main result of this chapter were obtained.
The starting point of our analysis is the master equation (2.8.2). This equation can
be rewritten as
˙ˆρ = Lρˆ, (2.H.1)
in terms of the superoperator L. We solve this equation for a steady state satisfying
the equation
Lρˆ = 0. (2.H.2)
The system described by equation (2.8.2) has a unique steady state.
To numerically solve equation (2.H.2), we express the superoperator L in the trun-
cated Fock basis taking into account N1, N2 and Nm lowest Fock states of modes aˆ1,
aˆ2 and bˆ, respectively. The dimensions of the matrix L, (N1N2Nm)2 × (N1N2Nm)2,
rapidly increase with the size of the truncated Hilbert space. This represents the major
restriction on occupations of optical and mechanical modes. To partially bypass this
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restriction, we make use of the displacement transformation
ρˆ→ D†(α1, α2)ρˆD(α1, α2), (2.H.3)
where
D(α1, α2) = eα1aˆ
†
1−α∗1aˆ1 eα2aˆ
†
2−α∗2aˆ2 , (2.H.4)
is the displacement operator and αj are complex numbers. The displacement transfor-
mation allows numerical simulations of strongly driven optical modes in the case when
they are in a state close to a coherent state.
The master equation simulations were efficient in the case of the lower optical fre-
quency being driven. The dynamically generated synthetic electric field suppresses the
transmission to the higher-frequency optical mode. As a result, the occupation of the
higher-frequency optical mode remains small and the lower-optical frequency mode is
in a state close to a coherent state. In this case, the displacement transformation allows
simulating a very strong coherent driving. In the case of the higher frequency being
driven, the transmission is not suppressed, which leads to a large occupations also of the
lower-frequency optical mode. As a result, master equation simulations are restricted
to lower driving powers especially close to the classical regime where the occupation of
the mechanical self-oscillator is large.
The figures in this chapter were produced for the following truncations: figures
2.10.1a, 2.10.1b and 2.10.2a for (N1 = 3, N2 = 15, Nm = 15); figures 2.10.1c, 2.10.1d
and 2.10.2b for (N1 = 5, N2 = 5, Nm = 5); figures 2.10.1e, 2.10.1f and 2.10.2c for
(N1 = 3, N2 = 15, Nm = 15); figures 2.G.1a, 2.G.1b and 2.G.2a for (N1 = 18, N2 = 4,
Nm = 11); 2.G.1c, 2.G.1d and 2.G.2b for (N1 = 30, N2 = 7, Nm = 5) as well as figure
2.I.1 for (N1 = 5, N2 = 5, Nm = 5).
2.I Optical power spectrum in the quantum regime
In this section, we study the power spectrum of the nondriven optical mode in the
quantum regime. The shift in frequency of this mode due to the time evolution of the
mechanical phase corresponds the synthetic electric field.
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Figure 2.I.1: Power spectrum, Saˆ†2aˆ2
(ω), of the nondriven optical mode, aˆ2, in the frame
rotating with the resonant frequency, ν2. The black dashed lines show the values of
the synthetic electric field E˜ according to the classical equations of motion. (Master
equation simulations for: γ˜1 = 10, γ˜2 = 200, ζ = 1, and P = 10000.)
The power spectrum of the optical mode, aˆ2, reads
Saˆ†2aˆ2
(ω) =
∫
dt eiωt〈aˆ†2(t)aˆ2(0)〉, (2.I.1)
where 〈aˆ†2(t)aˆ2(0)〉 = Tr
[
aˆ†2(t)aˆ2(0)ρˆSS
]
and ρˆSS is the steady state density matrix. The
power spectrum Saˆ†2aˆ2
(ω), can be efficiently computed in the quantum regime where
only few optical and mechanical energy levels are occupied. The spectrum is depicted
in figure 2.I.1 for the case where mode, aˆ1, is driven by a laser of large power. In this
case, a significant suppression of light transmission is reached, as discussed in the main
text. One can see that the spectrum features two peaks at frequencies shifted from the
resonant frequency (ω = 0 in the rotating frame). The peaks are located at frequencies
corresponding to the classical values of the synthetic electric field E˜ ≈ ±2√P . This
shows that the synthetic electric field is generated also in the quantum regime and its
values agree with the ones predicted by classical equations of motion.
The power spectrum of the nondriven optical mode demonstrates that the synthetic
electric field is robust against noise. This is in contrast to the relative phase, ϕ, which
is washed out by quantum fluctuations in the quantum regime.
3 Topological lasing
3.1 Introduction
Topological photonics has made rapid strides in the past years [33], investigating effects
of gain and loss on the topology of photonic energy bands [114, 115, 116], topology in
synthetic dimensions [101, 117, 118, 119] as well as the interplay of topology and non-
linear optics phenomena [120]. Lasing in topological photonic structures has recently
attracted a lot of attention not only because it allows studying topology in a novel
nonlinear non-Hermitian regime but also because topological structures can offer a new
design of laser devices. First, lasing of zero-dimensional edge modes has been demon-
strated in one-dimensional photonic arrays [121, 122, 123]. These pioneering works have
been followed by experiments reporting lasing of one-dimensional chiral edge modes in
two-dimensional photonic arrays [39, 43, 124, 125]. In a two-dimensional array, lasing
of a single edge mode extending over the whole edge of the photonic array has been
demonstrated [43]. The single-mode laser operation is robust against on-site disorder
in contrast to topologically-trivial laser arrays [44]. For this reason, topological lasers
are a promising candidate for highly-efficient lasers with a robust emission spectrum.
The rich dynamics of topological lasers are subject to current theoretical investiga-
tion [126, 127]. However, a theory for coherence properties of topological lasers, which
would be relevant for recent experiments demonstrating stable laser operation [43], is
still missing.
One essential characteristic of lasers is their large temporal coherence of the emitted
light field, which is required for practical applications [45]. The coherence is fundamen-
tally limited by the phase diffusion of the light field caused by the intrinsic noise due
to spontaneous emission [32]. Phase diffusion leads to a finite linewidth of the emitted
light field, which, in the absence of other noise sources, is determined by the Schawlow-
75
76 3. Topological lasing
Townes formula [50]. In realistic lasers, the coherence of the emitted light is affected
by the dynamics of the gain medium as well as the presence of multiple lasing modes,
leading to an additional broadening of the laser linewidth [128]. In this chapter, we
study how the coherence of the light field emitted by a topological laser is affected by
the elementary excitations around the mean-field steady state, which are excited by
intrinsic noise. To focus on the effects of the elementary excitations, we neglect the
dynamics of the gain medium assuming the gain medium instantaneously responds to
the dynamics of the light field.
In this chapter, we consider the Haldane model based on a two-dimensional photonic
array pumped along the edge. On the mean-field level neglecting quantum and thermal
fluctuations in the laser, we obtain lasing of a single edge mode. Depending on initial
conditions, lasing of edge modes with different lasing frequencies can be achieved as it
was described in Ref. [127]. We take fluctuations into account using nonlinear semiclas-
sical Langevin equations. We linearize the Langevin equations around the mean-field
steady-state solution to study elementary excitations. We consider weak gain and loss
in comparison to the coupling of optical sites in the array and a moderate size of the
array such that the frequency separation of edge modes is larger that the linewidth of
these modes. This regime is relevant for recent experiments on arrays of micron-scale
ring resonators [23, 43]. We study how normal modes of elementary excitations are
formed from the normal modes of a passive system, which does not experience either
gain or loss. We show that the hybridization of edge modes gives rise to long-lived ele-
mentary excitations, which lead to large phase fluctuations and a decreased coherence
of the emitted light field. The emergence of long-lived elementary excitations is not
a unique feature of topological lasers as they generically appear in laser arrays with a
linear frequency dispersion. However, the fact that the long-lived elementary excita-
tions in a topological laser are formed from topological edge modes makes them robust
against disorder. We show that, in contrast to long-lived elementary excitations in a
trivial laser, the life-time and the oscillation frequency of these topological long-lived
elementary excitations are robust against moderate on-site disorder.
The lifetime of elementary excitations strongly depends on the dispersion of edge-
mode frequencies around the lasing frequency. Any deviation from a linear dispersion
leads to a detuning for normal modes of elementary excitations, which can obstruct their
hybridization and, as a consequence, reduce their lifetime. For lasing at frequencies
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which do not lie in the middle of the passive-system band gap, the deviation from a
linear dispersion is sufficient to reduce the lifetime of elementary excitations by at least
one order of magnitude. This leads to a large suppression of phase fluctuations and an
increase of light coherence. On the other hand, amplitude fluctuations of the emitted
light field are increased resulting in a moderately larger second-order autocorrelation
function. We confirm our results by numerical simulations of full Langevin equations,
which take nonlinear noise dynamics into account. The results presented in this chapter
are included in a preprint Ref. [3].
3.2 Topological insulators
Topological insulators are a relatively recently discovered phase of matter with un-
conventional conduction properties including the integer quantum Hall effect and the
quantum spin Hall effect [34, 35]. In Chern insulators, which are a particular ex-
ample of topological insulators, conducting channels called edge states appear on the
boundary of an insulating two-dimensional bulk, leading to a quantized Hall conduc-
tance. The emergence and properties of these edge states are tied together with global
properties of the insulating bulk via the bulk-boundary correspondence, which makes
the edge states robust against local defects and imperfections in the crystalline struc-
ture of an electronic material. More recently, it was understood that topological edge
states and the bulk-boundary correspondence are generic features of waves in a periodic
medium. Topological properties of classical waves have been uncovered in various phys-
ical platforms such as light in photonic structures [33], mechanical waves in acoustic
metamaterials [41], geophysical waves [129] and electromagnetic waves in arrays of LC
circuits [42]. In this section, we provide an overview of the basic concepts in the the-
ory of topological insulators, considering the example of an insulating two-dimensional
electronic material.
An insulator is an electronic material with a gap in the electronic band structure,
which is a range of energies with no allowed electronic states. To induce electron
transport, a sufficient energy has to be supplied to excite electrons over the band gap,
otherwise we observe a vanishing conductance at zero temperature.
Topology is a field of mathematics describing properties of geometric objects which
are unchanged under continuous deformations. Two geometric objects are topologically
78 3. Topological lasing
equivalent if we can continuously deform one object into the other. The concept of global
topological properties, which are independent of particular local features that change
under continuous deformations, can be employed to bring insight into the properties
of insulators. In particular, we can introduce a topological classification, in which two
electronic materials with a band gap are topologically equivalent if we can continuously
deform one material into the other without closing the band gap.
In two-dimensional materials, topological properties of each electronic band n can
be characterized by a topological invariant called a Chern number
Cn = − 1
2pi
∫
BZ
B(n)dk, (3.2.1)
where the integral is taken over the first Brillouin zone,
B(n) = ~∇k × i〈ψn|~∇k|ψn〉 (3.2.2)
is the Berry curvature, |ψn〉 is the electronic state corresponding to the electronic band
n and k is the quasi-momentum. The Chern number takes integer values. The sum
of the Chern number over all bands is equal to zero. Using the Chern number, we
can introduce a quantitative topological classification: two electronic materials are
topologically equivalent if the sum of the Chern numbers over all filled bands is the
same.
Interesting physics arises on the boundary of two gapped materials which are not
topologically equivalent. Since we cannot continuously deform one material into the
other without closing the band gap, the band gap has to close somewhere at the bound-
ary between these two materials, giving rise to a conducting channel along the boundary.
We schematically show the resulting situation in figure 3.2.1. The conducting channels
correspond to edge states (figure 3.2.1b), which connect the valence (last filled) band
and the conduction (first empty) band, see figure 3.2.1a.
The change of the topological Chern number, which is a property of an insulating
bulk, across a boundary between two materials and the emergence of edge states on the
boundary are tied together via the so-called bulk-boundary correspondence [130]. The
bulk-boundary correspondence guarantees the appearance of topological edge states in-
dependent of the particular shape of the boundary. This is in contrast to conventional
3.2. Topological insulators 79
Figure 3.2.1: Boundary between two topologically inequivalent materials. (a) Band
structure of a topologically nontrivial material with a band gap (orange region) between
the conduction band and the valence band as well as a chiral edge state (blue line)
emerging on the boundary with a topologically trivial material. (b) Boundary between
topologically nontrivial material (brown) and topologically trivial material (white) as
well as the chiral edge mode (blue arrow).
edge states corresponding, for example, to whispering gallery modes, which are depen-
dent on the shape of the boundary.
Using the Chern number, we can determine the number of topological edge states,
which emerge on the boundary of two materials. Each of the two materials i = 1, 2
is characterized by the sum
∑
nC
(i)
n of Chern numbers over all filled bands n. The
number of topological edge states on the boundary of these two materials is equal to
the difference
∑
nC
(1)
n −∑nC(2)n in the sum of Chern numbers. The vacuum can be
thought of as a topologically trivial material with the Chern number of all bands equal
to zero. As a result, the number of topological edge states on the boundary of a material
with the topologically trivial vacuum is given by the sum
∑
nCn of Chern numbers over
all filled bands. A material having a nonzero sum of the Chern number over all filled
bands is called a Chern insulator.
Importantly, topological edge states are chiral, which means that they provide uni-
directional electron transport along the boundary. The sign of the summed Chern
number
∑
nCn over all filled bands determines the chirality of all edge states. If the
summed Chern number is positive (negative), all edge states provide clockwise (counter-
clockwise) electron transport along the boundary.
The integer quantum Hall effect is historically the first observed phenomenon, which
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is connected to the topology of an electronic band structure. A quantized Hall conduc-
tance was measured in a two-dimensional electron gas subject to a strong perpendicular
magnetic field [131]. Within linear response theory, the Hall conductance
σxy = −e
2
h
∑
n
Cn (3.2.3)
can be related to the Chern number Cn of electronic energy bands, where the sum is
over all filled bands n and h is Planck’s constant [132]. The formula (3.2.3) for the
Hall conductance can be interpreted as follows: the Hall conductance is provided by
topological edge states whose total number is
∑
nCn and each edge state contributes
with a quantum of conductance −e2/h [133].
Later, it was understood that the breaking of time-reversal symmetry is the funda-
mental ingredient leading to a topologically-nontrivial band structure and to the integer
quantum Hall effect. Haldane proposed a particular example of a system with a stag-
gered magnetic field, which breaks time-reversal symmetry, while the net magnetic field
through a unit cell vanishes [134]. The fact that the integer quantum Hall effect can
be observed only in systems with the broken time-reversal symmetry is consistent with
the chirality of edge states as unidirectional electron transport is not compatible with
time-reversal symmetry.
Topologically-trivial edge states can appear on the boundary of a material depending
on the particular shape of the boundary. However, imperfections in the material such as
slight variations of system parameters between unit cells or defects lead to backscatter-
ing of electrons, which largely affects the conducting properties of topologically-trivial
edge states.
In contrast to trivial edge states, the appearance of topological edge states is in-
dependent of the particular shape of the boundary, guaranteed by the bulk-boundary
correspondence. The chirality of topological edge states plays an important role when
imperfections in a material are taken into account. Unidirectional electron transport
provided by topological edge states is immune to backscattering, since there are no
edge states that would provide electron transport in the reverse direction. As a result,
the quantized Hall conductance is robust against imperfections and it does not depend
on the particular shape of the boundary. This is commonly referred to as topological
robustness and it is guaranteed by the topological properties of the bulk of the material
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as far as the imperfections are not strong enough to close the topological band gap in
the bulk.
In this section, we discussed Chern insulators, which are an example of topological
insulators. In Chern insulators with a broken time-reversal symmetry, topological edge
states, which are robust against imperfections, provide a quantized Hall conductance.
However, topological effects are not limited to systems with broken time-reversal sym-
metry. If spin is taken into account, topologically-nontrivial band structure can be
obtained even for the case of unbroken time-reversal symmetry, leading to the quantum
spin Hall effect [135, 136]. In this case, the topologically-nontrivial band structure of
individual spin components gives rise to Helical edge state, i.e. edge states providing
transport in one direction for spin up and transport in the reverse direction for spin
down. We refer the reader to reviews Refs. [34, 35] for more details about the quantum
spin Hall effect, in particular, and topological insulators, in general.
3.3 Topological photonics
The topology of energy bands is a very general concept that is not limited to electrons
in a solid-state material. The theory for the topology of energy bands can be straight-
forwardly extended to electromagnetic waves in periodic dielectrics, despite the very
different nature of electrons in a solid-state material and electromagnetic waves in a
dielectric.
Photonic crystals are dielectrics with a periodic change of the refractive index, which
affects electromagnetic waves propagating through the crystal in the same way as a
periodic potential in a solid-state material affects the movement of electrons. As a result,
the propagation of electromagnetic waves can be suppressed at certain frequencies. This
gives rise to a photonic band structure, where photonic bands (band gaps) correspond
to frequencies at which the propagation is allowed (suppressed).
The topological properties of photonic bands can be characterized analogously to
the topological properties of electronic bands, namely by associating a Chern number
to each photonic band [17, 137]. In Refs. [17, 137], it has been proposed that the
time-reversal symmetry can be broken in a photonic crystal due to the magneto-optical
effect, leading to the opening of a topological band gap and a topologically-nontrivial
band structure. The bulk-boundary correspondence implies the appearance of topolog-
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ical edge modes on the boundary of the photonic crystal, which unidirectionally guide
electromagnetic waves along the boundary. The resulting unidirectional propagation
of electromagnetic waves is immune to back-scattering on imperfections in the array
such as local defects or local disorder in system parameters. This is analogous to the
topological robustness of chiral electron transport in topological insulators. Frequencies
of edge modes lie within the topological band gap. As a result, edge-mode frequencies
are protected against local imperfections as long as they are not strong enough to close
the topological gap in the bulk of the photonic crystal.
A topological band structure has been implemented in a two-dimensional magneto-
optical photonic crystal with a clear signature of the nontrivial band topology in a
form of the unidirectional propagation of a microwave signal along the edge of the
photonic crystal [18]. Similar experiments in the optical domain remain challenging
due to a weak magneto-optical effect at optical frequencies. A more practical approach
to implementing a topological band structure in the optical domain exploits synthetic
gauge fields for photons, which give rise to an artificial magnetic field. Synthetic gauge
fields can be realized using (i) a periodic modulation of photonic degrees of freedom [20]
or (ii) the evanescent coupling of micron-scale ring resonators giving rise to an analogue
of a tight-binding Hamiltonian [19]. Synthetic gauge fields have been experimentally
realized employing the approach (i) in Ref. [138] and the approach (ii) in Ref [23]. These
pioneering works have been followed by a considerable research activity in the emerging
field of topological photonics, which deals with topological photonic structures [33].
Topological photonics has recently attracted a lot of attention, both implementing
a new type of topological photonic devices and opening new avenues of fundamental
research [33]. A robust unidirectional light propagation along the edges of topological
photonic structures holds a great promise for novel photonic devices such as waveguides
immune to backscattering, robust delay lines and optical isolators. The spectral robust-
ness of edge modes can be employed to implement spectrally-robust quantum emitters
and topological lasers. From the perspective of fundamental research, topological pho-
tonic structures can be employed to investigate the topology of energy bands in a novel
non-Hermitian regime as loss and gain are inherently present in photonic structures. In
topological photonic structures, we can also study topology in synthetic dimensions as
well as the interplay of topology and optical nonlinearities. We are particularly inter-
ested in the combination of topologically-protected unidirectional light transport and
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nonlinear laser amplification in topological lasers.
3.4 Topological lasers
We consider an array of optical sites, whose complex amplitudes cj, j = 1, ..., N , are
described by the semiclassical Langevin equations
i
d
dt
cj =
[
νj − iγ + i Pjg
1 +
|cj |2
Isat
]
cj +
N∑
k=1
Hjkck +Qjjcj,in, (3.4.1)
where ~ = 1, νj are the frequencies of the optical sites, the Hamiltonian Hjk describes
the coupling of these sites, and N is the number of the optical sites in the array.
Intrinsic optical losses lead to a decay at rate γ. Incoherent pumping of optical sites is
described by a saturable gain g, where Isat is the saturation intensity. We allow for a
spatial pump profile where Pj = 1 for pumped sites and Pj = 0 for not pumped sites.
Incoherent pumping is associated with intrinsic noise due to spontaneous emission at
rate q, which is the dominant source of fluctuations at the pumped sites. At sites
without pumping, the dominant source of fluctuations is shot noise at rate 2γ. Both
intrinsic noise due to spontaneous emission and shot noise can be described by Gaussian
white noise 〈cj,in(t)c∗k,in(t′)〉 = δjkδ(t− t′) with a correlation matrix QQ†, where Q is a
diagonal matrix, Qjk = δjk
[√
2γ(1− Pj) +√qPj
]
, and δjk is the Kronecker delta.
We focus on the Haldane Hamiltonian Hˆ = t1
∑
n.n. cˆ
†
j cˆk+t2
∑
n.n.n. e
iφjk cˆ†j cˆk based on
a honeycomb array (see Fig 3.4.1b) including the nearest-neighbor hopping with a real
amplitude t1 and the next-nearest-neighbor hopping with a complex amplitude t2e
iφjk
[134, 139]. φjk = φ for hopping in the directions shown by green arrows in Fig 3.4.1b
and φjk = −φ in the reverse directions, where φ is the Haldane flux. In figure 3.4.1c,
we plot the band structure of the passive Haldane model (black lines) for no gain and
no loss in the photonic array. For φ 6= 0, pi, the time-reversal symmetry of the system
is broken and a topological band gap opens (orange region). Cutting the array in the
shape of an infinite strip, chiral edge modes (blue lines) appear at the boundaries of
the array. Frequencies of the chiral edge modes lie in the topological band gap.
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Figure 3.4.1: Mean-field steady state of topological laser. (a) The honeycomb photonic
array with photon tunneling described by the Haldane model pumped in the blue region.
The color scale shows the mean-field steady state occupations |c¯j|2 of local optical sites.
(b) Unit cell of the Haldane model consisting of the sublattice A (gray points), the
sublattice B (black points), the nearest-neighbor hopping with a real tunneling t1 and
the next-nearest-neighbor hopping with a complex amplitude t2e
φjk . (c) Band structure
of the passive Haldane model (no gain no loss) with bulk modes (black lines), topological
band gap (orange region) and topological edge modes (blue lines) for an infinite strip
with zig-zag edges. (d) The overlap pm of the mean-field steady-state solution with
normal modes e(m) of the passive system (no gain no loss) for the mode with frequency
Ω/t1 = 0 lasing. (Parameters: t2/t1 = 0.15, φ = pi/2, γ/t1 = 0.01, g/t1 = 0.05, N = 61)
3.5 Mean-field steady state
We first find steady states of the mean-field dynamical equations for optical amplitudes,
which are obtained by omitting stochastic terms in the Langevin equations (3.4.1). We
consider a finite array depicted in figure 3.4.1a, where optical sites in the blue region
are pumped. We assume that gain and loss are weak in comparison to the hopping
amplitudes, i.e. g, γ  t1, t2. In this regime, lasing of a single topological edge mode is
achieved, which was theoretically shown in Ref. [44] and experimentally demonstrated
in Ref. [43]. In figure 3.4.1d, we show the overlap pm = |
∑N
j=1 c¯
∗
je
(m)
j |/
√∑N
j=1 |c¯j|2
of the mean-field steady state solution c¯j with the normal modes e
(m) of the passive
system (no gain no loss). Depending on the initial conditions, one of the edge modes
wins the gain competition. Since all edge modes extend across the whole pump region,
a single edge mode saturates the gain at all pumped optical sites and prevents lasing
of the other edge modes. As a result, the overlap of the mean-field steady state with a
single edge mode is close to unity and the overlaps with the remaining passive-system
normal modes is very small. Lasing of different edge modes leads to different lasing
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frequencies and different steady-state distributions of optical phases θ¯j along the edge
of the array (see figure 3.6.1a and 3.6.1b). However, the occupation of optical sites,
|c¯j|2, (see figure 3.4.1a) is almost identical for lasing of any edge mode, since all edge
modes have very similar spatial profile |e(m)j |2. The mean-field dynamics of complex
amplitudes cj/
√
Isat and the mean-field steady state c¯j/
√
Isat are independent of the
absolute scaling Isat.
3.6 Elementary excitations
The dynamics in the vicinity of a mean-field steady state can be described in terms of
elementary excitations, which represent small perturbations around the steady state.
These perturbations can correspond to fluctuations due to intrinsic noise or to an ex-
citation by a weak coherent probe. All elementary excitations around a stable steady
state are damped away. On the other hand, exponentially-growing elementary excita-
tions lead to a dynamical instability of the steady state. In this section, we show how
the normal modes of elementary excitations are formed from the passive-system normal
modes.
To study elementary excitations around the mean-field steady state, we decompose
optical amplitudes cj = (c¯j + δcj) e
−iΩt into the mean-field steady-state solution c¯j
and a modulation δcj, where Ω is the frequency of the lasing mode. Considering small
modulations around the mean-field steady state, we derive the linear Langevin equations
i
d
dt
(
δc
δc∗
)
= D
(
δc
δc∗
)
+Q
(
cine
iΩt
c∗ine
−iΩt
)
, (3.6.1)
where D is the dynamical matrix for elementary excitations around the mean-field
steady state, Q = Q ⊗ σz and σz is the Pauli matrix. See appendix 3.A for the
derivation of equation (3.6.1). The dynamical matrix
D = H +A =
(
H− Ω 1 0
0 −H∗ + Ω 1
)
+ i
(
Γ ∆
∆∗ Γ
)
(3.6.2)
can be decomposed into the Hermitian part H and the anti-Hermitian part A, where
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Hjk is the Hamiltonian of the passive system, 1 is the N ×N identity matrix,
Γjj = −γ + Pj g(
1 +
|c¯j |2
Isat
)2 , ∆jj = − Pj g c¯
2
j
Isat(
1 +
|c¯j |2
Isat
)2 , (3.6.3)
and Γjk = ∆jk = 0 for j 6= k. The dynamical matrix depends only on rescaled mean-
field optical amplitudes c¯j/
√
Isat. As a result, elementary excitations do not depend on
the absolute scaling, Isat, of the mean-field optical amplitudes.
For elementary excitations, the number of normal modes is doubled compared to
the number of passive-system normal modes. The dynamical matrix D exhibits the
following symmetry XDX = −D∗, where X = 1⊗ σx and σx is the Pauli matrix. Due
to this symmetry, the complex frequencies (α), α = 1, ..., 2N , of elementary excitations
are purely imaginary or appear in pairs
(
(α), ˜(α)
)
, where ˜(α) = − ((α))∗.
We first diagonalize the Hermitian partH by switching to the basis of passive-system
normal modes E (m)p = e(m) ⊗ (1, 0)T and E˜ (m)p =
(
e(m)
)∗ ⊗ (0, 1)T , where e(m), m =
1, ..., N , are eigenmodes of H. The eigenfrequencies of the Hermitian part are directly
formed from the passive-system eigenfrequencies ωm , giving rise to two branches 
(m)
p =
ωm − Ω and ˜(m)p = −ωm + Ω. The anti-Hermitian part
A˜ = i
(
Γ˜ ∆˜
∆˜∗ Γ˜∗
)
(3.6.4)
introduces a coupling between passive-system normal modes, where Γ˜ = U† Γ U, ∆˜ =
U†∆ U∗. Columns of the transformation matrix U are eigenmodes e(m). Due to the
anti-Hermitian coupling, the passive-system normal modes hybridize.
We now discuss the coupling of modes E (m)p and E˜ (n)p from the two different branches
due to the off-diagonal blocks ∆˜ and ∆˜∗ of the dynamical matrix. The coupling between
modes E (m)p and E˜ (n)p is described by the 2× 2 dynamical matrix
D˜(m,n) =
(
ωm − Ω 0
0 −ωn + Ω
)
+ i
(
Γ˜mm ∆˜mn
∆˜∗nm Γ˜nn
)
, (3.6.5)
if their frequencies are isolated from the rest of the passive-system spectrum, i.e. |ωm/n+
ωq − 2Ω|  |∆˜m/nq|, |ωm/n − ωq|  Γ˜m/nq for all q 6= m,n. The frequencies of the edge
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Figure 3.6.1: Elementary excitations for lasing of different edge modes. (a) and (b)
Mean-field steady-state distribution of optical phases along the top edge of the pho-
tonic array for the lasing frequency Ω/t1 = 0 and Ω/t1 = 0.25, respectively. (c) and (d)
Complex spectrum of elementary excitations with band gap (orange region), bulk modes
(black points) as well as edge modes (blue points) for the lasing frequency Ω/t1 = 0
and Ω/t1 = 0.25, respectively. Gray and blue lines show the splitting in imaginary
parts of complex frequencies due to the hybridization of bulk modes and edge modes,
respectively. (e) and (f) Real part and imaginary part, respectively, of complex frequen-
cies ± for two hybridized modes as a function of the detuning δω for different values
of the decay-rate difference δΓ/∆˜ = 0.02 (full lines), δΓ/∆˜ = 0.6 (dashed lines) and
δΓ/∆˜ = 2 (dot-dashed lines). (Parameters: (a-d) t2/t1 = 0.15, φ = pi/2, γ//t1 = 0.01,
g/t1 = 0.05, N = 61; (e) and (f) ω¯/∆˜ = 0, Γ¯/∆˜ = −2)
modes in the band gap of the passive system satisfy this condition for moderate system
sizes and for t1, t2  g, γ as considered in this work. Diagonalizing the 2× 2 dynamical
matrix, we obtain complex frequencies of hybridized modes

(m,n)
± = ω¯mn − iΓ¯mn ±
1
2
√
(δωmn + iδΓmn)
2 − 4|∆˜mn|2, (3.6.6)
where ω¯mn = (ωm − ωn) /2, δωmn = ωm + ωn − 2Ω, Γ¯mn = −
(
Γ˜mm + Γ˜nn
)
/2, and
δΓmn = Γ˜mm − Γ˜nn. The real parts of complex frequencies correspond to oscillation
frequencies and the imaginary parts of complex frequencies correspond to decay rates
or amplification rates. The real part and the imaginary part of the complex frequen-
cies 
(m,n)
± are shown in figures 3.6.1e and 3.6.1f, respectively, as a function of the
detuning δωmn. One can see that due to the anti-Hermitian coupling of passive-system
normal modes, the real parts of the complex frequencies are attracted to each other,
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Re
(

(m,n)
+ − (m,n)−
)
< |δωmn|. On the other hand, the imaginary parts of the complex
frequencies split. This is an example of level attraction, which is a general concept
appearing in various physical platforms [140, 141, 142]. For 2Γ¯mn >
√
δΓmn + 4|∆˜|2,
both hybridized modes decay as the imaginary parts of the complex frequencies are
negative. The splitting in the imaginary parts of the complex frequencies is large for
small detunings δω leading to a slowly-decaying mode and a fast-decaying mode. For
a large detuning |δωmn|  |∆˜mn|, the hybridization is negligible and the frequencies
of uncoupled modes 
(m,n)
+ ≈ ωm − Ω + iΓ˜mm as well as (m,n)− ≈ −ωn + Ω + iΓ˜nn are
recovered.
The hybridization of two edge modes from the two different branches described by
the 2× 2 dynamical matrix D˜(m,n) will be shown in the next section to have important
consequences for the complex spectrum of elementary excitations.
3.7 Spectrum of elementary excitations
We now investigate the complex spectrum of elementary excitations in the regime
t1, t2  g, γ. In figure 3.6.1d, we plot the complex spectrum of elementary excita-
tions for lasing of the edge mode with the frequency Ω/t1 = 0.25. This spectrum
reveals generic features of elementary excitations in topological lasers.
Normal modes of elementary excitations are formed from either bulk modes (black
points) or edge modes (blue points) of the passive system. In the regime t1, t2  g, γ,
the oscillation frequencies (real parts of complex frequencies) of elementary excitations
are predominantly determined by the eigenfrequencies of the Hermitian part H, which
consists of two branches 
(m)
p = ωm − Ω and ˜(m)p = −ωm + Ω formed from the passive
system frequencies ωm. These two branches are shifted with respect to each other by
the lasing frequency Ω. Since the lasing frequency lies in the passive-system band gap,
the band gaps of the two branches overlap, giving rise to a band gap in the spectrum of
elementary excitations (orange region in figure 3.6.1d). The band gap in the spectrum
of elementary excitations represents a range of frequencies within which no bulk modes
are excited by elementary excitations. As the lasing frequency Ω/t1 = 0.25 does not lie
in the middle of the passive-system band gap, the band gaps of the two branches overlap
only partially. As a result, the band gap in the spectrum of elementary excitations is
smaller than that of the passive system.
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All imaginary parts of complex frequencies are negative (except from a single fre-
quency with a vanishing imaginary part discussed later) confirming the stability of the
steady state. For the moderate system sizes that we consider here, |ωm−ωn|  g, γ for
all m 6= n and edge-mode frequencies ωm lying in the band gap of the passive system.
As a result, every edge mode E (m)p can significantly hybridize only with a single mode
E˜ (n)p from the other branch and their coupling is described by the 2 × 2 dynamical
matrix (3.6.5). Due to the large spatial overlap of edge modes in the pumped region
Pj, the coupling |∆˜mn| between edge modes overcomes the detuning of their passive-
system frequencies |δωmn|. This leads to a large hybridization of edge modes and to a
distinctive splitting in the imaginary parts of their complex frequencies (blue lines in
figure 3.6.1d).
Two passive-system normal modes formed from the lasing mode e(l) are always
degenerate at frequency 
(l)
p = ˜
(l)
p = 0. The hybridization of these two modes gives rise
to a non-decaying mode with the complex frequency 
(l,l)
+ = 0 and a fast-decaying mode
with the complex frequency 
(l,l)
− = −2iΓ¯ll (see appendix 3.B for more details). These
non-decaying and fast-decaying excitations correspond to undamped fluctuations in the
phase of the lasing mode and largely-damped fluctuations in the amplitude of the lasing
mode, respectively, which are characteristic for a laser driven above threshold [32].
Note that the hybridization of edge modes E (m)p and E (n)p from the same branch is
negligible because the detuning of passive-system frequencies |δωmn| = |ωm − ωn| is
always larger than the coupling term |Γ˜mn| between these modes.
Since couplings ∆˜nm and Γ˜nm between bulk modes are small, the hybridization
of bulk modes is typically also negligible. Complex frequencies of non-hybridized
bulk modes (black points in figure 3.6.1d) acquire imaginary parts Im (m) ≈ −γ and
Im ˜(m) ≈ −γ due to the diagonal term Γ˜mm ≈ −γ in the anti-Hermitian part of the
dynamical matrix.
Note that for the value of the Haldane flux φ = pi/2, a small hybridization of bulk
modes occurs for lasing at the frequency Ω/t1 = 0 (see figure 3.6.1c), because bulk
modes are pairwise degenerate due to the symmetry, S H S = −H∗, of the passive-
system Hamiltonian H, where S is a unitary and S2 = 1 (see appendix 3.C for more
details). However, the splitting in imaginary parts of complex frequencies for bulk
modes is small in comparison to the splitting for edge modes and the hybridization of
bulk modes does not appear for other values of the Haldane flux φ 6= pi/2 or for other
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lasing frequencies Ω/t1 6= 0.
3.8 Long-lived elementary excitations
We now discuss long-lived elementary excitations, which occur in the Haldane model
for lasing at a frequency lying in the middle of the passive-system band gap (vicinity
of Ω/t1 = 0 for φ ≈ pi/2).
In figure 3.6.1c, we plot the complex spectrum of elementary excitations for lasing
at the frequency Ω/t1 = 0, which lies in the middle of the passive-system band gap.
Long-lived elementary excitations with decay rates, which are orders of magnitude
smaller than any other energy scale in the system (γ, g, t1 and t2), appear due to
a large hybridization of edge modes. The very slow decay of long-lived elementary
excitations leads to an ultra slow relaxation of the topological laser towards the mean-
field steady state, which was numerically observed in Ref. [127]. In contrast to lasing
at the frequency Ω/t1 = 0, decay rates of slowly-decaying modes are comparable to γ
for the lasing at the frequency Ω/t1 = 0.25 (see figure 3.6.1d).
To understand the dependence of the spectrum for elementary excitations on the
selection of a lasing edge mode, we can expand the edge-mode frequencies ωm =
Ω + v1 (m− l) + v2 (m− l)2 + O
(
(m− l)3) around the lasing frequency Ω, where the
index l labels the lasing mode. For |v1|  |v2|, the frequency of edge mode m is
close to the frequency of edge mode 2l − m from the other branch of passive-system
normal modes and their detuning is δωm(2l−m) = 2v2 (m− l)2 + O
(
(m− l)4). If the
nonlinear coefficient |v2| and, as a consequence, also the detuning δωm(2l−m) are small
compared to the coupling |∆˜m(2l−m)| between the edge modes, the edge modes signif-
icantly hybridize giving rise to a large splitting in the imaginary part of the complex
frequencies, see equation (3.6.6) and figure 3.6.1f. On the other hand, if the nonlinear
coefficient |v2| is comparable to or larger than the coupling |∆˜m(2l−m)|, the resulting
detuning δωm(2l−m) obstructs the hybridization and the splitting in the imaginary parts
of edge-mode frequencies is reduced.
For the Haldane model, the dispersion of edge-mode frequencies is linear in the
middle of the passive-system band gap for any φ 6= 0, pi. As v2 is very small for lasing at a
frequency lying in the middle of the passive-system band gap, the long-lived elementary
excitations, whose decay rate is orders of magnitude smaller than any other energy scale
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Figure 3.8.1: Coherence properties of topological lasers. (a) and (b) Optical spectrum
of a pumped optical site lying at the edge of the topological array for lasing at the
frequency Ω/t1 = 0 and at the frequency Ω/t1 = 0.25, respectively. Linearization of
Langevin equations around the mean-field steady state (black line) and numerical sim-
ulations of nonlinear Langevin equations (purple line). The orange region shows the
band gap in the spectrum of elementary excitations. (d) and (e) Second-order auto-
correlation function of a pumped optical site lying at the edge of the topological array
for lasing at the frequency Ω/t1 = 0 and at the frequency Ω/t1 = 0.25, respectively.
Linearization of Langevin equations around the mean-field steady state (black line) and
numerical simulations of nonlinear Langevin equations (green line). (c) Smallest decay
rate of elementary excitations minα 6=η|Im (α)| as a function of the lasing frequency Ω
for Haldane flux φ = pi/2 (squares), φ = pi/2.25 (circles) and φ = pi/2.5 (diamonds).
(f) Equal-time second-order autocorrelation function g(2)(0) as a function of the lasing
frequency Ω for Haldane flux φ = pi
2
(squares), φ = pi
2.25
(circles) and φ = pi
2.5
(diamonds).
(Parameters: t2/t1 = 0.15, γ/t1 = 0.01, g/t1 = 0.05, Isatγ/q = 25; (a), (b), (d) and (e)
φ = pi/2)
in the system (γ, g, t1 and t2), appear for any value of the Haldane flux. This can be
seen in figure 3.8.1c, where we plot the smallest decay rate minα 6=η|Im (α)| (index η
labels the non-decaying mode) as a function of the lasing frequency Ω for different
values of the Haldane flux. On the other hand, for lasing at any frequency, which does
not lie in the middle of the passive-system band gap, the nonlinear coefficient v2 is large
enough to give rise to a considerable detuning of edge mode frequencies compared to
the coupling of edge modes. The hybridization of edge modes is then obstructed and
the smallest decay rate is comparable to γ, see figure 3.8.1c.
92 3. Topological lasing
Long-lived elementary excitations are not unique to topological lasers. They gener-
ically appear in one-dimensional arrays if the dispersion of the passive frequencies is
linear around the lasing frequency, see appendix 3.D for more details. However, in
contrast to topological lasers, long-lived elementary excitations in topologically trivial
lasers are sensitive to disorder. Even moderate disorder in the on-site frequencies νj
can obstruct or enhance the hybridization of the passive-system normal modes, leading
to a large change in the decay rate of the long-lived elementary excitations as well as in
their oscillation frequency, see appendix 3.G. On the other hand, long-lived elementary
excitations in a topological laser (φ 6= 0, pi) are robust against moderate on-site disorder.
Their decay rate is only marginally affected and thus it remains orders of magnitude
smaller than γ in the presence of disorder (see appendix 3.F for more details). The
oscillation frequency of long-lived elementary excitations is unaffected by the disorder.
The long-lived elementary excitations are robust against disorder since they appear due
to the hybridization of topological edge modes, which are protected against disorder as
long as disorder is not strong enough to close the topological band gap [23, 44].
In general, long-lived elementary excitations appear due to the hybridization of
edge modes for any topological model with a linear dispersion of edge-mode frequencies.
The lifetime of elementary excitations can be suppressed by selecting a lasing frequency
around which the dispersion of edge-mode frequencies is no longer linear. The long-lived
elementary excitations will be shown in the next section to have crucial consequences
for light coherence.
3.9 Coherence properties
We now discuss coherence properties of topological lasers and how they are influenced
by long-lived elementary excitations, investigating the emission spectrum of pumped
optical sites and the second-order autocorrelation function.
We start by studying the autocorrelation of complex optical amplitudes 〈cj(t)c∗j(t+
∆t)〉. The dominant contribution in this autocorrelation is determined by phase fluc-
tuations δθj, where cj =
(
C¯j + δC
)
ei(−Ωt+θ¯j+δθj) and c¯j = C¯jeiθ¯j (see appendix 3.E for
more details). The amplitude fluctuations δCj are negligible in comparison to the large
mean-field occupation C¯2j [32]. Amplitude fluctuations δCj and phase fluctuations δθj
are linearly related to the fluctuations of complex amplitudes δcj and δc
∗
j as well as to
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the normal modes of the elementary excitations(
δC
δΘ
)
=WN , (3.9.1)
where δΘj = C¯j δθj, the vectorN contains the complex amplitudes of the normal modes
and W is the transformation matrix. This allows us to express the autocorrelations of
complex optical amplitudes
〈cj(t)c∗j(t+ ∆t)〉 ≈ C¯2j eiΩ∆t−|∆t|/τc
+
∑
α 6=η
nα|W(j+N)α|2 ei(Re (α)+Ω)∆t+Im (α)|∆t| (3.9.2)
in terms of the complex frequencies of elementary excitations (α) and the occupations
nα =
1
2|Im (α)|
(RR†)
αα
of the corresponding normal modes, where
τc = 2C¯
2
j |W(j+N)η|−2/
(RR†)
ηη
(3.9.3)
is a coherence time, the index η labels the non-decaying mode, and
RR† = 1
2
W−1QQ† (W−1)† (3.9.4)
is the correlation matrix for the normal modes (see appendix 3.E for a detailed deriva-
tion).
The Fourier transform of the autocorrelation 〈cj(t)c∗j(t+∆t)〉 is the optical spectrum
Scj(ω). The light field emitted by optical sites is proportional to the complex amplitudes
of the optical sites as described by the input-output formalism [32]. As a result, the
emission spectrum is proportional to the optical spectrum Scj(ω). The optical spectrum
of a pumped optical site located at the edge of the array is shown in figures 3.8.1a
and 3.8.1b for lasing at the frequency Ω/t1 = 0 and Ω/t1 = 0.25, respectively. We
find a good quantitative agreement between the optical spectrum determined from
the linearized Langevin equations (black lines), see equation (3.9.2), and the optical
spectrum obtained from numerical simulations (purple line) of the nonlinear Langevin
equations (3.4.1). The ensemble average 〈cj(t)c∗j(t + ∆t)〉 can be replaced by a time
average for a steady-state laser operation.
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For lasing at both frequencies, the optical spectrum contains a central peak at the
lasing frequency corresponding to the first term in equation (3.9.2). Undamped fluctua-
tions in the phase of the lasing mode associated with the non-decaying normal mode of
elementary excitations lead to a phase diffusion of light field, giving rise to a Lorentzian
shape of the central peak with a linewidth 2/τc [32]. The linewidth is proportional to
the strength of fluctuations q as well as inversely proportional to the number of pumped
sites and the occupation of the pumped optical site C¯2j . The linewidth is approximately
constant for lasing of any edge mode. Small deviations in the linewidth occur due to
moderate discrepancies in the spatial profile |Wjα|2 of individual edge modes.
For lasing at the frequency Ω/t1 = 0 lying in the middle of the passive-system
band gap, the optical spectrum contains also satellite peaks (see figure 3.8.1a). The
satellite peaks appear due to the incoherent population of normal modes for elementary
excitations, corresponding to the terms on the second line of equation (3.9.2). The
occupation nα of normal modes for elementary excitations is inversely proportional to
the decay rate |Im (α)| and proportional to the strength of noise q. As a result, long-
lived elementary excitations with a very small decay rate are largely populated giving
rise to the satellite peaks in the optical spectrum. This large incoherent population of
normal modes for elementary excitations leads to large phase fluctuations in the emitted
light field decreasing its coherence.
Since elementary excitations are not dependent on the absolute scaling, Isat, of the
mean-field steady-state solution, the occupation of normal modes nα does not depend
on the mean number of photons in the lasing mode n¯. As a result, the height of the
satellite peaks is also independent of the mean number of photons in the lasing mode
n¯.
Our results show that large phase fluctuations and the decreased light coherence
of emitted light field persist even when moderate on-site disorder is introduced (see
appendix 3.F). This is due to the robustness of edge modes and their frequencies against
disorder. As a result, long-lived elementary excitations with a very small decay rate
and a large occupation nα of the corresponding normal modes occur even if moderate
on-site disorder is considered.
On the other hand, the incoherent population of elementary excitations and corre-
sponding phase fluctuations can be suppressed by selecting a different lasing frequency.
As it was shown in the previous section, the lifetime of elementary excitations is reduced
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by at least one order of magnitude for lasing at a frequency which does not lie in the
middle of the passive-system band gap, see figure 3.8.1c. As a result, the incoherent
population of elementary excitations and the corresponding satellite peaks in the opti-
cal spectrum are suppressed (see figure 3.8.1b) leading to a larger coherence of emitted
light than for Ω/t1 = 0.
The second-order autocorrelation function g
(2)
j describes correlations in the intensity
of emitted light at different times [32]. For a laser, it is desirable that these intensity cor-
relations vanish corresponding to g
(2)
j = 1. The second-order autocorrelation function
is determined by amplitude fluctuations [32]
g
(2)
j (∆t) =
〈cj(t)cj(t+ ∆t)c∗j(t+ ∆t)c∗j(t)〉
〈cj(t)c∗j(t)〉〈cj(t+ ∆t)c∗j(t+ ∆t)〉
= 1 +
4
C¯2j
〈δCj(t)δCj(t+ ∆t)〉+O
(
1
C¯4j
)
. (3.9.5)
Amplitude autocorrelations 〈δCj(t)δCj(t + ∆t)〉 can be expressed in terms of nor-
mal modes correlations (see appendix 3.E). The second-order autocorrelation func-
tion g
(2)
j (∆t) for a pumped optical site located at the edge of the array is shown in
figures 3.8.1d and 3.8.1e for lasing at the frequency Ω/t1 = 0 and Ω/t1 = 0.25, re-
spectively. We compare the results determined from the linearized Langevin equations
(black line) to numerical simulations (green line) of the nonlinear Langevin equations
(3.4.1). The ensemble average 〈cj(t)cj(t+∆t)c∗j(t+∆t)c∗j(t)〉 can be replaced by a time
average for a steady-state laser operation.
For lasing at both frequencies, the equal-time second-order autocorrelation function
g
(2)
j (0) is close to unity as expected for a laser, which is driven well above threshold.
With the time difference ∆t, g
(2)
j (∆t) decays to unity at time comparable to 1/γ. This
shows that amplitude fluctuations correspond to fast-decaying elementary excitations.
We can see that g
(2)
j (0) and temporal oscillations of g
(2)
j (∆t) are larger for lasing at the
frequency Ω/t1 = 0.25 than for lasing at the frequency Ω/t1 = 0 lying in the middle of
the band gap.
In figure 3.8.1f, we plot g
(2)
j (0) as a function of the lasing frequency Ω for different
values of the Haldane flux. One can see that g
(2)
j (0) is, in general, moderately larger
for lasing at a frequency which does not lie in the middle of the band gap for all values
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of the Haldane flux. This shows that lasing at these frequencies leads to moderately
larger amplitude fluctuations.
In this section, we showed that long-lived elementary excitations lead to large phase
fluctuations of the emitted light field and a decrease of light coherence. For this reason,
long-lived elementary excitations represent a limiting feature for practical applications
of topological lasers as a source of coherent light. The long-lived elementary excitations
generically appear in topological lasers since they are robust against disorder. Their
appearance has to be prevented if large coherence of the emitted light is desired. To
this end, one can select a suitable lasing mode, for which the edge-mode dispersion is
sufficiently nonlinear and, as a consequence, the lifetime of elementary excitations is
largely reduced. As a result, phase fluctuations of the emitted light field are suppressed
and large light coherence is achieved. On the other hand, this leads to a moderate
increase in amplitude fluctuations and the second-order autocorrelation function.
3.10 Experimental parameters
We estimate parameters of our model (3.4.1) to be relevant for recent experiments
[43]. Typical parameters for arrays of coupled microring resonators are the decay rate
γ ∼ 1 GHz and the hopping amplitude t1 ∼ 100 GHz with a feasible ratio γ/t1 ∼ 0.01
[23]. Based on the Haldane model (see Fig. 3.4.1a) with the group velocity of edge
modes vg/t1 ∼ 1 (in units of the lattice constant), we can estimate that the frequency
separation |ωm − ωn| ∼ γ, g of edge modes m 6= n is comparable to their linewidth
γ and gain g for a total number of microring resonators N ∼ 104. For N ∼ 100
(as implemented in Ref. [43]), |ωm − ωn|  g, γ. As a result, each edge mode can
distinctively hybridize only with one edge mode from the other branch of passive-system
frequencies as the anti-Hermitian coupling to all other modes is negligible compared to
their large frequency separation.
The dominant source of noise is the spontaneous emission at rate q ∼ 100 GHz
[143]. A typical circulating power in the lasing mode of a single microring resonator is
Pc ∼ 1 mW which corresponds to a typical number of photons n¯ ∼ 103 in the lasing
mode [143]. We conclude that our model with Isatγ/q ∼ 10 describes an experimentally-
relevant relative strength of noise compared to the number of photons in the lasing
mode.
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3.11 Conclusions
We have demonstrated that long-lived elementary excitations, which emerge due to the
hybridization of topological edge modes, lead to large phase fluctuations and a decrease
in the coherence of the emitted light field. In contrast to long-lived elementary ex-
citations in a trivial laser, the decay rate and the oscillation frequency of long-lived
elementary excitations in a topological laser are robust against disorder. Even though
we focus in this chapter on the Haldane model, long-lived elementary excitations appear
for any topological model if the dispersion of edge-mode frequencies is approximately
linear around the lasing frequency. Our results for the Haldane model show that the
deviation from a linear dispersion around lasing frequencies, which do not lie in the
middle of the passive-system band gap, is sufficient to obstruct the hybridization of
edge modes. As a result, the lifetime of elementary excitations is reduced by orders
of magnitude and the phase fluctuations are largely suppressed. On the other hand,
this leads to a moderate increase in amplitude fluctuations and the second-order auto-
correlation function. However, the second-order autocorrelation function still remains
close to unity. In the future, different topological models can be studied to provide
insight into how elementary excitations in topological lasers are affected by the pres-
ence of several topological band gaps supporting edge modes with opposite chirality
[33], a pseudospin degree of freedom in pseudo quantum spin Hall systems [19, 23] or
topological lasing in synthetic dimensions [118].
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Appendices
3.A Linearization of Langevin euqations
We now derive the linear Langevin equations (3.6.1) for elementary excitations around
the mean-field steady state. To this end we substitute the decomposition of the complex
optical amplitude cj = (c¯j + δcj) e
−iΩt into the full nonlinear Langevin equations (3.4.1).
Omitting second- and higher-order terms in optical modulations δcj, we obtain the
linearized Langevin equations
i
d
dt
δcj =− Ωδcj +
N∑
k=1
Hjkδck + iΓjjδcj + i∆jjδc
∗
j +Qjjcj,ine
iΩt, (3.A.1)
i
d
dt
δc∗j = Ωδc
∗
j −
N∑
k=1
H∗jkδc
∗
k + i∆jjδcj + iΓjjδc
∗
j −Qjjc∗j,ine−iΩt, (3.A.2)
where
Γjj = −γ + Pj g(
1 +
|c¯j |2
Isat
)2 , ∆jj = − Pj g c¯
2
j
Isat(
1 +
|c¯j |2
Isat
)2 , (3.A.3)
and we used that [
−iγ + i Pjg
1 +
|c¯j |2
Isat
]
c¯j +
N∑
k=1
Hjkc¯k = 0. (3.A.4)
(3.A.1) and (3.A.2) can be written in form of a matrix equation (3.6.1).
3.B Non-decaying mode
Here we discuss the hybridization of two passive-system normal modes which are formed
from the lasing mode, giving rise to the non-decaying mode. We label the lasing mode
by the index l. Since ωl = Ω, the pair of passive-system normal modes is degenerate

(l)
p = ˜
(l)
p = 0 leading to a large hybridization of the pair. The lasing mode coincides
with the mean-field steady-state solution e
(l)
j ≈ c¯j eiϕ/
√
n¯, where n¯ is the mean number
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of photons in the lasing mode and ϕ is an arbitrary phase. This gives
Γ¯ll = ∆˜ll e
2iϕ = g
N∑
j=1
Pj
|c¯j |4
Isatn¯(
1 +
|c¯j |2
Isat
)2 , (3.B.1)
and δΓll trivially vanishes. Using also ω¯ll = 0 and δωll = 0, we see from equation (3.6.6)
that the hybridization of this mode pair gives rise a non-decaying mode with the complex
frequency 
(l,l)
+ = 0 and a fast-decaying mode with the complex frequency 
(l,l)
− = −2iΓ¯ll.
3.C Haldane flux φ = pi/2
The value of the Haldane flux φ = pi/2 represents a special case because the Hamiltonian
H of the passive system then exhibits the following symmetry S H S = −H∗, where S
is a unitary matrix and S2 = 1. The unitary transformation S introduces the phase
shift pi between the two sublattices of the Haldane model, i.e. cj → cj for sublattice
A and cj → −cj for sublattice B. Due to this symmetry, the spectrum of the passive
system consists of a zero frequency and frequency pairs (ωm, ωm˜), ωm˜ = −ωm. As a
result, all passive-system normal modes are pairwise degenerate for Ω/t1 = 0 leading
to the hybridization of all degenerate pairs described by the 2 × 2 dynamical matrix
D˜(m,m˜), see equation (3.6.5). As the unitary S introduces only a local phase shift,
|e(m)j | = |e(m˜)j | leading to Γ¯mm˜ = Γ˜mm = Γ˜m˜m˜ and δΓmm˜ = 0. Using also δωmm˜ = 0, the
complex frequencies of hybridized modes are 
(m,m˜)
± = ωm+i
(
Γ¯mm ± |∆˜mm˜|
)
. Since the
coupling ∆˜mn between bulk modes is small, the hybridization leads to a small splitting
in imaginary parts of complex frequencies for bulk modes (gray lines in figure 3.6.1c).
On the other hand, the large coupling of edge modes leads to a large splitting in the
imaginary parts of complex frequencies (blue lines in figure 3.6.1c).
3.D One-dimensional laser array
In this appendix, we discuss how long-lived elementary excitations generically appear
in one-dimensional laser arrays. We consider a one-dimensional array with N optical
sites, whose complex amplitudes are described by the Langevin equations (3.4.1). All
optical sites in the one-dimensional array are pumped, i.e. Pj = 1 for all j. We do not
3.D. One-dimensional laser array 101
consider any particular Hamiltonian Hjk. We only assume periodic boundary conditions
cN+j = cj, that νj = ν = const, and that the Hamiltonian Hjk is translationally
invariant, i.e. that the Hamiltonian is invariant under the transformation cj → cj+R
for any integer R. In this case, the passive-system normal modes are plane waves with
complex amplitudes Nm = 1√N
∑N
j=1 e
ijmcj. The index m represents a quasi-momentum
and it spans values m = 2pi
N
, 4pi
N
, ..., 2pi. The mean-field equations of motion (omitting
stochastic terms in the Langevin equations) for the complex amplitudes Nm are
i
d
dt
Nm = (ωm − iγ)Nm +
N∑
j=1
i g
N
∑
n e
ij(m−n)Nn
1 +
∑
n,o e
−ij(n−o)NnN ∗o /Isat
, (C1)
where ωm is the oscillation frequency of the normal mode Nm. These mean-field equa-
tions of motion have a stationary solution N¯m = δml
√
NIsat
(
g
γ
− 1
)
e−iϕ corresponding
to the lasing of a single mode l, where ϕ is an arbitrary phase. Note that a stationary
solution exists for any normal mode l lasing. Switching back to the basis of local optical
modes, the stationary optical amplitudes are c¯j =
√
Isat
(
g
γ
− 1
)
e−i(jl+ϕ).
We linearize the full Langevin equations (3.4.1) around the stationary mean-field
solution cj = (c¯j + δcj) e
−iΩt obtaining the linearized Langevin equations (3.6.1), where
Ω = ωl. The dynamical matrix D is given by equation (3.6.2), where Γjj = −γ + γ2g =
−γ¯, ∆jj = −γ¯e−2i(jl+ϕ), and Γjk = ∆jk = 0 for j 6= k. Switching to the basis of passive-
system normal modes, we diagonalize the Hermitian part H of the dynamical matrix.
Since the passive-system normal modes are plain waves, the matrix elements of the
anti-Hermitian part A˜ can be explicitly evaluated, Γ˜mm = −γ¯, ∆˜m(2l−m) = −γ¯e−2iϕ,
and Γ˜mn = ∆˜m(2l−n) = 0 for m 6= n. The diagonal block Γ˜ describes decay of the
normal modes at rate γ¯. The off-diagonal block ∆˜ describes the coupling of passive-
system normal modes whose quasi-momenta m and n satisfy the condition m+n = 2l.
Since this condition is satisfied only for mode pairs (m, 2l−m), the coupling of passive-
system normal modes is exactly described by the 2 × 2 dynamical matrix D˜(m,2l−m)
given by equation (3.6.5). The complex spectrum of elementary excitations is exactly
determined by the eigenvalues of the 2× 2 dynamical matrix

(m,2l−m)
± = ω¯m(2l−m) − iγ¯ ±
1
2
√
δω2m(2l−m) − 4γ¯2, (C2)
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ω¯m(2l−m) = 12(ωm − ω(2l−m)), δωm(2l−m) = ωm + ω2l−m − 2Ω.
The spectrum of elementary excitations in the one-dimensional laser array depends
only on the dispersion of the passive system frequencies ωm. If |δωm(2l−m)| > 0 for all
m 6= l, lasing of a single mode l is a stable steady state as all Im (m)± < 0 except from the
non-decaying mode 
(l)
+ = 0. We can expand the dispersion of passive-system frequencies
ωm = Ω+v1 (m− l)+v2 (m− l)2+O
(
(m− l)3) around the lasing frequency Ω. If higher
order terms in the expansion are negligible, the detuning between modes m and 2l−m
is δωm(2l−m) = 2v2 (m− l)2 +O
(
(m− l)4). If the nonlinear coefficient v2 is sufficiently
small such that |v2|(m−l)2  γ¯ for m close to l, the complex frequencies are (m,2l−m)+ ≈
ω¯m − i v
2
2
2γ¯
(m− l)4 and (m,2l−m)− ≈ ω¯m − i
[
2γ¯ − v22
2γ¯
(m− l)4
]
corresponding to slowly-
decaying modes and fast-decaying modes, respectively. For a small nonlinear coefficient
v2, the decay rate of the slowly-decaying modes can be orders of magnitude smaller
than any other energy scale in the system g, γ, ωm, leading to long-lived elementary
excitations.
Long-lived elementary excitations generically appear in one-dimensional laser ar-
rays if the dispersion of the passive-system frequencies ωm is linear around the lasing
frequency.
3.E Correlations of amplitude and phase fluctuations
Here, we provide details about how the optical spectrum and the second-order au-
tocorrelation function are derived and how they are related to the normal modes of
elementary excitations.
It is convenient to study noise in terms of amplitude and phase fluctuations, due
to the U(1) symmetry of the mean-field dynamical equations, cj → cj eiϕ, where ϕ
is an arbitrary overall phase. The coherence properties of a laser driven well above
threshold are directly determined by the correlations in amplitude fluctuations and
phase fluctuations [32]. Amplitude fluctuations δCj and phase fluctuations δθj are
linearly related to the fluctuations of complex amplitudes δcj and δc
∗
j
δCj =
e−iθ¯jδcj + eiθ¯jδc∗j
2
, δθj =
e−iθ¯jδcj − eiθ¯jδc∗j
2iC¯j
, (C1)
3.E. Correlations of amplitude and phase fluctuations 103
where c¯j = C¯je
iθ¯j . This relation can be described by the linear transformation(
δC
δΘ
)
= T
(
δc
δc∗
)
, (C2)
where δΘj = C¯j δθj. The linearized Langevin equations around the mean-field steady-
state for the amplitude and phase fluctuations are
i
d
dt
(
δC
δΘ
)
= T DT −1
(
δC
δΘ
)
+
i√
2
Q
(
Cin
Θin
)
, (C3)
where Cin and Θin describe real-valued Gaussian white noise, with following correlations
〈Cj,in(t)Ck,in(t′)〉 = δjkδ(t−t′), 〈Θj,in(t)Θk,in(t′)〉 = δjkδ(t−t′), and 〈C¯j,in(t)Θk,in(t′)〉 = 0.
Amplitude and phase fluctuations are linearly related to the normal modes of elementary
excitations (
δC
δΘ
)
=WN , (C4)
where W = VT , columns of the matrix V are the normal modes of elementary exci-
tations E (α) described in Sec. 3.6 and the vector N contains the complex amplitudes
of these normal modes. Non-equal-time phase and amplitude autocorrelations can be
expressed in terms of normal modes’ correlations
〈δCj(t)δCj(t+ ∆t)〉 =
2N∑
α,β=1
Wjα〈Nα(t)N ∗β (t+ ∆t)〉W†βj, (C5)
〈[δθj(t)− δθj(t+ ∆t)]2〉
=
1
C¯2j
2N∑
α,β=1
W(j+N)α〈|Nα(t)−Nβ(t+ ∆t)|2〉W†β(j+N). (C6)
The correlations of normal modes are
〈Nα(t)N ∗β (t+ ∆t)〉 =
i
(RR†)
αβ
((β))
∗ − (α) e
i(α)∆t, ∆t < 0, (C7)
〈Nα(t)N ∗β (t+ ∆t)〉 =
i
(RR†)
αβ
((β))
∗ − (α) e
i((β))
∗
∆t, ∆t > 0, (C8)
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for all normal modes α and β except from the autocorrelation of the non-decaying mode,
i.e. for α = β = η and (η) = 0. Note that the non-decaying mode is related only to
phase fluctuations. As a result, the relevant autocorrelation of the non-decaying mode
is
〈|Nη(t)−Nη(t+ ∆t)|2〉 =
(RR†)
ηη
|∆t|. (C9)
The dominant contribution in the autocorrelation of complex optical amplitudes
reads
〈cj(t)c∗j(t+ ∆t)〉 ≈ C¯2j eiΩ∆t e−〈[δθj(t)−δθj(t+∆t)]
2〉/2, (C10)
where amplitude fluctuations are neglected, since they are small in comparison to the
large mean-field occupation C¯2j [32]. Using equation (C6), 〈[δθj(t)− δθj(t+ ∆t)]2〉 can
be expressed in terms of correlations in the normal modes of elementary excitations
(C7), (C8) and (C9) to derive the optical spectrum equation (3.9.2) in the main text,
where we neglect correlations between different normal modes 〈|Nα(t)−Nβ(t+ ∆t)|2〉
for α 6= β. Only long-lived elementary excitations have significant contribution to the
optical spectrum due to their large occupation nα. Since the corresponding normal
modes are formed from edge modes, they have a large detuning in the real parts of
complex frequencies, which suppresses the correlations between different normal modes
〈|Nα(t)−Nβ(t+ ∆t)|2〉 for α 6= β.
Similarly, we can express the second-order autocorrelation function (3.9.5) in terms
of correlations in the normal modes of elementary excitations.
3.F Disorder
Here we study effects of a moderate on-site disorder on the spectrum of elementary
excitations and long-lived elementary excitations. We consider lasing at a frequency,
which lies in the middle of the passive-system band gap. The on-site disorder is repre-
sented by a Gaussian distribution of on-site frequencies νj with a zero mean value and
a standard deviation σ. We consider a moderate disorder with the standard deviation
σ smaller than the size of the passive-system band gap 6
√
3t2 sinφ but larger than the
decay rate γ and gain g.
We compare the spectrum of elementary excitations for 30 disorder realizations and
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Figure 3.F.1: Effects of moderate disorder. (a) Complex spectrum of elementary exci-
tations for 30 disorder realizations (brown and gray crosses) for Ω/t1 ≈ 0 compared to
complex spectrum of elementary excitations without disorder with band gap (orange
region), bulk modes (black points) as well as edge modes (blue points) for the lasing
frequency Ω/t1 = 0. Purple and blue lines show the splitting in imaginary parts of
complex frequencies due to the hybridization of bulk modes and edge modes, respec-
tively. (b) Optical spectrum of a pumped optical site lying at the edge of the topological
array for a single disorder realization and for lasing at the frequency Ω/t1 = 0.01. Lin-
earization of Langevin equations around the mean-field steady state (black line) and
numerical simulations of nonlinear Langevin equations (purple line). The orange region
shows the band gap in the spectrum of elementary excitations. (Parameters: (a) and
(b) t2/t1 = 0.15, φ = pi/2, γ/t1 = 0.01, g/t1 = 0.05, σ/t1 = 0.1; (b) Isatγ/q = 25,
Ω = 0.01)
the spectrum of elementary excitations without disorder in figure 3.F.1a. The large
hybridization of edge modes with frequencies close to the lasing frequency leads to long-
lived elementary excitations with a very small decay rate for all disorder realizations
(brown crosses). This shows the robustness of long-lived elementary excitations against
disorder. The incoherent occupation nα of the corresponding slowly-decaying normal
modes is large even in the presence of moderate on-site disorder and it leads to satellite
peaks in the optical spectrum, see figure 3.F.1b.
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Figure 3.G.1: Effects of moderate disorder in a trivial laser based on the Haldane model
compared to a topological laser. (a) Complex spectrum of elementary excitations in
a trivial laser for 30 disorder realizations (gray crosses) and for the lasing frequency
Ω/t1 ≈ 1 compared to complex spectrum of elementary excitations without disorder
(black points) for Ω/t1 = 1.03. Purple lines show the splitting in the imaginary parts
of complex frequencies due to the hybridization of trivial edge modes. (b) The complex
frequency with the smallest imaginary part minα 6=η|Im(α)| for each disorder realization
(30 in total), for a trivial laser with Ω/t1 ≈ 1 (gray crosses) as well as for the topological
laser with Ω ≈ 0 (brown crosses). (Parameters: (a) and (b) t2/t1 = 0.15, γ/t1 = 0.01,
g/t1 = 0.05, σ/t1 = 0.1; (a) and (b) gray crosses φ = 2pi/3, M/t1 = 0.8; (b) brown
crosses φ = pi/2, M/t1 = 0 )
3.G Long-lived elementary excitations in a trivial laser
We now study long-lived elementary excitations in a trivial laser based on the Haldane
model. We focus on the effects of disorder on the long-lived elementary excitations and
we compare them to the effects of disorder on long-lived elementary excitations in a
topological laser studied in appendix 3.F.
We introduce the Haldane mass term M in the Hamiltonian
Hˆ = M
∑
j
µj cˆ
†
j cˆj + t1
∑
n.n.
cˆ†j cˆk + t2
∑
n.n.n.
eiφjk cˆ†j cˆk, (C1)
which is a staggered on-site potential with µj = 1 for sites in sublattice A and µj = −1
for sites in sublattice B [134]. For |M | > 3√3t2| sinφ|, a trivial band gap opens. For
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this topologically trivial phase, the finite-size array depicted in figure 3.4.1a has trivial
edge modes, whose energies lie within the bulk bands. On the mean-field level, we
observe single-mode lasing of a trivial edge mode. We plot the spectrum of elementary
excitations (black points) in figure 3.G.1a for the lasing frequency Ω/t1 = 1.03. For this
lasing frequency, long-lived elementary excitations whose decay rates are one order of
magnitude smaller than any other energy scale in the system (γ, g, t1 and t2) appear
due to a large hybridization of trivial edge modes. This is analogous to the long-lived
elementary excitations in a topological laser due to the hybridization of topological edge
modes discussed in Sec. 3.8.
For moderate on-site disorder, the single-mode lasing is still stable. We compare the
spectrum of elementary excitations (gray crosses) for 30 disorder realizations and the
spectrum of elementary excitations without disorder (black points) in figure 3.G.1a. The
decay rate of elementary excitations with small oscillation frequencies varies strongly
in each disorder realization. For some disorder realizations, the hybridization of trivial
edge modes is obstructed and the decay rate of the corresponding elementary excitations
increases by one order of magnitude. This can be seen in figure 3.G.1b where we plot the
complex frequency (gray crosses) with the smallest imaginary part minα 6=η|Im(α)| for
each disorder realization. In contrast to the long-lived elementary excitations in a trivial
laser, the long-lived elementary excitations in a topological laser are robust against
disorder, see appendix 3.F. In the topological laser, the smallest decay rate of elementary
excitations only moderately changes depending on each disorder realization and the
corresponding oscillation frequency is unchanged, see brown crosses in figure 3.G.1b.
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4 Conclusion and outlook
In this thesis, we investigated nonlinear dissipative dynamics of synthetic dynamical
gauge fields for photons and topological lasers. The chosen models are relevant to
state-of-the-art optomechanical experiments as well as to recent implementations of
topological lasers based on semiconductor ring resonators and other photonic structures.
We presented our results with a focus on applications.
In chapter 2, we investigated the dynamics of mechanical limit-cycle oscillators
assisting the tunneling between optical modes in an optomechanical array. In particu-
lar, we showed that synthetic electric fields for photons are dynamically generated in
one-dimensional optomechanical arrays, leading to the suppression of light transport.
Importantly, the generation of synthetic electric fields depends on the direction of light
propagation giving rise to unidirectional light transport. In the second part of chap-
ter 2, we investigated the effects of quantum noise on the dynamics of gauge fields
in the minimal setup consisting of two optical modes with photon tunneling assisted
by a mechanical self-oscillator. Our results show that the dynamical generation of
synthetic electric fields is robust against quantum fluctuations and that unidirectional
light transport can be achieved also in the quantum regime. Due to the connection
to the mathematical formalism of dynamical gauge fields, the uncovered effects can be
observed in any physical system where limit-cycle oscillators assist transitions between
linear modes.
In the future, one may investigate how the dynamical generation of synthetic electric
fields and light propagation in one- and two-dimensional arrays depend on the distribu-
tion of optical frequencies in the arrays. Further, the dependence on driving schemes,
which might correspond to either multiple sites or all sites in the arrays being driven,
as well as to various patterns of driving amplitudes and phases, could be considered.
One might also explore the dynamics of synthetic gauge fields in optomechanical arrays,
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which have a topologically nontrivial structure [26]. Further investigation of quantum
dynamical gauge fields can include effects of quantum nonlinearities such as the Kerr
nonlinearity [54] or strong single-photon optomechanical interaction [63, 64], which lead
to a negative Wigner function enabling the study of genuine quantum features of dy-
namical gauge fields. One might also investigate the interplay of gauge-field dynamics
and synchronization, both in the classical regime [77, 144] and in the quantum regime
[51, 52, 53, 54, 145].
In chapter 3, we studied the dynamics of lasers – a prominent example of limit-cycle
oscillators – coupled in a topological array described by the Haldane model. At the
mean-field level, we obtained lasing of a single edge mode. We investigated elementary
excitations around the mean-field steady state and their consequences for the coherence
properties of the emitted light field. We showed that the hybridization of edge modes
gives rise to long-lived elementary excitations leading to large phase fluctuations of the
emitted light field and hence decreased coherence. In contrast to long-lived elementary
excitations in a trivial laser, their counterparts in a topological laser are robust against
disorder. Even though we focused on the Haldane model, long-lived elementary exci-
tations appear for any topological model if the dispersion of edge-mode frequencies is
approximately linear around the lasing frequency. In the future, different topological
models can be studied to provide insight into how elementary excitations in topological
lasers are affected by the presence of several topological band gaps supporting edge
modes with opposite chirality [33], a pseudospin degree of freedom in pseudo quantum
spin Hall systems [19, 23] or topological lasing in synthetic dimensions [118, 146].
Topological lasers combine topologically-protected chiral light transport and laser
amplification. To shed more on the role of chiral transport in lasers, one might con-
sider other approaches for implementing chiral laser arrays. In particular, nonreciprocal
light transmission in systems composed of several optical modes can be achieved via
reservoir engineering [69, 147]. The nonreciprocal coupling can induce chiral currents
in one-dimensional arrays with periodic boundary conditions [148]. In laser arrays, this
can lead to lasing of chiral modes, which are similar to chiral edge modes in topological
lasers. Due to the translational invariance of a one-dimensional ring, mean-field steady
states and elementary excitations can be described analytically. One can particularly
investigate how reservoir engineering techniques can be exploited to evade the scatter-
ing of light between edge modes with the opposite chirality [43], temporal dynamical
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instabilities [126], and static multi-stabilities [127] in laser arrays. These experimental
limitations are currently hindering the operation of topological lasers.
Topological lasers are not the only light emitters that can benefit from nontriv-
ial band topology. Combining sources of nonclassical light and a topological photonic
structure can lead to a new class of topological quantum emitters, whose spectral prop-
erties are protected against disorder [149, 150]. Second- and third-order nonlinearities
in topological photonic structures have been studied at the mean-field level, demon-
strating that the dynamics of Gaussian quantum fluctuations around a mean field can
lead to directional quantum-limited amplification [151] and the generation of squeezing
in chiral modes [152]. In the future, one might investigate the dissipative dynamics of
photonic structures with parametric nonlinearities beyond the mean-field description
to explore the non-Gaussian nature of light manifested in a negative Wigner function,
focusing on the topologically protected generation of nonclassical light.
Collective lasing represents a synchronization problem since frequencies and phases
of local lasing modes can mutually synchronize due to the coupling of these modes in an
array [153]. In the future, one can study the synchronization dynamics in topological
lasers and the steady-state phase transitions between lasing at a single frequency and
lasing at multiple frequencies, which occurs as the topological invariant of photonic
energy bands changes [43]. This will provide an insight into the role of topology, which
leads to a novel type of chiral arrays, in the context of synchronization.
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