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CUNTZ-PIMSNER ALGEBRAS AND TWISTED
TENSOR PRODUCTS
ADAM MORGAN
Abstract. Given two correspondences X and Y and a discrete
group G which acts on X and coacts on Y , one can define a twisted
tensor product X ⊠ Y which simultaneously generalizes ordinary
tensor products and crossed products by group actions and coac-
tions. We show that, under suitable conditions, the Cuntz-Pimsner
algebra of this product, OX⊠Y , is isomorphic to a “balanced”
twisted tensor product OX ⊠T OY of the Cuntz-Pimsner algebras
of the original correspondences. We interpret this result in sev-
eral contexts and connect it to existing results on Cuntz-Pimsner
algebras of crossed products and tensor products.
1. Introduction
In the author’s previous paper [Mor15], it was shown that, un-
der suitable conditions, if X and Y are C∗-correspondences over C∗-
algebras A and B, the Cuntz-Pimsner algebra OX⊗Y is isomorphic to
a subalgebra OX ⊗T OY of OX ⊗ OY . In the present paper, we will
extend this result from ordinary tensor products to a certain class of
“twisted” tensor products.
Many constructions in operator algebras may be thought of as “twisted”
tensor products, for example: crossed products by actions or coac-
tions of groups, Z2-graded tensor products and so on. In [MRW14], a
very general construction of a “twisted tensor product” is presented.
Their construction involves two quantum groups G = (S,∆S) and
H = (T,∆T ), two coactions (A,G, δA) and (B,H, δB), and a bichar-
acter χ ∈ U(Ŝ ⊗ T̂ ). Given this information, they define a twisted
tensor product A⊠χB. They also show that if X and Y are correspon-
dences over A and B with compatible coactions of G and H, there is
a natural way of defining a correspondence X ⊠χ Y over A ⊠χ B. In
this paper, we will work with a special case of this general construc-
tion which is general enough to be useful but simple enough to be very
tractable.
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Specifically, we are interested in the case where, for some discrete
group G, S = c0(G), T = C
∗
r (G) and χ = W
G ∈ U
(
Ĉ∗r (G)⊗C
∗
r (G)
)
is
the reduced bicharacter of C∗r (G) viewed as a quantum group. In this
case, we may view the coaction of c0(G) as an action of G on A (or
X), and we will be able to describe most of the algebraic properties of
A⊠χ B and X ⊠χ Y entirely in terms of elementary tensors.
In this simplified setting, we will prove our main result: if JX⊠χY =
JX⊠χJY thenOX⊠χY
∼= OX⊠χOY (where JX = φ
−1
(
K(X)
)
∩
(
ker(φ)
)⊥
is the Katsura ideal). We will then apply this result to some specific
examples.
2. Preliminaries
2.1. Correspondences and Cuntz-Pimsner Algebras. For a gen-
eral reference on correspondences, we refer the reader to [Lan95]. For
Cuntz-Pimsner algebras, we recommend [Kat04], [Kat03] and the brief
overview in [Rae05]. We will briefly recall some of the basic facts here.
Suppose A is a C∗-algebra and X is a right A-module. We say that
X has an A-valued inner product if there is a map
X ×X ∋ (x, y) 7→ 〈x, y〉A ∈ A
which is A-linear in the second variable and satisfies the following
(1) 〈x, x〉A ≥ 0 for all x ∈ X with equality if and only if x = 0
(2) 〈x, y〉∗A = 〈y, x〉A for all x, y ∈ X
(3) 〈x, y · a〉A = 〈x, y〉Aa for all x, y ∈ X and a ∈ A.
We can define the following norm on X :
‖x‖A := ‖〈x, x〉A‖
1
2
If X is complete under the norm ‖ · ‖A defined above, X is called a
right Hilbert A-module. Note that if A = C then X is just a Hilbert
space and we can think of Hilbert modules as generalized Hilbert spaces
where the scalars are elements of some C∗-algebra A. Sometimes we
will write (X,A) or XA if we wish to emphasize A.
Let A be a C∗-algebra and let X be a right Hilbert A-module. Sup-
pose T : X → X is an A-module homomorphism. If there is an A-
module homomorphism T ∗ such that
〈T ∗x, y〉A = 〈x, Ty〉A
for all x, y ∈ X , then we call T adjointable and we refer to T ∗ as
the adjoint of T . The set of all adjointable operators on X with the
operator norm is a C∗-algebra. We denote this algebra by L(X). Given
x, y ∈ X we define the operator Θx,y as follows: Θx,y(z) = x〈y, z〉A.
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The closed linear span of all such operators is a subalgebra of L(X)
which we call the generalized compact operators. It is denoted by K(X).
Suppose X is a right Hilbert B-module. Suppose further that we
have a homomorphism φ : A → L(X) for some C∗-algebra A. This
is called a left action of A by adjointable operators. We call the triple
(A,X,B) a C∗-correspondence or simply a correspondence. For a ∈ A
and x ∈ X , we will write a · x for φ(a)(x). If A = B we call this a
correspondence over A (or B). We call the left-action injective if φ is
injective and non-degenerate if φ(A)X = X . If φ(A) ⊆ K(X), we say
that the left action is implemented by compacts. We will sometimes
write AXB to indicate that X in an A − B correspondence. Given
an A1 − B2 correspondence X and an A2 − B2 correspondence Y , a
correspondence isomorphism is a triple (ϕA,Φ, ϕB) where Φ is a linear
isomorphism Φ : X → Y and ϕA : A1 → A2 and ϕB : B1 → B2 are
isomorphisms of C∗-algebras such that the left and right actions and
the inner product are preserved by the maps:
Φ(ax) = ϕA(a)Φ(x)
Φ(xb) = Φ(x)ϕB(b)〈
Φ(x),Φ(x′)
〉Y
B
= ϕB
(〈
x, x′〉XB
)
Where 〈·, ·〉YB denotes the B-valued inner product on Y and 〈·, ·〉
X
B de-
notes the B-valued inner product on X . It will be convenient to intro-
duce the following definition:
Definition 2.1. Let X be an A − B correspondence. A generating
system for X is a triple (A0, X0, B0) where A0 ⊆ A, X0 ⊆ X and
B0 ⊆ B such that span(A0) = A, span(X0) = X , and span(B0) = B
and such that for all x ∈ X0 we have that ax, xb ∈ X0 for all a ∈ A0
and b ∈ B0. If A = B and A0 = B0 we will denote the generating
system by (X0, A0).
We will make frequent use of the following fact:
Lemma 2.2. Let X be an A1−B1 correspondence and Y be a A2−B2
correspondence. Suppose that (A01, X
0, B01) and (A
0
2, Y
0, B02) are gen-
erating sets for X and Y respectively. Let ϕA : A1 → A2 and ϕB :
B1 → B2 be isomorphisms. Suppose there is a bijection Φ0 : X
0 → Y 0,
which preserves the inner product, left and right actions, and scalar
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multiplication. That is
〈
Φ0(x),Φ0(x
′)
〉Y
B
= ϕB
(
〈x, x′〉XB
)
for all x, x′ ∈ X0
Φ0(ax) = ϕA(a)Φ0(x) for all x ∈ X
0 and a ∈ A0
Φ0(xb) = Φ0(x)ϕB(b) for all x ∈ X
0 and b ∈ B0
Φ0(cx) = cΦ0(x) for all x ∈ X
0 and c ∈ C
Then Φ0 extends linearly and continuously to a correspondence isomor-
phism Φ : X → Y .
Proof. Let x ∈ span(X0), then x =
∑
i cixi for some xi ∈ X
0 and
ci ∈ C. We define Φ(x) =
∑
i ciΦ0(xi). First, we must verify that
Φ is well defined on span(X0). Suppose
∑n
i=1 cixi and
∑m
i=1 dix
′
i are
both equal to x ∈ X with xi, x
′
i ∈ X
0. Let y =
∑n
i=1 ciΦ0(xi) and
y′ =
∑m
i=1 diΦ0(x
′
i). Then
‖y − y′‖2 =
〈
y − y′, y − y′〉B′
=
〈 n∑
i=1
ciΦ0(xi)−
m∑
i=1
diΦ0(x
′
i),
n∑
i=1
ciΦ0(xi)−
m∑
i=1
diΦ0(x
′
i)
〉
B′
=
n,n∑
i,j=1
cicj〈Φ0(xi),Φ0(xj)〉B′ +
m,m∑
i,j=1
didj〈Φ0(x
′
i),Φ0(x
′
j)〉B′
−
n,m∑
i,j=1
cidj〈Φ0(xi),Φ0(x
′
j)〉B′ −
m,n∑
i,j=1
dicj〈Φ0(x
′
i),Φ0(xj)〉B′
=
n,n∑
i,j=1
cicjϕB
(
〈xi, xj〉B
)
+
m,m∑
i,j=1
didjϕB
(
〈x′i, x
′
j〉B
)
−
n,m∑
i,j=1
cidjϕB
(
〈xi, x
′
j〉B
)
−
m,n∑
i,j=1
dicjϕB
(
〈x′i, xj〉B
)
= ϕB
(〈 n∑
i=1
cixi −
m∑
i=1
dix
′
i,
n∑
i=1
cixi −
m∑
i=1
dix
′
i
〉
B
)
= ϕB
(
〈x− x, x− x〉B
)
= 0
where we have used the fact that ϕ is an isomorphism and thus linear.
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For x, x′ ∈ X0 we have〈
Φ(x),Φ(x′)
〉Y
B
=
〈∑
i
ciΦ0(xi),
∑
j
c′jΦ0(x
′
j)
〉Y
B
=
∑
i,j
cic
′
j
〈
Φ0(xi),Φ0(x
′
j)
〉Y
B
=
∑
i,j
cic
′
jϕB
(
〈xi, x
′
j〉
X
B
)
= ϕB
(〈∑
i
cixi,
∑
j
c′jx
′
j
〉X
B
)
= ϕB
(
〈x, x′〉XB
)
Therefore, Φ preserves the inner product on span(X0) and thus also
preserves the norm on span(X0) and so Φ is bounded and can be ex-
tended continuously to span(X0) = X . Hence, for any z ∈ X we can
approximate z ≈
∑
i cizi with zi ∈ X
0. Thus for any a0 ∈ A
0 we have
Φ(a0z) ≈ Φ
(
a0
∑
i
cizi
)
=
∑
i
ciΦ(a0zi) = ϕA(a0)
∑
i
ciΦ(zi) ≈ ϕA(a0)Φ(z)
so Φ(a0z) = ϕA(a0)Φ(z) and similarly Φ(zb0) = Φ(z)ϕB(b0) for b0 ∈
B0. For arbitrary a ∈ A we may approximate a ≈
∑
i ciai with ai ∈ A
0
and we see that
Φ(az) ≈
∑
ciΦ(aiz) = ϕA
(∑
i
ciai
)
Φ(z) ≈ ϕA(a)Φ(z)
So Φ(az) = ϕA(a)Φ(z) for all a ∈ A and similarly Φ(zb) = Φ(z)ϕB(b)
for all b ∈ B. We already know that Φ is injective since it preserves the
norm, so we only have to show that it is surjective. To see this note
that
Φ(X) = span
(
Φ0(X
0)
)
= span(Y 0) = Y
So we have established that Φ is a linear isomorphism from X to Y
which preserves the left and right actions and the inner product, in
other words Φ is a correspondence isomorphism. 
Given a Hilbert module (X,A), we define the linking algebra of (X,A)
to be the C∗-algebra L(X) := K(X⊕A). There are complimentary pro-
jections p and q inM(L(X)) such that pL(X)p ∼= K(X), pL(X)q ∼= X ,
and qL(X)q ∼= A. This gives L(X) the following block matrix decom-
postion:
L(X) =
[
K(X) X
X A
]
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with p =
[
1 0
0 0
]
and q =
[
0 0
0 1
]
. The benefit of using linking algebras
is that the algebraic properties of X are encoded into the multiplicative
structure of L(X): [
0 x
0 0
]
·
[
0 0
0 a
]
=
[
0 xa
0 0
]
(1) [
0 x
0 0
]∗
·
[
0 y
0 0
]
=
[
0 0
0 〈x, y〉A
]
(2) [
0 x
0 0
]
·
[
0 y
0 0
]∗
=
[
Θx,y 0
0 0
]
(3)
Given a correspondence X over A, a Toeplitz representation of (X,A)
in a C∗-algebra B is a pair (ψ, pi) where ψ : X → B is a linear map
and pi : A→ B is a homomorphism satisfying:
ψ(xa) = ψ(x)pi(a)
pi
(
〈x, y〉A
)
= ψ(x)∗ψ(y)
ψ(ax) = pi(a)ψ(x)
By C∗(ψ, pi) we shall mean the C∗-subalgebra of B generated by the
images of ψ and pi in B. There is a unique (up to isomorphism) C∗-
algebra TX , called the Toeplitz algebra of X , which is generated by a
universal Toeplitz representation (iX , iA).
Let X⊗n denote the n-fold internal tensor product (see [Lan95] for
information on internal tensor products) of X with itself. By conven-
tion, we let X⊗0 = A. Let (ψ, pi) be a Toeplitz representation of X
in B. Define the map ψn : X⊗n → B for each n ∈ N as follows: let
ψ0 = pi, ψ1 = ψ, and set ψn(x ⊗ y) = ψ(x)ψn−1(y) (where x ∈ X and
y ∈ X⊗n−1) for each n > 1 .
We summarize Proposition 2.7 of [Kat04] as follows: Let (ψ, pi) be a
Toeplitz representation of a correspondence X over A. Then
C∗(ψ, pi) = span{ψn(x)ψm(y)∗ : x ∈ X⊗n, y ∈ X⊗m}
By Lemma 2.4 of [Kat04], for each n ∈ N there is a homomorphism
ψ(n) : K(X⊗n)→ B such that:
(1) pi(a)ψ(n)(k) = ψ(n)(φ(a)k) for all a ∈ A and all k ∈ K(X⊗n).
(2) ψ(n)(k)ψ(x) = ψ(kx) for all x ∈ X and all k ∈ K(X⊗n)
We define the Katsura ideal of A to be the ideal:
JX = {a ∈ A : φ(a) ∈ K(X) and ab = 0 for all b ∈ ker(φ)}
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Where φ is the left action. This is often written as as JX = φ
−1
(
K(X)
)
∩(
ker(φ)
)⊥
. In many cases of interest, the left action of a correspon-
dence is injective and implemented by compact operators. In this case
we have JX = A.
A Toeplitz representation is said to be Cuntz-Pimsner covariant if
ψ(1)
(
φ(a)
)
= pi(a) for all a ∈ JX . The Cuntz-Pimsner algebra OX is
the quotient of TX by the ideal generated by
{i
(1)
X
(
φ(a)
)
− iA(a) : a ∈ JX}
It can be shown that OX is generated by a universal Cuntz-Pimsner
covariant representation (kX , kA).
2.2. Actions and Coactions of Discrete Groups. Working with
actions and coactions of locally compact groups and their crossed prod-
ucts can be somewhat complicated, for a general reference we suggest
the appendix of [EKQR02]. Restricting attention to discrete groups
affords many simplifications. In this section, we will summarize some
of these simplifications.
Proposition 2.3. Let G be a discrete group and let α be an action
of G on a C∗-algebra A. Let (iA, iG) be the canonical representation
of the system (A,G, α) in the reduced crossed product A⋊α,r G. Then
A ⋊α,r G is the closed linear span of elements of the form iA(a)iG(s)
where a ∈ A and s ∈ G. These have the following algebraic properties:(
iA(a)iG(s)
)(
iA(b)iG(t)
)
= iA
(
aαs(b)
)
iG(st)(4) (
iA(a)iG(s)
)∗
= iA
(
αs−1(a
∗)
)
iG(s
−1)(5)
Proof. The fact that the iA(a)iG(s) densely span A⋊α,r G follows from
the definition of the crossed product. The algebraic properties follow
easily from the fact that iA(a)iG(s) = iG(s)iA
(
αs(a)
)
which we obtain
from iG(s)
∗iA(a)iG(s) = iA
(
αs(a)
)
. 
Proposition 2.4. Let (γ, α) be an action of a discrete group G on a
correspondence (X,A). Let (iX , iA, i
X
G , i
A
G) be the canonical representa-
tion of the system in the crossed product (X ⋊γ,r G,A ⋊α,r G). Then
X⋊γ,rG is the closed linear span of iX(x)i
X
G (s) where x ∈ X and s ∈ G.
These satisfy the following algebraic properties:(
iX(x)i
X
G (s)
)(
iA(a)i
A
G(t)
)
= iX
(
xαs(a)
)
iXG (st)(6) 〈
iX(x)i
X
G (s), iX(y)i
Y
G(t)
〉
A⋊α,rG
= iA
(
αs−1
(
〈x, y〉A
))
iAG(s
−1t)(7) (
iA(a)i
A
G(s)
)(
iX(x)i
X
G (t)
)
= iX
(
aγs(x)
)
iXG (st)(8)
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Proof. The fact that the iX(x)i
X
G (s) densely span X⋊γ,rG follows from
the definition of the crossed product. To understand the algebraic
properties, recall from Lemma 3.3 of [EKQR02] that L(X ⋊γ,r G) ∼=
L(X) ⋊ν,r G where ν is the coaction on L(X) induced by (γ, α). (6)
and (7) are then easily deduced by applying the previous proposition
to L(X) ⋊ν,r G. (8) follows from the fact that the left action must be
covariant with respect the action. 
Corollary 2.5. The sets
(X ⋊γ,r G)0 := {iX(x)i
X
G (s) : x ∈ X, s ∈ G}
(A⋊α,r G)0 := {iA(a)i
A
G(s) : a ∈ A, s ∈ G}
form a generating system for X ⋊γ,r G in the sense of Definition 2.1.
The simplification of crossed products by coactions of discrete groups
come from the realization that coactions by discrete groups can be
viewed as gradings. This idea is presented in detail in [Qui96], but we
briefly summarize the main points in the next two propositions. We
refer the reader to [Qui96] for the proofs.
Proposition 2.6. Let δ : A → M
(
A ⊗ C∗(G)
)
be a coaction of a
discrete group G on a C∗-algebra A. Then A = span{As}s∈G where
As = {a ∈ A : δ(a) = a⊗ us}. Furthermore,
As · At ⊆ Ast(9)
A∗s = As−1(10)
Proposition 2.7. Let δ be a coaction of a discrete group G on a C∗-
algebra A and let (jA, jG) be the canonical representations of A and
c0(G) in the crossed product A⋊δ G. Then A⋊δ G is densely spanned
by elements of the form jA(as)jG(f) where as ∈ As, f ∈ c0(G) and
These satisfy the following relations:(
jA(a)jG(f)
)(
jA(as)jG(g)
)
= jA(aas)jG
(
λs−1(f)g
)
(11) (
jA(as)jG(f)
)∗
= jA(a
∗
s)jG
(
λs(f)
)
(12)
where λs denotes left translation by s on c0(G).
Applying these propositions to linking algebras helps us to under-
stand coactions on correspondences:
Proposition 2.8. Let (σ, δ) be a coaction of a discrete group G on a
Hilbert module (X,A). Then X = span{Xs}s∈G where Xs = {x ∈ X :
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σ(x) = x⊗ us}. Further:
Xs · At ⊆ Xst(13)
〈xs, xt〉A ∈ As−1t(14)
As ·Xt ⊆ Xst(15)
Proof. Let ε be the induced coaction on L(X). Then we have a grading
L(X) = span{L(X)s}s∈G. Since p and q are in fixed points of the
coaction, if z ∈ L(X)s then qzq ∈ L(X)s and pzq ∈ L(X)s. Recall
that the restriction of ε to qL(X)q =
[
0 0
0 A
]
∼= A is δ. Thus if a is the
element of A corresponding to qzq then ε(qzq) = (qzq)⊗us if and only
if δ(a) = a ⊗ us. Thus qL(X)sq =
[
0 0
0 As
]
∼= As. Similar reasoning
shows that pL(X)sq =
[
0 Xs
0 0
]
∼= Xs. (13) and (14) then follow from
multiplication in L(X) together with the grading of L(X). (15) follows
from the fact that the left module action is covariant with respect to
the coaction. 
Lemma 3.4 of [EKQR02] shows that L(X ⋊σ G) ∼= L(X)⋊εG. This
fact, together with the preceding propositions, gives us the following
characterization of X ⋊σ G in the case where G is discrete:
Proposition 2.9. Let (σ, δ) be a coaction of a discrete group G on a
correspondence (X,A). Let (jX , jA, j
X
G , j
A
G) be the canonical represen-
tation of the system in the correspondence (X ⋊σ G,A ⋊δ G). Then
X ⋊σ G is densely spanned by elements of the form jX(xs)j
X
G (f) where
xs ∈ Xs and f ∈ c0(G). These elements satisfy the following relations:(
jX(x)j
X
G (f)
)(
jA(as)j
A
G(g)
)
= jX(xas)j
X
G (λs−1(f)g)(16) 〈
jX(xs)j
X
G (f), jX(xt)j
X
G (g)
〉
A⋊δG
= jA
(
〈xs, xt〉A
)
jAG
(
λt−1s(f)g
)
(17) (
jA(a)j
A
G(f)
)(
jX(xs)j
X
G (g)
)
= jX(axs)j
X
G
(
λs−1(f)g
)
(18)
Corollary 2.10. The sets
(X ⋊σ G)0 := {jX(xs)j
X
G (f) : xs ∈ Xs, f ∈ c0(G)}
(A⋊δ G)0 := {jA(as)j
A
G(f) : as ∈ As, g ∈ c0(G)}
form a generating system for X ⋊σ G.
2.3. Quantum Groups. There are many different notions of a quan-
tum group. Our quantum groups will be quantum groups generated
by modular multiplicative unitaries. We will briefly recall some of the
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basic facts about these quantum groups and refer the reader to [Tim08]
for a more in depth overview of the subject.
Definition 2.11. Given a separable Hilbert space H, a multiplicative
unitary W is a unitary operator on H⊗H such that
W23W12 =W12W13W23 ∈ U(H⊗H⊗H)(19)
where Wij indicates that we are applying W to the i
th and jth factors
of H and leaving the other fixed. Equation 19 is sometimes referred to
as the pentagon equation.
W is called modular if there exist (possibly unbounded) operators Q̂
and Q on H and a unitary W˜ ∈ U(H⊗H) (where H is the dual space
of H) such that
(1) Q̂ and Q are positive and self-adjoint with trivial kernels
(2) W∗(Q̂⊗Q)W = Q̂⊗Q
(3) 〈η′ ⊗ ξ′,W(η ⊗ ξ)〉 = 〈η ⊗ Qξ′, W˜(η′ ⊗ Q−1ξ)〉 for all ξ ∈
Dom(Q−1), ξ′ ∈ Dom(Q), and η, η′ ∈ H
Example 2.12 (Example 7.1.4 of [Tim08]). Let G be a locally compact
group. We can identify L2(G) ⊗ L2(G) with L2(G × G) and define
WG ∈ B
(
L2(G)⊗ L2(G)
)
by
(WGζ)(s, t) := ζ(s, s
−1t)
Then WG is a multiplicative unitary.
Theorem 2.13 (Theorem 2.7 of [MRW14]). For a modular multiplica-
tive unitary W ∈ U(H⊗H), set
S := span{(ω ⊗ idH)W : ω ∈ B(H)∗}
Ŝ := span{(idH ⊗ ω)W : ω ∈ B(H)∗}
Then:
• S and Ŝ are separable, nondegenerate C∗-subalgebras of B(H).
• W ∈ U(Ŝ ⊗ S) ⊆ U(H ⊗ H). When we wish to view W as a
unitary multiplier of Ŝ ⊗ S we will denote it by W S and refer
to it as the reduced bicharacter of S.
• There are unique homomorphisms ∆S, ∆̂S : S → S ⊗ S such
that
(idŜ ⊗∆S)W
S = W S12W
S
13 ∈ U(Ŝ ⊗ S ⊗ S)
(∆̂S ⊗ idS)W
S = W S23W
S
13 ∈ U(Ŝ ⊗ Ŝ ⊗ S)
• (S,∆S) and (Ŝ, ∆̂S) are C
∗-bialgebras
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Definition 2.14. A quantum group is a C∗-bialgebra G := (S,∆S)
arising from a modular multiplicative unitary as in Theorem 2.13. The
dual Ĝ of G is the bialgebra (Ŝ, ∆̂S). Ĝ is generated by the modular
multiplicative unitary Ŵ := ΣW∗Σ (where Σ is the flip isomorphism:
x ⊗ y 7→ y ⊗ x). Ŵ is called the dual of W. We will sometimes
write S(W) and Ŝ(W) for S and Ŝ if we wish to call attention to the
multiplicative unitary which generated S or Ŝ.
Example 2.15 (Example 7.2.13 of [Tim08]). Let G be a locally compact
group and let WG be the multiplicative unitary described in Example
2.12. Then S(WG) ∼= C
∗
r (G) and Ŝ(WG)
∼= C0(G) as C
∗-bialgebras.
We denote the reduced bicharacter associated to WG by WG.
Definition 2.16. Given two quantum groups G = (S,∆S) and H =
(T,∆T ), we define a bicharacter from G to Ĥ to be a unitary χ ∈
U(Ŝ ⊗ T̂ ) such that
(∆̂S ⊗ idT̂ )χ = χ23χ13 ∈ U(Ŝ ⊗ Ŝ ⊗ T̂ )(20)
(id
Ŝ
⊗ ∆̂T )χ = χ13χ13 ∈ U(Ŝ ⊗ Ŝ ⊗ T̂ )(21)
Bicharacters are used in the construction of the twisted tensor prod-
uct. The reduced bicharacter from Theorem 2.13 is a special case of
a bicharacter. In fact the only bicharacter we will need for our sim-
plified twisted tensor products is the bicharacter WG associated to the
multiplicative unitary WG from Example 2.12.
Definition 2.17. A continuous coaction of a quantum group G =
(S,∆S) on a C
∗-algebra A is a homomorphism δ : A→ M(A⊗S) such
that
(1) δ is 1-1
(2) (idA ⊗∆S)δ = (δ ⊗ idS)δ
(3) δ(A) · (1A ⊗ S) = A⊗ S
We will sometimes refer to A as a G-C∗-algebra.
We can also define coactions of quantum groups on C∗-correspondences:
Definition 2.18. A G-equivariant C∗-correspondence over a G -C∗-
algebra (A, δ) is a C∗-correspondence X over A with a coaction σ :
X →M(X ⊗ S) such that
(1) σ(x)δ(a) = σ(xa) and δ(a)σ(x) = σ(ax) for x ∈ X and a ∈ A
(2) δ
(
〈x, y〉A
)
= 〈σ(x), σ(y)〉M(A⊗S)
(3) σ(x) · (1⊗ S) = X ⊗ S
(4) (1⊗ S) · σ(x) = X ⊗ S
(5) (σ ⊗ idA)σ = (idX ⊗ σ)σ
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2.4. Twisted Tensor Products. Throughout this section, G = (S,∆S)
and H = (T,∆T ) will be quantum groups, χ will be a bicharacter from
G → Ĥ, and A and B will be C∗-algebras carrying coactions δA and
δB of G and H respectively.
Definition 2.19 (Definition 3.1 of [MRW14]). A χ-Heisenberg pair (or
simply Heisenberg pair) is a pair of representations pi : S → B(H) and
ρ : T → B(H) such that
W S1piW
T
2ρ = W
T
2ρW
S
1piχ12 ∈ U
(
Ŝ ⊗ T̂ ⊗K(H)
)
where W S1pi =
(
(idŜ ⊗ pi)W
S
)
13
and W T2ρ =
(
(idT̂ ⊗ ρ)W
T
)
23
.
Definition 2.20. Suppose (pi, ρ) is a Heisenberg pair. Define maps
iA : A→M
(
A⊗B ⊗K(H)
)
iB : B →M
(
A⊗B ⊗K(H)
)
as follows:
iA(a) = (idA ⊗ pi)δA(a)13
iB(b) = (idB ⊗ ρ)δB(b)23
It is shown in Lemma 3.20 of [MRW14] that A ⊠χ B := iA(A) · iB(B)
is a C∗-subalgebra of A ⊗ B ⊗ K(H) and that, up to isomorphism,
A⊠χ B does not depend upon the choice of Heisenberg pair. We refer
to A⊠χ B as the twisted tensor product of A and B and we write a⊠ b
for iA(a)iB(b).
This construction can also be extended to correspondences. Recall
that, given a C∗-correspondence X over a C∗-algebra A, the linking
algebra L(X) is the algebra K(X ⊕ A). This is often thought of in
terms of it’s block matrix form:
[
K(X) X
X A
]
. We will make use of the
following proposition:
Proposition 2.21 (Proposition 2.7 of [BS89]). Let δL(X) : L(X) →
M(L(X) ⊗ S) be a coaction of G on L(X) such that the inclusion
jA : A → L(X) is G-equivariant. Then there exists a unique coaction
σ on X such that jM(X⊗S)◦σ = δL(X)◦jX where jM(X⊗S) is the inclusion
M(X ⊗ S)→ M(L(X)⊗ S) and jX is the inclusion X → L(X).
Conversely, if σ is a coaction of G on X, then there is a unique
coaction δL(X) of G on L(X) such that jM(X⊗S) ◦ σ = δL(X) ◦ jX and
such that jA : A→ L(X) is G-equivariant.
We refer the reader to [BS89] for the proof.
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Definition 2.22. Let (X,A) and (Y,B) be C∗-correspondences with
coactions ofG and H respectively and let δL(X) and δL(Y ) be the induced
coactions of L(X) and L(Y ). We can form the twisted tensor product
L(X)⊠χ L(Y ). Viewing X and Y as subspaces of L(X) and L(Y ), we
define
X ⊠χ Y := ιL(X)(X) · ιL(Y )(Y )
Proposition 5.10 of [MRW14], and the discussion which follows it, shows
that this is a correspondence over A ⊠χ B with left action given by
φX ⊠ φY . It also shows that
K(X ⊠χ Y ) ∼= K(X)⊠χ K(Y )(22)
a fact which we shall make use of later.
3. Discrete Group Twisted Tensor Products
3.1. Basics. In what follows we will restrict our attention to the fol-
lowing special case of the twisted tensor product construction:
Definition 3.1. Suppose that G is a discrete group, (A,G, α) is a
C∗-dynamical system, and (B,G, δ) is a coaction. Let δα : A →
M(A⊗ c0(G)
)
be the coaction of c0(G) (as a quantum group) on A
associated to α as in Theorem 9.2.4 of [Tim08]. We can view δ as a
coaction of the quantum group C∗r (G) and we can form the twisted
tensor product A ⊠WG B where WG is the multiplicative unitary of
Example 2.12 viewed as a bicharacter from c0(G) to C
∗
r (G) (in other
words the reduced bicharacter of the quantum group C∗r (G)). We refer
to this special case as a discrete group twisted tensor product. Since
this construction depends only upon the action and coaction, we will
sometimes write A ⊠α δB for A⊠WGB. We can also define a C
∗-algebra
by B ⊠δ α A = B ⊠ŴG A. It is easy to see that the map a⊠ b 7→ b⊠ a
extends to an isomorphism A ⊠α δ B
∼= B ⊠δ α A.
The main reason that this special case is of interest is that we can
write down a precise formula for the multiplication and involution of
certain elementary tensors. To understand this, we must recall that
the coaction δ of a discrete group G on B gives rise to a G-grading of
B. That is, there exist subspaces {Bs}s∈G such that
(1) span(Bs) = B
(2) Bs · Bt ⊆ Bst
(3) B∗s = Bs−1.
Specifically, Bs = {b ∈ B : δ(b) = b ⊗ us}. With this in mind, we
present the following:
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Proposition 3.2. Given a C∗-dynamical system (A,G, α) and a coac-
tion (B,G, δ), let a, a′ ∈ A, bs ∈ Bs and b ∈ B. Then, in the twisted
tensor product A ⊠α δ B we have:
(a⊠ bs)(a
′
⊠ b) = aαs(a
′)⊠ bsb
(a⊠ bs)
∗ = αs−1(a)
∗
⊠ b∗s
Before we prove this, we will need the following:
Lemma 3.3. Let G be a locally compact group and let m : C0(G) →
B
(
L2(G)
)
be the left action of C0(G) on L
2(G) by multiplication of
functions in L2(G). Let λ : C∗(G) → B
(
L2(G)
)
be the left regular
representation. Then (m, λ) is a WG-Heisenberg pair where WG is the
reduced bicharacter of G as in Example 2.15
Proof. This is a special case of Example 3.9 of [MRW14]. 
Lemma 3.4. In the situation of the above proposition, let
iA : A→M
(
A⊗ B ⊗K(L2(G))
)
iB : B →M
(
A⊗ B ⊗K(L2(G))
)
be the maps associated to the Heisenberg pair (m, λ) as described in
Definition 2.20. Then for any a ∈ A, s ∈ G and bs ∈ Bs we have
iB(bs)iA(a) = iA
(
αs−1(a)
)
iB(bs)
Proof. Recall that (m, λ) is a covariant homomorphism (c0(G), G, σ)→
B(L2(G)) where sigma is left translation in c0(G). Also, (δ
α, σ2) is a co-
variant homomorphism (A,G, α)→M
(
A⊗c0(G)
)
. Thus
(
(idA ⊗m) ◦ δ
α, λ2
)
is a covariant homomorphism (A,G, α)→M
(
A⊗ B(L2(G))
)
. Thus
λ2(s)
∗
(
(idA ⊗m) ◦ δ
α(a)
)
λ2(s) = (idA ⊗m) ◦ δ
α
(
αs(a)
)
or equivalently(
(idA ⊗m) ◦ δ
α
(
αs−1(a)
))
λ2(s) = λ2(s)
(
(idA ⊗m) ◦ δ
α(a)
))
With this in mind, we notice the following:
iB(bs)iA(a) = (idB ⊗ λ)δ(bs)23(idA ⊗m)δ
α(a)13
=
(
1A ⊗ bs ⊗ λ(s)
)
(idA ⊗m)δ
α(a)13
= (bs)2
(
λ(s)
)
3
(idA ⊗m)δ
α(a)13
= (bs)2(idA ⊗m)δ
α
(
αs−1(a)
)
13
(
λ(s)
)
3
= (idA ⊗m)δ
α
(
αs−1(a)
)
13
(bs)2
(
λ(s)
)
3
= iA
(
αs−1(a)
)
iB(bs)
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
We can now prove Proposition 3.2.
Proof. (of Proposition 3.2)
We have:
(a⊠ bs)(a
′
⊠ b) = iA(a)iB(bs)iA(a
′)iB(b)
= iA(a)iA
(
αs(a
′)
)
iB(bs)iB(b)
= aαs(a
′)⊠ bsb
and
(a⊠ bs)
∗ =
(
iA(a)iB(bs)
)∗
= iB(b
∗
s)iA(a
∗)
= iA
(
αs−1(a)
∗
)
iB(b
∗
s)
= αs−1(a)
∗
⊠ b∗s

We also have simple formulas for the algebraic properties of twisted
tensor products of correspondences:
Proposition 3.5. Let (X,A) be a correspondence with an action (γ, α)
of G and (Y,B) be a correspondence with a coaction (σ, δ) of G. Let
αL(X) be the action of G on L(X) induced by the action of G on X
and let δL(Y ) be the coaction of G on L(Y ) induced by (σ, δ). We can
form the correspondence X ⊠γ σ Y := X ⊠WG Y ⊆ L(X)⊠WG L(Y ) =
L(X) ⊠αL(X) δL(Y ) L(Y ) as in Definition 2.22. Then
(1) (a⊠ bs)(x⊠ y) = aγs(x)⊠ bsy
(2) (x⊠ ys)(a⊠ b) = xαs(a)⊠ ysb
(3) 〈x⊠ ys, x
′
⊠ y〉A⊠B = αs−1
(
〈x, x′〉A
)
⊠ 〈ys, y〉B
Proof. All of these facts follow from translating to multiplication in
L(X)⊠ L(Y ) and applying Lemma 3.4. 
Corollary 3.6. Let (X,A) be a correspondence with an action (γ, α) of
G and (Y,B) be a correspondence with a coaction (σ, δ) of G. Suppose
(X0, A0) is a generating system for (X,A) which is stable with respect
to the group action. That is, γs(X
0) ⊆ X0 and αs(A
0) ⊆ A0 for all
s ∈ G. Suppose further that (Y 0, B0) is a generating system for (Y,B)
such that the elements of Y 0 and B0 are homogenous with respect to
the grading. That is, for all y ∈ Y 0 there is s ∈ G such that y ∈ Ys
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and for all b ∈ B0 there is t ∈ G such that b ∈ Bt. Then
(X ⊠ Y )0 := {x⊠ y : x ∈ X
0, y ∈ Y 0}
(A⊠B)0 := {a⊠ b : a ∈ A
0, b ∈ B0}
form a generating system for X ⊠ Y .
Proof. It is clear from the bilinearity of the twisted tensor product
that span
(
(X ⊠ Y )0
)
= X ⊠ Y and span
(
(A⊠ B)0
)
= A⊠ B. To see
that (X ⊠ Y )0 is stable under the left and right actions of elements of
(A⊠B)0, let x⊠ y ∈ (X⊠Y )0 and let a⊠ b ∈ (A⊠B)0. By definition,
we must have that b ∈ Bs and y ∈ Yt for some s, t ∈ G. Thus we have:
(a⊠ b)(x⊠ y) = aγs(x)⊠ by
(x⊠ y)(a⊠ b) = xαt(a)⊠ yb
Since X0 and A0 are stable under the action of G, γs(x) ∈ X
0 and
αt(a) ∈ A
0. Thus aγs(x), γt(a)x ∈ X
0 so (X ⊠ Y )0 is indeed stable
under the left and right actions of (A⊠B)0. 
3.2. Examples. In [MRW14], the authors show that if A and B are
Z2-graded algebras, then the graded tensor product A⊗̂B is isomorphic
A ⊠W Z2 B (where the coactions on A and B are the ones canonically
associated with the grading) with the map a⊗̂b 7→ a ⊠ b extending to
an isomorphism. Since Z2 is self-dual, the coaction of Z2 on A gives
rise to an action α of Z2 on A. If we let δ denote the coaction of Z2
on Z2 we see that A⊠W Z2 B = A ⊠α δ B so A⊗̂B fits into our discrete
group twisted tensor framework. The following example shows that
the graded external tensor product of graded correspondences also fits
into our framework.
Example 3.7. Let A and B be Z2-graded C
∗ algebras and let X and Y
be Z2-graded correspondences over A and B (i.e. X and Y are graded
as Hilbert A- and B-modules respectively and the left action maps φX
and φY are graded with respect to the induced gradings on L(X) and
L(Y )). LetX0 = X0∪X1, A
0 = A0∪A1, Y
0 = Y0∪Y1 andB
0 = B0∪B1.
Then by Corollary 2.10 (X0, A0) and (Y 0, B0) are generating sets for
X and Y respectively. Consider the graded external tensor product
X⊗̂Y . This is the closure of the algebraic tensor product X ⊙ Y with
respect to the norm associated to the inner product whose value on
generators is given by:
〈x1⊗̂y1, x2⊗̂y2〉 = (−1)
∂y1(∂x1+∂x2)〈x1, x2〉⊗̂〈y1, y2〉
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where x1, x2 ∈ X0 and y1, y2 ∈ Y0. The left and right actions are given
by:
(a⊗̂b)(x⊗̂y) = (−1)∂b∂x(ax⊗̂by)
(x⊗̂y)(a⊗̂b) = (−1)∂y∂a(xa⊗̂yb)
for a ∈ A0, b ∈ B0, x ∈ X0, and y ∈ Y0. Thus
(A⊗̂B)0 := {a⊗̂b : a ∈ A0, b ∈ B0}
(X⊗̂Y )0 := {x⊗̂y : x ∈ X0, y ∈ Y0},
is a generating system for X⊗̂Y . Now, let (γ, α) be the action of Z2 on
(X,A) associated to the grading of X and let (σ, δ) be the coaction of
Z2 on (Y,B) associated to the grading of Y . Consider the associated
twisted tensor product X⊠Y . Note that the sets X0 and A0 are stable
under the actions γ and α and that Y0 and B0 consist of elements which
are homogeneous with respect to the gradings associated to σ and δ.
Thus, by Corollary 3.6 the sets
(X ⊠ Y )0 := {x⊠ y : x ∈ X0, y ∈ Y0}
(A⊠ B)0 := {a⊠ b : a ∈ A0, b ∈ B0}
form a generating system for X ⊠ Y . Let Φ0 : (X⊗̂Y )0 → (X ⊠ Y )0
be the map x⊗̂y 7→ x⊠ y. This is clearly a bijection. Let ϕ : A⊗̂B →
A ⊠α δ B be the isomorphism described above. For a ∈ A0, b ∈ B0,
x ∈ X0, and y ∈ Y0, we have:
Φ0
(
(a⊗̂b)(x⊗̂y)
)
= (−1)∂b∂xΦ0(ax⊗̂by)
= (−1)∂b∂x(ax⊠ by)
= aγ∂b(x)⊠ by
= (a⊠ b)(x⊠ y)
= ϕ(a⊗̂b)Φ0(x⊗̂y)
and similarly
Φ0
(
(x⊗̂y)(a⊗̂b)
)
= Φ0(x⊗̂y)ϕ(a⊗̂b)
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therefore (Φ0, ϕ) preserves the left and right actions. Additionally, for
x1, x2 ∈ X0 and y1, y2 ∈ Y0, we have that:〈
Φ0(x1⊗̂y1),Φ0(x2⊗̂y2)
〉
= 〈x1 ⊠ y1, x2 ⊠ y2〉
= α∂y1
(
〈x1, x2〉
)
⊠ 〈y1, y2〉
)
= (−1)∂y1(∂x1+∂x2)
(
〈x1, x2〉⊠ 〈y1, y2〉
)
= (−1)∂y1(∂x1+∂x2)ϕ
(
〈x1, x2〉⊗̂〈y1, y2〉
)
= ϕ
(
〈x1⊗̂x2, y1⊗̂y2〉
)
therefore, by Lemma 2.2, Φ0 extends to an isomorphism Φ : X⊗̂Y →
X ⊠ Y . Thus X⊗̂Y ∼= X ⊠ Y .
The following example can be viewed as a generalization of the skew
graph construction presented in Chapter 6 of [Rae05].
Example 3.8. Let E = {E0, E1, rE , sE} and F = {F
0, F 1, rF , sF} be
directed graphs and let G be a discrete group. Let A := c0(E
0) and let
B := c0(F
0). Let αE be an action of G on E by graph automorphisms
and let δ be a G-labeling of F , i.e. a map δ : F 1 → G. It is easy
to see that the maps f 7→ f ◦ αEs on A together with the maps x 7→
x ◦ αGs on cc(E
1) give rise to group homomorphisms G→ Aut(A) and
G → Aut
(
cc(E
1)
)
which in turn give rise to a group action (γ, α) on
(X(E), A). We also get a coaction σ of G on X(F ) from δ. To see this,
recall that cc(F
1) is generated by the characteristic functions χe and
define σ(χf) := χf ⊗uδ(f). So (σ, ι) is a coaction on
(
X(F ), B
)
where ι
is the trivial coaction onB. We define a new directed graph E ×
αE δ
F :=
{E0 × F 0, E1 × F 1, r, s} where s(e × f) = αEδ(f)
(
sE(e)
)
× sF (f) and
r(e× f) = rE(e)× rF (f). We define C := c0(E
0 × F 0) ∼= A ⊗ B. We
will show that X
(
E ×
αE δ
F
)
∼= X(E) ⊠γ σ X(F ).
Let X(E)0 be the set of characteristic functions on E1 and let A0 be
the set of characteristic functions on E0. The characteristic functions
densely span cc(E
1) which is dense in X(E). For χv ∈ A
0 and χe ∈
X(E)0 we have that
χv · χe =
{
χe if r(e) = v
0 otherwise
∈ X(E)0
χe · χv =
{
χe if s(e) = v
0 otherwise
∈ X(E)0
〈χe, χe′〉A =
{
χs(e) if e = e
′
0 otherwise
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therefore
(
X(E)0, A0
)
is a generating system for X(E). We define(
X(F )0, B0
)
and
(
X
(
E ×
αE δ
F
)0
, C0
)
is an analogous way, and we
see that they are generating systems for X(F ) and X(E ×
αE δ
F ) re-
spectively. Further, from the definition of the coaction σ we have that
all characteristic functions on F 1 are homogeneous with respect to the
grading induced by σ and since ι is trivial, the grading it induces is
also trivial so A0 is trivially homogeneous. Also, the actions α and γ
take generating functions to generating functions: αs : χv → χαE
s−1
(v),
γs : χe → χαE
s−1
(e) so the sets X(E)
0 and A0 are fixed by the actions.
This allows us to apply Corollary 3.6 and deduce that the sets
(
X(E)⊠X(F )
)0
= {χe ⊠ χf : e ∈ E
1, f ∈ F 1}
(A⊗B)0 = {χv ⊗ χw : v ∈ E
0, w ∈ F 0}
form a generating system for the twisted tensor product X(E) ⊠γ σ
X(F ).
Let ϕ : C → A⊗B and let Φ0 : X
(
E ×
αE δ
F
)0
→
(
X(E)⊠X(F )
)0
be the map χe×f 7→ χe ⊠ χf . Clearly Φ0 is bijective, we wish to show
that it preserves the inner product and left and right actions. Note
that
ϕ
(〈
χe×f , χe′×f ′
〉
C
)
=
{
ϕ
(
χs(e×f)
)
if e× f = e′ × f ′
φ(0) otherwise
=
{
χαE
δ(f)
(sE(e))
⊗ χsF (f) if e = e
′ and f = f ′
0 otherwise
=
{
αδ(f)−1(χsE(e))⊗ χsF (f) if e = e
′ and f = f ′
0 otherwise
= αδ(f)−1
(
〈χe, χe′〉A
)
⊠ 〈χf , χf ′〉B
=
〈
χe ⊠ χf , χe′ ⊠ χf ′
〉
A⊗B
=
〈
Φ0(χe×f),Φ0(χe′×f ′)
〉
A⊗B
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and
Φ0(χv×w · χe×f ) =
{
Φ0(χe×f) if r(e× f) = v × w
Φ0(0) otherwise
=
{
χe ⊠ χf if rE(e) = v and rF (f) = w
0 otherwise
=
(
χv · χe)⊠ (χw · χf)
=
(
χv ⊗ χw
)(
χe ⊠ χf
)
= ϕ(χv×w)Φ0(χe×f)
and finally
Φ0(χe×f · χv×w) =
{
Φ0(χe×f) if s(e× f) = v × w
Φ0(0) otherwise
=
{
χe ⊠ χf if α
E
δ(f)(sE(e)) = v and sF (f) = w
0 otherwise
=
{
χe ⊠ χf if sE(e) = α
E
δ(f)−1(v) and sF (f) = w
0 otherwise
= χe · χαE
δ(f)−1
(v) ⊠ χf · χw
= χe · αδ(f)(χv)⊠ χf · χw
= (χe ⊠ χf )(χv ⊠ χw)
= Φ0(χe×f)ϕ(χv×w)
Therefore, by Lemma 2.2 we have that Φ0 extends to a correspondence
isomorphism Φ : X(E ×
αE δ
F )→ X(E) ⊠γ σ X(F ).
Example 3.9. In this example we will show that the crossed product
of a correspondence by an action of a discrete group can be viewed
as a discrete group twisted tensor product of correspondences. Sup-
pose (γ, α) is and action of a discrete group G on a C∗-correspondence
(X,A). We wish to show that the reduced crossed product X ⋊γ,r G is
isomorphic to the twisted tensor product X ⊠γ δG C
∗
r (G) where we view
C∗r (G) as a correspondence over itself.
Recall from Corollary 2.5 that the sets
(X ⋊γ,r G)0 := {iX(x)i
X
G (s) : x ∈ X, s ∈ G}
(A⋊α,r G)0 := {iA(a)i
A
G(s) : a ∈ A, s ∈ G}
form a generating system for X ⋊γ,r G. Let C
∗
r (G)0 = {us : s ∈ G},
i.e. the image of G in C∗r (G). This set is closed under multiplication,
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thus we may regard (C∗r (G)0, C
∗
r (G)0) as a generating system for the
correspondence C∗r (G). Furthermore, every element of C
∗
r (G)0 is ho-
mogeneous with respect to the grading arising from δG : us 7→ us ⊗ us.
Also, we may view (X,A) as a generating system for itself and then by
Corollary 3.6 we see that the sets
(X ⊠γ δG C
∗
r (G))0 : = {x⊠ us : x ∈ X, s ∈ G}
(A ⊠α δG C
∗
r (G))0 : = {a⊠ us : a ∈ A, s ∈ G}
form a generating system for X ⊠γ δG C
∗
r (G). We let ϕ be the iso-
morphism A ⋊α,r G → A ⊠α δG C
∗
r (G) and define Φ0 : (X ⋊γ,r G)0 →
(X ⊠γ δG C
∗
r (G))0 to be the map iX(x)i
X
G (s) 7→ x⊠ us. This is clearly a
bijection, but we need to establish that it preserves the inner product
and left and right actions. First, note that〈
Φ0(iX(x)i
X
G (s)),Φ0(iX(y)i
X
G (t))
〉
= 〈x⊠ us, y ⊠ ut〉
= αs−1
(
〈x, y〉
)
⊠ 〈us, ut〉
= αs−1
(
〈x, y〉
)
⊠ us−1t
= ϕ
(
iA
(
αs−1
(
〈x, y〉
))
iAG(s
−1t)
)
= ϕ
(〈
iX(x)i
X
G (s), iX(y)i
X
G (t)
〉)
also,
Φ0
((
iX(x)i
X
G (s)
)(
iA(a)i
A
G(t)
))
= Φ0
(
iX
(
xαs(a)
)
iXG (st)
)
= xαs(a)⊠ ust
= xαs(a)⊠ usut
= (x⊠ us)(a⊠ ut)
= Φ0
(
iX(x)i
X
G (s)
)
ϕ
(
iA(a)i
A
G(t)
)
and finally,
Φ0
((
iA(a)i
A
G(s)
)(
iX(x)i
X
G (t)
))
= Φ0
(
iX
(
aγs(x)
)
iXG (st)
)
= aγs(x)⊠ ust
= aγs(x)⊠ usut
= (a⊠ us)(x⊠ ut)
= ϕ
(
iA(a)i
A
G(s)
)
Φ0
(
iX(x)i
X
G (t)
)
Therefore, by Lemma 2.2, we have that Φ0 extends to a correspondence
isomorphism Φ : X ⋊γ,r G→ X ⊠γ δG C
∗
r (G).
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Example 3.10. In this example we will see that crossed products by
coactions on correspondences can also be viewed as twisted tensor prod-
ucts. Specifically, if (σ, δ) is a coaction of a discrete group G on a cor-
respondence (X,A), then we wish to show that X ⋊σ G is isomorphic
to X ⊠σ λ c0(G) where we are viewing c0(G) as a correspondence over
itself. To see this, recall from Corollary 2.10 that the sets
(X ⋊σ G)0 := {jX(xs)j
X
G (f) : xs ∈ Xs, f ∈ c0(G)}
(A⋊δ G)0 := {jA(as)j
A
G(f) : as ∈ As, g ∈ c0(G)}
form a generating system for X ⋊σ G. Let X
0 :=
⋃
s∈GXs and let
A0 :=
⋃
s∈GAs. The properties of the grading tell us that X
0 and
A0 densely span X and A and that ax, xa ∈ X0 whenever a ∈ A0
and x ∈ X0. Thus (X0, A0) is a generating system for X which by
definition consists of elements which are homogeneous with respect to
the gradings ofX and A. Viewing (c0(G), c0(G)) as a generating system
for the correspondence c0(G), we may apply Corollary 3.6 and deduce
that the sets
(X ⊠σ λ c0(G))0 := {xs ⊠ f : xs ∈ X
0, f ∈ c0(G)}
(A ⊠α λ c0(G))0 := {as ⊠ f : as ∈ A
0, f ∈ c0(G)}
form a generating system for the twisted tensor product X ⊠σ λ c0(G).
Let ϕ be the isomorphism A ⋊δ G → A ⊠δ λ c0(G). We define Φ0 :
(X ⋊σ G)0 → (X ⊠σ λ c0(G))0 to be the map jX(xs)j
X
G (f) 7→ xs ⊠ f .
This is clearly bijective, but we must show that it preserves the inner
product and left and right actions. To see this, suppose xs ∈ Xs ⊆ X
0
and xt ∈ Xt ⊆ X
0 and note that〈
Φ0
(
(jX(xs)j
X
G (f)
)
,Φ0
(
(jX(xt)j
X
G (g)
)〉
= 〈xs ⊠ f, xt ⊠ g〉
= 〈xs, xt〉⊠ λs−1
(
〈f, g〉
)
= 〈xs, xt〉⊠ λs−1(fg)
= ϕ
(
jA
(
〈xs, xt〉
)
jGA
(
λs−1(fg)
))
= ϕ
(〈
jX(xs)j
X
G (f), jX(xt)j
X
G (g)
〉)
furthermore, if at ∈ At ⊆ A
0 we have that
Φ0
((
jX(xs)j
X
G (f)
)(
jX(at)j
X
G (g)
))
= Φ0
(
jX(xsat)j
X
G
(
λt(f)g
))
= xsat ⊠ λt(f)g
= (xs ⊠ f)(xt ⊠ g)
= Φ0
(
jX(xs)j
X
G (f)
)
ϕ
(
jA(at)j
A
G(g)
)
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and
Φ0
((
jA(at)j
A
G(f)
)(
jX(xs)j
X
G (g)
))
= Φ0
(
jX(atxs)j
X
G
(
λs(f)g
))
= atxs ⊠ λs(f)g
= (at ⊠ f)(xs ⊠ g)
= ϕ
(
jA(at)j
A
G(f)
)
Φ0
(
jX(xs)j
X
G (g)
)
Therefore, by Lemma 2.2, we have that Φ0 extends to a correspondence
isomorphism Φ : X ⋊σ G→ X ⊠σ λ c0(G).
4. Balanced Twisted Tensor Products
Throughout this section, G will be a discrete group, Z will be a com-
pact abelian group, (A,G, α), (A,Z, µ) and (B,Z, ν) will be dynamical
systems and (B,G, δ) will be a coaction such that µ commutes with α
and ν is covariant with respect to δ.
Proposition 4.1. (A ⊠α δ B,Z, λ) is a dynamical system where
λz = µz ⊠ νz−1
Proof. Since µ commutes with α and ν is covariant with respect to δ,
we know that each map λz is an automorphism. To show that z 7→ λz
is a group homomorphism, note that
λz ◦ λw(a⊠ b) = λz
(
µw(a)⊠ νw−1(b)
)
= µz ◦ µw(a)⊠ νz−1 ◦ νw−1(b)
= µzw(a)⊠ νz−1w−1(b)
= µzw(a)⊠ νw−1z−1(b)
= µzw(a)⊠ ν(zw)−1(b)
= λzw(a⊠ b)

Definition 4.2. We call the fixed point algebra (A⊠B)λ of the above
action the Z-balanced twisted tensor product of A and B and we denote
it by A⊠Z B.
Proposition 4.3. Let a⊠b ∈ A⊠ZB. Then µz(a)⊠b, a⊠νz(b) ∈ A⊠ZB
for all z ∈ Z and, in fact, µz(a)⊠ b = a⊠ νz(b) for all z ∈ Z.
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Proof. Let w ∈ Z. Note that
λw
(
µz(a)⊠ b
)
= µw ◦ µz(a)⊠ νw−1(b)
= µz ◦ µw(a)⊠ νw−1(b)
= (µz ⊠ idB)
(
λw(a⊠ b)
)
= (µz ⊠ idB)(a⊠ b)
= µz(a)⊠ b
Thus µz(a)⊠b is fixed under the action of λ and is therefore an element
of A⊠Z B. Showing that a⊠ νz(b) ∈ A⊠Z B is similar. To show that
these are actually equivalent, notice that
µz(a)⊠ b = λz−1
(
µz(a)⊠ b
)
= µz−1 ◦ µz(a)⊠ νz(b)
= a⊠ νz(b)

Proposition 4.4. Keeping the above conventions, let δµ and δν be the
dual coactions. Since Z is compact, Ẑ will be discrete and thus δµ and
δν give gradings {Aχ}χ∈Ẑ and {Bχ}χ∈Ẑ of A and B. For each χ ∈ Ẑ
let
Sχ := {a⊠ b : a ∈ Aχ, b ∈ Bχ}
and let S :=
⋃
χ∈Ẑ Sχ. Then A⊠Z B = span(S).
Proof. First we will show that span(S) ⊆ A⊠Z B. Let a⊠ b ∈ S. Then
a⊠ b ∈ Sχ for some χ ∈ Ẑ. Thus for all z ∈ Z we have that
λz(a⊠ b) = µz(a)⊠ νz−1(b)
= χ(z)a⊠ χ(z−1)b
= χ(z)χ(z−1)(a⊠ b)
= a⊠ b
thus S ⊆ A⊠Z B and therefore span(S) ⊆ A⊠Z B.
To show the reverse inclusion, let c ∈ A⊠Z B. Then c ≈
∑
ai ⊠ bi.
Since the subspaces {Aχ}χ∈Ẑ span A and the subspaces {Bχ}χ∈Ẑ span
B, we may assume without loss of generality that there are χi, χ
′
i ∈ Ẑ
such that ai ∈ Aχi and bi ∈ Bχ′i for each i. Let Υ : A ⊠ B → A ⊠T B
be the conditional expectation d 7→
∫
Z
λz(d)dz. Since c is assumed to
be in A ⊠T B, we have that c = Υ(c). Thus, using the continuity and
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linearity of Υ we have the following
c = Υ(c)
=
∫
Z
λz(c)dz
≈
∫
Z
λz
(∑
i
aχi ⊠ bχ′i
)
dz
=
∑
i
∫
Z
λz
(
aχi ⊠ bχ′i)dz
=
∑
i
∫
Z
µz(aχi)⊠ νz−1(bχ′i)dz
=
∑
i
∫
Z
(
χi(z)aχi
)
⊠
(
χ′i(z
−1)bχ′i
)
dz
=
∑
i
(
aχi ⊠ bχ′i
) ∫
Z
χi(z)χ
′
i(z
−1)dz
But the integral
∫
Z
χi(z)χ
′
i(z
−1)dz is equal to 1 if χi = χ
′
i and zero
otherwise (this is a consequence of the Peter-Weyl theorem). Thus c
can be approximated by a sum of elements from S:
c ≈
∑
i
aχi ⊠ bχi
therefore A⊠T B ⊆ span(S) so A⊠T B = span(S). 
Proposition 4.5. Let {Sχ}χ∈Ẑ be as above. This defines a coaction of
Ẑ on A⊠Z B and thus also an action γ of Z on A⊠Z B. We have that
γ = µ⊠ idB = idA ⊠ ν.
Proof. Let c ∈ A⊠TB. By the previous proposition we can approximate
c ≈
∑
i aχi ⊠ bχi. Then, by continuity and linearity
γz(c) ≈
∑
i
γz
(
aχi ⊠ bχi
)
=
∑
i
χi(z)
(
aχi ⊠ bχi
)
=
∑
i
(
χi(z)aχi
)
⊠ bχi
=
∑
i
µz(aχi)⊠ bχi
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Thus γ = µ⊠ idB. Showing that γ = idA ⊠ ν is similar. 
Lemma 4.6. Suppose {Aχ}χ∈Ẑ and {Bχ}χ∈Ẑ are saturated gradings of
A and B, that is AχAω = Aχω. Then {Sχ}χ∈Ẑ (as described above) is
saturated.
Proof. We already have that SχSω ⊆ Sχω for all χ, ω ∈ Ẑ so it will
suffice to show the reverse inclusion. Let a ⊠ b ∈ Sχω. Then a ∈ Aχω
and b ∈ Bχω. Since the gradings of A and B are saturated, we have
that a ≈
∑
i aχ,iaω,i and b ≈
∑
j bχ,jbω,j with aχ,i ∈ Aχ, aω,i ∈ Aω,
bχ,j ∈ Bχ and bω,j ∈ Bω. Thus
a⊠ b =
∑
i,j
aχ,iaω,i ⊠ bχ,jbω,j
=
∑
i,j
(
aχ,i ⊠ bχ,i
)(
aω,i ⊠ bω,j
)
⊆ Sχ ⊠ Sω

5. Ideal Compatibility
Before we state our main result, we need to define two technical con-
ditions involving the Katsura ideals. We call these conditions Katsura
nondegeneracy and ideal compatibility. These conditions are basically
the same as those presented in the author’s first paper [Mor15], only
the definition of ideal compatibility must be modified to allow twisted
tensor products instead of ordinary ones.
Definition 5.1. Let (X,A) be a correspondence and let JX be the
Katsura ideal of A (recall that the Katsura ideal is the ideal JX =
φ−1
(
K(X)
)
∩
(
ker(φ)
)⊥
). We say that X is Katsura nondegenerate if
JX ·X = X .
Example 5.2. Let X be a correspondence over a C∗-algebra A such that
the left action is injective and implemented by compacts. In this case
we have that JX = A. Thus:
X · JX = X ·A
= X
Definition 5.3. Recall that a vertex in a directed graph is called a
source if it receives no edges. We will call such a vertex a proper source
if it emits at least one edge.
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Proposition 5.4. Let E be a directed graph. Then X(E) is Katsura
nondegenerate if and only if E has no proper sources and no infinite
receiver emits an edge.
Proof. Suppose there is v ∈ E0 such that |r−1(v)| =∞ and |s−1(v)| >
0. Then for every f ∈ JX we have f(v) = 0. Thus for any g ∈ Cc(E
1),
f ∈ JX , and e ∈ s
−1(v), we have (g · f)(e) = g(e)f
(
s(e)
)
= g(e)f(v) =
0. Thus h(e) = 0 for all h ∈ Cc(E
1) ·JX and, taking the limit, x(e) = 0
for all x ∈ X · JX . Thus δe /∈ X · JX since δe(e) = 1 6= 0 but δe ∈ X .
Therefore X 6= X · JX , i.e. X is not Katsura nondegenerate.
Similarly, suppose that E has a proper source v. Then, since |r−1(v)| =
0 we must have f(v) = 0 for all f ∈ JX . Then for any g ∈ Cc(E
1) and
e ∈ s−1(v) we have that (g · f)(e) = g(e)f(v) = 0 for f ∈ JX . Thus by
similar reasoning as above we have that x(e) = 0 for all x ∈ X ·JX and
so δe /∈ X · JX but δe ∈ X and we can again conclude that X 6= X · JX
so X is not Katsura nondegenerate.
On the other hand, suppose E has no proper sources and no infinite
receiver in E emits an edge. Let e ∈ E1 and let v = s(e). Then
|r−1(v)| <∞ and |r−1(v)| > 0 by assumption, so function in JX can be
supported on v. In particular, δv ∈ JX . Since δe · δv = δe we know that
δe ∈ X · JX . Since e was arbitrary, we have that all such characteristic
functions are contained in X · JX . But these functions densely span
Cc(E
1) and thus densely span X , so we have that X ⊆ X · JX and
therefore X = X · JX so X is Katsura nondegenerate. 
We now turn our attention to ideal compatibility:
Definition 5.5. Given two correspondences (X,A) and (Y,B), an ac-
tion (γ, α) of a discrete group G on X and a coaction (σ, δ) of G on Y ,
we say that X and Y are ideal compatible with respect to γ and σ if
JX ⊠α δ JY = JX ⊠γ σY where JX , JY and JX ⊠γ σY are the Katsura ideals
of X, Y , and X ⊠γ σ Y respectively.
Once again, this condition will be met in the case of injective left
actions implemented by compacts:
Proposition 5.6. Suppose we have correspondences (X,A) and (Y,B),
an action (γ, α) of a discrete group G on X and a coaction (σ, δ) of
G on Y . If the left actions of A on X and B on Y are injective and
implemented by compacts, then X and Y are ideal compatible.
Proof. In this case the Katsura ideals are the whole algebras: JX = A,
JY = B and JX ⊠γ σY = A ⊠α δB. Thus the equation JX ⊠α δJY = JX ⊠γ σY
becomes trivial. 
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In Example 8.13 of [Rae05], it is shown that if E is a discrete graph,
then
JX(E) = span{χv : 0 < |r
−1(v)| <∞}
where X(E) is the associated correspondence and χv ∈ c0(E
0) denotes
the characteristic function of the vertex v ∈ E0. With this in mind, we
give the following proposition:
Proposition 5.7. Let E and F be discrete graphs and let
(
X = X(E), A =
c0(E
0)
)
and
(
Y = X(F ), B = c0(F
0)
)
be the associated correspon-
dences. Suppose αE is an action of a discrete group G on E and let
(γ, α) be the associated action on (X,A). Let δ : F 1 → G be a labeling
of the edges of F and let (σ, ι) be the associated coaction on (Y,B).
Then X and Y are ideal compatible with respect to γ and σ.
Proof. Recall that X ⊠γ σ Y = X(E ×αE δ F ) where E ×αE δ F is the
graph defined in Example 3.8. Thus
JX ⊠γ σY = span{χv×w : 0 < |r
−1
E ×
αE δ
F (v × w)| <∞}
By definition, rE ×
αE δ
F = rE × rF so r
−1
E ×
αE δ
F (v×w) = r
−1
E (v)× r
−1
F (w)
and thus |r−1E ×
αE δ
F (v × w)| = |r
−1
E (v)| · |r
−1
F (w)|. But 0 < |r
−1
E (v)| ·
|r−1F (w)| < ∞ if and only if 0 < |r
−1
E (v)| < ∞ and 0 < |r
−1
F (w)| < ∞.
Thus we have that
JX ⊠γ σY = span{χv×w : 0 < |r
−1
E (v)|, |r
−1
F (w)| <∞}
If we identify c0(E
0×F 0) with c0(E
0)⊗c0(F
0) in the standard way, we
see that χv×x = χv ⊗ χw (recall from Example 3.8 that ι is the trivial
coaction so we have that A ⊠α ι B
∼= A⊗ B). Thus
JX ⊠γ σY = span{χv ⊗ χw : 0 < |r
−1
E (v)|, |r
−1
F (w)| <∞}
= span{f ⊗ g : f ∈ JX , g ∈ JY }
= JX ⊗ JY
Therefore, X and Y are ideal-compatible. 
6. Main Result
We will now state our main theorem, although we delay the proof
until later in this section. Throughout this section X and Y will be
correspondences over C∗-algebras A and B, (σ, δ) will be a coaction of
a discrete group G on Y and (γ, α) will be an action of G on X . We will
denote the induced action on OX by γ
′ and the induced coaction on OY
by σ′. To simplify the notation, we will make the following definitions:
X⊠Y := X ⊠γ σY , A⊠B := A ⊠α δB, and OX⊠TOY := OX ⊠γ′ σ′,TOY .
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Theorem 6.1. Suppose X and Y are full, ideal compatible, and Kat-
sura nondegenerate (see the previous section). Then OX ⊠γ σY
∼= OX ⊠γ′ σ′,T
OY .
Before we can prove this result, we will need the following lemmas:
Lemma 6.2. Suppose (piX , ψX) and (piY , ψY ) are Toeplitz representa-
tions of X and Y in C∗-algebras C and D and let γ′ and σ′ be the
induced action and coaction on C and D. Let ψ := ψX ⊗ ψY and let
pi := piX ⊗ piY . Then (pi, ψ) is a Toeplitz representation of X ⊠γ σ Y in
C ⊠γ′ σ′ D.
Proof. Let y ∈ Ys for some s ∈ G,
ψ
(
(x⊠ y)(a⊠ b)
)
= ψ
(
xαs(a)⊠ yb
)
= ψX
(
xαs(a)
)
⊠ ψY (yb)
= ψX(x)piX
(
αs(a)
)
⊠ ψY (y)piY (b)
= ψX(x)γ
′
s
(
piX(a)
)
⊠ ψY (y)piY (b)
=
(
ψX(x)⊠ ψY (y)
)(
piX(a)⊠ piY (b)
)
= ψ(x⊠ y)pi(a⊠ b)
A similar argument with b ∈ Bs shows that
ψ
(
(a⊠ b)(x⊠ y)
)
= pi(a⊠ b)ψ(x⊠ y)
Further,
ψ(x⊠ y)∗ψ(x′ ⊠ y′) =
(
ψX(x)⊠ ψY (y)
)∗(
ψX(x
′)⊠ ψY (y
′)
)
=
(
γ′s−1
(
ψX(x)
∗
)
⊠ ψY (y)
∗
)(
ψX(x
′)⊠ ψY (y
′)
)
= γ′s−1
(
ψX(x)
∗
)
γ′s−1
(
ψX(x
′)
)
⊠ ψY (y
∗)ψY (y
′)
= γ′s−1
(
ψX(x)
∗ψX(x
′)
)
⊠ ψY (y)
∗ψY (y
′)
= γ′s−1
(
piX
(
〈x, x′〉A
))
⊠ piY
(
〈y, y′〉B
)
= piX
(
γs−1
(
〈x, x′〉A
))
⊠ piY
(
〈y, y′〉B
)
= pi
(
γs−1
(
〈x, x′〉A
)
⊠ 〈y, y′〉B
)
= pi
(
〈x⊠ y, x′ ⊠ y′〉A⊠B
)
These equalities can be extended extend linearly and continuously (by
the linearity and continuity of the maps ψX , piX , ψY , piY , ψ, and pi) to
all of X ⊠ Y and A⊠ B thus (pi, ψ) is a Toeplitz representation. 
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Lemma 6.3. If (pi, ψ) is the Toeplitz representation in Lemma 6.2,
then:
ψ(1)
(
k(S ⊠ T )
)
= ψ
(1)
X (S)⊠ ψ
(1)
Y (T )
for all S ∈ K(X) and T ∈ K(Y ).
Proof. Without loss of generality we may assume that S = Θx,x′ and
T = Θy,y with y ∈ Ys and y
′ ∈ Yt. We have:
ψ(1)
(
k(Θx,x′ ⊠Θy,y′)
)
= ψ(1)
(
Θx⊠y,γ
ts−1(x
′)⊠y′
)
= ψ(x⊠ y)ψ
(
γts−1(x
′)⊠ y′
)∗
=
(
ψX(x)⊠ ψY (y)
)(
ψX
(
γts−1(x
′)
)
⊠ ψY (y
′)
)∗
=
(
ψX(x)⊠ ψY (y)
)(
γ′t−1
(
ψX
(
γts−1(x
′)
)∗)
⊠ ψY (y
′)∗
)
=
(
ψX(x)⊠ ψY (y)
)(
γ′s−1
(
ψX(x
′)∗
)
⊠ ψY (y
′)∗
)
=
(
ψX(x)ψX(x
′)∗
)
⊠
(
ψY (y)ψY (x
′)∗
)
= ψ
(1)
X
(
Θx,x′
)
⊠ ψ
(1)
Y
(
Θy,y′
)

Lemma 6.4. Suppose that X and Y are ideal compatible. If (piX , ψX)
and (piY , ψY ) are Cuntz-Pimsner covariant then so is (pi, ψ).
Proof. Let φX , φY , and φ be the left action maps on X , Y and X ⊠γ σY
respectively. Note that from the definition of X ⊠γ σ Y we have that
φ = j ◦
(
φX ⊠φY
)
and thus,in particular φ|JX⊠Y = k ◦
(
φX |JX ⊠φY |JY ).
Let c ∈ JX⊠Y . Since JX⊠Y = JX⊠JY we may approximate c ≈
∑
ai⊠bi
for some ai ∈ JX and bi ∈ JY . We have
ψ(1)
(
φ(c)
)
≈
∑
ψ(1)
(
φ(ai ⊠ bi)
)
=
∑
ψ(1)
(
k
(
φX(ai)⊠ φY (bi)
)
=
∑
ψ
(1)
X
(
φX(ai)
)
⊠ ψ
(1)
Y
(
φY (bi)
)
=
∑
piX(ai)⊠ piY (bi)
=
∑
pi(ai ⊠ bi)
≈ pi(c)
thus (pi, ψ) is Cuntz-Pimsner covariant. 
We are now ready to prove our main theorem.
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Proof. (of Theorem 6.1) First, we will construct a ∗-homomorphism
F : OX⊠Y → OX ⊠ OY . Let (kX , kA) and (kY , kB) be the standard
Cuntz-Pimsner covariant representations of X and Y in OX and OY
and let ψ := kX ⊠ kY and pi := kA ⊠ kB. Then by Lemma 6.4, (ψ, pi)
is a Cuntz-Pimsner covariant representation of X ⊠ Y in OX ⊠ OY .
Thus, by the universal property there is a unique homomorphism F :
OX⊠Y → OX ⊠OY such that
(ψ, pi) = (F ◦ kX⊠Y , F ◦ kA⊠B)
The gauge actions ΓX and ΓY on OX and OY give rise to Z gradings
{OnX}n∈Z and {O
n
Y }n∈Z. By Proposition 4.4 the sets
Sn := {x⊠ y : x ∈ O
n
X , y ∈ O
n
Y }
give a Z-grading of OX ⊠T OY . Notice that we have the following:
F
(
kA⊠B(a⊠ b)
)
= pi(a⊠ b) = (kA ⊠ kB)(a⊠ b) ∈ S0(23)
F
(
kX⊠Y (x⊠ y)
)
= ψ(x⊠ y) = (kX ⊠ kY )(x⊠ y) ⊆ S1(24)
For a ∈ A, b ∈ B, x ∈ X, y ∈ Y . Since the image of F is generated
by F
(
kA⊠B(A ⊠ B
)
and F
(
kX⊠Y (X ⊠ Y )
)
we see that the image of
F lies inside OX ⊠T OY . Furthermore, note that the grading {Sn}n∈Z
gives rise to an action Γ of T such that Γz(s) = z
ns for s ∈ Sn. In
particular, by (23) we have that Γz
(
pi(c)
)
= pi(c) for all c ∈ A⊠B and
by (24) we have that Γz
(
ψ(w)
)
= zψ(w) for all w ∈ X ⊠ Y . Thus Γ is
a gauge action for (ψ, pi). Since kA, kB, kX , and kY are all injective, ψ
and pi will be injective. By the Gauge Invariant Uniqueness Theorem,
we have that F is injective.
It remains to show that F is surjective onto OX ⊠TOY . Recall that,
since X and Y are full, so are the gradings {OnX}n∈Z and {O
n
Y }n∈Z
and thus by Lemma 4.6 so is the grading {Sn}n∈Z. Thus OX ⊠T OY is
generated by the elements of S1 (see Lemma 3.7 of [Mor15]). Therefore,
to show that F is surjective, it suffices to show that S1 is in the image
of F .
Recall thatO1X is densely spanned by elements of the form: k
n+1
X (x)k
n
X(x
′)∗.
Similarly, O1Y is densely spanned by elements of the form k
n+1
Y (y)k
n
Y (y
′)∗.
Thus the elements
kn+1X (x)k
n
X(x
′)∗ ⊠ km+1Y (y)k
m
Y (y
′)∗(25)
are dense in S1. Fix such an element. We may assume without loss of
generality that y is a tensor product of homogeneous elements (for if
not, it can be approximated by a sum of such products). In other words,
we may assume that y = y1 ⊗ · · · ⊗ ym+1 where each yi homogeneous
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with respect to the G-grading of Y . Let us say that yi ∈ Ysi for each i.
Let s := s1 · · · sm+1. Then
km+1Y (y) = kY (y1) · · · kY (ym+1) ∈ O
s
Y
Similarly, we can assume that y′ = y′1⊗· · ·⊗ y
′
m with y
′
i ∈ Yti and then
kmY (y
′) ∈ OtY where t := t1 · · · tm.
Let us assume n ≤ m. Then m = n + l for some l ≥ 0. Then we
can factor y = y(1) ⊗ y(2) and y′ = y′(1) ⊗ y′(2). Since X is Katsura
nondegenerate, we can factor x = x0a and x
′ = x′0a
′ with x0, x
′
0 ∈ X
and a, a′ ∈ JX . With this in mind, we can factor (25) as follows:
kn+1X (x)k
n
X(x
′)∗ ⊠ km+1Y (y)k
m
Y (y
′)∗
=
(
kn+1X (x)⊠ k
m+1
Y (y)
)(
γ′s−1
(
knX(x
′)
)∗
⊠ kmY (y
′)∗
)
=
(
kn+1X (x0)kA(a)⊠ k
n+1
Y (y
(1))klY (y
(2))
)(
γ′s−1
(
kA(a
′)
)∗
γ′s−1
(
knX(x
′
0)
)∗
⊠ klY (y
′(2))∗knY (y
′(1))∗
)
=
(
kn+1X (x0)⊠ k
n+1
Y (y
(1))
)(
γ′s−11
(
kA(a)
)
⊠ klY (y
(2))
)
(
γ′s−1
(
kA(a
′)
)∗
⊠ klY (y
′(2))∗
)(
γ′t2s−1
(
knX(x
′
0)
)∗
⊠ knY (y
′(1))∗
)
=
(
kn+1X (x0)⊠ k
n+1
Y (y
(1))
)(
γ′s−11
(
kA(a)
)
γ′s2s−1
(
kA(a
′)
)∗
⊠ klY (y
(2))klY (y
′(2))∗
)
(
γ′t2s−1
(
knX(x
′
0)
)∗
⊠ knY (y
′(1))∗
)
=
(
kn+1X (x0)⊠ k
n+1
Y (y
(1))
)(
kA
(
αs−11 (a)αs2s
−1(a′)∗
)
⊠ klY (y
(2))klY (y
′(2))∗
)
(
γ′t1t2s−1
(
knX(x
′
0)
)
⊠ knY (y
′(1))
)∗
=
(
kn+1X (x0)⊠ k
n+1
Y (y
(1))
)(
k
(1)
X ◦ φX
(
αs−11 (a)αs2s
−1(a′)∗
)
⊠ k
(1)
Y
(
Θy(2),y′(2)
))
(
knX
(
αts−1(x
′
0)
)
⊠ knY (y
′(1))
)∗
= ψn+1
(
x0 ⊠ y
(1)
)
ψ(1)
(
φX
(
αs−11 (a)αs2s
−1(a′)∗
)
⊠Θy(2),y′(2)
)
ψn
(
αts−1(x0
′)⊠ y′
(1)
)∗
Since all three factors in the final line are in the algebra generated
by (ψ, pi), we know that kn+1X (x)k
n
X(x
′)∗ ⊠ km+1Y (y)k
m
Y (y
′)∗ must be in
the image of F . If n > m we can factor x = x(1)⊗x(2), x′ = x′(1)⊗x′(2)
y = y0a, and y
′ = y′0a
′ and apply a similar argument. So the image of
F generates S1 and thus F is surjective onto OX ⊠γ′ σ′ OY . Hence we
have established that OX ⊠γ σY
∼= OX ⊠γ′ σ′,T OY 
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7. Examples
In this section, we will apply our main theorem to some of the exam-
ples of twisted tensor products of correspondences we discussed earlier.
Example 7.1. Let X and Y be Z2-graded correspondences over Z2-
graded C∗-algebras A and B. As in Example 3.7, let (γ, α) be the
action of Z2 on (X,A) associated to the grading on X and let (σ, δ)
be the coaction of Z2 on (Y,B) associated to the grading of Y . Let
γ′ be the action of Z2 on OX induced by (γ, α) and let σ
′ be the
coaction of Z2 on OY induced by (σ, δ). Suppose X and Y are Katsura
nondegenerate and ideal compatible with respect to σ and γ. Then
by our main result together with Example 3.7, we see that OX⊗̂Y
∼=
OX⊠Y ∼= OX ⊠γ′ σ′,T OY .
Note that γ′ and σ′ give rise to Z2-gradings on OX and OY so it
makes sense to speak of the Z2-graded tensor product OX⊗̂OY . Let
ϕ : OX⊗̂OY → OX ⊠OY be the map w⊗̂z 7→ w ⊠ z. Note that
ϕ
(
(w1⊗̂z1)(w2⊗̂z2)
)
= (−1)∂z1∂w2ϕ(w1w2⊗̂z1z2)
= (−1)∂z1∂w2(w1w2 ⊠ z1z2)
= w1γ
′
∂z1
(w2)⊠ z1z2
= (w1 ⊠ z1)(w2 ⊠ z2)
= ϕ(w1⊗̂z1)ϕ(w2⊗̂z2)
and also
ϕ
(
(w⊗̂z)∗
)
= (−1)∂w∂zϕ(w∗⊗̂z∗)
= (−1)∂w∂z(w∗ ⊠ z∗)
= (−1)∂w
∗∂z∗(w∗ ⊠ z∗)
= γ∂z∗(w
∗)⊠ z∗
= (w ⊠ z)∗
= ϕ(w⊗̂z)∗
therefore ϕ is a ∗-homomorphism. Further, ϕ takes a densely spanning
set (the elementary tensors w⊗̂z) in OX⊗̂OY bijectively onto a densely
spanning set (the elementary tensors w⊠ z) in OX ⊠γ′ σ′ OY so ϕ is an
isomorphism. Thus we have that
OX⊗̂Y
∼= OX⊗̂TOY
Example 7.2. In this example we will show that the graph algebra of the
product graph constructed in Example 3.8 is a twisted tensor product
of the graph algebras of the underlying graphs. Suppose E and F are
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directed graphs, αE an action of a discrete group G on E and let δ be a
labelling of the edges of F by elements of G. Let (γ, α) and (σ, ι) be the
associated action and coaction on the graph correspondences (X,A) =(
X(E), c0(E
0)
)
and (Y,B) =
(
X(F ), c0(F
0)
)
. Suppose further, that E
and F have no sinks, no proper sources (see Definition 5.3), and that
no infinite receiver in E or F emits an edge. Then we have that the
graph correspondences (X,A) and (Y,B) are full, and by Propositions
5.4 and 5.6 they are Katsura nondegenerate and ideal compatible with
respect to γ and σ. Thus we may apply our main result. Let γ′ be
the induced action on OX ∼= C
∗(E) and σ′ be the induced coaction on
OY ∼= C
∗(F ). We have
C∗(E ×αE δ F )
∼= OX ⊠γ σY
∼= OX ⊠γ′ σ′,T OY
∼= C∗(E) ⊠γ′ σ′,T C
∗(F )
Before we see how our main result applies to crossed products, we
will need a few lemmas.
Lemma 7.3. Let (A,G, α) be a dynamical system, (B,G, δ) a coaction
and C a C∗-algebra. There exists an isomorphism
σ23 : A ⊠α Σ23(δ⊗idC) (B ⊗ C)→ (A⊗ C) ⊠α⊗ι δ B
Proof. By definition,
A ⊠α Σ23(δ⊗idC) (B⊗C) = iA(A) · iB⊗C(B⊗C) ⊆ A⊗B⊗C⊗B
(
L2(G)
)
where iA = δ
α
1m and
iB⊗C = ◦
(
Σ23(δ ⊗ idC)
)
23λ
. Similarly,
(A⊗ C) ⊠α⊗ι δ B = iA⊗C(A⊗ C) · iB(B) ⊆ A⊗ C ⊗B ⊗ B
(
L2(G)
)
where iA⊗C = m4 ◦ δ
α⊗ι
12m and iB = λ4 ◦ δ3λ. Since Σ23 : A ⊗ B ⊗ C ⊗
B
(
L2(G)
)
→ A⊗C ⊗B⊗B
(
L2(G)
)
is an isomorphism, we can let σ23
be the restriction of Σ23 to the subalgebra A ⊠α Σ23(δ⊗idC) (B⊗C). From
there it suffices to show that the image of σ23 is equal to (A⊗C) ⊠α⊗ι δB.
A ⊠α Σ23(δ⊗idC) (B ⊗ C) is densely spanned by elements of the form
iA(a)iB⊗C(b⊗ c) and (A⊗ C) ⊠α⊗ι δ B is densely spanned by elements
of the form iA⊗C(a ⊗ c)iB(b). Since σ23 is a restriction of the linear
norm preserving map Σ23, it too is linear and norm preserving, thus to
show that the image of σ23 is (A⊗C) ⊠α⊗ι δ B, it suffices to show that
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σ23
(
iA(a)iB⊗C(b⊗ c)
)
= iA⊗C(a⊗ c)iB(b). To see this, note that
σ23
(
iA(a)iB⊗C(b⊗ c)
)
= Σ23
(
δα(a)1m
(
Σ23(δ ⊗ idC)(b⊗ c)
)
23λ
)
= Σ23
(
δα(a)1m
(
Σ23
(
δ(b)⊗ c
))
23λ
)
= δα(a)1mΣ23
(
c3δ(b)2λ
)
= δα(a)1mc2δ(b)3λ
=
(
Σ23
(
δα(a)⊗ c
))
12m
δ(b)3λ
= δα⊗ι(a⊗ c)12mδ(b)3λ
= iA⊗C(a⊗ c)iB(b)
thus σ23 : A ⊠α Σ23(δ⊗idC) (B⊗C)→ (A⊗C) ⊠α⊗ι δB is an isomorphism.

Lemma 7.4. Let (γ, α) be an action of a discrete group G on a corre-
spondence (X,A) and let (B,G, δ) be a coaction. If JX ⊠γ δB = JX ⊠α δB
and JX is Katsura-nondegenerate, then
OX ⊠
γ δ
B
∼= OX ⊠γ′ δ B
where B is viewed as a correspondence over itself in the left-hand-side
and γ′ is the induced action on OX .
Proof. In this context, our main result gives us
OX ⊠
γ δ
B
∼= OX ⊠gamma′ delta,T OB
Recall that OB ∼= B ⊗ C(T) and the gauge action corresponds to ι ⊗
λ where ι is the trivial action and λ is left translation. Using the
isomorphism between C(T) and C∗(Z), we see that
OX ⊠T OB ∼= OX ⊠T
(
B ⊗ C∗(Z)
)
= span
{
OnX ⊠
(
B ⊗ C∗(Z)n
)}
= span
{
x⊠ (b⊗ un) ∈ OX ⊠
(
B ⊗ C∗(Z)
)
: x ∈ OnX
}
where un is the unitary in C
∗(Z) associated to n ∈ Z. Applying the
isomorphism σ23 from the previous lemma, we see that the above is
isomorphic to
span
{
(x⊗ un)⊠ b ∈
(
OX ⊗ C
∗(Z)
)
⊠B : x ∈ OnX
}
=span
{
x⊗ un ∈ OX ⊗ C
∗(Z) : x ∈ OnX
}
⊠B
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The grading {OnX}n∈Z corresponds to a coaction ε such that ε(x) =
x⊗ un for all x ∈ O
n
X . Continuing from above, we have:
span
{
x⊗ un ∈ OX ⊗ C
∗(Z) : x ∈ OnX
}
⊠B
=span
{
ε(x) : x ∈ OnX
}
⊠ B
=ε
(
OX
)
⊠B
∼=OX ⊠B

Lemma 7.5. Let (σ, δ) be a coaction of a discrete group G on a full
correspondence (X,A). Let α be an action of G on a C∗-algebra B.
Suppose JX ⊠σ αB = JX ⊠δ α B and JX is Katsura-nondegenerate. Then
OX ⊠σ αB
∼= OX ⊠σ′ α B
where σ′ is the induced coaction on OX
Proof. The proof is similar to the proof of Lemma 7.4. 
Example 7.6. Let (X,A) be a correspondence and let (γ, α) be an action
of a discrete group G on A. Suppose further, that JX⋊γ,rG = JX⋊α,rG.
Recall that Example 3.9 showed that X⋊γ,r G ∼= X ⊠γ δG C
∗
r (G). Thus
we have
OX⋊γ,rG
∼= OX ⊠γ δGC
∗
r (G)
Since A⋊α,rG ∼= A ⊠α δGC
∗
r (G), the condition that JX⋊γ,rG = JX⋊α,rG
can be restated as JX ⊠
γ δG
C∗r (G) = JX ⊠α δG C
∗
r (G). Thus the correspon-
dences X and C∗r (G) to be ideal compatible. Applying Lemma 7.4, we
have that OX ⊠
γ δG
C∗r (G)
∼= OX ⊠γ′ δG C
∗
r (G) and this, in turn, is isomor-
phic to OX ⋊γ′,r G. Thus we have:
OX⋊γ,rG
∼= OX ⋊γ′,r G
Example 7.7. Suppose (σ, δ) is a coaction of a discrete group G on a
correspondence (X,A). Then X ⋊σ G ∼= X ⊠σ λ c0(G) by Proposition
3.10. If JX ⊠
σ λ
c0(G) = JX ⊠δ λc0(G) (or in other terms JX⋊σG = JX⋊δG)
then Lemma 7.5 tells us that
OX ⊠σ λc0(G)
∼= OX ⊠σ′ λ c0(G)
which we can restate as
OX⋊σG
∼= OX ⋊σ′ G
where σ′ is the induced coaction on OX .
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These last two examples are not new. In [HN08] it was shown that
OX⋊γG
∼= OX ⋊γ′ G for any locally compact amenable group, and in
[Bns] it is shown that OX⋊γ,rG
∼= OX ⋊γ′,r G for any locally compact
group provided that JX⋊γ,rG = JX ⋊α,r G. In [KQR12] it was shown
that OX⋊σG
∼= OX ⋊σ′ G for full (not reduced) coactions σ provided
certain technical conditions involving the Katsura ideal are satisfied.
Even though our main result does not recover these results in their
full generality, it seems reasonable to hope that the main result of
this paper might be extended to arbitrary locally compact groups and
perhaps even quantum groups. In this case we would have a single
framework in which to describe all results of this type.
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