ESTIMASI KEDALAMAN PADA CITRA DENGAN CONDITIONAL RANDOM FIELD (CRF) DAN STRUCTURED SUPPORT VECTOR MACHINE (SSVM) MENGGUNAKAN FITUR FFT by Alamsyah, Derry & Rachmadi, Muhammad
Jurnal TAM (Technology Acceptance Model) Volume 9, Nomor 1, Juli 2018  Hal. 1-6 
p-ISSN : 2339-1103 
e-ISSN : 2579-4221 
1 
 
ESTIMASI KEDALAMAN PADA CITRA DENGAN CONDITIONAL RANDOM 
FIELD(CRF) DAN STRUCTURED SUPPORT VECTOR MACHINE (SSVM) 
MENGGUNAKAN FITUR FFT 
 
Derry Alamsyah, Muhammad Rachmadi 
1Prodi  Teknik Informatika STMIKGlobal Informatika MDP 
2Prodi  Sistem Informasi STMIKGlobal Informatika MDP 
1,2Jl. Rajawali no. 14 Palembang 
E-mail :derry@mdp.ac.id, rachmadi@mdp.ac.id 
 
ABSTRAK 
Citra Kedalaman merupakan citra yang dapat digunakan untuk segmentasi objek, 3D Model dan visi pada 
robot.Penentuan nilai kedalaman dari sebuah citra warna memiliki tantangan tersendiri dan bidang aktif 
penelitian.Citra kedalaman dapat diestimasi dengan menggunakan model stokastik CRF.Selanjutnya 
model CRF digunakan sebagai model untuk pembobotan pada Model SSVM.Penggunaan CRF-SSVM 
untuk estimasi citra kedalaman didukung ekstraksi fitur domain frekuensi yaitu FFT. Hasil yang 
ditunjukan dengan menggunakan pendekatan ini sebesar 69.04% 
 
ABSTRACT 
Depth Image is an image that can be used for object segmentation, 3D Model and vision on robot. The 
determination of the depth value of a color image has its own challenges and active field of research. The 
depth image can be estimated using the stochastic model of CRF. Furthermore the CRF model is used as a 
model for weighting on the SSVM Model. The use of CRF-SSVM for depth image estimation supported 
feature frequency domain extraction i.e. FFT. The result shown by using this approach is 69.04% 
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1. Pendahuluan 
Citra kedalaman merupakan citra satu kanal 
dengan nilai jarak sebagai nilai intensitasnya.Citra 
ini disebut juga sebagai citra 3D. Citra kedalaman 
dapat digunakan pada moblie robot [1], segmentasi 
objek pada citra [2]-[6] dan visualisasi 3D [7][8]. 
Citra kedalaman dapat diperoleh melalui sensor, 
seperti Kinect ataupun ASUS Xtion.Kedua sensor 
menggunakan sinar inframerah sebagai pemberi 
informasi jarak.Sensor memberikan hasil akurasi 
nilai jarak yang baik pada citra kedalaman [1]-[3]. 
Selain melalui sensor citra kedalaman dapat 
diperoleh dengan cara estimasi [9]-[17]. 
Estimasi citra kedalaman dapat dilakukan 
dengan menggunakan satu citra (single image) [9]-
[14] dan beberapa citra (multiple image) seperti 
video [15]-[17], dimana baik satu ataupun beberapa 
citra, estimasi citra dilakukan melalui citra RGB. 
Estimasi citra kedalaman menggunakan satu citra 
dapat dilakukan melalui proses pixel per pixel 
(pixelwise) [9][10], pengelompokan pixel [11][12], 
dan ekstraksi fitur [13][14]. 
  Fitur dalam citra dapat dibagi menjadi tekstur 
atau intensitas warna, bentuk  dan frekuensi. 
Estimasi pada citra kedalaman yang memanfaatkan 
fitur tekstur dilakukan dengan mempelajari pola 
warna setiap pixel. Pola warna ditentukan 
berdasarkan pola warna tetangga dengan 
menggunakan ConvolutionalNeural 
Network(CNN)[9][10]. Pola tersebut digunakan 
sebagai fitur untuk proses estimasi. Selanjutnya 
estimasi dilakukan dengan menggunakan 
pendekatan stokastik seperti Markov Random 
Field(MRF) [12]. Sebagai perbaikan dari MRF, 
proses estimasi stokastik dapat dilakukan dengan  
Conditional Random Field (CRF) [9]-[11]. 
Selanjutnya, estimasi citra kedalaman dengan 
menggunakan fitur bentuk dapat dilakukan dengan 
menentukan fitur-fitur tertentu sebagai ciri dari 
suatu jarak [14].Selain itu fitur gradien pada citra 
juga dapat digunakan sebagai fitur untuk 
mengestimasi citra kedalaman [13]. Seperti halnya 
pemanfaatan fitur tekstur untuk estimasi citra 
kedalaman, fitur bentuk juga menggunakan proses 
stokastik dalam menentukan nilai jarak pada citra 
kedalaman [13][14].   
Sementara itu, Fitur frekuensi merupakan fitur 
sering digunakan untuk pengenalan objek, sebagai 
contoh sistem pengenalan wajah [18].Lebih lanjut, 
penggunaan fitur frekuensi pada sistem pengenalan 
ekspresi wajah [19].Selain itu, fitur ini juga 
digunakan untuk pengenalan biometrik yaitu pada 
pengenalan sidik jari [20]. 
Fitur frekuensi merupakan fitur yang didapat 
dengan mengubah domain citra spasial ke domain 
frekuensi, dalam hal ini disebut transformasi. Jenis-
jenis trans-formasi pada citra adalah transformasi 
fourier, sinu-sioidal, walsh-hadamard, slant, dan 
wavelet. Fitur ini dapat digunakan untuk estimasi 
citra kedalaman, sebagai contoh [21] menggunakan 
transformasi wavelet dalam penelitiannya.Lebih 
lanjut, [21] menggunakan MRF sebagai metode 
untuk estimasi citra kedalaman. 
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CRF merupakan metode untuk memodelkan 
permasalahan stokastik.Metode ini merupakan 
lanjutan dari metode MRF.Hal tersebut 
memungkinkan pe-ningkatan performa sistem 
untuk mengestimasi citra kedalaman 
[9].Permasalahan estimasi citra kedalaman dapat 
digolongkan kedalam permasalahan klasifikasi, 
dalam hal ini klasifikasi wilayah berdasarkan 
jarak.Salah metode untuk klasifikasi adalah 
Support Vector Machine (SVM).Metode ini 
memiliki kemampuan yang baik dalam 
mengklasifikasi objek.Kemampuan SVM dalam 
mengklasifikasikan objek dapat dimanfaatkan 
untuk menyelesaikan permasalahan klasfikasi 
terstruktur atau yang bersifat stokastik.Hal tersebut 
dicapai dengan menggabungkannya dengan model 
stokastik yaitu CRF.Sejatinya SVM digunakan 
untuk menyelesaikan masalah non stokastik, oleh 
karena itu perlu dilakukan pengubahan 
SVM.Structured Support Vector Machine (SSVM) 
merupakan bentuk SVM yang dapat digunakan 
untuk permasalahan stokastik, dimana metode ini 
didukung oleh CRF dalam penyelesaian 
masalahnya [22]. 
Dalam prosesnya estimasi citra kedalaman 
dapat dilakukan dengan terlebih dahulu 
mengelompokan sejumlah pixel. Pengelompokan 
ini ditujukan untuk mengurangi proses estimasi 
pixel dan mendukung performas sistem dalam 
mengestimasi citra kedalaman [11][12]. 
Estimasi citra kedalaman pada domain 
frekuensi merupakan masalah yang masih sedikit 
diselesaikan [21].Untuk menyelesaikan 
permasalahan tersebut, penelitian ini menggunakan 
Conditional Random Field dan Structured Support 
Vector Machine (CRF-SSVM) sebagai metode 
untuk estimasi. Sementara itu ektraksi fitur yang 
digunakan adalah transformasi fourier berupa Fast 
Fourier Transform (FFT) pada kelompok pixel. 
Pengelompokan pixel dilakukan dengan 
menggunakan Superpixel. 
 
II. Studi Literatur 
2.1. Superpixel SLIC 
Superpixel merupakan gabungan dari beberapa 
pixel untuk membentuk pixel baru.Pengelompokan 
pixel ini didasarkan pada metode gradient ascent 
atau yang disebut sebagai SLIC 
superpixel.Pengelompokan ini diinisiasi 
berdasarkan warna dan 
kedekatanya.Pengelompokan dilakukan 
menggunakan metode k-means pada data 
berdimensi 5, yaitu warna dan posisi pixel 
[23].Pusat dari superpixel diinisiasi pada regular 
grid dengan step  pada persamaan (1). 
 
 (1) 
 
Selanjutnya setiap pixel  dikelompokan 
berdasar-kan kedekatan dengan superpixel terdekat 
melalui jarak yang ditunjukan pada persamaan 
(2).  
 
 (2) 
 
Dimana  merupakan parameter kepadatan. 
Prosedur ini terus diperbaharui hingga nilai dari 
 konvergen. 
 
2.2. Fast Fourier Transform (FFT) 
Transformasi Fourier merupakan transformasi 
yang mengubah citra yang berada pada domain 
spasial ke domain frekuensi.Transformasi ini 
merupakan transformasi berupa sinyal sinus. 
Trasformasi fourier dinyatakan pada persamaan (3), 
sementara transformasi balikanya dinyatakan pada 
persamaan (4). 
Transformasi Fourier 1D: 
 
 (3) 
 
Invers transformasi fourier 1D: 
 
 (4) 
 
Sementara itu, Fitur dari transformasi fourier 
didapatkan melalui 2 jenis nilai, yaitu spektrum 
pada persamaan (5) dan sudut pada persamaan (6). 
 
Spektrum (Magnitude): 
 
 (5) 
 
Sudut (Angle):  
 
 (6) 
 
2.3. Conditional Random Field (CRF) 
Pemodelan stokastik dapat dinyatakan dalam 
model CRF. Model ini mempertimbangkan setiap 
nilai bobot  berdasarkan nilai dari node sebelum 
dan saat . Bobot   yang 
dibentuk pada model merupakan nilai bobot 
terbaik.Bobot tersebut menentukan seberapa besar 
pengaruh dari node pasangan kejadian 
 denganfitur/data observasi  . Nilai 
 berada pada rentang . 
Dimana 1 untuk yang terjadi dan 0 untuk tidak 
terjadi.Model CRF dibentuk dengan menggunakan 
persamaan (7) dan (8) [24]. 
 
Model CRF: 
 
 (7) 
Normalisasi Faktor: 
 
 (8) 
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2.3. Structured Support Vector Machine (SSVM) 
SSVM merupakan bentuk terstruktur dari 
metode SVM. Mesipun terstruktur model yang 
digunakan masih merupakan model linier [22][25]. 
Persamaan model SSVM dinyatakan oleh 
persamaan (9).Persaman tersebut merupakan 
persamaan yang digunakan untuk 
mengklasifikasikan data ( ). 
Persamaan Klasifikasi (Classifier): 
 
 (9) 
 
Pembentukan Model (Training Phase): 
Dalam membentuk persamaan klasifikasi 
dibutuhkan bobot  terbaik.Pembentukan bobot  
ini disebut sebagai fase pelatihan.Untuk 
mengestimasi nilai bobot terbaik dilakukan dengan 
memenuhi persamaan optimasi (10) dengan syarat 
persamaan (11). 
 
 
 
Optimasi bobot: 
 
(10) 
 
dengan syarat, 
 
(11) 
 
Dimana 
 
 
(12) 
 
Bobot terbaik adalah bobot yang memiliki nilai 
minimum pada persamaan (10). 
 
III. Metodologi Penelitian 
3.1. Pengumpulan Data 
Data pada penelitian ini merupakan dataset dari 
Make 3D Dataset pada Cornell University. Dataset 
terdiri dari 90 citra warna dan 90 citra kedalaman 
ditunjukan pada Gambar 1.Jarak terdekat pada citra 
kedalaman di-tunjukan oleh warna biru (gelap) 
sementara terjauh ditunjukan oleh warna kuning 
(terang) serta hijau untuk menengah. 
 
(a)  (b) 
Gambar 1. a. Citra warna (RGB image)  danb. citra kedalaman (Depth Image)   
 
3.2. Rancangan Pendekatan 
Pendekatan untuk estimasi citra kedalaman 
dilakukan dengan dua fase (phase). Pada setiap fase 
menggunakan superpixel dan FFT sebagai pra 
proses dan ekstraksi fiturnya. Fase pertama adalah 
fase latih dan fase kedua adalah fase uji. Fase latih 
menghasilkan model CRF-SSVM, sementara fase 
selanjutnya menhasilkan citra kedalaman. Alur 
kedua fase ditunjukan oleh Gambar 2. 
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Fase Latih dibagi kedalam: Pra-proses, 
Ekstraksi Fitur, Pelatihan Model. Pada bagian pra-
proses, kedua citra (warna dan kedalaman) 
disegmentasi menggunakan superpixel.Selanjutnya 
hasil segmentasi citra warna dilakukan ekstraksi 
fitur berupa nilai rata-rata spektrum. Masing-
masing fitur dipasangkan dengan label yaitu nilai 
jarak dari citra kedalaman tersegmentasi. Tahap 
selanjutnya bobot dilatih berdasarkan model CRF. 
Bobot ini kemudian digunakan untuk membentuk 
model SSVM. 
 
Gambar 2. Rancangan Pendekatan 
 
Fase Uji dibagi kedalam: Pra-proses, Ekstraksi 
Fitur, Estimasi Citra Kedalaman. Pada pra-proses 
hanya dilakukan pada citra warna.Hasil pra-proses 
berupa citra warna tersegmentasi.Selanjutnya 
dilakukan ekstraksi fitur pada tiap-tiap 
segmentasi.Kedua tahap ini serupa dengan kedua 
tahap awal fase latih. Selanjutnya citra kedalam 
didapat dengan menggunakan model CRF-SVM 
yang didapat dari fase latih. 
 
3.3. Evaluasi 
Evaluasi dilakukan pada citra kedalaman hasil 
estimasi dan citra kedalaman dataset (ground truth) 
dengan menggunakan rumusan (13). 
 
 
(13) 
 
Dimana  merupakan label pada dataset dan  
merupakan label yang diberikan hasil estimasi. 
Sementara banyaknya label pada setiap citra 
dinyatakan oleh n. 
 
IV. Hasil dan Pembahasan 
Hasil estimasi citra kedalaman ditunjukan oleh 
Gambar 3.Performa estimasi citra kedalaman 
dengan menggunakan CRF-SSVM dibandingkan 
dengan metode Structured Perceptron dengan 
keduanya sama-sama menggunakan FFT sebagai 
fiturnya. 
Hasil performa CRF-SSVM lebih baik 
dibandingkan dengan Structured Perceptron yaitu 
69.04% berbanding 48.9%.Hasil keduanya 
ditunjukan oleh Tabel 1. 
 
 
Tabel 1. Hasil 
Metode 
Data Latih 
(%) 
DataUji (%) 
CRF-SSVM 65.98 69.04 
Structured Peceptron 43.7 48.9 
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Gambar 3. Citra Input Tersegmentasi (kiri) dan 
Estimasi Citra Kedalaman (Kanan) 
 
 
Performa yang baik pada pendekatan yang 
diajukan, menunjukan bahwa fitur fourier dari 
ekstraksi fitur FFT dapat memberikan ciri yang 
unik untuk Model CRF-SSVM. Sementara untuk 
metode estimasi structured perceptron informasi 
ciri tersebut belum mampu memberikan akurasi 
yang baik.  
Hasil yang baik tersebut ditunjukan pada 
gambar 3 dimana untuk objek terdekat berupa 
tanaman dan bangunan dinyatakan dengan warna 
ungu gelap dan yang terjauh ditunjukan dengan 
warna kuning terang. 
 
V. Kesimpulan 
Pendekatan CRF-SSVM sebagai model estimasi 
citra kedalaman dengan menggunakan ekstraksi 
fitur FFT menghasilkan akurasi yang cukup baik 
sebesar 69.04%. Fitur fourier dari FFT memberikan 
informasi ciri yang baik pada model CRF-SSVM 
dalam estimasi Citra Kedalaman. 
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