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Maximin型の目的函数を持つナップサック問題に関する考察
飯 田 浩 志
概 要
本稿では,古 典的な0-1ナップサ ック問題の数ある拡張の中で も,特徴的な
maximin型の 目的函数 を持つ二つの問題 を取 り上げ,そ れぞれに関す る話題
を提供する.ひ とつはナ ップサ ック共有問題 もう一つはmax-minO-1ナッ
プサック問題である.
キー ワー ド:組 合 せ最 適化;0-1ナップサ ック問 題;ナ ップサ ック共有 問題;
max-minO-1ナップサ ック問題
1は じめ に
小学生の頃,遠 足 を前に 「おやつは300円まで」 と決 まっていて,何 を買お
うかさんざん迷った経験 はないだろうか.各 品 目の好 き嫌いについて何 らかの
数値的な指標を与えることができれば,こ れは0-1ナップサ ック問題として定
式化できよう.つ まり,0-1ナップサ ック問題(以 下では簡単のため,KPと
略称する)と は1それぞれが二つの属性値 を持つ多数の品目(項)の 中から,
一方の属性値の和を指定された範囲内に保 ちつつ,他方の属性値の和を最大に
す る項の組 を求める問題であ り;唯一の制約条件を持つ全0-1計画問題 として
定式化される一方で,NP困難な問題であることはよく知 られている.KPは,
次のように定式化 される:
〔371〕
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(KP)最 大 化
制約条件
Σ 舛 ゴ
ノ∈N
ΣW」X」 ≦6
ブ∈N
xゴ∈{0,1},ブ∈N.
本稿 を通 じて2V={1,2,_,n}であ り,nが 項 数 を示す.勿,Wyを それぞ れ,項
ブ(∈Mの 価値(profit),重量(weight)と呼ぶ.加 えて,cが ナ ップサ ック
の重量 制 限(capacity)を表す.ま た,0-1変数 紛 が項 ブの選択(勿=1)/非選
択(紛=0)を示 す.慣 例 に従い,n一ベ ク トルv=(x1,z2,_,Xn)を,解(solution)
と呼ぶ.解xは,Σ ブ∈N吻 紛 ≦cを 満 たす 時,可 能(feasible)とい われ る.
可 能解 の 内,最 大 の 目的函数値 Σ」∈N吻錫 を達 成す る ものが,最 適解 で ある.
KPは,全0-1計画問題 として定式化 で きる組合 せ最適化 問題の緩和 問題(一
部 また は全部 の制約条件 を緩 めて解 き易 くした問題)に しば しば現 われ るだけ
ではな く,そ れ 自身が多 くの応 用 を持 つ有用 な問題 であ る.加 えて,KPに さ
らなる制約 を付 加 した問題 も数 多 くあ り,さ ま ざ まな研 究 が な され て いる.
KPの 詳細 につ い て は,例 えば,茨 木 ・福 島に よ る成 書[9]の第13章を参照 さ
れ たい.ま た,KPを め ぐる最近 の話題 がMartelloetal[14]にある.
本稿 で は,こ のKPの 数あ る拡張 の 中で も,特 徴 的 なmaximin型の 目的函
数 を持 つ二 つ の問題 を取 り上 げる.第2節 で は,ナ ップサ ック共有 問 題へ の
Lagrange緩和 の適用 について考察 す る.第3節 では,max-minO-1ナップサ ッ
ク問題 を,あ る別の問題 として解 くこ とを考 える.
2ナ ップサック共有間題
本 節 では,ナ ップサ ック共 有問題(KnapsackSharingProblem,以下KSP
と呼ぶ1)を 取 り上 げ る.KSPは,先 のKPの 定義 に加 えて,Nをr個 の排 他
1かつて,拙稿[10]でKSPを「ナップサ ック配分問題」 と訳 した.し か しながら,
訳 としては 「ナップサ ック共有問題」の方が適当であるとの御指摘を頂戴 したので,
本稿 ではそちらを用いた.
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的な部分集合(ク ラス)に 分割 した上で,選 択 した項の価値の和 をそれらクラ
スごとに算出した中での最小値 を最大化す る.特 にクラスが唯一(r=1)の
時,KSPはKPに 一致する.KSPは,次式で与えられる1
(KSP)最大 化
制約条件
minΣP」X」
1≦i≦rノ ∈Ni
ΣWfX」 ≦6
ブ∈…1v
」ed∈{0,1},ブ∈N
プ
u1>i=N,Nk∩Nl=e,k≠ ム
t=1
(1)
(2)
(3)
(4)
以下 では簡単 の ため に,勝 手 な勿 お よび 吻,な らび にcを 正 の整 数 と仮 定す
る.
とこ ろで,KnapsackSharingProblemなる用 語 の 初 出 はBrown[3]だが,
上 の意味 でKSPを 定義 したの は,我 々の 知 る限 りではYamadaandFutaka-
wa[16]が最 初 で あ る.文 献[16]では,KSPに 対 して,ク ラス数 が2の 場 合
にお ける線形緩 和(後 述)に よる上 界の求 め方,お よび一 般の場合(r≧2)
にお け る貧 欲法(greedyheuristic)による下界 の求め方,な らび にそれ らを
用 い た変 数 の固定 法 を提 案 してい る.KSPへ の解 法 の提 案 は,YamadaetaI
[17]にある.ま た,KSPの 線形緩 和 問題へ の線形時 間解 法が,Kunoetal[13]
に よって提 案 され てい る.
さて,理 論 的 には,線 形緩和 よ りもLagrange双対(最 適 なLagrange乗数
を持つLagrange緩和 問題,Fisher[5])の方が 良い 上界 を与 え るこ とは よ く
知 られて い る(例 えば,NemhauserandWolsey[15],久保[12]).にもかか
わ らず,KSPにLagrange緩和 を適 用 した とい う事 例 は,こ れ まで報 告 され
てい ない.よ って本節 で は,KSPへのLagrange緩和 の適用 につ いて議論 する.
第2.1節で は,KSPのLagrange緩和 問題 を具体 的 に構築 す る.第2.2節では,
第2.1節で構 築 したKSPのLagrange緩和 問題 を具体 的 に解 くた めに必要 とな
るLagrange乗数 の決め方 を考察す る.
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2.1KSPのLagrange緩和問題
実 は,KSPへLagrange緩和 を適用す るこ と自体 は容 易 である,な ぜ な ら:
KSPは,max-minO-1ナップサ ック問題(以 下,MNKと 呼ぶ)の 特殊 ケース
で ある[10];Yu[18]は,代理緩和(surrogaterelaxation,Glover[7])を用 い
てMNKの 上界 を求め てい る;そ の代理緩 和 を適用 して得 られたMNKの 緩 和
問題 は,MNKにLagrange緩和 を適 用 して得 るこ と もで きる[10];以上 の こ
とか ら,MNKへ のLagrange緩和 の適用方 法 を,そ の ままKSPに 用 い ること
がで きるか らで ある.以 下 この方向で,KSPのLagrange緩和 問題 を構築 す る.
まず,KSPの 目的函数 を次 の ように書 き直す:
最 大 化
制約条件 .y≦Σブ∈瓦 坊 乃
ツ≦Σ ブ∈母 あ 乃・
次 に,上 のr本 の制約式 それぞ れ につ いて,ガ番 目の制約 式 に非負 の変数 ろ を
対応 させ,ペ ナ ルテ ィ Σ」.、(Σブ∈N、1)ソ乃・-y)ろを 目的函数 ツに加 える・ ただ し
ここで,Σ 峯、ろ=1を 仮 定す る.整 理 して,次 式で表 され るKPを 得 る:
・-m蕪 ρチ臓 細 ・r」∈{…}・ブ∈N}(1)
こ こに,勝 手 なブ∈Ni(ゴ=1,2,_,r)に対 し鳶=ろ 勿 であ る.ま とめ る と,
各 ク ラス 珊 に属す るすべ ての項 に対 し,そ の価値 にLagrange乗数 ろ ≧0(た
だ し,Σ 窪、ろ=1を 仮 定す る)を 乗 じた後,ク ラス の枠 を取 り去 って得 られ
るKPが,KSPのLagrange緩和 問題 であ る.
以 降,式(1)で与 え られ るKPを 特 に,KP(1)と表記 す る.こ のKP(1)にお け
るLagrange乗数 は,無 論,そ の最適値 が なるべ く小 さ くなる ように決め るこ
とが望 ま しい.次 小 節で は,そ の決 め方 を考察 する.
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2.2Lagrange乗数
本題 に入 る前 に,後 で必要 となるので,KSPの線形緩和 問題(0-1制約
勿 ∈{0,1}を0≦勿 1なる制約O'∈Mで 置き換 えた問題.以 下,LKSPと呼
ぶ)の 最適値お よびその性質について簡単に触れてお く,まず,各 クラス 鑑
に対 して,KSPの重量制限cか らの重量配分ci(0≦♂≦6)を導入する.そ の上
で,ク ラス罵 に属する項だけか ら構成 されるKPを 考え,そ のKPの 線形緩
和問題(以 下,LKPiと呼ぶ)の 最適値を2iとする.式 で書 くと,
ー??????
?
?
?
?
?
?
ー
?
?
?
?
」??
この ン は:Σ ブ∈罵 吻 ≦♂の 時,ン=Σ ブ∈罵勿 で あ り;そ れ 以外 の時,ク ラス
珊 に属す るすべ ての項{il,i2,...}が価値重量比 の 降順 に並 んで いる,即 ち,
Pi,/Wi1}2Pi,/Wi,≧… なる仮 定の下,項ib(こ こに,b=min{酬Σ髭1勉>cil)
が 定 ま って(こ の項ibはcritica1項,あるい はbreak項と呼 ばれ る),次 の よ
うに求 まる(Dantzig[4]の上 界〉:
?
?
??
?
?
???
??
???
??
?
?
?
? (2)
今,ガ=min1≦蔭 プΣブ∈N,Pjと定義 す る と,LKSPの 最 適値2=minlsi≦。ン
が ガを越 えない ことは容 易 に分 か る:乏=万 な らば,各LKPiに 対 して2i=づを
達 成 す る最 小 の 重 量 配 分ciに つ い て,ΣL1♂ ≦cが 成 立 す る;そ れ 以 外
(z<P)の 時,次 式 が成立す る[13],[17]:
乏==乏1=22=e・=乏7,(3)
c1+c2+…十c「=c.(4)
直観 的に言 えば,勝 手 なLKSPの 可能解 に対 して,(3)が満 た され ない時:最 大
の ン を与 え るク ラスへ の配分 を少 し削 って,乏 を与 え るクラスへの配分 を増す
こ とで;(4)が満 た され ない時:配 分 され なか った余 りを2を 与 える クラスへ重
ね て配分す る こ とで;結 局 どち らの場合 にお いて も,そ の 目的函 数値 を よ り大
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きくする余地がある.
以上のことに留意 しつつ,一 般論の前に,KSPの具体例三つ についてLag-
range乗数の決め方を以下で見てい くことに しよう.なお,以 降では特 に断 り
なく,緩和問題の目的函数値の整数部のみを考える.ま た,必 要に応 じて,項
を(価 値,重 量)の 組で表すことにする.
例2.1.す べ ての項 が等 しい重量 を持 ち,か つ各 クラスに一種 類の項 しかない
場合
二つの ク ラスか らなるKSPを 考 える.各 クラス それぞれ に,ナ ップサ ッ
ク を一杯 にす るだ けの項 数が あ る もの とす る.ク ラスノv1,N2それぞ れ
に属す る項 の価 値 を60,30とし,項 の重量 を20とす る.任 意 の重 量制 限
cに対 し,最 適値 は60tc/60」+30t(c-60Lc/60」)/40」であ る.
c
〃N1
c2--C
33
図1:LKSPの最適値
まず,LKSPの最適値を求める.ここで,図1に 注目していただ きたい.
図中の二本の直線1v1,N2は,それぞれ対応するクラスに属する項 を一
つ一つ積み上げることを意味する.図1が 示すように,最 適値は重量制
限cに 等 しく,ク ラスNlに重量c/3を,N2に(2/3)cをそれぞれ配分
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する ことで得 られ る.な お,こ こで定めた各クラスへ の重量配分 は,図1
中の 各 クラス に対 応す る直線 の傾 き(価 値/重 量比)の 大 きさに反比例
してい る ことに注意 された い.
他 方,Lagrange緩和 問題で は,す べ て の項 の重量 が等 しい こ とか ら,
(λ1,λ2)=(1/3,2/3)として項 の価値 も均 一 にす る,即 ち,価 値/重量比
を一定 にす るこ とがKP(1)の最適値 を最小 にす る.こ の時,勝 手 な重量
制 限cに 対 して最 適値 は20tc/20」で あ り,LKSPの 最適値cを 越 え る
こ とはない.
例2.2.各 クラスに一種類 の項 しかない場合
二 つの クラスか らなるKSPを 考 える.例2.1と同様,各 クラスそれぞ れ
に,ナ ップサ ックを一杯 にす るだけの項数が あ るもの とす る.クラス 瑚,
-N2に属 す る項 をそ れぞ れ(18,9),(4,6)と し,重 量 制 限c=38と
す る.こ のKSPで は,ク ラスNIか ら一 つ,N2か ら四つの項 を選択 す
る ことで,最 適値16を得 る.
LKSPでは,例2.1と同様 の議 論か ら,各 クラス に属す る項 の価 値/重量
比 に反 比例 す る よう各 ク ラス に重 量配 分す るのが最 適 であ る.他 方,
Lagrange緩和 問題 では,こ の例 か ら決 まるKP(1)は無制 限整 数 ナ ップ
サ ック問題(UnboundedKnapsackProblem,以下UKPと 呼ぶ)に な
る.UKPは,KPに おける0-1変数 吻 が非負 の整 数値 を取 り得 る とした,
KPの 拡 張 問 題 で あ る.こ のUKPの 最 適解 につ い て は,周 期 を持 つ
(periodic)とい う重要 な性 質が 知 られ てい る(GilmoreandGomory
[6]).これ は,重 量 制限が あ る閾値以 上で あれ ば,最 も価値/重 量 比 の
大 きい項 を含 む最適解 が必ず存在 す る,言 い換 えれば,重 量制 限があ る
閾値 以上 で あれ ば,最 も価値/重 量比 の大 きい項 のみ が最適値 に貢 献す
る とい うもので ある2.し たが って,重 量制 限が 充分 に大 きい とい う条
2項1が 価値/重量比最大 とす ると,重量制限が(Wl-1)×maXi∈1>嘱吻 以上であ
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件下 で の議 論 では ある けれ ども,価 値/重量 比が 最大 であ る項 のそ れ を
小 さ く押 える,即 ち,例2.1と同様すべ ての項の価値/重量 比が等 しくな
るよ うにLagrange乗数 を決定す るのが良 さそ うで ある.
以上 を例 に当 て はめる と,LKSPで は,ク ラスN1へ の最 適重量 配分 は
c/4=9.5であ り,最 適値[9.5×(18/9)」=19を得 る.他 方,Lagrange緩
和問題 では,上 記 方針 か ら(Rl,λ2)=(1/4,3/4)と決 まる.結 果,二 種
類 の項:項1(4.5,9)と 項2(3,6),重 量 制 限c=38か らな るUKP
を得 る.こ の時,例 えば項1を 四つ取 る ことで,最 適値18を得 る.
例2.3.ど の クラスも同一 の項群 か ら構成 される場合
三つ の ク ラスか らな るKSPを 考 える.各 ク ラスNi(i=1,2,3)に属 す
る項 をいず れ も{(50,10),(40,20),(30,30)}とし,加 えて,c=117とす る.
このKSPの 最適値 は90である.
LKSPにつ いて:各 ク ラス に重 量c/3=39を等 し く配分 す るこ とで,三
つ のLKPiすべ てが同一 の問題 とな り,前 述 の要件(3)が満 た され る.ま
た,(4)も成立 す る.
Lagrange緩和 問題 につい て:KPへ の重 要 な成果 と して,核(core)の
概念 があ げ られ る(BalasandZemel[2]).これは大雑把 に言 えば,項
数 〃が 充分 に大 きい時,価 値/重量比 の相 対的 に大 きい項 はか な り高 い
確率 で,そ れの小 さい項 は逆 にかな り低 い確率 で最適解 に含 まれ る;よ
って最 適解 を求 める に は,項 を価 値/重 量 比 の 降順 に並べ た 際 に,cri-
tical項b(前述 の とお り,Pi/ω1≧ρ2/ω2≧… ≧Pn/Wnなる仮定 の下,
b=minlk1Σ」一、吻>c}で 決 まる項)の 近 隣にかた まって存在す る項群
(核)の み を考慮す れば良い,と い うものであ る.こ の ことか ら,KP(1)
れば,項1を 含む最適解が必ず存在する.一 般に,ナ ップサ ック問題 に適用された
動的計画法は,重 量制限が大 きくなるにつれて,そ の効率が低下する.し か し,こ
の周期性 を利用すれば,非 常に大 きな重量制 限を持つUKPで あって も,動 的計画
法を用いて難 なく解けることになる(Andonovetal[1】).
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の最適値 を小 さ くす るため には,各 ク ラスに 同 じ く属す る価値/重 量比
が最大 である項の価値 を押 しなべて潰す こと,即 ち,す べ ての クラス に
等 し く乗 数1/3を 対応 させ るこ とが望 ま しい と考 え られ る.で は,実
際 に例 に当てはめ てみ よう.
LKSPの最適値 は,式(2)からt50+40+(39-(10+20))30/30」=99.他方,
λ1=R2=R3=1/3としたKP(1)では,項(50/3,10)と(40/3,20)を三 つず
つ取 るこ とで,最 適値90を得 る.
さて,で は一般 のKSPか ら決 まるKP(1)につ いて,劣 勾 配法[5]等の一 般 的
な枠組 を用 い る ことな しに,Lagrange乗数 を簡 単 に決め る方法 はない もの だ
ろ うか.実 は,上 の三つ の例 に共通 して,あ る性 質が見 て とれ る.そ の ことか
ら,次 の仮 説が浮 かび上が って くる.
仮 説.LKSPか ら決 まる(3)一(4)を満 たす最適 な重量 配分(c1,c2,..,,〆)に応
じて ろ=o%(i=1,2,...,r)と定 めたKP(1)の最適 値 は,当 該LKSP
のそれ を越 えない.
与 え られ たKSPのLKSPに 対 して 決 まる最適 な重量 配分 中で配分 の よ り少 な
い クラス は,価 値/重 量比 が相対 的 に大 きな項 をよ り多 く含 む と考 え られ る.
よって,KP(1)の最 適値 を小 さ くす る ため に当該 ク ラス のLagrange乗数 を小
さ くす る,と い う方 針 は理 に適 って いる ように見 える.し か し,こ の仮説 は正
し くない.
反例.次 のKSPを 考 える:
φゴ,吻)
(8,2)(8,16)
(12,12)(14,14)
LKSPの最適値2==14は,各クラスに等 し く重量14を配分 して得 られる.
仮説 か らRl=λ2・1/2が決 ま り,四 つの項{(4,2),(4,16),(6,12),(7,14)},
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c=28か ら な るKPを 得 る.こ のKPの 最 適 解 は(1,0,1,1),最 適 値
17>2で あ る.
つ い で な が ら,(λ1,λ2)=(13/17,4/17)とす れ ば,項{(104/17,2),(104/17,
16),(48/17,12),(56/17,14)}を得 る.こ のKPの 最 適 解 は(1,0,1,1)
な ら び に(1,1,0,0),最 適 値L208/171=12<2で あ る.
この反例か ら,上の仮説の欠陥は,情 報の一部 しか見ていないこと,よ り正確
には,各 クラス珊 に対 して,重 量配分 ～に応 じて決 まる才を構成する価値/
重量比が上位の項のみが乗数 う に関与 していることに起因すると考えられる.
つまり,重量制限の大小に関係することであろうけれども,全体 とは言わない
までも,か なり広い範囲の項を考慮する必要がある.以 上のことから,一般の
KSPにおけるLagrange乗数の決め方 に答 えるのは,や は り,そ う簡単 では
ないようである.
一つ,KSPへのLagrange緩和の適用にあたってMNKへ の適用法が流用で
きたことと同様に,MNKに おけるLagrange乗数の決め方がKSPにもそのま
ま適用できる.よ って,そ れを論 じている文献[18],[11]から何 らかの指針 を
得ることが期待で きる.前 者は,λ声1/r(i=1,2,...,グ)を初期値 とした劣勾
配法の亜種を,ま た後者は,三 種類の初期値か ら始める独 自のheuristicを,
それぞれ提案 している.い ずれにせ よ,数値実験が必須 となろう.
以上,本 節 では,KSPへLagrange緩和 を適用 し,結果得 られた緩和 問題
の最適値が線形緩和問題のそれ よりも良いことを,数種類の例によって確認し
た.一一ecのKSPにおけるLagrange乗数の決め方は,今 後の課題 として残 さ
れている.最後に,ど れほど優 れた上界値であっても,それを求めるための計
算時間が高価であれば,そ の効果が相殺されてしまい,解 法全体 としての効率
はむしろ低下する場合があることは,よ く知 られている.確 かに,理 論的には
Lagrange双対の方が線形緩和よ りも優位にあるとはいえ,LKSPには既に線
形時間解法が提案されてお り,Lagrange緩和 を用いる方が有利であるとは言
い切れない.はたして,KSPに対するLagrange緩和問題のLagrange乗数は,
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線形緩和問題 よりも小 さい最適値を持つ ように,か つ効率的に決め得 るのか,
またその最適値は,線 形緩和問題の与えるそれに比 して,ど の程度の優位差を
持ち得 るのであろうか.
3max-minO-1ナ ッ プサ ッ ク問題
本節では,前 節で も少 し言及 したmax-minO-1ナップサック問題(MNK)
の解法について議論する.MNKは,Yu[18]によって提案 された問題である.
KPにおける項の価値が不変である点 を拡張 し,(未来に向けた)シ ナ リオに
依存する項の価値を考慮す るのがMNKである.具体的には,重 量制限cを 越
えない範囲で項を選択 し,それ ら選択した項の価値をシナリオごとに算出した
中での最小値 を最大化する.特にシナリオが唯一の時,MNKはKPに一致する.
MNKは,次 のように定式化される:
・MNK-m糟{愚 ρ礪 細;X」 ∈{・,・},ブ∈N}・
ここに各項ブ(∈劫 は,重 量 吻 およびシナリオs(∈S)の下で価値ガ を持つ.
以下では簡単のため,勝 手なWjおよびcは 正の整数 と仮定 し,さ らに,勝 手
なが は非負の整数 と仮定する.
MNKへ の解法は,前 掲の[18],[11]で提案されてお り,そ のどち らも分枝
限定法(最 良優先探索)に 基づ くものである3.本節では,あ る特殊なMNK
を別の問題 として解 くことを考える.そ の別の問題 とは,前 節で取 り上 げた
KSPである.実 は,MNKに ついては 〃=60,シナ リオ数30までのサイズの問
題を解いたという報告 しかなされていない一方で,KSPではn=10000,r=10
規模の問題が解かれている[17].したがって,MNKをKSPと して解 くこと
ができれば,従 来よりもより大規模な問題をより高速に解 けることが期待でき
る.
3分枝限定法(最 良優先探索)に ついては,例 えば,茨 木[8]を参照 されたい.
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既に述べた とお り,KSPはMNKの 特殊 ケースである.詳 しく言えば,各
項が唯一のシナリオでのみ価値 を持つMNKは,KSPとみなせる.こ れは見方
を変えれば,そ のようなMNKは,KSPと して解けることを意味する.で は,
他 にどのようなMNKがKSPと して解 き得 るのであろうか.本節の残 りでは,
KSPとして解けるMNKを 規定する条件について論ずる.
3.1MNK→KSP
これ以 降,解xに つい て,成分1の 個数 つ ま りΣブ∈N㊧ を解xの 項 数 と呼ぶ.
加 えて,Σ ブ∈N吻 紛 を解xの 重量 と呼ぶ.
まず,MNKに おけ る項 の価 値 拶(≧0)につ いて,次 の定義 を導入す る:
P」一 曹 ρ夢 ブ∈N{ (5)房 =ρ夢一倉s∈s・ フ∈N・
こ こで,勝 手 な房 は非 負 であ る こ とに注 意 された い.こ の時,次 の命 題 が成
立す る.
命題3.1.与 え られたMNKが,次 の二つの条件 を満 たす と仮定す る.
L各 項 ブについ て,房>0な るシナ リオsが 高々一つ であ る.
2.すべ ての項 ブについて,乃 二妻1かつ 吻=〃1.
ここで,N。={ブ1房>Ol(s∈S)と定 義す る.特 に,房 ≡0な るブはNl
の元 とす る.こ の時,次 式 で与 え られるKSP:
一 囎 俵 伽 忍 一;・V」 ∈{…}・ブ∈N}(6)
に は項数L6/zo1」の最 適解 が存 在 し,そ れ は元 のMNKの 最 適解 で もあ
る.そ の上で,2MNK・2KSp+PiLc/Wl」が成 立す る.
以 降,式(6)を,与 え られたMNKか ら決 まるKSPと 呼 ぶ.特 に,一 般 のKSP
と区別 す る際 には,KSP(6)と表記す る.
証明.ま ず,部 分 集合族Ns(s∈S)は排他 的 であ りかつ,そ れ ら全 体 はNを 覆
う(Us∈sN。=1>)ので,KSP(6)はwell-definedである.
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項 の重量がすべ て等 しいことか ら,与 えられたMNKに は必ず,項 数
tc/wllの最適解が存在する.何 となれば,房 ≧0なる仮定か ら,も し
最適解 が項数Lグω1」未満であって も,項 数Lグ勿1」になるまで新たに
項 を付 け加え られるか らである.他 方,定 義(5)から房 ≧0なので,同
様の議論から,KSP(6)における項tWtc/Wl」の最適解の存在 も保証 され
る.
KSP(6)の項 数Lc/Wllの最適 解 をx*と し,こ のx"が 与 え る元 のMNK
の 目的函数値 を考 える と,
鯉 黒 寓=暫 愚 殉+忍 粥
=暫
、暴 殉+2・tc/w・」・
上式か ら,♂ が与えられたMNKで 最適であることは,♂ のKSP(6>へ
の最適性か ら従 う.■
例3.1.命 題3.1の条件 を満たすMNKと して,次 を考 える(シナ リオ数2)二
ブ 1 2 3 4 5
ρナ 2 4 4 2 2
ρ多 2 2 2 4 3
zoゴ 2 2 2 2 2
6 7
このMNKか ら次のKSP(6)が決 まる(房=0な る欄の数値0は 省略さ
れている.以 降も同様 とする):
ブ 1 2 3 4 5
房 2 2
房 2 1
zoブ 2 2 2 2 2
o 7
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こ こ にNl={1,2,3},N2={4,5}であ る.こ のKSPに つ いて,項 数
tc/Wl」=3の最適解 と して(1,0,1,1,0)を選択 す れば,こ れ は元 の
MNKの 最 適解 で もあ る.こ の よ うに,最 適解 探索 の過 程 におい て,同
じ目的函 数 値で あ って もよ り項数 の 多い解 を優 先 させ る必 要が あ るの
で,旧 来 のKSPへ の解 法が その ま ま使 え るわけで は ない こ とに注 意す
る必要 があ る(と はい え,そ の修正 はわずか な もので あろ う).
上 の証 明に見 られるように,定 義(5)が,与え られたMNKの 目的函数 を
KSP(6)の目的函数 とPx=Σブ∈N塑錫に分離する.そ の上で,命 題3.1の二つ目
の 条件 は,KSP(6)の最 適解 がPxを 最大 た らしめ るため,i換言す れ ば,
KSP(6)の目的函数値に加算 されるPxの大小か ら生ずるMNKの 目的函数値の
逆転 を妨げ,条 件つ きではあるものの,KSP(6)のみ考慮すれば良い状況を作
り出すためである.実は,一般のKSPか ら決まるKSP(6)ではPx==0であ り,
各項が唯一の シナ リオでのみ価値を持つMNKをKSPと して解けることは,
命題3.1と同 じ視点から眺めることができる.
言 うまで もな く,Pxを最大たらしめる条件は命題3.1に限られるわけではな
い.例 えば,乃 がすべて等 しい時に加えて,w1≦w2s;…≦ω,zなる仮定の下,
KSP(6)の最適解の項数が1=max{klΣ」=、吻 ≦c}ならば夢 は最大である.こ
れは,命題3.1における条件の拡張に他ならない.し かしながら一般に,KSP(6)
が項数1の最適解を持つという保証はない.さ らにその上,実 際に解いてみな
ければ,最 適解の項数は分からない.
さて,命 題3.1以外 にμ を最大 たらしめる条件 としてはさらに,必/吻 が
すべて等 しくかつKSP(6)の最適解x'の重量が重量制限cに 等 しい場合が考え
られる.なぜ ならこの時,
Σ 倉媛=(2・/Wl)ΣZ・疹=(2・/W1)C
フ∈ヱVノ ∈ヱV
なので,KSP(6)の最適解の重量がcに 等 しくさえあれば,Pxが最大に保たれ
るか らである.た だしこれは,先 の命題3.1における条件の拡張 と同様に,実
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際に解いてみなければげ の重量は分か らないので,実 用的な条件 とは言い難
い.以 上を,命題の形でここにまとめておく.
命題3.2.与 え られ たMNKが,次 の三つの条件 を満たす と仮 定す る.
1.各項 ブにつ いて,房>0な る シナ リオsが 高 々一一つであ る.
2.すべ ての項 ブにつ いて,倉/Wj=妻1/w1.
3.そ のMNKか ら決 まるKSP(6)の最 適解 ♂ の重量 が 重量 制 限cに 等
しい.
この時,x"が 元 のMNKの 最適 解 を与 える.そ の上 で,2MNK=2Ksp+
(p1/w1)cが成立す る.
例3.2.命 題3.2の条件 を満 たすMNKと して,次 を考 え る(シ ナ リオ数2):
ブ 1 2 3 4 5 6
房 6 3 2 2 1 1
ρ多 2 1 1 6 3 2
zoブ 2 1 1 2 1 1
6 4
ここに,ル/吻 ≡1で あ る.こ のMNKか ら次のKSP(6)が決 まる:
ブ 1 2 3 4 5 6
房 4 2 1
房 4 2 1
吻 2 1 ユ 2 1 1
c 4
このKSPの 最適 解 は(1,0,0,1,0,0)であ り,そ の重 量 は重量 制 限
に等 しい.こ の解 は,与 え られたMNKの 最 適解 に一致 す る.
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一つ,命題3.2において,KSP(6)の最適解の重量が重量制限cに 等 しいという
条件は,必 要条件ではない.こ のことは,次 のMNKを考えてみれば分かる:
ブ 1 2 3 4 5 6
房 10 5 4 5 3 3
璋 6 3 3 9 5 4
吻' 6 3 3 5 3 3
o 12
以上,本 節では,KSPとして解 けるMNKを 規定する条件 をい くつか列挙
した.し かしなが ら,命 題3.1,3.2に共通 して,各 項ブについて鍔 が正なる
シナリオ∫が高々一つとい う条件は,あ まりにも厳 しいものである.今 後の方
向としては,餌 を最大 に保つこととはまた別のアプローチが必要であろう.
はたして,KSPとして解けるMNKの 全体像とは,い かなるものであろうか.
4お わ りに
本稿では,0-1ナップサ ック問題の拡張の中で も特 に,maximin型の 目的函
数を持つ二つの問題:ナ ップサック共有問題 とmax-minO-1ナップサック問題
を取 り上げ,そ れぞれの解法について議論 した.本 稿が,今 後の議論の緒 とな
れば幸いである.
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