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Abstract
Labeling cost is often expensive and is a fundamental limitation of supervised
learning. In this paper, we study importance labeling problem, in which we are
given many unlabeled data and select a limited number of data to be labeled from
the unlabeled data, and then a learning algorithm is executed on the selected one.
We propose a new importance labeling scheme and analyse the generalization
error of gradient descent combined with our labeling scheme in least squares
regression in Reproducing Kernel Hilbert Spaces (RKHS). We show that the
proposed importance labeling leads to much better generalization ability than
uniform one under near interpolation settings. Numerical experiments verify our
theoretical findings.
1 Introduction
One of the most popular task in machine learning is supervised learning, in which we estimate a
function that maps an input to its label based on finite labeled examples called training data. The
goodness of the learned function is measured by the generalization ability, that is roughly the accuracy
of the learned function for previously unseen data. Statistical learning theory is a powerful tool which
gives a framework for analysing the generalization errors of learning algorithms [29]. Enormous
learning algorithms have been proposed and their generalization abilities are analysed in various
settings.
In spite of the great successes of supervised learning, it has a fundamental limitation due to the
expensive cost for making training examples. Particularly, it is often the case that collecting input data
is cheap but to give labels of them is limited or expensive and that is one of bottlenecks in supervised
learning [22]. The dilemma is that the more labeled data, better generalization ability is guaranteed
but the higher labeling cost is incurred.
In this limited situation, importance labeling problem naturally arises, which is a special case of active
learning [27]. In the importance labeling settings, we first collect many unlabeled examples. Then
we choose a limited number of examples to be labeled from unlabeled ones. The most naive selection
of labeled examples is based on uniform subsampling from unlabeled data. What we expect here is
that if we choose labeled samples effectively, then better generalization ability may be acquired.
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Despite of the significance of the problem, theoretical aspects of importance labeling is little known.
The essential question is what importance labeling scheme surpasses the standard uniform labeling in
what settings.
In this paper, we consider this quite general question in the context of least squares regression in
Reproducing Kernel Hilbert Spaces (RKHS). Kernel method is classical and promising approach for
learning nonlinear functions [25]. In kernel method, input data is mapped to (potentially) infinite
dimensional feature space and then a linear predictor on the feature space is learned. The feature
space is determined by the user-defined kernel function and numerous kernel functions are known,
e.g. classical gaussian kernel and more modern neural tangent kernel (NTK) [13]. Least squares
regression in RKHS has long history and its generalization ability has been thoroughly studied in
supervised learning settings [5, 28, 23, 10, 24].
Main Contributions
• We propose CRED, that is a new importance labeling scheme based on the contribution
ratios to effective dimension of unlabeled data.
• The generalization error of gradient descent with CRED for least squares regression in
RKHS is theoretically analysed and the superiority of the algorithm to existing methods is
shown under low label noise (i.e., near interpolation) settings.
• The algorithm and the theoretical results are extended to random features settings and the
potential computational intractability of CRED is resolved.
The comparison of theoretical generalization errors between our proposed algorithms with most
relevant existing methods is summarised in Table 1.
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Table 1: Comparison of theoretical generalization errors between our proposed algorithms and most
relevant existing methods. n is the number of labeled data, σ2 is the variance of label noise, M is
the uniform upper bound of labels. In column "Additional Assumptions," m means the number of
random features andN does the number of unlabeled data. Please refer to Section 2 for the definitions
of these parameters. Extra log factors poly(log(n), log(δ−1)) are hided for simplicity, where δ is
confidence parameter for high probability bounds.
Related Work
Here, we briefly overview the most relevant research areas and methods to our work.
Supervised Learning Supervised least squares regression in RKHS has been thoroughly studied
[33, 5, 28, 23, 10, 24, 17, 6, 19, 15]. In [5, 28], generalization error of kernel ridge regression
has been studied and it has been shown that the minimax optimal rate is attained under suitable
assumtions. In [33, 23], gradient descent for kernel ridgeless regression has been considered and the
effect of early stopping as implicit regularization has been theoretically justified. The analysis has
been further improved with additional assumption about eigenvalues decay [17]. Online stochastic
gradient descent (SGD) has been studied in [10] and minimax optimal rate has been established when
the true function is (nearly) attainable. Recently the authors of [19] have considered Multi-Pass SGD
2
and shown its optimality without attainability of the true function under additional assumption about
the capacity of the feature space in terms of infinity norm. Random features technique [20] can be
applicable to kernel regression and reduces the computational time. The generalization ability of
kernel regression with random features has been studied in [24, 6] and it has been shown that random
features technique doesn’t hurt the generalization ability when the number of random features is
sufficiently large and the true function is attainable. More recently, in [15], low label noise cases
have been particularly discussed and their proposed Kernel Truncated Randomized Ridge Regression
(KTR3) achieves an improved rate when the label noise is low.
Semi-Supervised Learning Semi-supervised learning has a close relation to importance labeling.
In semi-supervised learning, we are given many unlabeled data and small number of labeled data.
Typically the labeled data is uniformly selected from unlabeled data. Semi-supervised learning
aims to get better generalization ability by the effective use of unlabeled examples typically under
so-called cluster assumption [2, 21, 3, 30]. In contrast, the importance labeling scheme in this paper
aims to get better generalization ability by the effective choice of labeled examples without the
assumption. In [14], a simple semi-supervised kernel regression algorithm called SSSR has been
proposed and they have shown that the generalization ability surpasses the one of supervised learning
when the true function is attainable and deterministic. Roughly speaking, the algorithm first computes
eigen-system of covariance operator in the feature space using unlabeled data. Then, linear regression
is executed on the principle eigen-functions as features. The theory of SSSR does not require the
cluster assumption and is on the standard theoretical settings of kernel regression.
Active Learning Active learning is also a close concept to importance labeling. In active learning,
we are given learned model on small labeled data and then select new labeled data from unlabeled
one by utilizing the information of the learned model. In some sense, active learning is a generalized
concept of important labeling. However, in active learning, how to select the initially labeled data is
out-of-scope and typically assumed to be uniform selection. Enormous active learning strategies have
been proposed [4, 9, 34, 16, 12, 31, 11, 26] ([27] for extensive survey) and empirically studied their
performances but their theoretical aspects are little known at least in our kernel regression setting.
Importance Sampling Importance sampling is a general technique to reduce the variance of
estimations and typically used in Monte Carlo methods and stochastic optimization [18, 36, 1, 8, 7].
The behind idea is that if the realizations that potentially cause large variance are more frequently
sampled, the variance of a bias-corrected estimator can be reduced. But the definition of importance
is strongly problem-dependent and to the best of our knowledge, any algorithms for importance
labeling problem have not been proposed so far.
2 Problem Settings and Assumptions
In this section, we provide problem settings in this paper and theoretical assumptions for our analysis.
2.1 Kernel Least Squares Regression with Importance Labeling
Let ZN = {(xj , yj)}Nj=1 be i.i.d. samples from some distribution ρZ , where zj = (xj , yj) ∈
X × Y ⊂ Rd × R, and XN = {xj}Nj=1, yN = {yj}Nj=1. We denote ρX as the marginal distribution
of Z on X and ρY|x as the conditional distribution of Y with respect to x ∈ X . We subsample
Zn = {(xj(i), yj(i))}ni=1 (n < N ) from ZN according to user-defined distribution q on ZN and we
denote Xn = {xj(i)}ni=1, yn = {yj(i)}ni=1.
The objective of this paper is to minimize the excess risk E(f) − inff∈HE(f) only using the
information of labeled observations Zn, where E(w) =
∫
Z
1
2 (y − w(x))2dρZ(x, y) and H ⊂
L2(ρX )(⊂ RX ) is some Reproducing Kernel Hilbert Space (RKHS) with inner product 〈·, ·〉H :
H ×H → R and kernel K(·, ·) : X × X → R.
Notation We denote by ‖ · ‖H the induced norm by 〈·, ·〉H and ‖ · ‖2 as Euclidean norm. Let
Σ = S∗S : H → H and L = SS∗ : L2(ρX ) → L2(ρX ), where the operator S is the natural
embedding from H to L2(ρX ) and S∗ is the adjoint operator of S. We define Tλ as T + λI for
operator T . For natural number m, We denote {1, . . . ,m} by [m].
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Algorithm 1: CRED-GD(η, λq , T )
1: Set qj =
∥∥∥∥Σ− 12N,λqKxj
∥∥∥∥2
H
+ 1N
∑N
i=1
∥∥∥∥Σ− 12N,λqKxj
∥∥∥∥2
H
2
∑N
j=1
∥∥∥∥Σ− 12N,λqKxj
∥∥∥∥2
H
for j ∈ [N ].
2: Sample {xj(i)}ni=1 independently according to q and get their labels {yj(i)}ni=1.
3: Set g0 = 0.
4: for t = 1 to T do
5: gt = gt−1 − η
(
1
n
∑n
i=1
1
Nqj(i)
(Kxj(i) ⊗Kxj(i))gt−1 − 1n
∑n
i=1
1
Nqj(i)
yxj(i)Kxj(i)
)
.
6: end for
7: return gT .
2.2 Theoretical Assumptions
Assumption 1 (Boundedness of kernel). supx∈supp(ρX )‖Kx‖H ≤ κ for some κ > 0.
Assumption 2 (Smoothness of true function). There exists r ∈ (0, 1] such that f∗ = Lrφ for some
φ ∈ L2(ρX ) with ‖φ‖L2(ρX ) ≤ R (R > 0). Here f∗(·) =
∫
Y ydρY|·.
Assumption 2 quantifies the complexity of f∗ in terms of the eigen-system of L. When r ≥ 1/2,
Lr(L2(ρX )) becomes a subset of H and particularly r = 1/2, it exactly matches to H . As r → 0,
roughly Lr(L2(ρX ))→ L2(ρX ).
Assumption 3 (Polynomial decay of eigenvalues). There exists α > 1 such that Tr(Σ1/α) <∞.
Parameter α characterizes the complexity of feature space H .
Assumption 4 (Bounded variance and uniform bounededness of labels). There exists σ ≥ 0 and
M ≥ 1 such that E(y − f∗(x))2 ≤ σ2 and |y| ≤M almost surely.
Generally label noise σ > 0, but we are particularly interested in the case σ → 0.
3 Proposed Algorithm
In this section, first we describe our proposed algorithm. Then computational aspects of our algorithm
are briefly discussed.
Our proposed algorithm is illustrated in Algorithm 1. The algorithm consists of two blocks importance
labeling and optimization by gradient descent.
Importance Labeling Our proposed importance labeling is based on the contribution ratios
to effective dimension [35]. First recall the definition of effective dimension, that is N∞(λ) =
Ex‖Σ−1/2λ Kx‖2H . The essential intuition of our scheme is that input x that has a large contribution to
effective dimension is much important than other inputs. To realize this intuition, we construct an
importance sampling distribution proportional to ‖Σ−1/2λ Kx‖2H on unlabeled data. For stability of
sampling, we add the mean of contribution ratios on unlabeled data to it. Finally, since covariance
operator Σ is unknown, we replace it by empirical covariance operator ΣN,λ using N unlabeled data.
Optimization by Gradient Descent The optimization process is similar to the standard gradient
descent on labeled data, but each loss is weighed by the inverse labeling probability to guarantee
the unbiasedness of the risk and then the gradient of the bias corrected risk is used for updating the
solution.
Computational Tractability Gradient descent on RKHS can be efficiently executed even in infinite
dimensional feature spaces thanks to kernel trick. However the computation of the contribution ratios
to effective dimension is generally intractable due to the inapplicability of kernel trick [25]. This
computational problem can be avoided by introducing random features technique. For the details, see
Section 6.
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4 Generalization Error Analysis
Here, we give the main theoretical results of CRED-GD (Algorithm 1). The proofs are found in Sec-
tion B of the supplementary material. We use O˜ and Ω˜ notation to hide extra poly(log(n), log(δ−1))
factors for simple statements, where δ is a confidence parameter for high probability bounds.
Our analysis starts from bias-variance decomposition ‖Sgt − f∗‖2L2(ρX ) ≤ 2 ‖Sft − f∗‖
2
L2(ρX ) +
2 ‖S(gt − ft)‖2L2(ρX ), where {ft}∞t=1 is GD path on excess risk, i.e., ft = ft−1−η(Σft−1−S∗f∗) =
ft−1−η(Ex[Kx⊗Kx]−Ex,y[yKx]) with f0 = 0. The first term is called as bias and can be bounded
by the following Lemma:
Lemma 4.1 (Bias bound, simplified version of Lemma A.1). Suppose that Assumptions 1 and 2 hold.
Let η = O(1/κ2) be sufficiently small. Then, for any t ∈ N,
‖Sft − f∗‖2L2(ρX ) = O
(
R2(ηt)−2r
)
.
Next, the second term, that is called as variance, can be bounded as follows:
Proposition 4.2 (Variance bound, simplified version of Proposition B.1). Suppose that η = O(1/κ2)
be sufficiently small. Let t ∈ N, λ = 1/(ηt) ≥ λq = Ω((Tr(Σ1/α)/n)α), δ ∈ (0, 1) and n ≥
Ω˜(1 + Tr(Σ1/α)λ
−1/α
q ) and N ≥ Ω˜(1 + κ2λ−1q ). Then there exits event A with P (A) ≥ 1− δ such
that
E
[
‖S(gt − ft)‖2L2(ρX ) | A
]
= O˜
(
(σ2 +R2λ2r)N∞(λq)
n
+ rN
)
,
where rN = λ2r + F∞(λq)(σ2 +R2λ2r + (M2 + κ4r−2R2 +R2λ−1+2r/N))/(nN).
Remark. Proposition 4.2 is the main novelty of our analysis. In [19], the variance bound of the
standard GD is roughly (σ2N∞(λ) +λ2rF∞(λ))/n in our settings. In contrast, our bound is roughly
(σ2 +λ2r)N∞(λ)/n for λ ≈ λq and sufficiently largeN . SinceN∞(λ) ≤ F∞(λ) holds, CRED-GD
improves the variance bound of the standard GD when σ2 is small. Later, we discuss the case
N∞(λ) F∞(λ) (see Lemma 4.3 and Section 5).
Lemma 4.3. Suppose that Assumption 1 holds. For any λ > 0, F∞(λ) ≤ κ2λ−1. Additionally,
under Assumption 3, for any λ > 0, N∞(λ) ≤ Tr(Σ1/α)λ−1/α.
Remark. In [19], under Assumption 1 and additional assumption supsupp(ρX )‖Σµ/2−1/2Kx‖2H =
O(κ2µR
2µ) for some κµ > 0 and µ ∈ [0, 1], the authors have shown that F∞(λ) = O(κ2µR2µλ−µ)
(Lemma 13 in [19]), which is a better bound than ours in Lemma 4.3 when µ < 1. However, in worst
case µ = 1 their bound matches to ours in Lemma 4.3. For an example of this case, see Section 5.
For balancing the bias and variance term, we introduce a notion of the optimal number of iterations:
Definition 4.1 (Optimal number of iterations). Optimal number of iterations for CRED-GD t∗η is
defined by t∗η = d1/(ηλ∗)e, where λ∗ is defined as
λ∗ = O˜
(σ2Tr(Σ 1α )
n
) α
2rα+1
+
(
R2Tr(Σ
1
α )
n
)α
+ λN
 ,
where λN = (κ2(σ2 +M2/N + κ4r−2R2/N)/(nN))1/(1+2r) + κ2R2/(nN) + κR/(
√
nN).
Lemma 4.3 and Proposition 4.2 with λq = λ∗ yields the following main theorem:
Theorem 4.4 (Generalization Error of CRED-GD). Suppose that Assumptions 1, 2, 3 and 4 hold.
Let η = Θ(1/κ2) be sufficiently small and δ ∈ (0, 1). Then setting λq = λ∗, T = Θ˜(t∗η), there exists
event A with P (A) ≥ 1 − δ such that CRED-GD satisfies E
[
‖SgT − f∗‖2L2(ρX ) | A
]
= O˜(λ2r∗ ),
where λ∗ is defined in Definition 4.1.
Wider Optimality on General Noise Settings When σ2 = Θ(1), the generalization error of CRED-
GD with sufficiently many unlabeled data becomes the optimal rate n−2rα/(2rα+1). The same rate
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is also achieved by supervised GD or SGD but under restrictive condition r > (α− 1)/(2α) in our
theoretical settings [10, 19], which is not necessary for CRED-GD.
Low Noise Acceleration When σ2 → 0, the rate of CRED-GD with sufficiently many unlabeled
data becomes n−2rα. In contrast, supervised GD or SGD only achieves O(n−2r) in our theoretical
settings when σ2 → 0, and thus CRED-GD significantly improves the generalization ability of
supervised methods. Semi-supervised method SSSL [14] only achieves n−(α−1)/2 when σ2 = 0 and
r = 1/2, which is worse than ours.
Equivalence to Kernel Ridge Regression with Importance Labeling Using very similar
arguments of our analysis, it can be shown that analytical kernel ridge regression solution
(Σ
(q)
n,λ∗)
−1(S(q)n )∗yn also achieves the generalization error bound in Theorem 4.4 (see Section C of
supplementary material). When λ∗ is extremely small, the analytical solution is computationally
cheap than gradient descent and sometimes useful.
5 Sufficient Condition for N∞(λ) F∞(λ)
In this section, we give a sufficient condition for N∞(λ)  F∞(λ) and its simple example. The
proofs are found in Section D of the supplementary material.
Proposition 5.1. Let {(λi, φi)}di=1 (d ∈ N ∪ {∞}) be the eigen-system of Σ in L2(ρX ), where
λ1 ≥ λ2 ≥ . . . > 0. Assume that λi = Θ(i−α) and ‖φi‖L∞(ρX ) = Ω(ip/2) for any i for some
α = 1 + Ω(1) and p ≥ 1. Moreover if d =∞, we additionally assume ‖φi‖2L∞(ρX ) = O(iα−1−ε)
for any i for some ε > 0. Then Assumption 1 is satisfied and for any λ ∈ (0, 1),
F∞(λ) = Ω
(
λ−
p
α ∧ dp
)
.
Example. Let X = [−1, 1]d and ρX = TN(0, σ21)⊗ · · ·⊗TN(xd, σ2d), that is the product measure
of truncated normal distributions with mean 0 and scale parameter σ2i , i.e., independent normal
distributions with mean 0 and variance σ2i conditioned on [−1, 1]. Let σ21 ≥ · · · ≥ σ2d. We denote
σ˜i as the variance of TN(0, σ2i ) for i ∈ [d]. Note that for sufficiently small σ21 = Θ(1), we have
σ˜2i = Θ(σ
2
i ) for any i ∈ [d]. Then we particularly consider linear kernel K and thus H = X .
Since the covariance matrix is Σ = diag(σ˜21 , . . . , σ˜
2
d), the eigen-system of Σ in L
2([−1, 1]d) is
{(σ˜2i , ei/
√
σ˜2i )}di=1, where ei(x) = xi for x ∈ [−1, 1]d. Suppose that the polynomial decay of
{σ2i }di=1 holds: σ2i = Θ(σ˜2i ) = Θ(i−α). Then from Lemma 4.3, N∞(λ) = O(log(d)λ−1/α ∧ d).
On the other hand, from Proposition 5.1 with p← α, we have F∞(λ) = Ω(λ−1 ∧ dα).
6 Extension to Random Features Settings
In this section, we discuss the application of random features technique to Algorithm 1 for computa-
tional tractability. Then we theoretically analyse the generalization error of the algorithm. The proofs
are given in Section E of the supplementary material.
Suppose that kernel K has an integral representation K(x, x′) = Eω∼pi[ψ(x, ω)ψ(x′, ω)] for
x, x′ ∈ X for some ψ. Random features φm,x = m−1/2(ψ(x, ω1), . . . , ψ(x, ωm)) ∈ Rm, where
ω1, . . . , ωm ∼ pi independently, is used for an approximation of K(x, x′) by 〈φm,x, φm,x′〉. Here,
the number of random features m ∈ N is a user-defined parameter and characterizes the goodness of
the approximation.
Algorithm The random features version of CRED-GD is illustrated in Algorithm 2. The difference
from Algorithm 1 is only the replacement of Kx to random features φM,x. Note that we can properly
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compute important labeling distribution q using standard SVD solvers thanks to random features
technique.
Algorithm 2: RF-CRED-GD(η, λq , m, T )
1: Sample ω1, . . . , ωm ∼ pi independently.
2: Set φm(xj) = m−
1
2 (φ(xj , ω1), . . . , φ(xj , ωm)) for j ∈ [N ].
3: Set qj =
∥∥∥∥Σˆ− 12N,λqφm,xj
∥∥∥∥2
2
+ 1N
∑N
i=1
∥∥∥∥Σˆ− 12N,λqφm,xj
∥∥∥∥2
2
2
∑N
j=1
∥∥∥∥Σˆ− 12N,λqφm,xj
∥∥∥∥2
2
for j ∈ [N ], where
ΣˆN,λq =
1
N
∑N
j=1 φm,xjφ
>
m,xj + λqI .
4: Sample {xj(i)}ni=1 independently according to q and get their labels {yj(i)}ni=1.
5: Set gˆ0 = 0.
6: for t = 1 to T do
7: gˆt = gˆt−1 − η
(
1
n
∑n
i=1
1
Nqj(i)
(φm,xj(i)φ
>
m,xj(i)
)gˆt−1 − 1n
∑n
i=1
1
Nqj(i)
yxj(i)φm,xj(i)
)
.
8: end for
9: return gˆT .
We need the following additional assumption for theoretical analysis:
Assumption 5. supx∈supp(ρX ),ω∈supp(pi)|ψ(x, ω)| = O(κ).
We define Sˆ : Rm → L2(ρX ) by (Sˆf)(x) = 〈φm,x, f〉 and Sˆ∗ by the adjoint of Sˆ. Then we denote
Σˆ = Sˆ∗Sˆ and Lˆ = SˆSˆ∗.
Generalization Error Analysis We consider generalization error ‖Sˆgˆt − f∗‖2L2(ρX ). We decom-
pose the generalization error to bias and variance:
‖Sˆgˆt − f∗‖2L2(ρX ) ≤ 2‖Sˆfˆt − f∗‖2L2(ρX ) + 2‖Sˆgˆt − Sˆfˆt‖2L2(ρX ),
where where {fˆt}∞t=1 is the path of GD with RF on excess risk, i.e., fˆt = fˆt−1−η(Σˆft−1− Sˆ∗f∗) =
fˆt−1 − η(Ex[φm,xφ>M,x] − Ex,y[yφm,x]) with fˆ0 = 0.The bias term can be bounded similar to
Lemma 4.1:
Lemma 6.1 (Bias bound for RF setting, simplified version of Lemma E.1). Suppose that Assumptions
2 and 5 hold. Let η = O(1/κ2) be sufficiently small and t ∈ N such that m = Ω˜(1 + κ2ηt). Then
for any δ > 0, with probability at least 1− δ,∥∥∥Sˆfˆt − f∗∥∥∥2
L2(ρX )
= O
(
R2(ηt)−2r
)
.
Remark. Compared to Lemma 4.1, additional condition m = Ω˜(1 + κ2ηt) is assumed. This implies
that to make bias small, appropriately large number of random features m is required.
The variance conditioned on random features {ωk}mk=1 can be bounded in a perfectly similar manner
to the proof of Proposition 4.2 with replacingN∞(λq) by Nˆ∞(λq) and F∞(λ) by Fˆ∞(λ). The latter
is trivially bounded by O(λ−1). The key lemma for bounding Nˆ∞(λq) is the following:
Lemma 6.2 (Proposition 10 in [24]). Suppose that Assumption 5 holds. We denote Nˆ∞(λ) =
Ex‖Σˆ−1/2λ φm,x‖22 for λ > 0. For any δ ∈ (0, 1) and sufficiently small λ = O(1), if m = Ω˜(1 +
κ2λ−1), with probability at least 1− δ it holds that
Nˆ∞(λ) ≤ 1.55N∞(λ).
Combining the bias and variance bounds with Lemma 6.2 yields the following theorem:
Theorem 6.3 (Generalization error of CRED-GD with RF, simplified version of Theorem E.3).
Suppose that Assumptions 2, 3, 4 and 5 hold. Let η = Θ(1/κ2) be sufficiently small, λq = λ∗ and
T = Θ˜(t∗η). For any δ ∈ (0, 1), if m ≥ O˜(1 + κ2λ−1∗ ), there exists event A with P (A) ≥ 1− δ such
that RF-CRED-GD has the same generalization error bounds as CRED-GD in Theorem 4.4.
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7 Numerical Experiments
In this section, numerical results are provided to empirically verify our theoretical findings.
Experimental Settings In our experiments, the input data of public datasets MNIST and Fashion
MNIST [32] were used. First we randomly split each dataset into train (60, 000) and test (10, 000)
and normalized input data by dividing 255. We conducted both linear regression (LR) and nonlinear
regression (NLR) tasks. For linear tasks, we used the original inputs with bias as features. For
nonlinear tasks, we used a randomly initialized three hidden layered fully connected ReLU network
with width 500 without output layer as features. Here, the random weights were from i.i.d. standard
normal distributions. Then we randomly generated true linear functions1on the feature spaces and
then did noised labels based on them, where the noises were from i.i.d. normal distributions with
mean 0 and variance σ2 ∈ {10−6, 10−4, 10−2, 1, 102}. We compared our proposed method2with
KRR (Kernel Ridge Regression), KTR3 [15] and SSSR [14]. The hyper-parameters were fairly and
reasonably determined.3 The train data was used as unlabeled data and the labeled data was selected
from it. The number of labeled data was ranged in {1000, 2000, 4000}. We independently ran each
experiment five times and recorded the median of test RMSE on each setting.
Results Figure 1 shows the comparisons of test RMSE of our proposed method with previous
methods. For the all cases, our method consistently outperformed the other methods. Particularly
when the label noise is small, our method achieves much smaller test RMSE than the other methods.
Conclusion and Future Work
In this paper, we proposed a new importance labeling scheme called CRED. The generalization error
of GD with CRED was theoretically analysed and much better bound than previous methods was
derived when label noise is small. Further, the algorithm and analysis were extended to random
features settings and computational intractability of CRED was resolved. Finally, we provided
numerical comparisons with existing methods. The numerical results showed empirical superiority to
the other methods and verified our theoretical findings.
One direction of future work would be an application of our importance labeling idea to deep learning.
Since the feature space of a deep neural network is updated in training time, our importance labeling
scheme can be naturally extended to active learning settings. The theoretical and empirical study
of the application of our importance labeling idea to active learning of deep neural networks is a
promising future work.
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A Auxiliary Results
First we introduce GD path on the excess risk:
ft = ft−1 − η∇E(ft−1)
= ft−1 − η
∫
Z
(〈ft−1,Kx〉H − y)KxdρZ(x, y)
= ft−1 − η(Σµt−1 − S∗f∗)
with f0 = 0 ∈ H for t ∈ N.
Lemma A.1 (Proposition 2 and Extension of Lemma 16 in [17]). Suppose that Assumptions 1 and 2
hold. Let η = O(1/κ2) be sufficiently small. Then, for any t ∈ N,
‖Sft − f∗‖2L2(ρX ) = O
(
R2
(
ηt)−2r
))
.
Moreover for any λ > 0 and s ∈ [0, r]
‖Σ−sλ ft‖2H ≤ O(R2(κ4(r−s)−2 + (ηt)1−2(r−s))).
Lemma A.2. Suppose that Assumptions 1 and 3 hold. For any λ > 0,
N∞(λ) def= Ex‖Σ−1/2λ Kx‖2H = Tr(Σ−1λ Σ) ≤ Tr(Σ
1
α )λ−
1
α .
Proof. Ex‖Σ−1/2λ Kx‖2H = ExTr(Σ−1/2λ (Kx ⊗ Kx)Σ−1/2λ ) = Tr(Σ−1λ Σ). Observe that
Tr(Σ−1λ Σ) =
∑∞
i=1 λi/(λi + λ) ≤
∑∞
i=1(λi/(λi + λ))
1/α ≤ (∑∞i=1 λ1/αi )λ−1/α =
Tr(Σ1/α)λ−1/α. This finishes the proof.
Lemma A.3. Suppose that Assumption 1 holds. For any λ > 0,
F∞(λ) def= supx∈supp(ρX )‖Σ−1/2λ Kx‖2H = κ2λ−1.
Proof. From Assumptions 1, we immediately obtain the claim.
Lemma A.4 (Spectral filters). Let pt(x) = η
∑t
k=0(1− ηx)k for x ∈ [0, 1/η) and t ∈ N. Also we
define rt(x) = 1− xpt(x) x ∈ [0, 1/η) and t ∈ N. Then the following inequalities hold:
supx∈[0,1/η)pt(x)x ≤ O(1)
for any t ∈ N and
supx∈[0,1/η)rt(x)x
u ≤ O(1)(ηt)−u
for any t ∈ N and u ∈ [0, 1].
Proof. When x = 0, the inequalities always hold and so we assume x > 0. Note that pt(x) =
(1− (1− ηx)t)/x. The first inequality is trivial because 1− (1− ηx)t ≤ 1. We show the second
inequality. Note that rt(x) = (1− ηx)t. Observe that from elemental calculus, function (1− ηx)txu
for x ∈ (0, 1/η) is maximized at x = u/(η(u+ t)) and has maximum value uu/(ηu(u+ t)u)(1−
u/(u+ t))t ≤ uu(ηt)−u. This finishes the proof.
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Recall that
qj =
‖Σ− 12N,λqKxj‖2H + 1N
∑N
i=1 ‖Σ
− 12
N,λq
Kxj‖2H
2
∑N
j=1 ‖Σ
− 12
N,λq
Kxj‖2H
for j ∈ [N ]. λq will be defined later (see Definition 4.1). Then we define Σ(q))n =
(1/n)
∑n
i=1 1/(Nqj(i)))Kxj(i) ⊗Kxj(i) , where j(i) is uniformly at random on [N ].
Lemma A.5. Suppose that Assumption 1. Let s ∈ [0, 1/2) and δ ∈ (0, 1]. Suppose that λ =
Ω((Tr(Σ1/α)/n)α). When N = Ω(1 + κ2λ−1log(n/δ))), with probability at least 1− δ∥∥∥Σ 12−sΣ− 12N,λ∥∥∥ = O(λ−s)
holds.
Proof. For λ > ‖Σ‖, the claim is trivial. Note that since s ∈ [0, 1/2), ‖Σ1/2−sΣ−1/2N,λ ‖ ≤
‖Σ1/2−sλ Σ−1/2N,λ ‖ ≤ λ−s‖Σ1/2λ Σ−1/2N,λ ‖ = λ−s(1 + ‖Σ1/2Σ−1/2N,λ ‖). Then from Proposition 8 in
[24], we have ‖Σ1/2Σ−1/2N,λ ‖ ≤ {1−λmax(Σ−1/2λ (Σ1/2−ΣN )Σ−1/2λ )}−1/2. Now from Proposition
6 in [24]4, we have with probability 1− δ,
λmax(Σ
− 12
λ (Σ− ΣN )Σ
− 12
λ )
=O(1)

√√√√ log (Tr(Σ 1α )λ− 1α δ−1)F∞(λ)
N
+
log
(
Tr(Σ
1
α )λ−
1
α δ−1
)
N
 (1)
for any λ ∈ (0, ‖Σ‖]. Assume λ = Ω((Tr(Σ1/α)/n)α, By using Lemma A.3, we can see that r.h.s
of (1) becomes smaller than 0.5 when N = Ω(1 + κ2λ−1log(n/δ)). Then we obtain the desired
result.
Lemma A.6. Suppose that Assumptions 1 and 3 hold. Let δ ∈ (0, 1] and λ ≥ λq =
Ω((Tr(Σ1/α)/n)α). When n = Ω(1 + Tr(Σ−1/α)λ−1/αq log2(n/δ)) and N = Ω(1 +
κ2λ−1q log(n/δ)), with probability 1− 3δ∥∥∥Σ 12N (Σ(q)n,λ)− 12 ∥∥∥ = O(1)
holds.
Proof. The proof is similar to the one of Lemma A.5. Suppose that XN is given. At first, for
λ > ‖ΣN‖, the claim is trivial. Next, from Proposition 8 in [24], we have ‖Σ1/2N (Σ(q)n,λ)−1/2‖ ≤
4Proposition 6 in [24], the logarithmic factor in (1) is replaced with log(Tr(Σ)λ−1δ−1). This is due to loose
bound Tr(Σ−1λ Σ) ≤ Tr(Σ)λ−1 in their proof and we can improve the bound to Tr(Σ−1λ Σ) ≤ Tr(Σ1/α)λ−1/α
from Lemma A.2. This improvement is important for extremely small λ. For example, when λ = Tr(Σ1/α)/n)α,
that is the lower bound of λ in our theory, the loose log factor becomes αlog(n) rather than log(n), which goes
to∞ as α→∞.
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{1− λmax(Σ−1/2λ (Σ1/2N − Σ(q)n,λ)Σ−1/2λ )}−1/2. Recall that E[Σ(q)n,λ|XN ] = ΣN . Observe that∥∥∥∥∥Σ− 12N,λ 1√Nqj(i)Kxj(i)
∥∥∥∥∥
2
H
=
1
Nqj(i)
∥∥∥Σ− 12N,λKxj(i)∥∥∥2
H
≤ 1
Nqj(i)
∥∥∥Σ− 12N,λqKxj(i)∥∥∥2H
≤ 2
N
N∑
j=1
∥∥∥Σ− 12N,λqKxj∥∥∥2H
=
2
N
N∑
j=1
∥∥∥Σ− 12N,λqΣ 12λq∥∥∥2 ∥∥∥Σ− 12λq Kxj∥∥∥2H
= O(1)
1
N
N∑
j=1
∥∥∥Σ− 12λq Kxj∥∥∥2H ,
where the second inequality holds from λ ≥ λq and the last inequality holds from Lemma A.5.
Similar to the arguments in the proof of Lemma A.5, for any λ ∈ (0, ‖ΣN‖], we have with probability
at least 1− 2δ,
λmax
(
Σ
− 12
λ (ΣN − Σ(q)n,λ)Σ
− 12
λ
)
= O(1)

√
log(Tr(Σ
1
α )λ−
1
α δ−1) 1N
∑N
j=1 ‖Σ
− 12
λq
Kxj‖2
n
+
log(Tr(Σ
1
α )λ−
1
α δ−1)
n

given {xj}Nj=1. Here we used that fact that Tr(Σ−1N,λΣN ) = O(1)Tr(Σ−1λ Σ) with probability at least
1− δ if N = Ω(1 + κ2λ−1log(n/δ)) from the similar results to Proposition 10 in [24]5.
Then, using standard Bernstein’s inequality for i.i.d. random variables {‖Σ−1/2λ∗ Kxj‖2}Nj=1, we have
1
N
N∑
j=1
∥∥∥Σ− 12λq Kxj∥∥∥2 = O(1)
(
N∞(λq) +
√
log(δ−1)N∞(λq)F∞(λq)
N
+
log(δ−1)F∞(λq)
N
)
= O(1)
Tr(Σ 1α )λ− 1α +
√
log(δ−1)Tr(Σ
1
α )κ2λ
− 1α−1
q
N
+
log(δ−1)κ2λ−1q
N

= O(1)
(
Tr(Σ
1
α )λ
− 1α
q log(δ
−1) +
κ2λ−1q log(δ
−1)
N
)
with probability at least 1 − δ. For the second inequality, we used Lemma A.2 and A.3. The last
inequality holds due to inequality of arithmetic and geometric means.
Combining all the results, with probability at least 1 − 3δ, when n = Ω(1 +
Tr(Σ−1/α)λ−1/αq log2(n/δ)) and N = Ω˜(1 + κ2λ−1q log(n/δ)), we obtain the claim of Lemma
A.6.
The following lemma is essential for our analysis:
5Here, we need to note two things. First, Proposition 10 in [24] bounds the empirical effective dimension
from random features. In contrast, our bound is based on the empirical effective dimension from the observed
input data. However, the proof is perfectly similar to the random features cases and we omit it. Second, The
proof of Proposition 10 in [24] relies on Proposition 6 in [24]. Thus, an improved logarithmic factor in the bound
can be obtained as we noted in the footnote of the proof of Lemma A.5.
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Lemma A.7. Suppose that Assumptions 1, 3 and 4 hold. For δ ∈ (0, 1), λ ≥ λq and t ∈ N, there
exists event A such that
E
[∥∥∥Σ− 12λ (Σ(q)n ft − (S(q)n )∗yn − (Σft − S∗f∗))∥∥∥2
H
| A
]
= O˜
(
Tr(Σ
1
α )(σ2 +R2(ηt)−2r)λ−
1
α
q
n
+
κ2λ−1q
nN
(
σ2 +R2(ηt)−2r +
M2 + κ4r−2R2 +R2(ηt)1−2r
N
))
.
Here O˜ hides extra poly(δ−1)) factors.
Proof. Let ζi = Σ
−1/2
λ 1/(Nqj(i))(Kxj(i) ⊗ Kxj(i)ft − yj(i)Kxj(i)) =
Σ
−1/2
λ 1/(Nqj(i))Kxj(i)(ft(xj(i)) − yj(i)) for i ∈ [n]. Since {ζi}Ni=1 is i.i.d. sequence and
E[ζi|XN ] = Σ−1/2λ (ΣNft − S∗Nf∗), we have
E
∥∥∥Σ− 12λ (Σ(q)n ft − (S(q)n )∗yn − (Σft − S∗f∗))∥∥∥2
H
= E
∥∥∥Σ− 12λ (Σ(q)n fk−1 − (S(q)n )∗yn − (ΣNft − S∗NyN ))∥∥∥2
H
+ E‖Σ− 12λ (ΣNfk−1 − S∗NyN − (Σft − S∗f∗))‖2H
≤ 1
n
E‖ξi‖2H + E‖Σ−
1
2
λ (ΣNft − S∗NyN − (Σfk−1 − S∗f∗))‖2H .
Observe that
E[‖ζi‖2H |XN ] =
(
1
N
N∑
i=1
‖Σ− 12λq Kxi‖2H
)(
1
N
N∑
i=1
(yi − ft(xi))2
)
from the definition of q and Lemma A.6 and A.5. Hence we have
E‖ζi‖2H = E
[(
1
N
N∑
i=1
‖Σ− 12λq Kxi‖2H
)(
1
N
N∑
i=1
(yi − ft(xi))2
)]
.
Now, similar to the arguments in the proof of Lemma A.6, since
1
N
N∑
j=1
‖Σ− 12λq Kxj‖2 ≤ κ2λ−1q
a.s. from Lemma A.3, we have
1
N
N∑
j=1
‖Σ− 12λq Kxj‖2 ≤ O
(
Tr(Σ
1
α )λ
− 1α
q log(δ
−1) +
κ2λ−1q log(δ
−1)
N
)
(2)
with probability at least 1− δ. Also, from Bernstein’s inequality and Assumption 4 with probability
at least 1− 1/δ it holds that
1
N
N∑
j=1
(yi − ft(xi))2 ≤ O
(
(σ2 +R2(ηt)−2r)log(δ−1) +
(M2 + κ4r−2R2 +R2(ηt)1−2r)log(δ−1)
N
)
(3)
because
E(xi,yi)[(yi − f∗(xi))2] = σ2,
Exi [(ft(xi)− f∗(xi))2] ≤ O(R2(ηt)−2r),
(yi − f∗(xi))2 = M2
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and
(f∗(xi)− ft(xi))2 ≤ O
(
M2 + ‖fk−1‖2H
) ≤ O (M2 + κ4r−2κ4r−2 +R2(ηt)1−2r)
a.s. from Lemma A.1.
Denote the event A that satisfies (2) and (3). Then P (A) ≥ 1− 2δ and
E[‖ξi‖2|A] ≤ O(log2(δ−1))
(
Tr(Σ
1
α )λ
− 1α
q +
λ−1q
N
)(
σ2 + (ηk)−2r +
(M2 + (ηk)1−2r)
N
)
.
Finally, E‖Σ−1/2λ (ΣNft − S∗NyN − (Σft − S∗f∗))‖2H can be bounded by
O
(
log(δ−1)
N
(
σ2Tr(Σ−
1
α )λ−
1
α + λ−1(ηt)−2r
))
.
Combining these results, we obtain the desired inequality.
Lemma A.8. Let η = O(1/κ2) be sufficiently small. For any t ∈ N,∥∥∥Σ− 121
ηt
(Σft − S∗f∗)
∥∥∥2
H
= O(R2(ηt)−2r)
Proof. We denote λ = 1/(ηt). Note that Σft − S∗f∗ = rt(Σ)S∗f∗ = rt(Σ)S∗Lrφ for some
phi ∈ L2(ρX ). Then we have
‖Σ− 12λ (Σft − S∗f∗)‖H ≤ ‖Σrrt(Σ)‖‖Σ
− 12
λ S
∗‖‖φ‖L2(ρX ).
From Lemma A.4, we have
‖Σrrt(Σ)‖ ≤ O(λr).
Also, observe that ∥∥∥Σ− 12λ S∗∥∥∥ = ∥∥∥Σ− 12λ ΣΣ− 12λ ∥∥∥ 12 ≤ 1.
Combining these results finishes the proof.
B Proof of Main Results
First we decompose the error ‖Σ1/2−s(gt − ft)‖2H to two terms:∥∥∥Σ 12−s(gt − ft)∥∥∥2
H
≤ 2
∥∥∥Σ 12−s(gt − pt(Σ(q)n )Σ(q)n ft)∥∥∥2
H
+ 2
∥∥∥Σ 12−s(pt(Σ(q)n )Σ(q)n ft − ft)∥∥∥2
H
.
The first term can be bounded as follows:∥∥∥Σ 12−s(gt − pt(Σ(q)n )Σ(q)n ft)∥∥∥2
H
=
∥∥∥Σ 12−s(pt(Σ(q)n )(S(q)n )∗yn − pt(Σ(q)n )Σ(q)n ft)∥∥∥2
H
≤
∥∥∥Σ 12−sΣ− 12N,λ∥∥∥2 ∥∥∥Σ 12N,λ(Σ(q)n,λ)− 12 ∥∥∥2 ∥∥∥(Σ(q)n,λ)pt(Σ(q)n )∥∥∥2 ∥∥∥(Σ(q)n,λ)− 12 Σ 12N,λ∥∥∥2
×
∥∥∥Σ− 12N,λΣ 12λ∥∥∥2 ∥∥∥Σ− 12λ ((S(q)n )∗yn − Σ(q)n ft)∥∥∥2
H
(4)
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for any λ > 0. The second term has following bound:∥∥∥Σ 12−s(pt(Σ(q)n )Σ(q)n ft − ft)∥∥∥2
H
≤
∥∥∥Σ 12−sΣ− 12N,λ∥∥∥2 ∥∥∥Σ 12N,λ(Σ(q)λ )− 12 ∥∥∥2 ∥∥∥(Σ(q)λ ) 12∨rrt(Σ(q)n )∥∥∥2 ∥∥∥(Σ(q)λ )−( 12∨r− 12 )Σ 12∨r− 12N,λ ∥∥∥2
×
∥∥∥Σ−( 12∨r− 12 )N,λ Σ 12∨r− 12λ ∥∥∥2 ∥∥∥Σ−( 12∨r− 12 )λ ft∥∥∥2
H
(5)
for any λ > 0. We particularly set λ = 1/(ηt).
Applying Lemma A.5, Lemma A.6, A.4, A.7 and A.8 to (4) and (5) we immediately obtain the
following proposition:
Proposition B.1. Suppose that η = O(1/κ2) be sufficiently small. Let t ∈ N, λ = 1/(ηt) ≥ λq =
Ω((Tr(Σ1/α)/n)α), δ ∈ (0, 1) and n ≥ Ω˜(1 + Tr(Σ1/α)λ−1/αq ) and N ≥ Ω˜(1 + κ2λ−1q ). Then
there exits event A with P (A) ≥ 1− δ such that
E
[
‖gt − ft‖2L2(ρX ) | A
]
= O˜
(
Tr(Σ
1
α )(σ2 +R2λ2r)λ
− 1α
q
n
+ rN
)
,
where
rN = λ
2r +
κ2λ−1q
nN
(
σ2 +R2λ2r +
M2 + κ4r−2R2 +R2λ−1+2r
N
)
.
Here O˜ hides extra poly(log(n), δ−1)) factors.
C Equivalence of Gradient Descent Solution to Analytic Solution
Let g′λ = (Σ
(q)
n,λ)
−1(S(q)n )∗yn ∈ H . We want to bound ‖S(g′λ∗ − ft‖2L2(ρX ) for η = Θ(1/κ2). First
we decompose the error ‖Σ1/2−s(g′λ∗ − ft)‖2H to two terms:∥∥∥Σ 12−s(g′λ∗ − ft)∥∥∥2
H
≤ 2
∥∥∥Σ 12−s(gt − (Σ(q)n,λ∗)−1Σ(q)n ft)∥∥∥2H + 2 ∥∥∥Σ 12−s(Σ(q)n,λ∗)−1Σ(q)n ft − ft)∥∥∥2H .
The first term can be bounded as follows:∥∥∥Σ 12−s(g′λ∗ − (Σ(q)n,λ∗)−1Σ(q)n ft)∥∥∥2H
=
∥∥∥Σ 12−s(Σ(q)n,λ∗)−1(S(q)n )∗yn − (Σ(q)n,λ∗)−1Σ(q)n ft)∥∥∥2H
=
∥∥∥Σ 12−sΣ− 12N,λ∗∥∥∥2 ∥∥∥Σ 12N,λ∗(Σ(q)n,λ∗)− 12 ∥∥∥2 ∥∥∥(Σ(q)n,λ∗)(Σ(q)n,λ∗)−1∥∥∥2 ∥∥∥(Σ(q)n,λ∗)− 12 Σ 12N,λ∗∥∥∥2
×
∥∥∥Σ− 12N,λ∗Σ 12λ∗∥∥∥2 ∥∥∥Σ− 12λ∗ ((S(q)n )∗yn − Σ(q)n ft)∥∥∥2H . (6)
The second term has following bound:∥∥∥Σ 12−s((Σ(q)n,λ∗)−1Σ(q)n ft − ft)∥∥∥2H
= λ2∗
∥∥∥Σ 12−s(Σ(q)n,λ∗)−1ft∥∥∥2H
≤ λ2∗
∥∥∥Σ 12−sΣ− 12N,λ∗∥∥∥2 ∥∥∥Σ 12N,λ(Σ(q)λ∗ )− 12 ∥∥∥2 ∥∥∥(Σ(q)λ∗ )−(1− 12∨r)∥∥∥2 ∥∥∥(Σ(q)λ∗ )−( 12∨r− 12 )Σ 12∨r− 12N,λ ∥∥∥2
×
∥∥∥Σ−( 12∨r− 12 )N,λ Σ 12∨r− 12λ ∥∥∥2 ∥∥∥Σ−( 12∨r− 12 )λ ft∥∥∥2
H
≤ λ1∨2r∗
∥∥∥Σ 12−sΣ− 12N,λ∗∥∥∥2 ∥∥∥Σ 12N,λ(Σ(q)λ∗ )− 12 ∥∥∥2 ∥∥∥(Σ(q)λ∗ )−( 12∨r− 12 )Σ 12∨r− 12N,λ ∥∥∥2
×
∥∥∥Σ−( 12∨r− 12 )N,λ Σ 12∨r− 12λ ∥∥∥2 ∥∥∥Σ−( 12∨r− 12 )λ ft∥∥∥2
H
. (7)
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We particularly set t = 1/(ηλ∗). Applying Lemma A.5, Lemma A.6, A.7 and A.8 to (6) and (7), we
obtain the perfectly same variance bound as the one of gradient descent in Theorem B.1.
D Sufficient Condition for N∞(λ) F∞(λ)
Proposition D.1. Let {(λi, φi)}di=1 (d ∈ N ∪ {∞}) be the eigen-system of Σ in L2(ρX ), where
λ1 ≥ λ2 ≥ . . . > 0. Assume that λi = Θ(i−α) and ‖φi‖L∞(ρX ) = Ω(ip/2) for any i for some
α = 1 + Ω(1) and p ≥ 1. Moreover if d =∞, we additionally assume ‖φi‖2L∞(ρX ) = O(iα−1−ε)
for any i for some ε > 0. Then Assumption 1 is satisfied and for any λ ∈ (0, 1),
F∞(λ) = Ω
(
λ−
p
α ∧ dp
)
.
Proof. First note that from Mercer’s theorem, we have K(x, x′) =
∑d
i=1 λiφi(x)φi(x
′). As-
sumption 1 is always satisfied when d < ∞ and thus we consider the case d = ∞. Since
‖φi‖2L∞(ρX ) = O(iα−1−ε), ‖Kx‖2H is uniformly bounded and thus Assumption 1 is satisfied. Let
λ > 0.
F∞(λ) = supx∈supp(ρX )‖Σ
− 12
λ Kx‖2H
= supx∈supp(ρX )
∥∥∥∥∥
d∑
i=1
λiφi(x)(λi + λ)
− 12φi
∥∥∥∥∥
2
H
= supx∈supp(ρX )
d∑
i=1
λiφi(x)
2
λi + λ
≥ dλ
− 1α ∧ de−α+p
dλ− 1α ∧ de−α + λ
=Ω
(
λ−
p
α ∧ dp
)
E Extension to Random Features Settings
Lemma E.1. Suppose that Assumptions 2 and 5 hold. Let η = O(1/κ2) be sufficiently small and
t ∈ N such that m = Ω˜(1 + κ2ηt). Then for any δ > 0, with probability at least 1− δ,∥∥∥Sˆfˆt − f∗∥∥∥2
L2(ρX )
= O
(
R2(ηt)−2r
)
and for any λ > 0 and s ∈ [0, r]
‖Σ−sλ ft‖2H = O(R2(κ4(r−s)−2 + (ηt)1−2(r−s))).
Proof. Recall that fˆt = fˆt−1 − η(Σˆfˆt−1 − Sˆ∗f∗) and fˆ0 = 0. Thus we have Sˆfˆt = Sˆfˆt−1 −
ηLˆ(Sˆfˆt−1 − f∗). Hence it holds that
Sˆfˆt − f∗ = (I − ηLˆ)(Sˆft − f∗).
Therefore we get
‖Sˆfˆt − f∗‖2L2(ρX ) = ‖(I − ηLˆ)f∗‖2L2(ρX ) = ‖(I − ηLˆ)tLrφ‖2L2(ρX ) = O(R2)‖(I − ηLˆ)tLr‖2.
Let λ′ > 0. Observe that ‖(I−ηLˆ)tLr‖2 ≤ ‖(I−ηLˆ)tLˆrλ′L−rλ′ Lr‖2 ≤ ‖(I−ηLˆ)tLˆrλ′‖2‖Lˆ−rλ′ Lr‖2.
We have ‖(I − ηLˆ)tLˆrλ′‖2 ≤ ‖(I − ηLˆ)tLˆr‖2 + λ′2r = O((ηt)2r + λ′2r) from Lemma A.4.
Also similar to Lemma A.5 with s = 0, with high probability we have ‖Lˆ−rλ′ Lr‖2 = O(1) if
m = Ω˜(1 + κ2λ′−1). Finally setting λ′ = (ηt)−1 yields the first statement. The second statement
can be easily proven in a similar manner to the proof of Lemma 16 in [17] but we need to use the fact
that ‖Lˆ−rλ′ Lr‖2 = O(1) with high probability as in the proof of the first statement. This finishes the
proof.
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Lemma E.2 (Proposition 10 in [24]). Suppose that Assumption 5 holds. We denote Nˆ∞(λ) =
Ex‖Σˆ−1/2λ φm,x‖22 for λ > 0. For any δ ∈ (0, 1) and sufficiently small λ = O(1), if m = Ω˜(1 +
κ2λ−1), with probability at least 1− δ it holds that
Nˆ∞(λ) ≤ 1.55N∞(λ).
Combining the bias and variance bounds with Lemma E.2 yields the following theorem:
Theorem E.3 (Generalization Error of CRED-GD with RF). Suppose that Assumptions 2, 3, 4 and
5 hold. Let η = Θ(1/κ2) be sufficiently small, λq = λ∗ and T = Θ˜(t∗η). For any δ ∈ (0, 1), if
m ≥ O˜(1 + κ2λ−1∗ ), there exists event A with P (A) ≥ 1− δ such that RF-CRED-GD satisfies
E
[∥∥∥SˆgˆT − f∗∥∥∥2
L2(ρX )
| A
]
= O˜
(σ2Tr(Σ 1α )
n
) 2rα
2rα+1
+
(
R2Tr(Σ
1
α )
n
)2rα
+ λ2rN
 ,
where λN is defined in Definition 4.1.
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