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Introduction
Researchers have focused a lot on neural networks. In recent years, a series of deep neural networks has been introduced. Many deep neural networks can reach a satisfying performance in many tasks, including image recognition, speech recognition and machine translation [5] . Currently, a common belief is the building of a deeper neural network is able to solve a very larger learning task, such as the using of VGG [7] and ResNet [3] . It may have a satisfying performance. However, we believe that only making the neural network deeper might be an optimal choice to solve a large-scale task. Specifically, there can be two disadvantages of using a single deep neural network to process a large-scale learning task. For the first point, using a single neural network to learn a large-scale learning task might require more complex technique in optimization. The current performance of the neural network seems to be difficult to improve the performance for a further step. Take handwritten recognition task here as an example. The typical error cases that result in the error can be really ambiguous. It is difficult for the neural network to escape from the local minima. The using of a single neural network to solve the large task may increase the difficulty of training and optimization. Obviously, a deeper network might make the problem even worse. Secondly, the expansion in size of a deep neural network might not be efficient. A large-scale task can usually be separated into several subtasks. For example, EMNIST [2] is a datasets of handwritten recognition tasks combined with digits and letters. Intuitively, the EMNIST task can be separated into digit recognition task and letters recognition task. The optimal overall error might require completely different parameters compared to only focusing on the error in digits. If we try to use a single deep neural network to solve the problem, the combination of these two situations might require a network that much larger in size.
In this paper, we would like to introduce the Collaborative Neural Network Group (CNNG) by reflection. Collaborative Neural Network Group is an architecture that combined with a series of neural networks. Reflection is the learning algorithm that is able to generate the CNNG from a single neural network. It is originated from the learning strategy of humans [1] . In a learning task, human will perform a reflection that reconsiders the problem and analyze their mistakes. As a similar approach in a neural network way, a general neural network will be initially trained for a learning task. Then, the error cases of the general network will be collected. The algorithm will classify the error cases into different clusters and initialize a corresponding number of neural networks to be trained by the error clusters. The networks that focus on the different error cases will become the specialist neural network. For the last step, a task classifier will be trained based on the error clusters to determine which network to use for an incoming data. This is the way how a single neural network will be evolved into the CNNG by reflection. The networks in CNNG are viewed to be different strategies to use when processing the tasks.
From our perspective, the CNNG by reflection can be a good method to use for a large-scale learning task. Firstly, it is able to lower the difficulty of optimization. In the CNNG, the ambiguous cases are separated into different clusters and will be processed by different networks. Therefore, it would decrease the difficulty of optimization. Also, after reflection, the specialist networks will be used on their specified tasks. It is able to have a better performance compared to the general network on those tasks. In this way, for every time that the task classifier is making a correct assignment, the CNNG will have a higher probability to predict the output correctly. The using of the specialist network will not only help the CNNG to use a network with higher accuracy on the task, but also remove the cases that originally is ambiguous for the general network. Therefore, the accuracy can be greatly improvement. From this point, we believe that CNNG by reflection can be a better method to solve the problem of large-scale learning tasks. We view this as an important method to solve large-scale learning tasks with a higher efficiency and accuracy.
A series of experiments has been provided in this paper. We compared the performance of CNNG by reflection with other typical learning methods. We tested the result thoroughly on two image datasets, MNIST and EMNIST. Our experiment reached a satisfying result and our model can largely lower the loss. Specifically for the EMNIST, the CNNG after reflection is able to reduce the error rate by 46.8%. We reached the accuracy of 90.88% with three simple feedforward networks (4 layers) with one training epoch. For MNIST, we are able to reach the accuracy of 99.45% with three simple feedforward networks (3 layers) with one training epoch. It lowers the error rate by 74.5%. Details can be found in the Evaluation part.
Our main contribution in this paper is the introduction of the Collaborative Neural Network Group by reflection.
It is able to process the large-scale learning task with a high accuracy with a much lower training cost. The specific design of the reflection algorithm have been discussed. The choice of task classifier and number of specialist networks has been explained. Detailed evaluation has been provided with the existing popular methods in learning. Our experiment result shows its superiority in both efficiency and accuracy.
CNNG Architecture
CNNG is a group of neural networks that will be used to process the input data. It is evolved from a single neural network by the reflection algorithm. The benefit of CNNG is the collaboration of several small networks which are specified on different special tasks individually can help to largely improve the accuracy. It requires a much lower training cost at the same time. The architecture of the CNNG is combined with task classifier, general neural network and specialist neural networks. Task Classifier: The task classifier is used for the CNNG to decide which is the best network to use when predicting the label of the input data. In our approach, the task classifier is a decision tree. The task classifier allows the neural networks to collaboratively work together as a group.
General neural network: The general neural network is the network that is initially trained by all the training data. This will serve as a general situation when handling the input data. A reflection will be performed based on the general network. The error cases will be used to train the specialist neural networks.
Specialist neural network: The specialist neural network is the neural network that will focus on different subtasks. It will be trained from the error that produced by the general network. It is viewed as the specialist in the system that will process the corner cases for general network.
For the prediction process of CNNG, the task classifier will first determine the best network to use for an input data. Then, the best network will take charge of the input data and predict the label.
Reflection
The reflection algorithm here is motivated by learning strategy of humans. Humans frequently perform a reflection when they are approaching their extreme in performance in a learning task. Reflection is an important process in learning [1] . Normally, as we stated before, human will try to analyze the problem, divide them into different cases, and try to apply different methods to solve them separately. Based on this idea, we designed the concept of reflection on Collaborative Neural Network Group. Basically, the general neural network that will be trained initially to handle the general situation. This is served as the general training process. For the cases that still have a high error for the general network, it will be divided into different clusters. Then, a series of new neural networks will be initialized and trained with the input with a high error for the general neural network. This is served as the second training process. For the last step, the task classifier will be trained with inputs and labels of the network id. The task classifier is going to decide which network to use for input. We use the K-Means method here to decompose the error cases.
The task classifier plays an important role in reflection. It is served as a task assigner or a strategy decider in CNNG which will largely affect the performance. In the process of reflection, the input data are separated by features that determined by the error cases. The choice of task classifier should pair with the method we use in the reflection that is able to understand the patterns for the best. In our implementation, K-Means is used in splitting the error cases while reflecting. Because of the using of K-Means, the pattern of the label can be viewed as a group of constraints by numbers for x.
In this case, the decision tree method could possibly be the best classifier here. The decision tree uses a threshold to classify the data into different groups and this is the pattern that we would like the task classifier to learn. Based on our experiments, the decision tree method does have the best performance compared to other kinds of classical classifiers. Details can be found in the evaluation part.
Experiments and Evaluation
We applied the CNNG by reflection into different situations. We compared the general performance of CNNG with reflection compared to other methods. In this paper, we focused on the evaluation on the image tasks. The evaluation of task classifier and the networks in CNNG individually can provide an insight to show where does the increase in performance come from.
The SingleNN that we use in the following experiments is a simple feedforward network. For the MNIST, the initial network contains three layers. For the EMNIST, the initial network contains four layers.
Overall performance of CNNG to other methods
In this section, we provided an overall performance of CNNG and its comparison to other classic methods. The CNN here is combined with two convolutional layers and four linear layers. Adaboost is a statistical method of boosting neural networks [6] . Four classifiers is used here. CNNE [4] is another incremental learning method which sequentially initiate a new network on the error. We evaluate the performance of CNNG by reflection with existing methods. For the CNNG here, it is combined with three simple feedforward networks. All of the following methods are trained with one epoch. We choose the type balanced in EMNIST, which contains 131000 images for 62 different outputs. The Adaboost method is using four classifiers. Firstly, as we can see, the CNNG is having the best performance among other methods with low training effort. The test accuracy that it is able to reach is satisfying for both 99.45% in MNIST and 90.88% in EMNIST. It lowers the error rate by 48.4% in EMNIST and 74.5% for MNIST. Especially for the EMNIST, it improves largely compared to 78.02% accuracy on OPIUM classifier [2] . It seems to be the best performance so far. Another point here is that under the condition of training with only one epoch, the CNNG is having a better performance to CNN. Based on this experiment, we can see that CNNG by reflection is able to reach the highest performance than other methods by simple neural networks with low training efforts.
This experiment aims to explain a detailed observation behind the improved performance in CNNG and provide evaluation of the reflection algorithm. The following shows the result of the networks in CNNG individually. It evaluates the accuracy on specified task is resulted by cross validation and the times that each network is used by CNNG in prediction. We also test the accuracy of all three networks of its overall performance on the whole task. We conducted this experiment using EMNIST. According to this result, there are two points that we can summarize. Firstly, the reflection is successfully decomposing a large learning task into easier subtasks. More specifically, the specialist network is able to have a better performance in the specified tasks and the specified tasks have a lower difficulty in training. As we can see in the table, for the two specialist networks, they have a very low overall accuracy in overall, which are both around 10% to 20%. However, in their specified task, they have a much higher accuracy compared to general network. An important point here is the specialist networks are only trained with the error cases, which is only 3% of the data in all. It can infer that the specified tasks are easier to be learned. Secondly, we can see that the overall performance of the general network that trained by all the data can reach the accuracy of 82.32%. However, the CNNG after reflection is able to reach 90.88%. The specialist networks are able to have a higher performance in their specific tasks. Therefore, when the task classifier is assigning the task into the specialist networks, it is going to have a higher probability to predict the correct output compared to use the general network. This experiment explains the improved performance of CNNG and provides strong evidence that the reflection algorithm is successfully decomposing the large tasks into easier subtasks.
CNNG

Discussion
In our implementation of reflection, it is unable for the algorithm to dynamically decide k, the number of specialist network to use. As we stated before, the choice of k can largely affect the performance of CNNG. However, it should be able to determine by analyzing the error cases. The desired k here should try to minimize the difficulty of the training of task classifier and specialist neural networks. A kernel problem here is the estimation of the difficulty for a training set to be learned by a neural network.
For future works, Firstly, a more general reflection algorithm and cohesive learning theory should be introduced. We believe that there can be a method to find the best clusters when reflecting the error cases that is able to guarantee the accuracy of task classifier and specialist networks together.
Also, based on our current result, three simple feedforward network can have a better performance compared to a convolutional neural network. It partly shows that using a series of neural network might be able to learn a task with much higher efficiently. We might try to a mathematical proof that adding more networks in CNNG will require much lower amount of training data compared to a deep neural network.
For the current implementation of CNNG with reflection, we only performed the reflection for once. We are interested in building a multi-layer CNNG, which will be a hierarchical group of neural networks. This could be another way for a deep neural network. It may be able to improve the performance for a further step.
