Background: High-quality plant phenotyping and climate data lay the foundation of phenotypic analysis and genotype-environment interaction, providing important evidence not only for plant scientists to understand the dynamics between crop performance, genotypes, and environmental factors, but also for agronomists and farmers to closely monitor crops in fluctuating agricultural conditions. With the rise of Internet of Things technologies (IoT) in recent years, many IoT-based remote sensing devices have been applied to plant phenotyping and crop monitoring, which are generating terabytes of biological datasets every day. However, it is still technically challenging to calibrate, annotate, and aggregate the big data effectively, especially when they were produced in multiple locations, at different scales.
Findings:
CropSight is a PHP and SQL based server platform, which provides automated data collation, storage, and information management through distributed IoT sensors and phenotyping workstations. It provides a two-component solution to monitor biological experiments through networked sensing devices, with interfaces specifically designed for distributed plant phenotyping and centralised data management. Data transfer and annotation are accomplished automatically though an HTTP accessible RESTful API installed on both device-side and server-side of the CropSight system, which synchronise daily representative crop growth images for visual-based crop assessment and hourly microclimate readings for GxE studies. CropSight also supports the comparison of historical and ongoing crop performance whilst different experiments are being conducted.
Conclusions:
As a scalable and open-source information management system, CropSight can be used to maintain and collate important crop performance and microclimate datasets captured by IoT sensors and distributed phenotyping installations. It provides near realtime environmental and crop growth monitoring in addition to historical and current experiment comparison through an integrated cloud-ready server system. Accessible both locally in the field through smart devices and remotely in an office using a personal computer, CropSight has been applied to field experiments of bread wheat prebreeding since 2016 and speed breeding since 2017. We believe that the CropSight system could have a significant impact on scalable plant phenotyping and IoT-style crop management to enable smart agricultural practices in the near future.
•Fig 1 has been modified and a legend has been added to clarify data flows throughout the user-system interactions, both internally and externally.
• Supplementary Fig. 3 has been added to show the Star Network topology applied to wheat field experiment, as well as data transfer between distributed nodes and a server node.
•The Star Network topology is described in lines 185-197. Fig.2 .C) of the data transmission from each node and server would be easier to understand if it can be visualized in completed flowchart, kindly refer the example on this paper (https://doi.org/10.1016/j.compag.2016.04.025) Response:
2.The flowchart (
• Fig 2D has been improved by adding a completed section of detailed data flows.
•The paper suggested by the reviewer has now been added in the literature review as a representative research-based data management system (lines 80-85).
3.Dealing with the utilization of camera in outdoor, is there any calibration method for white balance? Because the sunlight intensity is different every sampling. If there are any method to white balance adjustment it would be more useful. Response:
•Although the imaging function is not part of the CropSight system, infield crop growth imaging function has been described briefly in lines 260-264.
•The Python-based imaging script has also been added to the GitHub CropSight project repository for download and reference (please go to https://github.com/ CropPhenomics-Group/CropSight/releases/, camera_capture_script.py).
4.The environmental sensor position during environmental measurement also should be standardized, if it will be used for estimating the reference Evapotranspiration (ETo), it should follow the standard on FAO56 Penmann Monteith Response:
•While the placement of sensors is out of the scope of this information system article as it is independent of the CropSight system, we have improved the manuscript to emphasise the importance of sensor standardisation and infield positioning in lines 299-305 and lines 334-339.
Reviewer #2 1.Line 60-93, the introduction of different platforms is good. One concern is that the remote sensing imagery has long been recognized as an essential data source for evaluating crop properties over large areas (as sensors cannot be deployed to cover large areas), how the platforms mentioned here deal with remote sensing imagery and extract crop information? Response:
•The focus of this manuscript is researching and developing data and experiment management software systems, including image-and sensor-based data transfer, and data collation. Hence, we focused on reviewing the literatures published in the relevant research domains.
•To reflect reviewer's concerns in terms of evaluating crops over large areas using imagery sensing, we have improved the introduction section by adding new text of image-based phenotyping approaches and a new literature (lines 64-85).
•We are talking about how sensors and analysis algorithms could be utilised for dealing with larger areas and maintain quality crop information in the manuscript. To emphasise on this matter, lines 267-271 and lines 334-339 have now been added to the manuscript.
2.Line 235, the authors described uploading images of crops to server and users can check the images to understand crop condition. Since there may be a large number of photos taken every day/week, manual evaluation would be labour intensive. Is that possible to add some software that can automatically analyze these images and provide results to the users? Response:
•Computer-vision based algorithms developed for analysing crop growth and phenotypic analysis using crop image series are independent of the CropSight system and have been described in Zhou et al [1] , which is under review at the moment.
•We followed the reviewer's comments and made clear in the text (Lines 267-271).
•The analysis algorithms are not integrated into the CropSight system, because: a.These algorithms have been described in [1] ; b.They rely on specific phenotyping devices (e.g. CropQuant workstations); c.CropSight is platform independent, which means it is expandable to incorporate other hardware sensors and single-board computers; d.It is beyond the scope of this open-source data/experiment information management system. 3.The authors introduced extensively the integration or connection of various sensors in the system, but didn't describe clearly which specific sensors can be integrated (e.g., soil moisture sensor? Fertilizer sensor?), how to setup these sensors in the field, and how the data from sensors are analyzed. These information will help readers to further understand the operation of the monitoring system. Response:
•Lines 299-305 have now been added to specify exactly which sensors have been used in experiments and their installation in the field, together with the clarification of how the CropSight system collated data generated by these sensing modules as well as the future expansion.
•Lines 334-336 have been added to explain the sensor placement.
•Although data analysis is not within the scope of the CropSight system, we have added and described briefly the Python-based imaging script (lines 260-264), image selection (lines 267-271), and Additional File 2 (an algorithm to analyse environmental factors using plotted figures).
•All scripts described above have been added to the GitHub project repository for download and reference (https://github.com/Crop-Phenomics-Group/CropSight/ releases/). 4.In the Discussion and Outlook section, specifically 343-357, the authors discussed the potential of applying the monitoring system in real world to solve various challenges, which is good. However, the authors didn't describe clearly the challenges in deploying the system for large areas. How many sensors and how much cost needed? Although the authors indicated in 370-391 that the system is scalable and the cost can be reduced, more specific suggestions on the application of system for large areas will be helpful. Response:
•Lines 334-336 have been added to the paper to describe the deployment of the system and sensors to a larger area.
•Approximate costs of an individual phenotyping cluster (with 10 distributed nodes and one server node) has been included in lines 191-197. •The effective range of a star network and infrastructure requirements in terms of data storage have been added in lines [191] [192] [193] [194] [195] [196] [197] 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 agronomists and farmers to closely monitor crops in fluctuating agricultural conditions. The above industrial and academic efforts identify the need to develop a scalable and openly available 106 information management system to deal with our growing experimental needs and biological datasets.
107
It needs to handle different types of datasets acquired in plant phenotyping experiments. To integrate 108 data transfer, calibration, annotation and aggregation effectively, such a system should be flexible for 109 changeable experimental designs and expandable with third-party hardware and external software.
110
More importantly, the system needs to enable users to closely monitor experiments conducted in 111 different locations whilst experiments are being carried out.
112
With these design requirements in mind, we developed CropSight, a scalable IoT-based information 113 management system that is easy to use and flexible to deploy in diverse experimental scenarios.
114
CropSight is an open-source software system, which provides a range of interfacing options for the 115 community to adopt and extend. We followed a distributed systems design during the development, so 
Findings

128
IoT is a fast-growing field. IoT-based sensors are generating terabytes of data for plant research and 129 agriculture services everyday [25] . Since the existing data/experiment management solutions heavily 130 rely on bespoke data collection approaches, they cannot be easily adopted and extended. Also, most of 131 the present solutions require the construction of a centralised management system, which could not The systems design
143
The two-component systems design of CropSight is shown in Fig. 1 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 side system can give access to each phenotyping device, so that live video streaming and remote system 160 configuration can be initiated by users to deploy phenotyping devices ( Supplementary Fig. 1 based design has massively improved the mobility and flexibility of phenotyping tasks.
165
The server-side system bridges the connection between data aggregation and cloud-based interfacing 166 (Fig. 1B) . This approach facilitates biological data acquired at different locations to be synchronised Fig. 2 ).
175
Whilst CropSight is designed to allow users with no technical background to use, the installation of 176 the system still requires an IT technician to complete (see Additional File 1 for detailed instructions).
177
To install the system, a functioning PHP and SQL server is required. Also, as it needs to run on a 178 network-enabled web server, a network infrastructure is therefore required to function CropSight (Fig.   179 2 Fig. 3 ). In our case, we have established a Star network 185 typology in field experiments of bread wheat. The device-side CropSight system administers the self- 186   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 operating network, enabling peer-to-peer HTTP accessing points to network distributed nodes for data 187 calibration and synchronisation ( Fig. 2A) , or to establish a direct link between a smart device and a 188 server node (Fig. 2B) . After correlating and collecting all data from the device side, the system will then 189 transfer the data to the server-side system, where users could oversee different experiments at near real-190 time (Fig. 2C) while biological experiments were still ongoing (Fig. 2D ).
205
To enable data standardisation and integration, a RESTful API was implemented that accepts image- 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 model (ER diagram) used for establishing the database including entity types and specifies relationships 213 between the entity types can be seen in Supplementary Fig. 4 . 
244
The interfaces of experiment and data management are presented in Fig. 3 , which integrate experiment coordinates and presents the geolocation in an embedded Google Map for users to locate the experiment.
251
In addition to the GPS location, an embedded plot map is also provided demonstrating the position of 252 each monitored plot or pot in the field or in greenhouses together with colour coded status markers,
253
indicating whether extra attention is needed (e.g. green for operating, amber for idle, and red for device 254 termination or operational error). These markers in the plot map can be clicked, which will bring the 255 user to the detailed view of individual device (Fig. 4) 20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 days) was gradually produced, showing the increase in ambient temperature (Fig. 5A) , the variation of 320 ambient moisture levels (Fig. 5B) , and the steady increase of soil temperature (Fig. 5C ). To simplify 321 the presentation, the microclimate heatmap was presented with data at 14-day intervals, where wheat 322 plots installed with sensors were outlined with red colour and plots without sensors were outlined with 323 green colour, where climate data was produced through data interpolation methods based on adjacent 324 readings (Fig. 5) . The period of the interval can be flexibly changed, and the microclimate readings are 325 retrievable as soon as data synchronisation is finished ( Supplementary Fig. 5 and Additional File 2).
326
Furthermore, the climate datasets can be used for cross-validating the soundness of infield sensors, for 327 example, whether soil temperature correlates with ambient temperature ( Supplementary Fig. 5A) 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 To establish a data and experiment information management system that is scalable and usable on 
417
Another prohibitive factor in IoT in agriculture is the quantity and costs of IoT devices required to 418 cover an entire field. Based on our three-year field experiments, we believe that installing sensors and 419 phenotyping workstations to cover every area in the field is unnecessary. Fig. 5 shows that the data 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 
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