We propose use of the Functional Application Platform Interface mapped over Radio over Ethernet frames to develop a transport interface for the mobile fronthaul, i.e., the link between the baseband unit and remote radio heads for next generation cellular systems. We confirmed by numerical simulation that the statistical multiplexing effect was limited if the correlation between the streams was considered in the wireless system with the bandwidth of 600 Mb/s for 16 streams per access point. However we also confirmed that the required fronthaul capacity was suppressed to a few tens of Gb/s because the statistical multiplexing effect was still effective. Therefore, the fronthaul can be configured by a few links of cost-effective 10 Gb/s Ethernet.
Introduction
The wide and explosive spread of digital gadgets such as smartphones and tablet computers has greatly changed our lifestyles. For example, social networking services including short-message exchanges with graphics and watching movies on such handset are now nothing special. From the end-users' point of view, such devices and services are based on the radio access infrastructure as represented by high-speed cellular and wireless local area networks in contrast to conventional fixed networks. In order to prepare for the tremendous increase in data traffic volume in the next several years, it will be necessary to achieve dramatic performance enhancements in radio access technologies and networks for mobile communication networks by 2020s [1] . To realize large capacity, fifth generation (5G) mobile communication systems are being discussed as a hot topic. The centralized radio access network (C-RAN) architecture is considered to be a promising approach in developing these systems since it enables tight coordination between cells such as coordinated multipoint transmission/reception (CoMP) and carrier aggregation cells [1] . In the current C-RAN architecture for LTE/LTE-A, the Common Public Radio Interface (CPRI) [2] is used in the mobile fronthaul (MFH) between baseband units (BBUs) and remote radio heads (RRHs) as a cost effective interface. However, the required optical capacity for the MFH will become very large in the 5G mobile world if CPRI is selected as a MFH interface the way it used to be, which will involve cost issue with the MFH. In fact, the bit rate specified in CPRI has increased to 24 Gb/s, but the economic feasibility is not clear if commercial adoption is considered. To reduce the required MFH capacity, the redefinition of base station function is studied. As the functional split layer becomes higher, the MFH capacity becomes smaller [3] . In addition, the MFH should transport mobile traffic in a more standard and common manner while achieving cost-effectiveness. It is also expected that it adapts to the nature of packetized traffic with dynamic fluctuation in its load according to the actual usage when such a functional split is applied. It was previously reported that Radio over Ethernet (RoE) can be adopted as a transport interface in combination with Small Cell Forum (SCF) Small Cell Application Program Interface (SCAPI) mapping and that the required MFH capacity was estimated by numerical simulations without the correlation between the streams [4] . With the update from SCAPI to the Functional Application Platform Interface (FAPI) or the network functional application platform interface (nFAPI) in SCF, we describe the mapping of FAPI/nFAPI over RoE frames. We also evaluate the required MFH capacity dependence on the number of correlated stream. In this paper, we show how we estimated the required MFH capacity by using numerical simulations, and reveal that our approach can successfully reduce the required peak MFH bandwidth to about a few tens of Gb/s thanks to the statistical multiplexing effect. We also describe the relationship between the required MFH peak bandwidth and correlated streams. We define the stream as stream of protocol data unit (PDU) on MAC layer in this paper. We assume that MAC PDU works in-depth with MIMO streams on PHY layer.
2 Requirement for cost-effective MFH for 5G mobile 2.1 Capacity reduction in MFH by functional split The key motivation behind the studies on functional split is to reduce both the capacity and the MFH cost that will be explained later in more detail [3] , [5] . In general, the bit rate of CPRI-based MFH is over ten times that of mobile traffic [4] . With 5G mobile, the peak downlink throughput for each type of user equipment is expected to increase to about 10 Gb/s. Furthermore, the number of connected devices is estimated to be ten times that for 2010 [1] . In addition, a lower super-high-frequency band will be assigned for the carrier frequency where massive multiple input, multiple output (MIMO) technology with more than one hundred antenna elements will be used. The required MFH capacity will increase as the number of antenna elements becomes large and amount to several hundred Gb/s if CPRI is used as the MFH solution because the bit rate remains constant whether the actual mobile traffic exists or not. Such a situation is not desirable and will not be economically justified from the viewpoint of commercial adoption. Therefore, it is expected that a functional split will be used to reduce the required MFH capacity to a certain degree where cost-effective transport interface such as 10 Gb/s Ethernet is available. The split layer needs to be high if it is pursued to reduce the required capacity to around the same as that of the bandwidth for mobile systems. For the reasons described above, we assumed a split in higher layers in this work to achieve a smaller MFH capacity.
Small Cell Forum API
SCF is active in promoting the deployment of small cells. In one of a set of documents that the SCF releases, FAPI/nFAPI is described via the reference architecture shown in Fig. 1 3 Transport mechanism in FAPI/nFAPI mapping over Radio over Ethernet MAC/PHY split will help to reduce the required fronthaul capacity and bring the packetized traffic pattern with dynamic variation according to the traffic load as opposed to a constant bit rate regardless of the existence of actual traffic provided by conventional CPRI. The functional split between the MAC/PHY layers has a high compatibility with FAPI/nFAPI, which handles the API between PHY and the above layers. However, FAPI/nFAPI has been considered as an interface that resides inside the equipment, and the transport protocol between pieces of equipment has not been taken into consideration. Ethernet is widely used for transporting such packetized data and it is expected to contribute to a huge cost reduction as previously described. IEEE P1914.3 task force has been discussing RoE to standardize the encapsulation mechanism [7] . Therefore, our previous study proposed mapping SCAPI over RoE frames to apply it to transport on the assumption that the MAC/PHY split is adopted [4] . With updating from SCAPI to FAPI/nFAPI in SCF, we propose mapping FAPI/nFAPI over RoE frames in this paper.
Numerical simulation for required MFH capacity
We estimated the MFH capacity required for our proposal by numerical simulations where we employed FAPI/nFAPI mapping on RoE with the functional split between the MAC/PHY layers implemented. Our previous study revealed the required downlink bandwidth dependence on the number of streams and the required downlink bandwidth dependence on number of APs without considering the correlation between streams [4]. Therefore, this simulation was conducted to confirm how the statistical multiplexing effect is dependent of the correlation between the streams. In this paper, we define the stream as stream of the MAC PDU. We assume that MAC PDU work in-depth with MIMO streams on PHY layer. Therefore, the MAC PDU correlates directly with antenna number of the MIMO transmission.
Calculation conditions
It can be assumed that the MFH capacity with the MAC/PHY split is almost the same as that for mobile backhaul (MBH). Therefore, we followed the previously-reported traffic model for MBH [8] . We only considered the downlink throughput in the evaluation as the downlink usage is much larger than the uplink and key to the capacity design. The parameters used for the simulation are shown in Table I . We considered log-normal distribution with regard to the probability density function for the traffic distribution. The mean value for the downlink was 100.8 Mb/s per stream. The mean throughput value was about 20 Mb/s per stream with a frequency bandwidth of 20 MHz and a system bandwidth of 150 Mb/s.
To consider the correlation between streams, we assumed that a stream belong to a user arose in synchronization with each other. For example, Synchronization of 2 and 4 streams arises along with the MIMO transmission with 2 and 4 antennas, respectively.
Results and discussions
The simulation results for the required MFH peak bandwidth without the correlation between streams are shown in Fig. 2(a) . It is clear from the graph that the peak value was around 0.7 Gb/s on 1 access point (AP), and it was calculated to be about 4.0 Gb/s even though the number of the streams was increased to 16 thanks to the statistical multiplexing effect. Under the condition of 16 streams per AP, the peak traffic amounted to around 20 Gb/s on 9 APs. In comparison with the linear increase of the required bandwidth with the number of APs, the required MFH bandwidth is about half at 16 streams thanks to the statistical multiplexing effect. The calculations suggested that a few links of 10 Gb/s Ethernet, i.e. 20 Gb/s, were applicable to MFH if we assume that the MFH accommodate16 streams per APs and 9 APs per MFH. The required bandwidth of aggregated APs can be appropriate to the situation that a RRH has AP with respect to each frequency band and sector. Next, the required MFH peak bandwidth in consideration of the correlation between streams was also calculated as shown in Fig. 2(b) . Under the condition of 16 streams per AP and the condition of 4-stream correlation, the required MFH peak bandwidth amounted to around 29 Gb/s on 9 APs. These results indicated that the correlation between streams somewhat decreased the statistical multiplexing effect. In particular, 4-stream correlation increased the required MFH peak bandwidth by 85%. Transmission considering 4-stream correlation requires three links of 10 Gb/s Ethernet, i.e. 30 Gb/s, if we assume that the MFH accommodate 16 streams per APs and 9 APs per MFH, where cost-effective 10 Gb/s Ethernet is still used for the transport interface. In this paper, we described MFH configuration for the fifth generation era where a C-RAN configuration and massive MIMO technology will be employed. We propose that RoE be adopted as a transport interface in combination with FAPI/nFAPI mapping. Next, the required optical fronthaul capacity was estimated by numerical simulations. It was confirmed that the statistical multiplexing effect was somewhat reduced with the correlation between streams. However, it was also indicated that still it will be possible to configure the MFH with commonly available 10 Gb/s Ethernet ports thanks to the statistical multiplexing effect. Finally, transmission considering 4-stream correlation requires three links of 10 Gb/s Ethernet if we assume that the MFH accommodates 16 streams per AP and 9 APs per MFH.
Conclusion
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