1. Introduction and summary.
As an example of their "variational method", LEYINE and SCHWINGER [1] investigated a boundary value problem which arises from the diffraction of a plane scalar (acoustical) wave by a plane screen with a circular aperture. It is equivalent to the problem of finding the field of a freely vibrating circular disk. A full discussion of the physical problems was given by Bouwkamp [2] . Let z, p, 6 be cylindrical coordinates and let z = 0 be the plane occupied by the screen. Let z -0, 0 ^ p < a define the aperture (or the vibrating disk). The diffracted field is given by a function u which satisfies V2m + k2u -0 (with a constant k) everywhere except for z = 0 and at infinity satisfies a Sommerfeld radiation condition. For z = 0, u must satisfy the "mixed" boundary conditions u = 0 for p > a and du/dz = v0 with a given constant value v0 for 0 ^ p < a. These conditions determine u uniquely. For 2 = 0, 0 ^ p < a, u = $(p) becomes a function of p only, and if i'(p) is known or even if only Co$(p) with an undetermined constant factor f" is known, u can be determined everywhere; see formulas (A.l), (A.2), (A.3) in [1] , Levine and Schwinger [1] show that the ratio of the energy transmitted through the aperture to the energy incident on the aperture is the imaginary part of the complex transmission coefficient T*, which is a quotient of two integrals involving $(p) quadratically. As a functional of <J>(p), T* becomes stationary for the correct function $ which determines u. Levine and Schwinger find approximate values for T* by expanding first <E>(p) in an infinite series of auxiliary functions {.see 3.1 and 3.2) with coefficients Dm . Then T* becomes a linear form in the Dm (see 3.10), and the unknowns Dm are determined by an inhomogeneous system of infinitely many linear equations with a coefficient matrix L (see 3.4, 3.5) . In [1] , these equations are solved "section wise", using the first I = 1, 2, 3, • • • equations to determine the first I unknowns.
All quantities Dm , T*, L are power series in p = ka/2, and Levine and Schwinger compute the first coefficients of the expansion of T* in a power series in fi which were determined independently by Bouwkamp [2] , who used spheroidal wave functions.
It will be shown that the algebraic properties of the matrix L make it possible not only to find approximate values for T* as in [1] but also to determine 4>(p). This is due to the fact that L factorizes in a product L(0)S,where L(0) is the matrix for the static case k = 0 and where >S can be inverted by solving finite recurrence relations. The details are stated in lemma 1 and theorem 1 of section 3. Lemma 2 gives additional algebraic relations. Problems of convergence and uniqueness are settled in section 5. These depend largely on an investigation of the properties of Li0) which is carried through in section 4. There it is shown that in the limiting cases k = 0 and k = °° the matrices L(0 and of the linear equations also arise from a problem of moments. This also makes it possible to prove that the variational method for the calculation of the transmission [Vol. XI, No. 1 coefficient will work even for k = <» where the linear equations for the Dm do not have any solution at all.
Notations.
The elements of (infinite) matrices are denoted by subscripts n, m = 0, 1, 2, • • • where n denotes the rows and m denotes the columns. A vector with components xm is denoted by {xm}. We also use the notations Proof: The element in the n-th row and m-th column of L(0>S(2v> is
where, because of (2.1) and simple properties of the Gamma function
The sum in (3.18) can be computed by using Saalschuetz's formula (cf. Bailey [4] for a simple proof) which can be written in the form
Taking a = n + 1. h = -p + 3 2, t = o 2 + ?'■ = p + m, (3.19) gives for (3.17) y = wlr(2p + (3 2;
From (3.20) and (3.16) it follows that Z.up = L 0!> The proof of L^"*3) = ^-°',S~"!'+3> follows by the same method.
The elements of the matrices are zero except for those in the first a rows. This is not true for the S(2p' but the following lemma shows that S12"' is a polynomial in (Sl2> apart from right hand factors which are either the identity or of the type of the S(2a+3).
We have: where ^ is a constant. We have to define first the linear space of admissible solutions xm from the nature of the problem. Since (3.1) is supposed to define the field in the aperture, and since the field cannot have a singularity in the center of the aperture, we must assume that Km £ xJX ~ 6)" The solutions are unique and they also solve the problems of moments Conclusions from theorem 1. The equivalence of the equations Lco)£ = {hm\ and Z/<a,>£ = {A*} to a problem of moments shows that these sets of linear equations are unstable in the following sense: Not only may these equations have no solution at all, but this is certain to happen if we start with a set {hm} of right hand sides for which a solution exists and then change a finite number of the hm by an amount however small. In this case there does not even exist a continuous function f(v) which satisfies (4.11) or (4.12) with the modified right hand sides. The proof is elementary but laborious and will be omitted since the upper bounds are not the best possible ones.
In order to prove the uniqueness of the solution £ = M_1£<0) we observe first that (M -£)£ is bounded for every £ merely satisfying (4.5); provided that 0 is so small that (5.4), with the Ur from Lemma 4, converges. This can be proved by an elementary investigation of the S{,). Now if there is a £* satisfying (4.5) and (4.6) such that L£* = 0, we would have M%* = £* + f where f is bounded and L(0)£* + Z/0)f = 0. Now it follows from the equivalence of the operator L<0) to the operator of a moment problem (cf. Theorem 2) that £* + f = 0. Therefore £* is bounded, and since M'1 is bounded, £* must be zero since M£* = £* + f = 0.
No numerical values for the permissible ranges of /3 are given since it is entirely possible that the inverse M-1 exists for all values of f3. This seems to be indicated by a result of Sommerfeld and Perron [5] who showed that for the related problem of the freely vibrating disc the real part of a resulting set of linear equations can be solved explicitly and without restrictions.
