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Abstract
Nanoscale engineering and novel materials have created interesting effects in thermal trans-
port. Thermal conductivity can now be different due to physical and heating sizes. Also, highly
anisotropic thermal conductivity can result from unique material composition and geometries. Var-
ious experimental methods have been developed to measure these thermal conductivity variations.
All of them require varying the physical size of the sample, the heating size or relative positions
between heating and detection. Here, we numerically propose a time-domain optical method that
uses spatial temporal temperature data to resolve anisotropic and size-dependent thermal conduc-
tivity. Our method is hassle-free as it does not vary any experimental parameters and is easily
compatible with various methods of measuring temperature in the time domain. This technique
can high throughput screening of thermal properties for nanoengineered and novel materials in
thermal transport. Also, this technique can be used to identify novel effects in thermal transport
within a single experiment.
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INTRODUCTION
A good knowledge of the material’s thermal conductivity is essential to managing heat
flow in all thermal design and analysis. In most materials, their thermal conductivity is
isotropic or direction independent. Recently, novel materials such as layered van der Waals
solids [1–5] and superlattices [6] have been shown to have anisotropic thermal conductivity.
This allows for applications such as heat spreaders which conducts heat away very fast in one
direction but limits heat flow in another direction [7]. Due to the anisotropy, experimental
measurements developed so far generally requires multiple measurements along different
crystal axes [8] . Other methods require variations of heating size[9–11] or anisotropic heating
or anisotropic detection in order to change or detect the desired direction of heat transport
[2, 12, 13]. Of course, independent measurements can be performed along different directions
of the same anisotropic material [3, 6, 14] to obtain the respective thermal conductivities.
Another interesting effect that is typically observed is size-dependent thermal conduc-
tivity. This happen when the experimentally measured thermal conductivity is lower than
the bulk value. Experiments variations of sample size [15–19] and heating length scales in
both time [20–23] and frequency domain [24, 25] have both observed such effects. Electrical
measurement methods and optical methods that directly vary heater sizes generally require
multiple samples to be fabricated. Optical techniques that uses the same sample also require
numerous spatial or temporal variations of the heating beam in order to observe such effects.
Here, we propose an experimental method that uses spatial temporal temperature data
to retrieve multiple thermal transport parameters in a single experiment. First, we demon-
strate numerically that multiple thermal conductivity values in a multilayers system can be
retrieved once sufficient points have been sampled. Second, we show that size-dependent
thermal conductivity variations for an anisotropic material can be accurately recovered. Last
but not least, we discuss the compatibility of our method to current measurement techniques
and conclude possibility of extending our work to other thermal effects of interest.
METHODOLOGY
Here, we assume a gaussian shaped transient heat flux on the sample surface at t = 0
as shown in Fig. 1. This simulates gaussian heating on a sample of finite thickness. The
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FIG. 1. Schematic of our proposed method to obtain multiple thermal transport parameters.
Cylindrical symmetry is assumed in this setup.
boundary condition bottom surface is assumed to be adiabatic. The proposed method then
captures temperature versus time data on the material’s surface and performing a spatial
temporal transformation. The data in the transformed space is represented as a function of
the spatial wavevector and the temporal frequency. Then, thermal conductivity parameters
can be solved all at once using data from the transformed space. The temperature profile on
the top surface changes with time according to Fourier’s Law assuming radial symmetry in
cylindrical coordinates, the heat equation is written as [26] kr
r
∂
∂r
(r ∂∆T
∂r
) + kz
∂2∆T
∂z2
= ρcp
∂∆T
∂t
where kr and kz are the radial and cross-plane thermal conductivities, respectively. ρ is
the density of the material and cp is the specific heat. We can be Hankel and then Fourier
transformed to yield
∂2∆¯T (κ, ω)
∂z2
= q2∆¯T (κ, ω) (1)
where q2(κ, ω) = krκ
2+ρciω
kz
. κ and ω are the Hankel spatial wavevector and Fourier trans-
formed frequency respectively. The radial definition in Eq. 1 can be solved for geometries
containing more than one layer [27, 28]. The matrix describing any of the layers can be
written as

∆¯T b
fb

 =

A B
C D



∆¯T t
ft

 (2)
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where ∆¯T b and ∆¯T t are the back and top temperatures in the transformed space
and fb and ft are the back and top heat flux. The components are A = cosh(qd), B =
− sinh(qd)/(kzq), C = −kzq sinh(qd), D = A for a single layer case [27] where d is the thick-
ness of the layer. For multilayers, each material’s matrix in Eq. 2 are multiplied together
with matrices in between for each interface. For our assumed boundary condition in Fig.
1(a) or if the last layer is assume to be semi-infinite, then θt = −
D
C
ft.
ANISOTROPIC THERMAL TRANSPORT
Figure 1(b) typically provides an example of spatially averaged temperature as a function
of time after solving Eqs. 1 to 2. The example here is for a multilayer sample shown in Fig.
1(b) inset where the top surface is an isotropic material with thermal conductivity kr1 =
kz1 = 205 W/mK. The bottom material is thermally anisotropic with thermal conductivity
kr2 = 149.35 W/mK in-plane and kz2 = 1.4935 W/mK cross-plane. Van der Waal solids
such as MoS2 are known to have similar anisotropic thermal conductivities [2]. The interface
conductance is G12 = 120MW/m
2K between the two materials. This is an example of
a typical multilayer sample used when optical reflectance of the top layer provides the
temperature information [29]. Typically, the top layer is an isotropic material which is
relatively thin (d = 100 nm), so that bulk of the thermal transport happens in the bottom
material which is of interest.
Now, we assume that the optically reflective or absorptive top-layer can provide us spatial
temporal temperature data. Figure 2 (a) shows the temperature profile for ∆T (r, t) on the
sample as a function of time. It can be seen that the thermal decay happens very fast for the
first few nanoseconds followed by a slower decay which happens over a longer period of time.
If we take a Fourier and Hankel transform using Eq. 1 of the temperature data ∆T (r, t)
in Fig. 2 (a), we can obtain the the transformed ∆¯T (κ, ω) plotted in Fig. 2(b). Here,
if we assume that kr1,2, kz1,2 and G12 are all unknown, we solve for these unknowns from
∆¯T (κ, ω). For a given set of points in the transformed space (κ, ω) in Fig. 2(b), each of them
is a solution to Eq. 2 for the same values of kr1,2, kz1,2 and G12. Doing so for all points in the
transformed space allows us to solve a system of simultaneous equations for the values of the
transport coefficients kr1,2, kz1,2, G12. Here we do not impose any assumption that kr1 = kz1
and let the system of equations reveal if each material layer is isotropic or not. The accuracy
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FIG. 2. (b) Spatially-averaged temperature as a function of time. The averaging is per-
formed assuming a gaussian profile with same radius as the pump beam. Such spatially-weighted
temperature-time plots are typically what is obtained in optical methods to measure thermal
transport. Inset: Schematic of multilayer sample. The top surface is an isotropic material with
kr1 = kz1 = 205 W/mK. The bottom material is anisotropic with kr2 = 149.35 and kz2 = 1.4935.
The interface conductance is G12 = 120MW/m
2K. (a) Temperature profile ∆T (r, t) for sample as
a function of radial distance and time. The heating beam at time t = 0 is a gaussian beam with
radius w0 = 15µm. (b) Transformed ∆¯T (κ, ω) from the temperature data in (c) using Eq. 1. The
transformed data is plotted in log scale of the absolute value as the values are typically complex.
Complex values from (d) can then be used to set up a system of equations for different values of
(κ, ω) in order to solve for material parameters in a multiplayer such as in (a).
of the results will depend on the number of points available for (κ, ω). We would like to
highlight that the system of equations is highly non-linear for the multilayered version of Eq.
2. The values of the system of equations are complex and differs by orders of magnitudes as
shown in Fig. 2(b). Furthermore, thermal conductivities kr,z are orders of magnitude apart
compared to interfacial conductance G12, making the system a challenging one to solve in a
stable manner. Thus, despite only five unknowns solve, many more equations are generally
needed.
In Table I, we solved the system of equation using standard non-linear regression methods
. We fixed the number of points in κ space to be Nκ = 10 so as to correspond to the smallest
possible spatial resolution in the micrometer range, achievable with conventional imaging
methods. Then, we vary the number of points in ω with ωmax = 1 × 10
10 rad/s. As we
increase Nω, the observed experiment time increases and the solutions become more accurate.
As shown As little as Nω = 25 points is sufficient to reconstruct all values accurately.
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Nω kr1 S.E. kz1 S.E. 1/G12 S.E. kr2 S.E. kz2 S.E.
50 205 1.25E-17 205 1.42E-20 8.33E-09 8.10E-23 149.35 1.19E-16 1.4935 7.39E-16
25 205 7.06E-15 205 7.86E-18 8.33E-09 4.58E-20 149.35 6.73E-14 1.4935 4.17E-13
10 205 7.81E-15 -158.92 8.64E-18 1.31E-08 5.07E-20 148.94 7.44E-14 1.5095 4.62E-13
5 168.48 2.05E-06 197 1.33E-09 -8.13E-09 1.10E-11 153 2.02E-05 1.4576 0.00010074
TABLE I. Table of results obtained by varying the number of point Nκ,ω extracted from the
transformed space (κ, ω). Nκ = 10 for all cases shown. S.E. represents the standard error of the
mean. A small set of values Nω = 25 is sufficient to retrieve actual values accurately.
ANISOTROPY WITH SIZE DEPENDENCE
The next example involves the use of the same method but assume a size-dependent
thermal conductivity. This means that kr,z is a function of the transformed space parameters
(κ, ω). Here, we choose graphite as a test case. This is because graphite is highly anisotropic,
making the thermal transport of great interest. Furthermore, graphite has a in plane phonon
mean-free-path (MFP) on that range of micrometers at room temperature while a small
phonon MFP of hundred nanometers in cross plane (or the c-axis). Recent effort to resolve c-
axis MFP requires careful measurement of exfoliated samples of different thicknesses[18] . In
order to obtain the dependence of kr,z on (κ, ω), we need to obtain the radial and time domain
suppression function and the phonon MFP distribution of graphite in the radial and cross
plane direction. Here, we took phonon MFP data from Ref.[30] and suppression function
in radial [31] and frequency domain [32]. We assume that in-plane thermal conductivity is
purely suppressed radially and that cross-plane thermal conductivity is suppressed purely
in the time domain.
Figure 3(a) shows the temperature versus time data of graphite with the same initial
heating condition as the multilayer example (1(a)). One can see that graphite has a much
faster decay time compared to multilayer case in Fig. 2(b) due to the high thermal con-
ductivity. The data can be transformed in the same manner, resulting in a distribution in
the phase space shown in 3(b). Now, the system of equations is not going to be the case
where all values kr,z are fixed. kr,z will be different for each set of (κ, ω). So we only have
two equations for two unknowns by using the fact that ∆¯T (κ, ω) = ∆¯T (κ, ω)†. Solving
∆¯T (κ, ω) = ∆¯T (κ, ω)† for each pair of (κ, ω), we assume a smooth solution of kr,z(κ, ω) and
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FIG. 3. (a) Temperature versus time plot of graphite with the same initial heating size as Fig.
1(c). The temperature fall is much sharper than in Fig.1(c) due to the much higher in-plane
thermal conductivity of graphite. (b) Transformed ∆¯T (κ, ω) from the temperature data in (c)
using Eq. 1. The transformed data is plotted in log scale of the absolute value as the values
are typically complex. (c,d) Reconstructed in-plane (c) and cross-plane (d) thermal conductivity
as a function of spatial wavevector κ (c) and time domain frequency ω (d) versus the reference
spectrum. The reference spectrums are generated using phonon mean-free-path distributions of
graphite [30] convoluted with experimental suppression functions in spatial [31] and time domains
[32].
obtain stable solutions for kr,z(κ, ω). Here, we choose Nk = 50 and Nω = 500 in order to
show a smooth size-dependent spectrum for kr,z(κ, ω).
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Figures 3(c) and (d) shows the reconstructed kr(κ) and kz(ω) respectively. We assume
independence of kr from ω and kz(κ) from ω such that the in-plane thermal conductivity only
depends on radial heating size and the cross-plane thermal conductivity only depends on
cross-plane heating size due to frequency dependent penetration depth. The reconstruction
is almost in perfect agreement with the input size-dependent thermal conductivities, showing
the potential of this method to accurately retrieve size-dependent thermal conductivity for
various materials.
DISCUSSION AND CONCLUSION
One proposed experimental method to realize our scheme used to retrieve spatial temporal
temperature data which can be captured by regular CCD cameras. Our method can be
adapted to any optical transient methods such as time-domain thermoreflectance [29] where
optical reflectance is used. Also, IR detectors in laser flash methods can also be used
[33], albeit at slower response time and poorer spatial resolution. Alternatively, nanoscale
scanning or imaging methods [34–37] can be used to retrieve temperature data point-by-point
and with much better spatial resolution. This requires potentially longer data collection.
Nevertheless, no heating size or sample size is required to be changed.
If materials have in-plane anisotropy such as black phosphorous, regular spatial decom-
position in Cartesian coordinates can be performed to obtain ∆¯T in the transformed coor-
dinates. More complicated optical excitation patterns such as transient grating can also be
used and transformed according to the symmetry of the system. Essentially, our method
opens up the concept of data multiplexing into thermal transport measurements. Now, in-
stead of sending and retrieving one frequency at a time, we can retrieve information encoded
over various frequencies by sampling and decode all at once.
Last but not least, our method offers a snapshot technique to gather size-dependent ther-
mal conductivity information with the least experimental effort possible. Using methods in
Machine Learning, we can potentially reduce the amount of spatial temporal data required
to obtain thermal transport parameters [38, 39]. Furthermore, novel effects such as coher-
ent phonons [40, 41] and hydrodynamic transport [42] can potentially be directly observed
from one experimental setting, provided the correct features in our transformed spectrum
are identified. In short, our method can provide direct diagnosis for systematic design of
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nanostructured materials to modify the overall thermal properties.
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