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Abstract
It is shown by Colding and Minicozzi the uniqueness of the tangent cones at
infinity of Ricci-flat manifolds with Euclidean volume growth which has at least
one tangent cone at infinity with a smooth cross section. In this paper we raise an
example of the Ricci-flat manifold implying that the assumption for the volume
growth in the above result is essential. More precisely, we construct a complete
Ricci-flat manifold of dimension 4 with non-Euclidean volume growth who has
infinitely many tangent cones at infinity and one of them has a smooth cross
section.
1 Introduction
For a complete Riemannian manifold (X, g) with nonnegative Ricci curva-
ture, it is shown by Gromov’s Compactness Theorem that if one take a
sequence
a1 > a2 > · · · > ai > · · · > 0
such that limi→∞ ai = 0, then there is a subsequence {ai(j)}j such that
(X, ai(j)g, p) converges to a pointed metric space (Y, d, q) as j → ∞ in the
sense of the pointed Gromov-Hausdorff topology [9][10]. The limit (Y, d, q) is
called the tangent cone at infinity of (X, g). In general, the pointed Gromov-
Hausdorff limit might depend on the choice of {ai}i or its subsequences.
The tangent cone at infinity is said to be unique if the isometry classes
of the limits are independent of the choice of {ai} and its subsequences, and
Colding and Minicozzi showed the next uniqueness theorem under the certain
assumptions.
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Theorem 1.1 ([6]). Let (X, g) be a Ricci-flat manifold with Euclidean volume
growth, and suppose that one of the tangent cone at infinity has a smooth
cross section. Then the tangent cone at infinity of (X, g) is unique.
Among the assumptions in Theorem 1.1, the Ricci-flat condition is essen-
tial since there are several examples of complete Riemannian manifolds with
nonnegative Ricci curvature and Euclidean volume growth, of whom one of
the tangent cones at infinity has smooth cross section, but the tangent cones
at infinity is not unique [12][7].
Here, let T (X, g) be the set of all of the isometry classes of the tangent
cones at infinity of (X, g). In this paper, the isometry between pointed metric
spaces means the bijective map preserving the metrics and the base points.
It is known that T (X, g) is closed with respect to the pointed Gromov-
Hausdorff topology, and has the natural continuous R+-action defined by the
rescaling of metrics. The uniqueness of the tangent cones at infinity means
that T (X, g) consists of only one point.
In this paper, we show that the assumption for the volume growth in
Theorem 1.1 is essential. More precisely, we obtain the next main result.
Theorem 1.2. There is a complete Ricci-flat manifold (X, g) of dimension 4
such that T (X, g) is homeomorphic to S1. Moreover, R+-action on T (X, g)
fixes (R3, d∞0 , 0), (R
3, h0, 0), (R
3, h1, 0), where h0 =
∑3
i=1(dζi)
2 is the Eu-
clidean metric, h1 =
1
|ζ|h0, and d
∞
0 is the completion of the Riemannian
metric ∫ ∞
0
dx
|ζ − (xα, 0, 0)| · h0,
and R+ acts freely on
T (X, g)\{(R3, d∞0 , 0), (R3, h0, 0), (R3, h1, 0)}.
Here, ζ = (ζ1, ζ2, ζ3) is the Cartesian coordinate on R
3.
Here, we mention more about the metric spaces appearing in Theorem
1.2. For 0 ≤ S < T ≤ ∞, denote by dTS the metric on R3 induced by the
Riemannian metric ∫ T
S
dx
|ζ − (xα, 0, 0)| · h0.
For (X, g) in Theorem 1.2, we show that T (X, g) contains {(R3, dT0 , 0);T ∈
R+}, {(R3, d∞S , 0);S ∈ R+} and {(R3, h0 + θh1, 0); θ ∈ R+}. Here, we can
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check easily that dT0 and d
∞
S are homothetic to d
1
0 and d
∞
1 , respectively. We
can show that
(R3, dT0 , 0)
GH−−−→
T→∞
(R3, d∞0 , 0), (R
3, dT0 , 0)
GH−−−→
T→0
(R3, h1, 0),
(R3, d∞S , 0)
GH−−−→
S→∞
(R3, h0, 0), (R
3, d∞S , 0)
GH−−→
S→0
(R3, d∞0 , 0),
(R3, h0 + θh1, 0)
GH−−−→
θ→∞
(R3, h1, 0), (R
3, h0 + θh1, 0)
GH−−→
θ→0
(R3, h0, 0).
Both of (R3, h0) and (R
3, h1) can be regarded as the Riemannian cones with
respect to the dilation ζ 7→ λζ on R3. Although the dilation also pulls back
d∞0 to λ
α+1
2α d∞0 , (R
3, d∞0 ) does not become the metric cone with respect to
this dilation since l = {(t, 0, 0) ∈ R3; t ≥ 0} is not a ray. In fact, any open
intervals contained in l have infinite length with respect to d∞0 .
In general, tangent cones at infinity of complete Riemannian manifolds
with nonnegative Ricci curvature and Euclidean volume growth are metric
cones [4]. In our case, it is shown in Section 9 that (R3, d∞0 , 0) never become
the metric cone of any metric space.
The Ricci-flat manifold (X, g) appeared in Theorem 1.2 is one of the
hyper-Ka¨hler manifolds of type A∞, constructed by Anderson, Kronheimer
and LeBrun in [1] applying Gibbons-Hawking ansatz, and by Goto in [8] as
hyper-Ka¨hler quotients. Combining Theorems 1.1 and 1.2, we can see that
the volume growth of (X, g) should not be Euclidean. In fact, the author has
computed the volume growth of the hyper-Ka¨hler manifolds of type A∞ in
[11], and showed that they are always greater than cubic growth and less than
Euclidean growth. To construct (X, g), we “mix” the hyper-Ka¨hler manifold
of type A∞ whose volume growth is ra for some 3 < a < 4, and R4 equipped
with the standard hyper-Ka¨hler structure. Unfortunately, the author could
not compute the volume growth of (X, g) in Theorem 1.2 explicitly.
In this paper, we can show that a lot of metric spaces may arise as the
Gromov-Hausdorff limit of hyper-Ka¨hler manifolds of type A∞. Let
I ∈ B+(R+) := {J ⊂ R+; J is a Borel set of nonzero Lebesgue measure}
and denote by dI the metric on R
3 induced by the Riemannian metric∫
I
dx
|ζ−(xα,0,0)| · h0. Then we have the following result.
Theorem 1.3. There is a complete Ricci-flat manifold (X, g) of dimension
4 such that T (X, g) contains
{(R3, dI , 0); I ∈ B+(R+)}/isometry.
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Since d∞S and d
T
0 are contained in T (X, g) in the above theorem, then
their limits h0 and
1
|ζ|h0 are also contained in T (X, g). The author does not
know whether any other metric spaces are contained in T (X, g).
Theorems 1.2 and 1.3 are shown along the following process. The above-
mentioned hyper-Ka¨hler manifolds are constructed from infinitely countable
subsets Λ in R3 such that
∑
λ∈Λ
1
1+|λ| < ∞. We denote it by (X, gΛ) and
fix the base point p ∈ X . From the construction, (X, gΛ) has a natural S1-
action preserving gΛ and the hyper-Ka¨hler structure, then we obtain a hyper-
Ka¨hler moment map µΛ : X → R3 such that µΛ(p) = 0, which is a surjective
map whose generic fibers are S1. There is a unique distance function dΛ on
R3 such that µΛ is a submetry. Here, submetries are the generalization of
Riemannian submersions to the category of metric spaces. For a > 0 we can
see agΛ = gaΛ, hence by taking ai > 0 such that limi→∞ ai = 0, we obtain
a sequence of submetries µaiΛ : X → R3. Now, assume that {(R3, daiΛ, 0)}i
converges to a metric space (R3, d∞, 0) for some d∞ in the pointed Gromov-
Hausdorff topology, and the diameters of fibers of µaiΛ converges to 0 in
some sense. Then we can show (R3, d∞, 0) is the Gromov-Hausdorff limit
of {(X, gaiΛ, p)}i. We raise a concrete example of Λ and sequences {ai}i,
then obtain several limit spaces. Among them, it is shown in Section 9 that
(R3, d∞0 ) is not a polar space in the sense of Cheeger and Colding [5].
This paper is organized as follows. We review the construction of hyper-
Ka¨hler manifolds of type A∞ and hyper-Ka¨hler moment map µΛ in Section
2. Then we review the notion of submetry in Section 3, and the notion
of Gromov-Hausdorff topology in Section 4. In Section 5, we construct a
submetry µa from (X, gaΛ) to (R
3, da) by using µΛ and dilation, where da is
the metric induced by the Riemannian metric Φa(ζ)h0. Here, Φa is a positive
valued harmonic function determined by Λ and some constants. Then we
see that the convergence of {(X, gaiΛ)}i can be reduced to the convergence
of {(R3, dai)}i. In Sections 6 and 7, we raise concrete examples of Λ and
fix a > 0, then estimate the difference of Φa and another positive valued
harmonic function Φ∞, which induces the metric d∞ on R3. In Section 8,
we observe some examples by applying the results in Sections 6 and 7, then
show Theorems 1.2 and 1.3. In Section 9, we prove that (R3, d∞0 ) is not a
polar space.
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2 Hyper-Ka¨hler manifolds of type A∞
Here we review shortly the construction of hyper-Ka¨hler manifolds of type
A∞, along [1].
Let Λ ⊂ R3 be a countably infinite subset satisfying the convergence
condition ∑
λ∈Λ
1
1 + |λ| <∞,
and take a positive valued harmonic function ΦΛ over R
3\Λ defined by
ΦΛ(ζ) :=
∑
λ∈Λ
1
|ζ − λ| .
Then ∗dΦΛ ∈ Ω2(R3\Λ) is a closed 2-form where ∗ is the Hodge’s star op-
erator of the Euclidean metric, and we have an integrable cohomology class
[ 1
4pi
∗ dΦΛ] ∈ H2(R3\Λ,Z), which is equal to the 1st Chern class of a prin-
cipal S1-bundle µ = µΛ : X
∗ → R3\Λ. For every λ ∈ Λ, we can take a
sufficiently small open ball B ⊂ R3 centered at λ which does not contain any
other elements in Λ. Then µ : µ−1(B\{λ}) → B\{λ} is isomorphic to Hopf
fibration µ0 : R
4\{0} → R3\{0} as principal S1-bundles, hence there exists a
C∞ 4-manifold X and an open embedding X∗ ⊂ X , and µ can be extended
to an S1-fibration
µ = (µ1, µ2, µ3) : X → R3.
Moreover we may write X\X∗ = {pλ; λ ∈ Λ} and µ(pλ) = λ. Next we take
an S1-connection Γ ∈ Ω1(X∗) on X∗ → R3\Λ, whose curvature form is given
by ∗dΦΛ. Then Γ is uniquely determined up to exact 1-form on R3\Λ. Now,
we obtain a Riemannian metric
gΛ := (µ
∗ΦΛ)
−1Γ2 + µ∗ΦΛ
3∑
i=1
(dµi)
2
on X∗, which can be extended to a smooth Riemannian metric gΛ over X by
taking Γ appropriately.
Theorem 2.1 ([1]). Let (X, gΛ) be as above. Then it is a complete hyper-
Ka¨hler (hence Ricci-flat) metric of dimension 4.
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Since S1 acts on (X, gΛ) isometrically, it is easy to check that
µ : (X∗, gΛ)→ (R3\Λ,ΦΛ · h0)
is a Riemannian submersion, where h0 is the Euclidean metric on R
3.
Next we consider the rescaling of (X, gΛ). For a > 0, put aΛ := {aλ ∈
R3;λ ∈ Λ}. Then it is easy to see
ΦaΛ(ζ) =
∑
λ∈Λ
1
|ζ − aλ| = a
−1∑
λ∈Λ
1
|a−1ζ − λ| = a
−1ΦΛ(a−1ζ)
and µaΛ = aµΛ, hence µ
∗
aΛΦaΛ = a
−1µ∗ΛΦΛ holds. Thus we have
gaΛ = (µ
∗
aΛΦaΛ)
−1Γ2 + µ∗aΛΦaΛ
3∑
i=1
(dµaΛ,i)
2
= a(µ∗ΛΦΛ)
−1Γ2 + aµ∗ΛΦΛ
3∑
i=1
(dµΛ,i)
2 = agΛ.
3 Submetry
Throughout of this paper, the distance between x and y in a metric space
(X, d) is denoted by d(x, y). If it is clear which metric is used, we often write
|xy| = d(x, y)
The map µ : X → R3 appeared in the previous section is not a Rieman-
nian submersion, since dµ degenerates on X\X∗ and ΦΛ ·h0 does not defined
on the whole of R3. However we can regard µ as a submetry, which is a
notion introduced in [2].
Definition 3.1 ([2]). Let X, Y be metric spaces, and µ : X → Y be a map,
which is not necessarily to be continuous. Then µ is said to be a submetry
if µ(D(p, r)) = D(µ(p), r) holds for every p ∈ X and r > 0, where D(p, r) is
the closed ball of radius r centered at p.
Any proper Riemannian submersions between smooth Riemannian man-
ifolds are known to be submetries. Conversely, a submetry between smooth
complete Riemannian manifolds becomes a C1,1 Riemannian submersion [3].
Now we go back to the setting in Section 2. Denote by dΛ the metric
on R3 defined as the completion of the Riemannian distance induced from
ΦΛ · h0. Since µ : (X∗, gΛ) → (R3\Λ,ΦΛ · h0) is a Riemannian submersion,
we have the following proposition.
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Proposition 3.2. Let (X, gΛ) be a hyper-Ka¨hler manifolds of type A∞. The
map µ : (X, dgΛ) → (R3, dΛ) is a submetry, where dgΛ is the Riemannian
distance induced from gΛ. Moreover, we have
dΛ(q0, q1) = inf
p1∈µ−1(q1)
dgΛ(p0, p1)
for any p0 ∈ µ−1(q0)
4 The Gromov-Hausdorff convergence
In this section, we discuss with the pointed Gromov-Hausdorff convergence
of a sequence of pointed metric spaces equipped with submetries. First of
all, we review the definition of the pointed Gromov-Hausdorff convergence of
pointed metric spaces. Denote by B(p, r) = BX(p, r) the open ball of radius
r centered at p in a metric space X .
Definition 4.1. Let (X, p) and (X ′, p′) be pointed metric spaces, and r, ε be
positive real numbers. f : B(p, r)→ X ′ is said to be an (r, ε)-isometry from
(X, p) to (X ′, p′) if (1) f(p) = p′, (2) ||xy| − |f(x)f(y)|| < ε holds for any
x, y ∈ B(p, r), (3) B(f(B(p, r)), ε) contains B(p′, r − ε).
Definition 4.2. Let {(Xi, pi)}i be a sequence of pointed metric spaces. Then
{(Xi, pi)}i is said to converge to a metric space (X, p) in the pointed Gromov-
Hausdorff topology, or {(Xi, pi)}i GH−−→ (X, p), if for any r, ε > 0 there exists an
positive integer N(r,ε) such that (r, ε)-isometry from (Xi, pi) to (X, p) exists
for every l ≥ N(r,ε).
For metric spaces X, Y , q ∈ Y and a map µ : X → Y , define δq,µ(r) ∈
R≥0 ∪ {∞} by
δq,µ(r) := sup
y∈B(q,r)
diam(µ−1(y))
= sup
y∈B(q,r)
x,x′∈µ−1(y)
|xx′|.
Proposition 4.3. Let {(X, p)} and {(Y, q)} be pointed metric spaces equipped
with submetries µ : X → Y satisfying µ(p) = q, and (Y∞, q∞) be another
pointed metric space. Assume that δq,µ(r) < ∞ and we have an (r, δ)-
isometry from (Y, q) to (Y∞, q∞). Then there exists an (r, δ + δq,µ)-isometry
from {(X, p)} to (Y∞, q∞).
Proof. Now, there is an (r, δ)-isometry f from (Y, q) to (Y∞, q∞). Then it is
easy to check that the composition fˆ := f ◦µ is an (r, δ+ δq,µ)-isometry from
(X, p) to (Y∞, q∞).
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5 Tangent cones at infinity
Let (X, d) be a metric space and {ai}i be a decreasing sequence of positive
numbers converging to 0. If (Y, q) is the pointed Gromov-Hausdorff limit of
{(X, aid, p)}i, then it is called an tangent cone at infinity of X . It is clear
that the limit does not depend on p ∈ X , but may depend on the choice of
a sequence {ai}i.
In this paper we are considering the tangent cones at infinity of (X, dgΛ).
In Section 2 we have seen
√
adgΛ = dgaΛ for a > 0, hence µaΛ : (X,
√
adgΛ)→
(R3, daΛ) is a submetry. By taking N ∈ R+ and the dilation IN : R3 → R3
defined by IN(ζ) :=
1
N
ζ , we have another submetry
µa := I
−1
N ◦ µaΛ : (X,
√
adgΛ)→ (R3, da := IN ∗daΛ).
Here, IN
∗daΛ is the completion of the Riemannian distance of
IN
∗(ΦaΛ · h0) = IN ∗ΦaΛ · 1
N2
h0 = NΦNaΛ · 1
N2
h0 =
1
N
ΦNaΛ · h0,
therefore we obtain da which is the completion of the Riemannian metric
Φa · h0, where
Φa :=
1
N
ΦNaΛ.
In other words, da is given by
da(x, y) = inf
γ∈Path(x,y)
la(γ), (1)
where Path(x, y) is the set of smooth paths in R3 joining x, y ∈ R3, and
la(γ) =
∫ t1
t0
√
Φa(γ(t))|γ′(t)|dt. (2)
By the definition of gΛ, one can see that the diameter of the fiber µ
−1
Λ (ζ)
is given by pi√
ΦΛ(ζ)
. Accordingly, the diameter of µ−1a (ζ) is given by
pi
N
√
Φa(ζ)
.
For a metric d∞ on R3 and constants r, δ, δ′ > 0, we introduce the next
assumptions.
(A1) The identity map
idR3 : (R
3, da, 0)→ (R3, d∞, 0)
is an (r, δ)-isometry.
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(A2) supζ∈Bda(0,r)
pi
N
√
Φa(ζ)
< δ′ holds.
Then we obtain the next proposition by Proposition 4.3.
Proposition 5.1. Let (X, gΛ) and µa be as above, p ∈ X satisfy µΛ(p) =
0 and d∞ be a metric on R3. If (A1-2) are satisfied for given constants
r, δ, δ′ > 0, then µa is an (r, δ+ δ′)-isometry from (X, agΛ, p) to (R3, d∞, 0).
6 Construction
Fix α > 1, and let
Λα := {(kα, 0, 0); k ∈ Z≥0}.
Take an increasing sequence of integers 0 < K0 < K1 < K2 < · · · .
In this paper many constants will appear, and they may depend on α or
{Kn}. However, we do not mind the dependence on these parameters.
Put
Λ2n := {(kα, 0, 0) ∈ Λα; K2n ≤ k < K2n+1},
Λ :=
∞⋃
n=0
Λ2n.
Since Λ ⊂ Λα, we can see that ∑λ∈Λ 11+|λ| <∞, accordingly we obtain a
hyper-Ka¨hler manifold (X, gΛ).
From now on we fix a > 0, n ∈ N and P > 0, then put N := a −11+αP 11+α
and
Φa(ζ) :=
1
N
ΦNaΛ(ζ) =
∑
λ∈Λ
1
N |ζ − PN−αλ| .
Let l := {(t, 0, 0) ∈ R3; t ≥ 0} and put
K(R,D) := {ζ ∈ R3; |ζ | ≤ R, inf
y∈l
|ζ − y| ≥ D}.
Here, infy∈l |ζ − y| is given by
inf
y∈l
|ζ − y| =
{ √|ζC|2 (if ζR ≥ 0)
|ζ | (if ζ1 < 0)
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for ζ = (ζR, ζC) ∈ R3 = R⊕C. For 0 ≤ S < T ≤ ∞, define a positive valued
function ΦTS,P : R
3\l :→ R by
ΦTS,P (ζ) :=
∫ T
S
dx
|ζ − P (xα, 0, 0)| .
Throughout this section, we put
Sn :=
K2n
N
= a
1
1+αP
−1
1+αK2n, Tn :=
K2n+1
N
= a
1
1+αP
−1
1+αK2n+1.
Proposition 6.1. We have
∣∣∣Φa(ζ)− ∞∑
n=0
ΦTnSn,P (ζ)
∣∣∣ ≤ 2
ND
=
2
D
( a
P
) 1
1+α
for any ζ ∈ K(R,D).
Proof. Since
Λ2n = {(kα, 0, 0); K2n ≤ k < K2n+1},
we have
∑
λ∈Λ2n
1
N |ζ − PN−αλ| =
K2n+1−1∑
k=K2n
1
N |ζ − PN−α(kα, 0, 0)| .
Then we obtain∣∣∣∣∣
∞∑
n=0
( ∑
λ∈Λ2n
1
N |ζ − PN−αλ| −
∫ K2n+1/N
K2n/N
dx
|ζ − P (xα, 0, 0)|
)∣∣∣∣∣ ≤ 2ND. (3)
The above inequality holds since the function x 7→ 1|ζ−P (xα,0,0)| has at most
one critical point and
sup
x∈R
1
|ζ − P (xα, 0, 0)| − infx∈R
1
|ζ − P (xα, 0, 0)| ≤
1
D
for all ζ ∈ K(R,D).
Next we obtain the lower estimate of Φa as follows.
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Proposition 6.2. We have
ΦTnSn,P (ζ) ≥
(∫ Tn
Sn
dx
1 + Pxα
)
min
{ 1
|ζ | , 1
}
, (4)
Φa(ζ) ≥
( ∞∑
n=0
∫ Tn
Sn
dx
1 + Pxα
− 2(aP−1) 11+α
)
min
{ 1
|ζ | , 1
}
, (5)
∞∑
n=0
ΦTnSn,P (ζ) ≤ P−
1
α
α2
1
α
α− 1
|ζ | 1α
|ζC| , (6)
∞∑
n=n0
ΦTnSn,P (ζ) ≤
2S−α+1n0
P (α− 1)
(
if Sn0 ≥
(2|ζ |
P
) 1
α
)
, (7)
n0∑
n=0
ΦTnSn,P (ζ) ≤
Tn0
D
(if ζ ∈ K(R,D)). (8)
Proof. First of all one can see
ΦTnSn,P (ζ) ≥
∫ Tn
Sn
dx
|ζ |+ Pxα ≥
1
|ζ |
∫ Tn
Sn
dx
1 + Pxα
if |ζ | ≥ 1, and
ΦTnSn,P (ζ) ≥
∫ Tn
Sn
dx
|ζ |+ Pxα ≥
∫ Tn
Sn
dx
1 + Pxα
if |ζ | ≤ 1.
Next we have
Φa(ζ) ≥
∞∑
n=0
K2n+1−1∑
k=K2n
1
N(|ζ |+ PN−αkα)
and the similar argument to the proof of Proposition 6.1 gives∣∣∣∣∣
∞∑
n=0
(K2n+1−1∑
k=K2n
1
N(|ζ |+ PN−αkα) −
∫ Tn
Sn
dx
|ζ |+ Pxα
)∣∣∣∣∣ ≤ 2N |ζ | .
Combining these inequalities one can the second assertion if |ζ | ≥ 1. If
|ζ | ≤ 1, then we have
Φa(ζ) ≥
∞∑
n=0
K2n+1−1∑
k=K2n
1
N(1 + PN−αkα)
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and by the similar argument we obtain the assertion.
Next we consider (6). If t ≥ (2|ζ|
P
)
1
α , then∫ ∞
t
dx
|ζ − P (xα, 0, 0)| ≤
∫ ∞
t
2dx
Pxα
=
2
P (α− 1)t
−α+1 (9)
holds. Hence one can see
∞∑
n=0
ΦTnSn,P (ζR, ζC) ≤
∫ ∞
0
dx
|ζ − P (xα, 0, 0)|
=
∫ ( 2|ζ|
P
)
1
α
0
dx
|ζ − P (xα, 0, 0)| +
∫ ∞
( 2|ζ|
P
)
1
α
dx
|ζ − P (xα, 0, 0)|
≤ (
2|ζ|
P
)
1
α
|ζC| +
2
P (α− 1)
(2|ζ |
P
) 1
α
(−α+1)
= P−
1
α
((2|ζ |) 1α
|ζC| +
(2|ζ |) 1α
α− 1
1
|ζC|
)
.
We have (7) by (9). (8) is obvious.
Put
ATS,P :=
∫ T
S
dx
1 + Pxα
.
By Proposition 6.2, we have the following.
Proposition 6.3. Let Φa be as above. Then
sup
|ζ|≤R
1
N
√
Φa(ζ)
≤
( a
P
) 1
1+α
( ∞∑
n=0
ATnSn,P − 2
( a
P
) 1
1+α
)− 1
2
√
R
holds for every R ≥ 1.
7 Distance
In the previous section we have estimated |Φa −
∑
nΦ
Tn
Sn,P
| from the above
on K(R,D).
In this section we introduce more general positive functions Φ and Φ∞,
and induced metric d, d∞ on R3 respectively. What we hope to show in this
section is that if we fix a very large R ≥ 1 and assume that supK(R,D) |Φ −
Φ∞| ≤ εD holds for a very small ε and every D ≤ 1, then the identity map
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of R3 becomes the (r, δ)-isometry from (R3, d, 0) to (R3, d∞, 0), for a large r
and a small δ. Here, we explain the difficulty to show it.
We hope to show that supK(R,D) |d − d∞| is small for every R ≥ 1 and
0 < D ≤ 1. By the estimate of supK(R,D) |Φ − Φ∞|, it is easy to see that
supK(R,D) |dR,D − d∞,R,D| is small, where dR,D (resp. d∞,R,D) is the Rieman-
nian distance of the Riemannian metric Φh0|K(R,D) (resp. Φ∞h0|K(R,D)).
However, dR,D may not equal to d in general since the geodesic of Φh0
joining two points in K(R,D) might leave from K(R,D). To see that
supK(R,D) |dR,D − d| is sufficiently small, we have to observe that a path
joining two points in K(R,D) which leaves K(R,D) can be replaced by a
shorter path included in K(R,D).
In this section we consider positive valued functions Φ,Φ∞ ∈ C∞(R3\l)
satisfying the following conditions for given constants R ≥ 1, m, ε, C0, C1 > 0
and κ ≥ 0.
(A3).
|Φ(ζ)− Φ∞(ζ)| ≤ ε
Dm
|Φ(ζ)− Φ∞(ζ)| ≤ C1
D
holds for any D ≤ 1 and ζ ∈ K(R,D).
(A4). Along the decomposition R3 = R ⊕ C, put ζ = (ζR, ζC) ∈ R ⊕ C.
Then
Φ(ζR, e
iθζC) = Φ(ζR, ζC), Φ(ζR, ζC) ≤ Φ(ζR, ζ ′C)
Φ∞(ζR, eiθζC) = Φ∞(ζR, ζC), Φ∞(ζR, ζC) ≤ Φ∞(ζR, ζ ′C)
holds for any eiθ ∈ S1, if |ζC| ≥ |ζ ′C|.
(A5).
min{Φ(ζ),Φ∞(ζ)} ≥
{ C0
|ζ| (if |ζ | ≥ 1),
C0 (if |ζ | ≤ 1).
(A6). For any u ≥ 1 and ζ ∈ R3\l with |ζ | ≤ u,
Φ∞(ζ) ≤ C1u
κ
|ζC|
holds.
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Remark 7.1. Let Φ = Φa and Φ∞ = ΦTS,P be as in Section 6. Then they sat-
isfy (A4), and also satisfy (A3)(A5)(A6) for appropriate constants ε, C0, C1
given by Propositions 6.1 and 6.2.
From now on, let Φ,Φ∞ satisfy (A3-6) for constants R, ε, C0, C1, κ. De-
note by d, d∞ the metric on R3 induced by Φ · h,Φ∞ · h, and by l, l∞ the
length of the path with respect to d, d∞, respectively.
7.1 Estimates (1)
Let B(u) := {ζ ∈ R3; |ζ | < u} and Path(u, x, y) be the set of smooth paths
in B(u) joining x, y ∈ B(u), then put
du(x, y) = inf
γ∈Path(u,x,y)
l(γ),
d∞,u(x, y) = inf
γ∈Path(u,x,y)
l∞(γ),
for r. By the definition, d(x, y) ≤ du(x, y) and d∞(x, y) ≤ d∞,u(x, y) always
hold. However, the opposite inequality may not hold, since the minimiz-
ing geodesic γ joining x, y ∈ B(u) may leave from B(u). The goal of this
subsection is to show dρ(u)(x, y) ≤ d(x, y) and d∞,ρ(u)(x, y) ≤ d∞(x, y) for a
sufficiently large ρ(u).
Proposition 7.2. Suppose Φ,Φ∞ satisfy (A3-6). Let Du and Du,u′ be the
diameters of B(t) with respect to d and du′ respectively, where 0 < u ≤ u′.
Define D∞,u and D∞,u,u′ in the same way. Then the inequality
2
√
C0(
√
|ζ | − 1) ≤ min{d(0, ζ), d∞(0, ζ)}
holds for all ζ ∈ R3, and
d(0, ζ) ≤ Du ≤ Du,u ≤ C2uκ′
d∞(0, ζ) ≤ D∞,u ≤ D∞,u,u ≤ C2uκ′
hold for all ζ ∈ R3, u ≥ 1 with |ζ | ≤ u ≤ R, where C2 is the constant
depending only on C1 and κ
′ = 1+κ
2
.
Proof. First of all we show the first inequality. Let γ : [a, b] → R3 be a
smooth path such that γ(a) = 0 and γ(b) = ζ . We may suppose |ζ | ≥ 1,
since it is obviously satisfied when |ζ | < 1. Then there is s ∈ [a, b] such that
|γ(s)| = 1 and |γ(t)| ≥ 1 for any t ∈ [s, b]. Then by the assumption (A5),
one can see
l(γ) =
∫ b
a
√
Φ(γ(t))|γ′(t)|dt ≥
∫ b
s
√
Φ(γ)|γ′|dt ≥
∫ b
s
√
C0
|γ| |γ
′|dt.
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Since we have |γ′| ≥ |γ|′ holds, we obtain
l(γ) ≥
∫ b
s
√
C0
|γ| |γ|
′dt ≥ 2
√
C0
∫ b
s
d
dt
√
|γ|dt ≥ 2
√
C0(
√
|ζ | − 1)
for all ζ ∈ R3 with |ζ | ≥ 1.
By the definition, d(0, ζ) ≤ Du ≤ Du,R1 ≤ Du,R0 always hold for any
u ≤ R0 ≤ R1 and ζ ∈ R3 with |ζ | ≤ u. Next we estimate Du,u from the
above. For every ζ , we prepare the piecewise smooth paths γζ in B(u) joining
0 and ζ as follows. Then we have an upper bound
Du,u ≤ 2 sup
ζ∈B(u)
l(γζ).
Here we define γζ as follows. Now we have the isometric S
1-action on R3 with
respect to d, d∞ by (A4). By supposing γeiθζ = eiθγζ, it suffices to consider
γζ in the case of ζ = r(sin s,− cos s, 0), where r > 0 and −pi < s ≤ pi. Let
γζ |[0,1](t) := (0,−rt, 0),
γζ |[1,2](t) := r(sin{s(t− 1)},− cos{s(t− 1)}, 0).
Since ζ ∈ K(R, |ζC|) holds, (A3) gives |Φ(ζ)−Φ∞(ζ)| ≤ C1|ζC| , and (A6) gives
Φ∞(ζ) ≤ C1uκ/|ζC|. Then we can see
l(γζ|[0,1]) =
∫ 1
0
√
Φ(γζ)|γ′ζ|dt
≤
∫ 1
0
r
√
|Φ(γζ)− Φ∞(γζ)|dt+
∫ 1
0
r
√
|Φ∞(γζ)|dt
≤
∫ 1
0
r
√
C1
rt
dt+
∫ 1
0
r
√
C1uκ
rt
dt
≤ 2
√
C1u+ 2
√
C1u
κ+1
2 .
Simultaneously, we also have
l(γζ|[1,2]) ≤
∫ 2
1
|γ′ζ|
√
|Φ(γζ)− Φ∞(γζ)|dt+
∫ 2
1
|γ′ζ|
√
|Φ∞(γζ)|dt
≤
∫ 1
0
r|s|
√
C1
r| cos st|dt+
∫ 1
0
r|s|
√
C1uκ
r| cos st|dt
≤
√
C1u+
√
C1u1+κ
∫ |s|
0
√
1
cos t
dt.
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Here,
∫ pi
0
√
1
cos t
dt is finite. Since u ≥ 1 and κ ≥ 0, we may suppose
max{√u,√u1+κ} = u1+κ. By combining these estimates and putting C2 =
(2 +
∫ pi
0
√
1
cos t
dt)
√
C1, we have the assertion. The estimate of D∞,u,u also
obtained by the above argument.
Proposition 7.3. Suppose Φ,Φ∞ satisfy (A3-6), and let
ρ(t) := max{t− 1, (1 + C3tκ′)2},
for t > 0, where C3 =
3C2
2
√
C0
and C2 is the constant in Proposition 7.2. Then
dρ(u)(x, y) = d(x, y) and d∞,ρ(u)(x, y) = d∞(x, y) holds for any x, y ∈ B(u)
and 1 ≤ u ≤ R.
Proof. By the definition, d(x, y) ≤ dρ(u)(x, y) always holds. We assume
d(x, y) < dρ(u)(x, y) for some x, y ∈ B(u). Then there is a smooth γ :
[a, b] → R3 joining x and y such that d(x, y) ≤ l(γ) < dρ(u)(x, y), which
implies the existence of c ∈ [a, b] satisfying |γ(c)| = ρ(u). Then one can see
l(γ) ≥ l(γ|[a,c]) ≥ d(0, γ(c))− d(0, γ(a))
≥ 2
√
C0(
√
ρ(u)− 1)−Du,u
≥ 2
√
C0(
√
(1 + C3uκ
′)2 − 1)− C2uκ′
≥ 2C2uκ′
by Proposition 7.2. On the other hand, we have
dρ(u)(x, y) ≤ Du,ρ(u) ≤ Du,u ≤ C2uκ′
by Proposition 7.2. Therefore we obtain
2C2u
κ′ ≤ l(γ) < dρ(u)(x, y) ≤ C2uκ′,
we have a contradiction. d∞(x, y) = d∞,ρ(u)(x, y) is also shown in the same
way.
7.2 Estimates (2)
In this subsection, let γ : [a, b] → B(u) be a smooth path joining x, y ∈
R3\L(D) where
L(D) := {ζ ∈ R3; |ζC| < D}.
Now, we are going to show that if γ is a minimizing geodesic joining x and
y, then it never approaches to the axis {(t, 0, 0) ∈ R3; t ∈ R}. To show it, if
the given γ invade L(D), then we modify γ and construct the new path cγ
not to invade L(D).
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Lemma 7.4. Suppose Φ,Φ∞ satisfy (A4). Let γ = (γR, γC) : [a, b] → R3 =
R⊕C be a smooth path satisfying that |γC(a)| = |γC(b)| = D and |γC(t)| ≤ D
for any t ∈ [a, b]. Define Pγ : [a, b]→ R3 by
Pγ(t) := (γR(t), γC(a)).
Then l(Pγ) ≤ l(γ) and l∞(Pγ) ≤ l∞(γ) hold.
Proof. Since Φ(γ(t)) ≥ Φ(Pγ(t)) holds by the second inequality of (A4), and
|γ′|2 = |γ′R|2 + |γ′C|2 ≥ |γ′R|2 = |P ′γ|2
holds, we can deduce
l(γ) =
∫ b
a
√
Φ(γ(t))|γ′(t)|dt ≥
∫ b
a
√
Φ(Pγ(t))|P ′γ(t)|dt. ≥ l(Pγ).
Let γ : [a, b]→ R3 be a smooth path joining x, y ∈ R3\L(D), and assume
that |γC(a′)| = |γC(b′)| = D and γ((a′, b′)) is contained in L(D) for some
a ≤ a′ < b′ ≤ b. Then define a new path Γ(γ, [a′, b′]) : [a, b] → R3 by
connecting
γ|[a,a′], Pγ|[a′,b′] , eiθγ|[b′,b].
Here, by choosing eiθ appropriately, Γ(γ, [a′, b′]) is the continuous and piece-
wise smooth. By Lemma 7.4, the length of Γ(γ, [a′, b′]) is not longer than
that of γ since S1 rotation preserves d and d∞.
Put J := γ−1(L(D)) ∩ (a, b). Since J is open in (a, b), it is decomposed
into the disjoint open intervals such as
J =
⊔
q∈Q
(aq, bq)
respectively for some aq, bq ∈ [a, b] and countable sets Q. If q ∈ Q, then
|γC(aq)| = |γC(bq)| = D holds. Then we have γ1 := Γ(γ, [aq, bq]) for a fixed
q ∈ Q, moreover we obtain γ2 := Γ(γ1, [aq′, bq]) for another q′ ∈ Q, and
repeating this process for all q ∈ Q we finally obtain the piecewise smooth
path c : [a, b]→ R3 such that c(a) = γ(a), c(b) = eiθγ(b) for some eiθ0 and
l(c) ≤ l(γ), l∞(c) ≤ l∞(γ).
Here, we have to modify c so that the terminal points of both paths co-
incides. Put b := sup{t ∈ [a, b]; |γC(t)| = D}. Then define a path γˆ by
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connecting c|[a,b] and γ|[b,b]. Here, to connect c(b) and γ(b), we add the path
cθ0 : [0, θ0] → ∂L(D) defined by cθ0(t) = eitγ(b). Then by (A6), we obtain
l(cθ0) ≤
√
C1(1 + uκ)
√
D and l∞(cθ0) ≤
√
C1uκ
√
D if |γ(b)| ≤ u ≤ R. Hence
we have the following proposition.
Proposition 7.5. Let D ≤ 1 and 1 ≤ u ≤ R, and x, y, γ, γˆ be as above. If
the image of γ is contained in B(u), then we have
l(γˆ)− l(γ) ≤
√
C1(1 + uκ)
√
D,
l∞(γˆ)− l∞(γ) ≤
√
C1uκ
√
D.
Proposition 7.6. Let x, y, γ, γˆ be as above. If the image of γ is contained
in B(u), then the image of γˆ is contained in B(u+D)\L(D).
Proof. It is obvious by the construction that the image of γˆ is contained in
R3\L(D).
Since S1-action preserves B(u) and
|Pγ|2 ≤ |γ|2 +D2,
∣∣∣(γR(t), DγC(t)|γC(t)|
)∣∣∣2 ≤ |γ|2 +D2
holds, we have th assertion.
7.3 Estimates (3)
Let
Path(u,D, x, y) := {γ ∈ Path(x, y); Im(γ) ⊂ K(u,D)},
du,D(x, y) := inf
γ∈Path(u,D,x,y)
l(γ)
d∞,u,D(x, y) := inf
γ∈Path(u,D,x,y)
l∞(γ).
for x, y ∈ K(u,D). By the definition, d(x, y) ≤ du,D(x, y) always holds. In
this subsection we consider the opposite estimate.
Lemma 7.7. Let ζˆ := (ζR,
DζC
|ζC| ) if ζC 6= 0, and ζˆ := (ζR, D) if ζC = 0.
Suppose Φ,Φ∞ satisfy (A3-6), and 1 ≤ u ≤ R.
(1) If ζ ∈ L(D) ∩B(u− 1) and 0 < D ≤ 1, then
du(ζ, ζˆ) ≤ 2
√
C1(1 + uκ)D, d∞,u(ζ, ζˆ) ≤ 2
√
C1uκD
hold.
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(2) If ζ ∈ L(D) ∩K(u− 1, D) and 0 < D ≤ 1, then
du,D(ζ, ζˆ) ≤ 2
√
C1(1 + uκ)D, d∞,u,D(ζ, ζˆ) ≤ 2
√
C1uκD
hold.
Proof. Let γ(t) = (ζR, tζˆC) for t ∈ [|ζC|/D, 1]. Then γ is joining ζ and ζˆ , and
the image of γ is contained in B(u − 1 + D) ⊂ B(u). Then by (A3,6) we
have Φ(γ(t)) ≤ C1(1 + uκ)/(tD). Then we have
du(ζ, ζˆ) ≤ l(γ) ≤ 2
√
C1(1 + uκ)D.
Moreover, if ζ ∈ K(u − 1, D), then the image of γ is contained in K(u,D),
therefore we have
du,D(ζ, ζˆ) ≤ l(γ) ≤ 2
√
C1(1 + uκ)D.
The estimates for d∞,u(ζ, ζˆ) and d∞,u,D(ζ, ζˆ) follows in the same way.
Proposition 7.8. Suppose Φ,Φ∞ satisfy (A3-6) and let ρ be as in Propo-
sition 7.3. If ρ(u+ 1) + 1 ≤ R, then
|dρ(u+1)+1,D(x, y)− d(x, y)| ≤ ξ(u)
√
D
|d∞,ρ(u+1)+1,D(x, y)− d∞(x, y)| ≤ ξ∞(u)
√
D
holds for any x, y ∈ K(u,D) and 0 < D ≤ 1, where
ξ(u) :=
√
C1(1 + (ρ(u+ 1) + 1)κ) + 8
√
C1(1 + (u+ 1)κ) + 2,
ξ∞(u) :=
√
C1(ρ(u+ 1) + 1)κ + 8
√
C1(u+ 1)κ + 2.
Proof. Since d(x, y) ≤ dρ(u+1)+1,D(x, y) always holds, it suffices to show that
dρ(u+1)+1,D(x, y) − d(x, y) ≤ ξ(u)
√
D. Let x, y ∈ K(u,D) and 0 < D ≤ 1.
By the assumption ρ(u + 1) + 1 ≤ R and the definition of ρ, u + 1 ≤ R
holds. Define xˆ ∈ R3 as in Lemma 7.7 if x ∈ L(D), and xˆ := x if x /∈ L(D).
Define yˆ in the same way. Then we can see xˆ, yˆ ∈ B(u + 1)\L(D) and
du+1,D(x, xˆ) ≤ 2
√
C1(1 + (u+ 1)κ)D by Lemma 7.7, consequently we obtain
du+1,D(x, xˆ) + du+1,D(y, yˆ) ≤ 4
√
C1(1 + (u+ 1)κ)D. (10)
For any γ ∈ Path(xˆ, yˆ), we construct F (γ) ∈ Path(ρ(u + 1) + 1, D, xˆ, yˆ)
as follows. By the Proposition 7.3, we can see
l(γ) ≥ d(xˆ, yˆ) = dρ(u+1)(xˆ, yˆ) = inf
c∈Path(ρ(u+1),x,y)
l(c),
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accordingly we can take c ∈ Path(ρ(u+1), x, y) such that l(c) ≤ l(γ) +√D.
Then we can apply the argument in Section 7.2 to xˆ, yˆ and c so that we obtain
piecewise smooth paths cˆ whose image is contained in B(ρ(u+1)+1)\L(D),
hence in K(ρ(u+ 1) + 1, D). Then we have
lim inf
k→∞
l(cˆ)− l(c) ≤
√
C1(1 + (ρ(u+ 1) + 1)κ)D,
by Proposition 7.5. Therefore, there is a sufficiently large k, which may
depend on n andD, such that l(cˆ)−l(c) ≤√C1(1 + (ρ(u+ 1) + 1)κ)D+√D.
Put F (γ) = cˆ. Then we can see
l(F (γ))− l(γ) ≤ l(F (γ))− l(c) + l(c)− l(γ)
≤
√
C1(1 + (ρ(u+ 1) + 1)κ)D +
√
D +
√
D
= {
√
C1(1 + (ρ(u+ 1) + 1)κ) + 2}
√
D.
Thus we obtain F (γ) ∈ Path(ρ(u+ 1) + 1, D, xˆ, yˆ) for every γ ∈ Path(xˆ, yˆ),
such that
l(F (γ))− l(γ) ≤ {
√
C1(1 + (ρ(u+ 1) + 1)κ) + 2}
√
D. (11)
By taking the infimum of (11) for all γ ∈ Path(xˆ, yˆ), we obtain
dρ(u+1)+1,D(xˆ, yˆ) ≤ d(xˆ, yˆ) + {
√
C1(1 + (ρ(u+ 1) + 1)κ) + 2}
√
D. (12)
Since ρ(u+ 1) ≥ u+ 1, we have
|dρ(u+1)+1,D(xˆ, yˆ)− dρ(u+1)+1,D(x, y)| ≤ dρ(u+1)+1,D(xˆ, x) + dρ(u+1)+1,D(yˆ, y)
≤ du+1,D(xˆ, x) + du+1,D(yˆ, y)
≤ 4
√
C1(1 + (u+ 1)κ)D
|d(xˆ, yˆ)− d(x, y)| ≤ d(xˆ, x) + d(yˆ, y)
≤ du+1,D(xˆ, x) + du+1,D(yˆ, y)
≤ 4
√
C1(1 + (u+ 1)κ)D
by (10), hence
dρ(u+1)+1,D(x, y) ≤ dρ(u+1)+1,D(xˆ, yˆ) + 4
√
C1(1 + (u+ 1)κ)D
d(xˆ, yˆ) ≤ d(x, y) + 4
√
C1(1 + (u+ 1)κ)D
hold. By combining these inequalities with (12), we obtain
dρ(u+1)+1,D(x, y) ≤ d(x, y) + ξ(u)
√
D.
The second inequality can be shown in the same way.
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7.4 From (A3-6) to (A1-2)
Proposition 7.9. Suppose that Φ,Φ∞ satisfy (A3-6), and let γ : [a, b] →
K(u,D) and 1 ≤ u ≤ R. Then
|l(γ)− l∞(γ)| ≤
√
εu
C0Dm
l∞(γ).
holds.
Proof. Since l(γ) =
∫ b
a
√
Φ(γ(t))|γ′(t)|dt, one can see
|l(γ)− l∞(γ)| ≤
∫ b
a
√
|Φ(γ)− Φ∞(γ)||γ′|dt
≤
∫ b
a
√
|Φ(γ)− Φ∞(γ)|
Φ∞(γ)
√
Φ∞(γ)|γ′|dt
≤
∫ b
a
√
εmax{|γ|, 1}
C0Dm
√
Φ∞(γ(t))|γ′(t)|dt
by (A3,5). Since we have assumed |γ| ≤ u and u ≥ 1, we have
|l(γ)− l∞(γ)| ≤
√
εu
C0Dm
l∞(γ).
Proposition 7.10. Suppose that Φ,Φ∞ satisfy (A3,5,6), then,
|du,D(x, y)− d∞,u,D(x, y)| ≤
√
εu
C0Dm
d∞,u,D(x, y)
holds for all 1 ≤ u ≤ R.
Proof. Put δ =
√
εu
C0Dm
. Then Proposition 7.9 gives
(1− δ)l∞(γ) ≤ l(γ) ≤ (1 + δ)l∞(γ). (13)
Then by taking the infimum of (13) for all γ ∈ Path(u,D, x, y), we can see
(1− δ)d∞,u,D(x, y) ≤ dn,u,D(x, y) ≤ (1 + δ)d∞,u,D(x, y)
for all u ≥ 0.
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Proposition 7.11. Suppose that Φ,Φ∞ satisfy (A3-6) u ≤ 1, and let u(2) :=
ρ(u+ 2) + 1 ≤ R. Then we have
|d(x, y)− d∞(x, y)| ≤ 26
√
C1(1 +Rκ)D + 4
√
D
+
√
εR
C0Dm
{C2Rκ′ + (9
√
C1Rκ + 2)
√
D}.
for all x, y ∈ B(u).
Proof. Put u(1) = ρ(u + 1) + 1 and let x, y ∈ K(u,D). Then u(1) ≤ R. By
combining Propositions 7.8 and 7.10, we have
|d(x, y)− d∞(x, y)| ≤ |d(x, y)− du(1),D(x, y)|+ |du(1),D(x, y)− d∞,u(1),D(x, y)|
+ |d∞(x, y)− d∞,u(1),D(x, y)|
≤ ξ(u)
√
D + ξ∞(u)
√
D +
√
εu(1)
C0Dm
d∞,u(1),D(x, y)
≤ 2ξ(u)
√
D +
√
εu(1)
C0Dm
(d∞(x, y) + ξ∞(u)
√
D).
By the Proposition 7.2, D∞,u < C2uκ
′
holds if u ≥ 1, consequently d∞(x, y)
is not more than C2u
κ′. Therefore we obtain
|d(x, y)− d∞(x, y)| ≤ 2ξ(u)
√
D +
√
εu(1)
C0Dm
(C2u
κ′ + ξ∞(u)
√
D)
for all x, y ∈ K(u,D).
Next we consider the case of x ∈ B(u) but not contained in K(u,D). In
this case x ∈ B(u) ∩ L(D) holds, hence we can apply Lemma 7.7. Let xˆ be
as in Lemma 7.7. Then we can see that
d(x, xˆ) ≤ 2
√
C1(1 + (u+ 1)κ)D
and xˆ is contained in K(u+ 1, D). Here we suppose that y is also contained
in B(u) ∩ L(D), and follow the same procedure. If y is in K(u,D), then
suppose y = yˆ in the following discussion. Now we have
|d(x, y)− d(xˆ, yˆ)| ≤ d(x, xˆ) + d(y, yˆ) ≤ 4
√
C1(1 + (u+ 1)κ)D,
hence we can see
|d(x, y)− d∞(x, y)| ≤ 8
√
C1(1 + (u+ 1)κ)D + |d(xˆ, yˆ)− d∞(xˆ, yˆ)|
≤ 8
√
C1(1 + (u+ 1)κ)D + 2ξ(u+ 1)
√
D
+
√
εu(2)
C0Dm
{C2(u+ 1)κ′ + ξ∞(u+ 1)
√
D}.
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Since ξ(u) is monotonically increasing and u+ 2 ≤ u(2) ≤ R holds, we have
ξ(u+ 1) ≤ 9
√
C1(1 +Rκ) + 2, ξ∞(u+ 1) ≤ 9
√
C1Rκ + 2
Corollary 7.12. Suppose that Φ,Φ∞ satisfy (A3-6) and ε ≤ 1, and let
u(2) := ρ(u+2)+ 1 ≤ R. Then there exists a constant C independent of any
other constants such that
|d(x, y)− d∞(x, y)| < C(1 +
√
C1)(1 + C
− 1
2
0 )R
1+κ
2 ε
1
2(1+m) .
for all x, y ∈ B(u).
Proof. In Proposition 7.11, let D = ε
1
1+m ≤ 1. As described in the proof of
Proposition 7.2, C2 is linearly depending on
√
C1. Then assertion follows by
using R ≥ 1, ε ≤ 1 and unifying constants.
Proposition 7.13. Suppose that Φ(ζ) ≥ A|ζ| holds for some A > 0 and all ζ
with |ζ | ≤ 1, and let u(r) := (1 + A−
1
2 r
2
)2. Then B(0, r) ⊂ B(u(r)) holds for
all r > 0, where B(0, r) are the metric ball with respect to d.
Proof. Let ζ ∈ B(0, r). Then by the same argument in the proof of the first
inequality of Proposition 7.2 we have
2
√
A(
√
|ζ | − 1) ≤ d(0, ζ) < r,
which gives |ζ | < (1 + A−
1
2 r
2
)2 = u(r).
Proposition 7.14. Suppose that Φ,Φ∞ satisfy (A3-6) and suppose ε ≤ 1.
Then the identity map of R3 is (r, δ)-isometry from (R3, d, 0) to (R3, d∞, 0),
where r, δ > 0 are defined by
ρ(u(r) + 2) + 1 = R, δ = C(1 +
√
C1)(1 + C
− 1
2
0 )R
1+κ
2 ε
1
2(1+m) .
Proof. Let x, y ∈ B(0, r). Then x, y ∈ B(u(r)), hence
|d(x, y)− d∞(x, y)| < C(1 +
√
C1)(1 + C
− 1
2
0 )R
1+κ
2 ε
1
2(1+m) (14)
holds. Next we show B∞(0, r− δ) ⊂ B(B(0, r), δ). If x ∈ B∞(0, r− δ), then
x ∈ B(u(r)) holds, therefore (14) gives
d(0, x) < d∞(0, x) + C(1 +
√
C1)(1 + C
− 1
2
0 )R
1+κ
2 ε
1
2(1+m)
< r − δ + C(1 +
√
C1)(1 + C
− 1
2
0 )R
1+κ
2 ε
1
2(1+m) = r,
which implies B∞(0, r − δ) ⊂ B(0, r).
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By Propositions 7.13, and Proposition 6.3, the following estimate is ob-
tained.
Proposition 7.15. Let Φa be as in Section 6 and assume
∑∞
n=0A
Tn
Sn,P
−
2a
1
1+α > 0. Then supζ∈B(0,r)
1
N
√
Φa(ζ)
is not more than
( a
P
)
1
1+α√∑∞
n=0A
Tn
Sn,P
− 2( a
P
)
1
1+α
(
1 +
r
2
√∑∞
n=0A
Tn
Sn,P
− 2( a
P
)
1
1+α
)
.
Combining Propositions 7.14 and 7.15, we obtain the following theorem.
Theorem 7.16. Let ai, Pi, ni > 0, limi→∞ ai = 0 and limi→∞ ni → ∞. Put
Si,ni, Ti,ni as in Section 6. Suppose that there are constants ε = εi(R), C0,
C1, κ, m for all R ≥ 1 such that Φ = Φai and Φ∞ satisfy (A3-6). If
lim
i→∞
εi(R) = lim
i→∞
ai
Pi
= 0, lim inf
i→∞
∞∑
l=0
A
Ti,ni
Si,ni ,Pi
> 0
and C0, C1, κ,m are independent of i, R, then
{(X, aigΛ, p)}i GH−−−→
i→∞
(R3, d∞, 0).
Proof. Fix r > 0 and δ > 0 arbitrarily. Put R(r) = ρ(u(r) + 2) + 1, and let
C > 0 be the constant in Corollary 7.12. By the assumption, there exists
i(r, δ) > 0 such that C(1 +
√
C1)(1 + C
− 1
2
0 )R(r)
1+κ
2 εi(R(r))
1
2(1+m) < δ
2
holds
for all i ≥ i(r, δ). Then by Proposition 7.14, idR3 is the (r, δ2)-isometry from
(R3, dai, 0) to (R
3, da∞ , 0). By Proposition 7.15, we can take i
′(r, δ) ≥ i(r, δ)
such that supζ∈B(0,r)
1
N
√
Φa(ζ)
< δ
2
for all i ≥ i′(r, δ). Then Proposition 5.1
gives the assertion.
8 Convergence
In this section we consider the convergence of {(X, aigΛ)}i, where Λ is the one
defined in Section 6, and {ai}i is a sequence with ai > 0 and limi→∞ ai, ap-
plying Theorem 7.16. To apply them, we have to estimate constants ε, C0, C1
in (A3-6) uniformly with respect to i ∈ N, and show that ε→ 0 as i→∞.
In Section 8.1, we consider the uniform estimate for the case of P = 1, which
is the simplest case. In Sections 8.2 and 8.3, we suppose P is depending on
some parameters. Then we apply them to show Theorems 1.2 and 1.3 in
Sections 8.4 and 8.5.
24
Put Sa,n := a
1
1+αK2n and Ta,n := a
1
1+αK2n+1. We take a subsequence
{Kn0 < Kn1 < Kn2 < · · · } ⊂ {K0 < K1 < K2 < · · · }.
We are now going to consider the convergence in several cases according to
the rate of the convergence of {ai}i, or the divergence of {Kn}n.
From now on, we put
ΦTS (ζ) := Φ
T
S,1(ζ) =
∫ T
S
dx
|ζ − (xα, 0, 0)| ,
ATS := A
T
S,1 =
∫ T
S
dx
1 + xα
.
8.1 Convergence (1)
Fix a > 0, n, 0 ≤ S < T ≤ ∞ and put P = 1.
Proposition 8.1. Let R ≥ 1 and D ≤ 1. There exists a constant Cα > 0
depending only on α such that∣∣∣Φa(ζ)− ΦTS (ζ)∣∣∣ ≤ CαεnD ,
εa,n = a
1
1+α +
K2n−1
K2n
Sa,n + (
K2n+2
K2n+1
Ta,n)
−α+1
+ |Sa,n − S|+ |T−α+1a,n − T−α+1|
holds for any ζ ∈ K(R,D).
Proof. By combining Propositions 6.1 and (7)(8), we have
∣∣∣Φa(ζ)− ΦTa,nSa,n(ζ)
∣∣∣ ≤ 2a 11+α
D
+
Ta,n−1
D
+
2S−α+1a,n+1
α− 1
if Sa,n+1 ≥ (2|ζ |) 1α . Here, |ζ | ≤ R and
Sa,n+1 = a
1
1+αK2n+2 =
K2n+2
K2n+1
Ta,n,
Ta,n−1 = a
1
1+αK2n−1 =
K2n−1
K2n
Sa,n.
On the other hand, we can see∣∣∣ΦTa,nSa,n(ζ)− ΦTS (ζ)∣∣∣ ≤ |Sa,n − S|D + 2|T
−α+1
a,n − T−α+1|
α− 1 ,
we obtain the assertion.
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Now, we put Φ = Φa,Φ∞ = ΦTS , and suppose a, |Sa,n − S| and |T−α+1a,n −
T−α+1| are sufficiently small. Then the constants in (A3-6) can be taken
uniformly such as
C0 =
1
2
ATS , C1 =
α2
1
α
α− 1 , m = 1, κ =
1
α
.
Then by Proposition 8.1, if limn→∞
K2n+1
2n
= ∞, then we have εa,n → 0 as
a→ 0, n→∞, |Sa,n−S| → 0 and |T−α+1a,n −T−α+1| → 0. Hence by Theorem
7.16, we have the next results.
Theorem 8.2. Let (X, gΛ) be as in Section 6 and suppose limn→∞
K2n+1
K2n
=
∞. Assume that {ai}i ⊂ R+ and
{Kn0 < Kn1 < Kn2 < · · · } ⊂ {K0 < K1 < K2 < · · · }.
satisfies
lim
i→∞
a
1
1+α
i K2ni = S ≥ 0, lim
i→∞
a
1
1+α
i K2ni+1 = T ≤ ∞, S < T.
Then {(X, angΛ, p)}n GH−−→ (R3, dTS , 0), where dTS is the metric induced by ΦTS ·
h0.
8.2 Convergence (2)
Let (X, dX , p) and (Y, dY , q) be pointed metric spaces and limn→∞ an = 0.
Assume that {(X, andX , p)}n GH−−→ (Y, dY , q). Then it is easy to check that
{(X, sandX , p)}n GH−−→ (Y, sdY , q) for any s > 0. Moreover, if {an,m}n,m∈N
satisfies limn→∞ an,m = 0 for every m and
{(X, an,mdX , p)}n GH−−→ (Ym, dYm, qm), {(Ym, dYm, qm)}m GH−−→ (Y, dY , q),
hold for every m, then by the diagonal argument one can show there exists
a subset {an,m(n)}n ⊂ {an,m}n,m such that limn→∞ an,m(n) = 0 and
{(X, an,m(n)dX , p)}n GH−−→ (Y, dY , q).
Now, let T (X, d) be the set of isometry classes of tangent cones at infinity
of (X, d). From the above argument, one can see that T (X, d) is closed with
respect to the pointed Gromov-Hausdorff topology, and if (Y, d′) ∈ T (X, d),
then its rescaling (Y, ad′) is also contained in T (X, d).
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From Section 8.1, (R3, dTS , 0) may appear as the tangent cone at infinity
of some (X, gΛ), where Λ is as in Section 6.
Let σ > 0, 0 ≤ S < T ≤ ∞ and Iσ : ζ 7→ σ−1ζ be the dilation. Then we
have
I∗
P
1
1+α
(ΦTSh0) = P
−1
α ΦP
1
α(1+α) T
P
1
α(1+α) S
(ζ)h0 = Φ
T ′
S′,P (ζ)h0,
where
S ′ = P
−1
1+αS, T ′ = P
−1
1+αT. (15)
Hence if (R3, dTS , 0) ∈ T (X, gΛ), then {(R3, dσTσS , 0)}σ∈R+ is also contained
in T (X, gΛ).
(1). Fix a constant θ > 0, put P
1
1+α = θ
√
S−α+1 − T−α+1 > 0, and let
S ′, T ′ be defined by (15).
Proposition 8.3. Let R ≥ 1. There exists a constant C > 0 depending only
on α such that∣∣∣ΦT ′S′,P (ζ)− 1θ2(α− 1)
∣∣∣ ≤ CR
θ3Sα
√
S−α+1 − T−α+1
holds for any ζ ∈ K(R,D) if θSα√S−α+1 − T−α+1 ≥ 2R.
Proof. Note that
ΦT
′
S′,P (ζ) = P
−1
α
∫ P 1α(1+α) T
P
1
α(1+α) S
dx
|ζ − (xα, 0, 0)| .
By the assumption, we have P
1
1+αSα = θSα
√
S−α+1 − T−α+1 ≥ 2R, then we
can see ∣∣∣∣∣
∫ P 1α(1+α) T
P
1
α(1+α) S
dx
|ζ − (xα, 0, 0)| −
∫ P 1α(1+α) T
P
1
α(1+α) S
dx
xα
∣∣∣∣∣
≤
∫ P 1α(1+α) T
P
1
α(1+α) S
∣∣∣ 1|ζ − (xα, 0, 0)| − 1xα
∣∣∣dx
≤
∫ P 1α(1+α) T
P
1
α(1+α) S
2xα|ζ |+ |ζ |2
|ζ − (xα, 0, 0)|xα(|ζ − (xα, 0, 0)|+ xα)dx
≤
∫ P 1α(1+α) T
P
1
α(1+α) S
8R
x2α
dx+
∫ P 1α(1+α) T
P
1
α(1+α) S
4R2
x3α
dx
≤ 8RP
−2α+1
α(1+α)
2α− 1 (S
−2α+1 − T−2α+1) + 4R
2P
−3α+1
α(1+α)
3α− 1 (S
−3α+1 − T−3α+1).
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Since we have∫ P 1α(1+α) T
P
1
α(1+α) S
dx
xα
=
P
−α+1
α(1+α)
α− 1 (S
−α+1 − T−α+1) = P
1
α
θ2(α− 1) ,
we obtain∣∣∣ΦT ′S′,P (ζ)− 1θ2(α− 1)
∣∣∣ ≤ 8RP −31+α
2α− 1 (S
−2α+1 − T−2α+1)
+
4R2P
−4
1+α
3α− 1 (S
−3α+1 − T−3α+1).
Using the assumption 2R ≤ P 11+αSα once more, we have∣∣∣ΦT ′S′,P (ζ)− 1θ2(α− 1)
∣∣∣ ≤ 8RP −31+α
2α− 1 (S
−2α+1 − T−2α+1)
+
2RP
−3
1+α
3α− 1 (S
−2α+1 − SαT−3α+1)
≤ θ−3CαRS− 1+α2 1− (S/T )
3α−1
{1− (S/T )α−1} 32 .
Now, put f(x) := 1−x
3α−1
(1−xα−1) 32
for 0 ≤ x < 1. Then there exists a constant C ′α >
0 such that f(x) ≤ C ′α(1 − xα−1)−
1
2 holds for all 0 ≤ x < 1. Consequently,
by replacing Cα larger if necessary, we can see∣∣∣ΦT ′S′,P (ζ)− 1θ2(α− 1)
∣∣∣ ≤ CαR
θ3Sα
√
S−α+1 − T−α+1 .
Proposition 8.4. Suppose θSα
√
S−α+1 − T−α+1 ≥ 2R for R ≥ 1. Then
AT
′
S′,P ≥
1
2θ2(α− 1) , Φ
T ′
S′,P (ζR, ζC) ≤
2|ζ |
θ2(α− 1)|ζC|
holds for any ζ = (ζR, ζC) ∈ R3 = R⊕ C with |ζ | ≤ R.
Proof. We have 1 ≤ S−αxα for all x ≥ S, then we can see
AT
′
S′,P ≥ P−
1
1+α
∫ T
S
dx
S−αxα + P
1
1+αxα
=
1
P
1
1+α (S−α + P
1
1+α )
∫ T
S
dx
xα
=
1
P
1
1+αS−α(1 + SαP
1
1+α )
S−α+1 − T−α+1
α− 1 .
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Since we have
SαP
1
1+α = θ
√
S−α+1 − T−α+1 ≥ 2R ≥ 1,
we obtain
AT
′
S′,P ≥
S−α+1 − T−α+1
2(α− 1)P 11+αS−α · SαP 11+α
=
1
2θ2(α− 1)
Next we consider the upper estimate of ΦT
′
S′,P (ζ). Take ζ such that |ζ | ≤
R, then we have 2|ζ | ≤ P 11+αSα by the assumption. Then one can see
ΦT
′
S′,P (ζ) ≤ P−
1
1+α
∫ T
S
2dx
P
1
1+αxα
= P
−2
1+α
2(S−α+1 − T−α+1)
α− 1
≤ 2
θ2(α− 1) ≤
2|ζ |
θ2(α− 1)|ζC| .
Proposition 8.5. Let Φ = ΦT
′
S′,P and Φ∞ ≡ 1θ2(α−1) . Then there exists C > 0
such that Φ,Φ∞ satisfy (A3-6) for R ≥ 1 and
m = 1, ε =
CR
θ3Sα
√
S−α+1 − T−α+1 , C0 =
1
2θ2(α− 1) ,
C1 =
1
θ2
max
{ 1
α− 1 ,
C
2
}
, κ = 1,
if θSα
√
S−α+1 − T−α+1 ≥ 2R.
Proof. It is obvious that (A4) holds. Proposition 8.4 gives (A5) for C0 =
1
2θ2(α−1) if we take θS
α
√
S−α+1 − T−α+1 ≥ 2R. (A6) holds for C1 = 1θ2(α−1)
since 1
α−1 =
1
α−1
|ζ|
|ζ| ≤ 1α−1 |ζ||ζC| . Combining θSα
√
S−α+1 − T−α+1 ≥ 2R and
Proposition 8.3, we can see ε ≤ C
2θ2
.
Now, Propositions 7.14 and 8.5 with θ = 1 gives the following theorem.
Theorem 8.6. Let {Si}i and {Ti}i be sequences such that 0 ≤ Si < Ti ≤
∞ and limi→∞ Sαi
√
S−α+1i − T−α+1i = ∞, then {(R3, dTiSi, 0)}i converges to
(R3, h0, 0) in the pointed Gromov-Hausdorff topology.
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(2). Next put P
1
1+α = θ|T − S| for 0 ≤ S < T and θ > 0, and let S ′, T ′ be
as in (15). Then we can show the following similarly to Proposition 8.9.
Proposition 8.7. Let D ≥ 1. We have∣∣∣ΦT ′S′,P (ζ)− 1θ|ζ |
∣∣∣ ≤ 2
θD
,
∣∣∣ΦT ′S′,P (ζ)− 1θ|ζ |
∣∣∣ ≤ 1 + θT α(T − S)
D3
T α(T − S).
for all ζ ∈ K(R,D).
Proof. The first inequality is obviously shown by ΦT
′
S′,P (ζ) ≤ 1θD and 1|ζ| ≤ 1D .
The second inequality follows from
∣∣∣ ∫ P
1
α(1+α) T
P
1
α(1+α) S
dx
|ζ − (xα, 0, 0)| −
∫ P 1α(1+α) T
P
1
α(1+α) S
dx
|ζ |
∣∣∣
≤
∫ P 1α(1+α) T
P
1
α(1+α) S
2xα|ζ |+ x2α
|ζ − (xα, 0, 0)||ζ |(|ζ − (xα, 0, 0)|+ |ζ |)dx
≤
∫ P 1α(1+α) T
P
1
α(1+α) S
2xα
D2
dx+
∫ P 1α(1+α) T
P
1
α(1+α) S
x2α
D3
dx
≤ CαP
1
α (T α+1 − Sα+1) + P 2α+1α(1+α) (T 2α+1 − S2α+1)
D3
= Cαθ
1+ 1
αT α+1(T − S)1+ 1α 1− (S/T )
α+1 + θ(T − S)T α(1− (S/T )2α+1)
D3
By the similar argument to Proposition 8.3, we can replace 1− (S/T )α+1 or
1− (S/T )2α+1 by 1− S/T , hence we obtain the assertion.
Proposition 8.8.
AT
′
S′,P ≥
1
θ(1 + θT α(T − S)) , Φ
T ′
S′,P (ζR, ζC) ≤
1
θ|ζC|
holds for any ζ = (ζR, ζC) ∈ R3 = R⊕ C.
Proof. One can see
AT
′
S′,P = P
− 1
1+α
∫ T
S
dx
1 + P
1
1+αxα
≥ P− 11+α
∫ T
S
dx
1 + P
1
1+αT α
≥ T − S
P
1
1+α (1 + P
1
1+αT α)
=
1
θ(1 + θT α(T − S)) .
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We can also obtain
ΦT
′
S′,P (ζ) ≤
T − S
P
1
1+α |ζC|
=
1
θ|ζC| .
Combining Propositions 8.7 and 8.8, the next proposition is obtained.
Proposition 8.9. Let Φ = ΦT
′
S′,P and Φ∞(ζ) =
1
θ|ζ| . Then Φ,Φ∞ satisfy
(A3-6) for R ≥ 1 and
m = 3, ε = (1 + θT α(T − S))T α(T − S),
C0 =
1
θ(1 + θT α(T − S)) , C1 =
2
θ
, κ = 0,
for any 0 ≤ S < T .
By Propositions 7.14 and 8.9 for θ = 1, we have the next result.
Theorem 8.10. Let {Si}i and {Ti}i be a sequence such that 0 ≤ Si < Ti
and limi→∞ T αi |Ti − Si| = 0, then {(R3, dTiSi, 0)}i converges to (R3, 1|ζ|h0, 0) in
the pointed Gromov-Hausdorff topology.
8.3 Convergence (3)
Here, we fix a > 0 and n and suppose that Ta,n = a
1
1+αK2n+1 is sufficiently
small and Sa,n+1 = a
1
1+αK2n+2 is sufficiently large. Fix P and θ such that
P
1
1+α = θ(Ta,n − Sa,n) =
√
S−α+1a,n+1 − T−α+1a,n+1 .
Put S ′l = P
−1
1+αSa,l and T
′
l = P
−1
1+αTa,l.
Proposition 8.11. Let R ≥ 1 and D ≤ 1, and P be as above. Assume
P
1
α(1+α)Sa,n+2 ≥ (2R) 1α . Then there exists a constant Cα > 0 depending only
on α such that
|Φa(ζ)− ΦT
′
n
S′n,P
(ζ)− ΦT ′n+1S′n+1,P (ζ)| ≤
Cαεa,n
D
,
for any ζ ∈ K(R,D), where εa,n is the constant defined by
εa,n =
1 +K2n−1
θ(K2n+1 −K2n) +
K−α+12n+4
K−α+12n+2 −K−α+12n+3
.
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Proof. By Propositions 6.1 and (7)(8), we have
|Φa − ΦT
′
n
S′n,P
− ΦT ′n+1S′n+1,P | ≤
2( a
P
)
1
1+α + P
−1
1+αTa,n−1
D
+
2S−α+1a,n+2
P
2
1+α (α− 1)
,
if P
1
α(1+α)Sa,n+2 ≥ (2R) 1α . Since we have( a
P
) 1
1+α
=
1
θ(K2n+1 −K2n) ,
P
−1
1+αTa,n−1 =
K2n−1
θ(K2n+1 −K2n) ,
S−α+1a,n+2
P
2
1+α
=
K−α+12n+4
K−α+12n+2 −K−α+12n+3
,
then we have the assertion.
Here, the assumption P
1
α(1+α)Sa,n+2 ≥ (2R) 1α can be replaced by(K2n+4
K2n+2
)α
Sαa,n+1
√
S−α+1a,n+1 − T−α+1a,n+1 ≥ 2R.
We can apply Propositions 8.3 and 8.7 to Φ
T ′n
S′n,P
and Φ
T ′n+1
S′n+1,P
. If we put
S = Sa,n+1, T = Ta,n+1, θ = 1, P
1
1+α =
√
S−α+1a,n+1 − T−α+1a,n+1 ,
in Proposition 8.3, then we have∣∣∣ΦT ′n+1S′n+1,P − 1α− 1
∣∣∣ ≤ CR
Sαa,n+1
√
S−α+1a,n+1 − T−α+1a,n+1
for any ζ ∈ K(R,D) if Sαa,n+1
√
S−α+1a,n+1 − T−α+1a,n+1 ≥ 2R.
If we put
S = Sa,n, T = Ta,n, P
1
1+α = θ(Ta,n − Sa,n),
in Proposition 8.7, then we have∣∣∣ΦT ′nS′n,P − 1θ|ζ |
∣∣∣ ≤ 2
θD
,
∣∣∣ΦT ′nS′n,P − 1θ|ζ |
∣∣∣ ≤ 1 + θT αa,n(Ta,n − Sa,n)
D3
T αa,n(Ta,n − Sa,n).
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Now, we put Φ = Φa, Φ∞ = 1α−1 +
1
θ|ζ| . Combining above arguments
and Proposition 8.11, we can describe ε, C1 in (A3) explicitly, with m = 3.
Moreover, by Propositions 8.3, 8.7, 8.4 and 8.8, we obtain C0, C1 in (A5-6)
and κ = 1. Fix a constant A > 0 and suppose
A−1 ≤ θ ≤ A, Sαa,n+1
√
S−α+1a,n+1 − T−α+1a,n+1 ≥ 2R,
and and P is as above. Then we can take these constants in (A3-6) being
only depending on α,A,R, if εa,n, S
−α
a,n+1(S
−α+1
a,n+1 − T−α+1a,n+1 )
−1
2 and T αa,n(Ta,n −
Sa,n) are sufficiently small. Therefore, we obtain the following result.
Theorem 8.12. Let (X, gΛ) be as in Section 6, take a subsequence
{Kn0 < Kn1 < Kn2 < · · · } ⊂ {K0 < K1 < K2 < · · · },
and suppose
lim
i→∞
{ K2ni−1
K2ni+1 −K2ni
+
K−α+12ni+4
K−α+12ni+2 −K−α+12ni+3
}
= 0. (16)
If a sequence {ai}i ⊂ R+ satisfies
lim
i→∞
√
S−α+1ai,ni+1 − T−α+1ai,ni+1
Tai,ni − Sai,ni
= θ > 0,
lim
i→∞
S−αai,ni+1(S
−α+1
ai,ni+1
− T−α+1ai,ni+1)
−1
2 = lim
i→∞
T αai,ni(Tai,ni − Sai,ni) = 0,
then {(X, aigΛ, p)}n GH−−→ (R3, ( 1α−1 + 1θ|ζ|)h0, 0).
Next we estimate Φa − 1α−1 in the same situation, as θ →∞. We have
|Φa − ΦT
′
n+1
S′n+1,P
| ≤ 2(
a
P
)
1
1+α + P
−1
1+αTa,n−1 + P
−1
1+α (Ta,n − Sa,n)
D
+
2S−α+1a,n+2
P
2
1+α (α− 1)
≤ Cα
D
{ 1 +K2n−1
θ(K2n+1 −K2n) +
1
θ
+
K−α+12n+4
K−α+12n+2 −K−α+12n+3
}
.
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Applying Propositions 8.3 and 8.4 with θ = 1 and (5), we have
∣∣∣Φa − 1
α− 1
∣∣∣ ≤ Cα
D
{
1 +K2n−1
θ(K2n+1 −K2n) +
1
θ
+
K−α+12n+4
K−α+12n+2 −K−α+12n+3
+
R
Sαa,n+1
√
S−α+1a,n+1 − T−α+1a,n+1
}
,
Φa ≥
(
A
T ′n+1
S′n+1,P
− 2
θ(K2n+1 −K2n)
)
min
{ 1
|ζ | , 1
}
≥
( 1
2(α− 1) −
2
θ(K2n+1 −K2n)
)
min
{ 1
|ζ | , 1
}
if D ≤ 1, R ≥ 1 and |ζ | ≤ R. Therefore, we can take C0, C1, κ,m in (A3-6)
depending only on α,R if ε → 0, where Φ = Φa,Φ∞ = 1α−1 , hence we have
the following theorem.
Theorem 8.13. Let (X, gΛ) be as in Section 6 and suppose {Kni}i satisfies
(16). If a sequence {ai}i ⊂ R+ satisfies
lim
i→∞
√
S−α+1ai,ni+1 − T−α+1ai,ni+1
Tai,ni − Sai,ni
=∞,
lim
i→∞
S−αai,ni+1(S
−α+1
ai,ni+1
− T−α+1ai,ni+1)
−1
2 = 0,
then {(X, aigΛ, p)}n GH−−→ (R3, h0, 0).
By the similar argument, we have the following.
Theorem 8.14. Let (X, gΛ) be as in Section 6 and suppose {Kni}i satisfies
(16). If a sequence {ai}i ⊂ R+ satisfies
lim
i→∞
√
S−α+1ai,ni+1 − T−α+1ai,ni+1
Tai,ni − Sai,ni
= 0,
lim
i→∞
S−αai,ni+1(S
−α+1
ai,ni+1
− T−α+1ai,ni+1)
−1
2 = lim
i→∞
T αai,ni(Tai,ni − Sai,ni) = 0,
then {(X, aigΛ, p)}n GH−−→ (R3, 1|ζ|h0, 0).
Proof. Put
P
1
1+α := (Ta,n − Sa,n) = θ
√
S−α+1a,n+1 − T−α+1a,n+1 ,
S ′l = P
−1
1+αSa,l, T
′
l = P
−1
1+αTa,l.
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The similar argument to (7) gives
Φ
T ′n+1
S′n+1,P
(ζ) ≤ 2((S
′
n+1)
−α+1 − (T ′n+1)−α+1)
P (α− 1)
if P (S ′n+1)
α ≥ 2R, which is equivalent to θSαa,n+1
√
S−α+1a,n+1 − T−α+1a,n+1 ≥ 2R,
then the similar argument to Proposition 8.11 gives
|Φa(ζ)− ΦT
′
n
S′n,P
(ζ)| ≤ Cαεa,n
D
+
2
(α− 1)θ ,
for any ζ ∈ K(R,D), where εa,n is the constant defined by
εa,n =
1 +K2n−1
K2n+1 −K2n +
K−α+12n+4
θ2(K−α+12n+2 −K−α+12n+3 )
.
Moreover, Proposition 8.7 with θ = 1 gives
|ΦT ′nS′n,P (ζ)−
1
|ζ | | ≤
2
D
,
|ΦT ′nS′n,P (ζ)−
1
|ζ | | ≤
1 + T αa,n(Ta,n − Sa,n)
D3
T αa,n(Ta,n − Sa,n).
Then we can see |Φa − 1|ζ| | ≤ εD3 for some ε > 0 if D ≤ 1 and ζ ∈ K(R,D).
Here, ε goes to 0 as εa,n → 0, θ → ∞, Sαa,n+1
√
S−α+1a,n+1 − T−α+1a,n+1 → ∞ and
T αa,n(Ta,n − Sa,n) → 0. Since one can take C0, C1, m, κ in (A3-6) depending
only on α if ε is sufficiently small, by Proposition 8.8 with θ = 1 and (5).
8.4 Example (1)
Let Λ be as in Section 6. Moreover we take and increasing sequence {Kn}n
such that
lim
n→∞
Kn
Kn−1
=∞.
In this situation, we observe which pointed metric spaces can be contained
in T (X, gΛ) and prove Theorem 1.2.
Take S > 0 and put ai := K
−1−α
2i S
1+α. Then we have a
1
1+α
i K2i = S
and limi a
1
1+α
i K2i+1 = ∞. Hence Theorem 8.2 implies that (X, aigΛ, p) GH−−→
(R3, d∞S , 0). Similarly, if we take ai := K
−1−α
2i+1 T
1+α for T > 0 then we obtain
(R3, dT0 , 0) as the pointed Gromov-Hausdorff limit.
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Next we fix θ > 0 and put ai = θ
−1K−22i+1K
−α+1
2i+2 . Then one can check that
the assumptions of Theorem 8.12 is satisfied, hence one obtain (R3, ( 1
α−1 +
1
θ|ζ|)h0, 0) as the pointed Gromov-Hausdorff limit. By taking the limit θ → 0
or θ → ∞, we obtain (R3, h0, 0) and (R3, 1|ζ|h0, 0) as the pointed Gromov-
Hausdorff limit.
In fact, we obtain the next result.
Theorem 8.15. Let Λ, {Kn}n satisfy limn→∞ KnKn−1 =∞. Then T (X, gΛ) is
equal to the closure of
{(R3, sd∞1 , 0); s > 0} ∪ {(R3, sd10, 0); s > 0} ∪ {(R3, s
(
1 +
1
|ζ |
)
h0, 0); s > 0}
with respect to the Gromov-Hausdorff topology. Moreover we have
lim
s→∞
(R3, sd∞1 , 0) = lim
s→0
(
R3, s
(
1 +
1
|ζ |
)
h0, 0
)
= (R3, h0, 0),
lim
s→0
(R3, sd10, 0) = lim
s→∞
(
R3, s
(
1 +
1
|ζ |
)
, 0
)
=
(
R3,
1
|ζ |h0, 0
)
,
lim
s→0
(R3, sd∞1 , 0) = lim
s→∞
(R3, sd10, 0) = (R
3, d∞0 , 0).
Proof. We have already shown that the pointed metric spaces in the above
list are contained in T (X, gΛ). Accordingly, what we have to show is that
any other pointed metric spaces may not arise as the tangent cone at infinity
of (X, gΛ).
Suppose that a sequence {ai}i ⊂ R+ is given such that (X, aigΛ, p) GH−−→
(Y, d, q) as i→∞. It suffices to show that (Y, d, q) is one of the metric spaces
in the list.
First of all, we may assume that for any large M > 0 there exists i(M)
such that
{a
1
1+α
i Kn ∈ R+;n ∈ N} ∩ [M−1,M ]
is empty for any i ≥ i(M). If not, there is M > 0 and a map i 7→ ni
such that M−1 ≤ a
1
1+α
i Kni ≤ M holds for infinitely many i. Then by taking
subsequence {aij} ⊂ {ai}i, we may suppose M−1 ≤ a
1
1+α
ij
K2nij ≤ M holds
for any j or M−1 ≤ a
1
1+α
ij
K2nij+1 ≤ M holds for any j. If the former case
holds, then by replacing by subsequence we may suppose
lim
i→∞
a
1
1+α
i K2ni = S ∈ [M−1,M ],
lim
i→∞
a
1
1+α
i K2ni+1 = S lim
i→∞
K2ni+1
K2ni
=∞,
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and we can apply Theorem 8.2 hence obtain (Y, d, q) = (R3, d∞S , 0). If the
latter case holds, then we have (Y, d, q) = (R3, dT0 , 0) for some T > 0.
Now, we may suppose that there exists li ∈ N for each i such that
limi→∞ a
1
1+α
i Kli = 0 and limi→∞ a
1
1+α
i Kli+1 = ∞ hold. If {i ∈ N; li is even.}
is an infinite set, then we can apply Theorem 8.2 again and obtain (Y, d, q) =
(R3, d∞0 , 0). Therefore, replacing by subsequence, we may suppose
lim
i→∞
a
1
1+α
i K2ni+1 = 0, lim
i→∞
a
1
1+α
i K2ni+2 =∞.
Now, we have
√
S−α+1a,n+1 − T−α+1a,n+1 ≥
S
−α+1
2
a,n+1
2
, Ta,n − Sa,n ≥ Ta,n
2
holds for sufficiently large n. Hence if
0 < lim inf
i→∞
S
1−α
2
ai,ni+1
Tai,ni
≤ lim sup
i→∞
S
1−α
2
ai,ni+1
Tai,ni
<∞
holds, then Theorem 8.12 can be applied to this situation by taking a subse-
quence, then we obtain (Y, d, q) = (R3,
(
1 + θ|ζ|
)
h0, 0) for some θ > 0. Hence
the remaining cases are
lim
i→∞
S
1−α
2
ai,ni+1
Tai,ni
= 0 or lim
i→∞
S
1−α
2
ai,ni+1
Tai,ni
=∞.
In both of the cases, we can apply Theorems 8.13 or 8.14, then obtain
(Y, d, q) = (R3, h0, 0) or (R
3, 1|ζ|h0, 0).
One can also see that there are no nontrivial isometries between two
pointed metric spaces appearing in the list of Theorem 8.15. Here, the isom-
etry of pointed metric spaces means the bijective morphism preserving the
metrics and the base points.
Obviously, there is no isometry between (R3, h0, 0) and (R
3, 1|ζ|h0, 0). In
the next section, we show that (R3, d∞0 , 0) is isometric to neither (R
3, h0, 0)
nor (R3, 1|ζ|h0, 0).
Then, Table 1 implies that the nontrivial isometries may exist between
(R3, d∞S , 0) and (R
3, d∞S′ , 0) for S 6= S ′,
(R3, dT0 , 0) and (R
3, dT
′
0 , 0) for T 6= T ′,(
R3,
(
1 +
θ
|ζ |
)
h0, 0
)
and
(
R3,
(
1 +
θ′
|ζ |
)
h0, 0
)
for θ 6= θ′.
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Table 1: Tangent cones (0 < S, T, θ <∞)
metric tangent cone at 0 tangent cone at ∞
dTS (S < T ) h0
1
|ζ|h0
d∞S h0 d
∞
0
dT0 d
∞
0
1
|ζ|h0
d∞0 d
∞
0 d
∞
0
h0 h0 h0
1
|ζ|h0
1
|ζ|h0
1
|ζ|h0
(1 + θ|ζ|)h0
1
|ζ|h0 h0
Suppose (R3, d∞S , 0) is isometric to (R
3, d∞S′ , 0) for some S 6= S ′. Then the
topological space
{(R3, d∞S , 0); S ∈ R+}
with respect to pointed Gromov-Hausdorff topology is homeomorphic to S1
or 1-point, hence it is compact. Then its closure is itself, therefore (R3, h0, 0)
is isometric to some (R3, d∞S , 0), which is the contradiction by Table 1. Sim-
ilarly, we can show that there are no isometries between (R3, dT0 , 0) and
(R3, dT
′
0 , 0), and between (R
3, (1 + θ|ζ|)h0, 0) and (R
3, (1 + θ
′
|ζ|)h0, 0).
8.5 Example (2)
Next we suppose that {Kn}n satisfies
lim
n→∞
K2n
K2n−1
=∞, K2n+1
K2n
= β > 1.
Take S > 0 and put an := K
−1−α
2n S
1+α. Then we have a
1
1+α
n K2n = S
and a
1
1+α
n K2n+1 = βS. Hence Theorem 8.2 implies that (X, angΛ, p)
GH−−→
(R3, dβSS ). By arguing similarly to the proof of Theorem 8.15 we obtain the
followings.
Theorem 8.16. Let Λ, {Kn}n satisfy
lim
n→∞
K2n
K2n−1
=∞, lim
n→∞
K2n+1
K2n
= β > 1.
Then T (X, gΛ) is equal to the closure of
{(R3, sdβ1 , 0); s > 0} ∪ {(R3, s
(
1 +
1
|ζ |
)
h0, 0); s > 0}
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with respect to the Gromov-Hausdorff topology. Moreover we have
lim
s→∞
(R3, sdβ1 , 0) = lim
s→0
(
R3, s
(
1 +
1
|ζ |
)
h0, 0
)
= (R3, h0, 0),
lim
s→0
(R3, sdβ1 , 0) = lim
s→∞
(
R3, s
(
1 +
1
|ζ |
)
, 0
)
=
(
R3,
1
|ζ |h0, 0
)
.
By the similar argument to Section 8.4, we can see that (R3, dβSS , 0) is
isometric to neither (R3, h0, 0), (R
3, 1|ζ|h0, 0) nor (R
3, dβS
′
S′ , 0) for S
′ 6= S.
8.6 Example (3)
For I ⊂ R+, denote by dI the metric on R3 induced by∫
x∈I
dx
|ζ − (xα, 0, 0)| · h0.
Denote by B+(R+) the set consisting of all Borel subsets of R+ of nonzero
Lebesgue measure. In this subsection we show the next theorem.
Theorem 8.17. There is a sequence {Kn}n such that T (X, gΛ) contains
{(R3, dI , 0); I ∈ B+(R+)}/isometry.
Proof. Put
O0 := {I ⊂ R+; I is nonempty and open},
O1 :=
{ k⋃
i=1
(Sl, Tl) ⊂ R+; Sl, Tl ∈ Q, 1 ≤ k <∞,0 < Sl < Tl < Sl+1 <∞
}
,
then one can see O1 ⊂ O0 ⊂ B+(R+). Since O1 is countable, we can label
the open sets in O1 such as
O1 = {I1, I2, I3, . . .}, Im =
km⋃
l=1
(Sm,l, Tm,l).
Now, we fix a bijection F : N→ N×N and write F (q) = (i(q), m(q)). Define
Lq > 0 inductively by
Lq+1 := 2
i(q)+i(q+1)Lq ·
Tm(q),km(q)
Sm(q),1
, L0 := 1.
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Then we can define 0 < K0 < K1 < · · · such that
{K0 < K1 < · · · } =
{
Lq
Sm(q),l
Sm(q),1
, Lq
Tm(q),l
Sm(q),1
; 1 ≤ l ≤ km(q), q = 0, 1, . . .
}
.
First of all we show (R3, dIm, 0) ∈ T (X, gΛ) for every Im ∈ O1. Fix m.
For any i ∈ N, we can take a unique q such that i(q) = i and m(q) = m. Put
a
1
1+α
i := L
−1
q Sm,1, then we have
a
1
1+α
i Lq
Sm,l
Sm,1
= Sm,l, a
1
1+α
i Lq
Tm,l
Sm,1
= Tm,l.
Note that Lq+1 ≥ 2i(q)+i(q+1)Lq implies Lq → ∞ as i → ∞, hence ai → 0
as i → ∞. Here, we put Φ = Φai and Φ∞ =
∑km
l=1Φ
Tm,l
Sm,l
. By applying
Proposition 6.1 and (4)-(8) with P = 1, the constants appearing in (A3-6)
are given by
ε = 2a
1
1+α
i + 2
−iSm,1 +
21−(α−1)iT−α+1m,km
α− 1 , C0 =
1
2
km∑
l=1
A
Tm,l
Sm,l
,
C1 =
α2
1
α
α− 1 , m = 1, κ =
1
α
,
if we suppose ε is sufficiently small. One can see ε → 0 as i → ∞, then we
obtain {(X, aigΛ, p)}i GH−−→ (R3, dIm, 0).
Next we show that (R3, dI , 0) ∈ T (X, gΛ) for any I ∈ O0. To show it,
we apply Vitali’s Covering Theorem. Fix I ∈ O0 and put I := {(a, b) ∈
O0; [a, b] ⊂ I}. Then I is a Vitali cover of I, hence there exists {Jn}n∈N ⊂ I
such that
Jn 6= Jn′ (if n 6= n′), m
(
I\
⊔
n∈N
Jn
)
= 0,
where m is the Lebesgue measure. Put Jˆn :=
⊔n
k=1 Jk. Since Jˆn ∈ O1 holds,
then (R3, dJˆn, 0) ∈ T (X, gΛ). If we put ΦJ(ζ) :=
∫
x∈J
dx
|ζ−(xα,0,0)| , then we can
see
|ΦJˆn(ζ)− ΦI(ζ)| ≤
m(I\Jˆn)
D
→ 0 (as n→∞),
and we can take the constants in (A3-6) independent of n by using Propo-
sition 6.2. Therefore, we obtain {(R3, dJˆn, 0)}n
GH−−→ (R3, dI , 0).
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Finally, let I ∈ B+(R+). Since the Lebesgue measure is the Radon mea-
sure, there exist Un ⊂ O1 for any n such that I ⊂ U and m(U) ≤ m(I) + 1n .
Then we have |ΦI(ζ)−ΦUn(ζ)| ≤ 1nD , we have {(R3, dUn, 0)}n
GH−−→ (R3, dI , 0)
by the similar argument. Here, the positivity of m(I) is necessary since C0
in (A5) is given by
∫
I
dx
1+xα
> 0 by (4).
By Theorem 8.17, we can see (R3, h0, 0) and (R
3, 1|ζ|h0, 0) are also con-
tained in B+(R+). The author does not know whether any other metric
spaces may appear as the tangent cone at infinity of (X, gΛ) or not.
9 On the geometry of the limit spaces
In this section, we study the geometry of (R3, d∞0 ), and conclude that there
are no isometry between (R3, d∞0 ) and (R
3, h0), and between (R
3, d∞0 ) and
(R3, 1|ζ|h0)
Proposition 9.1. (R3, 1|ζ|h0) is the Riemannian cone S
2 × R+, where the
Riemannian metric on S2 is the homogeneous one whose area is equal to pi.
Proof. Put ζ = (ζ1, ζ2, ζ3) 6= 0 and r =
√
ζ21 + ζ
2
2 + ζ
2
3 , and let gS2 be the
standard Riemannian metric on S2 with constant curvature and volume 4pi.
Then by putting R := 2
√
r, we have
1
|ζ |h0 =
1
r
((dr)2 + r2gS2) = (dR)
2 +R2 · gS2
4
.
Next we review the notion of polar spaces, introduced by Cheeger and
Colding in [5] then show that the metric space (R3, d∞0 ) never be a polar
space.
Let Y be a metric space, and suppose that there is a tangent cone Yy
at y ∈ Y . Then we can consider tangent cones at any points in Yy. The
tangent cones obtained by repeating this process are called iterated tangent
cones of Y . A point x in a length space X is called a pole if there is a ray
γ : [0,∞) → X and t ≥ 0 for any x 6= x such that γ(0) = x and γ(t) = x.
Here, the ray γ : [0,∞) → X is a continuous curve such that the length of
γ|[t0,t1] is equal to |γ(t0)γ(t1)|.
Definition 9.2 ([5]). The metric space Y is called a polar space if all of the
base points of the iterated tangent cones of Y are poles.
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For example, let C(X) be a metric cone of a metric space X . Then every
γ defined by γ(t) := (x, t) ∈ X ×R+ = C(X) is a ray, hence the base points
of any metric cones are poles. Now, since (R3, 1|ζ|h0) is a Riemannian cone
of a smooth compact Riemannian manifold, then all of the iterated tangent
cones are (R3, 1|ζ|h0) itself or (R
3, h0). Consequently, we can conclude that
(R3, 1|ζ|h0) is polar. Obviously, (R
3, h0) is also polar. We can also see in the
similar way that (R3, (1 + θ|ζ|)h0) is polar. On the other hand we can show
the next proposition.
Proposition 9.3. The origin 0 ∈ R3 is not a pole of the metric space
(R3, d∞0 ). In particular, (R
3, d∞0 ) is neither a polar space nor a metric cone
of any metric spaces.
Proof. First of all we show that 0 ∈ R3 is not a pole with respect to d∞0 . Put
p := (1, 0, 0) ∈ R3, and suppose that there is a ray γ : [0,∞)→ R3 such that
γ(0) = 0 and γ(t0) = p for some t0 > 0. Then we have
d∞0 (γ(s0), γ(s1)) =
∫ s1
s0
√
Φ∞0 (γ(t))|γ′(t)|dt
for any 0 ≤ s0 < s1.
For δ > 0, let
Aδ := {t ∈ R; |γC(t)| ≥ δ}.
Then there is a sufficiently small δ such that Aδ∩(0, t0) 6= ∅ and Aδ∩(t0,∞) 6=
∅. This is because the length of γ|I becomes infinity for any small interval
I ⊂ R if not. Since Aδ is closed and does not contain t0, we can take a
connected component (a0, a1) of R\Aδ containing t0. Then we can see that
|γC(a0)| = |γC(a1)| = δ and |γC(t)| < δ for any t ∈ (a0, a1). Now define
γ˜ : [0, a1]→ X by
γ˜(t) :=
{
(γR(t), e
iθγC(t)) (0 ≤ t ≤ a0)
eiθPγ|[a0,a1](t) (a0 ≤ t ≤ a1)
where θ is defined by eiθγC(a0) = γC(a1). Recall that Pγ|[a0,a1] is already
defined in Lemma 7.4. Then by applying Lemma 7.4, we can see that the
length of γ˜ is strictly less than the length of γ|[0,a1], therefore γ is not the
ray, which is the contradiction. Hence 0 ∈ R3 is not the pole.
Now we can check that the R+-action on R3 defined by the scalar multi-
plication is homothetic with respect to d∞0 , then the tangent cone of (R
3, d∞0 )
at 0 is itself. Consequently, (R3, d∞0 ) is not a polar space.
Suppose that (R3, d∞0 ) is the metric cone of some metric spaces X , then
the origin 0 is nothing but the base point of the metric cone. Since the base
point of the metric cone is always a pole, hence we have the contradiction.
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Now we obtain the next corollary.
Corollary 9.4. There is no isometry between (R3, d∞0 ) and (R
3, h0), and
between (R3, d∞0 ) and (R
3, 1|ζ|h0).
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