This note provides the weak-instrument asymptotic distributions of Hahn and Hausman's (2002) tests for instrument validity. These distributions are used to compute asymptotic rejection rates when instruments are weak and, as a special case, irrelevant. These tests were proposed as pretests, and the asymptotic properties of post-test inferences, conditional on the tests failing to reject instrument validity, are also examined. Monte Carlo simulations show that the weak-instrument asymptotic distributions provide good approximations to the finite sample distributions for samples of size 100.
Introduction
recently proposed a new test for the validity of inferences based on conventional first-order asymptotics in instrumental variables (IV) regression. Consider the case of a single included endogenous regressor.
If the instruments are valid, they reasoned, then standard first-order asymptotics implies that the two stage least squares (TSLS) estimator obtained by regressing one of the endogenous variables, y 1 , on the other, y 2 , should be close to the reciprocal of the TSLS estimator of the "reverse regression" of y 2 on y 1 . Accordingly, HH propose a statistic that is the difference between the forward TSLS estimator and the reciprocal of the reverse TSLS estimator, adjusted for second-order bias and standardized by a second-order expression for the variance of this difference. They also propose a similarly motivated test statistic based on the Nagar (1959) -type bias adjusted TSLS (BTSLS) estimator of Donald and Newey (2001) . Hausman (2002, 2003a) suggest that a test based on these statistics will reject if one or the other of the conditions for instrument validity fail, that is, if the instruments are weak and/or if they are endogenous.
This note focuses on the first of these possibilities, in which the HH test is used as a test of the null hypothesis that instruments are strong against the alternative that they are weak. Although HH report Monte Carlo results, we are unaware of asymptotic results about the power or consistency of the HH test against weak or irrelevant instruments. Accordingly, Section 2 provides the asymptotic distribution of the HH statistics for the case that sample is large but the instruments are weak or irrelevant. Technically, this entails applying the weak-instrument asymptotics of Staiger and Stock (1997) , in which the so-called "concentration parameter," a standard unitless measure of the strength of the instruments and of the quality of the standard large-sample normal approximation (see Rothenberg (1984) ), is held constant as the sample size increases. The HH test was proposed as a pretest, and the weak-instrument limiting distribution of the HH statistic is joint with that of k-class estimators obtained in Staiger and Stock (1997) ; in particular this provides the asymptotic distribution of k-class estimators, conditional on passing the HH pretest (that is, failing to reject the null hypothesis of strong instruments).
Section 3 provides numerical results for asymptotic power functions of the HH test against weak instruments and for the conditional distributions of two k-class estimators, the BTSLS estimator and Fuller's (1977) estimator, conditional on passing the HH pretest. Because these results rely on weak-instrument asymptotics, a pertinent question is whether these asymptotic distributions provide good approximations to the finite-sample distribution of the HH statistic and the post-test estimators. Accordingly, Section 4 reports the results of a Monte Carlo study, which finds that the weakinstrument asymptotic distributions provide good approximations to these finite-sample distributions when there are at least 100 (in some cases, fewer) observations. The scope of this note is limited, and there is room for further work. Although we focus on the case of two endogenous variables, these methods can be applied to the case of multiple endogenous variables. In addition, we examine the power of these tests against weak instruments under the maintained assumption of instrument exogeneity; a complementary exercise would be to examine the power of the HH tests against endogenous instruments.
The HH Test Statistics and their Weak-Instrument Asymptotic Distributions
Following HH, consider the IV regression model with a single endogenous regressor:
where y 1 and y 2 are n×1 vectors of the n observations on the two endogenous variables, Z is a n×K matrix of observations on the K instrumental variables, β is the unknown scalar 
The HH Test Statistics
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The HH Nagar-based test statistic is 
Using second-order asymptotics, HH show that m 1 and m 2 have standard normal null distributions. Experience since Hahn and Hausman (2002) was written suggests that the Nagar form of the test (the m 2 statistic) is to be preferred to the TSLS form (m 1 ); also, the Nagar form does not entail a bias correction, making it easier to apply.
Weak Instrument Asymptotic Distribution
Following Staiger and Stock (1997) , the weak-instrument asymptotic distributions of m 1 and m 2 are obtained by modeling the coefficient matrix Π as local to zero, specifically, by setting Π = C/ n , where C is a fixed matrix. Under this nesting, the concentration parameter is
where Q ZZ = E(Z′Z/n). If µ 2 = 0, then the instruments are irrelevant and β is unidentified.
Define the 2×2 matrices Σ and B, where Σ 11 = Σ 22 = 1 and Σ 12 = Σ 21 = ρ and where B 11 = µ 2 and B 12 = B 21 = B 22 = 0. Define Ψ to be a 2×2 random matrix with a noncentral Wishart distribution with K degrees of freedom, covariance matrix Σ , and noncentrality matrix B, and denote the elements of Ψ as
It follows from Lemma A1 and Theorem 1 in Staiger and Stock (1997) that the following limits hold jointly:
ˆ1
The expression for Ξ given here is obtained by substituting
Substitution of the expressions in the preceding paragraph into (3) and (4) yields
Remarks.
1. Both test statistics m 1 and m 2 have O p (1) limits. This suggests that neither test will reject with probability one asymptotically, regardless of the value of µ 2 , and in particular that neither test is consistent against nonidentification.
2. Like the limiting representation (8) and (9) for the m 1 and m 2 statistics, the limiting representations for k-class estimators and test statistics obtained in Staiger and Stock (1997) follow from (7) and the subsequent (joint) limits. It follows that the limiting representations for k-class estimators and test statistics obtained in Staiger and Stock (1997) are joint with (8) and (9), which in turn K ), as used in HH equation (3.8), into the expression for Ξ following HH equation (3.5).
makes it possible to evaluate numerically the distribution of a k-class statistic, conditional on passing the HH pretest (for example, conditional on |m 1 | ≤ 1.645).
3. We followed HH by defining the m 1 and m 2 statistics using LIML to estimate incidental parameters in the second-order expressions, hence the appearance of and in the definitions following (3) and (4). Other IV estimators can be used to estimate these nuisance parameters, however, and in fact numerical work suggests that LIML might not be the best choice because it is prone to outliers when instruments are weak. It follows from the previous remark that weak-instrument limiting representations akin to (8) and (9) One definition of weak instruments is that instruments are weak when the concentration parameter is sufficiently small that conventional first-order asymptotics could result in misleading inferences (for further discussion see the survey by Stock, Wright, and Yogo (2002)). Given this definition, the power of the HH test against weak instruments can be assessed by computing the rejection rate as a function of µ 2 /K and ρ;
power should be high when µ 2 /K is small or zero and should equal the size of the test when µ 2 /K is large.
Asymptotic rejection rates of the two HH tests, at the 10% significance level, are summarized in Figure 1 as a function of µ 2 /K for K = 5 and 30 and for ρ = .9 and .5. As a reference, the figure also plots the bias of the TSLS estimator; under the normalization 2 u σ = 2 v σ = 1 used here, the probability limit of the OLS estimator of β is ρ, which is also the asymptotic bias of the TSLS estimator in the unidentified case µ For the cases considered in Figure 1 , the asymptotic power of the 10% HH tests against µ 2 /K < 2 ranges from 8% to 34%. Generally speaking, the two tests perform similarly. We have considered other values of K, ρ, and β , and the highest rejection rate we found was 34% (we did not conduct an exhaustive search however). For 5% HH tests, the highest rejection rate we found was 27%. 
Asymptotic Performance as a Pretest

Monte Carlo Results
The foregoing conclusions were based on the weak-instrument asymptotic distribution of the HH and k-class statistics. Here, we briefly summarize the results of a Monte Carlo experiment that examines whether the weak-instrument asymptotic distributions provide a good approximation to the finite-sample distributions of the HH statistic and to selected k-class statistics, conditional on passing the HH pretest. The finite-sample results were computed using 1000 Monte Carlo draws for the system (1) and (2) The results are summarized in Table 1 (only a subset of the results are reported to save space). First consider the "HH Rejection Rate" column. For a given value of K and µ 2 /K, the finite sample rejection rates of the m 2 statistic are close to each other and to the asymptotic limit for all values of n; by n = 100, the finite-sample rates generally are within Monte Carlo error of the asymptotic rejection rates.
The final six columns of Table 1 report the RMSE of three k-class estimators, the In the cases in which the finite-sample RMSEs are small and are comparable across sample sizes, they effectively converge to the asymptotic limit by n = 100.
Comparing RMSEs across estimators reveals that the RMSEs for Fuller (c = 1) are always the smallest of the three estimators or are nearly so. In several cases, the RMSEs of LIML and BTSLS are very large, indicative of nonexistent moments. A practical implication, consistent with the extensive simulation results in Hahn, Hausman, and Kuersteiner (2003) , is that using LIML and BTSLS in situations with weak instruments can yield very poor estimates because of the presence of outliers, and that inference based on the Fuller estimator is preferable when instruments are weak. The HH pretest appears to be successful at screening severe LIML and BTSLS outliers. Even so, within Monte Carlo error, the RMSE of the unconditional Fuller estimator is never greater than, and typically much less than, the RMSE of LIML and BTSLS, conditional on passing the HH pretest. Notes: The "HH Rejection Rate" is the fraction of times that the m 2 -based HH test, calculated using the Fuller (c = 1) estimator for the incidental parameters, rejects at the 10% significance level (that is, |m 2 | > 1.645). The final six columns report the RMSE of
