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ABSTRACT 
 
Molecular Dynamics (MD) simulation computes atomic trajectories by solving 
equations of motion numerically using empirical force fields. MD simulation generates 
information at the microscopic level and uses statistical mechanics to convert this 
microscopic information to macroscopic observables. Simulation of large molecules, 
such as chain molecules and biomolecules, however, requires enormous computing work. 
One way to achieve the simulations is to utilize more powerful computers, such as 
parallel machines. Another way is to develop efficient algorithms to save the calculations 
without losing accuracy. This project is to develop a code to perform MD on systems of 
the mixers, which contain numbers of components of complex molecules with partial 
charges and allow for the presence of multiple phases. 
The thesis begins with an introduction of the Ewald Summation method, which 
deals with electrostatic charges in systems. Parameters that affect the calculation results 
were discussed. Also simulation cells were extended to arbitrary shapes to give the code a 
more general applicability. 
A multiple-Time-Step (MTS) algorithm was introduced to improve the 
calculation efficiency. The derivations of the two-time-scale and three-time-scale 
Reference System Propagator Algorithm (RESPA) were presented to obtain reversible 
and stable MTS algorithms, thereby obtaining a clear blueprint for a variety of ensembles.  
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The Universal Force Field (UFF) was introduced for calculating the energy and 
geometries of molecules. Parameters for each type of interaction were also discussed in 
detail.  
To deal with the presence of multiple phases in our program, methods for 
studying Vapor-Liquid Equilibrium (VLE) were introduced. Two methods, Temperature 
Quench Molecular Dynamic (TQMD) and Volume Expansion Molecular Dynamics 
(VEMD), were discussed and compared.  
Based on these theories, Ewald Summation code was developed for arbitrary 
shapes of simulation boxes with charges and time reversible RESPA code was developed 
for complex molecular systems. The UFF was used to calculate the intramolecular 
interactions. A Vapor-Liquid Equilibrium code was also developed to check the validity 
of the simulation. 
Results from simulations using the Ewald method show that the value of 
convergence parameter, 5 Lκ = , depends on the maximum radial dimension for images 
in k-space, but the small side length requires fewer dimensions for images in k-space and 
less time to reach equilibrium. Different cases have different optimized values. To obtain 
the optimized values, numerator of the expression was also adjusted from 2 to 8. Results 
show that the optimized value is 5 across all cases. Two-time-scale MTS simulation 
results show that CPU time dramatically decreased as the time-scale ratio increased. The 
suitable ratio is between 5 and 10. 
As a case study, simulation results were applied to the VLE program to calculate 
the critical properties for an ethanol system. Simulation results were compared with the 
 vii
experimental data by plotting reduced properties on the same graph. They fit well: the 
crossing point is at 0.88rT = , which falls into the range of 0.8 < rT  < 1.0 from the 
reference. The codes we developed are valid for the objective system. 
One of the features of this case study is the demonstration of the problems 
associated with the modern algorithms used for VLE property generation.  Specifically, 
the method does not provide quantitative values near the critical point.  Also, the division 
of the spatial dimension of the simulation box into discretized bins is driven by a balance 
between small bins (required for fine spatial resolution) and large bins (required for good 
statistics).  We find that there is no satisfactory balance between these two competing 
effects for simulations with a few thousand molecules.  This result provides a strong 
motivation for the development of a new bin-free technique for VLE simulation. 
 viii
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1. Introduction 
1.1 Molecular Movement  
 
Molecules are constantly moving, changing shape and, occasionally, losing and 
gaining pieces through rearrangement or reaction. Some shapes are lower in energy than 
others, because the bonds are less stretched, or they avoid unfavorable van der Waals 
interactions. In an isolated system, a molecule cannot lose energy, so the lower energy 
conformations must be moving more rapidly, balancing their decreased strain energy with 
greater kinetic energy. This can be simulated in a molecular model. The energy can be 
removed from a molecule, driving it to a low energy conformation. This process is often 
called energy minimization. 
The bending and stretching of bonds takes between ten and a hundred 
femtoseconds. Every bond in the molecule is moving in this way, and so they collide 
against each other in condensed phases. Studies of water/deuterium hydroxide mixtures 
early this century demonstrated that a molecule of water moved its own diameter though 
the liquid every thousand vibrations. This would correspond to about 20 m 1s−  if the 
molecule were to move in a straight line at this rate. Because every molecule will be 
colliding against others and changing direction, its rate of progression over larger 
distances will be very much slower than this. As well as moving around and vibrating, 
molecules will also twist around their bonds, continually changing from one 
conformation to another. It is possible to simulate how these movements occur by giving 
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a computational model of a molecule some energy, randomly spread around the atoms, 
and calculating how the molecule moves by solving Newton’s laws of motion. This is 
called molecular dynamics. Since this can give a description of how a molecule will 
change between all of its conformations, you might hope that the problem of defining 
conformational space was solved. In practice, this is not the case, because the calculations 
require an enormous amount of computer time. In order to solve the coupled differential 
equations that arise from Newton’s laws of motion, it is necessary to move forward along 
the path they define in very small steps. If the fastest vibrations take about ten 
femtoseconds (10-l4 s), it is not possible to take steps much larger than a single 
femtosecond. The barriers to rotation around bonds are usually between 10 kJ mol 1−  and 
40 kJ mol 1− , so it may be estimated that a molecule may only take something of the 
magnitude of 10-10 s to explore a single bond’s rotation, provided it has a low barrier to 
rotation. It seems that it is not very long, but it must be simulated in 1 fs steps, of which a 
hundred thousand will be required. Molecules of greater complexity will take much 
longer. [1] 
The energy of a molecule is a useful property for investigating the behavior of 
molecules. This energy can be approximated by using simple mechanical models for 
molecules, and this provides a rapid method for its calculation, provided sufficient 
parameters are available, that is, we know how long every bond is, how strong it is and so 
on. Minimization of the molecular mechanics energy of a system gives unstrained 
conformations, but will not necessarily find the lowest energy conformations. For this, 
some form of conformation searching or molecular dynamics simulation is required, and 
these may be very time consuming.  
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Molecular mechanics is empirical, approximate and rather less than general. It is, 
however, the only technique that is able to tackle many of the important questions in 
chemistry. The fact that it works at all is tribute to the empirical approach and to the 
dedication of those who have collected data and tested parameters. 
 
1.2 Molecular Dynamics Simulation 
 
Molecular Dynamics (MD) simulation is a technique for computing the 
equilibrium and transport properties of classical many-body systems. It mainly deals with 
techniques used to solve the classical equations of motion for different systems. Actually, 
the process of the MD simulation is very similar to real experiments.D[2]D For a real 
experiment, first of all, the objective sample should be prepared and methods and the 
related instruments were chosen according to the sample; then the sample were processed 
through the instruments and the properties of interest were measured during certain time 
intervals. Sometimes, the measurement is subject to statistical noise, it should take longer 
time to get the average that is closer to the real one. Finally, by analyzing the data we can 
reach conclusions. 
Similarly, in a MD simulation, the same process is followed: First, a model 
system is selected as the sample. Then, the equation of motion is integrated for this 
system until the properties in this system do not change with time, which is called 
equilibration. After equilibration, the thermodynamic and transport properties can be 
sampled for this system. Also some mistake may occur during this course, such as, the 
timescale is too large, the sample is not prepared properly, the objective system precedes 
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an irreversible change and etc. By comparing with the theories and the experiment results, 
we can know how good our models are. 
From the statement above, we know that, to measure a physical property in MD 
simulation, first of all, this variable must be able to express as a function of the positions 
and momentum of the particles in the system, because MD simulation is based on the 
equations of motion for particles. For example, the following equation is used as the 
definition of the temperature in MD simulation.D[3]D 
            Tmv Bκα 2
3
2
1 2 =        (1.1) 
For a system has N particles, the instantaneous temperature is easy to get: 
             ∑
=
=
N
i fB
ii
N
tvmtT
1 3
)(
)( κ        (1.2) 
The equations of motion are the function of time. For different motion different 
time scales should be used to describe it. So choosing time scales seems very important 
for MD Simulation, because a poor choice of time step can cause huge computing 
expense and/or incorrect results. 
 
1.2.1 Force Field 
 
It is possible to build mechanical models of molecules, and these can give useful 
information about their structure. Metal and plastic models have been available for a long 
time, but it is now possible to build such models in computers, and so undertake 
quantitative analyses of their properties.  
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The quantity that is most interesting for many experiments is the free energy, G, 
but this is rather hard to calculate directly, because it includes a measure of the entropy of 
the molecule. A molecular mechanics model will readily give a value for “energy” simply 
by adding up the strain in all of the bonds and the van der Waals and Columbic 
interactions of all of the atoms. Rather than absolute energies, in practice, differences in 
energy, ΔU is often used. This has the additional advantage that errors in the calculation 
may cancel.  
From the thermodynamics, enthalpy, H, is defined as: 
            H U PV= +         (1.3) 
Here P refers to pressure and V to volume, neither of which are easy to define in a 
molecular mechanics model. Considering only changes in enthalpy simplifies the picture. 
At constant pressure (ΔP = 0): 
H U P VΔ = Δ + Δ        (1.4) 
For a simple molecular mechanics model there is no external pressure, so: 
            H UΔ = Δ         (1.5) 
A change in free energy, ΔG, is related to a change in enthalpy, ΔH, by the 
equation which was given in the last chapter as: 
G H T SΔ = Δ + Δ         (1.6) 
In this equation, T is the absolute temperature, and ΔS is a change in entropy. If 
the change in entropy for a process is small ( 0SΔ ≈ ), then a change in internal 
energy, UΔ , may be a reasonable approximation for a change in free energy. The 
molecular energy, totalE , is made up of a number of components. The energy in every 
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bond, bondE  is added to the energy in every angle, anglesE , and to the energy of all the van 
der Waals interactions, vdwE . The earliest quantitative molecular mechanics models used 
only these terms. It soon became clear that a term for torsion angles, torsionE , was also 
required in order to explain many properties. For molecules with electronegative groups, 
charge interactions, argch eE  must also be included. Many different groups have developed 
force fields, and they all follow this scheme, Equation (1.7), although most have 
additional terms as well, which will be referred to as miscellaneousE . These methods were 
sufficiently mature for a review to be necessary and the advantages of ‘machine 
computation’ were given: [4-6] 
 argtotal bond angles vdw torsion ch e miscellaneousE E E E E E E= + + + + +   (1.7) 
The first component of totalE  to consider is bond stretching. The simplest model 
for this is to treat bonds as springs, which is described by Hooke’s law,  
( )21 0bondsE k l l= −        (1.8) 
This means that the energy goes up whether the bond is pushed or pulled, and 
continues to go up however far the stretching continues. The way in which energy varies 
with distortion is sketched with the Hooke’s law approximation. It only takes a few kJ 
mol-1 to break up a van der Waals complex. Breaking a chemical bond may take one 
hundred times as much energy. 
The harmonic approximation only fits well close to the equilibrium bond length. 
However, this is not too much of a problem, because covalent bonds are very strong 
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compared with the other forces affecting molecules, so they rarely change very much 
from their equilibrium bond length.  
We can only use this equation when the equilibrium bond length, 0l , and the bond 
stretching constant, 1k , are known for every bond in a molecule. The main difficulty in 
creating a new force field is building up a reliable and consistent database of such 
quantities, based on experimental values.  
Bond angles are next to be considered. The simplest model is chosen once more: 
the energy of bending a bond angle is taken to be proportional to the square of the 
displacement from equilibrium (Equation 1.9). 
 ( )20anglesE kθ θ θ= −        (1.9) 
This expression is only realistic for small displacements from equilibrium, 
because bond angles cannot change very much. Values for the parameters can be 
obtained from X-ray diffraction and infrared spectroscopy. Different studies tend to give 
slightly different answers, and the radii depend on the oxidation state and environment of 
each atom. However, the values do not vary by a large amount, so it is reasonable to take 
an average value. [7] 
Molecules can rotate around single bonds, and there is an energy barrier for such 
rotations. This energy barrier is implicit in the contributions to TotalE . The values of the 
parameters in the force field determine the barrier. But it is not always the same case. A 
choice of parameters may be different from case to case. This problem is overcome by 
introducing additional parameters for this interaction. It is not easy to simply add a spring 
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as before, and a truncated Fourier series is used instead, based on the torsion angle 
defined by the four atoms involved, designated in Equation (1.10).  
 ( ) ( ) ( )31 21 cos 1 cos 2 1 cos3
2 2 2torsion
VV VE θ θ θ= + + − + +   (1.10) 
Each of the parameters 1V , 2V  and 3V  is divided by two, because the cosine 
function ranges from plus one to minus one. Rotation barriers can be measured by 
microwave spectroscopy and by NMR experiments. 
When deciding on van der Waals parameters, force field designers have a choice 
between small hard atoms and large squashy atoms. Torsion terms introduce a further 
element of choice into force field design. A parameter cannot imply be transferred from 
one force field to another, because it will not necessarily be balanced with the choices 
made in the design of the rest of the force field. 
Energy increases very rapidly as atoms become too close. The precise relationship 
between separation and repulsive energy is not clear, and may be estimated by various 
expressions. The Lennard-Jones potential uses a 121r  term, and various other 
expressions have been used, giving rather similar results. The mutual attraction between 
the atoms induced dipole interaction. This is sometimes called the London force or a 
dispersion interaction. The net effect is proportional to 61r . This makes the calculation 
of a Lennard-Jones 6,12 potential rather easy to carry out, since ( )212 61 1r r= . This 
means that it is easy to calculate the 121r  term once the 6
1
r  calculation has been 
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carried out. Such considerations were very important when the calculations were done by 
hand, or with mechanical calculating machines.  
Non-bonding interactions are usually only calculated for atoms which are 
separated by three or more bonds. This is because the close interactions are handled by 
bond stretching and bond angle bending. Figure 1.1 shows Lennard-Jones 6, 12 potentials. 
If van der Waals interactions were included for atoms which are bonded to each other, the 
value of TotalE would be enormous, because atoms which are bonded can be much closer 
than the sum of their van der Waals radii. The same is true for 1,3 interactions.  
Values for the van der Waals radii of atoms are fairly easy to estimate from a 
variety of experiments. The development of a force field is not a deterministic process, 
 
 
 
 
 
 
 
 
 
 
Figure 1.1 A Lennard-Jones 6, 12 potentials  
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with each parameter fixed by experiment. Different choices of parameters may give 
reasonable results, provided all the different atoms’ parameters are chosen consistently.  
The first force fields were designed with hydrocarbons and charge-charge 
interactions were not of great significance. The success of force fields at describing the 
properties of hydrocarbons led to more ambitious attempts to create force fields, which 
could calculate the properties of a wider range of molecules. Charge interactions now 
became important. For example, a carbonyl group’s electron density is polarized towards 
the oxygen, and so the energy of interaction of two carbonyls will be different if they are 
aligned or opposed.  
The simplest way to quantify this effect is to assign a partial charge to every atom 
and to use Coulomb’s Law to calculate the energy of interaction.  
1 2
arg
1
4ch e
q qE
rπε=        (1.11) 
The force between charged particles is proportional to 21r  and so the energy of 
interaction is proportional to 1r . The partial charges on two different atoms are 
represented by 1q and 2q . The ε  in the equation is the permittivity of the medium, and 
this has the value of -l2 2 -1 -18.854  10  C  J m×  in a vacuum (the permittivity of a vacuum is 
given the symbol 0ε ). The distances involved on a molecular level are of the order of 
Angstroms (10-10 meters), and the partial charges are usually less than the charge of an 
electron (1.60 x 10-19).  
The total value of argch eE  only can be found by adding up the results of Equation 
(1.11) for all pairs of atoms. Thus, if a molecule has N atoms, there will be N2 
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interactions that must be considered. This will be difficult for larger molecules. The time 
required to calculate the total ,bonds angles torsionE E and E  will increase approximately 
linearly with the size of the molecule, so for larger molecules most of the difficulty in the 
calculating the energy of the molecule will be in summing the very many non-bonded 
interactions. The task is sometimes simplified by using a cut-off distance: if atoms are 
separated by more than a certain distance, they are assumed to have no interaction. This 
works well for vdwE , because the attractive interaction falls off very rapidly with distance, 
but this can work less well for charge-charge interactions, as there can be a significant 
interaction over quite large distances. 
The correct value to use for ε , the permittivity, has been the subject of much 
discussion. It is convenient to write:  
0 rε ε ε=         (1.12) 
In this expression, 0ε  is the permittivity of a vacuum, and rε , is a dimensionless 
quantity called the relative permittivity. In a vacuum, then, rε = 1.  
Another way to calculate partial charges is by consideration of the electro 
negativity of atoms. The electro negativity of an atom will naturally depend on its charge. 
This suggests a way of calculating the charges on atoms in a molecule. The charges on all 
the atoms in a molecule are varied until they all have the same electro negativity. This 
should give a charge distribution that reflects the electro negativity of the elements. [8-10] 
However the partial charges on a molecule are parameterized, they can be verified by 
measurement of the dipole moment of the whole molecule, which is a relatively easy 
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measurement to make. This is only a crude measure of the electronic distribution of a 
molecule. The values chosen for partial charges vary widely between force fields. 
It is necessary to have a precise description of a molecule when we do molecular 
simulation. Many different file formats are used for this, but they all contain coordinates 
for all the atoms, a list of the bonds connecting the atoms, and a description of each atom. 
It sounds like very easy. However, things are not so simple. Carbon, atomic number 6, 
can be tetrahedral, trigonal planar or linear, and the force field must be told which shape 
to make any particular atom. As a result, there are usually many more atom types than 
there are elements. A molecule may also be simplified by combining elements. A methyl 
group is more or less spherical, so it is suitable to describe it by a single large “atom” 
instead of a carbon and three hydrogens. This would make a calculation go more rapidly. 
This approach is often used, especially for very large molecules, but the increased speed 
is offset by lower accuracy. 
Force fields comprise lots of parameters for the bond lengths, strengths, angles 
and so on. These parameters, which are derived by careful comparison with experiments 
and other calculations, should form a consistent set. However, different force fields have 
different choices for the size and hardness of atoms, for the use of additional ‘atoms’ 
representing lone pairs and for the presence or absence of cross terms. It is not, in 
general, possible to take a parameter from one force field and put it into another. 
Parameters are not transferable between force fields. Force fields have often been 
designed to tackle particular problems, such as proteins or strained hydrocarbons. There 
is no ‘best’ force field for all problems, and the choice depends on the particular system 
of interest, and the choice between speed and accuracy which must often be made. 
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 Some force fields have been tested with a wide range of molecules, and there can 
be more confidence in these than in force fields which have only been used in a few 
specific studies. It seems to be the case that it is possible to use force fields to analyze 
and quantify the properties of a wide range of molecules, and so they are extremely 
useful tools for organic chemists. In principle, a force field can provide all possible 
information about the conformational properties of a molecule. The only difficulty lies in 
extracting this information in a usable form.  
Universal Force Field will be introduced in the next chapter. 
 
1.2.2 Molecular Dynamics 
 
Force field has been introduced to describe molecular structure. A force field is a 
description of a multidimensional energy surface, which is a complete description of the 
molecule in all its conformations. The problem is how to extract useful information from 
a force field. The quantity of data that is available from a force field is so great that this is 
a very difficult problem. Molecules are always moving, even at the absolute zero of 
temperature. Molecular dynamics simulates this movement. The movement of one of the 
atoms in the molecules is affected by the atoms around it, which in turn are affected by 
the first atom. This type of mathematical problem, coupled differential equations has 
been studied in great detail. In general, it is not possible to solve these equations 
analytically, but approximate solutions can be found fairly easily by computational 
methods. 
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A molecular dynamics simulation begins by giving each atom in a molecule some 
kinetic energy. This makes the molecule move around, and it is possible to calculate how 
it moves by solving the Newtonian equations of motion. This is done by analyzing what 
the molecule is doing, and using this to predict what will be happening over a very short 
time in the future. The calculation is a difficult one, and it takes a lot of computer power 
to simulate how a molecule will move for a few picoseconds. This is a much shorter time 
then is generally of interest, but useful information can be gained from short simulations. 
Molecular dynamics mimics the way a molecule actually explores its conformational 
space, rather than trying to get a picture of the whole of the conformational space, as 
conformational searching methods do. This is an advantage if the conformational space is 
so large or so intricate that conformational search methods cannot be continued until a 
complete picture begins to emerge. Molecular dynamics, therefore, is particularly suited 
to studying protein conformations, or other large molecules for which there is incomplete 
structural data. 
 
1.2.3 Parameters for Molecular Dynamics 
 
A typical molecular dynamics simulation includes five aspects: (1) Starting 
structure; (2) Temperature and energy; (3) Step size; (4) Length of the simulation; and (5) 
Stages of the simulation. These cover most of the factors which should be considered for 
each of the system to be simulated. In the following, the parameters will be described one 
by one. 
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A molecular dynamics simulation must begin with a sensible geometry for the 
structure of interest. Typically, an approximate model will be built using any 
experimental data that are available, and this will then be minimized so that all the bond 
lengths and bond angles have sensible values.  In another word, we should try to find a 
lower energy structure. It is not necessary to start with the global minimum, or even a 
structure close to the global minimum, but if the starting structure is too strained, errors 
in the molecular dynamics simulation may accumulate too rapidly, the simulation may 
crush. 
The system energy depends on the temperature of the system. The energy is 
divided between movement and potential energy, just as a ball on a spring will be moving 
quickly when the spring is relaxed and stationary when the spring is fully compressed or 
fully extended. The energy is divided between the atoms so that each atom gets more or 
less the same energy. If all the energy were given to one atom, then that atom would 
probably escape from the molecule, and this is not a situation that force fields are good at 
coping with. 
Errors in the calculation mean that it is necessary to check the energy after every 
step, and adjust it so that the system keeps going to the right way. This is due both to the 
errors in the numerical solutions of Newtonian equations, and to the inability of force 
fields to predict the properties of much distorted structures.  
Step size is another factor that will affect our simulation time greatly. This short 
time has to be much shorter than the shortest time in which anything interesting can 
happen to the molecule. One of the problems with solving coupled differential equations 
is finding out how short a time is necessary. This is called the characteristic time for the 
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system. The fastest thing that can happen to a molecule is an electronic transition. 
However, molecular mechanics ignores electrons, so these need not be considered. The 
fastest mechanical change to a molecule is the property which determines the 
characteristic time. The characteristic time for a molecular dynamics simulation may be 
estimated by considering an ordinary infrared spectrum. The peaks in an infrared 
spectrum correspond to the movements of a molecule. The characteristic time has to be 
substantially shorter than the fastest of these movements, and so it is necessary that it 
corresponds to a position way off the left hand end of the spectrum. There are various 
tricks that can be used to speed things up. For example, the fastest thing that is happening 
in a molecular dynamics simulation is the vibration of bonds to hydrogen. It is possible to 
constrain the carbon-hydrogen bond lengths, on the grounds that this is unlikely to affect 
the movement of the structure very much. This turns out to be a reasonable 
approximation, and as a result the calculation runs faster, and it is possible to use a 
slightly larger time step, perhaps two femtoseconds instead of one. The thought is the 
theoretical base for Multiple-Time-Steps (MTS). Detailed explanation for MTS will be 
made later on.  
Generally speaking, our goal is to use the shortest time simulation to get the 
results which meet our requirements. Usually it would be desirable to run it for longer 
than is feasible, but the choice of a termination time will depend on the information 
required. A simulation might only last for about ten picoseconds. A simulation of a few 
picoseconds will take hours of computer time. The first molecular dynamics simulation 
of a macromolecule was carried out in 1977 by McCammon etc. [11] in 1990, computers 
had become so much more powerful that Karplus and Petsko could comment that for 
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many problems 100 ps simulations were sufficient and this is a reasonable length of time 
to run a simulation. However, even loops are a very short time indeed. [12] 
Initially, the molecular structure was set according to some algorithm, which may 
be far away from equilibrium states. So at the beginning of a run, the energy tends to 
fluctuate over a large range, and then the range decreases as the run proceeds. The time 
required for the simulation to settle down depends on the molecule and on the choice of 
the starting structure. If the starting structure was very strained, it may be a long time 
before the molecule settles down, whereas if the starting structure was the only 
significant minimum of a structure then the simulation may produce consistent energies 
almost immediately.  
If the purpose of a study is just to find a few reasonable conformations, then there 
is no need to wait until the simulation overcomes its initial discomfort. More usually, 
however, if the energies of structures are to be compared, it is necessary to wait until the 
run has settled down, and then measure average values for the subsequent simulation.  
It is very hard to analyze the results of a molecular dynamics because so much 
information is available. Some way must be found to reduce this enormous quantity of 
information to a manageable and useful form. The simplest way of analyzing the results 
is just to find the average of the energy for all the structures. It is necessary to monitor 
how the enthalpy changes as the run progresses. It is likely that it will fluctuate widely at 
the beginning and then settle down to steadier fluctuations, and the average energy should 
just be taken from those structures after the wide fluctuations have ceased.  
One way to express the results of a molecular dynamics simulation is to show the 
structures generated as a “movie”. This means that the consecutive steps of the simulation 
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are rapidly displayed one after another, to give an impression of movement. Of course, 
this takes a great deal of memory, and “movies” produced in this way tend to be only a 
few seconds long, but it gives a good feeling for the way molecules writhe around. This is 
a very effective method of presenting results qualitatively, but it requires a large amount 
of computer time and disk space, and it can provide no quantitative information. It is 
probably not the most useful method of analyzing molecular dynamics simulations. 
  
1.3 Multiple Time Steps (MTS) 
 
Multiple Time Steps method is based on that different motion in a system can be 
integrated with different time steps simultaneously during the simulation process. For 
different motion, different time steps can be applied respectively to get great efficiency 
without losing accuracy. 
Generally, Multiple Time Steps (MTS) is to treat every degree of freedom 
explicitly by making use of the inherent separation of time scales in the dynamics of 
complex molecular systems. For instant, in chain molecular system, the forces can be 
separated into several components according to their characteristic time scales. Equations 
of motion is integrated involving intramolecular components (vibration etc.) with a small 
time-step, and for the intermolecular components, larger time steps are often used.  
Several MTS methods have been developed in the past years. Telman and 
Jönnson fixed the slow moving components while updating the fast ones. [13] It has been 
shown to be unstable due to the loss of accuracy; Swindoll and Haile developed the 
equations of motion, but their method requires the evaluation of the second derivatives of 
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the force. [14] It is very time-consuming in complex molecular systems. Tuckerman and 
Berne have invented some reference system methods: Numerical Analytical Propagator 
Algorithm (NAPA) is to treat high frequency oscillators interacting with low frequency 
bath; [15] Reference System Propagator Algorithm (RESPA) is developed to tackling with 
the systems with multiple time scales, like disparate mass mixtures;[16] Double-Reference-
Systems RESPA is for systems with high frequency, oscillators, disparate masses or long-
range forces. Also, they developed the Reversible Reference System Propagator 
Algorithm (reRESPA), which is more stable than the former reference system 
methods.[17-18] Corporately, Martyna and Tuckerman combined the reRESPA method 
with Nosé-Hoover chain extended system methods for temperature and pressure 
control.[19] Till now, MTS method has been well developed and widely used in many 
fields, such as chain molecular systems, bio-molecular systems and multi-atom molecular 
with charges and other complex molecular systems. 
About MTS and reRESPA, detailed explanation will be given in the next chapter.  
 
1.4 Ewald Summation 
 
With the increasing of computing power, we can simulate ever-large molecular 
systems. For example, a typical model of a biological system may contain as many as 105 
particles. In such kind of systems, computing for all the pair interactions should be 
avoided. Otherwise the computational efforts would be too huge to execute. This issue is 
particularly relevant to for long-range interactions, such as Columbic force. For such kind 
of models, truncation of the potential is not allowed. So it is necessary to find an efficient 
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way to compute the long-range part of interactions, both for intermolecular and 
intramolecular. 
There are two main methods to tackle the problem of long-range force. The lattice 
method, like Ewald Sum, include the interactions of an ion or molecular with all ties 
periodic images. These methods focus on overemphasize the periodic nature of the model 
fluid. The other kind of methods is reaction field. It assumes that the interaction from 
molecules beyond a cutoff distance can be handled in an average way by using 
macroscopic electrostatics. Particularly, a charge distribution within a spherical cavity 
polarizes the surrounding medium. This polarization depends on the relative permittivity 
of the medium. So it has an effect on thee charge distribution in the cavity.  
Of these methods, the Ewald Summation is the most widely used. However, as the 
computational efforts for the Ewald Summation scales as exponentially to molecular 
number, this method becomes very time-consuming for large systems. If a complex 
system, say, chain molecular or biomolecular motions are to be simulated, we cannot 
ignore the fast nature of intramolecular motions. Consequently, we cannot use the same 
simulation techniques to atoms that belong to a molecular as to free atoms. Because the 
characteristic time scales for intramolecular motions are typically a factor 10-50 shorter 
than the time over which the translation velocity of a molecule changes appreciably.D[20D] In 
MD Simulation, the time step must be smaller than the shortest relevant time scale in the 
simulation. That is to say, the simulation time step must be shorter than the period of the 
highest frequency vibration in the chain molecular. Because the difference between the 
highest and the lowest frequency is very large, obviously only use the shortest time scale 
as simulation time step would be unwise and time-consuming. Techniques for dealing 
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with this problem have been developed in the past years. Generally used methods are 
Constraints, Extended Lagrangians and Multiple Time Steps (MTS). Multiple Time Steps 
method is the most widely used one.  
 
1.5 Vapor-Liquid Equilibrium (VLE) 
 
Since the mid 1970’s [21-22], both experimental measurements and computational 
methods have been developed to study the Vapor-Liquid Equilibrium (VLE). One 
common method to study phase equilibrium is by Gibbs Ensemble Monte Carlo. Other 
extensions upon the Monte Carlo Simulations are: histogram reweighing, NPT + test 
particle method, and the Gibbs-Duhem integration. [23] The known deficiencies with the 
Monte Carlo methods are that equilibration is difficult to achieve when simulating dense 
phases because of the poor statistics associated with the insertion/deletion steps.  The 
Monte Carlo methods are difficult to apply to systems containing very complex 
molecules without substantial modifications and simulate on parallel machines. Another 
way to determine the phase equilibrium of a pure species is to use a molecular based 
equation of state, such as the SAFT-VXR. [24] 
Using Molecular Dynamics (MD), Ladd and Woodcock et al. studied VLE by 
simulating a slab of a liquid and a slab of a vapor to find the surface tension and the 
equilibrium densities. Simulating VLE with MD in the canonical ensemble overcomes all 
three of these limitations since there is no particle insertion or deletion. In addition, 
complex fluids are routinely handled and MD codes are particularly amenable to 
parallelization.  Perhaps more importantly, by simulating the interface, MD simulations 
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allow for the investigation of interfacial properties such as molecule orientation, diffusion 
of molecules through the interface, and thickness of the interface. Furthermore, one can 
observe the dynamics of interface formation in MD simulations. The molecular dynamics 
simulations can be easily extended for use in investigating the triple point of a species, 
where Monte Carlo cannot. In the last few years, there has been two different ways 
developed to study VLE with MD. These two methods are Temperature Quench 
Molecular Dynamics (TQMD) and Volume Expansion Molecular Dynamics (VEMD).[25-
27] 
 
1.6 Research Work 
 
The purposes of this project were to develop comprehensive codes to simulate 
electrostatic polyatomic molecular systems and test the validity of the codes. Considering 
the simulation accuracy and efficiency, three main techniques have been used in the 
codes: (1) Ewald Summation; (2) Universal Force Field; (3) Multiple Time Steps (MTS). 
Our Vapor-Liquid Equilibrium (VLE) code was also used for checking the validity of the 
simulation results.  
In this thesis, Ewald Summation and Reference System Propagator Algorithm 
(RESPA) methods were firstly introduced. To get reversible and stable algorithm, the 
detailed derivation of two-time scales and there-time scales RESPA algorithms for each 
kind of ensembles was given out in the following discussion. Theories about the 
Universal Force Field (UFF) method and the methods to study the Vapor-Liquid 
Equilibrium (VLE) were also discussed. 
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Based on these theories, a comprehensive codes to simulate the polyatomic 
molecular systems with Ewald Summation and Reference System Propagator Algorithm 
(RESPA) has been generated. The codes were tested by simulating designed systems and 
the simulation results were compared with the data from the references. The 
computational efficiencies are also compared between with Multiple Time Steps (MTS) 
and without MTS.  
 As a case study, the codes are applied to study the Vapor-Liquid Equilibrium 
(VLE) for ethanol molecular system. A modified algorithm to locate the liquid, gas, and 
interfacial regions is also presented. The resulting critical properties were reported. The 
analysis results are consistent with the data reported by references. It is an important way 
to simulate equilibrium systems when experimental data is not available.  
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2. Simulation Technologies 
2.1 Equation of Motion 
 
In Molecular Dynamics simulation, equation of motion was used to describe 
properties of the particles in the objective systems. However, the equations of motion are 
often given by Newton’s Law, which includes the second derivative. To solve the 
equation of motion, finite difference methods are often used. The general idea is as 
follows: Given the particles’ positions, velocities and other dynamic information at time 
t , we try to get the positions, velocities etc at time tt δ+ . Sure, for Multiple Time Steps, 
different time steps are used for different parts of calculating terms. The equations are 
solved step by step. 
Many different integrators are applied to solve the equations of motion. Such as 
Verlet-equivalent integrator (The velocity Verlet), high-order integrators (Predictor-
Corrector method), Reversible integrator (Liouville operator formulation for equation of 
motion), irreversible (Gear Predictor-Corrector method). Generally, for Multiple Time 
Steps simulation, for complex molecular systems, high-order algorithms mean high speed, 
and reversible algorithms are more stable. [2-3] 
Here, I will explain three mainly used integrators: the Verlet algorithm, the Gear 
Predictor-Corrector and explicit reversible integrator based on Liouville operator.   
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2.1.1 Verlet Algorithm 
 
The Verlet Algorithm is the most widely used method for integrating the 
equations. Verlet developed it in 1967. [2] The method is directly solving the second-order 
equation of motion. It is based on position )(tr , acceleration, )(ta , and the position for 
the previous step, )( ttr δ− . So the advancing position equation is, 
                 )()()(2)( 2 tatttrtrttr δδδ +−−=+                                         (2.1) 
Here the velocity terms are eliminated by additional equations obtained by Tailor 
expansion about )(tr , 
  ...)(
2
1)()()( 2 +++=+ tatttvtrttr δδδ                        
        ...)(
2
1)()()( 2 −+−=− tatttvtrttr δδδ                                           (2.2)    
However, velocities are needed to calculate the kinetic energy (and hence the total 
energy). It can be expressed, 
      
t
ttrttrtv δ
δδ
2
)()()( −−+=                                                                   (2.3) 
This is the basic Verlet algorithm. We can also make some modification about it 
to let it perform better. 
From the development, it is easy to know that the Verlet algorithm is exactly time 
reversible and gives conservative force. Also, this method has been shown to have 
excellent energy conservation properties even with long time steps. 
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2.1.2 High-Order Algorithms 
 
For equations of motions, if the trajectory is continuous, then, the positions, 
velocities and etc, at time tt δ+  may be obtained by Taylor expansion about time t : 
    ...)(
6
1)(
2
1)()()( 32 ++++=+ tbttatttvtrttr P δδδδ                    
    ...)(
2
1)()()( 2 +++=+ tbtttatvttv P δδδ                                              
    ...)()()( ++=+ ttbtatta P δδ  
    ...)()( ==+ tbttbP δ        (2.4) 
Where, the superscript marks means “predict”. To correct the predicting values, we may 
calculate correct accelerations, )( ttaC δ+ , from the new positions, Pr , the forces at time 
tt δ+ . There can be compared with the predicted accelerations and estimate the size of 
error. 
)()()( ttattatta PC δδδ +−+=+Δ                                                     (2.5) 
This error and the results of predictor step are fed into corrector step: 
    )()()( 0 ttacttrttr
PC Δ+Δ++=+ δδ  
    )()()( 1 ttacttvttv
PC Δ+Δ++=+ δδ  
    )()()( 2 ttacttatta
PC Δ+Δ++=+ δδ  
 )()()( 3 ttacttbttb
PC Δ+Δ++=+ δδ                                                 (2.6) 
So the correct values are now better approximations to the true positions, 
velocities and etc. 
General scheme for Predictor-Corrector algorithm is as follows: 
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1. Predict the positions, velocities and accelerations etc. at time tt δ+ , using the 
current values of these quantities at time t ; 
2. Evaluate the forces, and hence accelerations 
i
i
i m
fa =  from the new 
positions;  
3. Correct the predicted positions, velocities, accelerations etc, using the new 
accelerations; 
4. Calculating any variables of interest, such as the energy, virial, order 
parameters, ready for the accumulation of time averages before returning to (1) 
for the next step. 
For the fifth-order, it is called Gear Predictor-Corrector method. 
 
2.1.3 Explicit Reversible Algorithms 
 
Explicit Reversible MTS integrator was developed by Martyna et al to handle 
complex molecular systems with stiff vibrations, disparate masses and long-range forces. 
This method is based on the Liouville operator formulation of Hamiltonian mechanics. 
However it is often used to perform dynamical calculations using so-called extended 
system schemes. 
Martyna et al [28] used the Liouville formulation to solve the equations of motion 
for multiple time steps. They had developed the reversible integrator for NVE ensemble, 
extended system, NVT ensemble, NPT ensemble etc. Here I only use NVE ensemble as 
an example to explain the developing process. 
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Considering a simple case: a single particle with force F. the Lowville operator 
for this system is, 
         
vm
F
r
viLiLiL Pr ∂
∂+∂
∂=+=                                                               (2.7) 
Applying the Trotter formula with step tΔ , 
            22 tiLtiLtiLtiL PrP eeee ΔΔΔΔ ≈                                                          (2.8) 
Performing these operations, finally, we get, 
  [ ] [ ](0), (0) (0) (0) 2 ( ) 2 , (0) ( 2)iL te f r r f r F t m F t t m r r t tΔ = + Δ + Δ Δ + Δ Δ& & &   
The equation of motion: 
 [ ])()0(
2
)0()( tFF
m
trtr Δ+Δ+=Δ &&      (2.9a)   
 ttrrtr Δ⎟⎠
⎞⎜⎝
⎛ Δ+=Δ
2
)0()( &                       (2.9b) 
Above are velocity Verlet equations. 
Separating the Liouville operator PiL  into two parts, 
vm
FiL shortshort ∂
∂=        (2.10a) 
vm
F
vm
FFiL longshortlong ∂
∂=∂
∂−=                              (2.10b) 
Using a Trotter expansion with two time steps: long time step, tΔ , and short time step, 
n
tt Δ=δ , then, 
 
( )
2)(2 tiLLLitiL
tLLLitiL
longrshortlong
rlongshort
eee
ee
Δ+Δ
Δ++Δ
=
=
                                                (2.11) 
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Again, apply a Trotter expansion for the terms longiL  and riL , 
   [ ] 2222 tiLnntiLntiLntiLtiLtiL longshortrshortlong eeeeee ΔΔΔ = δδδ                       (2.12)       
Applying Liouville operator on initial position and velocity for longF  with bigger time 
step and shortF  with smaller time step, 
 
[ ] [ ])0(,2)0()0()0(),0(2 rmtFrfrrfe longtiLlong Δ+=Δ &&          (2.13a) 
[ ] [ ])0(,2)0()0(2 rmtFrfee longnntiLntiL shortr Δ+= &δδ                                (2.13b)          
Above equations correspond to solving the equations of motion. It should point 
out that this algorithm is constructional time reversible. 
 
2.2 Ewald Summation 
2.2.1 Introduction 
 
If the spatial interaction falls off no faster than dr  where d  is the dimensionality 
of the system, it is defined as long-range force. The charge-charge interaction between 
ions and dipole-dipole interactions between molecules are belong to long-range forces. 
For a typical simulation, their range is greater than half of the box length, so it causes 
serious problems for molecular simulation. 
One way to solve the problem is to rule out the truncated potentials. Since the 
charges should be balanced at any instant, the sphere around a given ion could be charged 
and the effects of the migration of ions through the sphere surface can be countered by 
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distributing a new charge with magnitude and opposite sign. So the charges are still 
balanced for the sphere with truncated off radii. However, this method may cause 
undesirable structural effects. Another way to handle the question is minimum image 
method, which is corresponding to cutting off the potential at the cube surface of the ion. 
But the similar charges tend to occupy the positions in opposite corners of the tube, 
which may cause the distortion of the liquid structure.  
Generally, there are two methods which can deal with the long-range forces. The 
lattice methods include the interactions between an ion and all its periodic images. The 
Ewald Summation is belongs to this category. Another method is reaction field methods, 
which assume that the interactions beyond cutoff distance could be calculated in an 
average way by using macroscopic electrostatics. Both these two methods are based on 
the theory of electrostatics.  
A brief introduction for the Ewald Summation method is given here. It is applied 
in our program. 
 
2.2.2 The Ewald Sum 
 
The Ewald summation was introduced in 1921[29] as a technique to sum the long-
range interactions between particles and all their infinite periodic images efficiently.  
The total Coulomb energy of a system of N particles in a cubic box of size L and their 
infinite replicas in periodic images is given by:  
                        
1'
1 1
1
2
N N
i j ij
i j
U z z
−
= =
⎛ ⎞= +⎜ ⎟⎝ ⎠∑ ∑∑ r n                                                           (2.14) 
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Where iz  is the charge of particle i . The sum over n  is the sum over all simple cubic 
lattice points. The vector ( ), ,x y zn L n L n L=n can be expressed, 
   1 2 3n Lx n Ly n Lz= + +n       (2.15) 
 
Where x, y, z are the Cartesian coordinate unit vectors. This vector reflects the shape or 
the basic box. The origin cell is located at ( )0,0,0=n . The first sum is primed to indicate 
that terms with i j=  are omitted when 0=n . The above sum is conditionally convergent, 
which means that the result depends on the order of summation. The infinitely periodic 
system is conceptually built in roughly spherical layers for proper convergence. In our 
research, the simulation box was extended to any arbitrary shape, which makes it more 
generalized. 
 Here spherical layer is used as an example to explain the summation. The unit 
cells are added in sequence: the first term is 0=n , i.e. ( )0,0,0=n ; the second term 
is ( )0,0,0=n , i.e. L=n , which comprises six boxes centered at 
( ) ( ) ( ),0,0 , 0, ,0 , 0,0,L L L= ± ± ±n etc. As we add further terms to the sum, we can build 
up the infinite system in roughly spherical layers. Here we should specify the nature of 
the medium surrounding the sphere, especially the relative permittivity sε . Different 
conductors have different permittivity: for metal, sε = ∞ ; and 1sε =  for vacuum. 
  ( ) ( )
2
3
21
3s s i ii
U U z
L
πε ε= ∞ = = − ∑ r      (2.16) 
This equation allows us to use Ewald Sum in a simulation where the large sphere 
is in a vacuum. At any point during the simulation, the distribution of charges in the 
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central cell constitutes the unit cell for neutral lattice which extends throughout the whole 
space. In Ewald Sum, each point charge is surrounded by a charge distribution of equal 
magnitude and opposite sign, which spread out radically from the charge. Conveniently, 
we can use Gaussian distribution, 
( ) ( )3 2 23
2
expi
i
z rκ κρ
π
−=r       (2.17) 
Where the arbitrary κ  determines the width if the distribution and r is the position 
relative to the center of the distribution. 
This extra distribution is to screen the interaction between the neighboring 
charges like an ionic atmosphere. So the screened interactions are short-ranged and can 
be calculated by summing the molecular in the central cell and all its images in the real 
space lattice. This is illustrated in Figure 2.1.  
 
 
Figure 2.1 Charge distributions for Ewald Sum (a) Original point charges. 
(b) Original point charges plus screening distribution. (c) Cancelling distribution. 
rrr
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  To counteract this induced Gaussian distribution, a second Gaussian charge 
distribution of the same sign and magnitude as the original distribution is added for each 
point charge. The sum is performed in the reciprocal space by Fourier transforms. It 
should be pointed out that here we just took Gaussian distribution for charges. You can 
also use the other proper distribution as well.  
  Finally we can get the potential energy contains the real space sum, the reciprocal 
sum, the self-term and the surface term. The expression is, 
    real reciprocal self surfaceU U U U U= + − +      (2.18) 
Where, 
 ( )'
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1
2
N N ij
real i j
i j ij
erfc
U z z
κ
= =
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∑∑ ∑ r nr n     (2.19) 
 
( ) ( ) ( )22 231 4 4exp cosreciprocal i j i jkU z zL π κ κπ ≠⎛ ⎞= −⎜ ⎟⎝ ⎠∑k 0 k r    (2.20) 
 
 
2
1
N
self i
i
U zκπ == ∑        (2.21) 
 
2
3
1
2
3
N
surface i i
i
U z
L
π
=
= ∑ r        (2.22) 
 
 
Where ( )erfc x  is the complementary error function. Its expression, 
( ) 22 u
x
erfc x e duπ
∞ −= ∫
       (2.23) 
( )erfc x  goes to zero when x goes to infinite. So ifκ is large enough, the only term 
contribute to the real space is with n=0 and the real space sum reduces to the minimum 
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image convention.  In the reciprocal sum,
22 / Lπ=k n . A large κ is corresponding to 
sharp distribution of charges. During a simulation, we should find optimized value for κ  
and a sufficient number of k-vectors so at the equation (2.17) and equation (2.18) give the 
same energy for typical liquid configuration. Generally, we set κ to 5 L  and 100-200 
wave vectors for reciprocal sum. In our simulation, the effects for each parameter were 
discussed. 
  
2.2.3 Parameters for Ewald Sum 
 
From equation (2.16), we know that three parameters control the convergence of 
the sums: maxn , maxk  and κ . By definition we know, maxn is an integer which defines the 
range of the real-space sum and controls its maximum number of vectors (i.e. image cells;  
maxk  is an integer defining the summation range in the reciprocal-space and its number of 
vectors, and κ is the Ewald convergence parameter, which determines the relative rate of 
convergence between the real and reciprocal sums. A large value ofκ , which means a 
narrow Gaussian distribution, makes the real-space sum converge faster. Asκ  goes to 
infinite, ( )erfc xκ  goes to zero, which means that a small number of n-vectors are 
sufficient for a rapid convergence. Similarly, a small κ causes the reciprocal-space sum 
to converge faster, because as since as κ goes to zero, 0κ → , the ( )exp xκ− also goes to 
zero, which  means a small maxk will be Ok.  
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Generally, Ewald parameters are chosen based on the following four aspects: (1) 
System size N; (2) Accuracy desired; (3) CPU time consumed; (4) Cutoff radius. Larger 
systems may require a larger κ  and/or cutoffR to limit the number of pair-wise interactions 
such that the real-space sum converges faster. A larger max,cutoffR n , or maxk will yield more 
accurate results, but it will take more simulation time as well. Practically, the reciprocal 
sum calculation is more efficiently than the real sum, so we choose κ is to minimize the 
real sum and fix the value of maxk accordingly.  
The choice of the Ewald Sum parameters is system dependent and is subject to 
balance between accuracy and speed. Different algorithm forms and different systems 
have different optimized parameters. We will discuss these parameters in our simulations 
in the next chapter. 
 
2.3 Reference System Propagator Algorithm (RESPA) 
2.3.1 Theory 
 
Multiple Time Steps method is based on that different motion in a system can be 
integrated with different time steps simultaneously during the simulation process. For 
different motion different time steps can be used respectively, so that we can get great 
efficiency without losing accuracy. 
Generally, Multiple Time Steps (MTS) treats every degree of freedom explicitly 
by making use of the inherent separation of time scales in the dynamics of complex 
molecular systems. For instant, in chain molecular system, the forces can be separated 
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into several components according to their characteristic time scales. We can integrate 
the equations of motion that involving intramolecular components (vibration etc.) with a 
small time-step, and for the intermolecular components, we can use the larger time steps.  
Several MTS methods have been developed in the past years. Telman and 
Jönnson fixed the slow moving components while updating the fast ones. [13] It has been 
shown to be unstable due to the loss of accuracy; Swindoll and Haile developed the 
equations of motion, but their method requires the evaluation of the second derivatives of 
the force. [14] It is very time-consuming in complex molecular systems. Tuckerman and 
Berne have invented some reference system methods: Numerical Analytical Propagator 
Algorithm (NAPA) is to treat high frequency oscillators interacting with low frequency 
bath; [15] Reference System Propagator Algorithm (RESPA) is developed to tackling with 
the systems with multiple time scales, like disparate mass mixtures; [16] Double-
Reference-Systems RESPA is for systems with high frequency, oscillators, disparate 
masses or long-range forces. Also, they developed the Reversible Reference System 
Propagator Algorithm (reRESPA), which is more stable than the former reference system 
methods. [17-18] Corporately, Martyna and Tuckerman combined the reRESPA method 
with Nosé-Hoover chain extended system methods for temperature and pressure control. 
[19] 
Till now, MTS method has been well developed and widely used in many fields, 
such as chain molecular systems, bio-molecular systems and multi-atom molecular with 
charges and other complex molecular systems. 
As stated above, many algorithms have been developed and applied in different 
research field. The practice shows that these methods greatly promote the computing 
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efficiency in simulation processes. In the following, I will describe some typical Multiple 
Time Steps (MTS) methods those are often used in general fields. At the same time, I will 
analyze each of these methods and give some comments about their advantages, 
disadvantages and application fields. 
Telman and Jönnson developed this method in 1985 to vectorize a general 
purpose Molecular Dynamics simulation program. This method is based on central forces 
between all atoms or pseudoatoms. Thus neighbor atoms in the covalent bond structure 
interact with harmonic forces both in bonds and angles. More distinct atoms interact via 
non-covalent interaction potentials in a usual way. For large molecules, say, bio-
molecules, simulation needs large-scale computation, which has to be performed on a 
vector processor. The general structure of the program is as follows: 
Telman and Jönnson also found that the value of n  (The ratio between rapidly 
varying forces and the slowly varying forces) could be typically chosen between 5 and 10. 
The advantage of such a division is that the interaction terms constituting the rapidly 
varying forces are few and easily evaluated with a small time step, while the main 
computational effort is still spent in the evaluation of non-covalent forces with large time 
step.   
From the algorithm, we can see that the slowly varying forces are kept fixed while 
integrating the equations of motion for fast varying forces. This, as a result, would lead to 
energy instability and inaccuracy for long-range interactions. 
This algorithm has been used to study pure water organic chelators and ionic 
micelles in aqueous solutions, as well as protein systems. 
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Swindoll and Haile developed this algorithm to simulate chain molecular systems 
and study alkene fluids. The program structure is shown in Figure 2.2. They adopted the 
skeletal model of alkene used by Weber.[30] In this model, methyl and methylene groups 
were represented as soft spheres and the interactions were assumed to be Lennard-Jones 
(6,9) potentials. This model has the advantage of complete chain flexibility, so promote a 
more realistic sampling of phase space than Ryckaert model. The latter contains rigid 
bond lengths and bond angles. 
They used a fifth-order Gear Predictor-Corrector algorithm to solve the equations 
of motion for each methyl and methylene group. Also, Periodic Boundary Condition and 
Minimum Image Convention were applied on a methyl-methylene particle basis. 
For the initial conditions, Swindoll and Haile [14] used FCC lattice site to assign 
one methyl group. The remaining methyl and methylene groups on each molecule were 
assigned equilibration stats and the bond lengths and bond angles were assigned 
randomly. The initial velocities of the molecules were also randomly assigned. 
Because the forces can be separated into two components whose frequencies are 
significantly different from each other, so it is very easy to use Multiple Time Steps 
method: use small time step for rapidly varying component and a large time step for the 
slow one. 
This algorithm can enhance the calculating efficiency more than two times than 
standard Molecular Dynamics algorithms. Furthermore, this algorithm introduced no 
error during the simulation. Also, because Multiple Time Steps method is only applied to 
calculate intermolecular forces, this method also can be applied to chain molecular solute 
in a solvent of spherical molecules. 
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Figure 2.2 Program structure of T-J (Telman and Jönnson) Algorithm 
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As we know, for large molecules, say, bio-molecules (Gene, protein and etc.), 
which tend to entangle themselves, this method is less effective. Because most of intra-
molecular interactions are so slow that we cannot use the short time step to simulate them. 
Tuckerman and et al to treat high frequency oscillators interacting with low frequency 
bath developed numerical Analytical Propagator Algorithm (NAPA). 
In a complex molecule system, if the high frequency motion can be approximated 
by an analytically integrable reference system, Tuckerman and et al showed that if such 
an analytical solution can be found, it could be applied to an integration scheme for the 
whole system. So the system can be simulated effectively by a much small number of 
cycles. During this course, no approximation was made. So no error was introduced and 
it is an exact algorithm. 
Because Reference System Propagator Algorithm (RESPA) method is based on 
Numerical Analytical Propagator Algorithm (NAPA) method, so the development of 
NAPA is similar to RESPA. I will give detailed development for RESPA, so I don’t 
deduce NAPA algorithm here. 
Numerical Analytical Propagator Algorithm (NAPA) method can be mostly 
efficiently used when part of the forces is analytically solvable and weakly couple to the 
rest of the system. 
Reference System Propagator Algorithm (RESPA) was developed by Tuckerman 
and Berne to handle systems with multiple time scales like disparate mass mixtures. The 
gist for this method is to define a reference system, which only includes short-range 
forces, and to derive equations of motion for small time step )(tδ  from the system 
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containing the full forces. Reference system equations of motion for long-range part are 
integrated for a larger time step tnt δ=Δ . 
The initial conditions for each large time step are chosen to ensure that the 
deviation of )(tδ  is zero at each new time step. This is to keep the deviation at small 
values. Here, we give out the development of this method. 
To deduce the algorithm, we should start with the equation of motion, which is 
Newton’s Law. 
)(1 xF
m
x =&&                                                                               (2.24) 
Where m  and x  are the mass and the positions of the particles in the system. Also, we 
subdivide forces into short and long-range components: 
       )()()( xFxFxF ls +=                                                                (2.25) 
Define the short-range part as “Reference System”, 
          )(1 00 xFm
x s=&&                                                                     (2.26) 
Which subjects to the following initial conditions, 
⎩⎨
⎧
=
=
)0()0(
)0()0(
0
0
xx
xx
&&                                                                            (2.27) 
Supposing the solution for “reference System” is, 
0 0( ) { ; (0), (0)}x t x t x x= &                                                            (2.28) 
The true position can be expressed by reference position as, 
)()()( 0 ttxtx δ+=                                                                     (2.29) 
So we can get the equation of motion, 
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[ ]))(())(())((1 000 txFtxFtxFm sls ++++= δδδ&&                     (2.30) 
The initial condition for this equation is, 
⎩⎨
⎧
=
=
0)0(
0)0(
δ
δ
&                                                                                  (2.31) 
So we can solve the equation of motion now.  
From statement above, it is easy to get the following scheme about this method: 
1. Numerically integrate the equation (2.26) for n small time steps 
)(tδ ( tnt δ=Δ ) to generate ( )tttx Δ≤≤0)(0 ; 
2. Substitute solution for )(0 tx  into equation (2.30); 
3. Solve equation (2.30) subject to equation (2.31) for one time step tΔ to get 
)( tΔδ and )( tΔδ& ; 
4. Calculate  
⎩⎨
⎧
Δ+Δ=Δ
Δ+Δ=Δ
)()()(
)()()(
0
0
ttxtx
ttxtx
δ
δ
&&&  
This process repeated uses )( tx Δ  and )( tx Δ& as initial conditions. 
From the deduction above, we know that RESPA greatly reduces the number of 
forces that must be calculated at each small time step for long-range part, which is time-
consuming part. This method leads to a dramatic acceleration of such simulation. 
Tuckerman and Berne also developed double reference systems for RESPA 
method. In the algorithm, two reference systems are applied to describe different 
molecules in one simulation system. This method is used to simulate disparate mass 
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systems and different particles in the solvent system. It will dramatically accelerate the 
simulation process. 
Using the Trotter factorization of Liouville propagator, Tuckerman and Berne 
also developed the reversible Molecular Dynamics integrators. Applying this kind of 
integrators to RESPA algorithms, they reached a new kind of MTS algorithm—
Reversible Reference System Propagator Algorithm (reRESPA). The new kind of 
algorithms have all of the advantages of the previous RESPA integrators but are 
reversible, which makes it more stable than the previous ones. [16-18]  
 
2.3.2 Derivation of the Equation of Motion for Microcanonical 
Ensemble (N, V, E) 
 
The equations of motion are 
, ,i i
i
dr p
dt m
α α=         (2.32a) 
,
,
i
i
dp E F
dt r
α
α
∂= − =∂        (2.32b) 
The Liouville operator, L, provides an equivalent way of expressing the equations 
of motion. 
( ) ( ) ( )exp 0A t iLt A=        (2.33) 
Where 
, ,
, ,
i i
i i
dr dp
iL
dt r dt p
α α
α α
∂ ∂= +∂ ∂       (2.34) 
Substitute equations (2.32a) and (2.32b) into equation (2.34). 
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,
, ,
i
i i i
dp
iL F
m r p
α
α α
∂ ∂= +∂ ∂       (2.35) 
This Liouville operator must be symmetric in order to generate a reversible 
numerical integration algorithm. In order to make it symmetric, consider splitting up the 
two terms as 
1 2iL iL iL= +         (2.36) 
Where 
,
1
,
i
i i
dp
iL
m r
α
α
∂= ∂        (2.37) 
2
,i
iL F
p α
∂= ∂         (2.38) 
Split the long time Liouville operator into a symmetric form. 
2 2
12 2
iL iLiL iL= + +        (2.39) 
This symmetric form of the Liouville operator is essential to generate a reversible 
integration algorithm. 
Next, we should consider performing the operator on a discrete step size, ∆t. For 
the discrete time propagator, we use the notation, 
( ) ( )
( )2 21 3 2 1
exp
exp exp exp
2 2
G t iL t
iL t iL tiL t U U U
Δ = Δ
Δ Δ⎛ ⎞ ⎛ ⎞= Δ =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
  (2.40) 
Then we perform the Liouville operation on system of interest. At time t, we have 
( ) ( ), ,,i ir t p tα α . We are going to indicate the variables 
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as ( ) ( ) ( ) ( ) ( ), , , ,0 , 0 , 0i i i ir t p t r pα α α α⎡ ⎤ ⎡ ⎤Γ = =⎣ ⎦ ⎣ ⎦ . Carefully, understand that this superscript 
does not indicate time; it indicates progress within the algorithm for a single time step. 
We have to apply each of the three operations in equation (2.40) on the position and the 
momentum, since those are our independent variables. 
( ) ( )11 0UΓ = Γ                 (2.41a) 
( ) ( )22 1UΓ = Γ                 (2.41b) 
( ) ( ) ( )33 2t UΓ Δ = Γ = Γ                     (2.41c) 
Apply the first operation to the position, 
( ) ( ) ( ) ( ) ( )1 0 0,, , , ,
, ,
exp
2 2
i
i i i i
i i
rt tr i F r r t F t r
p p
α
α α α α
α α
⎛ ⎞ ∂Δ ∂ Δ= = + Δ =⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
 (2.42) 
In other words, the first operator doesn’t change the position. We apply the first 
operation to the momentum 
( ) ( ) ( ) ( )( )1 0 0 0, , , ,
,
exp
2 2i i i ii
t tp i F p p F r
pα α α αα
⎛ ⎞Δ ∂ Δ= = +⎜ ⎟⎜ ⎟∂⎝ ⎠
  (2.43) 
( ) ( ) ( ) ( ) ( ) ( )( )1 1 0 0 0, , , , ,1 , , 2i i i i itr p r p F rα α α α αΔ⎡ ⎤⎡ ⎤Γ = = +⎢ ⎥⎣ ⎦ ⎣ ⎦    (2.44) 
So we have position and momentum after the first operation. We now apply the 
second operation to the position and momentum output from the first operation, ( )1Γ . 
( ) ( ) ( )2 1 1, ,
, , ,
,
exp i ii i i
i i i
p p
r i t r r t
m r m
α α
α α α
α
⎛ ⎞∂= Δ = + Δ⎜ ⎟⎜ ⎟∂⎝ ⎠
   (2.45) 
( ) ( ) ( )2 1 1,
, , ,
,
exp ii i i
i i
p
p i t p p
m r
α
α α α
α
⎛ ⎞∂= Δ =⎜ ⎟⎜ ⎟∂⎝ ⎠
    (2.46) 
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( ) ( ) ( ) ( ) ( )2 2 1 1,, , , ,2 , ,ii i i i
i
p
r p r t p
m
α
α α α α
⎡ ⎤⎡ ⎤Γ = = + Δ⎢ ⎥⎣ ⎦ ⎣ ⎦
   (2.47) 
So we have position and momentum after the second operation. Apply the third 
operation to the position and momentum output from the first operation, ( )2Γ , 
( ) ( ) ( ) ( ) ( )3 2 2 2,, , , ,
, ,
exp
2 2
i
i i i i
i i
rt tr i F r r F t r
p p
α
α α α α
α α
⎛ ⎞ ∂Δ ∂ Δ= = + Δ =⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
 (2.48) 
( ) ( ) ( ) ( )( )3 2 2 2, , , ,
,
exp
2 2i i i ii
t tp i F p p F r
pα α α αα
⎛ ⎞Δ ∂ Δ= = +⎜ ⎟⎜ ⎟∂⎝ ⎠
  (2.49) 
( ) ( ) ( ) ( ) ( ) ( )( )3 3 2 2 2, , , , ,3 , , 2i i i i itr p r p F rα α α α αΔ⎡ ⎤⎡ ⎤Γ = = +⎢ ⎥⎣ ⎦ ⎣ ⎦    (2.50) 
The efficient algorithm to implement this algorithm is simply 
( ) ( )( ), , ,2 2i i it tp t p t F r tα α αΔ Δ⎛ ⎞+ = +⎜ ⎟⎝ ⎠     (2.51) 
( ) ( ), , , 2i i i
tr t t r t tp tα α α
Δ⎛ ⎞+ Δ = + Δ +⎜ ⎟⎝ ⎠      (2.52) 
( ) ( )( ), , ,2 2i i it tp t t p t F r t tα α αΔ Δ⎛ ⎞+ Δ = + + + Δ⎜ ⎟⎝ ⎠    (2.53) 
This algorithm requires one force evaluation per time step. 
It has been pointed out that this derivation contains an arbitrary element in that we 
chose to split the term in the Liouville operator that contained the momentum derivative 
and placed it around the term that contained the position derivative. We could imagine a 
reversible algorithm, where we switched the definitions of L1 and L2 in equations (2.37) 
and (2.38). Then we have 
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1
,i
iL F
p α
∂= ∂                                         (2.54a) 
,
2
,
i
i i
dp
iL
m r
α
α
∂= ∂                                                   (2.54b) 
We split the second operator into symmetric halves as shown in equation (2.39). 
The first operator doesn’t change the momentum, only the position. 
( ) ( ) ( ) ( )
0
1 0 0, ,
, , ,
,
exp i ii i i
i i i
p p
r i t r r t
m r m
α α
α α α
α
⎛ ⎞∂= Δ = + Δ⎜ ⎟⎜ ⎟∂⎝ ⎠
   (2.55) 
( ) ( ) ( ) ( ) ( ) ( )01 1 0 0,, , , ,1 , ,2 ii i i ii
ptr p r p
m
α
α α α α
⎡ ⎤Δ⎡ ⎤Γ = = +⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦
                              (2.56) 
The second operator changes only the momentum. 
( ) ( ) ( ) ( )( )2 1 1 1, , , ,
,
expi i i i
i
p i tF p p tF r
pα α α αα
⎛ ⎞∂= Δ = + Δ⎜ ⎟⎜ ⎟∂⎝ ⎠
   (2.57) 
( ) ( ) ( ) ( ) ( ) ( ) ( )( )02 2 0 1 1,, , , , ,2 , ,2 ii i i i iiptr p r p tF rmαα α α α α
⎡ ⎤Δ⎡ ⎤Γ = = + + Δ⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦
 (2.58) 
The third operator doesn’t change the momentum, only the position. 
( ) ( ) ( ) ( )
2
3 2 2, ,
, , ,
,
exp i ii i i
i i i
p p
r i t r r t
m r m
α α
α α α
α
⎛ ⎞∂= Δ = + Δ⎜ ⎟⎜ ⎟∂⎝ ⎠
   (2.59) 
( ) ( ) ( )
( ) ( )
( )( ) ( ) ( )( )
3 3
, ,
10 2
,0 0 1,
, , ,
3 ,
,
2
i i
ii
i i i
i i
r p
F rp tr t p tF r
m m
α α
αα
α α α
⎡ ⎤Γ = ⎣ ⎦
⎡ ⎤Δ⎢ ⎥= + Δ + + Δ⎢ ⎥⎣ ⎦
 (2.60) 
This algorithm is perfectly acceptable. It requires only one force evaluation per 
step so it is no more computationally intensive than the first version. However, this 
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method has one drawback that makes this method less desirable than the first version, 
namely that the force is only evaluated at the half-step. Therefore, we cannot calculate the 
pressure with this algorithm. The pressure has a kinetic and potential component. The 
kinetic contribution to the pressure requires the momentum. The potential contribution to 
the pressure requires the positions and the forces. Therefore, in order to calculate the 
pressure at time t we need the momenta, positions, and forces at time t. This second 
version of the algorithm does not provide us with all three quantities at the same time. 
Therefore, we prefer the first version. 
This example brings up an important point. In Tuckerman’s papers on the RESPA 
algorithm, there are a lot of seemingly arbitrary choices that are made without 
justification, as illustrated here. However, there may be practical reasons for making the 
choices that Tuckerman made that he did not choose to present in his published work. 
Therefore, we must understand that what Tuckerman does present is only one of the 
possible implementations of r-RESPA. If we only want a method that has been 
demonstrated to work then we should follow Tuckerman’s lead closely, making the same 
seemingly arbitrary decisions that he has made. If, on the other hand, our purpose is to 
explore and refine the r-RESPA algorithm, then we are not limited to his choices, but will 
have to verify the consequences of our alternate choices ourselves. 
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2.3.3 Derivation of the 2-Step RESPA for Microcanonical Ensemble 
(N,V,E) 
 
For Microcanonical Ensemble (N,V,E), equation (2.41) can be implemented as a 
3-step algorithm for computer simulation. 
First we must explicitly define our decomposition. 
∑
= ⎥⎥⎦
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     (2.61c) 
Where  
jjj ,2,1 FFF += ,       (2.62) 
This decomposition satisfies equation (2.35). So we can write the discrete time 
propagator, G(t), as 
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For the middle propagator that generates the motion with reference force, we use 
Trotter factor to decompose. Gives, 
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 (2.64) 
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Where 
n
tt Δ=δ , and n is the number of small time steps per large time step, which is 
chosen to save computing time and guarantee the system is stable at the same time. 
Then the whole discrete time propagator is given as follows, 
( ) ( )    pFpFrrpFpF ∑ ⎥⎥⎦
⎤
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 (2.65) 
1) The first step in our algorithm is application of 221
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This is the first half time step.  We apply this operator to all dynamic variables.  
So, first we apply this operator to the position. 
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This term is zero because the position and the momentum are independent 
variables.  (Similar conclusion is applied to the following derivations).   
Next, we apply this operator to the momentum.  Using the explicit property of any 
operator of the form q
c
e ∂
∂
 that (see Appendix A) 
( ) ( )cqfqfe qc +=∂∂        (2.65) 
We get, 
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(2.68) 
Where, ( )[ ]0,1 rF j  is the force calculated from the initial positions. 
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 2) The second step is to use the final state of the first step as the initial state and 
generate the motion by using the middle propagator, 
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, for 
n  times with the small time step tδ . Let’s define, 
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Also define, 
 
2
21
21
2
ti
etU
δδ L=⎟⎠
⎞⎜⎝
⎛        (2.70a) 
( ) tietU δδ 2222 L=        (2.70b) 
( ) ( ) 222122212 21222122
titi
ti
eeetUtUtUtG
δ
δ
δδδδ LLL=⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛≡Δ    (2.70c) 
For each small time step, there are also three steps for integrating the motion, 
i) Firstly, we generate the motion with the short-range force and the state 
from the former step by using the propagator 221
21
2
ti
etU
δδ L=⎟⎠
⎞⎜⎝
⎛ .  In order to 
simplify the description, I describe this process separately, i.e., use ( ) ( )[ ]0,0 jj prΓ  
as the initial for the small time step. 
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⎞⎜⎝
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⎡
∂
∂
=  (2.71) 
ii) Then we generate the motion by using the propagator ( ) tietU δδ 2222 L=  
with the state from the first step as the initial, 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ⎟⎠
⎞⎜⎝
⎛+=∑== = ∂
∂
2
000 122
ttetUt jjj
t
jj
f
j j
j δδδδ
δ
rrrrr r
r
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  (2.72) 
Since, 
( ) ( )[ ]⎭⎬
⎫
⎩⎨
⎧ +=⎟⎠
⎞⎜⎝
⎛ 0
2
01
2 ,2
rFpr jj
j
j
t
m
t δδ&      (2.73) 
Where jm is the mass for particle j .  Substituting Equation (2.72) into 
Equation (2.73), we get, 
( ) ( ) ( ) ( )[ ]⎭⎬
⎫
⎩⎨
⎧ ++= 0
2
01 ,2 rFprr jj
j
jj
t
m
tt δδδ     (2.74) 
iii) Finally, we generate the motion  
( ) ( ) ( )[ ]ttttettUt jjj
t
jj
f
j j
j δδδδδδδ
δ
rFpppp p
F
,2
2
21 2222
1
,2 +⎟⎠
⎞⎜⎝
⎛=⎟⎠
⎞⎜⎝
⎛=⎟⎠
⎞⎜⎝
⎛=
∑ ⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂
= (2.75) 
Substituting Equation (2.71) into Equation (2.75) gives, 
( ) ( )[ ] ( ) ( )[ ] ( )[ ]{ }tttttt jjjjjjj δδδδδδ rFrFprFpp ,2,2,2 02022 ++=+⎟⎠⎞⎜⎝⎛=  (2.76) 
This is the whole process for the small step. It is equivalent to using the velocity 
Verlet algorithm. 
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3) Like the first step, the third step is to apply the propagator, ⎟⎠
⎞⎜⎝
⎛ Δ
21
tU , to the  
motion. But the differences are the initial state is from the second step and the force 
used here is calculated at time, i.e. ( )[ ]tj ΔrF ,1 , instead of using the old one, i.e. 
( )[ ]0,1 rF j , which gives, 
( )
( )1,1
1
2
1,
2 2
2 2 2
f
j
j j
j j
t
j j j
t tt U
t t te t=
⎡ ⎤∂ Δ∑ ⎢ ⎥∂⎢ ⎥⎣ ⎦
Δ Δ⎛ ⎞ ⎛ ⎞Δ = ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
Δ Δ Δ⎛ ⎞ ⎛ ⎞= = + Δ⎡ ⎤⎜ ⎟ ⎜ ⎟ ⎣ ⎦⎝ ⎠ ⎝ ⎠
F
p
p p
p p F r   
(2.77) 
Combined with Equation (2.68), it gives, 
 
( ) ( )
( ) ( ) ( )
1,
1, 1,
2 2
0 0
2
j j j j
j j j j
t tt t
t t
Δ Δ⎛ ⎞ ⎡ ⎤Δ = + Δ⎜ ⎟ ⎣ ⎦⎝ ⎠
Δ ⎡ ⎤⎡ ⎤= + + Δ⎡ ⎤⎣ ⎦ ⎣ ⎦⎣ ⎦
p p F r
p F r F r
   (2.78) 
This is an entirely reversible integrator for integrating the equation of motion for 
microcanonical assemble (N,V,E). 
 
2.3.4 Derivation of the 2-Step RESPA for Nosé Dynamics (N,V,T) 
 
For Nosé dynamics, the equations of motion for a system with N particles in 
virtual variables can be generated from the Hamiltonian, 
{ } sTfk
Q
pV
sm
p
H setBs
N
j i j
ji ln
22
2
1
3
2
2
, +++′= ∑∑
=
r     (2.79) 
Where m is the mass of the particle, s is the dynamic time dilation variable, Q is the 
“mass” of s, ps is the momentum of s., Tset is the set temperature of the system, kB is 
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Boltzmann’s constant, and V is the potential energy of the system.  The equations of 
motion derived from this Hamiltonian are,  
2sm
H
dt
d
j
j
jold
j p
p
r ′=′∂
∂=        (2.80a) 
jjold
j VH
dt
d
rr
p
∂
∂−=∂
∂−=′        (2.80b) 
Q
p
p
H
dt
ds s
sold
=∂
∂=        (2.80c) 
⎥⎥⎦
⎤
⎢⎢⎣
⎡ −′=∂
∂−= ∑∑
= =
setB
N
j i j
ji
old
s Tfk
sm
p
ss
H
dt
dp
1
3
1
2
2
,
2
1     (2.80d) 
It is very inconvenient to work with equations of motion that contain the variable 
s.  To make the numerical solution of these ordinary differential equations (ODEs) more 
convenient, we introduce the new time scale, 
s
tt oldnew =         (2.81) 
So that,  
 
smdt
d
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dt
dt
dt
d
dt
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j
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j
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r
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Q
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dt
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 ⎥⎥⎦
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1
3
1
2
2
,
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  (2.82d) 
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This version of the equations of motion still has s in it.  However, we can 
eliminate the variable with a corresponding change in our momentum variables, 
s
j
j
p
p
′=         (2.83) 
With these momentum variables, our equations of motion become 
 
mdt
d j
new
j pr =         (2.84a) 
 
Q
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dt
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d
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j
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j
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j
new
j p
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s Tfk
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      (2.84d) 
These equations are good, but we would prefer to deal with a different form of the 
thermostat variable. Also, here we introduce a dynamical variable, 
sln=η         (2.85) 
So that 
newnew dt
ds
sdt
d 1=η        (2.86) 
With this substitution, our equations of motion become 
mdt
d j
new
j pr =         (2.87a) 
 
Q
pV
dt
d
j
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j ηp
r
p −∂
∂−=        (2.87b) 
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Q
p
dt
d
new
ηη =         (2.87c) 
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These are the equations of motion for Nosé Dynamics. 
We begin with the Nosé-Hoover equations of motion for the canonical ensemble 
as shown in equation (2.87).  We will now write the Liouville operator based on these 
equations.  We repeat what was done for equation (1) with the canonical Hamiltonian, 
η
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Substitute equation (2.87) into equation (2.88) 
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Where we have used the following definitions: 
 
j
j
new
j
j mdt
d pr
r =≡&        (2.90a) 
 
j
j
V
r
F ∂
∂−≡         (2.90b) 
 
Q
p
dt
d
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ηηη =≡&        (2.90c) 
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 setB
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,
2η
      (2.90d) 
We now decompose the forces into the reference system forces, Fr, which 
contains the forces that change on a fast time-scale, and the long-range or slow-time 
forces, lF . 
 jjrj ,, lFFF +≡         (2.91) 
With this definition, equation (2.89) becomes 
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ηηηη pFi
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We now decompose the Liouville operator into two parts 
lLLL iii r += .       (2.93) 
Our reference system will contain only two of the six terms in equation (2.92).  
The reference system propagator is then 
∑
= ⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂+∂
∂=
f
j j
jr
j
ji
1
, p
F
r
rLr &       (2.94) 
The classical propagator for canonical dynamics is then 
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We can see clearly that Liouville operator for the long-range system is 
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ηηηη pFi
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We can also write equation (2.95) as  
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Rearranging the order of terms, we have 
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We now apply the Trotter theorem to equation (2.95) 
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So the discrete time propagator for tie ΔL  is given by, 
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We now plug into equation (2.100), equations (2.94) and (2.95) 
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At this point, we know that a symmetric operator will satisfy time-reversibility.  
Therefore, we manipulate the order of summation in the left-most instance of lLi  to be 
symmetric with the right-most instance. Like the theory, we also apply the Trotter 
theorem to the propagator, we get, 
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We can operate this propagator on the initial state, ( ) ( ) ( ) ( )[ ]0,0,0,0 ηη pjj prΓ . 
We must use the fact that, 
( ) ( ) ( ) ⎟⎠⎞⎜⎝⎛=
Δ−∂∂Δ− ηη φφ && 22 tppt pepe       (2.103) 
Which is a special case of the general form for the property of any operator, 
( ) ( ) ( ) ( )[ ]{ } ( )[ ]{ }cqggfqggfeqfe qgcqgc +== −−∂∂∂∂ 11    (2.104) 
There are eleven steps to integrate the motion from the initial state. To get the 
general equation of motion, here we use the r&  and η&  instead of using p&  and ηp . 
1) The first step is generating the motion under the propagator 
( )
ηη pF
t
e ∂
∂Δ
2 . 
By using the initial state ( ) ( ) ( ) ( )[ ]0,0,0,0 ηη pjj prΓ . This step gives 
the state, 
( ) ( ) ( ) ( ) ( )[ ]⎥⎦
⎤⎢⎣
⎡ Δ+Γ 0
2
0,0,0,0 ppr ηηη Ftpjj  
2) The second step is generating the motion under the propagator 
( )∑ ∂∂Δ =fj jjte 1 ,4 pFl  by using the result from the first step as the initial state. 
This step gives the state, 
( ) ( ) ( )[ ] ( ) ( ) ( )[ ]⎥⎦
⎤⎢⎣
⎡ Δ+Δ+Γ 0
2
0,0,0
4
0,0 , prFpr ηηη Ftpt jjj l  
3) The third step is generating the motion under the propagator 
( )∑ ∂∂Δ− =fj jjte 12 pp η&  by using the result from the second step as the initial state. 
This step gives the state, 
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4) The fourth step is generating the motion under the propagator 
( )∑ ∂∂Δ =fj jjte 1 ,4 pFl  by using the result from the third step as the initial state. This 
step gives the state, 
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For concise, here we define,  
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If we look through the whole Liouville operator process, we can find that 
0η&  is the “thermo velocity” we get before integrating the reference system. 
And 0jr&  is the velocity for particle j  we get before integrating the 
reference system. 
5) The fifth step is generating the motion under the propagator 
( ) ηη ∂∂Δ &2te   
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 by using the result from the fourth step as the initial state. This step gives 
the state, 
  
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
02
,
, 0
0 , 0 0
4
0 , 0 , 0 0
4 2 2
t
j j j
j
t e
t t tp F
η
η ηη η
Δ−⎡ Δ ⎤⎡ ⎤+ ⎡ ⎤⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦⎢ ⎥Γ Δ Δ Δ⎢ ⎥+ + +⎡ ⎤ ⎡ ⎤⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦
r p F r
F r p
&
l
l &
 
6) The sixth step is generating the motion of the reference system under 
the propagator 
t
f
j j
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e
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 by using the result from the fifth step as 
the initial state. Similar to the results we get from the theory, here we just 
use simplified form for the generating state, 
( )[ ] ( )[ ] ( ) ( ) ( )[ ]⎥⎦⎤⎢⎣⎡ Δ+Δ+ΔΔΓ 020,20,0,;,0,; 000 prrprrr ηηηη Ftpttt jrjjrj &  
Where ( )[ ]0,; 0 rrr jrj t &Δ  and ( )[ ]0,; 0 rrp jrj t &Δ  are the position and momentum 
for particle j  right after applying propagator to the reference system.  
 We can use any appropriate propagator to integrate the reference system.  
However, we’d better use the time reversible integrator to ensure the whole 
process is time reversible and the algorithm is stable.  The time step used for 
reference system is the small one.  If the propagator used in the theory is 
applied, we can easily get, for each small time step tδ , 
( )[ ] ( ) ( ) ( ) ( )[ ]0
2
00,; ,
2
00 rFrrrrr jr
j
jjjjrj m
ttt δδδ ++=&    (2.107) 
( )[ ] ( )[ ] ( )[ ][ ]t
m
tmt jrjr
j
jjjjrj δδδ rFrFrrrp ,,00 020,; ++=&    (2.108) 
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It will repeat n  times before moving to the next step. 
Symmetrically, we can do the left five steps in the same way. 
7) The seventh step is generating the motion of the reference system  
 under the propagator 
( ) ηη ∂∂Δ &2te  by using the result from the sixth step as 
the initial state. This step gives the state, 
( )[ ] ( )[ ] ( ) ( ) ( )[ ]⎥⎦⎤⎢⎣⎡ Δ+Δ+ΔΔΓ 020,0,0,;,0,; 000 prrprrr ηηηη Ftpttt jrjjrj &&&  
8) The eighth step is generating the motion of the reference system under 
the propagator 
( )∑ ∂∂Δ =fj jjte 1 ,4 pFl  by using the result from the seventh step as the 
initial state. This step gives the state, 
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9) The ninth step is generating the motion of the reference system under 
the propagator 
( )∑ ∂∂Δ− =fj jjte 12 pp η&  by using the result from the eighth step as the 
initial state. This step gives the state, 
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10) The tenth step is generating the motion of the reference system under 
the propagator 
( )∑ ∂∂Δ =fj jjte 1 ,4 pFl  by using the result from the ninth step as the 
initial state. This step gives the state, 
 
( )[ ] ( )[ ] ( )[ ] ( ) ( )[ ]
( ) ( ) ( )[ ] ⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
Δ+Δ+
ΔΔ+⎥⎦
⎤⎢⎣
⎡ ΔΔ+ΔΔ
Γ
Δ−
0
2
0,0 
,
44
0,;,0,;
0
,
2
,00
0
p
rFrFrrprrr
ηη
η
ηη Ftpt
ttetttt j
t
jjrjjrj
&
&& l
&
l
 
11) The eleventh step is generating the motion of the reference system 
under the propagator 
( ) ( ) ηη ppFte ∂∂Δ 2  by using the result from the tenth step 
as the initial state. This step gives the state, 
( )[ ] ( )[ ] ( )[ ] ( ) ( )[ ]
( ) ( ) ( )[ ] ( )[ ] ⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
ΔΔ+Δ+Δ+
ΔΔ+⎥⎦
⎤⎢⎣
⎡ ΔΔ+ΔΔ
Γ
Δ−
tFtFtpt
ttetttt j
t
jjrjjrj
pp
rFrFrrprrr
ηηη
η
ηη
2
0
2
0,0 
,
44
0,;,0,;
0
,
2
,00
0
&
&& l
&
l
 
To get the general equation of motion, here we use the r&  andη& , instead of 
Using p  and ηp . 
j
j
j m
p
r =&         (2.109) 
Q
pηη =&         (2.110) 
So we get, 
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( )[ ] ( )[ ] ( )[ ] ( ) ( )[ ]
( ) ( ) ( )[ ] ( )[ ][ ] ⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
Δ+Δ+Δ+
ΔΔ+⎥⎥⎦
⎤
⎢⎢⎣
⎡ ΔΔ+ΔΔ
Γ
Δ−
tFF
Q
tt
t
m
tet
m
ttt j
j
t
j
j
jrjjrj
rr
rFrFrrrrrr
&&&&
&&& l
&
l
ηη
η
ηηη 0
2
0,0 
,
44
0,;,0,;
0
,
2
,00
0
Now we can fix the final state to get RESPA for a big time step. 
Fixing, 
( )tr=Γ         (2.111) 
We get, 
( ) ( )[ ]0,; 0 rrrr jrjj tt &Δ=Δ       (2.112) 
Fixing, 
( )tr&=Γ         (2.113) 
We get, 
( ) ( )[ ] ( )[ ] ( ) ( )[ ]t
m
tet
m
ttt j
j
t
j
j
jrjj ΔΔ+⎥⎥⎦
⎤
⎢⎢⎣
⎡ ΔΔ+Δ=Δ Δ− rFrFrrrr ,2,0 440,;
0
l
&
l&&&
η  (2.114) 
Fixing, 
( )tη=Γ          (2.115) 
We get, 
( ) ( ) ( ) ( ) ( )[ ]0
2
000
2
0 r&&& ηηηηηη FQ
tttt Δ+Δ+=Δ+=Δ    (2.116) 
Fixing, 
( )tη&=Γ          (2.117) 
We get, 
( ) ( ) ( )[ ] ( )[ ][ ]tFF
Q
tt Δ+Δ+=Δ rr &&&& ηηηη 020     (2.118) 
 65
So finally, we generate the reversible integrators for Nosé Dynamics as follows, 
( ) ( )[ ]0,; 0 rrrr jrjj tt &Δ=Δ                                                                      (2.119a) 
( ) ( )[ ] ( )[ ] ( ) ( )[ ]t
m
tet
m
ttt j
j
t
j
j
jrjj ΔΔ+⎥⎥⎦
⎤
⎢⎢⎣
⎡ ΔΔ+Δ=Δ Δ− rFrFrrrr ,2,0 440,;
0
l
&
l&&&
η  (2.119b) 
( ) ( ) ( ) ( )[ ]0
2
00
2
r&& ηηηη FQ
ttt Δ+Δ+=Δ                (2.119c) 
( ) ( ) ( )[ ] ( )[ ][ ]tFF
Q
tt Δ+Δ+=Δ rr &&&& ηηηη 020               (2.119d) 
Where, 
( ) ( )[ ] ( ) ( )[ ]0
4
0
4
0 ,2,0
0 rFrFrr j
j
t
j
j
j m
te
m
t
l
&
l&&
Δ+⎥⎥⎦
⎤
⎢⎢⎣
⎡ Δ+= Δ− η    (2.120) 
( ) ( )[ ]0
2
00 r&&& ηηη FQ
tΔ+=       (2.121) 
Till now, we get the RESPA for Nosé Dynamics (N, V, T). 
 
2.3.5 Derivation of the 2-Step RESPA for Isothermal-isobaric Ensemble 
(N, P, T) 
 
In terms of developing the reversible RESPA numerial integration algorithm, 
there won’t be much that is different between the NVT and the NPT ensembles. Dr. 
Keffer has made a completed derivation in his notes. One difference is that the NPT 
ensemble does not have a Hamiltonian from which one can generate equations of motion 
through a symplectic relationship. However, we showed in Case III. that such a 
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relationship is not necessary, so this will not trouble us. For the isobaric-isothermal 
ensemble, the equations of motions are 
( ), , , 0,i i p i
i
dr p
r R
dt m
α α
α αζ= + −                                                               (2.122a) 
( ), ,i L s T p idp F F pdtα αζ ζ= + − +                                                (2.122b) 
T
ds s
dt
ζ=                    (2.122c) 
( )2 1T T
set
T td
dt T
ζ υ ⎛ ⎞= −⎜ ⎟⎝ ⎠
                  (2.122d) 
P
d
dt
ζ=l l                   (2.122e) 
( ) ( ) ( )2 22P P set P T P
B set
V td s p t p
dt fk T
ζ ν ζ ζ ζ⎡ ⎤= − + −⎣ ⎦l              (2.122f) 
Where 0R is the center of mass of the system, defined as 
,
1
0,
1
N
i i
i
N
i
i
m r
R
m
α
α
=
=
=
∑
∑
       (2.123) 
And the system volume, V, is given by 
3
0V V= l         (2.124) 
Where 0V  is an arbitrary reference volume and can be equated to the initial value of the 
volume, when the ℓ was initialized to unity. Also, Pν is the controller frequency of the 
barostat and p is the hydrostatic pressure. The NPT Liouville operator is 
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, ,
, ,
i i
i i
T P
T P
dr dp dsiL
dt r dt p dt s
d dd
dt dt dt
α α
α α
ζ ζ
ζ ζ
∂ ∂ ∂= + +∂ ∂ ∂
∂ ∂ ∂+ + +∂ ∂ ∂
l
l
     (2.125) 
If you substitute equations (2.122) into equation (2.125), 
 
( ) ( )
( )
( ) ( ) ( )
,
, 0, ,
, ,
2
2
2
2
1
i
p i L s T p i
i i i
T T P
set T
P set P T P
B set P
p
iL r R F F p
m r p
T t
s
s T
V ts p t p
fk T
α
α α α
α α
ζ ζ ζ
ζ υ ζζ
ν ζ ζ ζ ζ
⎡ ⎤ ∂ ∂⎡ ⎤= + − + + − +⎢ ⎥ ⎣ ⎦∂ ∂⎣ ⎦
⎛ ⎞∂ ∂ ∂+ + − +⎜ ⎟∂ ∂ ∂⎝ ⎠
⎡ ⎤ ∂⎡ ⎤+ − + −⎢ ⎥⎣ ⎦ ∂⎣ ⎦
l l
l  (2.126) 
We will again break this Liouville operator into a short time and long time 
operator. 
2 2
L L
S
iL iLiL iL= + +
       (2.127) 
Where the symmetric short term Liouville operator is the same as has been defined before, 
,
, , ,2 2
iS S
S
i i i i
pF FiL
p m r p
α
α α α
∂ ∂ ∂= + +∂ ∂ ∂      (2.128) 
The long term Liouville operator contains everything else. All that remains to be 
determined is the order and splitting of terms. We take as our starting point the form that 
was given for the NVT case. The key point to take from the canonical example is the way 
to split multiple terms in front of the same differential operator. In the NVT case, we used 
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( )( )
( )
,
,
,
, , ,2 2
L T P i
i
L L
T P i
i i i
F p
p
F Fp
p p p
α
α
α
α α α
ζ ζ
ζ ζ
∂− + ∂
∂ ∂ ∂= − + +∂ ∂ ∂
   (2.129) 
Where the term that was of the form 
q
q
∂
∂ is placed in the middle and the term of the form 
q
∂
∂  was split and placed on the outside. Following this model, we split the NPT terms as 
( ) 0, 0,, 0, ,
, , , ,2 2
P P
P i P i
i i i i
R R
r R r
r r r r
α α
α α α
α α α α
ζ ζζ ζ∂ ∂ ∂ ∂− = − + −∂ ∂ ∂ ∂  (2.130) 
And 
( ) ( ) ( )
( ) ( )
( ) ( )
2
2
2
2
2
2
2
2
2
2
1
2
2 2
1
2
P set P T P
B set P
P set
B set P
T P T P
P
P P P
P set
B set P
V ts p t p
fk T
V ts p t p
fk T
V ts p t p
fk T
ν ζ ζ ζ ζ
ν ζ
ζ ζ ζ ζζζ ζ ζ
ν ζ
⎡ ⎤ ∂⎡ ⎤− + −⎢ ⎥⎣ ⎦ ∂⎣ ⎦
∂⎡ ⎤= −⎣ ⎦ ∂
∂ ∂ ∂+ − +∂ ∂ ∂
∂⎡ ⎤+ −⎣ ⎦ ∂
l
l
l    (2.131) 
Where we had 3 terms of the form
2 ,q q
q q
∂ ∂
∂ ∂ and q
∂
∂ . Following our pattern, we placed 
the term of the highest order in the interior of the sequence of operations. 
Now we must determine where to place equation (2.130) and (2.131) within the 
total operator. Following the NVT logic, we place the operator for Tζ  first and we place 
the operator for Pζ  immediately after that. (The choice of which to place first was 
arbitrary.) This tells us where to place (2.131). Next we place (2.130). Because (2.130) 
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contains only Pζ , it’s value will only be effected by the placement relative to the operator 
taking the derivative with respect to Pζ . Since that operator has been placed second, we 
can equivalently place (2.130) anywhere after that. However, equation (2.130) changes 
the positions and changes in position will change the forces. Since we only want to 
calculate forces once per time step, we need to operate on the momentum before we 
operate on the positions. These considerations lead to 
( )
( ) ( )
( ) ( )
0, 0,
,
, , ,
,
, , ,
2
2
2
2
2 2
2
2 2
2 2
1
2 2
1
2 2
P P
P T P i
i i i
L L
T P i
i i i
T P
P set
B set P P
T P
P P set
P P B set P
R R
iL s r
s r r r
F Fp
p p p
V ts p t p
fk T
V ts p t p
fk T
α α
α
α α α
α
α α α
ζ ζζ ζ ζ
ζ ζ
ζ ζν ζ ζ
ζ ζζ νζ ζ ζ
∂ ∂ ∂ ∂ ∂= + − + −∂ ∂ ∂ ∂ ∂
∂ ∂ ∂+ − + +∂ ∂ ∂
∂ ∂⎡ ⎤+ − +⎣ ⎦ ∂ ∂
∂ ∂ ∂⎡ ⎤− + + −⎣ ⎦∂ ∂ ∂
l l
l
l
 (2.132) 
This is the form that we will use for the term on the far-right of equation (2.127). 
We will use the reverse order of terms in equation (2.132) for the first term on the RHS 
of equation (2.127). Equation (2.132) contains 14 operations. (Thus equation (2.127) 
contains n+28 operations. We now apply them in sequence to the initial state, 
( ) ( ) ( ) ( ) ( ) ( ) ( )0 0 0 0 0 0, ,0 , , , , ,i i T Pr p sα α ζ ζ⎡ ⎤Γ = ⎣ ⎦l      (2.133) 
First we calculate 
( )( ) ( )( ) ( )( ) ( ) ( ) ( )( )( )0 0 0 0 00 , , , , ,, , , , ,i i i i L iV T p F r p r p F rα α α α αl , and ( )00,R α . 
( ) ( )01 2 1
2T T set
t T
T
ζ ν ⎛ ⎞Δ+ −⎜ ⎟⎜ ⎟⎝ ⎠        (2.134) 
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( ) ( ) ( ) ( )( )022 0 0224P P P setB sett s V p pfk Tζ ζ νΔ= + −l     (2.135)  
( ) ( ) ( )3 2 1exp
4P P T
tζ ζ ζΔ⎛ ⎞= ⎜ ⎟⎝ ⎠       (2.136) 
( ) ( )
( )
3
4
31
2
P
P
P
t
ζζ
ζ
= Δ+
       (2.137) 
( ) ( ) ( )5 4 1exp
4P P T
tζ ζ ζΔ⎛ ⎞= ⎜ ⎟⎝ ⎠       (2.138) 
( ) ( ) ( ) ( )( )026 5 0224P P P setB sett s V p pfk Tζ ζ νΔ= + −l     (2.139) 
( ) ( ) ( )( ), , ,7 0 04i i iLtp p F rα α αΔ= +       (2.140) 
( ) ( ) ( )
, ,
8 7 1exp
2i i T
tp pα α ζΔ⎛ ⎞= −⎜ ⎟⎝ ⎠       (2.141) 
( ) ( ) ( )( ), , ,9 8 04i i iLtp p F rα α αΔ= +       (2.142) 
( ) ( ) ( ) ( )10 0 6 0
, , 0,4 Pi i
tr r Rα α αζΔ= −
      (2.143) 
( ) ( ) ( )
, ,
11 10 6exp
2i i P
tr rα α ζΔ⎛ ⎞= −⎜ ⎟⎝ ⎠       (2.144) 
Calculate new 
( )11
0,R α . 
( ) ( ) ( ) ( )12 11 6 11
, , 0,4 Pi i
tr r Rα α αζΔ= −
      (2.145) 
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( ) ( ) ( )13 0 1exp
2 T
ts s ζΔ⎛ ⎞= ⎜ ⎟⎝ ⎠       (2.146) 
( ) ( ) ( )14 0 6exp
2 P
t ζΔ⎛ ⎞= ⎜ ⎟⎝ ⎠l l       (2.147) 
We then apply the short time operator given in Case I n times. We have the 
positions and momenta, 
( )14
,
n
ir α
+
 and 
( )14
,
n
ip α
+
 available at the end of the short time loop. 
( ) ( ) ( )15 14 6exp
2 P
t ζΔ⎛ ⎞= ⎜ ⎟⎝ ⎠l l       (2.148) 
( ) ( ) ( )16 13 1exp
2
n
T
ts s ζ+ Δ⎛ ⎞= ⎜ ⎟⎝ ⎠       (2.149) 
Calculate new
( )14
0,
nR α
+
. 
( ) ( ) ( ) ( )17 14 6 14
, , 0,4 P
n n n
i i
tr r Rα α αζ+ + +Δ= −
      (2.150) 
( ) ( ) ( )18 17 6
, , exp 2 P
n n
i i
tr rα α ζ+ + Δ⎛ ⎞= ⎜ ⎟⎝ ⎠       (2.151) 
Calculate new
( )18
0,
nR α
+
. 
( ) ( ) ( ) ( )19 18 6 18
, , 0,4 P
n n n
i i
tr r Rα α αζ+ + +Δ= −
      (2.152) 
Calculate new
( )( )19, nL iF r α+ . 
( ) ( ) ( )( ), , ,20 14 194i i in n nLtp p F rα α α+ + +Δ= +      (2.153) 
( ) ( ) ( )
, ,
21 20 1exp
2i i
n n
T
tp pα α ζ+ + Δ⎛ ⎞= −⎜ ⎟⎝ ⎠      (2.154) 
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( ) ( ) ( )( ), , ,22 21 194i i in n nLtp p F rα α α+ + +Δ= +      (2.155) 
Calculate 
( )( )14V l and ( ) ( ) ( )( )( )19 22 19, , ,, ,n n ni i ip r p F rα α α+ + + . 
( ) ( )
( )( ) ( )( )14223 6 22224n nP P P setB set
Vt s p p
fk T
ζ ζ ν+ +Δ= + −ll    (2.156) 
( ) ( ) ( )24 23 1exp
4
n n
P P T
tζ ζ ζ+ + Δ⎛ ⎞= ⎜ ⎟⎝ ⎠       (2.157) 
( ) ( )
( )
24
25
241
2
n
n P
P
n
P
t
ζζ
ζ
+
+
+
= Δ+
       (2.158) 
( ) ( ) ( )26 25 1exp
4
n n
P P T
tζ ζ ζ+ + Δ⎛ ⎞= ⎜ ⎟⎝ ⎠       (2.159) 
( ) ( )
( )( ) ( )( )14227 26 22224n n nP P P setB set
Vt s p p
fk T
ζ ζ ν+ + +Δ= + −ll    (2.160) 
( ) ( ) ( )2228 1 2 1
2
n
n
T T T
set
t T
T
ζ ζ ν
+
+ ⎛ ⎞Δ= + −⎜ ⎟⎜ ⎟⎝ ⎠      (2.161) 
So this algorithm requires that we evaluate the volume, temperature, forces and 
pressure only once per time step, at the final values of position and momentum. It does 
require us to evaluate he center of mass of the system four times per long time step, 
which is not computationally expensive, but does require that we use an 
MPI_ALLREDUCE communication subroutine to perform the interprocessor summation. 
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2.3.6 Derivation of 3-Time-Scale RESPA for Microcanonical Ensemble 
(N,V,E) 
 
Three-Time-Scale RESPA is also called double-reversible RESPA, which means 
this propagator has two reference systems. To describe this kind of the double-reversible 
RESPA algorithm, here we split force terms into three components: 
)()()()( xFxFxFxF lmsx ++=      (2.162) 
Where )(xFs  represents short-range forces, )(xFm  the medium-range forces, and )(xFl  
the long-range forces; )(xFx  is the total force acting on a molecular. With this 
decomposition, the Liouville operator can be defined as 
x
l
x
m
x
s p
xF
p
xF
p
xF
x
xiL ∂
∂+∂
∂+∂
∂+∂
∂= )()()(&    (2.163) 
and three Liouville operators can be introduced, i.e. 
  
x
l p
xFiL ∂
∂= )(1                    (2.164a) 
x
m p
xFiL ∂
∂= )(2                    (2.164b) 
x
s p
xF
x
xiL ∂
∂+∂
∂= )(3 &                             (2.164c) 
The corresponding Liouville propagator is: 
( ) ( ) ( ) ( ) ( ) ( )32222 12321 tOeeeeeetU tiLtiLtiLtiLtiLtiL Δ+==Δ ΔΔΔΔΔΔ   (2.165) 
The propagators for 2L  and 3L can be expanded by twice using an additional Trotter 
factorization 
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( ) ( ) ( )32222 222322232 tmOeeeeee miLiLiLtiLtiLtiL Δ+⎥⎦
⎤⎢⎣
⎡= ⎟⎠
⎞⎜⎝
⎛ Δ
Δ⎟⎠
⎞⎜⎝
⎛ ΔΔΔΔ
τ
τ
τ
  (2.166) 
[ ] ( )31323 tnOee niLiL Δ+= ΔΔ ττ       (2.167) 
Where 
 12 ττ Δ=Δ=Δ mnmt        (2.168) 
And m and n are integers that are chosen to guarantee stable dynamics in the simulation. 
The final propagator used in molecular dynamics simulation was  
 ( ) ( ) ( ) ( )2222 12213221 tiLmiLniLiLtiL eeeeetU Δ⎟⎠⎞⎜⎝⎛ ΔΔ⎟⎠⎞⎜⎝⎛ ΔΔ ⎥⎦
⎤⎢⎣
⎡≈Δ
τ
τ
τ
   (2.169) 
With three different time steps, tΔ , 1τΔ , and 2τΔ . This propagator is implemented as 
follows: 
Starting with the initial state ( ) ( )[ ]0,0 pxΓ , generate the motion by using the propagator 
( )21 tiLe Δ . 
1) Using the final state of the previous step as the initial state, generate the motion 
using the propagator 
⎟⎠
⎞⎜⎝
⎛ Δ
2
2
2
τiL
e   
2) Using the final state of step 2 as the initial state, generate the motion using the 
middle propagator 13 τΔiLe ; this part is repeated n times. 
3) Using the final state of step 3 as the initial state, generate the motion using the 
propagator
⎟⎠
⎞⎜⎝
⎛ Δ
2
2
2
τiL
e ; then go back to step 2 for m times. 
4) Finally, starting with the state generated in step 4 as the initial state, generate the 
motion using the propagator ( )21 tiLe Δ . 
 75
2.3.7 Derivation of 3-Time-Scale RESPA for Nosé Dynamics (N,V,T) 
 
Like microcannonical ensemble, for Nosé dynamics systems, we split force terms 
into three components: 
)()()()( xFxFxFxF lmsx ++=      (2.170) 
Where )(xFs  represents short-range forces, )(xFm  the medium-range forces, and )(xFl  
the long-range forces; )(xFx  is the total force acting on a molecular. With this 
decomposition, the Liouville operator can be defined as 
( ) ( ) ( )s m l
x x x
x
x
iL x F x F x F x
x p p p
p F
p pη η
η η η
∂ ∂ ∂ ∂= + + +∂ ∂ ∂ ∂
∂ ∂ ∂− + +∂ ∂ ∂
&
& &
   (2.171) 
Liouville operator iL can be separated into three parts,  
'
mr l
iLiLiLiL ++=                   (2.172a) 
Where  
x
sr p
xF
x
xiL ∂
∂+∂
∂= )(&                 (2.172b) 
x
mm p
xFiL ∂
∂= )(                 (2.172c) 
 thermoll iLiLiL +='                 (2.172d) 
x
x
x
ll p
p
p
xFiL ∂
∂−∂
∂= η&)(                 (2.172e) 
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η
ηηη pFiL ∂
∂+∂
∂= &thermo                  (2.172f) 
Using Trotter factorization the propagator can be written as, 
( ) ( ) ( ) ( ) ( )2t2tt2t2tt 'mrm' ΔΔΔΔΔΔ ==Δ ll iLiLiLiLiLiL eeeeeetU    (2.173) 
Let tΔ ,
n
tΔ , and 
mn
tΔ  be the time steps used to evolve the slowest, the intermediate, and 
fastest motions, where n  and m  are nonzero integers.  Like the derivation for 2-time-
scale RESPA for Nosé dynamics systems, equation (2.173) can be written as 
( ) ( ) ( ) ( )
( )
' '
l l
, ,
1 1 1
, ,
1 1 1
L t 2 L t 2L t
1 1
2 2 2
1 1
2 2 2
   
f f f
l j j l j
j j jj j j
f f f
l j j l j
j j jj j j
ni ii
m
tF F p F
np p p P
m
tF p F F
p p p p
U t e e P e
e P
e
η
η
η
η
η η η
η ηη
= = =
= = =
Δ ΔΔ
⎡ ⎤∂ ∂ ∂ ∂ ∂ Δ+ − + +∑ ∑ ∑⎢ ⎥∂ ∂ ∂ ∂ ∂⎢ ⎥⎣ ⎦
⎡ ⎤∂ ∂ ∂ ∂ ∂ Δ+ − + +∑ ∑ ∑⎢ ⎥∂ ∂ ∂ ∂ ∂⎢ ⎥⎣ ⎦
Δ = =
=
& &
& &
  (2.174) 
Where 
( )( ) ( )ntimsntim ePeP 2L2L mm ΔΔ=       (2.175) 
And 
 ( )nmtis eP Δ= rL                     (2.176) 
The operator sP is applied at the mn
tΔ  time interval, while mP is applied at the n
tΔ  
time interval. Finally, the rest of the operators in equation (2.176) are updated at the tΔ  
time interval.  
Similar to 3-time-scale RESPA for Microcanonical ensemble (N,V,E), this 
propagator can be implemented as follows ( for concise, here I don’t give out the detailed 
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propagating process for ( )'lL t 2ie Δ , you can find the details from the derivation of 2-time-
scale RESPA for Nosé dynamics systems): 
1. Starting with the initial state ( ) ( ) ( ) ( )[ ]0,0,0,0 sppx ηΓ , generate the motion by  
 using the propagator ( )'lL t 2ie Δ . 
2. Using the final state of the step 1 as the initial state, generate the motion using  
 the middle propagator ( )mL 2i t ne Δ  
3. Using the final state of the previous step as the initial state, generate the  
 motion using the propagator ( )rL 2i t nme Δ . This step will repeat for m times. 
4. Then go back to step 2 for n times. 
5. Finally, starting with the state generated in step 4 as the initial state, generate  
 the motion using the propagator ( )'lL t 2ie Δ . 
 
2.3.8 Derivation of 3-Time-Scale RESPA for Isothermal-isobaric 
Ensemble (N, P, T) 
 
The equations of motion are 
( ), , , 0,i i P i
i
dr p
r R
dt m
α α
α αζ= + −                 (2.177a) 
( ), ,i L M S T P idp F F F pdtα αζ ζ= + + − +                 2.177b) 
T
ds s
dt
ζ=                    (2.177c) 
( )2 1
T
T
set
T td
dt T
ζ ν ⎛ ⎞= −⎜ ⎟⎝ ⎠
                 (2.177d) 
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' P
d
dt
ζ=l l                   (2.177e) 
 
( ) ( ) ( )2' 2 TP set P T P
B set
V td s p t p
dt fk T
ζ ν ζ ζ ζ= − + −⎡ ⎤⎣ ⎦l                (2.177f) 
The Liouville operator is split as 
L M SiL iL iL iL= + +                   (2.178a) 
Where all the thermostating and barostating is done in the long-time scale so that 
( )
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        (2.178b) 
,
M M
i
iL F
p α
∂= ∂                   (2.178c) 
,
, ,
i
S S
i i i
p
iL F
m r p
α
α α
∂ ∂= +∂ ∂                (2.178d) 
The order of operations in equation (2.178b) is given for the first application of 
the longtime operator. The second application of the long-time operator will of course 
have the terms in the reverse order. The procedure is a straightforward integration of 
Case IV (NPT two-time scales) and Case V (NVE three-time scales). 
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2.3.9 Subdivision Methods 
 
To apply Multiple Time Steps methods to complex molecular systems, first of all, 
we must know how to subdivide the forces into several parts according to the frequencies 
of particles motion. Though this division is arbitrary, we must keep in mind that it should 
be reasonable, easy to formulate and practically promote the calculating efficiency. 
Generally, we may meet forces are inherently divided into several parts due to the 
great difference between each part. For systems aren’t naturally divided, we usually use 
the following methods. 
WCA approximation method is a general subdivision method. Consider a simple 
molecular system, if we define mr  as the position of the minimum of pair potential, then 
the subdivision can be given as follows, 
)()()( rVrVrV ls +=                                                                  (2.179) 
Where, 
     
⎩⎨
⎧
≥
≤−=
m
mm
s rr
rrrVrV
rV
,0
),()(
)(                                        (2.180) 
And 
    
⎩⎨
⎧
≥
≤=
m
mm
l rrrV
rrrV
rV
,)(
),(
)(                                   (2.181) 
So that the corresponding forces are, 
     
⎩⎨
⎧
≥
≤=
m
m
s rr
rrrF
rF
,0
)(
)(                                    (2.182) 
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As we can see, the choice of subdivision leads to a considerable reduction in 
calculating time over standard methods, but may cause some errors. Because the long-
range forces could be also very large in the neighborhood of mr . In this case, we must 
decrease mr  to ensure the integration of equations of motion. 
Switching Function is another flexible subdivision method that is generally used 
is Switching Function. Here, we define Switching Function )(rs , 
            1)(0 ≤≤ rs                                                                               (2.184) 
It varies monotonically as r increases. So the forces can be written in the form, 
            [ ] )()(1)()()( rFrsrFrsrF −+=                                               (2.185) 
Then the short and long-range components for forces are, 
            [ ]⎩⎨
⎧
−=
=
)()(1)(
)()()(
rFrsrF
rFrsrFs                                                              (2.186) 
One can vary the position of the inflection points and width of )(rs  to minimize 
the computing time for a given model. 
 
2.4 Universal Force Field (UFF) 
2.4.1 Introduction  
 
A force field is used to calculate the energy and geometry of a molecule. It is a 
collection of atom types (to define the atoms in a molecule), parameters (for bond lengths, 
bond angles, etc.) and equations (to calculate the energy of a molecule). In a force field a 
given element may have several atom types. For example, ethylbenzene contains both 
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sp3-hybridized carbons and aromatic carbons. sp3-hybridized carbons have a tetrahedral 
bonding geometry, while aromatic carbons have a trigonal bonding geometry. The C-C 
bond in the ethyl group differs from a C-C bond in the phenyl ring, and the C-C bond 
between the phenyl ring and the ethyl group differs from all other C-C bonds in 
ethylbenzene. The force field contains parameters for these different types of bonds. 
Some of these parameters are given below. The total energy of a molecule is divided into 
several parts called force potentials, or potential energy equations. Force potentials are 
calculated independently, and summed to give the total energy of the molecule. Examples 
of force potentials are the equations for the energies associated with bond stretching, 
bond bending, torsional strain and van der Waals interactions. These equations define the 
potential energy surface of a molecule. 
R vdw elE E E E E Eθ φ= + + + +      (2.187) 
I will briefly describe the each type of energy in the following text.  
Energy due to Bond Stretching: Whenever a bond is compressed or stretched the 
energy goes up. The energy potential for bond stretching and compressing is described by 
an equation similar to Hooke’s law for a spring, except a cubic term is added. This cubic 
term helps to keep the energy from rising too sharply as the bond is stretched.  
Energy due to Bond Angle Bending: As angles are bent from their norm the 
energy increases. The potential function below works very well for bends of up to about 
10 degrees. To handle special cases, such as cyclobutane, special atom types and 
parameters are used in the force field. 
Energy due to Stretch-Bend Interactions: When a bond angle is reduced the two 
bonds forming the angle will stretch to alleviate the strain. To handle phenomena such as 
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this, cross term potential functions are introduced. Cross term potential functions take 
into account at least two terms such as bond stretching and bond bending.  
Energy due to torsional strain: intramolecular rotations (rotations about torsion or 
dihedral angles) require energy. For example, it takes energy for cyclohexane to go from 
the chair conformation to the boat conformation. The torsion potential is a Fourier series 
that accounts for all 1-4 through-bond relationships. 
Energy due to van der Waals Interactions: The van der Waals radius of an atom is 
its effective size. As two non-bonded atoms are brought together the van der Waals 
attraction between them increases (a decrease in energy). When the distance between 
them equals the sum of the van der Waals radii the attraction is at a maximum. If the 
atoms are brought still closer together there is strong van der Waals repulsion (a sharp 
increase in energy). 
Energy due to Dipole-Dipole Interactions: In some force fields electrostatic 
interactions are accounted for by atomic point charges. In other force fields, such as 
MM2 and MMX, bond dipole moments are used to represent electrostatic contributions. 
The energy is calculated by considering all dipole-dipole interactions in a molecule 
according to Columbus’s Law. If the molecule has a net charge (e.g., NH4+), charge-
charge and charge-dipole calculations must also be carried out. But we could not use UFF 
paper to calculate it. We will discuss it in the following part. 
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2.4.2 Universal Force Field 
 
The parameters used to generate the Universal force field include a set of 
hybridization dependent atomic bond radii, a set of hybridization angles, van der Waals 
parameters, torsional and inversion barriers, and a set of effective nuclear charges. [31] 
The atom types are the elements in the Universal force field periodic table. The 
atoms of the same type may only be similar chemically and physically, so they can be 
treated identically in the force field. In Rappé’s UFF paper, 126 atom types are reported. 
The universal force field describes the bond stretch interaction as either a 
harmonic oscillator: 
( )2, ,2i jR i jkE r r= −        (2.188) 
or as the Morse function: 
( ) 21IJr rR IJE D e
α− −⎡ ⎤= −⎣ ⎦       (2.189) 
Where IJk  is the force constant, IJr  is the standard or natural bond length, IJD  is the 
bond dissociation energy, and 
1
2
2
IJ
IJ
K
D
α ⎡ ⎤= ⎢ ⎥⎣ ⎦         (2.190) 
 The Morse function is a more accurate description since it implicitly includes 
harmonic terms near equilibrium IJr  and leads to a finite energy IJD for breaking bonds. 
The natural bond length IJr  is assumed to be the sum of atom type specific single 
bond radii, plus a bond order correction, plus an electro negativity correction: 
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IJ I J BO ENr r r r r= + + +        (2.191) 
The single bond radii Ir  for H, C, N, and O were obtained by fitting a small set of 
organic molecules. 
In UFF, the angle bend term is described with a small cosine Fourier expansion in 
θ : 
0
cos
m
IJK n
n
E K C nθ θ
=
= ∑       (2.192) 
Where the coefficients nC , are chosen to satisfy appropriate boundary conditions 
including that the function have a minimum at the natural bond angle 0θ . The simple mine 
Fourier expansion was chosen over the more common harmonic inθ  expansion because 
of the better description of large amplitude motions as found in molecular dynamics 
simulations. 
General Fourier expansions are employed in the Universal force field to describe 
all angular distortions because the expansions can be constructed (1) to have derivatives 
that are singularity free, (2) to have the appropriate distortions for the large amplitude 
motions found in molecular dynamics simulations, and (3) so that the nC  coefficients can 
be straightforwardly chosen to satisfy appropriate, physically justified, boundary 
conditions. 
The torsional terms for two bonds IJ and KL connected via a common bond JK is 
described with a small cosine Fourier expansion inφ : 
0
cos
m
IJKL n IJKL
n
E K C nφ φ
=
= ∑       (2.193) 
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Where IJKLK  and the coefficients nC  are determined by the rotational barrier Vφ , the 
periodicity of the potential, and the equilibrium angle. For a given central J-K bond, all 
torsions about this bond are considered, with each torsional barrier being divided by the 
number of torsions present about this J-K bond. 
Nonbonded interactions (van der Waals forces) are included in the Universal 
force field. A Lennard-Jones 6-12 type expression is used: 
6 12
2 IJ IJvdw IJ
x xE D
x x
⎧ ⎫⎪ ⎪⎡ ⎤ ⎡ ⎤= − +⎨ ⎬⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎪ ⎪⎩ ⎭
     (2.194) 
Where IJD  is the well depth in kcal/mol and IJx  is the van der Waals bond length. The 6-
12 Lennard-Jones form is chosen over an exponential-6 form (discussed below) for its 
numerical stability; the exponential-6 form blows up for small internuclear separations. 
Conventionally, the general IJx  and IJD  are obtained from the homonuclear 
parameters through the use of combination rules. The choice of combination rules for the 
Lennard-Jones distances is somewhat problematic. The use of an arithmetic mean for the 
Lennard-Jones distance,Use of a geometric mean combination rule for distance 
IJ I Jx x x=         (2.195) 
facilitates summation of van der Waals terms for crystalline systems. The molecular 
parameters (distances, angles, inversion barriers, and torsional barriers) are developed 
here using geometric distance combination rules. 
The valence parameters discussed in the above sections were obtained without 
partial charges. When included, UFF paper calculates electrostatic interactions by: 
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332.0637 i jel
ij
Q QE Rε
⎛ ⎞= ⎜ ⎟⎝ ⎠        (2.196) 
iQ  And jQ are charges in electron units, ijR  is the distance in Angstroms, and ε  is the 
dielectric constant. The default dielectric constant is 1 for UFF and no distance cutoff is 
used. 
 In our simulation, we used Ewald Summation to calculate the energy and force 
contribution from electrostatic, which we have discussed before. Because the equation 
given in UFF paper is only a approximation experience function. More precisely, we 
employ Ewald Sum to calculate both intra and intermolecular electrostatic reaction, 
though it is time-consuming for simulation. 
 There is some misuse for UFF. The worst and most common misuse of UFF is 
that the mechanics calculations are carried out in conjunction with partial atomic charges. 
UFF was not designed for simulating partial charge systems. Despite the suggestions by 
some software developers, partial charges should not be used with the Universal Force 
Field. You’ll end up having terrible trouble if you do.  
Another thing we should point out is that UFF is often used to model biological 
systems. As important and exciting as these kinds of simulations are, the Universal Force 
Field was never designed or benchmarked for peptides, proteins or nucleic acids. The 
published force field lacks H-bonding terms. Commercial versions of UFF may well have 
been “modified” to include H-bonding. But it is not verified that it is good to apply it. 
The equations, parameters and benchmarks for H-bonds in modified UFF have not been 
proved. 
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2.5 Vapor-Liquid Equilibrium (VLE) 
2.5.1 Introduction 
 
The molecular simulation of the thermodynamic properties of fluid mixtures is 
receiving increasing attention, also due to the rapid development of fast and cheap 
computers. Inmolecular simulations, for example Monte Carlo simulations and Molecular 
Dynamics, the thermodynamic properties of a fluid are determined from information on 
the pair potential between the encountered molecules. 
However, as already for small molecules the pair potentials are rarely known, it is 
state of the art to use “effective” pair potentials. In expressions for the “effective” pair 
potential some more or less adequate approximations are applied to account for e.g. 
electrostatic or van der Waals interactions between several sites of the molecules in 
separate contributions. In the literature, a great variety of intermolecular pair potentials 
for various substances are stated. Especially water has been the subject of numerous 
examinations, but effective pair potentials are also available for many other polar and non 
polar substances. The final expression for the “effective” intermolecular pair potential 
contains some adjustable parameters that have to be fitted to some experimental data, as 
e.g. the vapor pressure or the liquid density of the pure component. These optimization 
procedures require a method to link the pair potential to macroscopic thermodynamic 
properties. 
Molecular simulation methods, as e.g. Monte Carlo simulations or Molecular 
Dynamics simulations offer the possibility to obtain information on the thermodynamic 
behavior of model fluids interacting with “effective” pair potentials. In this connection, 
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the simulation of fluid phase equilibrium is of particular interest. Techniques like e.g. the 
NVT Ensemble and NPT-Gibbs Ensemble method or alternative implementations allow 
the determination of the phase coexistence curve of fluids from the intermolecular 
potential. 
 
2.5.2 Simulation VLE with MD 
 
There are deficiencies with the Monte Carlo methods as mentioned by Gelb and 
Müller. [32] Equilibration is difficult to achieve when simulating dense phases because of 
the poor statistics associated with the insertion or deletion steps.  The Monte Carlo 
methods are difficult to apply to systems containing very complex molecules without 
substantial modifications, and are also difficult to implement on parallel computers. 
J. Fern and D. Keffer also have got these two methods compared. [33] Simulating 
VLE with MD in the canonical ensemble (N,V,T) can overcome these three limitations 
since there is no particle insertion or deletion.  Also, complex fluids are routinely handled 
and MD codes are particularly amenable to use MPI machine to simulate. Perhaps more 
importantly, MD simulations allow for the investigation of interfacial properties such as 
molecule orientation, diffusion of molecules through the interface, and thickness of the 
interface by simulating the interface.  We can get the dynamics of interface formation in 
MD simulations. The molecular dynamics simulations can be easily extended for use in 
investigating the triple point of a species, while Monte Carlo has no such function.  
During the past decade, many methods have been developed to simulate VLE 
with Molecular Dynamics. There are two different ways developed to study VLE with 
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MD: Temperature Quench Molecular Dynamics (TQMD) and Volume Expansion 
Molecular Dynamics (VEMD). Compared with Monte Carlo style simulations, both of 
the methods are of comparable precision. [34-35] 
Temperature Quench Molecular Dynamics allowed for the simulation of the 
liquid and vapor phases in the same simulation cell.  The system is equilibrated at a 
temperature above the critical temperature and density then suddenly cooled to a region 
of mechanical and thermodynamic instability.  The system then separates into liquid and 
vapor phases separated by an interface.  
Volume Expansion Molecular Dynamics also allowed for the simulation of the 
vapor and liquid phases to be simulated in the same cell.  The method is analogous to a 
piston experiment where a volume of liquid is suddenly expanded to give liquid and 
vapor phases.  The VEMD model starts as an equilibrated liquid then the simulation cell 
is suddenly expanded to give a density in the unstable region along the line of rectilinear 
diameters. The system then separates into vapor and liquid phases separated by an 
interface.  
Comparison of TQMD, VEMD, and GEMC has been done in the past few years. 
[36] In this work, Martínez-Veracoechea and Müller simulated the VLE and VLLE of pure 
and binary Lennard-Jones fluids and the VLE of pure eicosane.  The simulations 
attempted to obtain values for the liquid and vapor densities before the planar interface 
had occurred. They found the methods to be of comparable precision and report obtaining 
density values within their prescribed tolerance for TQMD within fewer steps than 
VEMD.  
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3. Case Study and Simulation Results 
3.1 Ewald Summation Simulation 
3.1.1 Simulation Environment 
 
As stated in the preceding chapter, several factors should be considered when 
choosing Ewald parameters:  
• System size N. Larger systems may require a larger Ewald convergence 
parameter, κ , and/or, cutoffR , to limit the number of pair-wise interactions 
so that the real-space sum converges faster.  
• Desired accuracy. Choosing a larger cutoffR or maxk , which is the integer 
defining the summation range in the reciprocal-space and its number of 
vectors, will yield more accurate results; however it may be time 
consuming. 
• CPU time. A larger κ  means less work is done in the real sum, which is 
commonly the time consuming part. 
• Cutoff radius. The smaller cutoffR , the larger κ  is needed for the real space 
sum to converge rapidly with a reasonable number of n-vectors. 
Based on these factors, the effects of the parameters on the simulation were 
investigated in a small system. The system contained 512 particles, which included 216 
negative partial charges and 216 positive partial charges. The total charge was neutral. 
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Instead of cubic cells, arbitrary shapes of the cells were used. This made the code 
more general than former codes. Here, Ues stands for the electrostatic energy. minL stands 
for the smallest side length and maxL stands for the largest side length. All the codes were 
programmed by FORTRAN 90 with MPI function.   
 
3.1.2 Optimization Parameters for Ewald Summation 
 
Both Figure 3.1 and Figure 3.2 show the electrostatic energy as a function of the 
maximum radial dimension for images in k-space, maxk . However, different side lengths 
of the unit cell were used for each case: the result from using the smallest side length was 
shown in Figure 3.1 and the result from using the largest side length was shown in Figure 
3.2.  From Figure 3.1 and Figure 3.2, it can be concluded,  
1) If minL L= , Ues increased with maxk  increasing. Ues reached steady values 
when maxk  was larger than 20. When maxk  was 70, the program aborted. 
2) Similarly, if maxL L= , Ues also increased with maxk  increasing. Ues reached 
steady values when maxk  was larger than 40. When it maxk  was 130, the 
program aborted. 
3) From Figure 3.1 and Figure 3.2, it can be concluded that either choice 
worked if the maxk  was large enough. 
4) Compared maxL L= , smaller maxk  was needed to reach equilibrium state 
for minL L= . The simulation time increased with maxk  increasing. Therefore, 
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Figure 3.1 Electrostatic Energy as a function of maxk  ( minL L= ) 
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Figure 3.2 Electrostatic Energy as a function of maxk  ( maxL L= ) 
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considering the computational efficiency and accuracy, minL L=  was used in 
our codes. 
Figure 3.3 shows the electrostatic energy as a function of κ . Figure 3.4 shows the 
simulation time as a function of maxk . 
It is easy to see from Figure 3.3 that the electrostatic energy did not change with 
κ  increasing when κ  was larger than 26. The range for good simulation results is 21~24. 
As shown in Figure 3.4, CPU time increased with maxk  increasing. Generally 
speaking, the precision of electrostatic energy increases with maxk  increasing. Thus, there 
was an optimized maxk  value for the system.  
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Figure 3.3 Electrostatic Energy as a function of κ  
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Figure 3.4 Simulation time as a function of maxk  
 
To get the optimized maxk  value for the system, the following simulations were 
performed. 
Figure 3.5 shows the precision of electrostatic energy as a function of maxk  with 
choosing different κ  expression. The precision was decided by the magnitude of the 
difference between the simulating energy that was closest to the real value and the 
simulation results for different cases. Figure 3.6 shows the Electrostatic energy as a 
function of maxk  with choosing different κ  expression.  
Considering the computational efficiency and accuracy, the best expression for κ  
is min5.0 Lκ =  and the optimized value for maxk  is 25. 
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Figure 3.5 The precision of electrostatic energy as a function of maxk  with choosing 
different κ  expression 
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Figure 3.6 Electrostatic energy as a function of maxk  with choosing different κ  
expression  
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3.2 MTS--Reference System Propagator Algorithm 
(RESPA) Simulations 
 
In Chapter 2, both two-time-scale and three-time-scale Reference System 
Propagator Algorithms (RESPA) were derived for every kind of ensembles. It allows us 
to simulate molecular systems very accurately and efficiently.  
To demonstrate the efficiency of the Multiple Time Steps (MTS) algorithm, the 
two-time-scale Reference System Propagator Algorithms (RESPA) code was performed 
to simulate a system of canonical ensemble (N,V,T) .  
The objective system consisted of two types of particles. The total number for 
particles was 512: 216 particles had unit negative charges and the other 216 particles had 
unit positive charges. The cutoff distance was 15 Å. 2.0 fs was used for the small time 
scale. Initially, the system temperature was set as 300K.  For the frequency of Nose-
Hoover thermal inertial parameter, 1.0x10-5 fs-1 was used. 
For the Ewald Summation parameters, the value of the maximum radial 
dimension for images in r-space was set as 10 and the convergence parameter for Ewald 
sum for Ewald was set as 1.0 Å-1.  
To simplify the case, cubic cell was used for demonstration. n was the ratio 
between the big time scale and the small time scale. 
Figure 3.7 shows the system Hamiltonian as a function of the time scale ratio, n . 
From this figure, is easy to see that the total Hamiltonian was quite stable when n  varied 
from 1 to 20. This robustness allowed us to use large time scale ratios, which saved a lot 
of simulation time. 
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Figure 3.7 Hamiltonian as a function of n  
 
Figure 3.8 shows system Hamiltonian standard deviation as a function of the time 
scale ratio, n . 
 Obviously, the Hamiltonian standard deviation increased with n  increasing. 
Especially when n  was greater than 10, the Hamiltonian standard deviation increased 
dramatically. Thus the optimized value for n  was less than 10 for this system. Generally, 
n is between 5 and 10 from the references. 
Figure 3.9 shows the system temperature varied with time scale ratio, n .  
It can be seen from the figure, the system temperatures fluctuated around 300 K. 
Since the system temperature was set as 300K initially, the simulation results were 
reasonable. 
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Figure 3.8 Hamiltonian Standard Deviation as a function of n  
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Figure 3.9 System temperatures as a function of n  
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Figure 3.10 CPU time as a function of n  
 
Figure 3.10 shows the CPU time as a function of the time scale ratio, n . It is easy 
to see that the simulation time was almost cut to half when n  went to 5.  
For the systems consisting of more complicated molecules, there are large 
differences for the frequencies of interactions. The simulation time can be greatly 
reduced by applying MTS methods. 
 
3.3 Case Study 
3.3.1 Introduction for Case Study 
 
As a common material, ethanol has been thorough studied by experiments through 
the history. [37-39] But for the molecular level simulation, few reports have been found. 
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Most of the simulation models related to ethanol are about the multiphase equilibrium for 
the mixers. [40]  
In our study, the Canonical Ensemble (N,V,T) for ethanol system was simulated 
by Volume Expansion Molecular Dynamics (VEMD) method. It has been described 
clearly in J. Fern and D. Keffer’s work.  
Initially, a cubic volume (aspect ratio 1:1:1) at the temperature of interest and a 
liquid density outside the two phases envelope were simulated.  
After a preliminary equilibration of 10 ps, the simulation box was instantly 
expanded to an aspect ratio of 1:1:5.2 by one-dimensional.  The system was then allowed 
to equilibrate till the systems reached a relative equilibrium state.  Data was then 
collected at the relative equilibrium state. 
The method of calculating the densities of the liquid and vapor phases differed in 
some ways from previous algorithms. A one-dimensional histogram of density was 
generated along the long axis of the simulated volume.  At each sampling point, the 
histogram was inverted to give a distribution function of densities among the bins.  
The two maxims (one necessarily below and one necessarily above the bulk 
density) in the density distribution were then located.  
 Once the maximum in the density distribution corresponding to the liquid phase 
was found, an average liquid density was calculated by integrating over the density 
distribution from a set lower limit to infinity.  (In other words, any density distribution 
above the liquid maximum was considered as a liquid.)  The lower limit of integration 
was determined by identifying as liquid any bins immediately beneath the maximum, 
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with a probability at least 95% of the maximum peak value.  This was included to 
account for the possibility that our discrete distribution might split the density peak.   
The gas phase was identified in an analogous manner, using the peak in the 
density distribution below the average density.  
The lower limit of integration was zero.  The upper limit of integration for the 
vapor phase was determined in the same way that the lower limit of integration for the 
liquid phase was chosen.   
These integrations were performed at every sampling point, so that the mean 
values and standard deviations were able to be reported basing on these instantaneous 
values.  
Two simulations were performed at each temperature.  The first simulation was 
the two-phase NVT simulation as described above. The key information obtained from 
this simulation was the density of the liquid and vapor phases. To calculate the vapor 
pressure, the second simulation was performed for a vapor phase of NVT ensemble at the 
same temperature. The key output from the vapor simulation was the vapor pressure. 
During this procedure, we did not consider the partial charges on each atom.  
3.3.2 Simulation Environment 
 
In this study, molecular dynamics simulations were conducted on Lennard-Jones 
ethanol in the canonical (N,V,T) ensemble, using FORTRAN 90 with MPI code to 
program and describe the systems.   
The Nosé-Hoover thermostat, which has been proved to generate trajectories in 
the canonical ensemble, was used to maintain temperature.  
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The equations of motion were integrated by using Reference System Propagator 
Algorithm (RESPA) with a small time step of 0.2 fs, and 2 fs for the middle time step and 
long time step.  
Standard periodic boundary conditions and minimum image convention were also 
used in the program.  
To calculate intramolecular interactions, the parameters from UFF paper were 
used. Figure 3.11 shows the molecular structure of ethanol.  
Table 3-1 gives the basic atom data for ethanol. Table 3-2 gives the natural bond 
angles for bond bending. Table 3-3 shows Sp3 torsion barrier parameters for bond torsion. 
All data were from UFF paper. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.11 Molecular structure for ethanol 
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Table 3.1 Atom data for ethanol 
 
Valence 
 
 
Nonbond 
 
 
Atom 
Type Bond 
Ir (Å) 
Angle 
0θ (Degree)
Distance 
Ix (Å) 
Energy 
ID (Kcal/mole)
Scale 
ζ  
 
Effective 
Charge 
IZ (Charge)
H_ 0.354 180.0 2.866 0.044 12.0 0.712 
C_3 0.757 109.47 3.851 0.105 12.73 1.912 
O_3 0.658 104.51 3.500 0.060 14.085 2.300 
 
 
 
Table 3.2 Natural bond angles for bond bending 
 
Bending Type 
 
 
C_3-C_3-O_3 
 
H-C_3-O_3 
 
C_3-O_3-H 
 
C_3-C_3-H 
Natural Bond 
Angle, 
0θ (Degree) 
 
109.47 
 
109.47 
 
104.51 
 
 
109.47 
 
 
 
Table 3.3 Sp3 Torsion Barrier Parameters for bond torsion 
Atom Type C_3 O_3 
Torsion Barrier 
IV (Kcal/mole) 
 
2.119 
 
0.018 
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For both the two-phase equilibrium and one-phase simulations, 2744 ethanol 
molecules were simulated. The cut-off distance was 20 Angstroms. The large cut-off was 
required since it was not possible to use the traditional long-range correction factor to 
calculate the energy and pressure due to the inhomogeneous nature of the system.  
The interval for updating the neighbor list in terms of long time steps was set as 2 
and neighbor list cut-off was set as 23. Here 1.0d-04 (1/fs) was used for frequency of 
Nose-Hoover thermal inertial parameter.  
A volume (aspect ratio of 1:1:5.2) was simulated at temperatures below the 
critical temperature (514 K). Since the partial charge interaction was not considered, the 
actual critical temperature from the simulation was somewhere around 400K. So the 
simulation temperatures started from 300K and followed by 330K, 360K, 375K, 390K 
and 400K.  
The choice of the volume shape imposed a preferential orientation for the 
interface. After a preliminary equilibration of 10 ps, the set point of the Nosé-Hoover 
thermostat was instantly changed. The system then equilibrated until it got relative stable 
state, and data was then collected after that.  
The presence of the Nosé-Hoover thermostat was intended as a small perturbation 
to the Hamiltonian and resulting symplectic equations of motion.  
All reported mean values and standard deviations of the properties were generated 
using block averages. 
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3.3.3 Simulation Results  
 
All the simulations for this case study were time-consuming. Most of simulations 
need several days. Also because of the time limitation for each job was 12 hours, relay 
technique was used for the simulations. Therefore, the graphics that related to simulation 
steps shown here were the last simulations achieved at the temperature point, which 
means there were lots of simulation steps before the final relative stable states were 
obtained.  
If the densities of the vapor and the liquid did not change much after some 
simulation steps, the systems was regarded in steady states. 
1. Simulation results for the system at 300K 
Figure 3.12 shows the histogram of density distribution at 300K. Figure 3.13 
shows the vapor densities as a function of simulation time and Figure 3.14 shows the 
liquid densities as a function of simulation time.  
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Figure 3.12 Histogram of density distribution (T=300K) 
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Figure 3.13 Vapor densities as a function of time (T=300K) 
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Figure 3.14 Liquid densities as a function of time (T=300K) 
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From Figure 3.12, it is easy to see that the left peak was the vapor phase and the 
right peak was the liquid phase. The two middle peaks were due to the interface. There 
are two interfacial peaks because the system is periodic and has two interfaces. 
 This fact, coupled with the discrete size of the sampling bins in the spatial 
dimension result in two peaks.  One can understand this in the following way. Consider 
that one of the interfaces is located in a bin that is X% vapor and (1-X)% liquid.  While 
the other interface is located in a bin that happens to be Y% vapor and (1-Y)% liquid. In 
general X will not equal Y and we have two interfacial peaks. In other words, the two 
interfacial peaks are purely an artifact of the discrete size of the bins used in the sampling 
technique. One could, of course, reduce the size of the bins in order to obtain finer spatial 
resolution and eliminate this problem. However, the bins must contain statistically 
significant numbers of molecules in order to generate statistically reliable results. Thus, 
we are caught between competing effects. We need small bins for fine spatial resolution 
and large bins for good statistics. For the system sizes examined here, containing a few 
thousand molecules, we did not find a satisfactory compromise.   
One additional way to think of this is to consider the two asymptotic limits in 
terms of bin sizes.  The largest bin we can have is that of the entire simulation box, which 
contains liquid, vapor, and interface.The density histrogram using one bin will have a 
delta peak at the bulk density. The histogram will contain no information about vapor or 
liquid densities. At the opposite extreme, we can consider an infinite number of bins.  In 
this case, bins contain either 0 or 1 molecules. Therefore, the distribution based on an 
infinite number of bins contains two delta peaks, one at zero (from bins with no 
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molecules) and one a finite value (from bins with one molecule). Again, no information 
regarding the liquid and vapor densities is contained in the histogram. It happens that in 
intermediate values of bin sizes, one can obtain some approximate information from the 
density histogram regarding the vapor and liquid densities, but the entire procedure is 
flawed and the data obtained is subject to those flaws. This evidence strongly motivates a 
bin-free sampling technique, which is suggested as future work. 
From the Figure 3.12 and Figure 3.13, it can be seen that the density did not 
change much with simulation time increasing. It means the system reached an 
equilibrium state. The vapor and liquid densities from this output file can be used for the 
following calculation. 
2. Simulation results for system at 330K 
 
Figure 3.15 to Figure 3.17 were the simulation results for the system at 330 K.    
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Figure 3.15 Histogram of density distribution (T=330K) 
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Figure 3.16 Vapor densities as a function of time (T=330K) 
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Figure 3.17 Liquid densities as a function of time (T=330K) 
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Figure 3.15 shows the histogram of density distribution. Figure 3.16 and Figure 
3.17 shows the vapor densities and the liquid densities as a function of simulation time.  
As shown in Figure 3.15, the left peak was the vapor phase and the right peak was 
the liquid phase. The middle peak was interface. Compared with Figure 3.12, one peak 
was obtained for interface, which was caused by the way we decided the phases and bins.  
From the Figure 3.16 and Figure 3.17, it is easy to see that the densities did not 
change much with simulation time, which means the system reached an equilibrium state.  
From Figure 3.17, we begin to see that two liquid densities are returned from this 
simulation.  These two discrete values are again purely an artifact of the discrete bin 
sampling technique. Ideally, we require a new sampling technique, which can eliminate 
these artifacts. 
3. Simulation results for the system at 360K 
 
Figure 3.18 to Figure 3.20 were the simulation results for the system at 360 K.    
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Figure 3.18 Histogram of density distribution (T=360K) 
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Figure 3.19 Vapor densities as a function of time (T=360K) 
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Figure 3.20 Liquid densities as a function of time (T=360K) 
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Figure 3.18 shows the histogram of density distribution. Figure 3.19 shows the 
vapor densities as a function of simulation time and Figure 3.20 shows the liquid 
densities as a function of simulation time.  We again see the discrete bin sampling 
artifacts in both the density histogram (3.18) and the liquid density (3.20). 
It is easy to know from Figure 3.18 that the left peak was the vapor phase and the 
right one was the liquid phase. The middle two peaks were interface. Compared with 
Figure 3.15, both the gas peak and the liquid peak moved closer to the interface peaks. 
From the Figure 3.19 and Figure 3.20, it is easy to obtain that the density did not 
change much with simulation time, which means the system reached a relative 
equilibrium state.  
The abnormal point in Figure 3.20 was caused by relay code.   
4. Simulation results for the system at 375K 
 
Figure 3.21 to Figure 3.23 were the simulation results for the system at 375 K.    
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Figure 3.21 Histogram of density distribution (T=375K) 
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Figure 3.22 Vapor densities as a function of time (T=375K) 
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Figure 3.23 Liquid densities as a function of time (T=375K) 
 
 114
Figure 3.21 shows the histogram of density distribution. Figure 3.22 shows the 
vapor densities as a function of simulation time and Figure 3.23 shows the liquid 
densities as a function of simulation time. 
From Figure 3.21, it can be seen that interface peak became wide spread between 
gas phase and liquid phase. Similarly, the left peak was the vapor phase and the right one 
was the liquid phase.   From Figure 3.22 and Figure 3.23, it is easy to see that the 
densities did not fluctuate much with simulation time increasing. The system reached 
steady state.  From Figure 3.23, it seems that there were two density values for the liquid. 
This may be also caused by the way we decided the phases and the bins. The way we 
decided the liquid density needs to be adjusted. But the data was not used for the 
following calculation, so it did not affect the final results.    
5. Simulation results for the system at 390K 
Figure 3.24 to Figure 3.26 were the simulation results for the system at 390 K.    
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Figure 3.24 Histogram of density distribution (T=390K) 
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Figure 3.25 Vapor densities as a function of time (T=390K) 
 
 
 
0. 00E+00
5. 00E- 04
1. 00E- 03
1. 50E- 03
2. 00E- 03
2. 50E- 03
3. 00E- 03
3. 50E- 03
4. 00E- 03
25000 35000 45000 55000 65000 75000 85000 95000
Ti me( Si mul at i on St eps)
Liq
uid
 De
nsi
ty(
mol
ec/
A^3
)
 
Figure 3.26 Liquid densities as a function of time (T=390K) 
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From Figure 3.24, it can be seen that there was almost only one peak for the 
whole system. The system was close to the critical point. 
From the Figure 3.25 and Figure 3.26, it can be concluded that the densities for 
the gas and the liquid fluctuated with simulation time increasing, since it became harder 
to separate the phases when the temperature was approaching the critical temperature.  
6. Simulation results for the system at 400K 
Figure 3.27 to Figure 3.29 were the simulation results for the system at 400 K.   
Figure 3.27 shows the histogram of density distribution. Figure 3.28 shows the vapor 
densities as a function of simulation time and Figure 3.29 shows the liquid densities as a 
function of simulation time. 
Compared with Figure 3.24, it became totally one peak for the whole system. The 
system was above the critical point. 
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Figure 3.27 Histogram of density distribution (T=400K) 
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Figure 3.28 Vapor densities as a function of time (T=400K) 
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Figure 3.29 Liquid densities as a function of time (T=400K) 
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Figure 3.30 shows the phase diagram for the simulation data. To decide the 
critical point, the upper limit and lower limit for the critical density can be calculated 
from the histograms of density distribution at temperatures of 390 K and 400 K. It can be 
obtained from Figure 3.24 that the first nonzero point from left was the lower limit for 
390 K and the first nonzero point from right was the upper limit for 390 K. Therefore the 
density range for 390 K was (8.08E-04, 4.04E-03). Similarly, it is easy to obtain that the 
density range for 400 K was (8.08E-04, 3.64E-03). The critical density must fall into 
these two ranges.  The obvious inability of these simulations to precisely determine the 
critical point is due at least in part to the discrete bin sampling technique.  Again, moving 
to a bin free algorithm could partially alleviate this imprecision. 
Multivariate Newton Raphson method was used with MATLAB code to fit the 
data. The calculated critical point was (0.03, 387.03), which means the critical density  
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Figure 3.30 Phase diagram from simulation results 
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was 0.03 (molecular/Å^3) and the critical temperature was 387.03 K. The simulation 
critical density fell into the ranges of 300 K and 400 K. 
As shown in Figure 3.24, the peak was not totally unique, which means there was 
not complete one phase at this temperature. But it was very close to one-phase critical 
state. So the critical temperature must be a little bit higher than 390 K.  
However, since the method used to manipulate the phase curve may give some 
error, the maxim point from the simulation may also have some error.  
Comparing the simulation results with the expected results, the difference was 
very small. Therefore the simulation results were acceptable. 
Table 3.4 shows simulation vapor and liquid densities and their standard 
deviations at different temperatures. Figure 3.31 show the pressure as a function of 
temperature. To compare the simulation results with the experiment data, this graph must 
be converted to reduced property diagram. 
 
 
 
Table 3.4 Simulation vapor and liquid densities and their standard deviations at different 
temperatures 
 
Temperature 
(K) 
Vapor Density 
(molec/A^3) 
Standard 
Deviation of 
Vapor Density 
Liquid 
Density 
(molec/A^3) 
Standard 
Deviation of 
Liquid Density 
300 1.29E-04 3.90E-06 8.37E-03 9.76E-05 
330 2.84E-04 1.30E-05 7.54E-03 1.80E-04 
360 5.68E-04 1.96E-05 6.28E-03 2.73E-04 
375 9.43E-04 2.20E-05 5.32E-03 6.75E-04 
390 1.38E-03 1.39E-04 2.67E-03 2.68E-04 
400 1.58E-03 1.23E-04 2.39E-03 1.35E-04 
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Figure 3.31 Pressure (bar) as a function of temperature (K) 
  
To calculate the critical pressure, the simulation data need to be fitted as a form of 
Antoine Equation: 
( )log BP A
T C
= − +        (3.1) 
Where P is vapor pressure (bar) and T is system temperature (K). A, B and C are Antoine 
constants. Excel was used to manipulate the data and get A = -493.218, B = 189.281 and 
C =-0.1213. Then the calculated critical pressure, cP , at critical temperature 387.03 K was 
45.85 bars. 
Table 3.5 gives the calculating data for one-phase vapor simulation pressures at 
difference temperatures. It was easy to plot the reduced property diagram from the table. 
Figure 3.32 gives the reduced pressure as a function of reduced temperature. The 
“square” curve was from experiment data and the “diamond” curve was from the 
simulation results. 
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Table 3.5 One-phase vapor simulation pressures at difference temperatures 
 
Temperature (K) Pressure (bar) T/Tc P/Pc 
300 5.40E+00 0.583771 8.57E-02 
330 1.09E+01 0.642148 1.73E-01 
360 1.99E+01 0.700525 3.16E-01 
375 3.02E+01 0.729714 4.79E-01 
390 3.69E+01 0.758903 5.86E-01 
400 4.28E+01 0.778362 6.80E-01 
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Figure 3.32 Reduced pressures as a function of reduced temperatures 
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It was reported by W. V. Steele [41] that many researchers focused on the use of 
the Cox equation to represent the vapor pressure of the compound. However, it was soon 
realized that the Cox equation did not appear to extrapolate accurately to the critical 
point. Typical vapor-pressure measurements at NIPER end at p = 270 kPa where the 
reduced temperature r cT T T=  is usually in the range rT = 0.7 to 0.8. The Wagner 
equation form was made the vapor-pressure equation of choice: [42] 
( ) ( ) ( ) ( ){ }1.5 2.5 51ln 1 1 1 1r r r r
c r
p A T B T C T D Tp T
⎛ ⎞ ⎛ ⎞= − + − + − + −⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠  (3.2) 
Where r cT T T= . Since the critical pressure, cp , is a variable in the fitting procedure, and 
occasionally, even the critical temperature is not known because of sample 
decomposition below the critical point, several checks/criteria are performed to ensure 
thermodynamic consistency of the resulting Wagner representation of the measured 
values. Three criteria are used: (i) Waring's criterion; (ii) Ambrose's criterion; and (iii) 
Riedel's criterion. [43-45] 
The Waring criterion states there is a minimum ( )2. lnH z RT d p dTΔ Δ =  at rT  
= 0.85 or more generally 0.8 < rT  < 1.0. Of the three, the Waring criterion is the most 
rigid.  
Our simulation results showed that for Waring criterion states there was a 
minimum H zΔ Δ  at 0.88rT ≈ , which was consistent with the reference value. 
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4. Summary 
 
It is still very challenging to simulate systems including complicated molecules 
with partial charges on each atom. The bottleneck for this technique is the computation 
efficiency. Though there are some simplified models that are less time consuming, 
simplicity comes at the expense of losing accuracy.  
In our study, codes were developed to describe such kind of system efficiently 
and accurately. 
It is known that Ewald Summation is more exact method to calculate systems 
with charges, but its inefficiency is also obvious. To overcome its defect, many improved 
method were developed based on Ewald Summation. But unfortunately, most of the 
improved methods are related to some special systems. There are few generalized 
improved methods. In our codes, Ewald Summation was improved by using multiple time 
steps (MTS). The real part and the reciprocal part were calculated by different time scales. 
By doing this, the efficiency was greatly improved. 
Compared with simple molecule systems, the interactions in the complicated 
molecule systems, like chain molecular systems, are totally different. The interaction 
frequencies vary from 0.1 fs to dozens of fs. It is not a good way to look them as a whole 
by using the basic frequency. To solve this problem, intra and inter interactions were 
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divided into several types according to their frequencies. In this way, Multiple-Time-Step 
method (MTS) was easily applied to the system simulation. 
Compared with the normal MTS methods, Reference System Propagator 
Algorithm (RESPA) is time reversible. This reversible algorithm makes codes more 
stable. MTS codes based on RESPA algorithms were developed for several typical 
ensembles in our study. 
All the codes developed for each ensemble had been tested by different MPI 
platform.  
Currently, the completed code for every case with Ewald Summation is not done 
yet. Therefore in the case study, the MTS codes were tested without considering the 
partial charges that polarized on each atom.  
 
4.1 Conclusions 
4.1.1 Conclusions for the Ewald Summation 
 
1. Ewald Summation methods that evaluate the infinite sum will remain a 
favorable approach in the MD simulations as a well-established simulation 
technique. Also, the Ewald Sum is still considered more suitable for 
crystalline structures than any other method. 
2. How to choose the parameters for the Ewald Summation is very important. 
Larger systems require a larger κ and/or cutoffR to limit the number of pair-
wise interactions such that the real-space sum converges faster. 
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3. Choosing a larger cutoffR , maxn  or maxk may yield more accurate results, 
however the calculation is not efficient. 
4. Larger κ means less work done in the real sum, which is known to be the 
time consuming part. 
5. The smaller cutoffR , the larger κ is needed for the real space sum to 
converge rapidly with a reasonable number of n-vectors. In practice, the 
reciprocal sum is calculated more efficiently than the real sum, hence, κ is 
generally chosen to minimize the real sum and thus dictates the value 
of maxk . 
 
4.1.2 Conclusions for MTS (RESPA)  
 
1. MTS is an efficient way to deal with systems with multiple interactions, 
especially for systems with big differences in interaction frequencies.  
2. The small step scale is based on the most fast changed interactions. The 
long step scale depends on the ratio between the frequencies of the slowly 
changed interactions and the fast changed interactions. 
3. Integration method can be different for the MTS, but RESPA method 
gives more stable and accurate results. 
4. Switch function is a way to eliminate the error that may occur from MTS. 
The forms depend on the interactions.    
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4.1.3 Conclusions for case study 
 
1. Simulation results from the case study are reasonable compared with the 
experimental data. Therefore the codes are valid. 
2.  The critical values for ethanol are smaller than the reference data, since 
the interaction for the electrostatic charges was not included. 
3. Considering the calculation error, the critical values achieved here also fit 
for the curve form the reference.  
4. The simulation results shows that for Waring criterion states there is a 
minimum value for H zΔ Δ  at 0.88rT ≈ , which is consistent with the data 
from the reference, which means the program is valid and efficient.  
 
4.2 Future Research 
 
The final goal of our research was to develop codes that can efficiently (RESPA) 
simulate the two-phase (VLE) equilibrium of of polyatomic (UFF) molecules with 
charges (Ewald) for all kinds of ensembles.  The main limitation we have found is the 
problems associated with histogram sampling in the two-phase simulations.  Specifically, 
the method does not provide quantitative values near the critical point.  Also, the division 
of the spatial dimension of the simulation box into discretized bins is driven by a balance 
between small bins (required for fine spatial resolution) and large bins (required for good 
statistics).  We find that there is no satisfactory balance between these two competing 
effects for simulations with a few thousand molecules.  This result provides a strong 
motivation for the development of a new bin-free technique for VLE simulation. 
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