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Jägerstr. zw. 17 u. 19
52056 Aachen
Wichtiger Hinweis für den Benutzer
Der Verlag und der Autor haben alle Sorgfalt walten lassen, um vollständige und akkurate Informationen in diesem
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Pienie Zwitserlood & Jens Blte
ja … ich … äh … immer … äh … äh … denken … äh
... ihr? … ihr Buch … aha! … richtig! … dann immer
denken! … und … äh … sprechen … und … äh …
und … jemand … äh … zuhause … mein Mann und
ich … Einladung … äh … eingeladen … und ich … äh
… scht … äh … immer – ähäh … stumm! … äh …
Hemmungen! … und …. äh … Bekannten … nicht
mehr nicht mehr … Hemmung … aber … äh … im
… im Betrieb … äh … Hemmungen … und … äh …
(seufzt)
(aus Peuser, 1978)
Was ein Mensch mit einer Sprachstörung nicht
mehr kann, schnell und flüssig sprechen, problemlos
Worte finden für die Dinge, die man sagen möchte,
Sprache verstehen ohne Mühe und Anstrengung –
davon handelt dieses Kapitel.
Im Blickfang: Sprechen ohne Wörter? Ein Fallbeispiel aus der Aphasieforschung
11--1 Einleitung: Wrter als
Kernelemente der Sprache
Sprache ist eine der komplexesten Errungenschaften der
Menschheit. Sprache ist unser wichtigstes Kommunika-
tionsmittel. Täglich verbringen wir viele Stunden mit
Sprechen, Zuhören, Lesen und Schreiben. Sprache ist
meist Mittel zum Zweck, aber Psycholinguisten interes-
sieren sich gerade für dieses Mittel. Wie sprechen wir,
wie wird Sprache verstanden? Welche Vorgänge finden
wann und wo im Gehirn statt, welche Repräsentationen
sind für das Sprechen und Sprachverstehen unentbehr-
lich?
In diesem Kapitel befassen wir uns mit Wörtern, die
wir beim Reden mühelos zu Sätzen aneinanderreihen
und die uns in gesprochener oder geschriebener Form
tagtäglich begegnen. Zuerst beschreiben wir, was Wörter
eigentlich sind. In weiteren Abschnitten werden wir uns
mit den Lauten der Sprache und dem Wissen, welches
wir über die Wörter unserer Sprache (und anderer Spra-
chen) haben, befassen. Danach wenden wir uns dem Er-
kennen von Wörtern beim Hören und Lesen zu und be-
schreiben, was beim Sprechen von Wörtern abläuft. Je-
der nicht sprachgestörte Mensch kann sowohl verstehen
(Sprachwahrnehmung) als auch sprechen (Sprachpro-
duktion), dennoch werden wir Sprechen und Verstehen
häufig getrennt behandeln.
Was sind eigentlich Wörter? Die Antwort scheint ein-
fach: Wörter sind im Text durch Leerzeichen getrennt.
Nun hat sich die Schriftsprache viel später entwickelt als
unsere Fähigkeit zu sprechen, und selbst Leerzeichen
gab es nicht von Anfang an in geschriebener Sprache.
Erst die Römer verwendeten Leerzeichen, um Wörter
zu trennen (Chrystal, 1987). In gesprochener Sprache
gibt es keine Entsprechung für die Leerzeichen, mit
denen wir beim Schreiben Wörter trennen. Wie wir
im Folgenden erfahren werden, ist es schwer zu ent-
scheiden, wo ein Wort aufhört und das nächste an-
fängt. Wir werden uns mit der Frage auseinandersetzen,
was es bedeutet, ein Wort zu kennen. Heißt es, dass
wir es beim Sprechen oder Schreiben verwenden? Aller-
dings benutzen wir aktiv viel weniger Wörter, als wir
passiv kennen, d. h., von vielen Wörtern wissen wir,
was sie bedeuten, auch wenn wir sie selbst nie ver-
wenden. Was bedeutet es, ein Wort zu erkennen? Von
vielen Wörtern, vor allem von denen, die häufig vor-
kommen, ist die Bedeutung sofort präsent. Manchmal
aber wissen wir nur, dass ein Wort tatsächlich ein
Wort unserer Sprache ist, ohne genau zu wissen, was
es bedeutet (Angiom? Schwirrholz?). Auch ist es leicht
zu entscheiden, ob eine Buchstaben- oder Lautabfolge
ein mögliches, aber nicht existierendes Wort ist (Han-
ker) oder nicht (Bgrute). Es mag deutlich sein, dass
das Wissen über Wörter sehr vielfältig ist (siehe Ab-
schnitt 11–3).
11--1.1 Wie hngen sprachliche
und nichtsprachliche Einheiten
zusammen?
Wenn wir ein Buch lesen oder jemandem zuhören, wol-
len wir erfahren, was der Verfasser oder Sprecher uns
mitteilen will. Es fällt uns nicht auf, dass es Buchstaben
sind, die wir lesen, bzw. Laute, die wir hören. Wir mei-
nen, dass wir direkt zur Bedeutung gelangen, und mer-
ken nicht, dass es Zeichen sind, die diese Bedeutung ver-
mitteln. Die Verarbeitung von Lauten und Buchstaben
geschieht schnell und erfordert selten unsere Aufmerk-
samkeit. So wie Buchstaben Zeichen für Sprachlaute
sind, sind Wörter Zeichen für Bedeutung, für Begriffe
oder Konzepte. Konzepte sind Bausteine des deklarati-
ven Langzeitgedächtnisses. Sie kodieren, etwas verein-
facht ausgedrückt, unser Wissen über Objekte, Men-
schen, Geschehnisse, Zustände und Handlungen (siehe
Buchner & Brandt, Kap. 10). Konzepte sind nicht-
sprachlich. Wir können mithilfe von Konzepten denken
und Probleme lösen, ohne zu sprechen oder gar die da-
zugehörigen Wörter zu aktivieren. Beim Sprechen aber
werden Konzepte durch einzelne Wörter oder Kombi-
nationen von Wörtern versprachlicht.
Vergleichen wir das deutsche Wort für den Vierbei-
ner, der mit dem Schwanz wedelt und bellt (Hund), mit
dem französischen (chien) oder dem spanischen (perro),
dann fällt gleich auf, dass sehr unterschiedliche Laut-
kombinationen mit derselben Bedeutung belegt sein
können. Die Wörter einer Sprache sind also beliebige
Lautkombinationen, die mit bestimmten Bedeutungen
gepaart sind (Pinker, 1994). Wörter sind somit, wie
schon der Schweizer de Saussure, Urvater der modernen
Sprachwissenschaft, vor fast hundert Jahren behauptete,
lautliche Symbole für Konzepte (de Saussure, 1916/
1960). Wörter wie z. B. Kuckuck, die in vielen Sprachen
ähnlich klingen, weil sie etwas klanglich nachahmen –
in diesem Beispiel die vom Tier produzierten Geräusche
– , bilden eine Ausnahme von der ansonsten eher will-
kürlichen Zuordnung von Lauten zu Begriffen. Solche
Wörter sind in der Kindersprache häufig: wau-wau
für Hund, aua für Schmerz. Jede Sprache hat Lautkom-
binationen (oder Wortformen; siehe Abschnitt 11–3)
für die Begriffe, die die Benutzer der Sprache ausdrü-
cken wollen. Sprachen können sich unterscheiden in
der Anzahl der Wörter für bestimmte Konzepte, obwohl
die Annahme, dass Eskimos Dutzende von Wörtern für
Schnee haben, gänzlich übertrieben ist (Miller, 1993).
Kinder lernen, die Wortformen ihrer Sprache mit der
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richtigen Bedeutung zu verbinden. Kommen neue Kon-
zepte dazu, dann werden neue Wörter gebildet oder aus
einer anderen Sprache übernommen (e-mail, zappen
oder simsen = SMS-Nachrichten senden).
11--1.2 Was sind Wrter?
Ist jedes Wort das direkte symbolische Äquivalent eines
Konzepts? Die Antwort ist Nein. In vielen Fällen werden
Konzepte durch ein Wort versprachlicht: Tisch ist ein
Konzept, ebenso wie Garten oder Liebe Konzepte
sind. In vielen Fällen ist aber eine 1:1-Korrespondenz
zwischen Konzept und Wort nicht gewährleistet. Man-
che Konzepte werden mit mehreren Wörtern versprach-
licht: sich verlieben ist ein Beispiel oder auch Idiome, d. h.
Ausdrücke, in denen Wörter zu einer nichtwörtlichen
Bedeutung kombiniert sind (an die Decke gehen oder
im Eimer sein). Andererseits kann das gleiche Wort meh-
rere Bedeutungen haben, also mit mehreren Konzepten
verbunden sein: Abkratzen kann sich sowohl auf das
Entfernen von Schmutz oder Flecken beziehen als
auch auf sterben. Wir werden unter Abschnitt 11–3.4
sehen, dass Mehrdeutigkeit von Wörtern sehr häufig
vorkommt.
Wenn wir nun ein Wort wie abkratzen unter die Lupe
nehmen, fällt auf, dass dieses Wort eigentlich zwei Wör-
ter enthält: ab und kratzen, die beide selbstständig vor-
kommen können. Dies gilt im Deutschen für sehr viele
Wörter: Nervenbündel, herunterkommen oder gar Rind-
fleischetikettierungsüberwachung. Wir sollten uns noch-
mals die Frage stellen: Was ist ein Wort? Wenn wir
all das, was zusammengeschrieben wird, als Wort kenn-
zeichnen und von einer Zuordnung eines jeden Wortes
zu einem Konzept ausgehen, müsste die Bedeutung die-
ses Konzepts „die Überwachung der Etikettierung von
Fleisch vom Rind“ sein. Wäre es nicht einfacher,
wenn wir während des Verstehens dieses „Wortes“
die Bedeutung mehrerer Konzepte kombinieren wür-
den? Außerdem enthält auch diese Umschreibung kom-
plexe Wörter wie Überwachung. Wie erfolgt hier die Zu-
ordnung von Wort zu Konzept? Das Beispiel soll ver-
deutlichen, wie schwierig eine Definition von Wort
ist, und führt uns zu anderen Einheiten in der Sprache:
den Morphemen. Morpheme sind die kleinsten bedeu-
tungsunterscheidenden Einheiten der Sprache. So unter-
scheiden sich antrinken und austrinken deutlich in der
Bedeutung, bedingt durch die Bedeutung von an oder
aus. Das nächste Beispiel, betrinken, hat, wie an- oder
austrinken, drei Morpheme: be, trink und en. Es zeigt,
dass es auch Morpheme gibt, die nur an andere Wörter
gebunden und nicht freistehend vorkommen können
(be und en); nur trink kann alleine im Satz stehen (trink
deine Milch!). Man unterscheidet daher zwischen freien
(trink) und gebundenen (be, en) Morphemen. Auf Mor-
pheme werden wir unten (siehe Abschnitt 11–3.2 und
Textbox 11–2) ausführlicher eingehen.
Festzuhalten ist, dass eine Definition von „Wort“
durchaus nicht einfach ist. Wörter sind nicht mit Kon-
zepten gleichzusetzen, da eine einfache Korrespondenz
nicht gegeben ist. Manchmal ist dieselbe Wortform das
Zeichen für unterschiedliche Konzepte, manchmal wird
ein Konzept mit mehreren Wörtern oder Morphemen
versprachlicht.
11--1.3 Sprechen und Verstehen:
Von den Konzepten zu den
Lauten -- von den Lauten zu
den Konzepten
Wir sprechen viel und gerne. Viele Stunden am Tag ver-
bringen wir damit zu erzählen, was uns widerfahren ist,
was wir gerade machen oder vorhaben, sei es von Ange-
sicht zu Angesicht oder über Telefon. Wir plappern, er-
zählen, streiten uns, schimpfen oder sagen uns, dass wir
uns mögen. Wenn wir sprechen, versprachlichen wir
Konzepte und den Zusammenhang zwischen Konzep-
ten. Wir fangen mit der Bedeutung an und überlegen,
was wir sagen wollen, bevor eine geeignete sprachliche
Form ausgewählt wird. Wie in Abschnitt 11–6 ausführ-
lich dargestellt, gibt es vieles zu tun, bevor unser Sprech-
apparat (die Artikulatoren oder Sprechwerkzeuge: Lip-
pen, Zunge, Gaumen usw.) anfangen kann, tatsächlich
sprachliche Geräusche zu produzieren. Sprechen ver-





Abb. 11--1 Sprachmodi (Wahrnehmung und Produktion) und
Modalitten (Sprechen, Hren, Lesen und Schreiben).
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Wenn wir gesprochene Sprache verstehen, ist es ge-
nau umgekehrt. Was auf unsere Ohren trifft, sind eben
diese sprachlichen Klänge. Bei gesprochener Sprache
muss unser Sprachverstehenssystem erst die Geräusche
als Sprache identifizieren und diese mit Sprachlauten,
mit Wortformen, aber vor allem mit Bedeutung verbin-
den. Das Verstehen von Sprache geht also den Weg vom
Klang zu den Konzepten. Ähnlich ist es beim Lesen. Die
kleinen Zeichen, die wir Buchstaben nennen, werden
vom visuellen System analysiert und wiederum mit
Wortformen – diesmal keinen lautlichen, sondern or-
thographischen – in Verbindung gebracht. Von da geht
es wieder zu den Konzepten und zu der Bedeutung des
Gesagten oder Geschriebenen. Letztlich ist Sprache das
Mittel par excellence, um Informationen von A nach B
zu transportieren.
Wie Abb. 11–1 deutlich macht, gehen Sprechen und
Sprachverstehen zwar unterschiedliche Wege, die
sprachlichen und konzeptuellen Informationen, die be-
nötigt werden, sind aber zum größten Teil dieselben.
Sprachliches Wissen, das beim Verstehen und Produzie-
ren vollständiger Sätze wichtig ist, hat eher Regelcharak-
ter (siehe Hemforth & Konieczny, Kap. 12). Das Wissen
über Wörter ist davon verschieden und für jedes Wort
Die Psycholinguistik als Teilgebiet der Psychologie
etablierte sich erst in den 50er Jahren. Die Kritik
des Linguisten Chomsky an den Vorstellungen der Be-
havioristen über Sprache gab den Anstoß zu zahlrei-
chen psycholinguistischen Untersuchungen (Choms-
ky, 1959; Skinner, 1957). In der behavioristischen
Forschung stand der assoziative Aspekt der Sprache
im Mittelpunkt. Sprachliches Verhalten sollte genauso
wie anderes Verhalten durch die auftretenden Konse-
quenzen verbalen Verhaltens kontrolliert werden.
Sprecher lernen zu diskriminieren, welche sprachli-
chen Äußerungen in einer Situation eine Verstärkung
nach sich ziehen und welche dies nicht tun. So erhö-
hen z. B. Äußerungen wie „mmh“ oder „gut“ die Häu-
figkeit eigener Meinungsäußerungen (Verplank,
1955). Die Anzahl von Assoziationen zu einem
Wort, die eine Person in einem bestimmten Zeitraum
generieren konnte, war ein Maß für seine Bedeutungs-
haltigkeit (Noble & McNeely, 1957). Ein anderes Maß
zur Erfassung der assoziativen Bedeutungen eines
Wortes, das in dieser Zeit entwickelt wurde, ist das
semantische Differenzial (Osgood, Suci & Tannen-
baum, 1958). Hierbei wird ein Wort hinsichtlich einer
Vielzahl von Dimensionen (z. B.: männlich – weiblich,
groß – klein) beurteilt.
Psycholinguistische Forschung gab es natürlich
schon vor den Behavioristen und Chomsky. Cattell
(1886) maß die Zeit zum Lesen und Benennen von
Buchstaben, Wörtern, Sätzen und Bildern. Er zeigte,
dass Buchstabenkombinationen, die ein Wort erga-
ben, schneller gelesen werden konnten als solche,
die kein Wort ergaben. Cattell fand ebenfalls, dass
Wörter schneller gelesen werden in Sätzen, die Sinn
ergaben, im Vergleich zu Sätzen, die keinen Sinn er-
gaben. Mayer und Orth (1901) untersuchten (durch
Introspektion) die Dauer und Anzahl der „Bewusst-
seinsschritte“ in Assoziationsaufgaben. Huey (1900)
untersuchte Leseprozesse mit dem Ziel, die Lesege-
schwindigkeit zu erhöhen. Er maß die Anzahl von Au-
genfixationen (und Sakkaden) pro Zeile in Abhängig-
keit von Schriftgröße und Zeilenlänge. Die Versuchs-
personen lasen den Text entweder laut oder still. So
fand er heraus, dass man beim Lesen nicht die Wörter
fixiert, die man gerade laut liest. Vielmehr hinkt das
laute Lesen dem Fixieren um sechs bis sieben Worte
hinterher. Die frühen Untersuchungen zum Einfluss
kontextueller Information auf die Worterkennung
von Bagley (1900) und von der Gruppe um George
Miller (Miller, Heise & Lichten, 1951) werden in Ab-
schnitt 11–4.2.2 erwähnt.
Nach Chomskys Kritik an Skinner wandte sich die
psycholinguistische Forschung den strukturellen
Aspekten der Sprache zu. Man überprüfte die psycho-
logische Realität linguistischer Theorien, insbesonde-
re der Transformationsgrammatik von Chomsky
(1965). In Langzeitstudien wurde die Sprachentwick-
lung von Kindern untersucht (Brown, 1973). Heutzu-
tage ist das Themenspektrum der Psycholinguistik viel
breiter. Neben der Struktur von Äußerungen fragt
man sich vor allem, welche Repräsentationen beteiligt
sind. Dabei spielen der zeitliche Ablauf und das Zu-
sammenspiel der beteiligten Prozesse und Repräsen-
tationen eine wichtige Rolle. Ereigniskorrelierte Po-
tenziale (oder auch die Magnetenzephalographie,
MEG) sind neuerdings neben Reaktionszeiten ein
weiteres abhängiges Maß für Untersuchungen des
zeitlichen Zusammenspiels (für einen Überblick
bzgl. EKP-Studien siehe Garnsey, 1993). An Sprach-
verarbeitung beteiligte Hirnstrukturen können heut-
zutage mithilfe bildgebender Verfahren (Positronen-
emissiontomographie oder PET und funktionelle
Magnetresonanztomographie oder fMRT; Brown &
Hagoort, 1999) untersucht werden.
Textbox 11--1: Kurzer Abriss über die Geschichte psycholinguistischer Forschung
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einzigartig. Bevor wir uns diesem Wissen im Detail
(siehe Abschnitt 11–3) zuwenden, werden wir im Ex-
kurs kleinere Einheiten unter die Lupe nehmen, und
zwar die Sprachlaute oder Phoneme. Schließlich ist je-
des Wort eine – meist einzigartige – Kombination von
Sprachlauten.
11--2 Wie wir Sprachlaute
produzieren
Sprechen geht uns nach einigen Jahren des Lernens mü-
helos von den Lippen. Der vorliegende Abschnitt be-
schreibt die an der Artikulation beteiligten Organe
und Strukturen. Wir erläutern, wie und wo Konsonan-
ten und Vokale artikuliert und wie bestimmte Konso-
nanten zusammengruppiert werden können. Auf dieses
Wissen wird im weiteren Verlauf des Kapitels immer
wieder zurückgegriffen.
Zwerchfell, Brustkorb, Zwischenrippenmuskulatur,
Atmungsmuskulatur, Lungen, Bronchien und Luftröhre
erzeugen gemeinsam den für die menschliche Sprach-
produktion nötigen Luftstrom. Die wesentlichen Laut-
artikulationen erfolgen im Mundraum, in geringerem
Ausmaß in der Nasenhöhle bzw. im Rachen. Der Luft-
strom, der bei der Produktion von Vokalen entsteht,
wird außerhalb des Kehlkopfs nicht behindert. Unter-
schiedliche Vokale entstehen durch verschiedene For-
mungen von Rachen, Nasen- und Mundraum. Dagegen
wird bei Konsonanten der Luftstrom im Mundraum,
teilweise auch im Nasen- oder Rachenraum mehr
oder weniger stark behindert (Abb. 11–2).
Alle Sprachlaute werden durch die Bewegung von
Luftströmen erzeugt. Der Ausstoß von Luft aus der Lun-
ge ist dabei der wesentliche Mechanismus; dies nennt
man exhalatorische pulmonale Lautproduktion. Die
meisten Sprachlaute entstehen auf diese Weise. Lautpro-
duktion beim Einatmen (inhalatorische pulmonale
Lautproduktion) wird nur sporadisch in Sprachen ein-
gesetzt. Das deutsche ja wird zeitweise inhalatorisch ge-
bildet.
Ein weiterer Luftstrom entsteht innerhalb des Mun-
des und wird daher oral genannt. Der Verschluss zur
Lunge wird durch die hintere Zunge und den weichen
Gaumen gebildet. Der Luftstrom entsteht durch Vor-
bzw. Zurückgleiten der Zunge. So entstehen Schnalz-
laute, die im Deutschen nur als Ausdruck von Missbilli-
gung oder als Appell an z. B. Pferde verwendet werden.
Der exhalatorische Luftstrom kann zuerst an den
Stimmbändern modifiziert werden. Durch bloße Öff-
nung, ohne weitere Beteiligung der Stimmbänder, ent-
stehen stimmlose Laute. Bei stimmhaften Lauten
schwingen die Stimmbänder regelmäßig und versetzen
den Luftstrom somit in Schwingung. Schwingen die
Stimmbänder im Luftstrom, ohne dass es zu einem Ver-
schluss kommt, spricht man mit behauchter Stimme.
Beim Flüstern werden die Stimmbänder verschlossen,
die Knorpel, an denen die Stimmbänder befestigt sind
(Stellknorpel), stehen jedoch offen.
Die nächste Veränderung des Luftstroms kann durch
den weichen Gaumen (Velum) erfolgen. Senkt sich der
weiche Gaumen, strömt Luft in den Nasenraum, und es
entstehen bei oralem Verschluss nasale Laute ([m], [n],
[N]), bei oraler Öffnung, nasalisierte Laute. Ist der Na-
senraum verschlossen, werden orale Laute produziert
(z. B. [p], [s], [a]).
Sowohl [m] als [n] sind demnach stimmhafte nasale
Laute. Was aber unterscheidet [m] und [n]? Es ist der
Ort der Artikulation. Für ein [m] wird der Luftstrom
durch den Verschluss der Lippen behindert (labialer
Laut). Bei einem [n] entsteht der Verschluss dagegen
durch die Zunge, die am Zahnwulst anliegt (alveolarer
Laut). Zwischen Lippen und Zäpfchen liegen die ver-
schiedenen Artikulationsorte (Abb. 11–3). Die Lippen
bilden einen relativ klar umrissenen Raum. Mit Ober-
und Unterlippe werden labiale Laute gebildet, [b],
[p], und [m]. Die übrigen Orte werden durch die Zun-
genspitze oder den Zungenrücken angesteuert. Von vor-
ne nach hinten gehend, heißen die Orte der Artikulation
labiodental (Unterlippe und Zähne), interdental (Zunge
zwischen den Zähnen), alveolar (Zunge am knöchernen
Wulst hinter den Schneidezähnen), palatal (Zunge am
harten Gaumen hinter dem Zahnwulst) und velar (Zun-
ge am weichem Gaumen). Bilabiale und labiodentale




















Abb. 11--2 Schnitt durch den Sprechapparat. Benannt sind
die an der Spracherzeugung beteiligten Systeme (Artikulato-
ren).
Wie wir Sprachlaute produzieren 471
11
Da bei alveolaren und palatalen Lauten die Zunge gegen
den harten Gaumen angehoben wird, bezeichnet man
sie auch als koronale Laute. Stimmlose palatale Laute
nennt man auch alveopalatale Laute, wie z. B. [š], der
erste Laut in schicken. Es gibt in der deutschen Sprache
keine Laute, die mit dem Zäpfchen (Uvula) oder mit
dem Rachen (Pharynx) gebildet werden.
Mit dieser Einteilung nach dem Ort der Artikulation
kann man [m] und [n] unterscheiden. Jedoch kann man
noch immer nicht [t] und [s] unterscheiden: [t] und [s]
sind beide stimmlose, alveolare Laute. Was diese beiden
Laute unterscheidet, ist die Art der Blockade des Luft-
stroms, anders gesagt die Art der Artikulation. Bei einem
[t], wie bei [p] und [k], wird der Luftstrom kurzfristig
vollständig blockiert. Da der Luftstrom „explodiert“,
wenn die Blockade sich öffnet, nennt man diese Laute
Plosive. Auch bei einem [s] kommt es zu einer teilweisen
Blockade des Luftstroms. Die Blockade ist so stark, dass
sie zu Turbulenzen des Luftstroms führt. Diese Lautklas-
se wird als Frikativ bezeichnet. Gibt es eine teilweise Ver-
engung des Luftstroms ohne richtige Turbulenzen, ent-
stehen sogenannte Liquide, z. B. [l] und [r]. Noch we-
niger oder keine Behinderung des Luftstroms findet
bei Halbvokalen (Gleitlauten) statt, z. B. [j], [w] und
[h]. Halbvokale treten nach oder vor Vokalen auf,
wenn die Zunge sich in einer gleitenden Bewegung
zum benachbarten Vokal oder von ihm weg bewegt.
Halbvokale sind also Übergangslaute.
Eine Sonderstellung nehmen sogenannte Affrikate
ein. Sie entstehen, wenn die Blockade des Luftstroms
langsam geöffnet wird. Sie entsprechen einer Kombina-
tion eines Plosivs mit einem Frikativ, z. B. [pf] in Pfote,
[ts] in Mieze und [tš] am Ende von Tratsch.
Bei allen bis jetzt beschriebenen Lauten wird der
Luftstrom mehr oder minder stark moduliert. Diese
Laute werden in der Klasse der Konsonanten zusam-
mengefasst. Laute, bei denen der Luftstrom ungehindert
fließt, nennt man Vokale. Vokale unterscheiden sich
voneinander durch eine jeweils typische Konfiguration
des Sprechapparats. Verschiedene Teile der Zunge kön-
nen angehoben oder gesenkt und die Lippen gerundet
oder ungerundet sein. Vokale können lang sein wie in
Mahl oder kurz wie in Ball. Vokale werden durch die
Lippenstellung (gerundet, ungerundet), die Höhe der
Zunge (hoch, mittel, tief) und den artikulierenden Zun-
genteil (vorne, Mitte, hinten) beschrieben. Anders als
die meisten Konsonanten können Vokale ohne folgen-
den oder vorangehenden Laut produziert werden. Man
kann das [a] aus Ball ohne das [b] oder das [l] ausspre-
chen.
Zum Schluss gibt es noch die Diphthonge. Ein Diph-
thong liegt vor, wenn innerhalb einer Silbe die Zunge
von einer Vokalstellung zu einer anderen gleitet. Im












Abb. 11--3 Ausgewhlte Artikulationsstellen. Die Pfeile ge-
ben die Richtung an, in die der Artikulator sich bewegt. Zum
Beispiel bei einem labialen Laut schlieen sich die Lippen
bis zum Verschluss, der dann explosionsartig geffnet wird.
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[ai], [au] und [ cj], wie z. B. in heiß, Haus, und Freude.
Vereinzelt tritt auch [uj] auf, z. B. in Pfui.
In diesem Exkurs haben wir beschrieben, wie Sprech-
laute produziert werden, welche Artikulatoren beteiligt
sind und wie Sprechlaute in Gruppen eingeteilt werden
können. Diese Beschreibung orientiert sich stark an der
Phonetik, die sich vor allem mit der Art und Erzeugung
der Laute befasst. Aber die eingeführten Begriffe wie Ort
oder Art der Artikulation usw. werden auch in der Pho-
nologie benutzt, die sich auf die Kombinierbarkeit von
Lauten und ihre Bedeutung für die Wörter konzentriert.
Die Phonologie beschreibt Laute, hier Phoneme ge-
nannt, als Bündel distinktiver Merkmale. Distinktive
Merkmale wie [nasal], [plosiv] oder [stimmhaft] sind
bedeutungsunterscheidende Teilkomponenten eines
Phonems. So unterscheiden sich [b] und [p] nur in
der Stimmhaftigkeit (Tab. 11–1). Diese Merkmale
sind wichtige Bestandteile von vielen Modellen für
das Erkennen und Produzieren von Wörtern. Die
oben dargestellte Einteilung der Laute orientiert sich
an der Sprachproduktion, aber die Laute oder Phoneme
sind beim Verstehen gesprochener Sprache natürlich ge-
nauso wichtig. Sprachlaute sind die Bausteine von Wör-
tern, denen wir uns im folgenden Abschnitt zuwenden.
11--3 Wortgedchtnis:
Was ist im Wortgedchtnis
gespeichert und wie?
Unser gesamtes Wissen über die Wörter unserer Spra-
che, d. h. unser Wortschatz, ist im Langzeitgedächtnis
gespeichert. Psycholinguisten sprechen vom mentalen
Lexikon, welches anders strukturiert ist als ein normales
Wörterbuch. Erwachsene haben, je nach Bildungsgrad,
zwischen 30 000 und 50 000 Einträge in ihrem mentalen
Wörterbuch, die sie tatsächlich aktiv benutzen (Levelt,
1989). Das passive Wissen über Wörter ist viel ausge-
dehnter. Für Studenten ergeben sich Schätzungen von
100 000 bis 200 000 Einträgen, wenn Wörter wie gemein
und Gemeinheit als unterschiedliche Einträge gezählt
werden (siehe Abschnitt 11–3.2; Aitchison, 1994). Die
schiere Menge lässt vermuten, dass unser mentales Le-
xikon gut organisiert ist, sonst könnten wir Wörter nicht
so schnell und mühelos erkennen, d. h. ihre Bedeutung
erfassen. Empirischen Schätzungen zufolge erkennen
wir alle 200 – 250 ms ein Wort, also vier bis fünf Wörter
pro Sekunde (Marslen-Wilson & Tyler, 1980). Bevor wir
uns der faszinierenden Frage widmen, wie Wörter im
kontinuierlichen Sprachfluss mit solcher Geschwindig-
keit erkannt werden, wenden wir uns den Inhalten des
mentalen Lexikons zu.
11--3.1 Die Form der Wrter:
Lautliche und orthographische
Beschreibung
Wie schon erwähnt, sind Wörter eigentlich beliebige
Lautkombinationen für bestimmte Konzepte. Beim Ver-
stehen gesprochener Sprache hören wir diese Laute. Mit
diesen Lauten müssen wir einen Zugang zu den Infor-
mationen im mentalen Lexikon finden, so wie man mit
einer Buchstabenreihenfolge im Wörterbuch nach-
schaut, ob es einen Eintrag gibt, und wenn ja, welche
Bedeutung mit den Buchstaben verbunden ist. So wie
Handschriften sich sehr unterscheiden, unterscheidet
sich auch die Aussprache. Sprache ist variabel, wir reden
laut oder leise, schnell oder langsam, sorgfältig oder
schludrig, wir können Geflüstertes verstehen und haben
wenig Probleme, wenn mit leichtem Akzent gesprochen
wird.
Psycholinguisten nehmen an, dass für jedes Wort
eine Beschreibung der lautlichen Zusammenstellung
im mentalen Lexikon existiert. Diese Beschreibung nen-
nen wir Wortform. Wortformen spezifizieren, wie Wör-
ter sich anhören. Anders gesagt, sie legen die lautlichen
Einheiten (z. B. Phoneme oder phonetische Eigenschaf-
ten) fest, aus denen ein Wort aufgebaut ist (siehe Ab-
schnitt 11–4.1.1). Je nach theoretischer Sichtweise kön-
nen diese Beschreibungen wahrnehmungsnah (Klatt,
1986), produktionsnah (Liberman & Mattingly, 1986)
oder relativ abstrakt (Gaskell, 2003; Lahiri & Marslen-
Wilson, 1991; Lahiri & Reetz, 2002; McClelland & El-
man, 1986) sein. Wortformen müssen jedenfalls genü-
gend abstrakt und robust sein, um der Variabilität ge-
sprochener Sprache gerecht zu werden. Möglicherweise
ist bei jeder Wortform kodiert, aus welchen Silben sie
aufgebaut ist (z. B. drei Silben für ka – pi – tän). Wortfor-
men sind beim Sprechen wie beim Verstehen gleicher-
maßen wichtig. Bevor der Sprechapparat aktiv werden
kann, muss klar sein, welche Kombination von Sprach-
lauten produziert werden soll.
Welche Wortformen werden beim Lesen benutzt?
Eine Möglichkeit wäre, dass die Buchstaben eines Wor-
tes in lautliche Einheiten umgewandelt werden und an-
schließend auf die gleichen Wortformen, die beim Hö-
ren verwendet werden, zugegriffen wird. Unsere Fähig-
keit, Buchstabenfolgen, die keine existierenden Wörter
ergeben, auszusprechen (Gemops, Anthaliber), belegt,
dass es direkte Verbindungen zwischen Buchstaben
und Lauten gibt. Viele Forscher meinen, dass es zusätz-
lich separate orthographische Wortformen gibt, die sich
beim Lesenlernen bilden (Daneman & Reingold, 1995).
Mit solchen orthographischen Wortformen können
Wörter, die sich gleich anhören, in der Schrift unter-
schieden werden, wie in leere Flaschen sind uns eine Leh-
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re. Auch Befunde von sprachgestörten Patienten mit
einer Hirnläsion weisen auf getrennte Wortformen
für Lesen/Schreiben und Hören/Sprechen hin (Cara-
mazza, 1997).
11--3.2 Die interne Struktur
der Wrter: Morphologie
Wir haben Beispiele wie Nervenbündel und abkratzen
herangezogen, um zu zeigen, dass viele Wörter aus meh-
reren Teilen – den Morphemen – aufgebaut sind. Eine
viel diskutierte und intensiv erforschte Frage ist, ob und
wie sich diese morphologische Zusammenstellung im
mentalen Lexikon widerspiegelt. Bevor wir uns dieser
Debatte vor allem in Textbox 11–2 zuwenden, sind eini-
ge Informationen über morphologische Komplexität
wichtig.
Morphologisch komplexe Wörter sind aus mehreren
Teilen aufgebaut, die entweder selbstständig vorkom-
men können (Glück) oder nicht (-lich). Selbstständig
vorkommende Teile nennt man freie Morpheme, die
anderen gebundene Morpheme. Gebundene Morpheme
(Affixe) heißen Präfixe, wenn sie vorne stehen (Un-
glück) und Suffixe, wenn sie hinten stehen (glücklich).
Die einfachste Form der morphologischen Komplexität
heißt Flexion, wozu die Deklination von Substantiven
und Adjektiven (klein-er Hund, klein-e Hund-e), die
Konjugationen von Verben (mach-te, ge-mach-t), Dimi-
nutive (Kind-chen) sowie Komparativ und Superlativ
(schön-er, schön-st) gezählt werden. Bei der Flexion wer-
den an den Wortstamm, d. h. den Teil des Wortes, der
übrig bleibt, wenn alle Endungen entfernt sind (hund,
mach, schön), gebundene Morpheme angehängt. Bei Fle-
xion eines Wortes bleibt die Wortklasse, d. h. ob ein
Wort ein Substantiv, Verb oder Adjektiv ist, gleich.
Eine zweite Form der morphologischen Komplexität
ist die Derivation, mit der, im Unterschied zur Flexion,
die Wortklasse eines Wortes oft verändert wird. Wenn
aus Fisch fischig gebildet wird, ändert sich die Wortklasse
von Substantiv zu Adjektiv/Adverb. Adjektive und Ad-
verbien werden mit Suffixen wie -ig, -bar, -sam, -lich
usw. gebildet; Substantive entstehen, wenn Morpheme
wie -heit oder -ung einem Stamm hinzugefügt werden.
Neue Verben bildet man mit -en oder, vor allem wenn
das Ursprungswort aus dem romanischen Sprachraum
stammt, mit -ieren (gratulieren, aber auch verdünnisie-
ren). Manchmal wird dabei ein Präfix (ver- oder be-)
vorangestellt. Wie zuvor bei der Flexion werden bei
der Derivation freie und gebundene Morpheme kombi-
niert: -heit oder -sam können nicht alleine im Satz vor-
kommen. Derivation ist ein kreativer Prozess: Wird ein
neues Wort benötigt, wird es gebildet, wie bei e-mailen
(Tab. 11–2).
Ein weiterer morphologischer Prozess heißt Zusam-
menstellung oder Komposition, mit dem die im Deut-
schen sehr beliebten und häufig vorkommenden Kom-
posita gebildet werden. Am häufigsten werden Substan-
tive mit Substantiven und Adjektive mit Adjektiven
kombiniert (Bücherwurm, Fußballfanatismus, goldgelb,
grasgrün). Auch Verben können zusammengestellt
sein: weiterbringen, staubsaugen. Anders als bei der De-
rivation können die Teile eines Kompositums selbst-
ständig vorkommen. Da in Zusammenstellungen auch
derivierte Wörter kombiniert werden können (Ab-fall+-
be-rein-ig-ung), sprechen Linguisten von einem späten
Prozess der Wortbildung (Fleischer, 1982). Um die Aus-
sprache zu erleichtern, enthalten Komposita manchmal
Fugenmorpheme wie -s oder -e (Engel-s-geduld). Auch
Zusammenstellung ist ein sehr kreativer Prozess. Fast
täglich kann man in der Zeitung neue Komposita lesen
oder in Gesprächen auf Wörter wie Müslimuffel oder
Parkschwein stoßen.
Während die Bedeutungsänderung bei der Flexion
minimal ist (Hund im Singular oder Plural ändert nichts
an dem Konzept HUND), ist dies bei Derivation und
Komposition anders. Das derivierte Wort göttlich be-
deutet noch immer „zu Gott gehörend“, wird aber meis-
tens in der Bedeutung von „wunderbar“ verwendet. Im
Laufe der Zeit kann ein Bedeutungswandel eintreten,
manchmal ändert sich die Bedeutung vollständig.
Dies trifft in hohem Maße auf Komposita zu: Himmels-
schlüssel, die Blume, ist wohl nicht der Schlüssel zum
Himmel, ein Frauenzimmer ist kein Zimmer, und um-
bringen hat wenig mit der Bedeutung von „bringen“ zu
tun! Aber Experimente haben gezeigt, dass Komposita
wie Frauenzimmer die Bedeutung der enthaltenen Wör-
ter wie Zimmer aktivieren, trotz der Abwesenheit eines
bedeutungsmäßigen Zusammenhangs zwischen den
Wörtern (Zwitserlood, 1994).

























474 11 Worterkennung und -produktion
11
11--3.3 Die strukturellen Merk-
male der Wrter
In unserem mentalen Lexikon ist auch gespeichert, wel-
che Funktion Wörter in der Struktur des Satzes einneh-
men können. Die Wortklassenzugehörigkeit ist ein ers-
tes strukturelles Merkmal, das für die Syntax des Satzes
wichtig ist (siehe Hemforth & Konieczny, Kap. 12). Für
jedes Wort ist kodiert, ob es sich z. B. um ein Verb, ein
Substantiv, ein Adjektiv/Adverb oder eine Präposition
handelt. Auf dieser Ebene sind nicht einzelne Mor-
pheme, sondern vollständige, komplexe Wörter wichtig.
Wie oben erwähnt, ändert sich die Wortklasse bei der
Derivation. Komplexe Wörter wie fischig oder unglück-
lich sind Adjektive, die darin enthaltenen Stammwörter
Fisch und Glück aber Substantive. Außerdem sind das
Genus (maskulin, feminin, neutrum) eines jeden Wor-
tes sowie die sogenannte Subkategorisierungsinforma-
tion gespeichert. Letztere bestimmt den syntaktischen
Rahmen, in dem Wörter eine bestimmte Rolle spielen.
Verben wie schlafen und schenken unterscheiden sich
Flexion ist in vielen Sprachen meist regelmäßig. Kennt
man den Stamm, können andere Formen gebildet
werden, indem man Suffixe hinzufügt. Experimente
mit Kindern und Erwachsenen haben gezeigt, dass
dies sogar bei nicht existierenden Wörtern funktio-
niert. Wenn man sie auffordert, Sätze wie Anne wumpt
sehr gerne. Gestern hat sie 5 Stunden … zu ergänzen,
antworten sie fast immer mit gewumpt (Clahsen,
Eisenbeiss & Sonnenstuhl-Henning, 1997). Ähnlich
ist es beim Plural. In einem klassischen Experiment
hat Berko (1958) festgestellt, dass englischsprachige
Kinder bei Ergänzungsaufgaben immer den richtigen
Plural bilden (This is a wug. Here is another one, now
there are two …).
Natürlich gibt es in jeder Sprache Ausnahmen: un-
regelmäßige Plurale (Kraut – Kräuter) und starke Ver-
ben (singen – sang – gesungen). Kinder machen in sol-
chen Fällen anfänglich Fehler, sie überregularisieren:
viel Kraute oder Mama hat das Eis gebringt. Verbesse-
rungen führen keineswegs dazu, dass die Kinder im
Folgenden die richtige Form produzieren. Solche Aus-
nahmen müssen wohl mühsam gelernt und im men-
talen Lexikon abgespeichert werden.
Wäre es aber für die regelmäßigen Fälle nicht viel
günstiger, Suffixe während des Sprechens zum Stamm
hinzuzufügen und während des Verstehens abzutren-
nen? Viele Forscher meinen, dass genau das zutrifft.
Sie nehmen an, wir haben nur den Stamm als Wort-
form im mentalen Lexikon gespeichert und fügen
nach Regeln die Suffixe hinzu oder trennen sie ab
(Clahsen, 1999; Levelt, Roelofs & Meyer, 1999; Pinker,
1999). Dies scheint wohl für den Plural im Englischen
zuzutreffen, ist aber für deutsche Plurale umstritten.
Was z. B. ist der regelmäßige (voreingestellte, im Eng-
lischen häufig default) Plural des Deutschen? Einige
Forscher meinen: die „-s“-Form (Radios, Mangos),
auch wenn sie sehr selten vorkommt (Clahsen,
1999; Marcus, Brinkmann, Clahsen, Wiese & Pinker,
1995). Als Argumente führen sie u. a. an, dass der „-s“-
Plural immer dann benutzt wird, wenn Wörter neu
dazukommen (E-mails, Pastas), und dass alle Namen
im Plural ein -s bekommen (die Böltes, zwei Pienies –
nicht Pienien!). In der Forschung sind die deutschen
Plurale im Moment ein kontrovers debattiertes The-
ma.
Generell unterscheiden sich Modelle des mentalen
Lexikons in ihren Annahmen, wie morphologisch
komplexe Wörter – ob flektiert, deriviert oder zusam-
mengestellt – abgespeichert sind. In einigen Modellen
sind komplexe und einfache Wörter im mentalen Le-
xikon gleich repräsentiert: Stuhl hat eine eigene Wort-
form, genauso wie Rosenzüchterverein (Butterworth,
1983). Andere gehen jedoch davon aus, dass nur ein-
zelne Morpheme gespeichert sind, die beim Sprechen
zusammengefügt bzw. beim Hören oder Lesen zer-
gliedert werden (Levelt et al., 1999; Taft, 1985). Zwi-
schenpositionen gibt es natürlich auch, z. B. komplexe
Wörter mit eigenen Wortformen, die die interne
morphologische Struktur kodieren, wie in [Ab-fall]
+ [be-rein-ig-ung] (Feldman & Fowler, 1987; Mars-
len-Wilson, Tyler, Waksler & Older, 1994). Eine zwei-
te Variante sind die dual-coding-Modelle, die eine
Speicherung von kompletten Wortformen und von
einzelnen Morphemen vorsehen (Burani & Caramaz-
za, 1987; Schreuder & Baayen, 1995).
Zusammenfassend wollen wir festhalten, dass viele
Wörter aus mehreren Morphemen zusammengestellt
sind. Freie Morpheme können auch selbstständig vor-
kommen, gebundene nicht. Wir unterscheiden drei
Typen der morphologischen Komplexität: Flexion,
Derivation und Komposition. Das Bilden von neuen
Wörtern aus Morphemen ist ein häufiger und kreati-
ver Prozess. Eine gegenwärtig erforschte Frage ist, ob
komplexe Wörter als Ganzes im mentalen Lexikon
vorliegen oder beim Sprechen zusammengesetzt
und beim Sprachverstehen in Teile zerlegt werden.
Textbox 11--2: Aktuelle Fragen zur Morphologie
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hinsichtlich ihres Subkategorisierungsrahmens: Schlafen
kann nur mit einem Substantiv, welches die Rolle des
Subjekts einnimmt, gepaart werden (Hans schläft),
schenken hingegen kann mit einem Subjekt, einem di-
rekten und indirekten Objekt kombiniert werden
(Hans schenkt seiner Frau einen Blumenstrauß).
Wenn wir uns demnächst der Sprachproduktion zu-
wenden, wird uns ein Begriff begegnen, der bislang noch
nicht besprochen wurde: das Lemma. Sprachprodukti-
onsmodelle bezeichnen mit Lemma die strukturell-syn-
taktischen Merkmale eines Wortes. Jedes Wort, ob mor-
phologisch komplex oder einfach, entspricht einem
Lemma, in dem also die Wortklasse, das Genus, der Sub-
kategorisierungsrahmen usw. enthalten sind. Für Infor-
mationen zur syntaktischen Verarbeitung wird auf
Hemforth und Konieczny (Kap. 12) verwiesen.
11--3.4 Die Bedeutung der Wrter
und das Problem der Mehr-
deutigkeit
Wie schon erwähnt, wird unser Wissen über die Bedeu-
tung von Wörtern nicht als Teil des sprachlichen men-
talen Lexikons angesehen. Das Wissen über Wortbedeu-
tungen ist in Form von Konzepten und Beziehungen
zwischen Konzepten im Langzeitgedächtnis gespeichert.
Im Prinzip sind Konzepte unabhängig von der Sprache,
wobei aber wichtig ist, dass die meisten Konzepte ver-
sprachlicht werden können. Levelt et al. (1999) sprechen
von lexikalen Konzepten (lexical concepts), d. h. von vor-
sprachlichen Einheiten, für die es Wörter gibt, die aber
nicht mit den Konzepteinheiten des Langzeitgedächtnis-
ses identisch sind. Lexikale Konzepte müssen nicht un-
bedingt nur auf ein einzelnes Konzept im Langzeitge-
dächtnis zurückzuführen sein, sie können dort in
Form von mehreren Einheiten gespeichert sein.
Hinsichtlich der Bedeutung von Wörtern hat sich die
psycholinguistische Forschung vor allem mit dem Pro-
blem der Mehrdeutigkeit befasst. Wörter wie Bank oder
Schloss sind mehrdeutig: Die gleiche Wortform ist mit
zwei völlig unterschiedlichen Konzepten verbunden. Ex-
perimente haben gezeigt, dass beim Hören solcher Wör-
ter kurzfristig beide Bedeutungen zur Verfügung stehen,
sogar dann, wenn der Satz, in dem das Wort gehört wird,
eindeutig auf eine der beiden Bedeutungen hinweist, wie
in Franz saß auf der Bank (Swinney, 1979; Tabossi, 1988;
Simpson, 1984, für einen Überblick). Bedeutungsunsi-
cherheit ist aber nicht auf solche Fälle beschränkt.
Auch Wörter wie Kapitän (der Fußballmannschaft?
eines Schiffes?), aber vor allem Verben sind sehr hete-
rogen in ihrer Bedeutung. Was bedeutet z. B. halten?
Wir haben Schwierigkeiten, die Bedeutung zu definie-
ren, und ein Blick ins Wörterbuch genügt, um zu zeigen,
wieso. So werden in Wahrig (2000) 14 Bedeutungen von
halten aufgeführt, u. a. stützen, ergreifen, pflegen, besitzen,
erfüllen. In solchen Fällen kann nur über die Bedeutung
der anderen Wörter im Satz auf die spezifische Bedeu-
tung des Verbs geschlossen werden: Er hält Kaninchen
(Drews, Zwitserlood, Bolwiender & Heuer, 1994; Tab.
11–3).
Zusammenfassend geht die Psycholinguistik davon
aus, dass im mentalen Lexikon eine Fülle von Informa-
tionen über uns bekannte Wörter gespeichert ist. Wie
hört sich ein Wort an, wie wird es geschrieben, aus wel-
chen Teilen ist es zusammengesetzt, zu welcher Wort-
klasse gehört es? Wenn wir Wörter hören oder lesen,
wenn wir sprechen oder schreiben, werden diese Infor-
mationen in unserem mentalen Lexikon aktiviert. Beim
Sprachverstehen werden zuerst Wortformen angespro-
chen, die, je nach theoretischer Position, aus einzelnen
Morphemen oder aus morphologisch komplexen Wör-
tern bestehen. Als Nächstes kommen strukturelle Eigen-
schaften der Wörter wie Wortklasse und Genus zur An-
wendung. Diese sind für die syntaktische Bearbeitung
des Satzes wichtig, in dem das Wort vorkommt. Im letz-
ten, aber natürlich wichtigsten Schritt, wird die mit den
Wörtern verbundene Bedeutung im konzeptuellen Ge-
dächtnis aktiviert, damit wir in der Lage sind zu verste-
hen, was der Sprecher sagen möchte. Ein Sprecher geht
in entgegengesetzter Reihenfolge vor: Konzepte werden
ausgewählt, syntaktische Eigenschaften von Wörtern
werden aktiviert, diese werden mit lautlicher Informa-
tion gefüllt (Wortformen) und zum Schluss artikuliert.
Ob diese Schritte nacheinander oder teilweise parallel
ablaufen, wird in Abschnitt 11–4.2.2 sowie in Textbox
11–5 diskutiert.
Tab. 11--3 Konzeptuelle und sprachliche Informationen im
berblick: HEFTCHEN
Informationsart Beispiel
konzeptuell kleines Heft; s. Heft; verwandt mit
BUCH, LESEN, ZEITSCHRIFT, PAPIER
strukturell Substantiv; Neutrum
morphologisch [heft] + [chen]
phonologisch /heft-¢ en/
orthographisch Heftchen
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11--4 Worterkennung
Nun wenden wir uns der Frage zu, wie wir im kontinu-
ierlichen Fluss von Sprachklängen Wörter entdecken
und erkennen. Dabei ergeben sich zwei grundsätzliche
Probleme: das Segmentierungsproblem und das Varia-
bilitätsproblem. Da das Sprachsignal kontinuierlich ist
und es keine Grenzen zwischen Wörtern, Lauten oder
anderen relevanten Einheiten gibt, gilt die erste Frage
der Segmentierung des Inputs: Wo hört ein Wort auf
und fängt das nächste an? Das zweite Problem ist die
Variabilität. Wie variabel Sprache sein kann, wird uns
klar, wenn wir einer erkälteten, einer betrunkenen
oder einer wütend schreienden Person zuhören. Nach
diesen Fragen wenden wir uns dem Prozess der Wort-
erkennung und den Modellen, die Worterkennung zu
erklären versuchen, zu.
Im mentalen Lexikon sind sprachspezifische Informa-
tionen enthalten: Wortformen, Lemmas, Morpheme.
Wie sieht es denn im mentalen Lexikon eines Bilin-
gualen aus? Forscher sind sich einig, dass jeder Spre-
cher nur ein einziges konzeptuelles Gedächtnis besitzt,
in dem sein Wissen, welches versprachlicht werden
kann, gespeichert ist. Jedoch haben Sprachen ganz un-
terschiedliche Wortformen für diese Konzepte: Hund,
chien, dog, perro. Jemand, der mehrsprachig ist, hat
also mehrere Wortformen für ein Konzept. Diese
Wortformen scheinen nicht in einem gemeinsamen,
sondern in separaten Wortformspeichern abgelegt
zu sein (Gollan & Kroll, 2001). Wenn sich die syntak-
tischen Eigenschaften der Wörter unterscheiden, z. B.
wenn das Wort für Tisch (im Deutschen ein Masku-
linum) im Französischen das feminine Geschlecht hat
(la table), sollten sich die Lemmas auch unterschei-
den.
Zurzeit wird eine Reihe von wichtigen Fragen zum
Lexikon von Bilingualen bearbeitet. Wie ist der Kon-
takt zwischen den Wortformen? Ergeben sich Unter-
schiede, je nachdem in welchem Alter man eine zweite
Sprache gelernt hat oder wie gut man die zweite Spra-
che beherrscht? Die Antwort lautet Ja. Wer seine zwei-
te Sprache spät lernt und nicht sehr gut beherrscht,
hat natürlich einen kleinen Wortschatz und direkte
Verbindungen zwischen den Wortformen der Mut-
tersprache (diese wird immer L1, für first language,
genannt) und den Wortformen der Zweitsprache
(L2; Abb. 11–4).
Die Wortformen von L2 können anfänglich nur
über die Verbindung zu den Wortformen in L1 mit
dem konzeptuellen Gedächtnis in Kontakt treten.
Neuere Ergebnisse zeigen, dass Wortformen in der
einen Sprache mit denen der anderen konkurrieren.
Wenn ein deutsch-niederländischer Zweisprachiger
das niederländische Wort tand (Zahn) liest, aktivieren
die Buchstaben dieses Wortes ähnliche niederländi-
sche (hand, wand, pand) und deutsche Wörter
(Wand, Land, Rand), die sich gegenseitig beeinflussen
(Van Heuven, Dijkstra & Grainger, 1998).
Mit zunehmender Beherrschung der Zweitsprache
bilden sich direkte Verbindungen zwischen den Wort-
formen in L2 und den Konzepten. Bei Menschen, die
fast perfekt zweisprachig sind, werden die Querver-
bindungen zwischen den Wortformen der beiden
Sprachen schwächer. Übersetzen von der einen in
die andere Sprache verläuft nicht mehr über Wortfor-
men, sondern über Konzepte (Kroll & Stewart, 1994;
Potter, So, von Eckhardt & Feldman, 1984).






Wortform L2 Wortform L1
Konzepte
Wortform L2 Wortform L1
Abb. 11--4 Entwicklung des bilingualen mentalen Lexi-
kons. Mit zunehmender Beherrschung einer Fremdsprache
erfolgt der Zugriff auf die Konzepte direkt und wird nicht






Scheinbar hören wir Wörter, wenn wir gesprochene
Sprache hören. Ähnlich wie Leerzeichen geschriebene
Wörter trennen, scheinen gesprochene Wörter durch
Pausen voneinander getrennt zu sein. Dies ist jedoch
ein Trugschluss. Es gibt keine systematischen Pausen,
die anzeigen, wann ein Wort (oder Phonem) beginnt
bzw. endet. Die Segmentierung gesprochener Sprache
in einzelne Wörter ist ein automatischer, unbewusster
Prozess. Als Hörer mögen auch Sie Schwierigkeiten
haben, den Satz „Mähenäbteheu?“ zu verstehen. Nur
wenige Hörer erkennen die richtigen Wörter beim ers-
ten Hören und können die Antwort „Äbte mähen kein
Heu, sondern Gras“, geben. Dass Wortgrenzen nicht
einfach im Sprachsignal zu erkennen sind, wird deut-
lich, wenn man eine unbekannte Sprache hört. Sie
können erkennen, dass es sich um eine Sprache handelt
– es sind keine Geräusche – aber Wortgrenzen kön-




Gesprochene Sprache ist akustisch gesehen nahezu kon-
tinuierlich. Sie ist nicht in deutlich abgegrenzte Einhei-
ten (Phoneme, Silben oder Wörter) unterteilt. Bisher ist
es noch nicht gelungen, konstante (invariante) akusti-
sche Merkmale zu entdecken, die Anfänge oder Enden
individueller Wörter markieren. Der Segmentierungs-
prozess, d. h. die Unterteilung des konstanten Sprach-
stroms in einzelne Wörter, wird außerdem dadurch er-
schwert, dass Wörter aus einer begrenzten Anzahl von
Sprachlauten bzw. Silben produziert werden. Dadurch
enthalten Wörter andere Wörter (Du in Duden oder Ra-
ben in Graben), oder es entstehen Wörter über Wort-
grenzen (Schund in Busch und …). Eine bestimmte Seg-
mentierung in Wörter garantiert daher nicht immer,
dass diese auch tatsächlich produziert wurden. Dennoch
„verstehen“ wir Wörter und nicht einen kontinuierli-
chen Fluss von Sprache. Äußerst selten unterliegen
wir Segmentierungsfehlern. Wie unterteilen wir also
den Sprachfluss in einzelne Wörter?
Das Segmentierungsproblem kennt zwei Seiten. Zum
einen muss der Hörer Einheiten im Sprachsignal ent-
decken, die den Zugriff auf das mentale Lexikon erlau-
ben. Man nennt diese prälexikale Zugriffseinheiten. Zum
anderen müssen diese Zugriffseinheiten auch so katego-
risiert werden, dass sie den Zugriff auf das Lexikon er-
möglichen. Aktuelle Modelle nehmen an, dass der Zu-
griff auf das mentale Lexikon über linguistisch definierte
Einheiten erfolgt. Eine ganze Fülle von möglichen Ein-
heiten wurde vorgeschlagen: phonetische Eigenschaften
(Marslen-Wilson, 1987), phonologische Eigenschaften
(Lahiri & Marslen-Wilson, 1991), Phoneme (Foss &
Gernsbacher, 1983; Pisoni & Luce, 1987), Morae
( = subsilbische Einheiten wie z. B. der vokalische
Kern; Otake, Hatano, Cutler & Mehler, 1993) oder Sil-
ben (Cutler, Mehler, Norris & Segui, 1986, Zwitserlood,
2004).
Im folgenden Abschnitt werden im Wesentlichen
Modelle, die das Segmentierungsproblem lösen können,
beschrieben, die in der auditiven Worterkennungsfor-
schung von Bedeutung sind. Modelle, die anhand akus-
tischer Merkmale Wortgrenzen erkennen, wie das lexi-
cal-access-from-spectra-(LAFS-)Modell von Klatt (1979,
1986), werden hier nicht aufgeführt.
In einigen Modellen löst sich das Segmentierungs-
problem wie von selbst. Es handelt sich um Modelle,
die beschreiben, wie wir gesprochene Wörter erkennen:
das TRACE-Modell (McClelland & Elman, 1986) und
das Kohortenmodell (Marslen-Wilson, 1993); beide
Abb. 11--5 Sprache ohne Pausen, Wrter ohne Grenzen. Weder Wrter noch Phoneme sind im Sprachsignal (Amplitude Zeit)
eindeutig zu erkennen. Auch in anderen Visualisierungen, z. B. Frequenz Zeit, sind Wort- und Phonemgrenzen nur sehr schwer zu
erkennen.
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werden in Abschnitt 11–4.1.3 ausführlicher dargestellt.
In diesen Modellen ergibt sich die Segmentierung kon-
tinuierlicher Sprache als Konsequenz der Worterken-
nung. Der Beginn einer Äußerung bildet dabei immer
den Anfang des ersten Wortes. Dieser Wortanfang,
im Kohortenmodell die ersten 150–250 ms einer Äuße-
rung, wird für den lexikalen Zugriff verwendet. Sobald
ein Wort erkannt wurde, kann dessen Ende „vorherge-
sagt“ werden. Die auf das Ende folgende Sprachinforma-
tion muss einen neuen Wortanfang darstellen, mit der
ein erneuter lexikaler Zugriff initiiert wird.
Es gibt jedoch auch Ansätze, in denen die Segmentie-
rung unabhängig von der Worterkennung aufgrund von
Informationen im Sprachsignal stattfindet. So schlagen
Cutler und Norris (1988) mit ihrer metrischen Segmen-
tierungsstrategie (MSS) für das Englische vor, dass der
Segmentierungsprozess durch Silben mit vollem Vokal
initiiert wird (die erste Silbe von woman hat einen vollen
Vokal, die zweite nicht). Eine Silbe mit einem vollen Vo-
kal löst den lexikalen Zugriff aus; alle darauffolgenden
Silben mit reduziertem Vokal werden als dazugehörig
angesehen. Mittlerweile ist die MSS im Computermo-
dell Shortlist implementiert worden (Norris, 1994).
Shortlist ist in der Lage, Wörter zu erkennen, die in an-
deren Wörtern enthalten sind. Außerdem erkennt es
Wörter, die über Wortgrenzen hinausgehen. Das Modell
zeigt die möglichen Alternativen auf, beendet den Seg-
mentierungsprozess aber erst, wenn der gesamte
Sprachfluss in Wörter aufgeteilt werden konnte und
kein Rest übrig bleibt.
Im Gegensatz zum Englischen wird der Segmentie-
rungsprozess im Französischen mit jeder Silbe (also
mit oder ohne vollen Vokal) eingeleitet (Mehler, Dom-
mergues, Frauenfelder & Segui, 1981; für ähnliche Be-
funde im Niederländischen siehe Zwitserlood, Schrie-
fers, Lahiri & van Donselaar, 1993). Französische Hörer,
die englisch sprechen, segmentieren auch englische
Sprache nach jeder Silbe und nicht nach vollen Vokalen
(Cutler et al., 1986). Englischsprachige Hörer dagegen
segmentieren, trotz exzellenter Französischkenntnisse,
Französisch ebenso wie Englisch nach vollen Vokalen.
Die Segmentierung gesprochener Sprache scheint
durch die Muttersprache bestimmt zu sein: Silben im
Französischen, Katalanischen und Niederländischen,
volle Vokale im Englischen, Morae im Japanischen.
Welche spezifischen Faktoren in der Phonologie einer
Sprache die unterschiedlichen Segmentierungsstrategien
hervorbringen, ist noch unklar (Sebastian-Gallés, Du-
poux, Segui & Mehler, 1992). Es ist bisher auch nicht
entschieden, ob die Zugriffseinheiten gespeichert sind
oder erst während der Segmentierung berechnet werden
(Zwitserlood, et al. 1993).
11--4.1.2 Das variable Sprachsignal
Die zweite Schwierigkeit bei der Sprachsegmentierung
betrifft die Kategorisierung der lexikalen Zugriffseinhei-
ten. Auch dieses Problem ist keineswegs trivial. Men-
schen erkennen Wörter unabhängig von Geschlecht
und Alter des Sprechenden. Ob ein Wort als Frage
(Du?) oder Aussage (Du!) formuliert, geschrieen, geflüs-
tert oder mit vollem Mund gesprochen wurde, scheint
die Worterkennung nicht wesentlich zu beeinflussen.
Wir erkennen diese Variationen und berücksichtigen
sie entsprechend (Repp & Liberman, 1987).
Wenn wir längere Zeit reden, werden wir bestimmte
Wörter wiederholt benutzen. Obwohl die physikali-
schen Eigenschaften dieser Realisierungen sehr verschie-
den sein können, verstehen Zuhörer alle Realisierungen
(Token) dieser Wörter (Typen) gleich. Das Kategorisie-
rungsproblem wird zusätzlich dadurch erschwert, dass
Sprecher in Abhängigkeit vom Kontext Wortteile, meist
Phoneme, weglassen (Elision: gehen [ge: en] ! [ge:n]),
hinzufügen (Epenthese: kommt, kommst [k cmt],
[k cmst]! [k cmpt], [k cmpst]) oder einander anpassen
(Assimilation: leben [le:b en] ! [le:bm]). Letztendlich
sind diese Prozesse Ausdruck der Tatsache, dass Spre-
cher nicht ein Phonem nach dem anderen, sondern
Phoneme vielmehr überlappend produzieren, also koar-
tikulieren. Die Bewegungen der Artikulatoren (siehe
Abschnitt 11–2) spiegeln nicht nur das aktuell produ-
zierte Phonem wider, sondern auch das vorherige
und das folgende Phonem. Koartikulation führt dazu,
dass akustische Eigenschaften und phonetische Katego-
rien einander nicht eindeutig zugeordnet werden kön-
nen. Außerdem verhindert sie die Unterteilung des
Sprachsignals in Einheiten, die eindeutig auf diskrete
phonetische (oder phonologische) Segmente abgebildet
werden können.
Wie kommt es dann, dass wir dennoch mit hoher Ge-
nauigkeit das beabsichtigte Wort erkennen? Zwar ist
nicht alle Sprachinformation veränderlich – Vokale
sind relativ invariant, Konsonanten verändern sich we-
sentlich stärker in Abhängigkeit vom Kontext; es gibt
jedoch bis heute noch keine Antwort darauf, wie kon-
textabhängige veränderliche Sprachinformation auf
konstante (invariante) gespeicherte Einheiten abgebildet
wird. Zum einen wird vorgeschlagen, dass Hörer größe-
re Einheiten anstelle von Phonemen (z. B. Silben) ver-
wenden, wodurch sich die Varianz reduziert. Andere
Vorschläge gehen davon aus, dass die veränderlichen
Anteile ignoriert werden und nur die phonetisch we-
sentlichen Anteile aus dem Sprachsignal wiedergewon-
nen werden.
Die Variationen, die innerhalb einer Phonemkatego-
rie auftreten, würden dann ignoriert (Repp, 1984) oder
in Richtung des Kategoriemittelpunktes angepasst
(Kuhl, 1991). Es hatte sich auch gezeigt, dass Versuchs-
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personen unter bestimmten Bedingungen in der Lage
sind, die feinen Unterschiede innerhalb einer Kategorie
wahrzunehmen (Samuel, 1977). Insgesamt haben diese
Befunde dazu geführt, diese Art der Variation nicht
mehr als „Rauschen“ im Sprachsignal zu verstehen,
das ignoriert werden muss, sondern als Informations-
quelle zu betrachten, die zur Sprachverarbeitung heran-
gezogen werden kann.
11--4.1.3 Der Umgang mit Abweichungen
Auch wenn man die Variation im Sprachsignal als Infor-
mationsquelle betrachtet, bleibt die Frage bestehen, wie
stark Sprachsignal und lexikale Repräsentation vonei-
nander abweichen dürfen. Einerseits zieht die Sprache
relativ enge Grenzen hinsichtlich des Ausmaßes der Va-
riation, da jede Sprache sogenannte minimale Paare be-
sitzt. Ein minimales Paar ist aus Wörtern zusammenge-
setzt, die bis auf ein Phonem identisch sind (mies – fies),
sich teilweise sogar nur in einer phonologischen Eigen-
schaft unterscheiden (backen – packen). Das Sprachver-
arbeitungssystem muss also solch feine Unterschiede
auflösen können. Andererseits tritt die oben beschriebe-
ne Koartikulation auf, oder Sprachteile werden durch
Umweltgeräusche verändert und überlagert. Die Frage,
inwieweit Sprachsignal und lexikale Repräsentation von-
einander abweichen dürfen, ist für den Abbildungspro-
zess vom Sprachsignal auf die lexikale Repräsentation so-
wie für die Art der lexikalen Repräsentationen wichtig. Je
nach Art und Aufbau der lexikalen Repräsentation kann
eine bestimmte Variation im Sprachsignal eine Abwei-
chung darstellen oder problemlos verarbeitet werden.
Im Folgenden werden zwei Modelle beschrieben, die
zur Beantwortung dieser Frage entwickelt wurden.
TRACE, ein interaktives Aktivierungsmodell zur
Worterkennung, unterscheidet drei Ebenen: die phono-
logische Merkmalsebene, die Phonemebene und die
Wortebene (McClelland & Elman, 1986). Auf jeder Ebe-
ne existieren lokale Repräsentationen (für verteilte Re-
präsentationen siehe weiter unten), d. h., die Aktivie-
rung einer Einheit steht für das Vorhandensein einer
Eigenschaft (phonologische Eigenschaft, Phonem,
Wort). Bidirektionale, aktivierende Verbindungen leiten
die Aktivierung zwischen den Ebenen weiter. Innerhalb
einer Ebene existieren zwischen den Repräsentationen
hemmende Verbindungen (laterale Hemmung). Ein
Sprachsignal wird auf die erste Ebene abgebildet, die
phonologische Eigenschaften (Merkmale wie nasal
oder plosiv) enthält. Je besser ein bestimmtes Merkmal
zum Sprachsignal passt, desto stärker wird es aktiviert.
Die Aktivierung der Merkmale wird an die Phonemebe-
ne weitergeleitet. Je mehr Merkmale eine Phonemreprä-
sentation aktivieren, desto größer ist deren Aktivierung.
Die Phonemeinheiten ihrerseits aktivieren alle Wortein-
heiten, in denen sie enthalten sind. Aktivierte Phonem-
einheiten können auch die Verbindungen von der
Merkmals- zur Phonemebene so verändern, dass Koar-
tikulationseffekte kompensiert werden (Elman &
McClelland, 1986). Sobald eine Wortrepräsentation ak-
tiviert wird, aktiviert sie rückwirkend (top-down-Akti-
vierung) die in ihr enthaltenen Phoneme.
Im TRACE-Modell ist es möglich, dass Phoneme
oder auch Wörter aktiviert werden, die nur teilweise
zur Eingabe passen. So wird backen mitaktiviert,
wenn die Eingabe packen ist. Es hat sich jedoch gezeigt,
dass die Aktivierung der nur partiell passenden Einträge
relativ gering ist (Frauenfelder & Peeters, 1998). Dies
kann man darauf zurückführen, dass der am besten pas-
sende Eintrag, backen, alle weniger gut passenden Ein-
träge (packen, lacken, hacken) stärker hemmt, als er
durch sie gehemmt wird. Der Aktivierungsvorteil, der
durch die bessere Übereinstimmung mit der Eingabe
(bottom-up-Aktivierung) entsteht, wird durch die latera-
le Hemmung innerhalb der Ebenen weiter verstärkt.
Dieses Zusammenspiel von bottom-up-Aktivierung
und lateraler Hemmung ermöglicht TRACE, minimale
Paare zu unterscheiden.
Führt die Abweichung zu einem Pseudowort, z. B.
*dacken, werden in TRACE lexikale Repräsentationen,
backen, packen, Nacken usw., im Ausmaß ihrer Überein-
stimmung mit der Eingabe aktiviert. Es wird diejenige
Repräsentation am stärksten aktiviert, die phonologisch
am besten zur Eingabe passt. Jedoch reicht in TRACE
die lexikale Aktivierung nicht in allen Fällen aus, um
ein Wort zu erkennen (Goldman, Frauenfelder & Con-
tent, 1998, zitiert nach Frauenfelder & Peeters, 1998).
Im Gegensatz zu TRACE erfordert das Kohortenmo-
dell eine genaue Passung von Sprachsignal und lexikaler
Repräsentation (Marslen-Wilson, 1993). Im Kohorten-
modell sind Wortformen als Bündel distinktiver, nicht-
redundanter und markierter phonologischer Merkmale
gespeichert. Nichtredundant bedeutet in diesem Zusam-
menhang, dass nur relevante Information gespeichert
wird. So sind z. B. im Deutschen alle Nasale ([m],
[n], [g]) stimmhaft (siehe Abschnitt 11–2 bzw. Abb.
11–2). Das Merkmal [stimmhaft] wird bei nasalen Pho-
nemen nicht gespeichert, es ist vorhersagbar. Markierte,
also nicht erschließbare, Information wird dagegen ge-
speichert. Im Fall der eben aufgeführten Nasale ist der
Ort der Artikulation für [m], labial, und [g], velar, spe-
zifiziert. Der Artikulationsort für [n], alveolar, ist vor-
hersagbar und deswegen nicht spezifiziert. Der Vorteil
dieser Repräsentationsform liegt darin, dass sie elegant
mit phonologisch regelhaft veränderten Spracheingaben
umgehen kann. Das Musterbeispiel für eine regelhafte
Veränderung im Deutschen ist die Auslautverhärtung.
Auslautverhärtung bezeichnet den Vorgang, bei dem
stimmhafte Plosive (z. B. [b], [v], [d], [g]) im Auslaut
oder vor stimmlosen Obstruenten stimmlos (z. B. [p],
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[f], [t], [k]) werden. Rind wird nicht etwa als /rind/ aus-
gesprochen, sondern als /rint/. In anderen Fällen wird
der Laut nicht stimmlos, z. B. Rinder /rind er/.
Im Kohortenmodell werden phonetische Eigenschaf-
ten aus dem Sprachsignal extrahiert und auf unterspe-
zifizierte lexikale Repräsentationen abgebildet. Im Mo-
dell stellt /rint/ keine Abweichung zur lexikalen Reprä-
sentation Rind dar, da das regelhaft veränderte Merkmal
nicht lexikal spezifiziert ist (Lahiri & Marslen-Wilson,
1991; Gaskell & Marslen-Wilson, 1996; siehe Coenen,
Zwitserlood & Bölte, 2001, oder Gumnior, Bölte & Zwit-
serlood, 2005, für widersprechende Befunde). Weichen
Sprachsignal und lexikale Repräsentation dagegen in
markierten phonologischen Eigenschaften voneinander
ab, führt dies zu einer Deaktivierung der nicht passen-
den lexikalen Repräsentationen (Marslen-Wilson &
Zwitserlood, 1989; Marslen-Wilson, 1993). Das inten-
dierte Wort soll jedoch über einen weiteren, zeitaufwen-
digen Reparaturprozess erkannt werden (Marlsen-Wil-
son, Moss & van Halen, 1996).
Ob es solch einen Reparaturprozess gibt, ist aber um-
stritten. Neuere Untersuchungen zeigten, dass markierte
phonologische Abweichungen schnell kompensiert wer-
den können (Bölte, 1997; Bölte, 2001; Bölte & Coenen,
2002; Connine, Blasko & Titone, 1993). Was letztend-
lich die unterschiedliche Befundlage verursacht, ist un-
klar (siehe Bölte & Coenen, 2002).
Mittlerweile gibt es eine Weiterentwicklung des Ko-
hortenmodells, eine implementierte Variante, die je-
doch keine unterspezifizierten lexikalen Repräsentatio-
nen verwendet (Gaskell, Hare & Marslen-Wilson, 1995).
Die Spracheingabe in Form phonetischer Eigenschaften
wird auf eine semantische Ausgabeschicht und eine da-
von getrennte phonologische Ausgabeschicht abgebil-
det. Jede dieser semantischen und phonologischen Re-
präsentationen ist nicht, wie in TRACE, als einzelner
Knoten in einem Netzwerk implementiert, sondern
als das Muster der Aktivierung über viele Knoten (ver-
teilte Repräsentation).
Obwohl die phonologischen Repräsentationen voll-
ständig spezifiziert sind, kann diese Version des Kohor-
tenmodells assimilierte Wörter erkennen. Wird ein as-
similiertes Wort (z. B. [le:bm]) eingegeben, wird das
Muster für die zugrunde liegende, nichtassimilierte pho-
nologische Repräsentation aktiviert und nicht das Mus-
ter einer assimilierten Repräsentation. Man könnte ver-
muten, dass dies nur ein einfaches Assoziationsproblem
ist. Dies ist jedoch nicht der Fall. Das Modell muss er-
kennen, dass bestimmte Phoneme in einem Wort assi-
miliert sein können, andere dagegen nicht. Folgendes
Beispiel verdeutlicht das Problem. Das Wort lebensmüde
wird oft mit einem assimilierten [m] ausgesprochen, /
le:bmsmy:d e/ statt /lebnsmy:d e/. Während das erste
[m] ein assimiliertes [n] ist, ist das zweite [m] nicht as-
similiert. Ein einfacher Assoziationsmechanismus wür-
de in beiden Fällen [m] zu [n] verändern. Die Fähigkeit
dieser Version des Kohortenmodells, assimilierte und
nichtassimilierte Phoneme zu unterscheiden, ist eine
Folge seiner Lernfähigkeit. Das Modell hat gelernt,
dass es Assimilationen nur dann kompensieren darf,
wenn der lautliche Kontext eine Assimilation verursacht
haben könnte.
Es ist deutlich geworden, dass unsere Fähigkeit, aus
variablem und verrauschtem Input Wörter zu verstehen,
immer noch nicht geklärt ist. Es gibt unter Forschern
keinen Konsens darüber, wie Sprachsignale segmentiert,
kategorisiert und mit den Inhalten in unserem mentalen
Lexikon in Verbindung gebracht werden. Genauso we-
nig ist man sich einig, wie die Repräsentationen, auf die
das Signal abgebildet werden, strukturiert sind. Die vor-
gestellten Modelle befassen sich mit Worterkennung,
mit der Abbildung eines schon kategorisierten Signals
auf lexikale Repräsentationen und mit dem Wettbewerb
zwischen lexikalen Kandidaten. Wie man zu diesem ka-
tegorisierten Signal kommt, bleibt allerdings unbeant-
wortet. So ist bei Modellen, die auf Computern imple-
mentiert sind, die Spracheingabe keine natürliche, son-
dern vorkategorisierte Sprache. Der Einfluss phonolo-
gisch begründeter Repräsentationen, z. B. im Kohorten-
modell, ist zwar größer geworden, jedoch blieben auch
diese Ansätze nicht unwidersprochen (Coenen et al.,
2001). Außerdem unterliegen natürlich auch phonolo-
gische Theorien dem wissenschaftlichen Fortschritt, und
infolgedessen verändern sich die angenommenen Re-
präsentationsformen ebenfalls (Byrd, 1992; Browman
& Goldstein, 1992).
11--4.2 Was passiert bei der
Worterkennung?
Stellen wir die Frage, wie das kontinuierliche und vari-
able Sprachsignal kategorisiert wird, für einen Moment
in den Hintergrund. Wie schaffen Menschen es, aus ih-
rem Gedächtnis, in dem ca. 30 000–50 000 aktiv be-
nutzte Einträge gespeichert sind, die richtigen drei bis
vier Wörter pro Sekunde zu finden? Der zugrunde lie-
gende Mechanismus ist so effektiv, dass die Sprechge-
schwindigkeit ohne weiteres auf sieben Wörter pro Se-
kunde gesteigert werden kann. In normaler Konversati-
on hat man also 200–250 ms Zeit für die Worterken-
nung, wenn man die Zeit zur Integration der Wortbe-
deutung in den Kontext (Satz, Geschichte) ignoriert. In
den nächsten Abschnitten werden wir erläutern, was die
Worterkennung leistet, was ihre allgemeinen Funktio-
nen sind, wie man sich die Struktur und die Zusammen-
arbeit der Teilprozesse vorstellt, in Modellen, die spezi-
fisch für Worterkennung entwickelt wurden.
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11--4.2.1 Modular oder interaktiv?
Der Worterkennungsprozess wird häufig in drei Teil-
prozesse unterteilt: lexikaler Zugriff, lexikale Auswahl
und Integration der Wortbedeutung. Beim lexikalen Zu-
griff werden lexikale Zugriffseinheiten (die Wortformen
aus Abschnitt 11–3.1) aufgrund der Informationen im
Sprachsignal aktiviert. Wenn mehrere Zugriffseinheiten
aktiviert werden, ist lexikale Auswahl notwendig: Es soll
das eine Wort ausgewählt werden, welches am besten zu
der Eingabe passt. Der dritte Teilprozess, die Integrati-
on, stellt eine Verbindung zwischen der Bedeutung von
einzelnen Wörtern und der Bedeutung der gesamten
Äußerung her.
Ein wichtiger Aspekt ist der Grad der Modularität
dieser beteiligten Teilprozesse. Ein strikt modularer
Teilprozess ist spezifisch für einen Teilbereich zuständig
und arbeitet unabhängig von anderen Subsystemen.
Modulare Subsysteme sind schnell, arbeiten automa-
tisch und sind obligatorisch an der Verarbeitung betei-
ligt (Fodor, 1983). Eine definierende Eigenschaft modu-
larer Systeme ist, dass höhere Prozesse (weiter entfernt
von der Eingabe) nicht die Verarbeitung niedriger Pro-
zesse (nah am Input) beeinflussen können. In einem
vollständig modularen System würde ein Prozess die
akustisch-phonetische Analyse erledigen und ein weite-
rer die lexikale Auswahl. Das Ergebnis der lexikalen Aus-
wahl würde an den syntaktischen Verarbeitungsprozess
weitergereicht werden. Letztendlich würde dessen Er-
gebnis im Subsystem zur Generierung des Diskursmo-
dells weiterverarbeitet.
Eine andere Struktur haben interaktive Modelle.
Worterkennung ist hier das Ergebnis verschiedener Ver-
arbeitungsprozesse, die gemeinsam eine plausible Inter-
pretation der Eingabe erstellen. Syntaktische und se-
mantische Informationen werden dabei eingesetzt, um
lexikale Verarbeitung zu steuern.
Modelle der Worterkennung unterscheiden sich im
Ausmaß der Modularität. Das Kohortenmodell und
Shortlist sind modulare Modelle, da sie annehmen,
dass die Analyse des sprachlichen Inputs nicht vom le-
xikalen Zugriff bzw. der lexikalen Auswahl beeinflusst
wird. Dieser Annahme widersprechen jedoch Befunde
von Ganong (1980). Stellen Sie sich vor, Sie hören
Sprachinformation, die einen mehrdeutigen Laut ent-
hält, der zwischen /g/ und /k/ liegt (g/k-las). Wird die
mehrdeutige Sprachinformation als /g/ interpretiert,
formt sich das Wort Glas, interpretiert man es dagegen
als /k/, „hört“ man das Pseudowort Klas. In den Expe-
rimenten von Ganong tendierten die Versuchspersonen
dazu, Wörter und nicht Pseudowörter zu „hören“. Das
Lexikon beeinflusst also die Interpretation der akus-
tisch-phonetischen Analyse (siehe auch Samuel, 1996,
für ähnliche Ergebnisse).
Für das interaktive TRACE-Modell stellen diese Be-
funde kein Problem dar. Aufgrund der top-down-Akti-
vierung von der Wort- auf die Phonemebene kann der
Eintrag Glas die Aktivierung des Phonems /g/ erhöhen.
Dies wiederum erhöht die Aktivierung von Glas und
letztendlich gewinnt Glas den Worterkennungsprozess.
Mittlerweile existiert jedoch mit MERGE eine modulare
Modellvorstellung, die diese Befunde ohne top-down-
Aktivierung erklären kann (Norris, McQueen & Cutler,
2000).
11--4.2.2 Seriell oder parallel?
Eine weitere relevante Frage bei der Worterkennung be-
trifft den Vergleich von Spracheingabe mit lexikalen Zu-
griffseinheiten. In einigen, hier nicht besprochenen Mo-
dellen wird angenommen, dass dieser Vergleichsprozess
seriell verläuft (Forster, 1979; Paap, Newsome, McDo-
nald & Schvaneveldt, 1982). Es wird jeweils immer nur
eine lexikale Einheit mit dem Sprachsignal verglichen.
Die Annahme eines streng seriellen Vergleichsprozesses
ist letztendlich kaum haltbar. Wenn man den Umfang
des mentalen Lexikons und die Geschwindigkeit der
Worterkennung betrachtet, könnte jeder Vergleich viel-
leicht gerade mal eine Millisekunde dauern (siehe auch
Textbox 11–5)!
Das Feld der auditiven Worterkennung dominieren
parallele Modelle wie das Kohortenmodell, Shortlist
und TRACE, in denen eine Vielzahl gleichzeitig aktiver
Zugriffseinheiten mit dem Sprachsignal verglichen wer-
den. Die Anzahl gleichzeitig aktivierter Einträge ist je-
doch beschränkt und wird in allen drei Modellen letzt-
endlich vom Grad der Übereinstimmung mit dem
Sprachsignal bestimmt. In implementierten Modellen
ist bei Simulationen diese Anzahl festgelegt. So hat
TRACE insgesamt nur ca. 235 Einträge! Diese Lexikon-
größe kann jedoch kritisch sein: In einem größeren Le-
xikon mit 1 045 Einträgen werden falsch ausgesprochene
Wörter schlechter erkannt als in einem kleinen Lexikon
(Goldman et al., 1998). Ein anderer Faktor, der zumin-
dest in TRACE und Shortlist die Anzahl der gleichzeitig
aktivierten Einträge beeinflusst, ist die laterale Hem-
mung zwischen Einheiten auf einer Verarbeitungsstufe.
Stärker aktivierte Repräsentationen hemmen schwächer
aktivierte und reduzieren so die Anzahl aktivierter lexi-
kaler Repräsentationen (Abb. 11–6).
Die überzeugendsten experimentellen Belege für pa-
rallele Aktivierung mehrerer lexikaler Einträge kommen
aus der Ambiguitätsforschung (Swinney, 1979) und aus
Untersuchungen mit Wortfragmenten (Moss, McCor-
mick & Tyler, 1997; Zwitserlood, 1989). Swinney konnte
zeigen, dass bei mehrdeutigen Wörtern zuerst alle Be-
deutungen zur Verfügung stehen. So werden bei Bank
die Bedeutungen „Geldinstitut“ und „Sitzgelegenheit“
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aktiviert. Der Kontext, d. h. der semantische Inhalt des
Satzes, in dem das mehrdeutige Wort gehört wird, hilft
erst im Nachhinein bei der Auswahl der passenden Be-
deutung. Ähnliches ergibt sich bei Mehrdeutigkeit des
sprachlichen Inputs. Es hat sich gezeigt, dass ein Wort-
fragment wie /kapit/ gleichzeitig mehrere lexikale Zu-
griffseinheiten (Kapitän, Kapital, Kapitol, Kapitel) und
die damit verbundenen Bedeutungen aktiviert (Zwitser-
lood, 1989), auch wenn diese nicht zum Satzkontext
passen. Anders als zuvor bei den Daten von Ganong
(1980) hilft Information einer höheren Ebene (seman-
tische Passung mit dem Kontext) nicht bei der Verarbei-
tung auf einer tieferen Ebene (lexikaler Zugriff).
Modelle, die eine parallele Aktivierung mehrerer
Worteinträge zulassen, brauchen einen Selektionsme-
chanismus, damit nur ein Wort erkannt wird. Die Me-
chanismen für die Auswahl einer lexikalen Repräsenta-
tion sind ebenso vielfältig wie die Modelle. Im Kohor-
tenmodell muss eine kritische Differenz zwischen den
zwei am höchsten aktivierten Repräsentationen erreicht
werden. Wird diese Differenz überschritten, wird das
Wort mit der höchsten Aktivierung erkannt (Mars-
len-Wilson, 1987). In TRACE kann entweder der Ein-
trag mit dem absolut gesehen höchsten Aktivierungs-
grad eine Schwelle überschreiten, oder die relative Ak-
tivierung wird nach einer Regel berechnet, bei der auch
die Aktivierung anderer Repräsentationen berücksich-
tigt wird (Luce’s-choice-Regel, siehe Frauenfelder & Pee-
ters, 1998). Shortlist hat bislang kein explizites Krite-
rium, das den Moment der Selektion festlegt. Shortlist
ist eher ein Modell zur Segmentierung gesprochener
Sprache und weniger ein Modell der Worterkennung
(bei TRACE und Kohort ist dies umgekehrt). Zumindest
verhindert Shortlist, dass eine lexikale Repräsentation
ausgewählt wird, solange ein Rest des Inputs nicht auf
ein Wort abgebildet werden kann. Die gesamte Eingabe
muss eindeutig interpretierbar sein (Norris, McQueen,
Cutler & Butterfield, 1997). So würde Busch und nicht in
Bu und Schund segmentiert, weil erkannt wird, dass Bu
keine lexikale Repräsentation hat.
Bleibt nur die Frage, ob die Selektion eines Eintrags
nur von der Passung mit dem Sprachsignal abhängt oder
ob auch andere Informationen, vor allem die Bedeutung
des Satzes, in dem ein Wort steht, zur Worterkennung
beitragen. Diese Frage hat eine lange Tradition (Bagley,
1900; Miller, Heise & Lichten, 1951). In zahllosen Ex-
perimenten wurde gezeigt, dass Wörter schneller er-
kannt werden, wenn sie in einem passenden Satzkontext
vorkommen (siehe Zwitserlood, 1999, für einen Über-
blick). Auch wenn in manchen Experimenten kontex-
tuelle Information keinen Einfluss auf die anfängliche
Aktivierung lexikaler Einträge hat, so scheint doch die
Selektion eines Wortes aus der aktivierten Menge von
der Passung mit dem Satzinhalt abzuhängen (Zwitser-
lood, 1989, 1999). Selektion und Integration (die Ab-





























Abb. 11--6 Vernderung der Aktivierung in Abhngigkeit vom Sprachsignal. Die Beispiele stellen nur eine Auswahl der aktivierten
Eintrge dar. Je mehr vom Sprachsignal dargeboten wird, desto hher ist die Aktivierung einzelner lexikaler Reprsentationen. Auch
hier sind Phonemgrenzen nicht eindeutig zu erkennen. Am besten entdeckt man noch Plosive wie /p/ und /t/. Plosiven geht eine
Stille voran, der dann eine Explosion folgt. Der bergang zum folgenden Vokal ist aber flieend.
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der Bedeutung des Satzes) wirken eng zusammen. Die
besprochenen Modelle eignen sich von ihrer Struktur
her alle, einen Einfluss von Kontext auf die Selektion
und Worterkennung zuzulassen. Eine Implementierung
fehlt jedoch.
Festzuhalten ist, dass beim Zugriff auf das mentale
Lexikon mehrere Einheiten gleichzeitig aktiviert werden.
Lexikaler Zugriff ist ein schneller Prozess, der schon auf-
grund von Teilinformation aus dem Input gestartet wird
und der überwiegend unabhängig ist vom Kontext, in
dem Wörter gehört werden.
Lediglich wenn ein Wort aufgrund der Kontextinfor-
mation sehr vorhersagbar ist, wird ein früher Einfluss
festgestellt (van Berkum, Brown, Zwitserlood, Kooijman
& Hagoort, 2005). Parallel zur Aktivierung lexikaler Ein-
träge wird das Sprachsignal weiter analysiert und mit
den Einträgen verglichen. Die Auswahl eines Eintrags
wird durch den Aktivierungsgrad sowie durch die Pas-
sung zum Sprachsignal und zum Kontext, in dem ein
Wort gehört wird, mitbestimmt.
11--4.3 Vom Buchstaben
zur Bedeutung
Die Unterteilung in lexikalen Zugriff, Selektion und In-
tegration in den Kontext findet sich auch in Modellen
der visuellen Worterkennung. Ebenso finden sich Fra-
gen, ob höhere Verarbeitungsebenen tiefere beeinflus-
sen. Die offensichtlichsten Unterschiede zur auditiven
Worterkennung liegen aber in der Art und Weise der
Eingabe. Erstens sieht man deutlich Wort- und auch
Buchstabengrenzen, zumindest in Druckschrift. Zwei-
tens wird die Information quasi gleichzeitig zur Verfü-
gung gestellt und nicht Teil für Teil, verteilt über einen
Zeitraum wie bei gesprochener Sprache – es sei denn, es
handelt sich um sehr lange Wörter, die mit mehreren
Fixationen gelesen werden.
Dennoch gibt es Berührungspunkte zwischen auditi-
ver und visueller Worterkennung. Leser sind zuallererst
Sprecher und Hörer ihrer Sprache. Beim Lesenlernen
knüpft man Verbindungen zwischen geschriebenen
Symbolen und phonologischen Äquivalenten, um so
Zugriff auf die Bedeutung zu erhalten. Eine wichtige
Frage der visuellen Worterkennung, die jetzt besprochen
wird, ist daher, inwieweit phonologische Repräsentatio-
nen auch beim geübten Lesen beteiligt sind.
Die Übersetzung orthographischer in phonologische
Repräsentationen erfordert Regeln, sogenannte Gra-
phem-zu-Phonem-Regeln. Grapheme sind die distink-
tiven Einheiten eines Schriftsystems. Im Idealfall symbo-
lisieren sie Phoneme. Komplexität und Anzahl der Gra-
phem-zu-Phonem-Regeln variieren von Sprache zu
Sprache. Serbokroatisch und Finnisch haben eine ein-
deutige Zuordnung von Graphemen zu Phonemen.
Im Vergleich dazu ist die Zuordnung im Englischen
schwieriger und wird im Hebräischen noch uneindeu-
tiger (Frost, Katz & Bentin, 1987).
Da, zumindest im Englischen, nicht alle Wörter
durch Graphem-zu-Phonem Regeln übersetzt werden
können, muss es einen weiteren (orthographischen)
Weg zum mentalen Lexikon geben. Coltheart (1978)
schlägt in seinem Zwei-Wege-Modell (dual-route-mo-
del) der Worterkennung zwei Pfade zum Erkennen ge-
schriebener Wörter vor. Ein Weg führt über orthogra-
phische Repräsentationen des Gesamtwortes zu lexika-
len Informationen. Auf dem anderen Weg werden Gra-
pheme in Phoneme übersetzt, und erst danach erfolgt
der Zugriff auf das mentale Lexikon. Je schlechter die
Graphem-zu-Phonem-Korrespondenz ist, desto mehr
verstärkt sich der Einfluss des orthographischen (direk-
ten) Weges zum Lexikon.
Wenn es einen direkten Weg gibt, kann man sich fra-
gen, warum man überhaupt einen indirekten Weg mit
Graphem-zu-Phonem-Übersetzung braucht. Sprechen
Sie doch mal das Pseudowort Tühmerdein aus. Sie kön-
nen das ohne Probleme. Die indirekte Route „übersetzt“
die Grapheme in die entsprechenden Phoneme und ver-
setzt Sie so in die Lage, das Pseudowort auszusprechen.
Die indirekte Route dient hauptsächlich zur Aussprache
neuer, unbekannter, aber regelhafter Wörter. Es hat sich
jedoch gezeigt, dass die Aussprache solcher Wörter auch
durch die Aktivierung ähnlich klingender Wörter erfol-
gen kann. Ein indirekter Weg wäre demnach nicht zwin-
gend notwendig (Glushko, 1979; Marcel, 1980).
Stärkere Belege für die Existenz einer indirekten Rou-
te finden sich bei dyslektischen Patienten, bei denen eine
doppelte Dissoziation zwischen den beiden Wegen vor-
liegt. Patienten mit sogenannter Oberflächen-Dyslexie
sprechen Wörter mit irregulärer Graphem-zu-Pho-
nem-Korrespondenz regulär aus (Shallice, Warrington
& McCarthy, 1983). Deutsche Oberflächen-Dyslektiker
würden Jeep als /je:p/ aussprechen. Patienten mit pho-
nologischer Dyslexie sind dagegen in der Lage, irreguläre
Wörter und häufig vorkommende Wörter auszuspre-
chen. Jedoch scheitern sie darin, Pseudowörter auszu-
sprechen. Sie können also nicht Dasse laut vorlesen:
Ihre Graphem-zu-Phonem-Route scheint teilweise un-
terbrochen zu sein (siehe Abschnitt 11–7.1 für die Be-
schreibung von Sprachstörungen). Neuerdings gibt es
implementierte konnektionistische Modelle, die ohne
explizite Graphem-zu-Phonem-Regeln zahlreiche Be-
funde, die als Beleg für Zwei-Wege-Modelle gelten, si-
mulieren können (Patterson, Seidenberg & McClelland,
1989; Seidenberg & McClelland, 1989; Plaut, 1999).
Zusammenfassend scheint die eigentliche Worter-
kennung beim Lesen und Hören, trotz Unterschiede
im Input, ähnlich zu verlaufen. In welchem Umfang
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und unter welchen Umständen der graphemische Input
in eine phonologische Repräsentation überführt wird,
ist noch nicht entschieden. Es gibt in letzter Zeit
mehr Belege dafür, dass beide Repräsentationsformen
beteiligt sein können. Phonologische Repräsentationen
werden beim Lesen allerdings langsamer als orthogra-
phische aktiviert. Sie beeinflussen daher visuelle Wort-
erkennung nur, wenn genügend Zeit vorhanden ist, z. B.
bei selten vorkommenden Wörtern (Jared & Seidenberg,
1991; Ferrand & Grainger, 1994; Perfetti & Bell, 1991;
Van Orden, 1987).
11--5 Was passiert im Gehirn
bei der Worterkennung?
Kognitive Funktionen wie Worterkennung und mentale
Repräsentationen sind natürlich alle im Gehirn veran-
kert. Es fällt schwer, kognitive Vorgänge zu verstehen,
ohne die Funktion des Gehirns zu verstehen. Wie schon
aufgezeigt, gibt es zahlreiche Modellvorstellungen dazu,
wie ein und dieselbe kognitive Funktion ausgeführt wer-
den kann. Im Abschnitt über visuelle Worterkennung
wurde gezeigt, wie Daten von hirngeschädigten Patien-
ten wichtige Hinweise für Modelle und Theorien liefern.
Auch neurobiologische Daten können helfen, kognitive
Theorien weiterzuentwickeln. Andererseits sollte man
nicht glauben, dass wir automatisch kognitive Prozesse
verstehen würden, wenn wir in der Lage wären, das Ge-
hirn neurobiologisch zu beschreiben (Sejnowski &
Churchland, 1989).
In den letzten Jahren hat das Aufkommen bildgeben-
der Verfahren wie PET (Positronenemissionstomogra-
phie) oder fMRI (functional magnetic resonance imaging)
erlaubt, kognitive Prozesse mit den zugrunde liegenden
neuronalen Strukturen zu verbinden (siehe Müsseler,
Textbox 1–1). Diesen Forschungsansatz fasst man unter
dem Begriff Kognitive Neurowissenschaften zusammen
(Kosslyn, 1994). All diesen Techniken mangelt es jedoch
an der zeitlichen Auflösung, an der psycholinguistische
Forschung interessiert ist. Hier spielen das EKP (ereig-
niskorreliertes Potenzial, event related potential, ERP)
und die Magnetenzephalographie (MEG) ihre Stärken
aus, da diese Methoden eine zeitliche Auflösung gewäh-
ren, die es erlaubt, kognitive Prozesse zu untersuchen.
Alle Aktivität von Neuronen beruht auf elektroche-
mischen Prozessen. Die dabei entstehenden Ströme wer-
den bei ereigniskorrelierten Potenzialen gemessen (Ber-
ger, 1929). EKPs sind alle elektrocortikalen Potenziale,
die vor, während und nach einem sensorischen, moto-
rischen oder psychischen Ereignis im EEG messbar sind.
Relevant für die kognitiven Prozesse der Sprachverarbei-
tung sind die N400, eine Negativierung des EEG-Poten-
zials, die 400 ms nach Anfang des Stimuluswortes am
ausgeprägtesten ist und semantische Integrationspro-
zesse widerspiegelt, die LAN, eine frühe links-anteriore
Komponente, die auf Wortklasseninformation reagiert,
und die SPS (syntactic positive shift) oder P600, die ca.
600 ms nach Anfang des Wortes auftritt und mit syntak-
tischer Verarbeitung korreliert (Friederici, 1999; Ha-
goort, Brown & Groothusen, 1993; Kutas & Van Petten,
1988).
Ähnliche Komponenten findet man im MEG, einer
Methode mit der nicht hirnelektrische, sondern hirnma-
gnetische Aktivität gemessen wird. Die durch die neuro-
nale Aktivität hervorgerufenen elektrischen Ströme er-
zeugen winzige magnetische Felder (5 1 pico Tesla),
die ein Vielfaches kleiner als das Erdmagnetfeld sind.
Das Problem der geringen Stärke wird, wie bei EKP-
Messungen, durch Mittelung zahlreicher Messungen
überwunden. MEG ist besonders gut geeignet, Quellen
elektrischer Aktivität aufzuspüren.
Wie können EKP-Experimente Informationen lie-
fern, die den Daten aus Reaktionszeitstudien etwas We-
sentliches hinzufügen? Hier folgt ein Beispiel aus dem
Bereich des semantischen Primings (siehe Textbox
11–4). Kurzgefasst: Wenn ein Prime-Wort (Hund)
mit dem Zielwort (Katze) verwandt ist, sind die Reak-
tionen auf das Zielwort immer schneller als bei einem
semantisch nicht verwandten Prime-Wort. Verschiede-
ne Mechanismen wie automatische Ausbreitung von
Aktivierung, semantischer Abgleich oder Integration
oder erwartungsbasierte Generierung werden für das
Zustandekommen von Primingeffekten vorgeschlagen
(siehe Neely, 1991). Meistens wird angenommen, dass
die automatische Aktivierungsausbreitung schnell ver-
läuft, semantischer Abgleich und Integration aber relativ
viel Zeit brauchen. Es müssen semantische Repräsenta-
tionen aufgebaut werden, die dann auch noch miteinan-
der verglichen werden müssen. Chwilla, Hagoort und
Brown (1998) konnten jedoch zeigen, dass semantische
Integrationsprozesse unmittelbar mit der Darbietung
des Zielwortes einsetzen. Unabhängig von der zeitlichen
Trennung von Prime und Target fanden sie N400-Effek-
te. Da N400-Effekte hauptsächlich die Aktivität seman-
tischer Integrationsprozesse widerspiegeln, konnte ge-
folgert werden, dass semantische Abgleichprozesse ge-
nauso früh einsetzen wie die automatische Ausbreitung
von Aktivierung. Sie treten anscheinend ebenso obliga-
torisch und automatisch auf. Der Grund für solch
schnell operierende Integrationsprozesse könnte darin
liegen, dass das Worterkennungssystem immer ver-
sucht, Bedeutungen zu erkennen und diese so schnell
wie möglich in eine sinnvolle Beziehung zueinander
zu setzen.
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11--6 Wortproduktion
Nachdem wir uns mit den Inhalten des mentalen Lexi-
kons, mit den Tücken des gesprochenen Sprachsignals
und mit der schnellen und effizienten Worterkennung
beschäftigt haben, wenden wir uns wiederum dem Spre-
chen zu. Diesmal geht es nicht um die Artikulatoren,
sondern um den Weg vom Konzept zur Wortform.
Im Folgenden wird beschrieben, wie ein Gedanke in
Sprache umgesetzt wird, welche Prozesse dabei ablaufen
und wie diese untereinander zeitlich verschaltet sind.
Die Serialität oder Parallelität der Prozesse wird wieder
eine Rolle spielen.
Wie schon angedeutet, fließen die Informationen
beim Sprechen entgegengesetzt der Richtung beim
Sprachverstehen. Bevor wir sprechen, muss klar sein,
was wir sagen wollen. In den Modellen der Sprachpro-
duktion, an die wir uns bei der Beschreibung der Pro-
zesse der Wortproduktion anlehnen, werden drei globa-
le Funktionen unterschieden: Konzeptualisieren, For-
mulieren (syntaktisches und phonologisches Kodieren)
und Artikulieren (Garrett, 1988; Levelt, 1989; Levelt et
al., 1999; siehe auch Dijkstra & Kempen, 1993; für alter-
native Modelle siehe Textbox 11–5). Die Grundlage für
die Einteilung in funktionale Stufen bildeten jahrzehn-
telang Versprecher. Sprachproduktion verläuft nicht
immer reibungslos: Sprecher machen manchmal Fehler
(siehe auch Hemforth & Konieczny, Kap. 12). Diese
Versprecher wurden gesammelt und ausführlich analy-
siert (siehe Fromkin, 1971; Leuninger, 1993). Es zeigte
sich, dass Versprecher auf unterschiedlichen Verarbei-
tungsstufen entstehen; manche sind eher konzeptuell
(Das ist das Gelbe in Grün; Die Sonne schneit), manche
weisen auf Vertauschungen von Positionen in der syn-
taktischen Satzstruktur hin (In der Fische stank es nach
Die psycholinguistische Forschung zur Worterken-
nung und -produktion lebt von der Entwicklung
von Paradigmen und Aufgaben. Bei den meisten sol-
len die Versuchsteilnehmer eine einfache Aufgabe
ausführen, z. B. ein Bild benennen, ein Wort ausspre-
chen (Benennungsaufgabe) oder entscheiden, ob
eine Buchstabenreihenfolge ein Wort ihrer Sprache
ist oder nicht (Buch: ja, Bich: nein). Letztere Aufgabe
heißt lexikale Entscheidung. Es wird die Zeit gemes-
sen, die Versuchspersonen für die Aufgabe brauchen
(Reaktionszeit) und die Anzahl der fehlerhaften Ant-
worten gezählt; zusätzlich können evozierte Hirnpo-
tenziale abgeleitet werden.
Das Priming-Paradigma: Eine oft angewendete
Methode, die mit unterschiedlichsten Aufgaben ver-
bunden wird, ist das Priming-Paradigma. Unter Pri-
ming (to prime = jemanden vorher informieren) ver-
steht man in der Psychologie, dass die Reaktionszeit
(Fehler, Identifikationsrate) auf einen Stimulus (Tar-
get, Zielreiz), auf den die Versuchsperson reagieren
soll, durch einen vorangegangenen Stimulus (Prime,
Vorreiz) beeinflusst wird (Abb. 11–7).
Ein Durchgang in einem Priming-Experiment be-
steht aus mindestens zwei Ereignissen: Zuerst wird ein
Vorreiz (Prime) kurz dargeboten, auf den die Teilneh-
mer nicht reagieren müssen. Dann erscheint der Ziel-
reiz (Target), auf den eine Reaktion erfolgen soll. Es
gibt jedoch auch Situationen, in denen Prime und
Target zeitgleich, zeitlich überlappend oder durch
mehrere Durchgänge voneinander getrennt dargebo-
ten werden. Prime und Target können in derselben
Modalität (unimodal) oder in unterschiedlichen Mo-
dalitäten (crossmodal) präsentiert werden. Prime und
Target stehen entweder in einer relevanten Beziehung
zueinander (verwandte Bedingung), oder sie sind
nicht verwandt (Kontrollbedingung). Es gibt ortho-
graphische, phonetische, phonologische, semantische,
morphologische und syntaktische Priming-Experi-
mente (siehe auch Tab. 11–4).
Der Priming-Effekt wird typischerweise bestimmt,
indem man die Reaktionszeit der verwandten Bedin-
gung von der Reaktionszeit der unverwandten Bedin-
gung abzieht. Die Differenz ist der Priming-Effekt. Ist
die Differenz positiv, spricht man von Erleichterung
(facilitation), ist sie negativ, von Hemmung (inhibiti-
on). Die Mechanismen, die Priming-Effekten zugrun-
Textbox 11--4: Aktuelle Forschungsparadigmen










Abb. 11--7 Bezeichnungen visuelles Priming. Interstimu-
lusintervall bezeichnet das Zeitintervall zwischen Prime
und Target; SOA bezeichnet das Zeitintervall zwischen Prime-
und Target-Beginn. blicherweise misst man die Reaktions-
zeit von Beginn der Target-Prsentation an.
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Küche), andere zeigen einen Austausch von Morphemen
(Langarbeitszeitlose), ein weiterer Fehlertyp stammt
wohl von einer Ebene, auf der Laute vertauscht werden
können (geschnügelt und gebiegelt; alle Beispiele aus
Leuninger, 1993). Nachdem über mehrere Jahrzehnte
Versprecher als empirische Evidenz für Sprachproduk-
tionsmodelle gedient haben, werden heute überwiegend
Daten aus Experimenten verwendet (siehe Textbox
11–4).
Das Konzeptualisieren ist ein nichtsprachlicher Pro-
zess, in dem Konzepte vom Langzeitgedächtnis in das
Kurzzeitgedächtnis überführt und bearbeitet werden.
Formulieren und Artikulieren hingegen sind sprachliche
Prozesse. Konzeptualisieren bezeichnet die Erstellung
einer vorsprachlichen Botschaft. Die Einheiten der vor-
sprachlichen Botschaft sind sogenannte lexikale Kon-
zepte, für die es – auf der sprachlichen Ebene – Wörter
gibt. Beim Konzeptualisieren werden diese lexikalen
Konzepte in eine Reihenfolge gebracht, die die Abfolge
der Wörter in der syntaktischen Struktur der Äußerung
mitbestimmt (Linearisierung). Die Funktion des For-
mulators ist es, diese syntaktische Struktur zu erstellen
(siehe Hemforth & Konieczny, Kap. 12) und die Ein-
heiten dieser Struktur in eine lautliche Form zu bringen
(phonologische Kodierung). Der Artikulator ist für die
Umsetzung der phonologischen Form der Wörter in
einen artikulatorischen Plan zuständig. Dieser wird
vom Sprechapparat (siehe Abschnitt 11–2) ausge-
führt.
Da wir uns hier mit der Produktion einzelner Wörter
beschäftigen, beschränken wir uns auf die Umsetzung
der lexikalen Konzepte in sprachliche Einheiten. Für
eine ausführliche Darstellung der Konzeptualisierungs-
prozesse wird auf Levelt (1989), für die Erstellung der
syntaktischen Struktur auf Hemforth und Konieczny
(Kap. 12) verwiesen.
de liegen, sind noch unklar. Für semantisches Priming
werden häufig drei verschiedene Mechanismen he-
rangezogen: automatische Ausbreitung von Aktivie-
rung von verwandten Konzepten, Erwartungen, die
Versuchsteilnehmer generieren, und semantischer
Abgleich von Vor- und Zielreiz.
Die unterschiedlichen Erklärungsansätze für se-
mantisches Priming finden sich in Chwilla, Hagoort
und Brown (1998) sowie Neely (1991). Wie semanti-
sches Priming durch ein konnektionistisches Modell
simuliert werden kann, zeigen Cree, McRae und
McNorgan (1999). Ein Vergleich von semantischem
und phonologischem Priming findet sich bei Bölte
& Coenen (2002). Grosjean und Frauenfelder
(1997) bieten eine Übersicht über viele Paradigmen,
die zur Untersuchung der auditiven Worterkennung
eingesetzt werden.
Das Bild-Wort-Interferenzparadigma: Zahlreiche
Befunde der Sprachproduktionsforschung sind mit-
hilfe des Bild-Wort-Interferenzparadigmas, einer
Variante des Priming-Paradigmas, gewonnen worden.
Die Aufgabe der Versuchsperson ist es dabei, einzelne
Bilder zu benennen, die als Zielreize dienen. Der Vor-
reiz, hier fast immer Ablenker genannt, ist ein gespro-
chenes oder gedrucktes Wort. Häufig wird der zeitli-
che Abstand, die Asynchronie, zwischen der Darbie-
tung des Ablenkwortes und des Bildes variiert (SOA,
stimulus onset asynchrony). Es hat sich gezeigt, dass
phonologische und morphologische Verwandtschaft
zwischen Wort und Bild die Bildbenennung erleich-
tert (Zwitserlood, Bölte & Dohmes, 2000, 2002). Be-
stimmte semantische Beziehungen hingegen verlang-
samen die Bildbenennung (Schriefers, Meyer & Levelt,
1990; Starreveld & La Heij, 1995; Abb. 11–8).
Tab. 11--4 Beispiele verschieden verwandter Vorreiz-Ziel-
reiz-Paare
Art der Beziehung Vorreiz Zielreiz
semantisch BUTTER BROT















11--6.1 Umsetzung von lexikalen
Konzepten in Wrter
Das Sprechen der Wörter, aus denen eine Äußerung be-
steht, erfolgt normalerweise schnell und mühelos.
Trotzdem erbringt unser Sprachproduktionssystem
auch bei einer ganz einfachen Äußerung wie „Kaffee“
als Antwort auf die Frage, was man trinken möchte,
eine beachtliche Leistung. Zuerst muss auf der konzep-
tuellen Ebene entschieden werden, was wir nun tatsäch-
lich trinken möchten: Tee, Wein, Saft oder doch lieber
Kaffee? Wenn wir uns für Kaffee entschieden haben,
wird das lexikale Konzept KAFFEE bereitgestellt. Dieses
lexikale Konzept ist mit mehreren verwandten lexikalen
Konzepten verbunden, u. a. mit BOHNE, TEE, SAFT,
MILCH, ZUCKER, SCHWARZ. Wichtig ist, dass verwandte
Konzepte sich gegenseitig aktivieren.
Das lexikale Konzept KAFFEE aktiviert auf der sprach-
lichen Ebene seine syntaktischen Merkmale, d. h. sein
Lemma. Lemmas kodieren strukturelle, syntaktische In-
formationen, die für die Position und Funktion der
Wörter im Satz notwendig sind (siehe auch Hemforth
& Konieczny, Kap. 12). Sie enthalten keine semanti-
schen Informationen – die sind im konzeptuellen Ge-
dächtnis gespeichert – , haben aber eine direkte Verbin-
dung zu den lexikalen Konzepten (siehe Levelt, 1989;
Levelt et al., 1999). Lemmas haben außerdem soge-
nannte diakritische Parameter, die, wie wir unten sehen
werden, für die morphologische Struktur eines Wortes
wichtig sind.
Wenn nun das lexikale Konzept KAFFEE bereitgestellt
und gleichzeitig auch verwandte lexikale Konzepte aktiv
sind (BOHNE, ZUCKER usw.), führt dies aber automatisch
zu einer teilweisen Aktivierung der Lemmas dieser Kon-
zepte, obwohl die Konzepte nicht versprachlicht werden
sollen! Das Ergebnis ist eine Konkurrenz zwischen akti-
vierten Lemmas, die entschieden werden muss, da ja nur
ein Wort gesprochen werden soll. Für diese Konkurrenz
gibt es mittlerweile eine Fülle von Belegen, die mit dem
Bild-Wort-Interferenzparadigma (siehe Textbox 11–4)
erzielt wurden. Dabei benennen Versuchspersonen Bil-
der einfacher Objekte (z. B. eines Tisches) und hören
oder lesen kurz vor der Bildbenennung Ablenkwörter
(z. B. Stuhl). Wenn, wie in dem Beispiel, Bild und
Wort aus derselben Kategorie stammen, dauert die
Bildbenennung länger, als wenn ein nichtverwandtes
Wort (Milch) dargeboten wird. Gehörte oder gelesene
Sprechen ist ein zeitlich geordnet ablaufender Prozess.
Sätze, Satzteile und Wörter werden Stück für Stück
konstruiert. Konzepte, die uns zuerst in den Sinn
kommen, erscheinen in aller Regel zuerst im Satz.
Die linguistische Struktur eines Satzes muss also
auch der konzeptuell intendierten Abfolge entspre-
chen. Diese Inkrementalität der Sprachproduktion
verlangt nach einem Modell, das eine sequenzielle
Ausgabe erzeugen kann.
Diese Ziele kann man mit diskret-seriellen, mit
vorwärtskaskadierenden oder mit interaktiven Mo-
dellen erreichen. In diskret-seriellen Modellen laufen
Prozesse nacheinander ab. Das Endergebnis eines
Prozesses wird an die jeweils anschließende Verarbei-
tungsstufe weitergereicht. Die Verarbeitungsstufen
sind voneinander abgekapselt und beeinflussen sich
nicht (Levelt, 1989). In vorwärtskaskadierenden Mo-
dellen können auch unvollständige Ergebnisse an die
folgende Verarbeitungsstufe weitergeleitet werden
(Cutting & Ferreira, 1999). Interaktive Modelle neh-
men zusätzlich eine Rückkopplung späterer Verarbei-
tungsprozesse auf frühere Verarbeitungsstufen an
(Dell et al. 1999).
Die Diskussion um diese Modelle entzündete sich
an Ergebnissen zur zeitlichen Trennung von Lemma-
selektion und Wortformaktivierung (siehe Levelt et
al., 1991). Alle Modelle gehen von einer parallelen Ak-
tivierung von Lemmas aus. In diskret-seriellen Model-
len wird zuerst ein Lemma aus einer Vielzahl aktivier-
ter Lemmas ausgewählt, das dann seine Wortform,
und nur diese Wortform, aktiviert. In vorwärtskaska-
dierenden Modellen können Wortformen aktiviert
werden, bevor die Selektion eines Lemmas erfolgt.
Da mehrere Lemmas um die Selektion konkurrieren,
hat das zur Konsequenz, dass auch mehrere Wortfor-
men aktiviert sind (phonologische Koaktivierung).
Interaktive Modelle wurden entwickelt, um Fehler-
muster aphasischer und normaler Sprecher zu erklä-
ren. Der bidirektionale Informationsfluss erlaubt au-
ßerdem die Nutzung des mentalen Lexikons für
Sprachproduktion und Sprachwahrnehmung. Bei
Rückkopplung zwischen Wortform und Lemma wer-
den solche Lemmas ausgewählt, deren Wortform ein-
facher zu aktivieren ist. Die Selektion könnte also
schneller vonstatten gehen.
Im Modell von Levelt et al. (1999) wird noch an der
seriellen Abfolge festgehalten, aber das Prinzip der
Selektion eines einzigen Lemmas wurde aufgegeben.
Wenn verschiedene Lemmas zum Kontext passen, kön-
nen auch verschiedene Lemmas ausgewählt werden.
Textbox 11--5: Sprachproduktion: Seriell oder parallel?
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Wörter aktivieren immer ihre Lemmas (und Konzepte).
Wenn das Ablenkerwort mit dem Bild kategoriell ver-
wandt ist, erschwert dessen Aktivierung die Auswahl
des für die Bildbenennung notwendigen TISCH-Lemmas
(La Heij, 1988; Schriefers, Meyer & Levelt, 1990; Roelofs,
1992).
Die Konkurrenz zwischen Lemmas führt manchmal
dazu, dass ein Lemma ausgewählt wird, welches nicht
dem intendierten lexikalen Konzept entspricht. Das er-
gibt einen Versprecher: Der Sprecher sagt z. B. Saft statt
Kaffee. Oft merkt es der Sprecher und korrigiert sich:
„Saft, eh ... nee ... Kaffee.“ Manchmal korrigieren Spre-
cher sich sogar mitten im Wort: „Sa ... eh ... Kaffee.“ Ver-
sprecher können manchmal abgefangen werden; der
Sprecher merkt rechtzeitig, dass er dabei ist, etwas Fal-
sches zu sagen, und verbessert sich, bevor der Fehler ge-
sprochen wird. In diesen Fällen gibt es häufig eine Pause
im Redefluss. Dieses interne Korrigieren belegt, dass wir
während der Vorbereitung einer Äußerung mithören
können. Levelt (1989) nennt diese Rolle des Sprachver-
stehenssystems den „Monitor“ (Hartsuiker, de Jong &
Pickering, 2005).
Alle Modelle gehen von einer Aktivierung mehrerer
Lemmas aus. Sie unterscheiden sich darin, ob der Wett-
kampf zwischen aktivierten Lemmas abgeschlossen sein
muss, bevor die lautlichen Informationen – die Wort-
formen – zur Verfügung stehen. Das Modell von Levelt
und Kollegen (Levelt et al., 1999) geht davon aus, dass in
der Regel nur ein Lemma ausgewählt und danach auch
nur eine Wortform aktiviert wird. Im Modell von Dell
und Kollegen (Dell & O’Sheaghdha, 1992; Dell, Chang &
Griffin, 1999) werden zusammen mit verschiedenen
Lemmas auch verschiedene Wortformen aktiviert. Tat-
sächlich gibt es genügend Belege dafür, dass vor allem
bei konzeptuell sehr ähnlichen Lemmas (Sofa und
Couch) auch die dazugehörigen Wortformen aktiv
sind (Jescheniak & Schriefers, 1997; Starreveld & La
Heij, 1995; siehe auch Textbox 11–5).
11--6.2 Umsetzung von Lemmas
in Wortformen
Spätestens wenn die Konkurrenz zwischen aktivierten
Lemmas abgeschlossen und das richtige Lemma ausge-
wählt ist, kann die lautliche Form erstellt werden. Dazu
aktiviert ein Lemma Einträge auf der Wortformebene.
Die vom Lemma angesprochene Wortform (oder Wort-
formen) entsprechen den Morphemen, aus denen das
zum Lemma gehörige Wort aufgebaut ist. Für die kor-
rekte Kodierung der Deklinations- und Konjugations-
suffixe werden von der konzeptuellen Ebene diakritische
Parameter der Lemmas aktiviert. Die vorsprachliche
Botschaft diktiert, ob die Äußerung sich auf Vergange-
nes oder Gegenwärtiges, auf eine oder auf mehrere In-
stanzen eines lexikalen Konzepts bezieht. Diakritische
Parameter sind z. B. [Plural] oder [Gegenwart]; sie ver-
weisen auf die benötigten Suffixe, die als Wortform ge-
speichert sind und mit denen Wortstämme regelhaft
kombiniert werden können (siehe Textbox 11–2).
Einige Beispiele sollen weitere Beziehungen zwischen
einem Lemma und Wortform(en) erläutern. Das Lem-
ma für REIS aktiviert die Wortform reis (/rais/), das Lem-
ma für TISCHDECKE aktiviert zwei Wortformen: tisch
(/ti
R
/) und decke (/dek e/), genauso wie das Lemma
für SAFTIG die Wortformen saft /saft/ und ig /ıg/ bereit-
stellt. Morphologisch komplexe Wörter haben zwar nur
ein Lemma – weil die strukturellen Eigenschaften des
gesamten komplexen Wortes auf der Lemmaebene
wichtig sind – korrespondieren aber mit mehreren
Wortformen. Die Wortformeinheiten entsprechen
also den Morphemen. Wortformen enthalten eine Spe-
zifikation der enthaltenen Phoneme: Die Wortform für
Decke stellt die Phoneme /d/, /e/, /k/ und / e/ bereit. Ge-
nauso gibt es für das Schreiben orthographische Wort-
formen, die die Buchstaben D, E, C, K und E spezifizieren.
Was laut diesen Modellen nicht passiert, ist, dass eine
Wortform als ganzes Paket von Phonemen an den Ar-
tikulator geschickt wird. Obwohl es sich paradox anhört,
sollen die Phoneme, die in der Wortform schon in der
richtigen Reihenfolge enthalten sind, nochmals in einem
separaten Prozess der phonologischen Enkodierung in
die richtige Reihenfolge gebracht werden. Die Begrün-
dung für diese Annahme der phonologischen Kodierung
liegt wiederum in charakteristischen Versprechern. Sil-
ben (die H-Mess-Molle – H-Moll-Messe) und einzelne
Laute (Filzpanne, spektukalär; alle Beispiele aus Leunin-
ger, 1993) werden vertauscht. Wie könnte das passieren,
wenn die ganze Wortform an den Artikulator weiterge-
reicht wird? Ein weiterer wichtiger Grund für einen pho-
nologischen Kodierungsprozess liegt in der Tatsache,
dass bei der phonologischen Enkodierung nicht Wörter,
sondern größere Einheiten gebildet werden. Wenn wir
„da war er erstaunt“ sagen, dann werden war und er zu
einem sogenannten phonologischen Wort zusammen-
gefügt: warer (/wa:r er/). Dieses phonologische Wort be-
steht aus zwei Silben: /wa:/ und /r er/. Das Beispiel zeigt,
dass in der Silbenstruktur des phonologischen Wortes
sogar die Wortgrenze untergeht. Während des phono-
logischen Enkodierens werden also die Phoneme der
Wortformen, die kurz nacheinander aktiviert werden,
in einen metrischen Rahmen (der die Silbenstruktur
und die Betonung spezifiziert) eingefügt. So wird für
das morphologisch komplexe Wort staubsaugen, wel-
ches aus zwei Morphemen und dementsprechend aus
zwei Wortformen besteht, ein phonologisches Wort
mit drei Silben gebildet: staup, sau und gen.
Nachdem die Phoneme eines phonologischen Wor-
tes in der richtigen Reihenfolge in den metrischen Rah-
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men eingefügt wurden, muss ein phonetischer Plan für
die Artikulation erstellt werden. Die Phoneme im pho-
nologischen Wort sind abstrakte Lautrepräsentationen.
Artikulierte Laute gestalten sich aber als in der Zeit über-
lappende Sprachgesten (siehe Abschnitt 11–2). Im Mo-
dell von Levelt et al. (1999) aktivieren die abstrakten,
phonologischen Silben aus der phonologischen Enko-
dierung gespeicherte, artikulatorische Silbenpakete,
und diese bilden dann die Eingabe für die Artikulatoren.
Nach all diesen Verarbeitungsschritten und der man-
nigfaltigen Aktivierung von Informationen im mentalen
Lexikon, ist nun endlich ein Konzept versprachlicht. Es
ist verblüffend, dass trotz der Komplexität der Sprach-
produktion unser Sprechen so schnell und mühelos er-
folgt.
Insgesamt ist festzuhalten, dass beim Sprechen der
Informationsfluss vom Konzept zu den Lauten verläuft.
Nachdem konzeptuelle Informationen des Langzeitge-
dächtnisses zu einer Aktivierung lexikaler Konzepte
und Lemmas geführt haben, wird ein Lemma ausge-
wählt, und die Wortformen der dazugehörigen Mor-
pheme werden aktiviert. Die Phoneme, die diese Mor-
pheme enthalten, werden in einem Prozess der phono-
logischen Enkodierung in Silbenrahmen gepackt. Diese
wiederum aktivieren gespeicherte Silbenpakete, die in
Befehle für die Artikulatoren umgesetzt werden.
Unser gesamtes Wissen über die Welt, welches in kon-
zeptuellen Netzwerken im Langzeitgedächtnis gespei-
chert ist, ist dasselbe, egal ob wir sprechen oder Spra-
che verstehen. Ist es auch dasselbe sprachliche Wissen
im mentalen Lexikon? Man ist sich einig, dass die
Lemmas, die Einheiten der strukturell-syntaktischen
Informationen, für Sprechen und Verstehen identisch
sind. Das gilt auch für die Morpheme. Die Frage ist
nur, ob sich die Wortformen für die Sprachproduk-
tion und die Sprachwahrnehmung unterscheiden.
Die Wortformen kodieren die lautliche, phonolo-
gische Struktur der Wörter. Diese Information wird
beim Sprechen und beim Sprachverstehen benutzt.
Die Effekte, die man in Priming-Experimenten (siehe
Textbox 11–4) findet, haben aber ein umgekehrtes
Vorzeichen. Man benennt ein Bild einer Suppenkelle
schneller, wenn es mit dem Ablenker Keller gepaart
wird, als wenn es mit einem Ablenker gepaart wird,
der keine lautliche Verwandtschaft mit dem Bildna-
men hat (Meyer & Schriefers, 1991). Wenn man
aber statt des Bildes das Wort Kelle darbietet und
die Versuchspersonen entscheiden sollen, ob es ein
Wort des Deutschen ist, verzögert das verwandte
Prime-Wort Keller die Reaktionszeiten erheblich
(Drews & Zwitserlood, 1995).
Solche Ergebnisse lassen mindestens zwei Interpre-
tationen zu. Entweder sind die Wortformen der
Wahrnehmung und der Produktion grundsätzlich an-
dere oder sie sind die gleichen, werden aber bei der
Wahrnehmung und dem Sprechen anders bean-
sprucht und verarbeitet.
Wenn es getrennte Wortformspeicher für Spre-
chen und Verstehen gibt, ist erklärungsbedürftig,
wie geschriebene oder gelesene, also über die Wahr-
nehmung verarbeitete Wortformen die Wortformen
des Sprechens überhaupt beeinflussen können, z. B.
im Bild-Wort-Interferenzparadigma. In dem anderen
Fall der gemeinsamen Wortformen könnte die Erklä-
rung der divergenten Effekte auf grundsätzlich unter-
schiedliche Funktionen der Wortformverarbeitung
zurückgehen. Bei der Sprachwahrnehmung muss
auf der Ebene der Wortformen entschieden werden,
welches Wort gehört oder gelesen wird. Das Worter-
kennungssystem muss sich zwischen Keller und Kelle
entscheiden, und dies ist umso schwieriger, je ähnli-
cher sich die Wörter sind. In vielen Modellen wird für
diese Entscheidung eine Konkurrenz zwischen Wort-
formen angenommen (siehe Zwitserlood, 1994).
Diese Konkurrenz besteht beim Sprechen nicht: Die
Entscheidung, welches Wort gesprochen werden
soll, wird nicht auf der Ebene der Wortformen, son-
dern auf der konzeptuellen sowie der Lemmaebene
gefällt (Levelt et al. 1999, Abb. 11–9).








Verstehen Produzieren Verstehen Produzieren
Abb. 11--9 Geteilte oder getrennte Wortformen fr Wahr-
nehmung und Produktion.
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11--7 Was passiert im Gehirn
beim Sprechen von Wrtern?
Die Anwendung neurowissenschaftlicher Methoden, die
Einsicht über die funktionale Lokalisierung, die neuro-
nalen Korrelate und den zeitlichen Verlauf von Sprach-
produktionsprozessen geben kann, steckt noch in den
Kinderschuhen. Mit evozierten Hirnpotenzialen wurde
die zeitliche Abfolge der Zugriffsprozesse auf Lemmas
und Wortformen untersucht. Die genaue zeitliche Ab-
folge ist in Reaktionszeitexperimenten schwer zu erfas-
sen; hier können Messungen von Hirnaktivität einen in-
teressanten Beitrag liefern, da Veränderungen über die
Zeit verfolgt werden können.
Dabei wird auch die Methode des lateralisierten Be-
reitschaftspotenzials (LRP, lateralised readiness potential;
vgl. das ereigniskorrelierte Potenzial in Müsseler, Textbox
1–1) eingesetzt, mit der man die Vorbereitung einer
motorischen Antwort (Knopfdruck) an den elektrischen
Signalen des Gehirns „ablesen“ kann, auch wenn diese
Antwort gar nicht ausgeführt wird. Es zeigte sich, dass
man eine Antwort aufgrund von Lemmainformationen
vorbereiten kann, um dann mit der Antwort zu warten,
bis sie aufgrund von Informationen aus der Wortform
tatsächlich abgegeben werden darf – oder eben nicht.
Dies trifft aber nicht für eine Antwort zu, die aufgrund
von Wortforminformationen vorbereitet werden kann,
aber nur bei bestimmter Lemmainformation abgegeben
werden darf. Anscheinend stehen die Informationen des
Lemmas tatsächlich früher zur Verfügung als die der
Wortform (Van Turennout, Hagoort & Brown, 1998).
Mit der Methode der Magnetenzephalographie
(MEG) zeigten Levelt und Kollegen (Levelt, Praamstra,
Meyer, Helenius & Salmelin, 1998), dass die Ereignisse
während der Bildbenennung, die man mit dieser Metho-
de im Gehirn lokalisieren kann, tatsächlich zeitlich wie
örtlich für Lemma- und für Wortformverarbeitung un-
terschiedlich sind: Prozesse des Lemmazugriffs zeigten
sich im okzipital-parietalen Bereich; während der pho-
nologischen Enkodierung zeigte sich Aktivität vor allem
aber im Broca-Areal (Abb. 11–10). Einen Überblick
über Befunde aus bildgebenden Verfahren zur Sprach-
produktion geben Indefrey und Levelt (2004).
11--7.1 Wenn es nicht einwandfrei
funktioniert: Aphasien
Bisher haben wir fast ausschließlich über normale, un-
gestörte Sprachverarbeitung gesprochen. Fehler in der
Sprachproduktion wurden zwar herangezogen, um un-
terschiedliche Verarbeitungsstufen innerhalb der Mo-
delle zu postulieren, aber inwieweit die Modelle auch
Störungen erklären können, wurde nicht erörtert (siehe
z. B. Dell, Schwartz, Martin, Saffran & Gagnon, 1997).
Immer mehr erkennt man auch den Wert psycholingui-
stischer Modelle für die Therapie von Sprachstörungen
(Berndt & Mitchum, 1995; Nickels, 1997). Was aber ver-
steht man unter Sprachstörungen, wie wirken sie sich
aus?
Der Begriff Sprachstörung (Aphasie) bezieht sich auf
Störungen beim Schreiben (Agraphie), beim Lesen (Ale-
xie), beim Verstehen oder der Produktion von Sprache.
Störungen, die auf intellektuelle oder sensorische Beein-
trächtigungen, Lähmungen oder Fehlkoordinationen,
z. B. des Mundes (Anarthie), zurückzuführen sind, ge-
hören nicht zu den Aphasien. Aphasien entstehen durch
Schädigungen der an Sprachproduktion und Sprachver-
ständnis beteiligten Gehirnareale. Bei Störungen des
Sprachverständnisses kann man schlechtes auditives
und schlechtes visuelles Verständnis unterscheiden. Stö-
rungen der Sprachproduktion können sich auf schlechte
Artikulation, Wortfindungsdefizite (Anomie), die Pro-
duktion nicht intendierter Wörter (Paraphasie), Proble-
me mit der Grammatik (Agrammatismus), die Unfähig-
keit, auditiv präsentierte Wörter zu wiederholen, geringe
Sprachflüssigkeit, die Unfähigkeit zu schreiben oder den
Verlust der Intonation (Aprosodie) beziehen. Störungen
beim Lesen oder Buchstabieren bezeichnet man als Dys-
lexien. All diese Störungen können allein auftreten, aber
auch gemeinsam vorkommen.
Aphasien werden in zwei Hauptklassen aufgeteilt:
nichtflüssige und flüssige Aphasie (Tab. 11–5). Bei
der nichtflüssigen Aphasie liegen Produktionsschwierig-
keiten vor, während das Hörverständnis einigermaßen
gut erhalten ist. Die flüssige Aphasie zeichnet sich durch
einen normalen Sprachfluss aus, es kommt jedoch zu
Störungen beim Verstehen gesprochener Sprache.
Die klassische Arbeit von Penfield und Roberts
(1959), die durch Stimulation von Gehirnarealen
Sprachareale bestimmte, wurde im Wesentlichen mit
bildgebenden Verfahren bestätigt (Abb. 11–10). Schädi-
gungen im Broca-Areal (Brodmann-Areale 44 und 45)
führen hauptsächlich zu einer nichtflüssigen Sprachpro-
duktion, während Verletzungen des Wernicke-Areals
(Brodmann-Areale 42, 22 und 40) Sprachverstehens-
prozesse beeinträchtigen. Bei Broca-Patienten scheint
das Ausmaß der Störung stärker als bei Wernicke-Pati-
enten zu variieren. Möglicherweise hängt die Variation
vom Ausmaß der subcortikalen Schädigung ab (Kolb &
Whishaw, 1996). Es hat sich auch gezeigt, dass Reizun-
gen jenseits der klassischen Sprachareale (Broca und
Wernicke) zu Sprechfunktionsstörungen führen. Rei-
zungen der Sprachareale können ihrerseits zu Beein-
trächtigungen beim Lesen und bei Kurzzeitgedächt-
nisprozessen und auch zum Verlust der Kontrolle der
Gesichtsmuskulatur führen (Ojemann & Mateer, 1979).
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Mittlerweile steht fest, dass die Ausdehnung der cortika-
len Sprachareale zwischen verschiedenen Menschen er-
heblich variiert. Die Trennung in Sprachverstehen
(Wernicke) und Sprachproduktion (Broca) ist nicht
so eindeutig, wie man bisher gedacht hat. Es konnte
in PET-Studien gezeigt werden, dass Sprachwahrneh-
mung nicht nur mit Aktivität im klassischen Werni-
cke-Areal korreliert ist, sondern auch mit Aktivität in
Prämotorcortex und Motorcortex (Zatorre, Meyer,
Gjedde & Evans, 1996). Interessanterweise entspricht
dieser Befund teilweise den Vorstellungen, wie sie die
Motortheorie der Sprachwahrnehmung formulierte (Li-
berman & Mattingly, 1986). In diesem Ansatz entdeckt
der Hörer die Bewegungen, die der Sprecher ausgeführt
hat. Diese Bewegungen dienen als prälexikale Zugriffs-
einheiten.
Die Erforschung von Dyslexien hat sich zu einem
Spezialzweig von Sprachuntersuchungen entwickelt.
Man unterscheidet erworbene Dyslexien (durch Gehirn-
verletzungen) und entwicklungsbedingte Dyslexien
(Unfähigkeit, Schreiben und Lesen zu lernen). Coltheart
(1981) schlägt auf der Grundlage seines Modells für das
Lesen eine Unterteilung der Dyslexien in sechs Katego-
rien vor:
1. Bei der aufmerksamkeitsbezogenen Dyslexie können
einzeln dargebotene Buchstaben erkannt werden.
Werden jedoch mehrere Buchstaben gleichzeitig dar-
geboten, kann selbst ein deutlich markierter Buchsta-
be nicht erkannt oder benannt werden.
2. Bei der Positionsdyslexie treten Lesefehler in der ers-
ten oder zweiten Hälfte eines Wortes auf.
3. Patienten, die unter buchstabenweisem Lesen leiden,
können Wörter nur durch Buchstabieren lesen. Ihr
Zeitaufwand zum Lesen überschreitet den eines nor-
malen Lesers um ein Vielfaches, wobei die Schreibfä-
higkeit erhalten sein kann. Sie haben aber Schwierig-
keiten zu lesen, was sie geschrieben haben.
4. Charakteristisch für die Tiefendyslexie sind semanti-
sche Fehler. Patienten lesen semantisch ähnliche
Wörter vor und haben Schwierigkeiten im Lesen
von Funktionswörtern und abstrakten Begriffen.
Pseudowörter können sie nicht lesen.
5. Patienten mit einer phonologischen Dyslexie können
bis auf sinnfreie Wörter fast fehlerfrei lesen.
6. Die Oberflächendyslexie ist eine Störung im Erken-
nen von Wörtern. Patienten verstehen erst dann
Wörter, wenn sie sie laut aussprechen. Solange keine
phonologisch unregelmäßigen Wörter auftreten,
können die Patienten normal lesen.
Leitungsaphasie Wernicke-Aphasie
globale AphasieBroca-Aphasie
Abb. 11--10 Lsionsorte und dazugehrige Aphasien. Verlet-
zungen in den umrandeten Gebieten fhren zu bestimmten Ar-
ten von Sprachstrungen.
Tab. 11--5 Flssige und nichtflssige Sprachstrungen
Syndrom flssig
Wernicke (sensorisch) flssige Sprache, kaum Artikulationsstrungen, Prosodie gut erhalten, Paragrammatismus, seman-
tische Paraphasie und Neologismen, gestrtes Sprachverstndnis
Leitungsaphasie flssige, zeitweise stockende Sprache, keine Artikulationsprobleme, Prosodie gut erhalten, Sprach-
verstndnis meist erhalten, leichter Paragrammatismus, Wortfindungsprobleme beim Nachsprechen,
phonematische Paraphasien
amnestische Aphasie gute Sprachproduktion, Artikulation und Prosodie gut erhalten, Ausweichstrategien bei Wortfin-
dungsproblemen, leicht gestrtes Sprachverstndnis
Syndrom nichtflssig
Broca mhsame Sprachproduktion, Dysartrie, abgeflachte Prosodie, Agrammatismus, eingeschrnkter
Wortschatz, phonematische Paraphasien, leicht gestrtes Sprachverstndnis
globale Aphasie mhsame Sprachproduktion, Dysartrie, abgeflachte Prosodie, begrenzter Wortschatz, stark abwei-
chende semantische Paraphasien, sehr viele phonematische Paraphasien, Neologismen, sehr
gestrtes Sprachverstndnis
Tabelle in Anlehnung an Dijkstra & Kempen (1993) sowie Kolb & Whishaw (1996)
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11--8 Ausblick
Etwa 50 Jahre nach dem Entstehen der Psycholinguistik
als eigenständige Forschungsrichtung hat sich unser
Wissen über das Verstehen und Produzieren von Wör-
tern entscheidend erweitert. Einerseits gibt es eine Fülle
an Daten, die zeigen, welche Informationen im menta-
len Lexikon spezifiziert sein müssen, damit wir Wörter
richtig erkennen oder sprechen. Auch zu den Verarbei-
tungsprozessen, die auf diese Informationen zugreifen
und zu deren zeitlichen Verlauf gibt es zahlreiche Befun-
de, die zur Bildung und Verfeinerung der Modelle und
Theorien lexikaler Verarbeitung beim Sprechen und
Verstehen beigetragen haben. Vieles bleibt aber noch
ungewiss. Wie wir welche Informationen aus dem kon-
tinuierlichen Sprachfluss aufnehmen, um auf gespei-
cherte Repräsentationen zugreifen und gesprochene
Wörter voneinander trennen und erkennen zu können,
bleibt rätselhaft. Teilweise mag es damit zusammenhän-
gen, dass die Psycholinguistik sich schwer von den Ka-
tegorien aus der Linguistik und von der klassischen In-
formationsverarbeitungsmetapher der Psychologie lö-
sen kann. Innovative Denkansätze und Theorien sind
nötig, der Forschung neuen Rückenwind zu geben.
Für die Erkennung gesprochener Wörter fehlt ein
vollständiges, implementiertes Modell, das alle Teilpro-
zesse und Schritte modelliert. Immer noch problema-
tisch ist die Modellierung, wie Worterkennungsprozesse
und Satzverarbeitungsprozesse zusammenwirken, da die
Modelle im Prinzip mit dem gesamten konzeptuellen
Wissen und den Prozessen, die darauf zugreifen, ausge-
stattet sein müssten. Schon für die Worterkennung al-
leine ist es schwierig, ein implementiertes Modell mit
einem realistischen Lexikon zu versehen. Vergessen
wir nicht, dass wir über 30 000 Worteinträge, mit allem
dazugehörigen Wissen, zur Verfügung haben, in einem
Gehirn, dessen Leistungen noch von keinem Computer
adäquat simuliert werden kann.
Was der Psycholinguistik immer noch fehlt, ist eine
verbindende Klammer zwischen ihren Teilgebieten. Ins-
besondere an den Schnittstellen der Module innerhalb
von Sprachverständnis oder Sprachproduktion, z. B.
von Worterkennung zu Satzverarbeitung und Textver-
ständnis, fehlen die Modellvorstellungen. Auch mangelt
es an Ideen, wie die Interaktionen zwischen Sprechen
und Sprachverstehen – Funktionen, die in jedem Men-
schen problemlos zusammenarbeiten – sich gestalten.
Zum Schluss: Ungeklärt ist immer noch die Frage, ob
unsere Fähigkeit, Sprache zu produzieren und zu verste-
hen, eine besondere kognitive Fähigkeit ist, die sich von
anderen nichtsprachlichen kognitiven Fähigkeiten
unterscheidet, oder ob Sprache nur eine, wenn auch





 Wörter sind beliebige Lautkombinationen, die mit
bestimmten Bedeutungen gepaart sind. Wörter sind
nicht ohne weiteres mit Konzepten gleichzusetzen.
 Sprachlaute können durch die Art der Artikulation,
den Ort der Artikulation und die Stimmhaftigkeit be-
schrieben werden. Zur Lauterzeugung wird der Luft-
strom bei Vokalen nicht, bei Konsonanten mehr oder
minder stark behindert.
 Im mentalen Lexikon sind die lautliche und orthogra-
phische Beschreibung, die morphologische Zusam-
menstellung sowie die syntaktischen Merkmale von
Wörtern enthalten.
 Anders als in geschriebener Sprache gibt es in gespro-
chener Sprache keine Grenzen zwischen Wörtern
oder Lauten. Sprache ist ein kontinuierlicher Strom
von Information, der durch aktive Prozesse segmen-
tiert wird.
 Worterkennung wird in drei Teilprozesse unterteilt:
lexikaler Zugriff, lexikale Auswahl und Integration
der Wortbedeutung mit der Bedeutung der gesamten
Äußerung. Inwieweit diese Prozesse modular sind
oder miteinander interagieren, ist zurzeit noch unge-
klärt.
 Bei der Worterkennung werden im mentalen Lexikon
parallel eine Vielzahl von Repräsentationen aktiviert.
Die Bedeutung von Wörtern wird schon aufgrund ge-
hörter Wortteile aktiviert.
 Bei visueller Worterkennung werden graphemische
und phonologische Repräsentationen aktiviert. Unter
welchen Umständen graphemische in phonologische
Information übersetzt wird, ist Gegenstand wissen-
schaftlicher Diskussion.
 Durch Konzeptualisieren wird eine vorsprachliche
Botschaft erstellt, die durch den Formulator und
den Artikulator in eine sprachliche Form überführt
wird.
 Sprachstörungen (Aphasien) entstehen durch Schädi-
gung von an Sprachproduktion und an Sprachver-
ständnis beteiligten Gehirnarealen. Aphasien werden
in nichtflüssige und flüssige Aphasien unterteilt.
 Dyslexien, Störungen beim Schreiben und Lesen,
können durch Gehirnverletzungen entstehen, oder
es sind entwicklungsbedingte Lernstörungen (Lese-
Rechtschreib-Schwierigkeiten).
 Der Psycholinguistik fehlt bisher eine verbindende
Klammer ihrer unterschiedlichen Teildisziplinen.
Die Frage, ob Sprache eine besondere kognitive Fä-
higkeit ist oder eine komplexe Fertigkeit, die sich
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aus einer Vielzahl kognitiver Fähigkeiten zusammen-
setzt, ist ungeklärt.
Schlsselbegriffe
Affix (affix) Nicht selbstständig vorkommendes, ge-
bundenes Morphem. Gebundene Morpheme, die vorne
stehen, nennt man Präfixe (ent-, be- ver- usw.), solche,
die hinten stehen Suffixe (-ung, -lich, -keit usw.).
Aktivierung (activation) Zustand von Repräsentatio-
nen zu einem bestimmten Zeitpunkt, der nicht dem Ru-
hezustand entspricht. Aktivierung kann kontinuierlich
oder diskret und begrenzt oder unbegrenzt schwanken.
Artikulatoren (articulators) Sprechwerkzeuge (Artiku-
lationsorgane) bestehend aus Atemapparat, Kehlkopf,
Nasenhöhle, Mundhöhle, Zunge, Lippen.
Artikulationsort (place of articulation) Hindernisbil-
dende Passage bei der Artikulation; Zusammenspiel
eines (relativ beweglichen) Artikulationsorgans und
einer (relativ unbeweglichen) Artikulationsstelle.
Aphasie (aphasia) Bezeichnung der Unfähigkeit, Ge-
danken mittels Sprache auszudrücken oder die Bedeu-
tung von Sprache zu erfassen. Aphasie entsteht, wenn
die Gehirnhälfte, die die Sprachzentren beherbergt, ge-
schädigt ist, ohne Beeinträchtigung der Sprechorgane
oder des Gehörs.
Benennungsaufgabe (naming) Aufgabe in Experi-
menten, bei der Versuchspersonen Reize laut ausspre-
chen sollen.
Bild-Wort-Interferenz (picture-word interference) Ex-
perimentelle Methode, Variante des Priming-Paradig-
mas, bei der Versuchspersonen Bilder benennen sollen,
während geschriebene oder gesprochene Ablenker igno-
riert werden sollen.
Derivation (derivation) Wortbildungstyp. Im Deut-
schen wird Derivation durch Anfügung eines Suffix
(dumm ! Dummheit), Rückbildung (schauen !
Schau) und Konversion (deutsch vs. Deutsch) unter-
schieden.
Dyslexie (dyslexia) Spezifische Unfähigkeit oder aus-
geprägte Schwierigkeit zu lesen oder zu buchstabieren
bei ansonsten normalen intellektuellen Fähigkeiten.
Flexion (inflection) Form der morphologischen Kom-
plexität, zu der die Deklination und Konjugation gezählt
werden.
Formulator (formulator) Aufgabe des Sprachproduk-
tionssystems, bei der lexikale Konzepte mit Lemmas ver-
bunden, in eine syntaktische Struktur eingefügt und
lautlich spezifiziert werden.
Graphem (grapheme) Distinktive Einheit eines Schrift-
systems. In Buchstabenschriften symbolisieren sie pho-
nemische Objekte, im Idealfall Phoneme.
Hemmung (inhibition) Vorgang, der die Aktivierung
von Repräsentationen senkt. Laterale Hemmung (lateral
inhibition) bezeichnet den Vorgang, dass Einheiten in-
nerhalb einer Repräsentationsebene sich gegenseitig in
ihrer Aktivierung hemmen.
Koartikulation (coarticulation) Bezeichnung für vor-
wärts- oder rückwärtsgerichtete Lautanpassungen an
benachbarte Laute beim Sprechen.
Kompositum (compound) Morphologisch komplexes
Wort, in dem Teile, die selbstständig vorkommen kön-
nen, kombiniert werden.
Konzept (concept) Wissen über Objekte, Gescheh-
nisse, Zustände, Handlungen; nichtsprachlich; gespei-
chert im Langzeitgedächtnis.
Konzeptualisieren (conceptualiser) Vorbereitender
Vorgang bei der Sprachproduktion, bei dem auszudrü-
ckende Konzepte in eine Reihenfolge von lexikalen Kon-
zepten gebracht werden.
Lemma (lemma) Repräsentation im mentalen Lexi-
kon, in der die syntaktisch-strukturellen Eigenschaften
von Wörtern kodiert sind (u. a. Wortklasse, Genus).
Lexikale Entscheidung (lexical decision) Aufgabe in
Experimenten, bei der Versuchspersonen entscheiden,
ob eine Buchstabenfolge oder ein gesprochener Reiz
ein Wort ihrer Sprache ist.
Lexikales Konzept (lexical concept) Aus einem oder
mehreren Konzepten abgeleitete Einheit, für die im
mentalen Lexikon eine Repräsentation vorhanden ist.
Lokale Repräsentation (local representation) Eine Re-
präsentationseinheit steht für das Vorhandensein einer
bestimmten Eigenschaft.
Mentales Lexikon (mental lexicon) Speicher des
sprachlichen Wissens im Langzeitgedächtnis.
Morphem (morpheme) Kleinste bedeutungstragende
Einheit der Sprache.
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Phonem (phoneme) Kleinste lautliche Einheit mit be-
deutungsunterscheidender Funktion. Phoneme werden
beschrieben als Bündel von phonologischen Merkmalen
(features).
Priming-Paradigma (priming paradigm) Experimen-
telle Methode, bei der die Beziehung zwischen Vorreizen
(primes) und Zielreizen (targets) manipuliert wird.
Selektion (selection) Zeitpunkt, an dem ein Wort aus-
gewählt wird und somit der weiteren Verarbeitung zur
Verfügung steht.
Segmentierung (segmentation) Aktiver Prozess der
Worterkennung, der den konstanten Sprachstrom in
einzelne Wörter unterteilt.
Silbe (syllable) Phonetisch-phonologische Grundein-
heit gesprochener Sprache, die intuitiv nachweisbar,
aber wissenschaftlich keine einheitliche Definition hat.
Silben können strukturell in einen Kopf (onset), einen
Silbenkern (Nucleus) und eine Koda (Silbenende) un-
terschieden werden.
Signalgesteuert (data-driven, bottom-up) Informati-
onsfluss von Repräsentationen, die dicht an der Signa-
leingabe liegen, zu weiter entfernten Repräsentationen.
Subkategorisierungsinformation (subcategorisation in-
formation) Strukturelle Eigenschaft von Wörtern; In-
formation über den syntaktischen Rahmen, in dem
ein Wort vorkommen kann.
Top-down-Effekt Repräsentationen, die weiter von der
Signaleingabe entfernt sind, beeinflussen Repräsentatio-
nen, die näher zur Signaleingabe liegen.
Token (token) Token sind einmalige physische Ob-
jekte mit bestimmter Lokalisierung in Raum und Zeit.
Sie werden als Exemplare desselben Typs identifiziert
aufgrund ihrer Ähnlichkeit mit anderen Individuen
und kraft ihrer Übereinstimmung mit dem Typ, den
sie vertreten.
Typ (type) Zugrunde liegende abstrakte Einheit meh-
rerer Token. Ein Typ ist eine Klasse äquivalenter Token.
Verteilte Repräsentation (distributed representation)
Eine Eigenschaft wird durch ein Muster mehrerer akti-
vierter Repräsentationen bestimmt.
Wortform (word form) Repräsentation der lautlichen
oder orthographischen Zusammenstellung eines Wor-
tes.
Wortklasse (word class) Information, die spezifiziert,
ob ein Wort ein Substantiv, Verb, Adjektiv usw. ist.
Wortstamm (word stem) Teil des Wortes, welcher
nach Entfernung von Suffixen übrig bleibt.
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