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一般化 Gp(Generalized Gp; Gら）規準を変数選択規準として用い，その最小化により最
適な変数の組を決定する変数選択法を取り扱う．この GGP規準は，すべての変数を用い
たモデルの下での不偏分散により基準化された最小残差平方和に変数の個数の a倍を加















が (Y1,祈），．．．，（翫叫）と n個得られているとする． このとき，各個体の目的変数を
並べた n次元ベクトルと各個体の説明変数ベクトルを並べた nxk行列をそれぞれ
Y = (Yl,・・・,Yn)', X = (四・・・ 9叫）＇とし， rank(X)= kを仮定する．以下， K個の説明
変数のから一部を用いた重回帰モデルを考えるが，どの説明変数を用いたかは以下の集合
の元によって表現する．
jこw= {1, .. , k}, 柘=#(j). 
このとき， X から jの元に対応した列を抜き出し並べた nx kj行列を Xjとする．例え
ば， j= {1,2,4}であれば， XjはX の第 1,2, 4列を抜き出して並べた行列である．この
Xjを使って，考える候補のモデルを以下のように記述する．
y-E[y]の成分は互いに独立に同一の分布に従い， E[y]= Xj/3j, Cov[y] =叶In,(1) 
ただし， /3jは未知回帰係数を並べた朽次元回帰係数ベクトル，叶は正値を仮定した未知




E[y] =μ* = (μi'...'瓜）',Cov[y] =叶In,
e=(釘，...,En)'= (y -μ*)/a*, 釘，..., En ~ i.i.d. E, E[c] = 0, Var[c] = 1. (2) 
ただし，μ*は真の平均を並べた n次元ベクトル，叶は真の分散である．ここでの叶と e
の確率分布は， nに依存しない，つまり， nによって変化しないとする．さらに，μ*の各成
分は数列 {μ;,,}m=l,2,…に対応するとする付け加えて，第｛番目 (£=1,.. ,k)の説明変
数の値は数列 {x叩 }m=l,2,…に対応するとする．
jを考えうる候補のモデルをすべて集めた集合とする．つまり，ゅ(A)を集合Aの窯集







ふ={j E JI (In -Pj)μ* =On}, J_ = J~n J. (3) 
ただし， Onはすべての成分が 0である n次元ベクトル，がは集合Aの補集合を表す．
J+ -/0のとき，以下のように定義される集合を真の変数の組と定義する．










ただし， a はモデルの複雑さに対する罰則を調整する正数であり， s~ はフルモデルの下で
の分散の不偏推定量，つまり，
1 砧= y'(In -Pw)Y-n-k 
GCP規準は既存の変数選択規準を特別な形として含む変数選択規準である．それら既存
の変数選択規準との関係は以下の通りである．




であるとする．これから，ぶと j*を使うと，本論文で取り扱う一致性とは， J+# 0 の
とき，










非心パラメータという名前は， (2)式での Cの確率分布が正規分布であるとき， y'(In-
Pi)Y尻が自由度 n-kj, 非心パラメータらを持つ非心ぐ分布に従うことに由来する．
ふの定義より， jE .:J 十のときはも =0となる．反対に， jE J-ときは，も＞〇となる．
また，非心パラメータは以下の性質を持つ（証明は付録A.lを参照）．
定理 1 すべてのjE J-に対して，釘は nに関して単調増加である．
§3. G仰規準の一致性
本章では， (5)式の aに関して，実際に (6)式を満たすための十分条件を求める．そのた
め，以下の仮定を用意する．
仮定Alふ i=0. ただし，ふは (3)式で与えられた過多に記述されたモデルを集めた集
合である．
仮定A2X = (aぃ...'ak)とすると， VgE wに対して，
1 
liminf -a刀(In-Pw¥{£})a£> 0. 




vj E J_, liminf <Ii> 0, 
n→ oo n (8) 
定理 1より釘は nに関して単調増加であることがわかっていたが，仮定A2を追加する













補助定理 1 朽を liminf柘>0を満たすモデルに依存する正数とする．このとき以下が
n→OO 
成り立つ．
汀EJ¥{£} -{Gら(jla)-GCp(£1a)} 2: T1ぷ乃 >0
'hj 
⇒ lim P(ぶ=£)= 1.
n→OO 
補助定理 2 仮定Alが成り立っているとするこのとき， J・＊を (4)式で与えられた真の
モデルとすると，
1 
叩 (jla)-GらU*la)=; (もー 2占 tj+ Wj. -Wj) + a(kj―kj.), 
と変形できる．ただし，





V = e'(In -Pw)e, tj = ,;e, 四=e'Pje・(10) n-k 
補助定理 3 仮定Alが成り立っているとし， pを limp = ooを満たす正数とする．．こ
n→OO 
のとき， (2)式の真のモデルの下で， (10)式の V,tj, Wjは以下を満たす．








lim a = oo, lim -= 0, 




も (jE :J_) 
(11) 
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(j E :f_) 
とすれば，凡と補助定理2,さらにjEふ＋のときも =0となることを用いれば，
1 
-{GCp(jla) -GCp(j*la)} = Cj, 
hj 
となるここで補助定理3より，










が言えるよって， (14)式と (15)式を (12)式に代入すると，
Ci!!+乃＝｛朽―位 (jEふ＼｛叫）
1 (j E J_)' 






以上により，補助定理 1より題意を得る． ■ 
A. 付録
A.1. 定理 1の証明
H=(h1, .. ,hn)'をnx h (n> h)行列で， rank(H)= hとし， PHをH で張られ














＾ 0n = arg min Rn(0), 
0EJRh 
とすると，
Rn+1(0n+1) = Rn(0n+1) + (µ~+1 -h~+10n+1)2 2='. Rn(0n+1) 2='. Rn(0n), 
となり， Rn(0n):=; Rn+1(0n+1)を得る．よって，心：：：：： dn+lとなり題意を得る． ■ 
A.2. (8)式の証明




と書くことができるただし， ahは仮定A2で定義された X の第 h列ベクトルである．
ここで，
(In-Pj)ah { =On (hEj*njのとき）
-/-On (hEj*nfのとき）＇
であり， V£Ej* n炉に対してjCw¥{£}であることに注意すれば， (7)式の非心パラメー
タは，
も＝合 Cet.~/~a,) (In -P;) (ぶ#;a,)
~~(ぶ~~a,.) (In -Pw¥(f)) (ふ~;.a,.)
/3;2 





1 /3*2 £ 1 liminfー も= liminf -a~(In -Pw¥{£}) ae > 0. 





= 1-P(UjEJ¥{j.}{GCp(Jla) < Gら(j*la)})
~1 —区 P(GCp(jla) < Gら(j*la)). (A.1) 
jEJ¥{j.} 
ここで，汀 EJ¥{j*}でTj-£+乃 >0が成り立つならば， VE>Qに対して，
P(ITj -Tjl > E)→ 0,
が成り立つ．また， {GCp(Jla)-GCP(j*la)}/hjミ刀であるので，
Gら(jla)-GCP(j*la) < 0⇒ TJく 0,
を満たす．以上により，








1 元y'(In-Pj)Y = (圧+e)1(In-Pj)(正+e)
＝も+2,/8; 危+lel2 -Wj, (A.3) 
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と変形できる．仮定 Alが成り立っているとき，刃 EJ+に対しても =0であるので，
(A.3)式より，
1 




＝且{y'(In~P1)y _ y'(In ;; P1.)y} + a(kj _ kj.) 
= ! {も+2占亨+lel2 -wj―(lel2 -w1.)} + a(k1 -k1.) 
V 
1 =~(ら +2Jl;亨+w1. -w1) + a(k1 -k1.). 
よって，題意を得る． ■ 
A.5. 補助定理3の証明
まず， tjについて考える.j Eふーのときは明らかであるので， jE J_のときを考える．
このとき 1-Y』l=lに注意すると，
E[t』=0, Var[ち］＝ォE[ee'切＝叫I心=1h』12= 1, 
を得るので，ち=Op(l)が成り立つ．よって，ち/p= Op(P―1)となるので，ち/pJ!+Oを得
る．次に囮iについて考える．
E[wj] = E[tr(Pjee')] = tr(PJい=tr(Pj) = kj, 
であり， Wj2'. Qなのでマルコフの不等式より， VE>0に対して，
E[w』 K・









v= (n:k)r-nw:k. (A.4) 
65
今， E[cり=1 < 00であるので，大数の法則より， r!+ E[c2] = 1である (1次モーメント
の存在しか課さない大数の法則は，例えば，藤越ら [3]を参照）．さらに， Wj/pl!+Oなの
で， Ww/(n-k) J!+ 0. 以上の結果を (A.4)式に代入すれば， VJ!+ 1. よって，題意を得る． ．
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