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POSTERIOR CONTRACTION FOR EMPIRICAL BAYESIAN
APPROACH TO INVERSE PROBLEMS UNDER
NON-DIAGONAL ASSUMPTION
JUNXIONG JIA, JIGEN PENG, AND JINGHUAI GAO
Abstract. We investigate an empirical Bayesian nonparametric approach to
a family of linear inverse problems with Gaussian prior and Gaussian noise.
We consider a class of Gaussian prior probability measures with covariance
operator indexed by a hyperparameter that quantifies regularity. By intro-
ducing two auxiliary problems, we construct an empirical Bayes method and
prove that this method can automatically select the hyperparameter. In addi-
tion, we show that this adaptive Bayes procedure provides optimal contraction
rates up to a slowly varying term and an arbitrarily small constant, without
knowledge about the regularity index. Our method needs not the prior co-
variance, noise covariance and forward operator have a common basis in their
singular value decomposition, enlarging the application range compared with
the existing results.
1. Introduction
Inverse problems for partial differential equations arise naturally from medical
imaging, seismic exploration and so on. There are two difficulties for such types of
problems: one is non-uniqueness and another one is instability. Bayesian approach
formulates inverse problems as statistical inference problems, which enables us to
overcome both of these difficulties. Because of that, Bayes’ inverse method has
attracted a lot of interest in recent years; see for instance [4, 5, 7, 9, 15, 16, 21, 26].
However, compared with the classical regularization techniques, the development
of a theory of Bayesian posterior consistency is still in its infancy.
For clarity, let us provide some basic settings. Let H be a separable Hilbert
space, with norm ‖ · ‖ and inner product (·, ·), and let A : D(A) ⊂ H → H be a
self-adjoint and positive-definite linear operator with bounded inverse. Then, we
usually assume the following problem
y = A−1u+ 1√
n
ξ,(1.1)
where 1√
n
ξ is noise and y is a noisy observation of A−1u. The inverse problem can
be thought to find u from y. Following the framework shown in [8], we denote µ0
as the prior measure and Pnoise as the noise measure and assume that
• Prior: u ∼ µ0,
• Noise: ξ ∼ Pnoise = N (0, C1),
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where N (0, C1) is a Gaussian measure with zero mean and covariance operator C1.
Let us denote µyn to be the posterior measure which is the solution of the inverse
problem. Usually, algorithms, such as Markov chain Monte Carlo (MCMC), can be
employed to probe the posterior probability measure [6]. If we assume the range of
A−1 is included in the domain of C−1/2, then (1.1) can be rewritten as follow
d = T u+ 1√
n
η,(1.2)
where d = C−1/21 y, T = C−1/21 A−1 and η = C−1/21 ξ. Obviously, we have η ∼ N (0, I)
is a white Gaussian noise. We denote µdn to be the posterior measure and still
denote µ0 to be the prior measure. Here we will be particularly interested in the
small noise limit where n→∞. Under the frequentist setting, the data d = d† are
generated by
d† = T u† + 1√
n
η, η ∼ N (0, I),(1.3)
where u† is a fixed element of H . Our aim is to show that the posterior probability
measure µdn contracts to a Dirac measure centered on the fixed true solution u
†. In
the following, we denote L(η) to be the law of a random variable η and denote E0
to be the expectation corresponding to the distribution of the data d†. A formal
description of the concept of posterior consistency can be stated as follow.
Definition 1. A sequence of Bayesian inverse problems (µ0, T ,L( 1√
n
η)) is pos-
terior consistent for u† with rate ǫn ↓ 0 if for (1.3), there exists positive sequence
Mn such that
E0
(
µdn
{
u : ‖u− u†‖ ≥Mnǫn
})→ 0, ∀ Mn →∞.(1.4)
Until now, there are a number of studies for posterior consistency and inconsis-
tency for Bayes’ inverse method. When the forward operator A−1 is a nonlinear
operator, Vollmer [29] provides a general framework and studies an inverse problem
for elliptic equation in detail. Recently, Knapik and Salomond [18] provide a gen-
eral framework for investigating the posterior consistency of linear inverse problems,
which allows non-Gaussian priors. However, due to the difficulties brought by non-
linearity and non-Gaussian, the existing results are mainly focus on the situation
that the forward operator A−1 is linear, the prior measure is Gaussian µ0 = N (0, C)
and the noise measure is also Gaussian Pnoise = N (0, C1). When A−1, C and C1 are
all simultaneous diagonalizable, Knapik et al [20] provide a roadmap for what is to
be expected regarding posterior consistency. This work reveals an important fact
that is the optimal convergence rates can be obtained if and only if the regularity
of the prior and the truth are matched. Therefore, Knapik et al [19] propose an
empirical Bayes procedure which provides an estimate of the regularity of the prior
through the data. By choosing the regularity index adaptively, the optimal con-
vergence rates are obtained up to a slowly varying factor. Later, Szabo´ et al [27]
introduce the “polished tail” condition and investigate the frequentist coverage of
Bayesian credible sets by choosing the regularity of the prior through an empirical
Bayes method. Recently, by employing abstract tools from regularization theory,
Agapiou and Mathe´ [2] study the posterior consistency by choosing a non-centered
prior through empirical Bayes method. In 2018, Trabs [28] obtained optimal con-
vergence rates up to logarithmic factors when the forward linear operator depends
on an unknown parameter.
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When A−1, C and C1 are not simultaneous diagonalizable, optimal contraction
rates can not be obtained by employing similar methods developed for the simulta-
neous diagonalizable case. Concerning this case, theories about partial differential
equation (PDE) have been employed to obtain nearly optimal convergence rates
in [1] by using precision operators. Using properties of the hypoelliptic operators,
Kekkonen et al [17] obtain nearly optimal convergence rates for Bayesian inversion
with hypoelliptic operators. Recently, Mathe´ [22] studies the posterior consistency
for non-commuting operators by employing the ideas of link conditions originating
from classical regularization method in Hilbert scales. Besides these studies, to the
best of our knowledge, there are little investigations of the posterior consistency
for the non-simultaneous diagonalizable case. In order to achieve the optimal con-
traction rates, the regularity of the true solution should be known in the above
mentioned investigations. Hence, how to generalize the empirical Bayes procedure
developed for the simpler simultaneous diagonalizable case to the non-diagonal case
is crucial for the applicability of the posterior consistent theory.
In [19, 27], the structures of the posterior probability measure for the regular-
ity index are fully analyzed. For the non-diagonal case, the posterior probability
measure for the regularity index is hard to define. The reason is that probability
density functions can not be defined in infinite-dimensional space and some inte-
grals can not be calculated easily to obtain the log-likelihood of the regularity index
obtained in [19]. Hence, we can hardly define an empirical Bayes procedure for the
non-diagonal case. To overcome these difficulties, we notice that regularity index
is derived from data and the posterior contraction rates are only depending on the
regularity index of the prior measure and the true function u†. So, if we introduce
some artificial diagonal problem with the same regularity properties as for the non-
diagonal problem, we may obtain optimal posterior contraction rates relying on the
relations between the artificial diagonal problem and the non-diagonal problem.
For a positive constant α, we consider Gaussian prior measure µ0 = N (0, Cα).
Firstly, we consider the following problem
d = m+
1√
n
η,(1.5)
where m := T u. Then the prior measure for m obviously is N (0, T CαT ∗). Con-
cerning this problem, the forward operator and the covariance operator of the noise
are all the identity operator I. Hence, the posterior contraction rates of the problem
(1.5) seems can be obtained by the ideas developed for the diagonal case. How-
ever, the operator T appears in the prior probability measure, which makes difficult
to derive estimations of the corresponding eigenvalues. By constructing an artifi-
cial prior probability measure with similar regularity properties as for the prior
probability measure, we can construct maximum likelihood-based estimate for the
regularity index and prove the optimal contraction rates for (1.5) up to a slowly
varying term and an arbitrarily small constant. At last, we transform the results
for problem (1.5) to the original problem (1.2) which can be achieved by employing
the method developed in [18].
The outline of this paper is as follows. In Section 2, we provide a brief introduc-
tion about Hilbert scales and give some essential assumptions about the covariance
operators of the prior and noise probability measure. In Section 3, we exhibit two
auxiliary problems. Relying on detailed analysis about the two auxiliary problems,
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we prove the posterior consistency of our original problem. In Section 4, two ex-
amples are given, which illustrate the usefulness of our results. In Section 5, we
provide a brief summary and outlook. At last, the proofs of some auxiliary lemmas
and properties are collected in Section 6.
2. Basic settings and Assumptions
In this section we present basic settings and show some important assumptions
made in this paper. For the reader’s convenience, let us provide an explanation for
some frequently used notations firstly.
Notations:
• The set of all bounded linear operators mapping from some Hilbert space H
to H is denoted by B(H), and the corresponding operator norm is denoted
by ‖ · ‖B(H).
• The range of some operator C is denoted by R(C), and the domain of the
operator C is denoted by D(C).
• For a linear operator T , its dual operator is denoted by T ∗.
• The notation E0 stands for the expectation corresponding to the distribu-
tion of the data d† generated from the truth.
• For two sequences an and bn of numbers, we denote by an . bn (an & bn)
that there are M ∈ R such that an ≤Mbn (an ≥Mbn) for n large enough.
If an . bn . an, we write an ≍ bn.
2.1. Preliminaries. Firstly, we will present a brief introduction about Hilbert
scales [10] which provides powerful tools for measuring the smoothness of the noise,
the forward operator and the samples of the prior. Let C : H → H be a self-
adjoint, positive-definite, trace class, linear operator with eigensystem (λ2i , φi)
∞
i=1.
Considering H = R(C) ⊕ R(C)⊥ = R(C), we know that C−1 is a densely defined,
unbounded, symmetric and positive-definite operator in H . Denote ‖ · ‖ to be the
norm defined on the Hilbert space H . We define the Hilbert scales (Ht)t∈R, with
Ht := Sf ‖·‖Ht , where
Sf :=
∞⋂
n=0
D(C−n), (u, v)Ht := (C−t/2u, C−t/2v), ‖u‖Ht :=
∥∥∥C−t/2u∥∥∥ .
In addition, the norms defined above possess the following properties.
Lemma 2.1. (Proposition 8.19 in [10]) Let (Ht)t∈R be the Hilbert scale induced by
the operator C defined above. Then the following assertions hold:
(1) Let −∞ < s < t < ∞. Then the space Ht is densely and continuously
embedded in Hs.
(2) If t ≥ 0, then Ht = D(C−t/2) and H−t is the dual space of Ht.
(3) Let −∞ < q < r < s <∞ then the following interpolation inequality holds
‖u‖Hr ≤ ‖u‖
s−r
s−q
Hq ‖u‖
r−q
s−q
Hs ,
where u ∈ Hs.
Next, let us provide some necessary notations about infinite sequences. For
a sequence ms = {mi}∞i=1, we denote the ℓ2-norm by ‖ms‖0, that is, ‖ms‖20 =
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∑∞
i=1m
2
i . The hyperrectangle and Sobolev space of sequence of order β > 0 and
radius R > 0 are the sets
Θβ(R) =
{
ms ∈ ℓ2 : sup
i≥1
i1+2βm2i ≤ R
}
,(2.1)
Sβ(R) =
{
ms ∈ ℓ2 :
∞∑
i=1
i2βm2i ≤ R
}
.(2.2)
For a sequence ms = {mi}∞i=1, the hyperrectangle norm and Sobolev norm can be
defined by
‖ms‖2h,β = sup
i≥1
i1+2βm2i , ‖ms‖2β =
∞∑
i=1
i2βm2i .(2.3)
Definition 2.2. A sequence ms = {mi}∞i=1 ∈ Θβ(R) is self-similar if, for some
fixed positive constants ǫ, N0 and ρ ≥ 2,
ρN∑
i=N
m2i ≥ ǫMN−2β, ∀N ≥ N0.(2.4)
The class of self-similar elements of Θβ(R) are denoted by Θβss(R). The parameters
N0 and ρ are fixed and omitted from the notation.
This definition is employed by Gine´ and Nickl [13] and Bull [3] to remove a
“small” set of undesirable truths from the model, which allows to generate candidate
confidence sets for the true parameter that are routinely used in practice. In [27],
the authors propose the polished tail condition which includes the set of self-similar
sequences. The set of self-similar sequences has been shown natural once one has
adopted the Bayesian setup with variable regularity prior probability measures.
2.2. Assumptions. In this section, we give the main assumptions employed in our
work. We assume that the prior probability measure and the probability measure
of the noise ξ have the following form
µ0 = N (0, Cα), Pnoise = N (0, C1),
where C : H → H is a self-adjoint, positive-definite, trace class, linear operator and
C1 : H → H is assumed to be a self-adjoint, positive-definite linear operator. The
operator A : D(A)→ H is assumed to be a self-adjoint and positive-definite, linear
operator with bounded inverse, A−1 : H → H .
Let us firstly present the following assumptions which describe the relations
between Hilbert space and the space of sequences.
Assumptions 1: The covariance operator C has eigenpairs {λ2i , φi}∞i=1 on Hilbert
space H . For the singular values {λi}∞i=1, there exists a positive constant p > 0
such that
λ2i ≍ i−
2p
d , ∀ i = 1, 2, . . . .(2.5)
The formula (2.5) means that there exist a series of constants {ci}∞i=1 and a positive
constant C > 0 such that λ2i = c
2
i i
−2p/d with C−1 ≤ ci ≤ C. Let α0 := d2p , for all
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α > α0, we have
∞∑
i=1
i−
2pα
d <∞.(2.6)
Inequality (2.6) reflects that the operator Cα is a trace class operator for α > α0.
Secondly, we give the assumptions which are mainly concerned with the inter-
relations between the three operators C, C1 and A−1. Similar to the assumptions
presented in [1], these assumptions reflect the ideas that
C1 ≃ Cβ , A−1 ≃ Cℓ,(2.7)
for some β ≥ 0, ℓ ≥ 0, where ≃ is used loosely to indicate two operators which
induce equivalent norms. Specifically speaking, we make the following assumptions.
Assumptions 2: Let us denote T := C−1/21 A−1 andM(α) := T CαT ∗. Suppose
there exist β ≥ 0, ℓ ≥ 0, ǫ > 0 and for all α > α0 such that
(1) ∆ ≥ 1, where ∆ := 2ℓ− β + 1;
(2)
∥∥T u∥∥Hr ≍ ∥∥C 12 (∆−1)u∥∥Hr , ∀ u ∈ Hr−(∆−1), r ≥ 0;
(3)
∥∥C α2 T ∗u∥∥ . ∥∥u∥∥H−α−(∆−1) , ∀ u ∈ H−α−(∆−1);
(4)
∥∥M(α)u∥∥H2(α+∆−1) . ∥∥u∥∥, ∀ u ∈ H ;
(5)
∥∥∥C− 12 (α+∆−1)M(α) 12 C− s2 ∥∥∥
B(H)
<∞;
(6)
∥∥∥M(α)xC−x(α+∆−1)∥∥∥
B(H)
<∞, ∀x ∈ [− 12 , 1];
(7)
∥∥∥M(α)C−(α+∆−1)∥∥∥
B(H)
<∞.
At last, we assume the truth u† belongs to Hγ with γ ≥ 1. Denote u†i := (u†, φi)
for i = 1, 2, . . ., and u†s = {u†i}∞i=1. Since
‖u†‖2Hγ =
∞∑
i=1
λ−2γi (u
†
i )
2 ≍
∞∑
i=1
i
2p
d γ(u†i )
2,(2.8)
we know that u†s ∈ S
pγ
d (R) for some R > 0. In addition, we easily find that
u†s ∈ Θ
pγ
d (R′) for some R′ > 0. Concerning the truth, we make the following
assumption which is crucial for our estimations.
Assumption 3: We assume that u† ∈ Hγ for some γ ≥ 1, and the sequence m†s
induced by m† = T u† belongs to Θβ˜ss(R) for some R > 0 with β˜ = pd(γ +∆− 1).
3. Posterior contraction
In this section, we will present our main results and show the proof details. Due
to the proofs are quite technical, it is worth to give a sketch of our main ideas
firstly.
As stated in the introduction, we will introduce two auxiliary problems which
are crucial for our analysis. Hence, it is necessary to give a clear summarization of
the three problems employed in our work.
Original Problem: Under the assumption R(A−1) ⊂ D(C−1/21 ), we summarize
the essential elements of the original inverse problem as follow
• Forward operator: T = C−1/21 A−1,
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• Data: d = T u+ 1√
n
η,
• Prior probability measure: µ0 = N (0, Cα) with α > α0,
• Noise probability measure: Pnoise = N (0, I).
Since the operator T and Cα can not be diagonalized simultaneously, we intro-
duce m = T u to transform the forward operator to be the identity operator and
propose the following transformed problem.
Transformed Problem: For the transformed inverse problem, the necessary
elements can be summarized as follow
• Forward operator: I,
• Data: d = m+ 1√
n
η,
• Prior probability measure: µm0 = N (0, T CαT ∗) with α > α0,
• Noise probability measure: Pnoise = N (0, I).
The covariance operator T CαT ∗ of the transformed problem can not be diago-
nalized under the eigenbasis presented in Assumptions 1. So we can hardly obtain
useful estimations of the corresponding eigenvalues, which inspired us to introduce
the following artificial diagonal problem.
Artificial Diagonal Problem: For the artificial diagonal problem, the essential
elements can be summarized as follow
• Forward operator: I,
• Data: d = m+ 1√
n
η,
• Prior probability measure: µmd0 = N (0, C∆−1+α) with α > α0,
• Noise probability measure: Pnoise = N (0, I).
We will recast the artificial diagonal problem into the framework introduced in
[19, 27] and prove a corresponding posterior consistency result. Then relations of
the artificial diagonal problem and the transformed problem will be explored to
provide a posterior contraction estimation for the transformed problem. At last,
the general approach developed in [18] will be employed to transfer the posterior
contraction estimation to our original problem.
3.1. Posterior contraction for the artificial diagonal problem. Denotemi :=
(m,φi). Relying on Assumptions 1, we easily know that
mi ∼ N (0, λ2(∆−1+α)i ) = N (0, c2(∆−1+α)i i−
2p
d (∆−1+α)).(3.1)
Denote m˜i = c
−(∆−1+α)
i mi, di := (d, φi) and ηi := (η, φi), equality (1.5) can be
rewritten as follow
di = c
(∆−1+α)
i m˜i +
1√
n
ηi, for i = 1, 2, . . .(3.2)
with m˜i ∼ N (0, i− 2pd (∆−1+α)) and ηi ∼ N (0, 1). For convenience, let us define
α˜ :=
p
d
(∆− 1 + α)− 1
2
.(3.3)
Since ∆ ≥ 1 and α > α0, we find that α˜ ≥ 0. From the formula (3.3), we easily know
that i−1−2α˜ = i−
2p
d (∆−1+α). Following the formula (2.2) employed in [19], we intro-
duce log-likelihood for α˜ (relative to an infinite product of N (0, 1/n)-distribution)
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as follow
ℓn(α˜) = −1
2
∞∑
i=1
(
log
(
1 +
n
i1+2α˜
)
− n
2
i1+2α˜ + n
d2i
)
.(3.4)
For the artificial diagonal problem, we denote m† to be the truth which is equal
to T u†, and denote m†s = {m†i}∞i=1 = {(m†, φi)}∞i=1 and m˜†i = (m˜†, φi) with i =
1, 2, . . .. For convenience, let us define
m˜† :=
∞∑
i=1
m˜†iφi.(3.5)
Similarly, for problem (3.2), we denote m˜†s = {m˜†i}∞i=1 to be the truth. Considering
m† = T u† and
‖m†‖Hγ+∆−1 = ‖T u†‖Hγ+∆−1 ≍ ‖C
1
2 (∆−1)u†‖Hγ+∆−1 = ‖u†‖Hγ <∞,
we find that m† ∈ Hγ+∆−1. Relying on Assumptions 1, we have
‖m†‖2Hγ+∆−1 =
∞∑
i=1
λ
−2(γ+∆−1)
i (m
†
i )
2
=
∞∑
i=1
c
−2(γ+∆−1)
i i
2p
d (γ+∆−1)(m†i )
2.
The above equality indicates that
‖m†s‖β˜ . ‖m†‖Hγ+∆−1 . ‖m†s‖β˜,(3.6)
where β˜ = pd(γ +∆− 1). Through similar deductions, we can also find that
‖m˜†s‖β˜ . ‖m˜†‖Hγ+∆−1 . ‖m˜†s‖β˜.(3.7)
With these preparations, we can define
hn(α˜) =
1 + 2α˜
n1/(1+2α˜) logn
∞∑
i=1
n2i1+2α˜(log i)(m˜†i )
2
(i1+2α˜ + n)2
,(3.8)
which is similar to the formula (5.1) defined in [27]. In addition, we define
α˜n = inf {α˜ > 0 : hn(α˜) > ℓ} ∧
√
logn,(3.9)
α˜n = inf
{
α˜ > 0 : hn(α˜) > L (logn)
2
}
,(3.10)
where 0 < ℓ < L < ∞ and the infimum of the empty set is considered ∞. Before
going further, let us present some estimates about α˜n and α˜n.
Lemma 3.1. For any constant R > 0, there exist C0 and C1 such that
inf
m˜†s∈Sβ˜(R)
α˜n ≥β˜ − C0/ logn,(3.11)
sup
m˜†s∈Θβ˜ss(R)∩Sβ˜(R)
α˜n ≤β˜ + C1(log log n)/ logn,(3.12)
for n large enough.
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The proof details are shown in the Appendix. Then we define
ˆ˜αn := argmax
α˜∈[0,logn]
ℓn(α˜)− C1 log logn
logn
,(3.13)
where C1 is a positive constant appeared in Lemma 3.1. Through some small
modifications of the proof of Theorem 1 presented in [19], we have
inf
m˜†s∈Sβ˜(R)∩Θβ˜ss(R)
P0
(
α˜n − C1
log logn
logn
≤ ˆ˜αn ≤ α˜n − C1 log logn
logn
)
→ 1.(3.14)
Obviously, when ˆ˜αn restricted to the following interval
In :=
[
α˜n − C1
log logn
logn
, α˜n − C1 log logn
logn
]
,(3.15)
we have
ˆ˜αn ≤ β˜ and ˆ˜αn ≥ β˜ − C2 log logn
logn
,(3.16)
where C2 = C0 + C1. The notation C2 will be used in all of the sections below.
Considering formula (3.3), we define
αˆn :=
d
p
(
ˆ˜αn +
1
2
)
+ 1−∆,(3.17)
which is the estimation for the regularity index of the prior N (0, Cα) of u. For
ˆ˜αn ∈ In, we easily deduce that
αˆn ≤ γ + d
2p
, and αˆn ≥ γ + d
2p
− dC2 log logn
p logn
.(3.18)
Now, we provide the following theorem which gives the convergence rates esti-
mation for our artificial diagonal problem.
Theorem 3.2. Let mˆdn(α˜) be the posterior mean estimator for our artificial diag-
onal problem when the regularity index is α˜, then we have
sup
m†s∈Sβ˜(R)∩Θβ˜ss(R)
E0
{
sup
α˜∈In
‖mˆdn(α˜)−m†‖2
}
= O(ǫ2n),(3.19)
where ǫn = Lnn
−β˜/(1+2β˜) and Ln = (logn)C2+2(log logn)1/2.
Since the proof is not the main ingredient of our work, it has been postponed to
the Appendix.
3.2. Posterior contraction for the transformed problem. Denote M(α) =
T CαT ∗ for α > α0. Now let us come back to the following transformed problem
d = m+
1√
n
η,(3.20)
where
η ∼ N (0, I) and m ∼ µm0 = N (0,M(αˆn))(3.21)
with m = T u. Before diving into the discussions on posterior contraction, let us
provide some important estimates. Consider the equation
(nM(α) + I)u = r,(3.22)
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Define the bilinear form B : H ×H → R,
B(u, v) := (n1/2C−1/2T ∗u, n1/2C−1/2T ∗v) + (u, v), ∀u, v ∈ H.(3.23)
Definition 3.3. Let r ∈ H . An element u ∈ H is called a weak solution of (3.22),
if
B(u, v) = (r, v), ∀ v ∈ H.
Lemma 3.4. Under the Assumptions 2, for any r ∈ H, there exists a unique weak
solution u ∈ H of (3.22). In addition, if r ∈ Ht with t ≤ 2(α +∆ − 1), the weak
solution u ∈ Ht.
Since the proof is simple, we postpone the proof to the Appendix. Relying on the
definition of weak solution and interpolation inequalities, we can prove the following
lemma.
Lemma 3.5. For any constant s ∈ (α0, α), under the Assumptions 2, the following
norm bound holds:
‖C 12 (α+∆−1)− s2 (nM(α) + I)−1C 12 (α+∆−1)− s2 ‖B(H) . n−1+
s
α+∆−1 .(3.24)
For fluency of the description, we defer the proof to the Appendix. Denote µdαˆn
to be the posterior probability measure for our original problem and µmdαˆn to be
the posterior probability measure for the transformed problem. The two posterior
probability measures are all Gaussian due to our assumptions. Using the relations
between m and u, we know that
µmdαˆn
{
m : ‖m−m†‖ ≥Mnǫ˜n
}
= µdαˆn
{
u : ‖T u− T u†‖ ≥Mnǫ˜n
}
,
where Mn and ǫ˜n are positive sequences satisfy Mn → ∞ and ǫ˜n ↓ 0, respectively.
Let us denote Eα,n and mˆn(α) to be the expectation and the conditional mean
estimator with respect to the posterior probability measure µdα, respectively. By
Markov’s inequality, we find that
sup
m†s∈Sβ˜(R)∩Θβ˜ss(R)
E0µ
d
αˆn
{
u : ‖T u− T u†‖ ≥Mnǫ˜n
}
≤ 1
M2nǫ˜
2
n
sup
m†s∈Sβ˜(R)∩Θβ˜ss(R)
E0 sup
α˜∈In
Eα,n
(‖T u− T u†‖2)+ o(1).(3.25)
Denote Ec,α to be the expectation with respect to a probability measure µ
d
c,α with
zero mean and the same covariance operator as the posterior probability measure
µdα of the original problem. Let wn := m − mˆn(α), then we know that wn ∼ µdc,α.
Obviously, wn and mˆn(α) are independent. Since
Eα,n‖m−m†‖2 = Ec,α‖wn + mˆn(α)−m†‖2,(3.26)
we can insert the posterior mean estimator of our artificial diagonal problem into
the righthand side of (3.25). Relying on Assumptions 2 and some calculations, we
can prove the following theorem.
Theorem 3.6. For every positive constant R > 0 and an arbitrarily small positive
constant ǫ˜ > 0, we have
sup
m†s∈Sβ˜(R)∩Θβ˜ss(R)
E0µ
d
αˆn
{
u : ‖T u− T u†‖ ≥Mnǫ˜n
}→ 0, as n→∞,(3.27)
where ǫ˜n = Lnn
−β˜/(1+2β˜+ǫ˜) and Ln = (log n)C2+2(log logn)1/2.
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Proof. Denote Fdn(α) := Cα+∆−1 + n−1I, then the conditional mean estimator for
the artificial diagonal problem has the following form
mˆdn(α) = m
† − 1
n
Fdn(α)
−1m† +
1√
n
Cα+∆−1Fdn(α)−1η.(3.28)
For the non-diagonal problem with m ∼ N (0,M(α)), the conditional mean esti-
mator can be written as follow
mˆn(α) = m
† − 1
n
Fn(α)
−1m† +
1√
n
M(α)Fn(α)−1η,(3.29)
where Fn(α) :=M(α) + n−1I. Following (3.26) and recalling that wn and mˆn(α)
are independent, we have
E0 sup
α˜∈In
Eα,n‖m−m†‖2 ≤E0 sup
α˜∈In
Ec,α‖wn‖2 + 2E0 sup
α˜∈In
‖mˆn(α) − mˆdn(α)‖2
+ 2E0 sup
α˜∈In
‖mˆdn(α)−m†‖2(3.30)
=I + II + III.
For the term III, Theorem 3.2 gives an appropriate estimation. For the term I, let
us denote the covariance operator as Cpn which can be written as follow
Cpn = (nM(α) + I)−1M(α).(3.31)
Considering ∆ ≥ 1, both of T and T ∗ are bounded linear operators. Because of Cα
is a trace class operator, we know that the operatorM(α) is a compact operator and
can be diagonalized, which implies that (nM(α)+I)−1M(α) =M(α)1/2(nM(α)+
I)−1M(α)1/2. Then for a white noise ζ, we have the following estimate
I = sup
α˜∈In
Tr(Cpn) = sup
α˜∈In
Tr(M(α)1/2(nM(α) + I)−1M(α)1/2)
= sup
α˜∈In
E
∥∥∥M(α)1/2(nM(α) + I)−1M(α)1/2ζ∥∥∥2
= sup
α˜∈In
E
(
Cs/2ζ, C−s/2M(α)1/2(nM(α) + I)−1M(α)1/2C−s/2Cs/2ζ
)
≤ sup
α˜∈In
∥∥∥C−s/2M(α)1/2(nM(α) + I)−1M(α)1/2C−s/2∥∥∥
B(H)
E‖Cs/2ζ‖2.
(3.32)
Choosing s > α0 in the above estimate, we know that E‖Cs/2ζ‖2 < ∞ by Lemma
3.3 in [1]. Through the statement (5) of Assumptions 2, we have∥∥∥C− 12 (α+∆−1)M(α) 12 C− s2∥∥∥
B(H)
<∞.(3.33)
Combining estimates (3.32), (3.33) and Lemma 3.5, we find that
I . sup
α˜∈In
n−1+
s
α+∆−1 ,(3.34)
where α˜ are related to α by (3.3). Taking n large enough, we easily get
1 +
ǫ˜2β˜
1 + 2β˜ + ǫ˜
− 1(1 + ǫ˜C2)
1 + 2β˜ + ǫ˜
log logn
logn
> 1.(3.35)
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From the above estimate (3.35) and the lower bound estimate (3.18) of α, we know
that
−1 + α0
α+∆− 1 < −
2β˜
1 + 2β˜ + ǫ˜
.
Hence, we can choose appropriate s in (3.34) to obtain
I . n
− 2β˜
1+2β˜+ǫ˜ .(3.36)
Now let us focus on the term II. Obviously, we have
mˆn(α)− mˆdn(α) = 1
n
(
Fdn(α)
−1 − Fn(α)−1
)
m†
+
1√
n
(
M(α)Fn(α)−1 − Cα+∆−1Fdn(α)−1
)
η
=II1 + II2.
Concerning the term II1, we find that∥∥∥II1∥∥∥ =1
n
∥∥∥(M(α) + n−1I)−1(Cα+∆−1 −M(α))(Cα+∆−1 + n−1I)−1m†∥∥∥
≤ 1
n
∥∥∥(M(α) + n−1I)−1Cα+∆−1(Cα+∆−1 + n−1I)−1m†∥∥∥
+
1
n
∥∥∥(M(α) + n−1I)−1M(α)(Cα+∆−1 + n−1I)−1m†∥∥∥
= II11 + II12.
The term II11 can be estimated as follow
II11 .n
− β˜
1+2β˜+ǫ˜
∥∥∥M(α)− β˜1+2β˜+ǫ˜ Cα+∆−1(Cα+∆−1 + n−1I)−1m†∥∥∥
.n
− β˜
1+2β˜+ǫ˜
∥∥∥M(α)− β˜1+2β˜+ǫ˜ C β˜1+2β˜+ǫ˜ (α+∆−1)∥∥∥
B(H)
∥∥∥C−(α+∆−1) β˜1+2β˜+ǫ˜m†∥∥∥
.n
− β˜
1+2β˜+ǫ˜
∥∥∥m†∥∥∥
H(α+∆−1)
2β˜
1+2β˜+ǫ˜
,
where the statement (6) of Assumptions 2 has been used for the last inequality.
Since α < γ + d2p , we have (α+∆− 1) 2β˜1+2β˜+ǫ˜ ≤ γ +∆− 1, which implies∥∥∥m†∥∥∥
H(α+∆−1)
2β˜
1+2β˜+ǫ˜
<∞.(3.37)
Hence, we obtain
II11 . n
− β˜
1+2β˜+ǫ˜ .(3.38)
Similarly, the term II12 can be estimated as follow
II12 .n
− β˜
1+2β˜+ǫ˜
∥∥∥M(α)1− β˜1+2β˜+ǫ˜ (Cα+∆−1 + n−1I)−1m†∥∥∥
.n
− β˜
1+2β˜+ǫ˜
∥∥∥M(α)1− β˜1+2β˜+ǫ˜ C(α+∆−1)(1− β˜1+2β˜+ǫ˜ )∥∥∥
B(H)
‖m†‖
H(α+∆−1)
2β˜
1+2β˜+ǫ˜
.
Relying on the statement (6) of Assumptions 2 and (3.37), we obtain
II12 . n
− β˜
1+2β˜+ǫ˜ .(3.39)
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Combining estimates (3.38) and (3.39), we obtain
‖II1‖2 . n−
2β˜
1+2β˜+ǫ˜ .(3.40)
Through some simple calculations, the term II2 can be reformulated as follow
II2 =
1
n3/2
(M(α) + n−1I)−1(M(α) − Cα+∆−1)(Cα+∆−1 + n−1I)−1η.
Then, we have
E0
∥∥II2∥∥2 ≤n−3E0∥∥∥(M(α) + n−1I)−1Cα+∆−1(Cα+∆−1 + n−1I)−1η∥∥∥2
+ n−3E0
∥∥∥(M(α) + n−1I)−1M(α)(Cα+∆−1 + n−1I)−1η∥∥∥2
≤n−1E0
∥∥∥Cα+∆−1(Cα+∆−1 + n−1I)−1η∥∥∥2
+ n−1E0
∥∥∥M(α)(Cα+∆−1 + n−1I)−1η∥∥∥2
=II21 + II22.
For the term II21, we have the following estimates
II21 . n
− 2β˜
1+2β˜+ǫ˜E0
∥∥∥C 12 1+ǫ˜1+2β˜+ǫ˜ (α+∆−1)η∥∥∥2.(3.41)
Because 12
1+ǫ˜
1+2β˜+ǫ˜
(α+∆− 1) > α0 for n large enough, from (3.41) we obtain
II21 . n
− 2β˜
1+2β˜+ǫ˜ ,(3.42)
where we used Lemma 3.3 in [1]. For the term II22, we have
II22 ≤n−1
∥∥∥M(α)C−(α+∆−1)∥∥∥2E0∥∥∥C(α+∆−1)(Cα+∆−1 + n−1I)−1η∥∥∥2
. II21 . n
− 2β˜
1+2β˜+ǫ˜ ,
(3.43)
where the statement (7) of Assumptions 2 has been employed. Combining estimates
(3.42) and (3.43), we obtain
E0‖II2‖2 . n−
2β˜
1+2β˜+ǫ˜ .(3.44)
Combining estimations about I, II and III and recalling (3.25), we finish the
proof. 
3.3. Posterior contraction for the original problem. The final step is to ob-
tain the posterior contraction estimation by employing Theorem 2.1 proved in [18]
which provides a general framework for obtaining posterior consistency of linear
inverse problems. Denote µℓ = N (A−1u†, C1) and µ′ℓ = N (A−1u, C1). For u† ∈ Hγ
and u ∈ H , we know that A−1u†,A−1u ∈ H2ℓ. The Cameron-Martin space for µℓ
and µ′ℓ are all Hβ. By Assumptions 2, we easily obtain A−1u,A−1u† ∈ Hβ which
implies µℓ and µ
′
ℓ are equivalent. Inspired by the proof of Theorem 3.1 in [18], for
given sequences of positive numbers kn →∞ and ρn → 0 and a constant c ≥ 0, we
introduce
Sn =
{
u ∈ H :
∑
i≥kn
u2i ≤ cρ2n
}
,(3.45)
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and
Bn(A−1u†, ǫ) =
{
u ∈ H : −
∫
log
dµ′ℓ
dµℓ
dµℓ ≤ nǫ2,
∫ ∣∣∣∣log dµ′ℓdµℓ −
∫
log
dµ′ℓ
dµℓ
dµℓ
∣∣∣∣
2
dµℓ ≤ nǫ2
}
.
(3.46)
Through some simple calculations presented in the Appendix, we know that
Bn(A−1u†, ǫ) =
{
u ∈ H : ‖T (u− u†)‖2 ≤ ǫ2
}
.(3.47)
The proof of Lemma 1 in [12] can be adapted a little to achieve the following lemma.
Lemma 3.7. Let δn → 0 and let Sn be a sequence of sets Sn ⊂ H. If µ0n =
N (0, Cαˆn) is the prior probability measure on u satisfying
µ0n(S
c
n)
µ0n(Bn(A−1u†, δn))
. exp
(−2nδ2n) ,
then
E0µ
d
αˆn(S
c
n)→ 0
with µdαˆn represents the posterior probability measure of the original problem.
Relying on the above Lemma 3.7, we finally obtain our main result as follow.
Theorem 3.8. For every positive constant R > 0, C3 :=
dC2
2p(1+ 2pd (∆−1))
and an
arbitrarily small positive constant ǫ > 0, we have
sup
m†s∈Sβ˜(R)∩Θβ˜ss(R)
E0µ
d
αˆn
{
u : ‖u− u†‖ ≥Mnǫn
}→ 0, as n→ 0,(3.48)
where
ǫn = (log n)
C2+C3+4 (log logn)1/2n
−pγ
d+2p(γ+∆−1)+ǫ .
Proof. Step 1. Let us firstly assume
E0µ
d
αˆn(S
c
n)→ 0,(3.49)
holds true. Let kn, ρn and c in the definition of Sn be fixed. For any u ∈ Sn, we
have
‖u‖2 =
∞∑
j=1
u2j =
∑
j≤kn
u2j +
∑
j>kn
u2j
≤
∑
j≤kn
u2j + cρ
2
n =
∑
j≤kn
λ
2(∆−1)
j λ
−2(∆−1)
j u
2
j + cρ
2
n
≤λ−2(∆−1)kn
∑
j≤kn
λ
2(∆−1)
j u
2
j + cρ
2
n
≤λ−2(∆−1)kn ‖u‖2H−(∆−1) + cρ2n.
(3.50)
Denote u†s := {u†j}∞j=1 with u†j := (u†, φj) for j = 1, 2, . . .. Denote u†n be function
related to the projection of u†s on the first kn coordinates, that is, u
†
n =
∑kn
j=1 u
†
jφj .
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Then, we have
‖u†n − u†‖2 =
∞∑
j=1
(u†n,j − u†j)2 =
∑
j>kn
(u†j)
2
=
∑
j>kn
λ−2γj (u
†
j)
2λ2γj ≤ λ2γkn‖u†‖2Hγ ,
(3.51)
and
‖u†n − u†‖2H−(∆−1) =
∞∑
j=1
λ
2(∆−1)
j (u
†
n,j − u†j)2
=
∑
j>kn
λ
2(∆−1)
j (u
†
j)
2λ−2γj λ
2γ
j
≤λ2(∆−1+γ)kn ‖u†‖2Hγ .
(3.52)
Using estimates (3.51) and (3.52), we have
‖u−u†‖ ≤ ‖u− u†n‖+ ‖u†n − u†‖
≤λ−(∆−1)kn ‖u− u†n‖H−(∆−1) +
√
cρn + λ
γ
kn
‖u†‖Hγ
≤λ−(∆−1)kn
[
‖u− u†‖H−(∆−1) + λ∆−1+γkn ‖u†‖Hγ
]
+
√
cρn + λ
γ
kn
‖u†‖Hγ
≤λ−(∆−1)kn ‖u− u†‖H−(∆−1) +
√
cρn + 2λ
γ
kn
‖u†‖Hγ
.λ
−(∆−1)
kn
‖u− u†‖H−(∆−1) + ρn + λγkn
.λ
−(∆−1)
kn
‖T u− T u†‖+ ρn + λγkn .
(3.53)
For a large positive constant M > 0 (will be specified later), we denote ǫ˜ = ǫ/M .
Let
kn = n
1
1+
2p
d
(γ+∆−1)+ǫ˜ , ρn = Lnn
−
1
2 (
2p
d
αˆn−1−ǫ˜)
1+
2p
d
(γ+∆−1)+ǫ˜ ,(3.54)
and ‖T u− T u†‖ ≤Mnǫ˜n with ǫ˜n defined as in Theorem 3.6, we find that
‖u− u†‖ .MnLnk
p
d (∆−1)
n n
−
p
d
(γ+∆−1)
1+
2p
d
(γ+∆−1)+ǫ˜ + Lnn
−
1
2 (
2p
d
αˆn−1−ǫ˜)
1+
2p
d
(γ+∆−1)+ǫ˜ + k
−pdγ
n
.MnLnn
−
1
2 (
2p
d
αˆn−1)− 12 ǫ˜
1+
2p
d
(γ+∆−1)+ǫ˜ .
(3.55)
Applying estimate (3.18) to the last line of (3.55), we finally obtain
‖u− u†‖ .MnLn(log n)C3n−
pγ− d
2
ǫ˜
d+2p(γ+∆−1)+dǫ˜ .(3.56)
Taking M > 0 large enough such that
d2 + 2pd(γ +∆− 1) + dǫ
2pγ
+ 1 ≤M,(3.57)
then we have
n
−
1
2 (
2p
d
αˆn−1)− 12 ǫ˜
1+
2p
d
(γ+∆−1)+ǫ˜ ≤ n− pγd+2p(γ+∆−1)+ǫ .
Recalling Theorem 3.6 and Theorem 2.1 in [18], the proof is completed.
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Step 2. In this step, we aim to prove (3.49). In the following, we use the values
of kn and ρn given in (3.54). Taking n large enough, following the proof of Lemma
5.2 in [18], we can obtain
µ0n(S
c
n) ≤ exp
(
− c
8
ρ2nk
2p
d αˆn
n
)
=exp
(
− c
8
L2nn
1+ǫ˜
1+
2p
d
(γ+∆−1)+ǫ˜
)
.
(3.58)
Choose ǫ˜n as in Theorem 3.6 and notice that for a constant C > 0,
µ0n(Bn(A−1u†, ǫ˜n)) ≥ µ0n(u : ‖T u− T u†‖2 ≤ ǫ˜2n)
≥ µ0n(u : ‖u− u†‖2 ≤ C−1ǫ˜2n)
≥ µ0n
(
u :
N∑
i=1
λ
2(∆−1)
i (ui − u†i )2 ≤
ǫ˜2n
2C
)
µ0n
(
u :
∞∑
i=N+1
λ
2(∆−1)
i (ui − u†i )2 ≤
ǫ˜2n
2C
)
.
Then, following the proof of Lemma 5.1 in [18], we have
µ0n(Bn(A−1u†, ǫ˜n)) ≤ C4 exp
(
−C3ǫ˜
− 22p
d
(γ+∆−1)
n
)
= C4 exp
(
−C3L
− 22p
d
(γ+∆−1)
n n
1
1+
2p
d
(γ+∆−1)+ǫ˜
)
.
(3.59)
Combining (3.58) and (3.59), we arrive at
µ0n(S
c
n)
µ0n(Bn(A−1u†, ǫ˜n))
. exp
(
−
( c
8
− C3L−
d
p(γ+∆−1)
−2
n n
− ǫ˜
1+2β˜+ǫ˜
)
nǫ˜2n
)
.(3.60)
Choosing c in the definition of Sn large enough, we end the proof by using Lemma
3.7. 
In the last part of this section, we would like to provide some discussions about
the condition m†s ∈ Θβ˜ss(R). Concerning the self-similar sequence, we can prove the
following theorem which may be compared to Proposition 3.5 of [27].
Theorem 3.9. For every 0 < α < β˜, the prior probability measure Πα is defined
as follow
Πα :=
∞⊗
i=1
N (0, i−1−2α).(3.61)
Let α ≤ β˜ and the parameters appeared in the definition of self-similar sequence
satisfy ρ− 1 ≥ ǫRρ1+2β˜, then we have Πα(∪N0Θβ˜ss(R)) = 1.
The proof details are postponed to the Appendix. This theorem obviously imply
that the set of functions with self-similar coefficients
m =
∞∑
i=1
miφi, {mi}∞i=1 ∈ Θβ˜ss(R)
is large in the sense of Bayesian setup and almost every realization from the prior
N (0, Cα+∆−1) (α ≤ β˜) is a function with self-similar coefficients. Under the follow-
ing two conditions
• C α+∆−12 (H) = (T CαT ∗) 12 (H),
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• The operator C−α+∆−12 T CαT ∗C−α+∆−12 − I is a Hilbert-Schmidt operator
on the closure of the space C α+∆−12 (H),
we know that N (0, Cα+∆−1) and N (0, T CαT ∗) are equivalent probability measures
[24]. That is to say, the self-similar set is also large when considering the original
non-diagonal problem. The above two conditions can be verified for many specific
problems, e.g., when these operators are some pseudo-differential operators, it can
be verified through boundedness of these operators on certain Sobolev spaces [25].
4. Examples
In this section, we provide some nontrivial examples. For simplicity, we consider
a simple closed manifold that is d-dimensional torus denoted as Td. Introduce the
Hilbert space H defined as follow
H := L˙2(Td) =
{
u : Td → R
∣∣∣ ∫
Td
|u(x)|2dx <∞,
∫
Td
u(x)dx = 0
}
of real valued periodic function d ≤ 3 with inner-product and norm denoted by
(·, ·) and ‖ · ‖ respectively. Let A0 := −∆ be the negative Laplacian equipped with
periodic boundary condition on [0, 1)d, and restricted to functions with integrate
to zero over [0, 1)d. It is well-known that this operator is positive self-adjoint and
has eigensystem {ρ2j , φj}∞j=1. The eigenfunctions {φj}∞j=1 constitute the Fourier
basis and form a complete orthonormal basis of H and the eigenvalues ρ2j behave
asymptotically like j2/d.
Before going further, let us provide two basic definitions concerned with the
pesudodifferential operators. For further details, we refer to [17, 25].
Definition 4.1. Let m ∈ R. Then Sm(Rd,Rd) is the vector-space of all smooth
functions a ∈ C∞(Rd,Rd) such that
|∂αξ ∂βxa(x, ξ)| ≤ Cα,β,K(1 + |ξ|)m−|α|, ξ ∈ Rd, x ∈ K,
holds for all multi-indices α and β and any compact set K ⊂ Rd.
Definition 4.2. Let Y : U → Rd be local coordinates of the manifold N . A
bounded linear operator A : D′(N)→ D′(N) is called a pseudodifferential operator
if for any local coordinates Y : U → Rd, U ⊂ N , there is a symbol a ∈ Sm(Rd,Rd)
such that for u ∈ C∞0 (U) we have
Au(y1) =
∫
N
kA(y1, y2)u(y2)dVg(y2),
where kA|N×N\diag(N) ∈ C∞(N ×N\diag(N)) and diag(N) = {(y, y) ∈ N ×N |y ∈
N}. Also when Y : U → V ⊂ Rd are local C∞-smooth coordinates kA(y1, y2) is
given on U × U by
kA(Y
−1(x1), Y −1(x2)) =
∫
Rd
ei(x1−x2)ξa(x1, ξ)dξ,
where x1, x2 ∈ V ⊂ Rd and a = aV ∈ Sm(V,Rd). In this case we will write
A ∈ Ψm(N),
and say that in local coordinates Y : U → V ⊂ Rd the operator A has the symbol
a(x, ξ) ∈ Sm(V × Rd).
Following the proof of Lemma 1 in [17], we can obtain the following lemma.
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Lemma 4.3. Let B ∈ Ψ−2t(Td) be an injective elliptic pseudodifferential operator.
Then we have the following estimates
‖Bu‖H˙r+2t(Td) . ‖u‖H˙r(Td) . ‖Bu‖H˙r+2t(Td), ∀ r ∈ R.
4.1. Example 1–non-diagonal forward operator. Let Mq : H → H be the
multiplication operator by a nonnegative function q ∈ C∞(Td). We define the
forward operator A−1 := (A0+Mq)−1, assume the observational noise is white, so
that C1 = I, and we set the operator C = A−20 .
Denote the eigenvalues of the operator C to be {λ2j}∞j=1. Obviously, we have
λ2j = ρ
−4
j . Since
∑∞
j=1 λ
2
j ≍
∑∞
j=1 j
− 4d <∞ for d ≤ 3, the operator C is trace class
and the constant p appeared in Assumptions 1 is equal to 2.
Our aim is to show C1 ≃ Cβ and A−1 ≃ Cℓ, where β = 0 and ℓ = 12 in the sense
specified in Assumptions 2. Obviously, we know ∆ = 2ℓ− β + 1 = 2. Under these
settings, we easily obtain the equivalent relations of Hilbert scales and Sobolev
space as follow
Ht = H˙2t(Td).
Now, we verify all of the conditions appeared in Assumptions 2.
(2): For this condition, we need to prove the following statement
‖A−1u‖H˙2r(Td) ≍ ‖u‖H2r−2(Td), ∀ r ≥ 0.
The forward operator A−1 is a pseudodifferential operator with symbol
(|ξ|2 + q(x))−1. That is to say, A−1 ∈ Ψ−2(Td) and A−1 is an injective
elliptic pseudodifferential operator. Through Lemma 4.3, we complete the
verification.
(3): The operator C α2 T ∗ = C α2A−1 is a pseudodifferential operator with sym-
bol |ξ|−2α(|ξ|2 + q(x))−1. Hence, we have C α2 T ∗ ∈ Ψ−2(1+α)(Td) which
implies
‖C α2 T ∗u‖L˙2(Td) . ‖u‖H˙−2(1+α)(Td).
(4): To verify this condition, let us notice that the operator
C−(α+∆−1)M(α) ∈ Ψ0(Td),
which indicates
‖C−(α+∆−1)M(α)u‖ . ‖u‖L˙2(Td), ∀ u ∈ L˙2(Td).
Conditions (5) to (7) can be verified similarly, here, we omit the details for concisely.
We can now apply Theorem 3.8 to obtain the following convergence result.
Theorem 4.4. Let u† ∈ H2γ(Td), γ ≥ 1. Then, the convergence in (3.48) holds
with
ǫ˜n = (logn)
C2+C3+4 (log logn)1/2n
−2γ
4+d+4γ+ǫ ,(4.1)
for some large enough constants C2 and C3 and arbitrarily small constant ǫ > 0.
Comparing with Theorem 8.2 proved in [1], we notice that this convergence rate
is optimal up to a slowly varying factor and an arbitrarily small positive constant
ǫ > 0. Finally, let us verify the equivalence of probability measures N (0, Cα+∆−1)
and N (0, T CαT ∗). Since the closure of C α+12 H is H under our assumptions, we
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only need to prove that the operator J := C−α+12 A−1CαA−1C−α+12 − I is a Hilbert-
Schmidt operator on L˙2(Td). Because the symbol of the operator J is
2|ξ|2q(x) + q(x)2
(|ξ|2 + q(x))2 ,
we easily derive that J ∈ Ψ−2(Td). Because of −2 < − d2 for d = 1, 2, 3, the
operator J is obviously a Hilbert-Schmidt operator. Hence, concerning this exam-
ple, the restriction of self-similar sequence in Theorem 3.8 is reasonable. For more
explanations about self-similar sequence assumptions, we refer to [27].
4.2. Example 2–a fully non-diagonal example. As in Section 4.1, let the for-
ward operator to be A−1 = (A0 + Mq)−1. We assume that the observational
noise is Gaussian with covariance operator C1 = (A0 +Mr)−2, where Mr is the
multiplication operator by a nonnegative function r ∈ C∞(Td). We also assume
C = A−20 .
Under this setting, we would like to verify Assumptions 2 with ℓ = 12 and β =
1. We easily know that A−1 ∈ Ψ−2(Td), C1 ∈ Ψ−4(Td) and Cα ∈ Ψ−4α(Td).
Assumptions 2 and the equivalence of N (0, Cα+∆−1) and N (0, T CαT ∗) can be
verified through similar analysis shown in Section 4.1. Then we apply Theorem 3.8
to obtain the following convergence result.
Theorem 4.5. Let u† ∈ H2γ(Td), γ ≥ 1. Then, the convergence in (3.48) holds
with
ǫ˜n = (logn)
C2+C3+4 (log logn)1/2n
−2γ
d+4γ+ǫ ,(4.2)
for some large enough constants C2 and C3 and arbitrarily small constant ǫ > 0.
5. Conclusions
In this paper, we study an empirical Bayesian approach to a family of linear
inverse problems. We assume that the covariance operator of the prior Gaussian
measure depends on a hyperparameter that quantifies the regularity. We do not
assume the prior covariance, noise covariance and forward operator have a common
basis in their singular value decomposition, which enlarge the application range
compared with the existing results. Under such weak assumptions, it is difficult to
introduce maximum likelihood based estimation for the regularity index. In order
to construct an empirical Bayesian approach, we propose two auxiliary problems:
transformed problem and artificial diagonal problem. Since the regularity index
only reflects the information about regularity, we provide a maximum likelihood
estimation of the regularity index through the artificial diagonal problem. Then we
deduce the posterior contraction estimates for the transformed problem by exploring
the relations between the transformed problem and the artificial diagonal problem.
Finally, the desired posterior contraction estimates are obtained through a general
approach developed in a recent paper [18].
In order to give appropriate estimates for the transformed problem, we employ
the self-similar sequence condition which is also used in [3, 14, 27]. For illustrat-
ing the appropriateness of this condition, we need to show the equivalence of the
prior measures of the artificial diagonal problem and the transformed problem.
The general conditions to ensure such equivalence are given and verified through
boundedness of pseudo-differential operators for our two examples.
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For the posterior consistency problem, there are numerous challenging problems
need to be solved. Only inverse problems with linear forward operator have been
considered in this paper, how to design empirical Bayesian methods for inverse
problems with nonlinear forward operator is a difficult problem and it seems to
depend on the specific structures of the certain problem.
6. Appendix
Here we gather the proofs of various results used in this paper. Including these
proofs in the main text would break the flow of ideas related to posterior consistency.
Proof of Lemma 3.1
Proof. The proof of estimation (3.11) is similar to the proof of (i) of Lemma 1
presented in [19], so we omit the details. For the estimation (3.12), let us denote
β˜n := β˜ + C1(log logn)/ logn. Employing Lemma 6.1 proved in [27], we find that
hn(β˜n) ≥ ǫR
(ρ1+2β˜n + 1)2
n2(β˜n−β˜)/(1+2β˜n) ≥ ǫR
(ρ2+2β˜ + 1)2
n2(β˜n−β˜)/(1+2β˜n)(6.1)
holds for choosing n large enough such that C1(log logn)/ logn ≤ 1. Because
(log logn)/ logn ≤ 1/4 for n large enough, we have
n2(β˜n−β˜)/(1+2β˜n) ≥ n
1
logn (log logn)
2C1
1+2β˜+C1/2 = (log n)2C1/(1+2β˜+C1/2).(6.2)
Hence, for C1 large enough (depending on β˜, R, ǫ and ρ), we obtain hn(β˜n) ≥
L(logn)2 for large n, which implies that estimation (3.12) holds true. 
Proof of Theorem 3.2
Proof. Denote ˆ˜ms(α˜) = { ˆ˜mi(α˜)}∞i=1 to be posterior mean estimator of the artificial
diagonal problem (3.2). Since
‖mˆdn(α˜)−m†‖2 =
∞∑
i=1
(mˆdn,i(α˜)−m†i )2 ≍
∞∑
i=1
( ˆ˜mi(α˜)− m˜†i )2,
we just need to prove the following estimation
sup
m†s∈Sβ˜(R)∩Θβ˜ss(R)
E0
{
sup
α˜∈In
∞∑
i=1
( ˆ˜mi(α˜)− m˜†i )2
}
= O(ǫ2n).(6.3)
Inspired by the Subsection 6.1 in [19], we actually need to estimate the following
terms
∞∑
i=1
i2+4α˜(m˜†i )
2
(i1+2α˜ + n)2
+ n
∞∑
i=1
1
(i1+2α˜ + n)2
= I + II.(6.4)
Employing Lemma 8 in [19] (with m = 0, ℓ = 1, r = 1 + 2α˜ and s = 0), we find
that
II ≤
∞∑
i=1
1
i1+2α˜ + n
. n−
2α˜
1+2α˜
.n
− 2α˜n1+2α˜n . (log n)2C2n−
2β˜
1+2β˜ ,
(6.5)
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where we used estimates (3.16). For term I, it can be estimated by following the
procedures used in the Subsection 6.1 of [19] with lower bound estimate of α˜ similar
to (6.5). Here, we omit the proof details. 
Proof of Lemma 3.4
Proof. We use the Lax-Milgram theorem [11] in the Hilbert space H . The coercive
of B can be illustrated as follow
B(u, u) = n‖Cα/2T ∗u‖2 + ‖u‖2 ≥ ‖u‖2, ∀u ∈ H.
Using the statement (3) of Assumptions 2, we know that ‖Cα/2T ∗u‖ . ‖u‖H−α−(∆−1).
The continuity of the bilinear form B can be derived as follow
|B(u, v)| ≤ n‖Cα/2T ∗u‖‖Cα/2T ∗v‖+ ‖u‖‖v‖ . ‖u‖‖v‖, ∀u, v ∈ H.
So the first statement has been proved. For the second statement about regularities,
we notice that
u = r − nM(α)u.
Using the statement (4) of Assumptions 2, we easily deduce thatM(α)u ∈ H2(α+∆−1)
for u ∈ H . Hence the right-hand side belongs to Ht, which implies u ∈ Ht for
t ≤ 2(α+∆− 1). 
Proof of Lemma 3.5
Proof. Let h ∈ H . Then C 12 (α+∆−1)− s2 h ∈ H , since ∆ ≥ 1 and α0 < s < α. By
Lemma 3.4, for r = C 12 (α+∆−1)− s2h, there exists a unique weak solution of (3.22),
u′ ∈ H . Since for v ∈ H(α+∆−1)−s we have C− 12 (α+∆−1)+ s2 v ∈ H , we conclude that
for any v ∈ H(α+∆−1)−s(
n
1
2 C α2 T ∗C− 12 (α+∆−1)+ s2u, n 12 C α2 T ∗C− 12 (α+∆−1)+ s2 v
)
+(
C− 12 (α+∆−1)+ s2 u, C− 12 (α+∆−1)+ s2 v
)
=
(
C 12 (α+∆−1)− s2h, C− 12 (α+∆−1)+ s2 v
)
,
where u = C 12 (α+∆−1)− s2u′ ∈ H(α+∆−1)−s. Choosing v = u, using the statement
(3) of Assumptions 2, for a generic constant c > 0 and a small enough constant
δ > 0, we obtain
n‖u‖2H−s+‖u‖2H(α+∆−1)−s ≤ c‖h‖‖u‖
≤cn− 12 (1− sα+∆−1 )‖h‖
(
n
1
2 ‖u‖H−s
)1− sα+∆−1 ‖u‖ sα+∆−1H(α+∆−1)−s
≤ c
2δ
n−(1−
s
α+∆−1)‖h‖2 + cδ
2
(
n‖u‖2H−s + ‖u‖2H(α+∆−1)−s
)
,
where interpolation inequality shown in Lemma 2.1 has been employed. Then we
obviously have
‖u‖H(α+∆−1)−s . n−
1
2 (1− sα+∆−1 )‖h‖, ‖u‖H−s . n−1+
s
2(α+∆−1) ‖h‖.
Finally, inserting the above estimates into the following interpolation inequality
‖u‖ ≤ ‖u‖1−
s
α+∆−1
H−s ‖u‖
s
α+∆−1
H(α+∆−1)−s ,
we get
‖u‖ . n−1+ sα+∆−1 ‖h‖.
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Replacing u = C 12 (α+∆−1)− s2 (nM(α) + I)−1C 12 (α+∆−1)− s2 h gives the desired esti-
mate (3.24). 
Proof of (3.47)
Proof. Firstly, let us denote Wz as the white noise mapping for z ∈ H [23]. Recall-
ing the Cameron-Martin formula, we can easily obtain
dµ′ℓ
dµℓ
(d) = exp
(
−n
2
‖T (u − u†)‖2 +W√nT (u−u†)(d)
)
.(6.6)
Taking logarithm with respect to the above equality (6.6) and integrating the ob-
tained equality, we obtain
−
∫
log
dµ′ℓ
dµℓ
dµℓ =
∫
n
2
‖T (u − u†)‖2 −W√nT (u−u†)(·)dµℓ
=
n
2
‖T (u− u†)‖2,
(6.7)
where we used the properties of the white noise mapping. To complete the proof,
we should notice that∫ ∣∣∣ log dµ′ℓ
dµℓ
−
∫
log
dµ′ℓ
dµℓ
dµℓ
∣∣∣2dµℓ
=
∫ (
log
dµ′ℓ
dµℓ
)2
dµℓ −
(∫
log
dµ′ℓ
dµℓ
dµℓ
)2
.
(6.8)
For the first term on the right hand side of (6.8), we have∫ (
log
dµ′ℓ
dµℓ
)2
dµℓ =
n2
4
‖T (u − u†)‖4 +
∫ (
W√nT (u−u†)(·)
)2
dµℓ
−
∫
n‖T (u− u†)‖2W√nT (u−u†)(·)dµℓ
=
n2
4
‖T (u − u†)‖4 + n‖T (u− u†)‖2.
(6.9)
Noticing that (∫
log
dµ′ℓ
dµℓ
dµℓ
)2
=
n2
4
‖T (u− u†)‖4,
we find that ∫ ∣∣∣ log dµ′ℓ
dµℓ
−
∫
log
dµ′ℓ
dµℓ
dµℓ
∣∣∣2dµℓ = n‖T (u− u†)‖2.(6.10)
Combining equalities (6.7) and (6.10), we finally obtain
Bn(A−1u†, ǫ) =
{
u ∈ H : ‖T (u− u†)‖2 ≤ ǫ2
}
.

Proof of Theorem 3.9
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Proof. Let u1, u2, . . . be independent random variables with ui ∼ N (0, i−1−2α), and
let ΩN be the event {
∑ρN
i=N u
2
i < ǫRN
−2β˜}. Relying on the Borel-Cantelli lemma,
it suffices to show that
∑
N∈NΠα(ΩN ) <∞. Simple calculations yield
ρN∑
i=N
Eu2i =
ρN∑
i=N
i−1−2α ≥ ρ− 1
ρ1+2α
N−2α.
By Markov’s inequality, followed by the Marcinkiweitz-Zygmund and Ho¨lder in-
equality, we obtain
Πα(ΩN ) .N
2β˜q
E
∣∣∣∣∣
ρN∑
i=N
(u2i − Eu2i )
∣∣∣∣∣
q
.N2β˜qE
(
ρN∑
i=1
(u2i − Eu2i )2
)q/2
.N2β˜q
∞∑
i=N
E(u2i − Eu2i )qir(q/2−1)
(∑
i≥N
i−r
)q/2−1
.
Because E(u2i − Eu2i )q ≍ i−2qα−q, for −2qα− q + r(q/2 − 1) < −1, the right-hand
side of the last inequality is of the order N−q/2. Choosing q > 2, the proof is
completed. 
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