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Abstract
We study the asymptotic behavior of solutions for a system of viscous conservation laws with discontin-
uous initial data. We discuss mainly the case where the system without the viscosity term is of hyperbolic
elliptic mixed type. This problem is related to a phase transition problem. We study the initial value problem
and show the decay rates of solutions to piecewise constant states where two phases coexist. The modifica-
tion necessary for the hyperbolic case is also discussed.
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1. Introduction
We study the asymptotic behavior of the solutions to the initial value problem for a system
vt − ux = 0,
ut − f (v)x = uxx, (1.1)
when there is a discontinuity in the initial data. In the above system, f , v, and u are the stress,
strain, and velocity, respectively. We assume that f is a smooth function of v. We discuss mainly
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the case where f is a nonmonotone function of v as depicted in Fig. 1. There are two intervals
(0, α] and [β,∞), where the system without the viscosity term is hyperbolic. They are called the
α-phase and β-phase, respectively. The interval (α,β) is called the spinodal region and physi-
cally unobservable. In this interval the system without the viscosity term is elliptic. This problem
is related to a phase transition problem where α- and β-phases are two phases of a material.
A well-known example is a van der Waals fluid, where f is the negative pressure and v is the
specific volume.
The initial data are given by
(v,u)(x,0) = (v0, u0)(x) =
{
(vl, ul)(x), x < 0,
(vr , ur)(x), x > 0,
(1.2)
where there is a discontinuity in v0 and u0 at x = 0. We assume that vl(x) is in the α-phase and
vr(x) is in the β-phase. We also assume that the initial data satisfy that
C0 = sup
1p∞
‖v0 − v¯, u0 − u¯‖Lp + sup
1pp0
∥∥∥∥∂v0∂x , ∂u0∂x
∥∥∥∥
Lp
(1.3)
is finite, where p0 is a constant larger than or equal to 2, and (v¯, u¯) is a piecewise constant state
such that v¯ is the piecewise constant strain given by
v¯ =
{
v¯−, x < 0,
v¯+, x > 0,
(1.4)
and u¯ is a constant velocity. We choose v¯− ∈ (0, α] and v¯+ ∈ [β,∞) so that f (v¯−) = f (v¯+) is
satisfied. In (1.3), ‖ · ‖Lp is the Lp norm in space and ‖ · ‖Lp is the piecewise Lp norm in space
given by
‖v‖Lp =
( ∫
v(x, t)p dx
)1/p
+
( ∫
v(x, t)p dx
)1/p
= ‖v‖Lp− + ‖v‖Lp+ .x<0 x>0
658 H. Hattori / J. Math. Anal. Appl. 334 (2007) 656–685It is well known that the discontinuity in v at x = 0 persists for t > 0 whether we deal with
nonmonotone f or monotone f (f ′ > 0) and u becomes continuous for t > 0; see Hoff [7–9] and
Hoff and Khodja [10]. One important difference is that in the case of monotone f , the strength
of discontinuity decays exponentially while in the case of nonmonotone f , it does not and it is
not small by any means. The modification necessary for monotone f is simple. We only need to
change v¯± in (1.4) to a single constant v¯.
The main goal of this paper is to study the existence and asymptotic behavior of the solutions
and to show the rates of decay of the solutions (v,u) to a piecewise constant state (v¯±, u¯) where
two phases coexist. For this purpose we define (w±, z±) = (v − v¯±, u − u¯) as the perturbations,
where ± subscripts are for x > 0 and x < 0, respectively, and let
X = {(w, z) ∈ Lp (1 p ∞); (wx, zx) ∈ Lq (1 q  p0), ‖w,z‖X < ∞}
be a Banach space where the norm is defined by
‖w,z‖X = sup
1p∞,1qp0,0t<∞
{
(t + 1) 12 − 12p ∥∥(w, z)(·, t)∥∥
Lp
+ (t + 1) 12 − 12q ∥∥(wx, zx)(·, t)∥∥Lq}.
Then, we have
Theorem 1.1. There exists a constant C0 such that if the initial data satisfy C0  C0, where C0
is given in (1.3), the global solutions exist in X and satisfy the decay rates given by
‖v − v¯, u − u¯‖Lp = O(1)(t + 1)−
1
2 + 12p , 1 p ∞,∥∥vx,u±x − (u0(0+) − u0(0−))T 2∓10 (x,0, t)∥∥Lp = O(1)(t + 1)− 12 + 12p , 1 p  p0,
(1.5)
where T 2∓10 (x,0, t) are diffusion waves singular at t = 0. Also, the Rankine–Hugoniot condition
is satisfied across x = 0.
The diffusion waves T 2∓10 (x,0, t) are similar to the heat kernel. As in the heat kernel, they are
singular at t = 0. Since u is continuous for t > 0, the effect of the discontinuity in u0 manifests as
singular waves in u±x and (u0(0+) − u0(0−))T 2∓10 (x,0, t) capture the way in which u becomes
continuous. On the other hand, the effect of discontinuity in v0 is weaker than that of u0 because
the discontinuity in v persists for t > 0.
To obtain the existence and the decay estimates of the solutions, we first derive the solution
representations (more precisely, the representations of perturbation terms) by the Laplace and
inverse transforms. We use the term “solution representations” as well even though the repre-
sentations are for the perturbations (w±, z±). We separate the system to the linear and nonlinear
parts and then apply formally the Laplace transform to the system. We treat the problem as an ini-
tial boundary value problem, where the boundary conditions are given by the Rankine–Hugoniot
condition
u(0+, t) = u(0−, t),
−f (v(0+, t))+ f (v(0−, t))= ux(0+, t) − ux(0−, t). (1.6)
We linearize the above condition and apply it after the Laplace transform. Then, we use the
inverse transform to obtain the solution representations in terms of the Green’s functions and the
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out the pointwise estimates for the Green’s functions in Section 3. These estimates are crucial to
applying the Banach contraction mapping theorem and to finding the decay rates. Theorem 1.1 is
proved in Section 4. We use the solution representations to construct the iteration. We see from
the solution representations that the Rankine–Hugoniot condition does not appear in (v,u) but
appears in (vx, ux) and that the Rankine–Hugoniot condition generates the diffusion waves in
(vx, ux).
The stability of special solutions such as equilibrium and traveling wave solutions for systems
with nonmonotone constitutive relations has been discussed for sometime. Pego [21] considered
the role of the viscosity, where the viscosity is linear. He used the semigroup theory to show
the asymptotic stability of equilibrium solutions. Hoff and Khodja [10] examined the stability
of coexisting phases in the viscous and heat conducting case. Both results are without the decay
rates. Slemrod [22] discussed the effects of viscosity and capillarity and proposed the viscosity–
capillarity criterion. His results are extended in [23,24,2–5]. Hattori and Mischaikow [6] studied
the stability of equilibrium solutions in the soft loading problem with viscosity and capillarity.
Zumbrun [26] considered the stability of traveling wave solutions in the p-system with viscosity
and capillarity.
The existence of global solutions with discontinuous initial data for the isentropic viscous
gas dynamics was shown in Hoff [7] by the finite difference method with weaker regularity in
the initial data. It was shown that the discontinuity decays exponentially in time. The result was
extended for the nonisentropic case in [8,9] and [1].
Using the Green’s functions to study the existence, stability, or decay rates of solutions is
widely practiced. Kawashima [11,12] studied the large time behavior of hyperbolic–parabolic
equations. Nishihara [19] studied the wave equations with damping. Nishihara, Wang, and
Yang [20] studied the Lp-convergence rate for the p-system with damping. The decay rates
of smooth solutions to traveling wave solutions or diffusion waves for hyperbolic–parabolic con-
servation laws have been discussed in various literature. Liu and Zeng [14,15] and Zeng [25]
discussed the decay rates of solutions to the diffusion waves. Liu [13] also studied the decay rates
of solutions to the traveling wave solutions. The solutions are represented through the Fourier
transform. Zumbrun and Howard [27,28] and Mascia and Zumbrun [16–18] studied the stability
of shock profiles with decay rates using the Laplace transform.
This paper consists of four sections. In Section 2, using the Laplace and the inverse trans-
forms, we formally derive the solution representations with the Green’s functions. Since there
is a discontinuity along x = 0, it is more natural to use the Laplace transform. In Section 3, the
pointwise estimates on the Green’s functions are carried out. In Section 4, using the contraction
mapping theorem, we prove the existence of solutions and the Lp decay estimates of the so-
lutions to the coexisting phases. We also show that the solutions satisfy the Rankine–Hugoniot
condition across x = 0, which implies that u is continuous.
2. Representations of perturbation terms
Linearizing (1.1) about (v¯±, u¯), we see that (w±, z±) = (v − v¯±, u − u¯) satisfy
wt − zx = 0,
zt − f ′(v¯±)wx − zxx = g2(w), (2.1)
where
g2(w) =
[
f (v¯± + w)− f (v¯±) − f ′(v¯±)w
]
. (2.2)x
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the Rankine–Hugoniot condition (1.6), we obtain
z(0+, t) − z(0−, t) = 0,
f ′(v¯+)w(0+, t) + zx(0+, t)− f ′(v¯−)w(0−, t) − zx(0−, t)
= g˜2
(
w(0−, t)
)− g˜2(w(0+, t)), (2.3)
where g˜2(w±) = [f (v¯± + w±) − f (v¯±) − f ′(v¯±)w±]. Note that f (v¯+) = f (v¯−).
We formally derive the representations of (w, z) from (2.1) and (2.3) using the Laplace trans-
form. Applying the Laplace transform to (2.1), we obtain
Zx = λW − w(x,0),
Zxx + f ′(v¯)Wx = λZ −L[g2] − z(x,0), (2.4)
where (W,Z) are the Laplace transforms of (w, z). For example,
W(x,λ) = L[w] =
∞∫
0
e−λtw(x, t) dt.
Set
G1 = w(x,0), G2 = L[g2] + z(x,0).
From (2.4) we obtain the system of the first-order equations(
W
Z
)′
= A
(
W
Z
)
−
(
G˜2
G1
)
, (2.5)
where
A =
( 0 λ
λ+f ′(v¯±)
λ 0
)
, G˜2 = 1
λ + f ′(v¯±) (G2 − G1x).
In order to obtain the general solutions to (2.5), we need to know the signs of the real parts of the
eigenvalues of A.
Lemma 2.1. Let λ = a + bi, where a and b are real numbers. The real parts of the eigenvalues
of A change sign when λ crosses the circle given by a2 + 2af ′(v¯±) + b2 = 0.
Proof. The eigenvalues of A are ±
√
λ2
λ+f ′(v¯±) . Their real parts may change sign if the imaginary
part of λ2
λ+f ′(v¯±) is zero. Substituting λ = a + bi, we have
λ2
λ + f ′(v¯±) =
[(a2 − b2)(f ′(v¯±) + a) + 2ab2 + b(a2 + 2af ′(v¯±) + b2)i]
(f ′(v¯±) + a)2 + b2 .
Therefore, the argument of λ2
λ+f ′(v¯±) is zero or π modulo 2π when either b = 0 or a2 +
2af ′(v¯±) + b2 = 0 holds. If b = 0, the real part of λ2λ+f ′(v¯±) is positive and therefore, the real
part of
√
λ2
λ+f ′(v¯±) does not change the sign as λ crosses the imaginary axis. On the other hand,
if a2 + 2af ′(v¯±) + b2 = 0, the real part is
Re
λ2
′ = −
(a2 + b2)f ′(v¯±)
′ 2 2 < 0.λ + f (v¯±) (f (v¯±) + a) + b
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√
λ2
λ+f ′(v¯±) changes the sign as λ crosses a
2 + 2af ′(v¯±) + b2 = 0.
Note that a2 + 2af ′(v¯±)+ b2 = 0 is a circle with radius f ′(v¯±) and with center (−f ′(v¯±),0) in
the complex λ-plane. 
Remark 2.2. Based on the above lemma, we use λ√
λ+f ′(v¯±)
to denote the eigenvalue with the
positive real parts if λ is outside the circles in the above lemma and define
μ± = λ√
λ + f ′(v¯±)
, μ˜± = 1√
λ + f ′(v¯±)
.
In what follows, we assume that λ is outside the circles so that the real parts of μ± are positive. In
the next section we will choose the path in the inverse Laplace transform so that this assumption is
satisfied. We also note that we take the branch cuts along the negative real axis less than −f ′(v¯±).
Now, the general solution for (2.5) is given by(
W±
Z±
)
=
(
μ˜±eμ±x
eμ±x
)[
c1± − 12μ˜±
x∫
0
e−μ±η(G˜2 + μ˜±G1) dη
]
+
(−μ˜±e−μ±x
e−μ±x
)[
c2± + 12μ˜±
x∫
0
eμ±η(G˜2 − μ˜±G1) dη
]
,
where the subscript + is for x > 0 and the subscript − is for x < 0. For x > 0 the solution needs
to approach zero as x → ∞. Therefore,
c1+ − 12μ˜+
∞∫
0
e−μ+η(G˜2 + μ˜+G1) dη = 0
and (
W+
Z+
)
=
(
μ˜+eμ+x
eμ+x
)
1
2μ˜+
∞∫
x
e−μ+η(G˜2 + μ˜+G1) dη
+
(−μ˜+e−μ+x
e−μ+x
)[
c2+ + 12μ˜+
x∫
0
eμ+η(G˜2 − μ˜+G1) dη
]
.
Note that we are working in the space Lp , 1  p ∞. Therefore, λ = 0 is not the eigenvalue
of (2.4). For x < 0 the solution needs to approach zero as x → −∞. Therefore,
c2− − 12μ˜−
0∫
−∞
eμ−η(G˜2 − μ˜−G1) dη = 0
and (
W−
Z−
)
=
(
μ˜−eμ−x
eμ−x
)[
c1− − 12μ˜−
x∫
e−μ−η(G˜2 + μ˜−G1) dη
]
0
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(−μ˜−e−μ−x
e−μ−x
)
1
2μ˜−
x∫
−∞
eμ−η(G˜2 − μ˜−G1) dη.
We determine c1− and c2+ from the Rankine–Hugoniot condition. At x = 0, from (2.3), we
obtain
1
2μ˜+
∞∫
0
e−μ+η(G˜2 + μ˜+G1) dη + c2+ = c1− + 12μ˜−
0∫
−∞
eμ−η(G˜2 − μ˜−G1) dη,
f ′(v¯+)
[
1
2
∞∫
0
e−μ+η(G˜2 + μ˜+G1) dη − μ˜+c2+
]
+
[
λ
2
∞∫
0
e−μ+η(G˜2 + μ˜+G1) dη − μ+c2+ − G1+
]
− f ′(v¯−)
[
μ˜−c1− − 12
0∫
−∞
eμ−η(G˜2 − μ˜−G1) dη
]
−
[
μ−c1− − λ2
0∫
−∞
eμ−η(G˜2 − μ˜−G1) dη − G1−
]
= L[g˜2− − g˜2+].
Therefore,( 1 −1
f ′(v¯−)μ˜− + μ− f ′(v¯+)μ˜+ + μ+
)(
c1−
c2+
)
=
( 1
2μ˜+
∫∞
0 e
−μ+η(G˜2 + μ˜+G1) dη − 12μ˜−
∫ 0
−∞ e
μ−η(G˜2 − μ˜−G1) dη
RHS
)
, (2.6)
where
RHS = 1
2μ˜2+
∞∫
0
e−μ+η(G˜2 + μ˜+G1) dη + 12μ˜2−
0∫
−∞
eμ−η(G˜2 − μ˜−G1) dη
+ G1− − G1+ +L[g˜2+ − g˜2−].
Solving (2.6), we have
c1− = μ˜+ − μ˜−2μ˜−(μ˜+ + μ˜−)
0∫
−∞
eμ−η(G˜2 − μ˜−G1) dη
+ μ˜−
μ˜+(μ˜+ + μ˜−)
∞∫
e−μ+η(G˜2 + μ˜+G1) dη0
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μ˜+ + μ˜− (G1− − G1+) +
μ˜+μ˜−
μ˜+ + μ˜−L[g˜2+ − g˜2−],
c2+ = μ˜+
μ˜−(μ˜+ + μ˜−)
0∫
−∞
eμ−η(G˜2 − μ˜−G1) dη
− μ˜+ − μ˜−
2μ˜+(μ˜+ + μ˜−)
∞∫
0
e−μ+η(G˜2 + μ˜+G1) dη
+ μ˜+μ˜−
μ˜+ + μ˜− (G1− − G1+) +
μ˜+μ˜−
μ˜+ + μ˜−L[g˜2+ − g˜2−].
Now apply the inverse Laplace transform to (W,Z). Then, for example, from the relation
w+(x, t) = L−1
[
W+(x,λ)
]
= L−1
[
−μ˜+e−μ+xc2+ − 12e
−μ+x
x∫
0
eμ+η(G˜2 − μ˜+G1) dη
+ 1
2
eμ+x
∞∫
x
e−μ+η(G˜2 + μ˜+G1) dη
]
,
we have after the change of the order of integration
w+(x, t)
=
0∫
−∞
∫
Γ
μ˜2+
μ˜−(μ˜+ + μ˜−)e
λt−μ+x+μ−η
× {λμ˜3−L[g˜2(η, s)]+ f ′(v¯−)μ˜3−w(η,0) − μ˜2−z(η,0)}dλdη
+
∞∫
0
∫
Γ
μ˜+ − μ˜−
2(μ˜+ + μ˜−)e
λt−μ+(x+η)
× {λμ˜3+L[g˜2(η, s)]+ f ′(v¯+)μ˜3+w(η,0) + μ˜2+z(η,0)}dλdη
−
∫
Γ
eλt μ˜2+
{L[g˜2(x, s)]− w(x,0)}dλdη
+ 1
2
x∫
0
∫
Γ
eλt−μ+(x−η)
{
λμ˜3+L
[
g˜2(η, s)
]+ f ′(v¯+)μ˜3+w(η,0) − μ˜2+z(η,0)}dλdη
+ 1
2
∞∫
x
∫
Γ
eλt+μ+(x−η)
{
λμ˜3+L
[
g˜2(η, s)
]+ f ′(v¯+)μ˜3+w(η,0) + μ˜2+z(η,0)}dλdη.
Similar expressions can be obtained for w− and z±.
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T l±mn(x, η, t) =
1
2πi
∫
Γ
μ˜l∓
μ˜l−1± (μ˜+ + μ˜−)
μ˜m±λneλt±μ∓x∓μ±η dλ,
l = 1,2, m = 1,2,3, n = 0,1,
R±mn(x + η, t) =
1
2πi
∫
Γ
(μ˜± − μ˜∓)
2(μ˜+ + μ˜−) μ˜
m±λneλt∓μ±(x+η) dλ, m = 1,2,3, n = 0,1,
P±mn(x − η, t) =
1
2πi
∫
Γ
1
2
μ˜m±λneλt−μ±(x−η) dλ, m = 1,2,3, n = 0,1,
where Γ is an integral path of λ in the complex λ-plane which will be specified in the next
section. Using the above expressions, applying the convolution theorem, and integrating by parts,
we obtain the following expression for w+:
w+(x, t) = L−1
[
W+(x,λ)
]
= f ′(v¯−)
0∫
−∞
T 2−30 (x, η, t)w(η,0) dη −
0∫
−∞
T 2−20 (x, η, t)z(η,0) dη
+
t∫
0
0∫
−∞
T 2−31 (x, η, t − s)g˜2(η, s) dη ds
+ f ′(v¯+)
∞∫
0
R+30(x + η, t)w(η,0) dη +
∞∫
0
R+20(x + η, t)z(η,0) dη
+
t∫
0
∞∫
0
R+31(x + η, t − s)g˜2(η, s) dη ds
+ e−f ′(v¯+)tw0(x) −
t∫
0
e−f ′(v¯+)(t−s)g˜2(x, s) ds
+ f ′(v¯+)
x∫
0
P+30(x − η, t)w(η,0) dη −
x∫
0
P+20(x − η, t)z(η,0) dη
+
t∫
0
x∫
0
P+31(x − η, t − s)g˜2(η, s) dη ds
+ f ′(v¯+)
∞∫
x
P+30(η − x, t)w(η,0) dη +
∞∫
x
P+20(η − x, t)z(η,0) dη
+
t∫ ∞∫
P+31(η − x, t − s)g˜2(η, s) dη ds.
0 x
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z+(x, t) = L−1
[
Z+(x,λ)
]
= −f ′(v¯−)
0∫
−∞
T 1−20 (x, η, t)w(η,0) dη +
0∫
−∞
T 1−10 (x, η, t)z(η,0) dη
−
t∫
0
0∫
−∞
T 1−21 (x, η, t − s)g˜2(η, s) dη ds
− f ′(v¯+)
∞∫
0
R+20(x + η, t)w(η,0) dη −
∞∫
0
R+10(x + η, t)z(η,0) dη
−
t∫
0
∞∫
0
R+21(x + η, t − s)g˜2(η, s) dη ds
− f ′(v¯+)
x∫
0
P+20(x − η, t)w(η,0) dη +
x∫
0
P+10(x − η, t)z(η,0) dη
−
t∫
0
x∫
0
P+21(x − η, t − s)g˜2(η, s) dη ds
+ f ′(v¯+)
∞∫
x
P+20(η − x, t)w(η,0) dη +
∞∫
x
P+10(η − x, t)z(η,0) dη
+
t∫
0
∞∫
x
P+21(η − x, t − s)g˜2(η, s) dη ds,
w−(x, t) = L−1
[
W−(x,λ)
]
= f ′(v¯−)
0∫
−∞
R−30(x + η, t)w(η,0) dη −
0∫
−∞
R−20(x + η, t)z(η,0) dη
+
t∫
0
0∫
−∞
R−31(x + η, t − s)g˜2(η, s) dη ds
+ f ′(v¯+)
∞∫
0
T 2+30 (x, η, t)w(η,0) dη +
∞∫
0
T 2+20 (x, η, t)z(η,0) dη
+
t∫ ∞∫
T 2+31 (x, η, t − s)g˜2(η, s) dη ds
0 0
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t∫
0
e−f ′(v¯+)(t−s)g˜2(x, s) ds
+ f ′(v¯+)
x∫
−∞
P−30(x − η, t)w(η,0) dη −
x∫
−∞
P−20(x − η, t)z(η,0) dη
+
t∫
0
x∫
−∞
P−31(x − η, t − s)g˜2(η, s) dη ds
+ f ′(v¯+)
0∫
x
P−30(η − x, t)w(η,0) dη +
0∫
x
P−20(η − x, t)z(η,0) dη
+
t∫
0
0∫
x
P−31(η − x, t − s)g˜2(η, s) dη ds,
z−(x, t) = L−1
[
Z−(x,λ)
]
= f ′(v¯−)
0∫
−∞
R−20(x + η, t)w(η,0) dη −
0∫
−∞
R−10(x + η, t)z(η,0) dη
+
t∫
0
0∫
−∞
R−21(x + η, t − s)g˜2(η, s) dη ds
+ f ′(v¯+)
∞∫
0
T 1+20 (x, η, t)w(η,0) dη +
∞∫
0
T 1+10 (x, η, t)z(η,0) dη
+
t∫
0
∞∫
0
T 1+21 (x, η, t − s)g˜2(η, s) dη ds
− f ′(v¯−)
x∫
−∞
P−20(x − η, t)w(η,0) dη +
x∫
−∞
P−10(x − η, t)z(η,0) dη
−
t∫
0
x∫
−∞
P−21(x − η, t − s)g˜2(η, s) dη ds
+ f ′(v¯−)
0∫
x
P−20(η − x, t)w(η,0) dη +
0∫
x
P−10(η − x, t)z(η,0) dη
+
t∫ 0∫
P−21(η − x, t − s)g˜2(η, s) dη ds.
0 x
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with the boundary terms coming from the integration by parts.
3. Estimates of the Green’s functions
In this section we obtain the decay estimates of T l±mn , R±mn, and P±mn which appeared in the last
section. We have the following cases:
n = 0, m = 1,2,3,
n = 1, m = 2,3.
In the following lemma we show the decay estimates for n = 0 and m = 1 or n = 1. The other
cases are shown in the subsequent lemma.
Lemma 3.1. For n = 0 and m = 1 or n = 1, T l±mn , R±mn, and P±mn satisfy the estimates
∣∣T l±mn(x, η, t)∣∣= O(1)t− n+12 e−K
(
t− |x|√
f ′(v¯∓)
− |η|√
f ′(v¯±)
)2
t + O(1)t− n+12 e−K (x−η)
2
t +R,
∣∣R±mn(x + η, t)∣∣= O(1)t− n+12 e−K
(
t− |x+η|√
f ′(v¯±)
)2
t + O(1)t− n+12 e−K (x+η)
2
t +R,
∣∣P±mn(x − η, t)∣∣= O(1)t− n+12 e−K
(
t− |x−η|√
f ′(v¯±)
)2
t + O(1)t− n+12 e−K (x−η)
2
t +R,
where R’s are the residual terms given by
R= O(1)e−K(t+|x|+|η|) + O(1)t− n+12 e 12 (−b20+a20)t−a0|ξ |−K |ξ |
2
t
if n = 0 and m = 1 or n = 1 and m = 2, and
R= O(1)e−K(t+|x|+|η|) + O(1)t− 12 e 12 (−b20+a20)t−a0|ξ |−K |ξ |
2
t
if n = 1 and m = 3. Here, ξ = x − η for T l±mn and P±mn, and ξ = x + η for R±mn. K’s are positive
numbers independent of x, η, and t which may differ from one term to another. Also, a0 and b0
are large positive numbers satisfying b0 > a0.
Proof. As an example, we consider the integral T l−mn . The other integrals are treated as a special
case of T l±mn where μ˜+ = ±μ˜−. We choose Γ so that λ is outside the circle in Lemma 2.1. In
the inverse Laplace transform, the path Γ is a vertical line in the complex λ-plane. However,
applying the Cauchy’s theorem, we shift the path so that the estimates are possible. Note that
x > 0 and η < 0 hold for T l−mn . Since similar estimates are carried out in [16,27], we briefly
describe the idea of estimates for the sake of completeness. T l−mn is given by
T l−mn(x, η, t) =
1
2πi
∫
Γ
μ˜l+
μ˜l−1− (μ˜+ + μ˜−)
μ˜m−λnekT (λ) dλ, (3.1)
where
kT (λ) = λt − μ+x + μ−η.
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t
> M . Here, M is a large positive number. We
take the path parameterized by y satisfying
√
λ = iy + a, where a2 = 14 ( x−ηt )2. In this case
λ = −y2 + 2iay + a2. This is a parabola with vertex at ( 14 ( x−ηt )2,0) in the complex λ-plane
and opening to the negative real axis. Note that in terms of λ, the path goes through outside the
circle in Lemma 2.1. We choose M sufficiently large so that the Taylor expansion of kT (λ) about
large |λ| applies. Then, since
μ± = λ√
λ + f ′(v¯±)
= λ√
λ
√
1 + f ′(v¯±)
λ
= √λ
(
1 + O
(
1
|λ|
))
, (3.2)
kT (λ) is approximated by
kT (λ) =
(−y2 + 2iay + a2)t − (iy + a)(x − η)
= −y2t − (x − η)
2
4t
+ (2at − x + η)yi.
If n = 0 and m = 1,
|IΓ1 |
1
2π
e−
(x−η)2
4t
∞∫
−∞
∣∣∣∣ 1(iy + a)m−1 e−y2t+(2at−x+η)yi
∣∣∣∣dy
= O(1)t− 12 e− (x−η)
2
4t .
For n = 1 and m = 2, after the similar calculation we have
|IΓ1 |O(1)e−
(x−η)2
4t
∞∫
−∞
1
(y2 + a2)m−22
{
|y| +
∣∣∣∣x − ηt
∣∣∣∣}e−y2t dy
= O(1)t−1e− (x−η)
2
4t .
Case II: We consider the case where x−η
t
M . We assume that f ′(v¯+) > f ′(v¯−). The case
where f ′(v¯+) < f ′(v¯−) is treated similarly. We take the path given by Γ = Γ1 ∪ Γ2 ∪ Γ3. The
path Γ1 is parametrized as
√
f ′(v¯+) + λ = iy +
√
f ′(v¯+), |y| y0, where y0 is a small positive
number so that the Taylor expansion of kT (λ) at λ = 0 applies. The paths Γ2 start from the end
points of Γ1 and connect to the paths Γ3. The paths Γ3 start at a0 ± b0i and are parameterized
by λ = −b20 + a20 − y2 − 2b0y ± 2a0(y + b0)i, y  0, where b0 > a0 > 0 and both a0 and b0
are sufficiently large so that Taylor expansion at large |λ| applies. We choose both Γ2 and Γ3 so
that they are symmetric about the real axis and outside the circle in Lemma 2.1. We denote the
integral (3.1) as follows:
T l−mn(x, η, t) =
(∫
Γ1
+
∫
Γ2
+
∫
Γ3
)
μ˜l+
μ˜l−1− (μ˜+ + μ˜−)
μ˜m−λnekT (λ) dλ = IΓ1 + IΓ2 + IΓ3 .
Along Γ1, λ = −y2 + 2i
√
f ′(v¯+)y. This is a parabola with vertex at (0,0) in the complex
λ-plane and opening to the negative real axis. Note that in terms of λ, the path goes through
outside the circle in Lemma 2.1. From the Taylor expansions of μ± about y = 0, we obtain
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(−y2 + 2i√f ′(v¯+)y)t −(2i√f ′(v¯+)y√
f ′(v¯+)
+ y
2√
f ′(v¯+)
)
x
+
(
2i
√
f ′(v¯+)y√
f ′(v¯−)
− y
2√
f ′(v¯−)
+ 2f
′(v¯+)y2√
f ′(v¯−)f ′(v¯−)
)
η + O(|y|3)
= −
(
t + x√
f ′(v¯+)
− η√
f ′(v¯−)
){
y −
i
√
f ′(v¯+)
(
t − x√
f ′(v¯+)
+ η√
f ′(v¯−)
)
(
t + x√
f ′(v¯+)
− η√
f ′(v¯−)
) }2
−
f ′(v¯+)
(
t − x√
f ′(v¯+)
+ η√
f ′(v¯−)
)2(
t + x√
f ′(v¯+)
− η√
f ′(v¯−)
) + 2f ′(v¯+)y2
f ′(v¯−)
3
2
(
f ′(v¯+) − f ′(v¯−)
)
η
+ O(|y|3).
The third term on the right-hand side is negative since we assume f ′(v¯+) > f ′(v¯−). If we assume
f ′(v¯+) < f ′(v¯−), the path Γ1 is parametrized as
√
f ′(v¯−) + λ = iy +
√
f ′(v¯−) and we obtain a
similar negative term with x instead of η. If n = 1 and m = 2,
|IΓ1 | =
∣∣∣∣∣
y0∫
−y0
−y2 + 2i√f ′(v¯+)y
(iy +√f ′(v¯+))m ekT (λ)2i(iy +
√
f ′(v¯+)
)
dy
∣∣∣∣∣
= O(1)
∣∣∣∣∣
∞∫
−∞
yekT (λ) dy −
( −y0∫
−∞
+
∞∫
y0
)
yekT (λ) dy
∣∣∣∣∣
= O(1)
(
t + x√
f ′(v¯+)
− η√
f ′(v¯−)
)−1
e
−
f ′(v¯+)
(
t− x√
f ′(v¯+)
+ η√
f ′(v¯−)
)2
(
t+ x√
f ′(v¯+)
− η√
f ′(v¯−)
)
+ O(1)t−1e−Kt
= O(1)t−1e−K
(
t− x√
f ′(v¯+)
+ η√
f ′(v¯−)
)2
t + O(1)t−1e− 12 t−K (x−η)
2
t .
In the above since x−η
t
M , we have
O(1)t−1e−t = O(1)t−1e− 12 t−K (x−η)
2
t . (3.3)
The similar calculation can be carried out for n = 0 and m = 1 to obtain
|IΓ1 | = O(1)t−
1
2 e−K
(
t− x√
f ′(v¯+)
+ η√
f ′(v¯−)
)2
t + O(1)t− 12 e− 12 t−K (x−η)
2
t .
Along Γ2 both Re λ < 0 and Re μ± > 0 hold and the paths are bounded. Therefore,
|IΓ2 | = O(1)e−K(t+|x|+|η|).
Along Γ3 we parameterize the curve by
√
λ = ±i(y + b0) + a0 or λ = −b20 + a20 − y2 −
2b0y ± 2a0(y + b0)i, where y  0 and −b20 + a20 + 2a0b0i is the ending point of the path Γ2.
From (3.2), kT (λ) is approximated by
kT (λ) =
{−b20 + a20 − y2 − 2b0y + 2a0(y + b0)i}t − {i(y + b0) + a0}(x − η).
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|IΓ3 | = O(1)e(−b
2
0+a20)t−a0(x−η)
∞∫
0
e−ty2 dy
= O(1)t− 12 e 12 (−b20+a20)t−a0(x−η)−K (x−η)
2
t .
If n = 1 and m = 2, we have
|IΓ3 | = O(1)e(−b
2
0+a20+2a0b0i)t−(a0+b0i)(x−η)
×
∞∫
0
λ1−
m
2 e−(y2+2b0y)t+i(2a0t−(x−η))y2(−y − b0 + a0i) dy
= O(1)t− 12 e 12 (−b20+a20)t−a0(x−η)−K (x−η)
2
t + O(1)t−1e 12 (−b20+a20)t−a0(x−η)−K (x−η)
2
t .
Note that (3.3) was used in the above expressions.
If n = 1 and m = 3,∣∣∣∣ 12πi
∫
Γ
μ˜l+
μ˜l−1− (μ˜+ + μ˜−)
μ˜3−λeλt−μ+x+μ−η dλ
∣∣∣∣
=
∣∣∣∣ ∫
Γ
λ
f ′(v¯−) + λ
μ˜l+
μ˜l−1− (μ˜+ + μ˜−)
μ˜−eλt−μ+x+μ−η dλ
∣∣∣∣
= O(1)t−1e−K
(
t− x√
f ′(v¯+)
+ η√
f ′(v¯−)
)2
t + O(1)t−1e−K (x−η)
2
t
+ O(1)t− 12 e 12 (−b20+a20)t−a0(x−η)−K (x−η)
2
t .
Since λ
f ′(v¯−)+λ = O(λ) near λ = 0, we obtain the estimate similar to n = 1 and m = 2. Also,
since λ
f ′(v¯−)+λ = O(1) for large |λ|, we obtain the estimate similar to n = 0 and m = 1. 
The above proof shows that if m n + 2, we have better estimates near t = 0.
Lemma 3.2. For T l±mn , if n = 0 and m = 2, using the convolution theorem, we obtain∣∣∣∣ 12πi
∫
Γ
μ˜±
μ˜l∓
μ˜l−1± (μ˜+ + μ˜−)
μ˜±eλt±μ∓x∓μ±η dλ
∣∣∣∣
O(1)
t∫
0
(t − s)− 12 e−f ′(v¯+)(t−s)∣∣T l±10 (x, η, s)∣∣ds. (3.4)
Similarly, if n = 0 and m = 3,∣∣∣∣ 12πi
∫
μ˜2±
μ˜l∓
μ˜l−1± (μ˜+ + μ˜−)
μ˜±eλt±μ∓x∓μ±η dλ
∣∣∣∣Γ
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t∫
0
e−f ′(v¯+)(t−s)
∣∣T l±10 (x, η, s)∣∣ds. (3.5)
Similar estimates can be obtained for R±mn and P±mn.
In the next section we use these estimates to characterize the waves generated from the discon-
tinuity in the initial data. Related to the right-hand sides of (3.4) and (3.5), we have the following
estimates.
Lemma 3.3. Suppose that 0 b < 1 and 0 a < 1. Then, if t  1,
t∫
0
(t − s)−be−f ′(v¯+)(t−s)s−a ds = O(1)t−a, (3.6)
and if 0 t < 1,
t∫
0
(t − s)−be−f ′(v¯+)(t−s)s−a ds = O(1)t1−a−b. (3.7)
Proof. First, consider the case where 0 < b < 1. We have
t∫
0
(t − s)−be−f ′(v¯+)(t−s)s−a ds
 e−f ′(v¯+)t/2
(
t
2
)−b t/2∫
0
s−a ds +
(
t
2
)−a t∫
t/2
(t − s)−be−f ′(v¯+)(t−s) ds
= 1
1 − a e
−f ′(v¯+)t/2
(
t
2
)−b(
t
2
)1−a
+
(
t
2
)−a{ 1
1 − b
(
t
2
)1−b
e−f ′(v¯+)t/2
+ f
′(v¯+)
1 − b
t∫
t/2
(t − s)1−be−f ′(v¯+)(t−s) ds
}
.
If t  1, the last term is bounded by a constant. Therefore,
t∫
0
(t − s)−be−f ′(v¯+)(t−s)s−a ds = O(1)t−a.
On the other hand, if 0 t < 1,
t∫
(t − s)1−be−f ′(v¯+)(t−s) ds = O(1)
(
t
2
)1−b
.t/2
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t∫
0
(t − s)−be−f ′(v¯+)(t−s)s−a ds = O(1)t1−a−b.
If b = 0, the only modification is the integral ∫ t
t/2(t − s)−be−f
′(v¯+)(t−s) ds and it is easily
evaluated. 
4. Existence and decay estimates of solutions
The representations for (w±, z±) obtained in Section 2 suggest that we consider the following
iteration to obtain the existence of solutions and decay estimates of the terms in w± and z± for
the nonlinear problem:
U(n+1)(x, t) = L1(x, η, t)U0(η) +L2(x, η, t − s)g˜2
(
U(n)(η, s)
)
,
U(0)(x, t) = (t + 1)− 12 U0(x) (4.1)
with
U0 = (w0, z0),
where (w0, z0) satisfies
(w0, z0) ∈ Lp, 1 p ∞,
(w0x, z0x) ∈ Lp, 1 p  p0.
Here,L1 and L2 represent the operators in the representations for (w±, z±) obtained in Section 2.
For this purpose, we summarize the properties of the linear system where g2(w) and g˜2(w)
are replaced with g2(x, s) = g˜2x(x, s) and g˜2(x, s) in (2.1), respectively.
Lemma 4.1. For t > 0, (w±, z±) obtained in Section 2, where g2(w) and g˜2(w) are replaced
with g2(x, s) = g˜2x(x, s) and g˜2(x, s) respectively, satisfy the linear system
wt − zx = 0,
zt − f ′(v¯)wx − zxx = g2(x, t)
and across x = 0 the jump condition
z(0+, t) − z(0−, t) = 0,
f ′(v¯+)w(0+, t) + zx(0+, t)− f ′(v¯−)w(0−, t) − zx(0−, t) = g˜2(0−, t) − g˜2(0+, t). (4.2)
Also, the solutions (w±, z±) belong to the space X provided ‖g˜2‖Lp = O(1)(t + 1)−
1
2 + 12p and
they are continuous in x and t . Furthermore, if x 
= 0, limt→0+(w, z)(x, t) = (w0, z0)(x) holds.
Proof. Differentiating the representations for (w±, z±) in Section 2, we see that after canceling
the terms, (w±, z±) satisfy
wt − zx = δ(t − 0)w(x,0),
zt − f ′(v¯)wx − zxx = g2(x, t) + δ(t − 0)z(x,0),
H. Hattori / J. Math. Anal. Appl. 334 (2007) 656–685 673where δ(t − 0) is the delta function located at t = 0. Therefore, they satisfy the system for t > 0.
The above relation in particular implies that if the initial data are a delta function δ(x − η),
(w±, z±) satisfy
wt − zx = δ(t − 0)δ(x − η),
zt − f ′(v¯)wx − zxx = g2(x, t) + δ(t − 0)δ(x − η),
which is the characteristic of the Green’s functions. Also, from the representations for (w±, z±)
in Section 2 it is not difficult to show that the jump conditions (4.2) are satisfied across x = 0
after the cancellation of the terms.
The proof for (w, z) ∈ X is very similar to the next lemma. Hence, it is omitted. To show
the continuity of (w, z) in t , we apply the Lebesgue convergence theorem to T l±mn , R±mn, and
P±mn in t . For example, exchanging the limit and the integral in λ we can easily show that
limt→0 P+10(x − η, t + t) = P+10(x − η, t).
Next, we show that
lim
t→0+
(w, z)(x, t) = (w0, z0)(x).
For w, using (3.4), (3.5), and (3.7), we can easily show that all the terms except e−f ′(v¯+)tw0(x)
approaches zero as t → 0+. Similarly, we can show that as t → 0+, z+(x, t) approaches
A+(x, t) =
0∫
−∞
T 1−10 (x, η, t)z(η,0) dη −
∞∫
0
R+10(x + η, t)z(η,0) dη
+
x∫
0
P+10(x − η, t)z(η,0) dη +
∞∫
x
P+10(η − x, t)z(η,0) dη.
The similar expression can be obtained for z−(x, t). We confine the proof to z+(x, t), but the
same results hold for z−(x, t).
First, we compare P+10 with another Green’s function. Setting
√
f ′(v¯+) + λ = iy +
√
f ′(v¯+),
we see that
P+10(x − η, t)
= 1
2πi
∫
Γ
1
2(iy +√f ′(v¯+))e(−y
2+2i√f ′(v¯+)y)t−iy(x−η)−(√f ′(v¯+)− f ′(v¯+)√
f ′(v¯+)+λ
)
(x−η)
× 2i(iy +√f ′(v¯+) )dy
= 1
2π
e−(
x−η
2t −
√
f ′(v¯+))2t
∞∫
−∞
e
−{y+i( x−η2t −
√
f ′(v¯+))}2t−
(√
f ′(v¯+)− f
′(v¯+)
iy+√f ′(v¯+)
)
(x−η)
dy.
To use the Cauchy integral theorem, let r = y + i( x−η2t −
√
f ′(v¯+)) = y + ia. Then,
P+10(x − η, t)
= 1
2π
e−
(x−η−2t√f ′(v¯+))2
4t
∞+ia∫
e
−r2t−
(√
f ′(v¯+)− f
′(v¯+)
ir+ x−η2t
)
(x−η)
dr−∞+ia
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2π
e−
(x−η−2t√f ′(v¯+))2
4t
∞∫
−∞
e
−r2t−
(√
f ′(v¯+)− f
′(v¯+)
ir+ x−η2t
)
(x−η)
dr
= 1
π
e−
(x−η−2t√f ′(v¯+))2
4t
∞∫
0
e
−r2t−
(√
f ′(v¯+)− f
′(v¯+) x−η2t
r2+( x−η2t )2
)
(x−η)
cos
f ′(v¯+)r(x − η)
r2 + ( x−η2t )2
dr. (4.3)
The expression in (4.3) suggests that we compare P+10(x − η, t) with
Q+(x − η, t) = 1
2
√
π
t−
1
2 e−
(x−η−2t√f ′(v¯+))2
4t = 1
2π
e−
(x−η−2t√f ′(v¯+))2
4t
∞∫
−∞
e−r2t dr.
Note that we have
lim
t→0+
∞∫
−∞
Q+(x − η, t)z(η,0) dη = z(x,0)
and that for large x−η2t ,∣∣P+10(x − η, t) − Q+(x − η, t)∣∣
= 1
π
e−(
x−η
2t −
√
f ′(v¯+))2t
×
∣∣∣∣∣
∞∫
0
e−r2t
(
e
−r2t−
(√
f ′(v¯+)− f
′(v¯+) x−η2t
r2+( x−η2t )2
)
(x−η)
cos
f ′(v¯+)r(x − η)
r2 + ( x−η2t )2
− 1
)
dr
∣∣∣∣∣
 1
2
√
π
t−
1
2 e−(
x−η
2t −
√
f ′(v¯+))2t
× sup
r
∣∣∣∣e−√f ′(v¯+)(x−η)e f
′(v¯+) (x−η)
2
2t
r2+( x−η2t )2 cos
f ′(v¯+)r(x − η)
r2 + ( x−η2t )2
− 1
∣∣∣∣
= Q+(x − η, t)∣∣e−(x−η)√f ′(v¯+)+2tf ′(v¯+) − 1∣∣.
We compare the difference
x∫
0
P+10(x − η, t)z(η,0) dη −
x∫
−∞
Q+(x − η, t)z(η,0) dη
=
x∫
x−ε
(
P+10(x − η, t) − Q+(x − η, t)
)
z(η,0) dη + S(x, t), (4.4)
where ε is a small positive number satisfying 0 < ε < x and
S(x, t) =
x−ε∫
P+10(x − η, t)z(η,0) dη −
x−ε∫ 1
2
√
π
t−
1
2 e−
(x−η−2t√f ′(v¯+))2
4t z(η,0) dη.0 −∞
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lim
t→0+
S(x, t) = 0.
For example,
lim
t→0+
x−ε∫
−∞
1
2
√
π
t−
1
2 e−
(x−η−2t√f ′(v¯+))2
4t z(η,0) dη
= lim
t→0+
∞∫
ε−2t√f ′(v¯+)
2
√
t
1√
π
e−ξ2z
(
x − 2√tξ − 2t√f ′(v¯+),0)dξ
= 0.
From the first term in (4.4), we see that for every ε > 0
lim
t→0+
∣∣∣∣∣
x∫
x−ε
(
P+10(x − η, t)− Q+(x − η, t)
)
z(η,0) dη
∣∣∣∣∣
 lim
t→0+
∣∣e−(x−η)√f ′(v¯+)+2tf ′(v¯+) − 1∣∣ x∫
x−ε
Q+(x − η, t)∣∣z(η,0)∣∣dη
 ε max
x−εηx
∣∣z(η,0)∣∣.
The similar calculation is obtained for
∫∞
x
P+10(η− x, t)z(η,0) dη−
∫∞
x
Q+(x − η, t)z(η,0) dη.
For T 1−10 , since x > 0 and are taking the limit as t → 0+, we can assume that
x − η
t
> M,
where M is the large positive number in Section 3. Using the estimate of T 1−10 for
x−η
t
> M , we
see that
lim
t→0+
0∫
−∞
T 1−10 (x, η, t)z(η,0) dη lim
t→0+
O(1)
∞∫
x√
t
e−ξ2
∣∣z(x − √tξ,0)∣∣dξ = 0. (4.5)
For R+10, we have x + η > 0 and since we are taking the limit as t → 0+, we can assume that
x + η
t
> M.
This implies
lim
t→0+
∞∫
0
R+10(x + η, t)z(η,0) dη = 0. (4.6)
Combining the above results, we see that for every x > 0,
lim A+(x, t) = z+(x,0). 
t→0+
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term can be removed as well. The identical observation holds for z.
We now apply the contraction mapping theorem to (4.1). First, in Lemmas 4.2 and 4.4 we
show that the mapping is bounded.
Lemma 4.2. Let
N(n)(t) = sup
1p∞,1qp0,0τ<t
{∥∥w(n), z(n)∥∥
Lp
(1 + τ) 12 − 12p
+ ∥∥w(n)x , z(n)±x − (z(0+,0) − z(0−,0))T 2∓10 (x,0, t)∥∥Lq (1 + τ) 12 − 12q }. (4.7)
Then, the following inequality
N(n+1)(t) C1C0 + C2C3N(n)(t)2 (4.8)
holds, where C0 is the constant defined in (1.3), C1 and C2 are positive constants from the
Green’s functions, and C3 = max|w|1 |f ′′(v¯+ + w)|.
Remark 4.3. In C3, w is bounded by one. From Lemmas 4.4 and 4.5, it will be clear that we can
choose the initial data so that |w| 1 will be satisfied.
Proof. From the Minkowski inequality, we see that
‖w‖Lp  ‖w−‖Lp− + ‖w+‖Lp+  2‖w‖Lp
holds. Therefore, we estimate the Lp norms of w± and z± on the intervals where they are defined.
We first carry out the estimates for the Lp norms of w(n+1)+ . The estimates are done with
the main terms of T l±mn , R±mn, and P±mn in Lemma 3.1. The estimates with the residual terms are
similarly carried out. Denote the terms in w(n+1)+ as follows:
I1 = f ′(v¯−)
0∫
−∞
T 2−30 (x, η, t)w0(η) dη + f ′(v¯+)
∞∫
0
R+30(x + η, t)w0(η) dη
+ f ′(v¯+)
x∫
0
P+30(x − η, t)w0(η) dη + f ′(v¯+)
∞∫
x
P+30(η − x, t)w0(η) dη,
I2 = −
0∫
−∞
T 2−20 (x, η, t)z0(η) dη +
∞∫
0
R+20(x + η, t)z0(η) dη
−
x∫
0
P+20(x − η, t)z0(η) dη +
∞∫
x
P+20(η − x, t)z0(η) dη,
I3 =
t∫
0
0∫
−∞
T 2−31 (x, η, t − s)g˜2
(
w
(n)
− (η, s)
)
dη ds
+
t∫ ∞∫
R+31(x + η, t − s)g˜2
(
w
(n)
+ (η, s)
)
dη ds0 0
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t∫
0
x∫
0
P+31(x − η, t − s)g˜2
(
w
(n)
+ (η, s)
)
dη ds
+
t∫
0
∞∫
x
P+31(η − x, t − s)g˜2
(
w
(n)
+ (η, s)
)
dη ds,
I4 = e−f ′(v¯+)tw0(x),
I5 = −
t∫
0
e−f ′(v¯+)(t−s)g˜2
(
w
(n)
+ (x, s)
)
ds. (4.9)
To estimate I1 and I2, we use the Minkowski inequality for integrals. Then, we obtain, for exam-
ple, for t  1,
∥∥∥∥∥f ′(v¯−)
0∫
−∞
T 2−20 (x, η, t)w0(η) dη
∥∥∥∥∥
L
p
+
O(1)
0∫
−∞
[ ∞∫
0
∣∣T 2−20 (x, η, t)w0(η)∣∣p dx
] 1
p
dη
= O(1)(t + 1)− 12 + 12p
0∫
−∞
|w0|(η) dη,
and
∥∥∥∥∥f ′(v¯−)
0∫
−∞
T 2−20 (x, η, t)w0(η) dη
∥∥∥∥∥
L∞+
O(1)(t + 1)− 12
0∫
−∞
|w0|(η) dη.
For t < 1, we have
∥∥∥∥∥f ′(v¯−)
0∫
−∞
T 2−20 (x, η, t)w0(η) dη
∥∥∥∥∥
L
p
+

[ ∞∫
0
{ 0∫
−∞
∣∣T 2−20 (x, η, t)w0(η)∣∣dη
}p
dx
] 1
p
=
[ ∞∫
0
{ ∞∫
x
∣∣T 2−20 (y,0, t)w0(x − y)∣∣dy
}p
dx
] 1
p

∞∫ { y∫ ∣∣T 2−20 (y,0, t)w0(x − y)∣∣p dx
} 1
p
dy0 0
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∞∫
0
∣∣T 2−20 (y,0, t)∣∣
{ y∫
−∞
∣∣w0(x − y)∣∣p dx
} 1
p
dy
O(1)
{ 0∫
−∞
∣∣w0(x)∣∣p dx
} 1
p
O(1)(t + 1)− 12 + 12p
{ 0∫
−∞
∣∣w0(x)∣∣p dx
} 1
p
.
Similar estimates are carried out for the other terms in I1 and I2, and we have
‖I1‖Lp+ O(1)(t + 1)
− 12 + 12p C0, ‖I2‖Lp+ = O(1)(t + 1)
− 12 + 12p C0,
where O(1)’s contribute to C1. In what follows, the constants contribute to C1 and C2 are denoted
by O(1).
To estimate I3, we apply again the Minkowski inequality for integrals. If p 
= ∞, we have, for
example[ ∞∫
0
[ t∫
0
x∫
0
∣∣P+31(x − η, t − s)g˜2(w(η, s))∣∣dη ds
]p
dx
] 1
p

t∫
0
∞∫
0
[ ∞∫
η
∣∣P+31(x − η, t − s)g˜2(w(η, s))∣∣p dx
] 1
p
dη ds
= O(1)C3
t∫
0
(t − s)−1+ 12p ∥∥w(n)∥∥2
L2+
ds
= O(1)C3N(n)(t)2
t∫
0
(t − s)−1+ 12p (s + 1)− 12 dη ds
= O(1)C23N(n)(t + 1)−
1
2 + 12p .
If p = ∞, we have, for example
sup
0<x
[ t∫
0
x∫
0
∣∣P+31(x − η, t − s)g˜2(η, s)∣∣dη ds
]
= sup
0<x
[ t∫
0
{ x∫
0
∣∣P+31(x − η, t − s)∣∣2 dη
} 1
2
{ x∫
0
∣∣g˜2(η, s)∣∣2 dη
} 1
2
ds
]
= O(1)C3
[ t∫
0
(t − s)−1+ 14 (∥∥w(n)∥∥
L4+
)2
ds
]
= O(1)C3
[ t∫
0
(t − s)−1+ 14 (s + 1)−1+ 14 ds
]
= O(1)C23N(n)(t + 1)−
1
2 .
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g˜2
(
w(n)(x, s)
)= f (v¯+ + w(n))− f (v¯+) − f ′(v¯+)w(n)
=
1∫
0
θ∫
0
f ′′
(
v¯+ + αw(n)
)(
w(n)
)2
dα dθ.
The similar estimates apply to the other terms in I3. Therefore,
‖I3‖Lp+ O(1)C23N(n)(t)2(t + 1)
− 12 + 12p ,
‖I4‖Lp+ = e
−f ′(v¯+)t‖w0‖Lp+ .
For I5, we have
‖I5‖Lp+ = O(1)C3N
(n)(t)2
t∫
0
e−f ′(v¯+)(t−s)(s + 1)−1+ 12p ds
= O(1)C3N(n)(t)2(t + 1)−1+
1
2p .
Hence, adding the estimates for w+(x, t), we obtain (4.8). Note that I1, I2, and I4 contribute to
C1C0, and I3 and I5 contribute to C2C3N(n)(t)2.
Now, we estimate w(n+1)+x . Differentiating w
(n+1)
+ in x and performing the integration by parts
in η, we obtain
w
(n+1)
+x (x, t)
=
t∫
0
T 3−31 (x,0, t − s)
{
g˜2
(
w(n)(0+, s)
)− g˜2(w(n)(0−, s))}ds
+ f ′(v¯+)
(
w0(0+) − w0(0−)
)
T 3−30 (x,0, t) −
(
z(0−,0) − z(0+,0)
)
T 3−20 (x,0, t)
+ f ′(v¯−)
0∫
−∞
T 3−30 (x, η, t)wη(η,0) dη −
0∫
−∞
T 3−20 (x, η, t)zη(η,0) dη
+
t∫
0
0∫
−∞
T 3−31 (x, η, t − s)g2
(
w(n)(η, s)
)
dη ds
− f ′(v¯+)
∞∫
0
R+30(x + η, t)wη(η,0) dη −
∞∫
0
R+20(x + η, t)zη(η,0) dη
+
t∫
0
∞∫
0
R+31(x + η, t − s)g2
(
w(n)(η, s)
)
dη ds
−
t∫
e−f ′(v¯+)(t−s)g2(x, s) ds + e−f ′(v¯+)twx(x,0)0
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x∫
0
P+30(x − η, t)wη(η,0) dη −
x∫
0
P+20(x − η, t)zη(η,0) dη
−
t∫
0
x∫
0
P+31(x − η, t − s)g2
(
w(n)(η, s)
)
dη ds
+ f ′(v¯+)
∞∫
x
P+20(η − x, t)wη(η,0) dη +
∞∫
x
P+20(η − x, t)zη(η,0) dη
−
t∫
0
∞∫
x
P+31(η − x, t − s)g2
(
w(n)(η, s)
)
dη ds.
We need to estimate the first three terms. The estimate of the first term is given as follows.
Since
∣∣g˜2(w(n)(0+, s))∣∣2  ∞∫
0
|g˜2g˜2x |dx 
{ ∞∫
0
|g˜2|2 dx
} 1
2
{ ∞∫
0
|g˜2x |2 dx
} 1
2
 C23
(∥∥w(n)∥∥
L4+
)2∥∥w(n)∥∥
L∞+
∥∥w(n)x ∥∥L2+
O(1)C23N(n)(t)4(s + 1)−
6
4 ,
we have, for 1 p < ∞∥∥∥∥∥
t∫
0
T 3−21 (x,0, t − s)
{
g˜2(0−, s) − g˜2(0+, s)
}
ds
∥∥∥∥∥
L
p
+
O(1)C3N(n)(t)2
∥∥∥∥∥
t∫
0
(t − s)−1e−K (x−(t−s)
√
f ′(v¯+))2
t−s (s + 1)− 34 ds
∥∥∥∥∥
L
p
+
O(1)C3N(n)(t)2
t∫
0
(t − s)−1+ 12p (s + 1)− 34 ds O(1)C3N(n)(t)2(t + 1)−
3
4 + 12p .
For the second term we use (3.5) and (3.6). Then,∥∥f ′(v¯+)(w0(0+) − w0(0−))T 3−30 (x,0, t)∥∥Lp+
O(1)
{√‖w+0‖L2+‖w+0x‖L2+ +√‖w−0‖L2+‖w−0x‖L2+}
t∫
0
e−f ′(v¯+)(t−s)s−
1
2 + 12p ds
= O(1)C0(t + 1)−
1
2 + 12p .
For the third term we use (3.4) and (3.6). Then,
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O(1)
{‖z+0‖L2+‖z+0x‖L2+ + ‖z−0‖L2+‖z−0x‖L2+}
t∫
0
(t − s)− 12 e−f ′(v¯+)(t−s)s− 12 + 12p ds
= O(1)C0(t + 1)−
1
2 + 12p .
The other terms are estimated in the same way as the terms in w(n+1)+ .
Next, we estimate z(n+1)+x . Differentiating z
(n+1)
+ in x and performing the integration by parts
in η, we obtain
z
(n+1)
+x (x, t) −
(
z(0+,0) − z(0−,0)
)
T 2−10 (x,0, t)
=
t∫
0
T 2−21 (x,0, t − s)
{
g˜2
(
w(n)(0−, s)
)− g˜2(w(n)(0+, s))}ds
+ f ′(v¯+)
(
w(0−,0) − w(0+,0)
)
T 2−20 (x,0, t)
− f ′(v¯−)
0∫
−∞
T 2−20 (x, η, t)wη(η,0) dη +
0∫
−∞
T 2−10 (x, η, t)zη(η,0) dη
+
t∫
0
0∫
−∞
T 2−21 (x, η, t − s)g2
(
w(n)(η, s)
)
dη ds
+ f ′(v¯+)
∞∫
0
R+20(x + η, t)wη(η,0) dη +
∞∫
0
R+10(x + η, t)zη(η,0) dη
+
t∫
0
∞∫
0
R+21(x + η, t − s)g2
(
w(n)(η, s)
)
dη ds
− f ′(v¯+)
x∫
0
P+20(x − η, t)wη(η,0) dη +
x∫
0
P+10(x − η, t)zη(η,0) dη
−
t∫
0
x∫
0
P+21(x − η, t − s)g2
(
w(n)(η, s)
)
dη ds
+ f ′(v¯+)
∞∫
x
P+20(η − x, t)wη(η,0) dη +
∞∫
x
P+10(η − x, t)zη(η,0) dη
−
t∫
0
∞∫
x
P+21(η − x, t − s)g2
(
w(n)(η, s)
)
dη ds. (4.10)
Unlike the estimate of w(n+1)+x , T 2−10 (x,0, t) is a singular term approaching Cδ(t) as t approaches
zero. Therefore, we estimate the Lp norms of z(n+1)+x (x, t) − (z(0+,0) − z(0−,0))T 2−(x,0, t)10
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‖T 2−10 (·,0, t)‖Lp = O(1)t−
1
2 + 12p
. The terms on the right-hand side are estimated similarly to the
terms in w(n+1)+x . Therefore, ‖z(n+1)+x (·, t)‖Lp = O(1)t−
1
2 + 12p
.
Hence, combining the estimates for w±(x, t), z±(x, t), and their derivatives, we obtain (4.8).
Lemma 4.4. There exists C0 such that if ‖U0‖X C0, N(n)(t) 2C1C0.
Proof. Now, we show that the mapping is bounded. Assume that ‖U0‖X  C1. We can show
that the following holds:
N(n+1)(t) C1C0 + C2C3N(n)(t)2,
where C1 and C2 are the bounds of the Green functions. Now, assume that N(n)(t)  2C1C0.
Since ‖U0‖X  C0, this condition is satisfied for n = 0. Now we show that N(n+1)(t) 2C1C0
N(n+1)(t) C1C0 + C2C3{2C1C0}2 =
{
C1 + 4C21C2C3C0
}
C0  2C1C0.
So, if we choose C0 so that
C0 
1
4C1C2C3
(4.11)
holds, then N(n+1)(t)  2C1C0 is satisfied. If we choose C0  min{ 14C1C2C3 , 12C1 }, |w|  1 in
Lemma 4.2 is satisfied. 
Next, we show that the sequence {U(n)} is a Cauchy sequence.
Lemma 4.5. There exists C0 such that if ‖U0‖X C0, the sequence U(n) is a Cauchy sequence.
Proof. It is enough to examine the contraction mapping for the LP norms of (w, z). For this
purpose, we define Z as a Banach space with the norm given by∥∥(v,u)(·, t)∥∥
Z
= sup
1p∞,0t<∞
(t + 1) 12 − 12p ∥∥(v − v¯, u − u¯)(·, t)∥∥
Lp
.
This is the Lp part of the space X. Since
w
(n+1)
+ − w(n)+ =
t∫
0
0∫
−∞
T 2−31 (x, η, t − s)
(
g˜
(n)
2 − g˜(n−1)2
)
(η, s) dη ds
+
t∫
0
∞∫
0
R+31(x + η, t − s)
(
g˜
(n)
2 − g˜(n−1)2
)
(η, s) dη ds
−
t∫
0
e−f ′(v¯+)(t−s)
(
g˜
(n)
2 − g˜(n−1)2
)
(x, s) ds
+
t∫ x∫
P+31(x − η, t − s)
(
g˜
(n)
2 − g˜(n−1)2
)
(η, s) dη ds0 0
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t∫
0
∞∫
x
P+31(η − x, t − s)
(
g˜
(n)
2 − g˜(n−1)2
)
(η, s) dη ds,
we examine the following term only. If p 
= ∞, we have, for example[ ∞∫
0
[ t∫
0
x∫
0
P+31(x − η, t − s)
(
g˜
(n)
2 − g˜(n−1)2
)
(η, s) dη ds
]p
dx
] 1
p

t∫
0
∞∫
0
[ ∞∫
η
∣∣P+31(x − η, t − s)(g˜(n)2 − g˜(n−1)2 )(η, s)∣∣p dx
] 1
p
dη ds
O(1)C3
t∫
0
(t − s)−1+ 12p (∥∥w(n)∥∥
L∞+
+ ∥∥w(n−1)∥∥
L∞+
)∥∥w(n)+ − w(n−1)+ ∥∥L1+ ds
O(1)C3C1C0
t∫
0
(t − s)−1+ 12p (s + 1)− 12 ∥∥w(n)+ − w(n−1)+ ∥∥L1+ ds,
∥∥w(n+1)+ − w(n)+ ∥∥Lp+ O(1)C3C0(t + 1)− 12 + 12p ∥∥w(n)+ − w(n−1)+ ∥∥L1+ . (4.12)
If p = ∞, we have
sup
0x
[ t∫
0
x∫
0
∣∣P+31(x − η, t − s)(g˜(n)2 − g˜(n−1)2 )(η, s)∣∣dη ds
]
= sup
0x
[ t∫
0
{ x∫
0
∣∣P+31(x − η, t − s)∣∣2 dη
} 1
2
{ x∫
0
∣∣(g˜(n)2 − g˜(n−1)2 )(η, s)∣∣2 dη
} 1
2
ds
]
= O(1)C3
t∫
0
(t − s)−1+ 14 (∥∥w(n)∥∥
L∞+
+ ∥∥w(n−1)∥∥
L∞+
)∥∥w(n) − w(n−1)∥∥
L2+
ds
= O(1)C3C1C0
t∫
0
(t − s)−1+ 14 (s + 1)− 12 ∥∥w(n) − w(n−1)∥∥
L2+
ds,
∥∥w(n+1)+ − w(n)+ ∥∥L∞+ O(1)C3C1C0(t + 1)− 12 + 14 ∥∥w(n)+ − w(n−1)+ ∥∥L2+ . (4.13)
In the above calculations, the following identities were used:(
f
(
v¯+ + w(n)
)− f ′(v¯+)w(n) − f (v¯+ + w(n−1))+ f ′(v¯+)w(n−1))
=
1∫ {
f ′
(
v¯+ + w(n−1) + θ
(
w(n) − w(n−1)))− f ′(v¯+)}(w(n) − w(n−1))dθ,0
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f ′
(
v¯+ + w(n−1) + θ
(
w(n) − w(n−1)))− f ′(v¯+)}
=
1∫
0
f ′′
(
v¯+ + ξ
(
w(n−1) + θ(w(n) − w(n−1))))(w(n−1) + θ(w(n) − w(n−1)))dξ.
The estimates (4.12), (4.13), and the similar estimates for z+, w−, and z− imply that∥∥U(n+1) − U(n)∥∥
Z
C4C3C0
∥∥U(n) − U(n−1)∥∥
Z
 ε
∥∥U(n) − U(n−1)∥∥
Z
provided that C0  εC3C4 , where C4 is an upper bound of the sum of O(1)’s appearing in the
proof and ε is a constant satisfying 0 < ε < 1. 
Therefore, combining Lemmas 4.4 and 4.5 and choosing C0 min{ 14C1C2C3 , 12C1 , εC3C4 }, we
obtain the existence and the decay estimates (1.5).
Lemma 4.6. The solutions obtained in Lemmas 4.2 and 4.5 satisfy the Rankine–Hugoniot con-
dition across x = 0. This also implies that z is continuous across x = 0.
Proof. We first show that z±x(0±, t) is defined pointwise. For example, consider z+x(0+, t).
From (4.10) with x = 0+, we see that only term needing estimate is the first term on the right-
hand side. Since
T 2−21 (0+,0, t − s)
= 1
2πi
∫
Γ
(
1
2
+ f
′(v¯+) − f ′(v¯−)
2(
√
f ′(v¯+) + λ +
√
f ′(v¯−) + λ)2
)(
1 − f
′(v¯+)
f ′(v¯+) + λ
)
eλ(t−s) dλ,
we have∣∣∣∣∣
t∫
0
T 2−21 (0+,0, t − s)
{
g˜2
(
w(0−, s)
)− g˜2(w(0+, s))}ds
∣∣∣∣∣
O(1)
t∫
0
{
δ(t − s) + (1 + t − s)e−f ′(v¯+)(t−s)}∣∣g˜2(w(0−, s))− g˜2(w(0+, s))∣∣ds
and the right-hand side is finite as both w(0±, s)) are defined. Combining this with Lem-
mas 4.1, 4.2, and 4.5, we see that the Rankine–Hugoniot condition is satisfied across x = 0. 
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