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Abstract
Let Fk denote the k-bit mantissa "oating-point (FP) numbers. We prove a conjecture of Muller
according to which the proportion of numbers in Fk with no FP-reciprocal (for rounding to the
nearest element) approaches 12 − 32 log 43 ≈ 0:06847689 as k → ∞. We investigate a similar
question for the inverse square root. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
For integer k¿3, we consider the set Fk of exponent-unbounded, k-bit mantissa,
binary "oating-point (FP) numbers, viz.
Fk := {m2e : m; e ∈ Z; 2k−1 6 m ¡ 2k} ∪ {0}:
The result of an arithmetic operation with input values in Fk does not necessarily
belong to Fk . Therefore, it needs to be rounded. The IEEE-754 standard deBnes four
diCerent rounding modes. In this article, we only consider rounding real numbers x to
their nearest element in Fk , noted x〈k〉. In case x is the exact mean of two consecutive
elements of Fk; x〈k〉 is deBned as the neighbour with even m. In particular, we have
x〈k〉=1 if, and only if, 1− 2−k−16x61 + 2−k .
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We say that x∈Fk admits an FP-reciprocal if there exists y∈Fk such that
(xy)〈k〉=1. One might expect that any x∈Fk admits exactly one FP-reciprocal. How-
ever, Muller showed in [4] that some elements of Fk have no FP-reciprocal (as 2916 in
F6), while others have two—as 32 in F5, which admits
21
32 and
11
16 as FP-reciprocals.
There cannot be more than two FP-reciprocals. Muller conjectures further that the pro-
portion of numbers in Fk without an FP-reciprocal converges to 12 − 32 log 43 as k tends
to inBnity. We prove this conjecture in a quantitative way.
Theorem 1. For r=0; 1; 2, let r(k) denote the number of x∈Fk ∩ [1; 2[ having
exactly r FP-reciprocals. Then
0(k)=2k−1 = 12 − 32 log 43 + O(2−k=3) = 0:0684768917 : : :+O(2−k=3);
1(k)=2k−1 = 1− 32 log 98 + O(2−k=3) = 0:8233254464 : : :+O(2−k=3);
2(k)=2k−1 = − 12 + 32 log 32 + O(2−k=3) = 0:1081976622 : : :+O(2−k=3):
Muller also considered the problem of Bnding, for given x and z in Fk , an element
y∈Fk such that (xy)〈k〉= z. This is solved by Theorem 1 when z is a power of 2,
and our argument can easily be adapted to handle the general case.
Our proof of Theorem 1 relies on Lemma 1 below, which is also the key argument
for the modern proof of VoronoLM’s formula [12] on the divisor problem, viz.
∑
n6x
(n) = x log x + (2− 1)x +O(x1=3 log x); (1)
where (n) denotes the number of divisors of n and  is Euler’s constant.
While Theorem 1 is hence, in some sense, a consequence of VoronoLM’s formula, our
method extends to other problems of similar type. Lemmas 2 and 3 below are useful
in many situations, and certainly deserve to be known outside number theory.
We say that a number x∈Fk admits an FP-inverse square root if there exists y∈Fk
such that (xy2)〈k〉=1. Such a y does not always exist: x= 32 ∈F3 has no FP-inverse
square root in F3—the two numbers of F3 around 1=
√
x are y1 = 34 and y2 =
7
8 , and
(xy21)〈3〉=(
27
32 )〈3〉=
7
8 while (xy
2
2)〈3〉=
5
4 . If x has an FP-inverse square root, then so
do 4x and x=4, thus we may restrict the study to 126x¡2. We obtain the following
result.
Theorem 2. Every number of Fk admits at most one FP-inverse square root.
Theorem 3. The number +(k) of elements x∈Fk ∩ [1; 2[ admitting an FP-inverse
square root satis>es
+(k)=2k−1 =
3
√
2− 3
2
+ O(2−k=3) = 0:621320343 : : :+O(2−k=3):
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Theorem 4. The number −(k) of elements x∈Fk ∩ [ 12 ; 1[ admitting an FP-inverse
square root satis>es
−(k)=2k−1 =
3
√
2− 3
2
√
2
+ O(2−k=3) = 0:4393398278 : : :+O(2−k=3):
2. FP-reciprocals—Proof of Theorem 1
The number x=1 admits y=1 as unique FP-reciprocal; x∈Fk ∩ ]1; 2[ admits an
FP-reciprocal if, and only if, 1 − 2−k−16xy61 + 2−k for some y∈Fk . Writing
x=m=2k−1; y= n=2k with 2k−1¡m¡2k ; 2k−16n¡2k we see that the condition on
xy is equivalent to
22k−1 − 2k−2 6 mn6 22k−1 + 2k−1:
With y1 := 22k−1−2k−2−1; y2 := 22k−1+2k−1, since ]y1=m; y2=m]⊂ [2k−1; 2k [, we see
that the number of FP-reciprocals of x equals the number of integers n in the range
]y1=m; y2=m]. This quantity is exactly 	y2=m
 − 	y1=m
.
Put M :=y2 − y1 = 3 · 2k−2 + 1; N := 2k−1. Then y2=m − y1=m¿1 if, and only if,
m6M , so x admits at least one FP-reciprocal when m6M and has at most one when
m¿M . Therefore,
0(k) =
∑
M¡m¡2N
(1− 	y2=m
+ 	y1=m
);
2(k) =
∑
N6m6M
(	y2=m
 − 	y1=m
 − 1):
Introducing the Brst Bernoulli function B1(u) := u− 	u
 − 12 , we obtain
0(k) = 2N −M − 1−
∑
M¡m¡2N
M
m
+
∑
M¡m¡2N
B1
(y2
m
)
−
∑
M¡m¡2N
B1
(y1
m
)
;
2(k) =−M + N − 1 +
∑
N6m6M
M
m
−
∑
N6m6M
B1
(y2
m
)
+
∑
N6m6M
B1
(y1
m
)
:
The sums involving B1 will be handled by the following classical result.
Lemma 1. Let f be a real valued, twice continuously di?erentiable function on an
interval I of length |I |¿1. Suppose that there exist ¿0; ¿1, such that
6 |f′′(x)|6  (x ∈ I):
Then we have∑
n∈I
B1(f(n)) = O(|I |1=3 + −1=2): (2)
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In particular, we have, uniformly for all integers N¿1, intervals I ⊂ [N; 2N [ and real
numbers y∈ [N 2; 3N 2],∑
n∈I
B1(y=n) = O(N 2=3): (3)
Applying (3) with y=y1 and with y=y2, we obtain
0(k) = 2N −M −M{log(2N=M) + O(1=M)}+O(N 2=3);
2(k) =−M + N +M{log(M=N ) + O(1=N )}+O(N 2=3):
The estimates of Theorem 1 for 0(k) and 2(k) follow on replacing M and N by their
explicit values. The result on 1(k) is then a consequence of the identity
0(k) + 1(k) + 2(k) = 2k−1:
Lemma 1 is closely connected with VoronoLM’s asymptotic formula [12] on the divisor
problem. Indeed, an elementary computation yields that∑
n6x
(n)− x log x − (2− 1)x = 2
∑
n6
√
x
B1(x=n) + O(1) (x¿1): (4)
Thus, Lemma 1 implies VoronoLM’s formula and, conversely, all known proofs of Vor-
onoLM’s theorem, including the original proof and Vinogradov’s elementary general-
ization [11] provide (3). Note that estimate (3) with the slightly weaker error term
O(N 2=3 log N ) formally follows from (1) and (4) when I = ]1; N ]; y=N 2. Thus,
Theorem 1 may be seen as a consequence of VoronoLM’s theorem.
Van der Corput’s method [1], now a classical tool in analytic number theory, yields
a simple and short proof of Lemma 1. It will enable us to provide the reader with a
self-contained proof of Lemma 1.
A comprehensive study on the statistical behaviour of fractional parts of x=n and
related sequences, also depending on van der Corput’s method, has been undertaken
by SaCari and Vaughan [5,6,7].
2.1. Reduction to exponential sums
We write e(u)= exp(2iu). The Brst Bernoulli function B1 can be sharply approxi-
mated by trigonometric polynomials using the following handy result.
Lemma 2 (Vaaler [10]). For H ∈N; h∈Z; 16|h|6H , let
0 ¡ bH (h) := 
|h|
H + 1
(
1− |h|
H + 1
)
cot
(

|h|
H + 1
)
+
|h|
H + 1
¡ 1:
Then, the trigonometric polynomial
B∗H (x) = −
1
2i
∑
16|h|6H
bH (h)
h
e(hx)
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satis>es for x∈R
|B1(x)− B∗H (x)|6
1
2H + 2
∑
|h|6H
(
1− |h|
H + 1
)
e(hx) =
sin2 (H + 1)x
2(H + 1)2 sin2 x
:
Proof. For x =∈Z this is inequality (7.14) of Vaaler [10]—see also [2], Theorem A.6.
For x∈Z, both sides are equal to 12 , so the result remains true.
We now prove Lemma 1. We note at the outset that we may assume 61 since the
result is otherwise trivial. Applying Lemma 2 to the left-hand side of (2), we get
∣∣∣∣∣
∑
n∈I
B1(f(n))
∣∣∣∣∣6
|I |
2H + 2
+
∑
16|h|6H
(
1
2|h| +
1
2H + 2
) ∣∣∣∣∣
∑
n∈I
e(hf(n))
∣∣∣∣∣
6
|I |
2H
+
∑
16h6H
2
h
∣∣∣∣∣
∑
n∈I
e(hf(n))
∣∣∣∣∣ :
We note that this upper bound, with possibly other numerical constants, could also be
formally deduced from the classical Erdo˝s–TurQan inequality (see, e.g. [3], p. 112 and
114).
The exponential sum on the right-hand side above may be handled by the following
basic result in van der Corput’s theory.
Lemma 3 (van der Corput [1]). Under the assumptions of Lemma 1, we have
∑
n∈I
e(f(n)) = O(|I |1=2 + −1=2):
Proof. See, e.g., Theorem 5.9 of [9], Theorem 2.2 of [2], or ThQeorReme I.4.5, p. 96 of
[8].
We derive from Lemma 3 that
∑
16h6H
1
h
∣∣∣∣∣
∑
n∈I
e(hf(n))
∣∣∣∣∣=
∑
16h6H
1
h
O(|I |
√
h+
√
1=(h))
= O(|I |
√
H +
√
1=)
and so∣∣∣∣∣
∑
n∈I
B1(f(n))
∣∣∣∣∣ = O
( |I |
H
+ |I |
√
H +
√
1=
)
:
Selecting H = 	−1=3
, we obtain the required estimate.
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3. FP-inverse square roots
As noticed above, we may assume without loss of generality that 126x¡2. We have
(xy2)〈k〉=1 if, and only if, 1− 2−k−16xy261 + 2−k .
The number x=1 admits y=1 as unique FP-inverse square root. Uniqueness follows
from the inequalities
1− 2−k−1 ¡
√
1− 2−k−1 6 y 6
√
1 + 2−k ¡ 1 + 2−k :
Conversely, x=1 is the only number in Fk having y=1 as FP-inverse square root.
Let x∈Fk ∩ ]1; 2[ and assume that x admits y as an FP-inverse square root. We
write x=m=2k−1 and y= n=2k with 2k−16m; n¡2k . We have
y0 6 mn2 6 y2
with N := 2k−1; y0 := 4N 3 − N 2; y2 := 4N 3 + 2N 2. Arguing as before, we obtain that
the number of FP-inverse square roots of x is the number of integers in the interval
[√
y0=m;
√
y2=m
]
: (5)
Similarly, for x∈Fk ∩ [ 12 ; 1[ we write x=m=2k with 2k−16m¡2k and conclude that
the number of FP-inverse square roots of x is the number of integers in the interval
[√
y0=(2m);
√
y2=(2m)
]
: (6)
Proof of Theorem 2. It suTces to show that both intervals above have length ¡1 and
hence contain each at most one integer. The length of interval (6) is smaller than that
of interval (5) by a factor 1=
√
2. The length of interval (5) does not exceed
y2 − y0
2
√
my0
=
3N 2
2
√
my0
6
3N 2
2
√
3mN 3
=
√
3
2
√
N
m
¡ 1
since m¿N .
Proof of Theorem 3. Retaining the above notation, and putting y1 := 4N 3−N 2−1, we
may assert that 	√y2=m
 − 	√y1=m
 is 1 or 0 according to whether m=2k−1 has or
not an FP-inverse square root. Thus
+(k) =
∑
N6m¡2N
(
	
√
y2=m
 − 	
√
y1=m

)
=
∑
N6m¡2N
(
√
y2=m−
√
y1=m)−
∑
N6m¡2N
{B1(
√
y2=m)− B1(
√
y1=m)}:
Let us call the Brst of the above two sums the main term, and the second one the
remainder term. We now turn to estimates for those two sums.
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By the mean value theorem, we see that the main term is
∑
N6m¡2N
1√
m
{
3N 1=2
4
+ O
(
1√
N
)}
=
3
√
2− 3
2
N +O(1): (7)
To estimate the remainder term, we apply Lemma 1 with f(x) :=
√
y=x. We obtain
that, uniformly for all integers N¿1, all intervals I ⊂ [N; 2N [ and all real numbers
y∈ [N 3; 6N 3], we have
∑
n∈I
B1(
√
y=n) = O(N 2=3): (8)
This is plainly suTcient.
Proof of Theorem 4. We argue exactly as in the proof of Theorem 3, except that we
deal with interval (6) instead of interval (5), and so the main term is divided by
√
2.
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