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Abstract—In this paper a method to control and teach
industrial robots in real-time by human demonstration is
presented. This system uses high-intensity visual markers that
make it sufficiently robust for industrial environments not
requiring special lighting. An automated camera calibration
method was implemented which enables any non-skilled user
a quick and easy configuration of the system.
The teaching of the robot is achieved by recording the
detected points and replaying them to the manipulator,
therefore this is a “teaching-by-showing” method.
This system can work with any kind of industrial mani-
pulator capable of receiving remote positioning commands.
I. INTRODUCTION
Industrial robots are programmable multifunctional me-
chanical devices designed to move material, parts, tools,
or specialised devices through variable programmed mo-
tions to perform a variety of tasks. Robots are generally
used to perform unsafe, hazardous, highly repetitive, and
unpleasant tasks. Most robots are set up for an operation
by the teach-and-repeat technique. In this mode, a trained
operator (programmer) typically uses a portable control de-
vice (a teach pendant) to teach a robot its task manually [1].
The required flexibility in manufacturing implies that
both machine control and equipment interfaces need to be
easy to change for new application scenarios [2]. Robot
programming is not easy for novice operators and the cost
of training them is often unaffordable especially for small
companies. Thus low-cost and labour-saving robot teaching
is greatly to be desired [3].
Consequently, new methodologies for programming
robots quickly, safely and intuitively are desired. To this
purpose, interactive programming interfaces that allow
non-skilled users to program robots have been developed
over the years. These developments require higher levels
of abstraction and in some way tend to lead to machines
that understand human-like instructions [4].
A simple real-time “teaching-by-showing” method has
been developed for conventional industrial robots, shown
in Fig. 1. This application focuses on improving effi-
ciency by enhancing human-robot interaction for task
generation. Although several developments have been done
over the years, this technology is still far from indus-
trial applications since previous approaches require special
equipment (data gloves, position sensors, etc.) and specific
environment condition (controlled lighting, large teaching
equipment, etc.).
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Fig. 1. Teaching system with industrial manipulator
The presented method uses image processing synchro-
nised with high intensity markers (e.g. LEDs). These
markers are so bright that their light outshines the sur-
rounding environment making them easy to detect using
regular cameras. The synchronisation with the cameras
allows the markers to be only active during the image
acquisition (with a few milliseconds duration) which makes
its apparent light very dim not interfering with human
vision.
The markers are attached to the user’s tools (e.g. paint
spray gun) and using a stereoscopic vision system, shown
in Fig. 2, it is possible to register the path in space and
make the robot manipulator mimic the same movements.
Three or more markers allow the detection of the six
degrees of freedom of the tool so all the robot’s axis are
correctly controlled.
Human Demonstration
Real-time Manipulation Playback
Fig. 2. Manipulator moving simultaneously with user’s movement
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The system can work in real-time because the markers
are easily identified and classified, therefore the user
can instantly see the resulting path in the manipulator.
The teaching process is achieved easily by replaying the
previously recorded sequence.
This system is ideal to work as a remote control which
can be useful in hazardous and unsafe conditions, like con-
trolling the space station robotic arm or moving radioactive
material.
II. TEACHING SYSTEM
For the developed system we set the following
assumptions:
• Uses common and non-expensive equipment.
• Non-obtrusive sensors so that users do their natural
movements.
• Works in any industrial environment.
• Easy implementation for non-skilled users.
This system consists of two Firewire industrial cameras,
one laptop, a synchronisation system and a set of LEDs.
The cameras are two FireWire CCD Bayer industrial
cameras with 640x480 resolution and external trigger that
allows the synchronisation of their acquisition through an
input clock. This synchronisation signal is controlled by
a generic board with an 8-bit microcontroller which also
triggers the LED markers. The synchronisation for the
markers can be a radio or infrared signal thus reducing
the cabling which can cause inconvenience with the user.
In Fig. 2 is represented the use of this system with an
industrial manipulator in a painting application.
An image processing application was developed in
Object Pascal using Lazarus and using the 5dpo Compo-
nent Library [6] which is an Open Source set of compo-
nents developed by the authors for image acquisition. The
application can also position the markers in a OpenGL 3D
virtual world using GLScene components.
The markers are standard high-power LEDs which have
approximately 4 Watt and come in several colours. The use
of different colours allows the immediate classification of
several markers by coloured image processing application.
In Fig. 3 is represented an high-powered led easily detected
by the camera which reduces the time needed to process the
image, this is essential in real-time applications. Even re-
ducing the camera aperture the marker is easily detectable
while the surrounding environment fades away.
Having detected the the tool position this system can
order any kind of industrial manipulator (e.g. XY Table)
with a remote control interface. A Motoman HP6 Series
industrial robot was used together with a Motoman NX100
Controller for this paper, shown in Fig. 1. The controller
has a Remote mode that receives the control instructions
sent by the PC through an Ethernet connection.
This system is easily installed and with little time and
effort is fully operational. For this we need:
1) Install the cameras and the markers in the control
tool.
2) Calibrate the cameras stereoscopy using the previous
tool.
3) Fix the system scale and distortion using known
world points.
Fig. 3. LED detection in an uncontrolled environment. Only marker
visible when camera’s aperture is closed
4) Translate and Rotate the world coordinates to make
them equal to the robot coordinates.
5) Reconstruct the tool position from the measured
markers and playback in the robot.
In five steps we implement a high-precision and real-
time teaching system for industrial robots.
III. CAMERAS CALIBRATION
Once the cameras are positioned in a new installation
there is the need to mathematically model the imaging
system. This is done using the Fundamental Matrix that
encapsulates the epipolar geometry of the imaging con-
figuration. We used the Normalised Eight-point Algorithm
which is the simplest method of computing the fundamen-
tal matrix, involving no more than the construction and
(least-squares) solution of a set of linear equations [7].
Finally it’s possible to estimate the 3D position of any
given point in a pair of images having the fundamental
matrix determined.
We illustrate the steps taken to test the principle and
possibilities of this technology. It was demonstrated using
a single marker to control the position of the manipulator.
Position and orientation are to be tested in the future as
well as precision studies.
A. Notation
In this paper the following notation is followed:
• The vectors are represented by lowercase bold letters
(e.g. u) when it refers to 2D space in homogeneous
coordinates and are thought of as being column vec-
tors unless explicitly transposed. Uppercase bold let-
ters when it refers to 3D space (e.g. T) homogeneous
coordinates.
• The matrices are represented by uppercase fixed size
letters (e.g. A).
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B. Camera Intrinsic Parameters
The first step was to determine and correct the cameras
barrel distortion using a known pattern (Fig. 4). Once the
second order barrel distortion and centre of the image were
determined all the images were treated has not having any
kind of radial distortion in the following stages.
Fig. 4. Pattern used for determining the intrinsic parameters. Sample
barrel distortion compensation
The inverse radial distortion function is the mapping
from the distorted point pd to the undistorted point pu.
It can be concluded from the location of the point of sharp
projection p that the radial distortion increases with the
radius r. Thus, the inverse radial distortion function f(rd)
can be approximated and parametrised by the following
Taylor expansion [8]:
ru = rd + rd
∞∑
i=0
κir
i−1
d
(1)
with
ru =
√
x2
u
+ y2
u
and rd =
√
x2
d
+ y2
d
it follows that
xu = xd + xd
∞∑
i=0
κir
i−1
d
(2)
yu = yd + yd
∞∑
i=0
κir
i−1
d
(3)
For these tests only κ3 was taken into account since
practical tests have shown that this makes a good radial
correction. The parameter κ3 has the dominant influence
on the kind of radial lens distortion. If κ3 > 0, a barrel
distortion and if κ3 < 0, a pincushion distortion is
compensated by f(rd). Thus, we simplify Eq. 2 and Eq. 3
to:
xu = xd + xdκ3r
2
d
(4)
yu = yd + ydκ3r
2
d
(5)
Finally the intrinsic matrix K (also called camera cali-
bration matrix) maps the normalised image coordinates to
the retinal image coordinates [10].
K =
⎡
⎣
fku 0 u0
0 fkv v0
0 0 1
⎤
⎦ (6)
Using the same pattern we were able to determine the
focal length f . The horizontal and vertical scale factors,
ku and kv , are the inverse of the size of the CCD pixel.
u0 and v0 the intersection between the optical axis and the
retinal plane.
C. Normalised Eight-point Algorithm
Binocular vision consists in using two cameras to view
a point in the space U. Fig. 5 shows the optical centers
C1 and C2, u and u′ are the images of U on the retinal
planes Π1 and Π2.
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Fig. 5. Binocular vision
The fundamental matrix is a 3× 3 matrix which relates
corresponding points in stereo images defined by the
equation
u′T Fu = 0 (7)
for any pair of matching points u′ ↔ u in two images.
Given sufficiently many point matches u′
i
↔ ui (at least
eight) this Equation 7 can be used to compute the unknown
matrix F [9]. Specifically, the equation corresponding to a
pair of points u = (u, v, 1)T and u′ = (u′, v′, 1)T in will
be
uu′F11 + uv
′F21 + uF31 + vu
′F12 + vv
′F22+
vF32 + u
′F13 + v
′F23 + F33 = 0
(8)
The row of the equation matrix may be represented as
a vector
(uu′, uv′, u, vu′, vv′, v, u′, v′, 1) (9)
From all the point matches, we obtain a set of linear
equations of the form
Af = 0 (10)
where f is a nine-vector containing the entries of the
matrix F , and A is the equation matrix. The fundamental
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matrix F , and hence the solution vector f is defined only
up to an unknown scale.
The key to success with the eight-point algorithm is
proper careful normalisation of the input data before con-
structing the equations to solve. A simple transformation
(translation and scaling) of the points in the image before
formulating the linear equations leads to an enormous
improvement in the conditioning of the problem and hence
in the stability of the result. The added complexity of the
algorithm necessary to do this transformation is insignifi-
cant.
The suggested normalisation is a translation and scaling
of each image so that the centroid of the reference points
is at the origin of the coordinates and the RMS distance
of the points from the origin is equal to
√
2 [7].
The fundamental matrix F is then obtained denormali-
sing the previous result.
IV. 3D RECONSTRUCTION
Any camera can be now positioned in the world using
their rotation matrix R and translation vector T determined
from the fundamental matrix. The main property of the
camera model is that the relationship between the world
coordinates and the pixel coordinates is linear projective.
This relationship remains linear regardless the choice of
both coordinates [10]. Thus, the 3D point U and its camera
projection u are related by
su = PU (11)
where s is a scale factor called depth and P is a 3 × 4
matrix called the perspective projection matrix.
To simplify we can consider the first camera as being
in the origin then (R,T) is the displacement from the first
camera to the second, under the pinhole model, we have
the following two equations
su = K[I | 0]U
s′u′ = K ′[R | T]U′ (12)
where K and K ′ are the intrinsic, or calibration matrices of
both cameras [11] determined previously. A 3D point is the
intersection of two rays passing through the optical centers
of each camera, and corresponding image points (u′,u).
In Fig. 6 is represented a set of reconstructed points used
during the calibration. It represents the tool movement in
space which is basically a random movement to result in
random points.
The determination of the scale factor s was done placing
a marker in the industrial manipulator and making this
move a precise distance. The relation between the real
distance and the measured distance gives this scale factor.
A 3D point is the intersection of two rays passing
through the optical centers C1 and C2, and corresponding
image points (u,u′). The three points u, u′ and U form a
triangle. Thus, the final task is only to resolve reconstruct
the 3D point through triangulation.
V. PATH DETECTION
The demonstration of the technology of controlling and
teaching industrial manipulators was the main purpose
of the paper. The tests were made using only a single
marker so the presented results are only of three degrees
of freedom.
Fig. 6. Reconstructed calibration points
A. Real-time Playback
The reconstructed system are centred on the principal
camera, in Fig. 6 the origin is away from calibration points
which is the exact position of the camera looking at the
points. Ideally the tool coordinates should be the same as
the ones in the manipulator so this system can translate
and rotate its coordinates.
The coordinates translation is done showing a central
point with the tool, followed by the rotation of the axis
showing two points placed in two of the robots axis. Fig. 7
shows the previous calibration points with the manipulator
coordinates, the calibration was done in the middle of our
working environment.
Fig. 7. Reconstructed calibration points with corrected coordinates
Having the the world coordinates correctly set this
system also allows the definition of the working field, this
increases the safety in the working environment. Any point
outside this working area is not updated in the industrial
robot.
Fig. 8 shows the virtual world with the detected marker
in real-time. This 3D environment is an excellent tool for
visually debugging the state of our measured markers [12].
B. Replay movement
The developed software allowed the recording of any
shown trajectory. These trajectories could be replayed any
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(a) T = 0 s (b) T = 4 s
(c) T = 8 s (d) T = 12 s
(e) T = 16 s (f) T = 20 s
Fig. 8. Sequence virtualisation of the measured marker
time into the manipulator, hence making this a simple
teaching system.
These recorded points can be used in the future to find
the best trajectory fitting into lines and curves. This will
result in less instructions for the manipulator to execute,
thus a faster and smoother movement.
C. Robot communication
At this point any industrial manipulator with a remote
control mode can be used with this system. The Motoman
controller can receive several types of commands, these
can be movement instruction, control commands, memory
access, etc.
For this paper the controller basically receives the 3D co-
ordinates of the tool subsequently guiding the manipulator
to that same coordinate. Once that position is reached the
controller resends a new coordinate s[12]. The coordinates
updating rate depends on the speed the manipulator takes
to complete its current movement.
VI. CONCLUSIONS AND FUTURE WORKS
A. Conclusions
In this paper a simple real-time teaching method for
industrial robots by human demonstration was successfully
implemented. The system proved to be extremely robust to
variations in the environment light making it ideal for real-
life applications.
The human operator demonstrated the manipulation of
a tool for a stereoscopic vision system, and can see the
path mimicked by the robot in real-time. Replaying the
extracted points turns this into an immediate teaching
machine. The real-time playback is also extremely useful
for managing large or dangerous objects.
The use of easily detectable high-intensity and coloured
light markers reduced the complexity of using this system
by a non-skilled operator.
This system was completely built with standard com-
ponents which reduces implementation cost, therefore
enhancing the reconfigurability of manufacturing systems.
B. Future Works
For this paper a single marker was used to demonstrate
the principle, therefore one could only control the tools
position. Integrating three or more markers in the tool it
will be possible to position and orientate the industrial
robot’s head.
The development of a path planning method will im-
prove the robot’s teaching phase by reducing the number
of instructions executed by the robot.
Several precision studies will be done in the future in
order to correct more precisely the projective distortions
originated from the binocular vision.
A possible application for this technology in virtual
reality is also being studied.
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