Introduction
[2] A serious challenge at providing information to stakeholders regarding possible adaptation to climate change is the uncertainty of climate projection at a regional to local scale. While the Intergovernmental Panel on Climate Change (IPCC) predicts an increase in the frequency of heavy precipitation in East Asia, at a regional scale, a large variation in the sign and amplitude of precipitation change among atmosphere-ocean coupled general circulation models (AOGCMs) are widely reported [Tebaldi et al., 2004; Christensen et al., 2007; Meehl et al., 2007] . A similar variation in climate projections can be seen for climate downscaling models, which provide higher spatial and temporal resolution climate data in a limited geographical domain. Changes in regional precipitation and its extremes from dynamical downscaling, i.e., regional climate models (RCMs), and statistical downscaling models (SDMs) vary substantially from one model to another [Wilby et al., 1998; Frei et al., 2006; Haylock et al., 2006; Schmidli et al., 2007] .
[3] Probabilistic information on regional precipitation change, such as the United Kingdom Climate Projection (called UKCP09) [Murphy et al., 2009] , is useful to support decision making for adaptation in various climate-sensitive sectors under uncertain regional climate projections. However, the limitation of the computer power does not allow generating a full ensemble, which incorporates all possible combinations among GCMs, RCMs, and IPCC emission scenarios [e.g., Nakicenovic and Swart, 2000] . Only coordinated research projects such as the Coordinated Regional Climate Downscaling Experiments (CORDEX) and other programs (reviewed in Arritt and Rummukainen [2011] ) could provide a subset of the full ensemble. Considering these circumstances, efforts have been made to capture the signal of changes in precipitation and its extremes from a limited ensemble of RCMs using perturbed initial conditions [Huntingford et al., 2003; Kendon et al., 2008] , boundary conditions from multiple GCMs , different physical parameterizations setups, multiple RCMs [Ekström et al., 2005; Takayabu et al., 2007] , and their combinations [Frei et al., 2006; Smiatek et al., 2009; Fischer et al., 2012] . To this end, many studies fitted a generalized extreme value distribution (GEV) to simulated precipitation extremes for given grid (or area) and applied bootstrap method [Efron, 1979] to account for the uncertainty of regional precipitation change associated with the randomness inherent in data [e.g., Huntingford et al., 2003] .
[4] Meanwhile, stochastic weather generators (WGs) are tools that can generate daily weather time series at a given site without intensive computation [e.g., . A conventional use of a WG is (1) to compute parameters of probability distributions of climatic variables from observed daily data at a single site; and (2) generate synthetic daily weather statistically similar to observed. If a WG can accurately represent the statistical characteristics of RCM-simulated daily data, then it can be a powerful tool to provide probabilistic climate information from limited RCM simulations. Among various WGs, LARS-WG was intensively tested over diverse climate zones [Semenov and Barrow, 1997; Qian et al., 2005; Cowden et al., 2008; Allen et al., 2010; Lazzarotto et al., 2010; Luo et al., 2010; Rahman et al., 2010; Utset and Del Rio, 2011] including Asia under monsoon climate [Bae et al., 2008; Abdulharis et al., 2010; Iizumi et al., 2012] . Overall performance of LARS-WG in representing the statistical characteristics of observed precipitation and its extremes at a site was in general good [Semenov, 2008; Qian et al., 2008] . Therefore, for this study, we selected LARS-WG as an example.
[5] Projections of regional precipitation changes around Japan substantially vary from one GCM to another, while the multi-GCM ensemble suggests the increased precipitation in summer and transient seasons and decreased precipitation in winter [Kimoto, 2005] . If we focus on the projections performed by high-resolution GCMs or RCMs, there is a common tendency for increased mean precipitation averaged over the year and over summer (June-July-August; JJA) in most areas of Japan. In particular, a projection performed by the high-resolution version of the Model for Interdisciplinary Research on Climate (MIROC3.2HI; hereafter referred to as MIROC) AOGCM showed increased precipitation by over 10% around Japan in summer and transient seasons in the end of the 21st century under A1B scenario (2071-2100), relative to 1971-2000 . An increase in annual (especially, summer) mean precipitation is suggested by the 20 km-mesh global atmospheric model under A1B scenario [Mizuta et al., 2005] and by various combinations of RCMs and GCMs under A2 scenario Takayabu et al., 2007; Dairaku et al., 2008b] .
[6] A somewhat common tendency is seen for increases in the frequency of heavy precipitation in summer, although the geographical distribution of heavy precipitation change varies by GCMs and RCMs, and has a strong dependency on sea surface temperature [Kusunoki and Mizuta, 2008] . The projection performed by MIROC AOGCM suggested an increases in the frequency of dry days in winter due to the weakened winter monsoon, and increases in the frequency of heavy precipitation in summer due to the increased activity of the East Asian monsoonal rainband [Kimoto, 2005; Kimoto et al., 2005] . A 20-km-mesh global atmospheric model also projected the increases in the annual frequency of heavy precipitation in the western and a part of the northern areas of Japan [Mizuta et al., 2005] . More frequent heavy precipitation over Japan (especially, in the western area) associated with the East Asian monsoonal rainband (called Baiu, it in general occurs during June and July) is suggested by 5-km-mesh RCM [Yoshizaki et al., 2005; Wakazuki et al., 2007] . However, due to large natural climate variability, many studies seem to be suffering from the lack of detection of the robust climate change signal in precipitation extremes from limited high-resolution model simulation.
[7] The main purpose of this study is to propose a new approach to provide probabilistic information on regional precipitation change including extremes that makes use of the LARS-WG to daily precipitation simulated by RCMs and SDMs. Following the main purpose, this study addresses the inter-downscaling model differences in simulated precipitation change over Japan for the end of the 21st century under A1B scenario. Three RCMs (NHRCM, NRAMS, and TWRF; see Table 1 for abbreviations) and a SDM (CDFDM), which are available from the multidownscaling model ensemble formed in the Japanese project of the MultiModel Ensemble and Downscaling Methods for Assessment of Climate Change Impact (called S-5-3;) [Arritt and Rummukainen, 2011; Ishizaki et al., 2012] , were considered in this intercomparison. We compared five diagnostics of daily precipitation (referred to as daily precipitation indices) listed in Table 2 .
[8] A description of the gridded observed daily precipitation data set, stochastic weather generator, definition of precipitation indices, and proposed approach is included in section 2. Section 3 presents a description of the RCMs and the statistical downscaling model, and climate downscaling experiments setup. Sections 4 and 5 present results of the evaluation and simulated precipitation change, respectively. Differences in the simulated precipitation change among downscaling models and the advantages and limitations of the proposed approach are discussed in section 6. Conclusions are presented in section 7.
Data Sets and Analysis

Gridded Observed Daily Precipitation Data Set
[9] Recently, a quality-controlled, high-resolution gridded daily precipitation data set for the Japan area (see Figure 1 ) (called APHRO_JP) was released [Kamiguchi et al., 2010] . The APHRO_JP data set was obtained by applying a combination of multiple spatial interpolation methods to the gauge data at a densely networked observation sites while considering the effects of orography and network bias on precipitation in mountainous area. For the present-day period (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) , APHRO_JP data set includes gauge data from surface observation sites of the Japan Meteorological Agency (the number of stations varied by year up to a maximum of 158) as well as from over 1300 Automated Meteorological Data Acquisition System (AMeDAS) sites. The quality of daily precipitation data was substantially controlled, based on the system developed in the Japanese project of the Asian Precipitation-Highly Resolved Observational Data Integration Toward Evaluation of Water Resources (APHRODITE) [Yatagai et al., 2008; Hamada and Yatagai, 2011] . In this study, daily precipitation data from APHRO_JP was spatially aggregated to the grid interval of 20 km from the original interval of 5 km for consistent comparison with data from the RCMs and SDM. For this study, all daily precipitation values (including zero) at 5-km grid boxes that locate within an intended 20-km grid box were simply averaged. No truncation of a very small daily precipitation value was conducted for the spatially aggregated value.
Daily Precipitation Indices
[10] Five daily precipitation indices that represent daily precipitation characteristics were investigated (Table 2) . Namely, (1) mean precipitation, MEA; (2) number of wet days, FRE; (3) mean precipitation amount per wet day, INT, (4) maximum number of consecutive dry days, CDD; and (5) 90th percentile value of daily precipitation amount in wet days, Q90. Figure 1 . Six areas of Japan where the performance of downscaling models and the simulated change in daily precipitation indices were evaluated. The areas are indicated by the color: Japan Sea side of the Northern, Eastern, and Western Japan (NJ, EJ, and WJ, respectively) and Pacific side of the Northern, Eastern and Western Japan (NP, EP, and WP, respectively). Black line indicates topography at every 500 m.
[11] For this study, we defined a day with precipitation ≥1 mm/day as a wet day. All indices except for Q90 were computed month by month and index values for three months were averaged to obtain a seasonal value. The calculated seasonal value was averaged for 20 years, the present-day (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) and future (2081-2100), and used for analysis. Value of CDD in a particular month was reset to be zero even if a dry series continued from the previous month (thus the maximum value of CDD corresponds to the number of days in a month). Value of Q90 was computed month by month from the empirical cumulative distribution function (CDF) of daily precipitation amount in wet days, consisting of 28-31 days x 20 years. A seasonal mean Q90 value was then calculated by averaging Q90 values for three months. We did not fit any parametric probability distribution, such as a GEV distribution, to avoid any fitting errors. The way of calculation of Q90 could be different from that used in other studies; however, we used it to allow one to consistently compare the results presented here with the results from the perfect boundary condition presented in . Thereby, one sample of Q90 was available for each season from 20-year data, whereas 20 samples were available for the indices other than Q90 (i.e., MEA, FRE, INT, and CDD) from the same data.
LARS-WG
[12] We used a stochastic weather generator LARS-WG version 5 for this study. LARS-WG produces daily time series of precipitation, daily maximum and minimum temperatures, solar radiation, and potential evapotranspiration at a specific site. They are based on a set of parameters for probability distributions of climatic variables and correlations between them and were derived from observed daily weather data at given site. In LARS-WG, probability distributions of climatic variables are modeled by using flexible semi-empirical distributions. By modifying parameters for distributions at given site using changes in climatic variables derived from GCMs, RCMs or SDMs, the LARS-WG can generate local-scale daily climate change scenarios that can be used as climate inputs for process-based impact models [e.g., Iizumi et al., 2012] .
However, the methodology proposed in this study is different from the conventional use of WGs in climate change studies as described in next section.
Stochastic Weather Generator-Based Bootstrap Approach
[13] The schematic overview of the proposed approach, the WG-based bootstrap approach, is presented in Figure 2 . This approach consists of the following six steps:
[14]
Step 1: Derivation of LARS-WG site parameters. For each 20-km grid box that includes any portion of terrestrial area, a set of site parameters for the distribution of dry/wet series (season by season) and daily precipitation amount in wet days (month by month) were derived from the daily precipitation time series obtained from each downscaling model or observation. If one intends to generate site parameters for daily maximum and minimum temperatures and solar radiation, daily time series for these climatic variables are needed. Also, a set of site parameters were derived from MIROC AOGCM after spatially interpolated to the grid interval of 20 km from the original interval of about 120 km. The site parameters for a given model (the downscaling models or AOGCM) were estimated separately for the present and future climates. For the observation, only the site parameters for the present climate were derived.
[15]
Step 2: Generation of daily precipitation time series. A 2000 year long daily precipitation time series was generated for each grid box, each model or observation, and each climate (the present and future) based on the site parameters. It should be noted that LARS-WG can generate a series of data for as many years as desired (e.g., 2000 years); however, the generated data represent a sample of "typical" years for the period used to estimate site parameters.
[16]
Step 3: Calculation of daily precipitation indices. Values of five daily precipitation indices are calculated as described in section 2.2 from the generated data, resulting in 100 independent samples of mean value for each index, each grid box, each season, each climate, and each model or observation. When calculating an area-mean index value, values at grid boxes that locate within a given area were spatially averaged. The assumption used here is that, for a single index, values across grid boxes in a given area are perfectly correlated each other, meaning that the maximum (minimum) value of an index in a grid box should appears if a neighboring grid box shows the maximum (minimum) value of the corresponding index. The steps 2-3 correspond to the resampling of mean index values since the proposed approach resamples daily precipitation time series instead of pooled values of an index as did in the previous studies [e.g., Huntingford et al., 2003] . Consequently, the proposed approach can incorporate the randomness inherent in daily precipitation that reflects the natural climate variability observed for the period used to estimate site parameters, whereas the conventional approach using bootstrap method incorporates the natural climate variability by mean of data at a longer (in general yearly) time scale.
[17]
Step 4: Estimation of mean and confidence interval. Mean and a certain confidence interval (90%) are estimated for each index, each grid box (or area), each season, each climate, and each model or observation using the bootstrap method [Efron, 1979] . If the observed MEA was taken as the example, 100 samples, {MEA OBS,1 , MEA OBS,2 , … MEA OBS,100 }, were available. The proposed approach conducts the following procedures:
[18] i. Randomly sample n integer values from {1, 2, …, 100} with replacement. A series of sampled integer values corresponds to i 1 , i 2 , …, i B (B = 10000);
[19] ii. Then extract values of an intended index of which subscript correspond to sampled integer values, MEA OBS * 1 = MEA OBS,i 1 , MEA OBS * 2 = MEA OBS,i 2 , …, MEA OBS * B = MEA OBS,i B . These are called bootstrap samples;
[20] iii. Calculate the mean:
[21] iv. Sort bootstrap samples in ascending order. Let MEA OBS *(p) denotes the pB-th smaller value for the range 0 < p < 1. If a value of pB is not integer then index values at neighboring two points where values of pB are integer were interpolated.
[22] v. Calculate a certain confidence interval (90%):
[23] vi. Repeat the procedures i-v for each index, each grid box (or area), each season, each climate, and each model or observation.
[24]
Step 5 . Please note that sampled future changes of a selected model were compared to the confidence interval of the corresponding model to avoid unfavorable impacts of model bias on the probability estimation. For the observation, bootstrap probabilities were calculated only for the present climate.
Step 5 is repeated for each index, each grid box (or area), each season, and each model or observation. When one intends to estimate a joint probability of two indices, such as the joint occurrence probability of unprecedentedly positive changes in CDD and Q90, the sampled n integer values (see Step 4 i) were commonly used for bootstrap samples of CDD and Q90 to guarantee that mean values of the two indices were derived from a single 20-year chunk of data. Consequently, the statistical characteristics of the sampled indices (CDD and Q90) were the same with those derived from the original RCM data, indicating that the sampled indices were physically consistent at least 20-year mean level. Bootstrap samples for the four downscaling models (the sample size is 40000) were used to form the multidownscaling model ensemble (MDME). Therefore MDME includes the information on the spread of simulated future change by the downscaling models as well as the randomness inherent in daily precipitation.
Models and Experiment
Regional Climate Models
[25] Three RCMs listed in Table 1 were used for this intercomparison. The RCMs covered the whole of Japan with a common grid interval of 20 km and a nearly common center pole position of the domain, while the domain sizes were slightly different [see Ishizaki et al., 2012] . The initial and lateral boundary conditions, including sea surface temperature and sea ice, were commonly given from MIROC AOGCM outputs under the historical (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) and A1B scenario experiments (2081-2100). For NHRCM and NRAMS, 3-dimensional data for zonal and meridional winds, air temperature, geopotential height, and specific humidity were used as the boundary conditions. TWRF used relative humidity instead of specific humidity. Additionally, 2-dimensional data for surface pressure, sea level pressure, skin temperature, air temperature and specific humidity (relative humidity for TWRF) at 2 m height, and zonal and meridional winds at 10 m height, soil temperature, soil moisture content, and snow depth were used for the initial surface conditions for the RCMs.
[26] The settings of spin-up and integration differed by the RCMs. Only NRAMS sequentially integrated throughout each 20-year period. Other two performed the downscaling experiments in a manner of time-slice with a 2-month spinup period as described for the perfect boundary setup . However, such differences are generally insignificant for long-term downscaling experiments as RCMs depend more on lateral boundary conditions than on initial one [Castro et al., 2005] .
[27] For cumulus parameterization, NRAMS and TWRF used the original version of the scheme proposed by Kain and Fritsch [1993] (K-F). Only NHRCM used the modified K-F scheme [Ohmori and Yamada, 2004; Narita and Ohmori, 2007] . For cloud microphysics parameterization, the 3-ice bulk scheme [Lin et al. 1983; Yamada, 2003] , 2-moment scheme [Walko et al., 1995] , and single moment 6-class scheme [Hong et al., 2004] was used in NHRCM, NRAMS, and TWRF, respectively. For other parameterizations, such as radiation and planetary boundary layer, the scheme dif-fered by the RCMs. More details for RCM setups are available from and the references listed in Table 1 .
Statistical Downscaling Method
[28] We used the cumulative distribution function-based downscaling method (CDFDM) [Iizumi et al., 2010 , which falls within the category of "model output statistics (MOS)" that calibrates GCM or RCM daily precipitation against observations [Maraun et al., 2010] . The CDFDM uses daily GCM precipitation as a predictor of local precipitation at a site. The error of MIROC AOGCM in daily precipitation was defined for each percentile of the empirical CDFs provided from the daily GCM and observations (the regridded APHRO_JP data) for the calibration period 1981-2000, grid box by grid box, for each of warm (May-October) and cold (November-April) seasons. The defined GCM error (referred to as the F-e relationship) is then removed from the empirical CDF of the daily GCM outputs for each of the downscaling periods, 1981-2000 and 2081-2100, with the assumption that the F-e relationship does not change with time. This assumption is similar to the stationarity assumption used in other statistical downscaling methods. Compared to quantile-based mapping [Wood et al., 2004] , a MOS-type method, it was tested that CDFDM can incorporate changes in maximum precipitation values derived from GCM projections without any additional adjustment [Iizumi et al., 2010; . In contrast, the maximum precipitation values derived from quantile-based mapping are constrained to be equal to those of existing observations, even in future climate conditions unless an additional adjustment is applied for values exceeding the maximum value in the present-day climate.
Evaluation of the Simulated Daily Precipitation Indices
Performance of LARS-WG
[29] To evaluate the performance of LARS-WG in simulating the statistical characteristics of the daily precipitation indices from the observation, GCM, RCMs, and SDM, we tested (1) whether 20-year means of seasonal-and area-mean indices between two samples (i.e., the generated and original data) can be presume to be the equal using the Student's t-test; and (2) whether the amplitudes of interannual variation (represented by the standard deviation) of seasonal-and area-mean indices for a 20-year period between two samples can be presume to be the equal using the F test, as the "overdispersion" problem, a marked tendency to underestimate the interannual variation of seasonal total precipitation, is often addressed for WGs [Katz and Parlange, 1998; Qian et al., 2004] . The null hypothesis of the t-test (F test) is that the means (variances) of two samples are equal. For each index other than Q90, the two tests were performed 100 times using each of 20-year chunks of data and the original 20-yearlong data (i.e., the sample size for each test was 20). The significance level was set to 5% for both tests. No tests were performed for Q90 because of the limited sample size (only one sample was available for the original data).
[30] The means and standard deviations of the generated and original samples compared are presented in Figures 3  and 4 , respectively. A good correspondence in mean between two samples was found for all five indices regardless of the areas, seasons, climates, and models (or observation). Comparatively larger errors compared to the other indices appeared in Q90; however, most generated Q90 values fell within the 20%-error range (Figure 3e ). Similar results as the mean were obtained for the comparison in the standard deviations between two samples (Figures 4a-4d) , indicating that the "overdispersion" problem is not remarkable for the indices analyzed and its impacts on means are negligible. Furthermore, we validated these results by testing the two null hypotheses mentioned above. In statistical hypothesis testing, the test could falsely reject the null hypothesis with the probability equal to the significance level, even when the null hypothesis is in fact true (known as false positive or type I error ). However, while we counted the number of cases that the null hypothesis was rejected, no significant test results was found for both tests regardless of the indices, areas, seasons, climates, and models (or observation). This indicates that LARS-WG accurately captured these statistical characteristics of the indices for the observation, GCM, RCMs, and SDM.
Seasonal Cycle
[31] The simulated 20-year mean seasonal cycle of the daily precipitation indices, averaged over the terrestrial grid boxes of Japan, is presented in Figure 5 . The presented values were computed by averaging over 100 samples of 20-year mean value of the indices from LARS-WG (except 400 samples for MDME). The 90% confidence interval of the indices calculated from the observation using the WG-based bootstrap approach is also shown for reference purposes.
[32] For the mean precipitation (MEA), all models including MDME and parent GCM were distributed within the 90% confidence interval of the observation in most months of the year (Figure 5a ), indicating that the models followed the major characteristics of the observed seasonal cycle. However, NRAMS and TWRF simulated far wetter conditions in winter (December-January-February; DJF) than the observation. TWRF also largely overestimated mean precipitation in spring (March-April-May; MAM) and early summer (June). All models except for CDFDM failed to capture the one of bimodal wettest conditions in early fall (September) and simulated far drier conditions compared to the observation: this tendency is consistent with that of the parent GCM and MDME. Only NHRCM underestimated mean precipitation throughout the fall (SeptemberOctober-November; SON). In our case, for MEA, INT, and Q90, the errors associated with the parent GCM seems to be small as the degree of the RCM errors for these indices found are the almost same with those at when the reanalysis data were used for the boundary conditions . However, the RCM errors for FRE and CDD are comparatively large compared to other indices and the source of the errors could be the parent GCM.
[33] Only NHRCM and CDFDM showed good correspondence in value with the observed FRE in most months of the year (Figure 5b ). NRAMS and TWRF and parent GCM simulated more frequent wet days throughout the year. As a result, MDME showed the large overestimation by 21% in annual mean number of wet days.
[34] For the mean precipitation amount per wet day (INT), NHRCM and CDFDM followed the observed seasonal cycle throughout the year (Figure 5c ). However, no models captured the single peak of the observation in early fall (September) that might be caused due to autumn rain fronts, typhoons, and their interactions. TWRF overestimated INT by 28% in winter and largely underestimated it by 19% in summer. NRAMS underestimated INT by 34% (on annual mean) throughout the year. Especially, the underestimation is remarkable for NRAMS in summer (43%): this tendency is also seen for the parent GCM.
[35] As expected from the result of FRE, the dry spell (represented by CDD) simulated by NRAMS and TWRF was shorter than that of observation (Figure 5d) . A similar tendency was found for the parent GCM. CDFDM showed good correspondence with the observation in terms of value and time variation pattern, while it simulated slightly shorter dry spell in winter. NHRCM failed to capture the time variation pattern of seasonal cycle, but the correspondence in value with the observation is good. MDME underestimated CDD by 19% (on annual mean) throughout the year.
[36] The result of the heavy precipitation amount (represented by Q90) is similar with that of INT. NHRCM, CDFDM, and MDME simulated the major characteristics of the observed seasonal cycle, while these models failed to capture the single peak of Q90 in early fall (September) (Figure 5e ). TWRF underestimated Q90 by 21-25% during summer to fall. NRAMS simulated far smaller Q90 (e.g., the underestimation of Q90 approached 42% in summer) throughout the year except for that in winter: this tendency is similar with that of the parent GCM.
Geographical Pattern
[37] The 20-year mean geographical pattern of the mean winter (DJF) and summer (JJA) CDD derived from the observation, GCM, RCMs, SDM, and MDME is presented in Figure 6 . Figure 7 shows the geographical pattern of the [2011] . In addition, the geographical pattern of FRE is almost the inverse of that of CDD: this is reasonable because the areas with smaller number of wet days in general have longer dry spell. Additionally, the geographical pattern of INT is almost the same with that of Q90.
[38] For the mean winter dry spell (represented by CDD) (Figures 6a-6g) , all downscaling models (NHRCM, NRAMS, TWRF, and CDFDM) and MDME simulated the major characteristics of the observed geographical pattern with clear east-west contrast in dry spell and longest dry spell appear in the inland of the Pacific side of the eastern area (EP; see Figure 1 for abbreviations), while the parent GCM simulated only the east-west gradient of dry spell. In contrast, in summer, while all models including MDME and parent GCM simulated comparatively longer dry spell in the northern areas (NJ and NP) compared to other areas, only NHRCM and CDFDM showed good correspondence in terms of geographical pattern and value (Figures 6h-6n) . The correspondence between MDME and the observation is not necessarily good. A consistent result can be seen in Figures 7g and 7h , which presents the seasonal-and areamean value of the indices for six areas of Japan.
[39] As shown in Figures 7a-7g , all downscaling models captured the major characteristics of the observed mean winter Q90 with heaviest value appear along with the coastal areas in the eastern and western areas (EJ, EP, WJ, and WP). The correspondence of the mean winter Q90 in value between the downscaling models and observation is good in most areas (Figure 8i ). In contrast, in summer, the observed heaviest Q90 was distributed in the southwestern slope of the mountains in the eastern and western areas (EJ, EP, WJ, and WP). These characteristics of geographical pattern were accurately simulated by most downscaling models, although NRAMS and TWRF underestimated Q90 in the eastern and western areas (EJ, EP, WJ, and WP; Figure 8j ). Almost the same results were seen for INT regardless of winter and summer.
[40] For the mean winter precipitation, the correspondence of the geographical pattern between the downscaling models and observation is good (figure not shown), although NRAMS and TWRF remarkably overestimated the precipitation over Japan, specifically, in the Japan Sea side areas (NJ, EJ, and WJ) (Figure 8a ). Meanwhile, all downscaling models more accurately simulated the mean summer precipitation, compared to that of the mean winter precipitation, in terms of the geographical pattern and value (Figure 8b ). Overall performance of NHRCM is good, but exceptionally, it overestimated the mean summer precipitation by 36% in the Japan Sea side of the eastern area (EJ). Figure 6 . Geographical pattern of mean (a-g) winter (DJF) and (h-n) summer (JJA) maximum number of consecutive dry days (CDD), averaged over the present-day period (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) , for the observation (OBS), parent GCM (MIROC), RCMs (NHRCM, NRAMS, and TWRF), SDM (CDFDM), and multidownscaling model ensemble of the four downscaling models (MDME). [41] The mean geographical pattern of the observed number of wet days (FRE) has the characteristics that frequent wet days in the Japan Sea side areas (NJ, EJ, and WJ) and less frequent wet days in the Pacific side areas (NP, EP, and WP) in winter and, in summer, frequent wet days in the mountains in the eastern areas (EJ and EP) and the southern slope of the Pacific side of the western area (WP) (figure not shown). For winter, all downscaling models accurately simulated the east-west contrast in FRE. However, the overestimation of FRE by around 30% in the Pacific side areas (NJ, EJ, and WJ) was observed for NRAMS and TWRF (Figure 8c ). For summer, NHRCM and CDFDM captured the major characteristics of the observed number of wet days in terms of both geographical pattern and value (Figure 8d ). Other downscaling models (NRAMS and TWRF), MDME, and parent GCM overestimated the number of wet days over Japan in summer.
Simulated Change in Daily Precipitation Indices
Seasonal Cycle
[42] Figure 9 presents the simulated change in the 20-year mean seasonal cycle of the daily precipitation indices for the Figure 8 . Mean and 90% WG-based bootstrap interval of (a and b) mean winter (DJF) and summer (JJA) precipitation (MEA); (c and d) number of wet days (FRE); (e and f) mean precipitation amount per wet day (INT); (g and h) maximum number of consecutive dry days (CDD); and (i and j) 90th percentile value of daily precipitation amount in wet days (Q90) for the observation (horizontal line and gray shaded area), parent GCM (MIROC; symbol and vertical line), RCMs (NHRCM, NRAMS, and TWRF), SDM (CDFDM), and multidownscaling model ensemble (MDME) for six areas of Japan. end of the 21st century (2081-2100) under A1B scenario, relative to 1981-2000. The 90% WG-based bootstrap confidence interval, based on the observation, is also shown for reference purposes. In addition, we summarized the probabilities that the simulated future change in the indices falls within the three categories, based on MDME: unprecedentedly negative change, unprecedentedly positive change, and within the present 90% WG-based bootstrap interval (or "within the experienced range").
[43] For the mean precipitation (MEA), all models including MDME and parent GCM simulated the increased precipitation in the middle of spring (April) to the beginning of fall (October) (Figure 9a ). Specifically, in the spring and summer, the occurrence probabilities of unprecedentedly wet conditions would greatly increase in all areas to at least 75% (NP, spring) and beyond from the present probability of 5% if we based on MDME (Figure 10 and Table 3 ). Additionally, all models showed the decreased precipitation in the beginning of winter (December). However, both probabilities of unprecedentedly wet and dry conditions would increase in NJ, NP, and EP, suggesting the increased amplitude of interannual winter precipitation variation during a 20-year period. A similar tendency with that in winter was found for NJ and EJ in fall although the increased probability of unprecedentedly wet conditions appeared in other areas (NP, EP, WJ, and WP) in that season.
[44] All models including MDME and parent GCM showed fewer wet days in winter (Figure 9b ). The probability of unprecedentedly few wet days in winter would increase to 74% (NP) to 100% (EJ and WJ) with the decreased probabilities of the other two categories (Figure 10c and Table 3 ). A somewhat similar tendency with that in winter was found in fall. Meanwhile, in spring and summer, the degree of increase in the probabilities of unprecedentedly few and frequent wet days are moderate compared to those in winter and the highest probability appeared in the category of the "within the experienced range" regardless of the areas (37% for NP in spring to 84% for WJ and WP in spring).
[45] The increased mean precipitation amount per wet day (INT) was simulated throughout the year (exceptions are seen in February and December), especially in the middle of spring (May) to the middle of summer (July) (Figure 9c ). Most changes simulated are characterized by the largely increased probability of unprecedentedly intense precipitation in spring, summer, and fall. This tendency is the almost same with that in winter while the increased probability of unprecedentedly weaker precipitation could be seen in NJ, NP, EJ, and WJ in that season.
[46] Almost similar results as INT were found for Q90 (Figure 9e and Table 3 ). The probabilities of unprecedentedly heavy precipitation (Q90) would increase in all seasons, particularly in summer to 81% (WP) to 98% (EJ).
[47] The simulated change in dry spell (represented by CDD) is small throughout the year except for the middle and end of fall (October and November) and winter. NHRCM simulated the unprecedentedly elongated dry spell through October to December. In addition, TWRF, CDFDM, and MDME showed the elongated dry spell in December. As a result of the small change and the discrepancies among the downscaling models, the highest probability appeared in the category of "within the experienced range" in spring and summer, while the probability of unprecedentedly elongated dry spell was simulated to increase to 53% (WP) to 82% (NJ) in fall and to 53% (NP) to 100% (EJ) in winter (Table 3) .
[48] The results mentioned above, in particular, increased MEA, INT, and Q90 in summer and transient seasons and decreased in FRE and anticipated elongation in CDD in winter, are consistent with the results obtained from the parent GCM [Kimoto, 2005; Kimoto et al., 2005] that are attributed to the strengthening of the subtropical and Okhotsk highs in summer and associated increase in inflow of subtropical moist air around Japan and, in winter, the weakening of northwesterly from Eurasian Continent. The combination of an increased MEA and a slightly decreased FRE in summer leads an increased INT in that season [Kimoto, 2005] . These suggest a strong influence of the parent GCM on the downscaled results.
[49] The joint probability of unprecedentedly elongated dry spell (CDD) and unprecedentedly heavy precipitation (Q90) would remain at the same level with the present value in the limited areas (EJ in summer and EP in spring) although it would greatly increase with a large variation by the areas and seasons (Table 4) . A great increase in the joint probability emerged in fall (47.1% for EP to 81.7% for NJ) and winter (28.3% for NP to 59.9% for WJ), compared to the present value of around 4.6%. These probabilities are 10 to 17 times larger in fall and 6 to 13 times larger in winter. A comparatively small increase in the joint probability, compared to that in fall and winter, was found in remaining seasons: the joint probability ranges 4.3% (EP) to 26.1% (EJ) in spring and 6.3% (EJ) to 24.0% (EP) in summer. While the degree of the increase in the joint probability in summer is comparatively small, the absolute value of CDD and Q90 in summer is seasonally high as much as that in fall (see Figure 5 ): this suggests higher potential risk of Figure 10 . (a-j) Simulated changes in the occurrence probabilities of unprecedentedly positive change (p x>95% ), unprecedentedly negative change (p x<5% ), and within the experienced range (p 5%≤Â≤95% ) in 2081-2100, relative to 1981-2000, for six areas of Japan in winter (DJF) and summer (JJA). The simulated change is presented as the difference in the probability (future minus present). The present probability for each category corresponds to 5% (p x<5% ), 90% (p 5%≤Â≤95% ), and 5% (p x<95% ), respectively. The categories are unprecedentedly positive change (p x>95% ) and unprecedentedly negative change (p x<5% ) based on the multidownscaling model ensemble (MDME). The probability (in percent) of the category "within the experienced range" can be calculated by 100 À (p x>95%v + p x<5% ). Numbers in bold indicate the category with the highest probability for each index, area, and season. If numbers of both categories are not in bold, the category of "within the experienced range" has the highest probability.
unprecedentedly long CDD events (droughts) and unprecedentedly heavy Q90 events (cause of floods) in a 20year period under the future climate condition.
Geographical Pattern
[50] The geographical pattern of the simulated change in the mean winter (DJF) and summer (JJA) precipitation (MEA), CDD, and Q90 for the end of the 21st century under A1B scenario (2081-2100), relative to 1981-2000, is presented in Figures 11, 12, and 13 , respectively. Figures for other indices (FRE and INT) were omitted to avoid redundancy because the geographical pattern of the simulated change in FRE was just an inverse of that of CDD and the geographical pattern of the simulated change in Q90 was the almost same that of INT. The area-mean simulated change in the mean winter and summer indices is summarized in Figure 14 for six areas of Japan. The 90% WG-based bootstrap confidence interval of the indices calculated from the observation is also shown to compare the amplitude of the simulated mean change in the indices with the error range for the mean associated with the present natural climate variability.
[51] All models including MDME and parent GCM consistently projected the decreased mean winter precipitation Figure 11 . Geographical pattern of the simulated change (in percent) in the mean (a-f) winter (DJF) and (g-l) summer (JJA) mean precipitation (MEA) for the future climate condition (2081-2100, A1B scenario), relative to 1981-2000, for the observation (OBS), parent GCM (MIROC), RCMs (NHRCM, NRAMS, and TWRF), SDM (CDFDM), and multidownscaling model ensemble of the four downscaling models (MDME). Colored area is statistically significant at the 5% confidence level (the Student's t-test with unequal variance assumption was used). in the Japan Sea side of the eastern and western areas (EJ and WJ) (Figures 11a-11f) . While the SDM (CDFDM) showed the similar geographical pattern of the simulated change in mean winter precipitation with that of the parent GCM, all RCMs (NHRCM, NRAMS, and TWRF) showed different geographical pattern of the simulated change in mean winter precipitation with that of the parent GCM in some areas, such as the Pacific side of the northern area (NP). The parent GCM projection indicates a slight northward shift of the core of winter northwesterly monsoonal flow and this brings an increased mean winter MEA in NP, instead of a decreased mean winter MEA in other areas [Kimoto, 2005] . The spread of the downscaled mean winter MEA in NP by the RCMs is therefore in part attributed to the different interactions between the simulated airflow and orography under the strong influence of the northwesterly. In contrast, in summer, all models including MDME and parent GCM consistently simulated the increased mean summer precipitation in most areas of Japan (Figures 11g-11l) . As well as the result of the mean winter precipitation, the mean geographical pattern of the simulated change in the mean summer precipitation for CDFDM is similar with that for the parent GCM. In contrast, the RCMs showed different simulated change in the mean summer precipitation with that of the parent GCM in terms of the amplitude of change and geographical pattern.
[52] For dry spell (represented by CDD), all models including MDME and parent GCM consistently simulated the elongated dry spell in winter in most areas of Japan (Figures 12a-12f) . However, a large discrepancy of the simulated change in dry spell was observed in the Pacific side of the northern and eastern areas (NP and EP). TWRF, CDFDM, and parent GCM showed the shortened dry spell under the future climate condition in NP in winter, while other models (NHRCM and NRAMS) simulated the elongated dry spell in the area. Furthermore, all downscaling models (NHRCM, NRAMS, TWRF, and CDFDM) showed the shortened dry spell in the leeward side in the Pacific side of the eastern area (EP). In contrast, in summer, the change in dry spell simulated by the parent GCM was small. The simulated change in dry spell varied from one downscaling model to another (Figures 12g-12l ). NRAMS and CDFDM simulated the shortened dry spell in many areas, while NHRCM and TWRF simulated the elongated dry spell over many areas. From Figures 14g and 14h , however, both elongated and shortened dry spells in summer under the future climate condition simulated by the downscaling models are smaller than the error range for the mean associated with the present natural climate variability.
[53] The result of the number of wet days (FRE) is almost the inverse of that of CDD. As shown in Figures 14c and  14d , almost all models including MDME and parent GCM simulated the decreased number of wet days in winter in all areas (especially, the Japan Sea side areas (NJ, EJ, and WJ) and the Pacific side of the western Japan (WJ)). In summer, the simulated change in FRE distributed within the range of the present natural climate variability.
[54] The mean geographical pattern of the simulated change in heavy precipitation amount (represented by Q90) varied from one downscaling model to another (Figures 13a-13f ). NHRCM and CDFDM showed the increased heavy precipitation amount over Japan in winter (exceptions are seen in NP, WJ, EP, and WP), while NRAMS and TWRF simulated the decreased heavy precipitation amount in many areas of Japan in that season. In contrast, all models including MDME and parent GCM consistently simulated the increased heavy precipitation amount over Japan in summer (Figures 13g-13l) . The simulated change in Q90 in summer suggests the unprecedentedly heavy precipitation amount in that season under the future climate condition. The result almost similar with that of Q90 was observed for that of INT regardless of winter and summer.
6. Discussion 6.1. Inter-downscaling Model Differences in Simulated Change
[55] As presented in section 5, there is a large interdownscaling model differences in the simulated change in the daily precipitation indices in terms of seasonal cycle and geographical pattern. With respect to the simulated change in the seasonal cycle for the future climate condition, the SDM (CDFDM) followed the major characteristics of the change simulated by the parent GCM (Figures 9a-9e ). This tendency is consistent among all indices: this is reasonable if we consider the CDFDM algorithm that it has never changed the simulated absolute change in precipitation between the two climate conditions [Iizumi et al., 2010] . Among the RCMs, NRAMS and TWRF tend to follow the change simulated by the parent GCM, compared to that of NHRCM. The change in the indices simulated by NHRCM tends to be slightly different with that of other RCMs. For instance, NHRCM simulated far larger increase in INT and Q90 (Figures 9c and 9e) , and the change in CDD simulated by NHRCM is larger than that of other RCMs (Figure 9d ).
[56] One possible reason for the differences in the simulated change among the RCMs is the cumulus parameterization; though this is not a definite reason. Only NHRCM used the modified K-F scheme, whereas NRAMS and TWRF used the original version. The better correspondence between NHRCM and observation in FRE and CDD under the present-day climate condition could be attributed to the use of the modified K-F scheme because Ishizaki et al. [2012] reported that the modified K-F scheme can reduce an overestimation of convective rain induced by orography through the refinement of the representation of shallow convection at subgrid scale. This implies that although the RCMs are influenced by the GCM projection, the simulated precipitation characteristics (e.g., FRE) within the calculation domain of some (but not all) RCMs could be improved if the given boundary conditions for humidity and other variables are realistic to some extent.
[57] However, exact reasons why the use of the modified K-F scheme resulted in the decreased number of wet days (and elongated dry spell) under the future climate condition are not clear. In addition, there is a discrepancy in the simulated change in FRE between NRAMS and TWRF, although both RCMs used the original version of K-F scheme. NRAMS showed the increased number of wet days for April to September, while TWRF showed the same tendency only for July to August. These results suggest that the type of cumulus parameterization is not only reason for the differences in the simulated change in FRE and CDD among the RCMs. However, this result is not surprise because the microphysics parameterization, nudging scheme, and other parameterization, such as land surface scheme, radiation scheme, planetary boundary layer scheme, and so on, which could affect the regional precipitation climatology through the land-atmosphere interactions, were all different among the RCMs.
[58] Further study is needed to address exact reasons for the inter-RCM differences in simulated change. Carefully designed climate downscaling experiments are essential to make a progress in this issue. Specifically, climate downscaling experiments using the modified boundary conditions (reanalysis plus spatiotemporally uniform increment of temperature etc.) have potentials to distinguish the source of the inter-RCM differences from various physical parameterization schemes [e.g., Schär et al., 1996] .
Characteristics of the WG-Based Bootstrap Approach
[59] In this study, we demonstrated the unique characteristics of the WG-based bootstrap approach to provide the probabilistic information on regional change in mean precipitation and extremes. A comparison of the proposed approach to approaches used in previous studies [e.g., Huntingford et al., 2003 ] was made and summarized in Table 5 .
[60] First, the advantage of the proposed approach is that WGs can generate a series of daily precipitation data at given grid as many years as desired (e.g., 2000 years) without intensive computation. This corresponds to resampling of daily precipitation time series instead of resampling of seasonal-and area-mean index value (e.g., Q90). Bootstrap is used when additional data is not available, or very expensive to obtain. This is the case for RCMs but not the case for LARS-WG. This feature makes one possible to directly calculate the probability of simulated change in regional mean precipitation as well as extremes from limited RCM or SDM simulation. This makes one free from the signal-tonoise ratio issue, which is always a problem when testing the statistical significance of simulated change in precipitation extremes [e.g., Kendon et al., 2008; Mizuta et al., 2005] . In case of this study, the simulated change in the 20-year mean value of the indices is so large compared to the variance of the mean value estimated from the proposed Purpose(s) It is used to provide the information on the probability of change in multiple quantities of interest (i.e., the daily precipitation indices) including their joint probability with error range associated with the randomness inherent in daily precipitation data (i.e., natural climate variability).
It is used to provide the information on the probability of change in general in single quantity of interest (e.g., annual maxima of multiday precipitation) with error range associated with the randomness inherent in data at in general a yearly time scale.
Assumption(s)
There is no restriction on the type of quantity of interest (e.g., precipitation frequency, intensity, and their combination) and on the shape of probability distribution of quantities of interest.
It is in general applied to a precipitation extreme that is likely follows a GEV.
Pre-processing It needs to derive LARS-WG site parameters using given models and observation for each of the present and future climates; to generate daily precipitation time series for a certain years (e.g., 2000 years) by using LARS-WG; and to calculate quantities of interest from generated daily precipitation time series.
It needs to calculate a quantity of interest from a given set of daily precipitation data.
Resampling
It resamples daily precipitation time series by using LARS-WG: this corresponds to resampling of multiple quantity of interest with holding the correlation among indices.
It resamples pooled values of a single quantity of interest by using the bootstrap method. Therefore, it is not designed to hold the correlation among multiple quantities of interest unless more sophisticated sampling methods is applied.
Fitting
No fitting is performed to data sampled by using the bootstrap although, in the pre-processing, LARS-WG fits semi-empirical distributions to dry/wet series season by season and to daily precipitation amount in wet days month by month. Semi-empirical distributions are fitted based on daily data for in general 20-30 years.
It fits a GEV to data resampled by using the bootstrap method. One needs to select a probability distribution that is likely suitable for a quantity of interest.
approach that the null hypothesis (the difference in the indices between the present and future climates is zero) is rejected. This is reasonable because, from the mathematical point of view, the simulated changes are statistically significant at any confidence level unless LARS-WG site parameters between two climate are the completely same.
[61] Related to the first advantage, the second one is that one can avoid fitting error when estimating the probability distribution of precipitation extremes, such as Q90. As the GEV family has two to three parameters to specify the form and location of distribution, few samples of extremes readily causes fitting error. Additionally, parameter values, especially shape parameter value of GEV, are sensitive to the randomness inherent in data and estimation methods [Hosking and Wallis, 1997; Fujibe, 2010 Fujibe, , 2011 . Direct calculation of Q90 from generated daily precipitation data for many years would be more appropriate to avoid misleading implication from the wrongly fitted GEV distribution: though more quantitative comparison between the proposed approach and GEV fitting approach [e.g., Huntingford et al., 2003 ] is needed to be conclusive. Additionally, the WG-based bootstrap approach is more flexible because it can simultaneously compute all indices including Q90, while the GEV fitting approach only deals with one quantity of interest (e.g., Q90).
[62] Third, the proposed approach based on the RCM simulation results for the present-day and future climate conditions. This guarantees that the simulated regional precipitation change at a climate time scale (e.g., 20 years) follows the modeled physics (however, we note that the existence of physics is not guaranteed at the time scale shorter than the climate time scale). It is also true for the relationship between multiple indices (e.g., CDD and Q90) at the climate time scale. Additionally, with this setting, there is no need for WGs to assume stationarity. The same holds true for the conventional use of WG. However, the proposed approach puts weight on extracting probabilistic information on climate change signal from limited RCM simulation, while the conventional use of WG puts weight on the generation of local-scale climate change scenarios for impact assessment.
[63] There are some limitations or points where one should be carefully deal with when using the WG-based bootstrap approach. First, this approach heavily relies on the performance of WG. It is known that the performance of WG that uses a parametric distribution, such as a Gamma distribution for daily precipitation amount in wet days, is in general low because such WG has a risk to generate unrealistically large precipitation amount in wet days [Wallis and Griffiths, 1995; Semenov et al., 1998 ]. LARS-WG showed good performance in representing the statistical characteristics of the indices at given grid from the RCMs or SDM, which could in part owe to the flexibility of semi-empirical distribution. In addition, LARS-WG adopts the series approach [Racsko et al., 1991] , which uses dry/wet spell in daily precipitation modeling. This also contributes to accurately capture the statistical characteristics of daily precipitation time series in contrast to the modeling based on the two-state Markov chain for precipitation occurrence [e.g., Sharpley and Williams, 1990] .
[64] Second, many WGs readily available do not consider the spatial correlation among multiple sites (with a few exceptions [e.g., Wilks, 2009] ). This limits analyses where spatial correlation of precipitation crucial, for instance, predicting total precipitation amount for a given catchment.
[65] Third, we did not account the uncertainty of regional climate change due to decadal and longer climate variability because the transient RCM simulation throughout the 21st century is not readily available. However, as presented in Iizumi et al. [2012] , it is possible to incorporate such uncertainty into the proposed approach by modifying parameters for distributions of climatic variables year by year on the basis of long-term data.
Conclusions
[66] This study proposed and demonstrated a new approach, the WG-based bootstrap approach, to provide the probabilistic regional precipitation change information for Japan from the limited simulations of multidownscaling model ensemble. Additionally, this study intercompares the regional precipitation change scenarios from the ensemble that based on the single GCM and single emission scenario.
[67] The results suggest the following changes in precipitation characteristics (represented by daily precipitation indices) in the period 2081-2100, relative to 1981-2000, based on the climate projection performed by MIROC AOGCM under A1B emission scenario: the greatly increased probabilities of unprecedentedly wet conditions (MEA) and intense precipitation events (INT and Q90) in all areas in spring and summer; the increased probabilities in both unprecedentedly positive and negative changes in FRE and CDD in most areas in spring and summer, i.e., fewer or more frequent wet days (FRE) and shorter or longer dry spell (CDD) in a 20-year period in those seasons; the greatly increased probabilities of unprecedentedly few wet days (FRE) and longer dry spell (CDD) in all areas in fall and winter; and the increased probabilities in both unprecedentedly wet or dry condition (MEA) and more or less intense precipitation events (INT and Q90) during a 20-year period in most areas in winter.
[68] Knowing which aspects of long-term mean daily precipitation, represented by the indices, will exceed the present natural climate variability with their probability could be useful for decision makers when they prioritize potential adaptation measures, although further efforts are essentially needed to account for other major sources of uncertainties for regional climate projection that are not considered in this study (e.g., GCMs, emission scenarios, and other SDMs).
[69] As demonstrated in this study, the WG-based bootstrap approach is a powerful technique to provide the probabilistic information on change in mean precipitation as well as extremes. Long history of the development of WGs makes it possible to accurately capture the statistical characteristics of daily precipitation at given site in various climate zones as well to apply WGs to daily precipitation from RCMs, SDMs, or GCMs. The WG-based bootstrap approach offers a flexible way to detect a climate change signal of regional precipitation extremes from limited RCM, SDM, or high-resolution GCM simulation in a probabilistic manner compared to any other conventional approaches using statistical tests or conventional bootstrap method. While the proposed approach cannot account for all sources of uncertainties in regional climate projection, this limitation could deal with by applying this approach to ensemble data sets as demonstrated in this study to account for the uncertainty of regional climate change associated with natural climate variability and downscaling model.
