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Kohärente und statistische Phasenkontrolle und Messungen zeitabhängiger Quan-
tendynamik — Diese Arbeit befasst sich mit der Rolle der Phase in der zeitaufgelösten
Spektroskopie in zweierlei Hinsicht. Zum einen werden die Auswirkungen der Phase der
Dipolantwort eines Systems nach dessen Anregung untersucht. Frühere transiente Ab-
sorptionsmessungen an Helium ermöglichten es, die Phase des abstrahlenden Dipols mit
Hilfe eines zweiten koppelnden Laserpulses zu messen und zu kontrollieren. Das ent-
wickelte Konzept wird nun auf ein komplexeres System verallgemeinert, nämlich ein
Farbstoffmolekül in der Flüssigphase. Dazu wurde ein Versuchsaufbau für die transi-
ente Absorptionsspektroskopie mit Femtosekunden-Infrarot-Laserpulsen entwickelt und
aufgebaut und numerische Simulationen helfen bei der Interpretation der experimentel-
len Ergebnisse. Hierbei konnte gezeigt werden, dass nur bestimmte angeregte Zustän-
de stark an das Laserfeld koppeln. Während die vorangegangenen Experimente auf der
vollständigen Kohärenz der Laserpulse basieren, werden hier im zweiten Teil der Ar-
beit die Auswirkungen von nur teilweise kohärenten Phasen der Laserpulse betrachtet.
Pump–Probe-Messungen an Deuteriummolekülen in der Gasphase, die statistisch variie-
rende Pulse einer Freie-Elektronen-Laserquelle verwendeten, zeigten, dass eine erhöhte
zeitliche Auflösung erreicht werden kann, die kürzer als die mittlere Pulsdauer ist. Zur
Beschreibung und Erklärung der Beobachtungen wird ein neuer Ansatz entwickelt, der
auf der Korrelation von zeitlichen zufälligen Substrukturen der Pulse basiert. Um solch
verrauschte Laserpulse auch im Labor zu generieren, wird ein Pulsformer aufgebaut, mit
Hilfe dessen die spektrale Phase der Pulse moduliert werden kann. Diese entwickelte all-
gemeine Methode wird damit auf transiente Absorptionsmessungen in der Flüssigphase
übertragen und ihre allgemeine Anwendbarkeit gezeigt.
Coherent and statistical phase control and measurements of time-dependent quan-
tum dynamics — In this work the importance of phases in time-resolved spectroscopy
is investigated in two respects. At first, the influence of the phase of a system’s dipole
response after excitation is studied. Previous transient-absorption experiments in helium
allowed the measurement and control of this phase of an emitting dipole by a second, cou-
pling laser pulse. The derived concept is now generalized to a more complex system, i.e. a
dye molecule in the liquid phase. For this purpose, a setup for transient-absorption mea-
surements with femtosecond infrared laser pulses is developed and assembled and numer-
ical simulations support the interpretation of the experimental results. It was found that
only specific excited states couple strongly to the laser field. While the foregoing experi-
ments rely on the full coherence of laser pulses, the second part of this work addresses the
impact of partially coherent phases of laser pulses. Pump–probe experiments in gaseous
deuterium molecules applied statistically fluctuating pulses delivered by a Free-Electron
Laser source. These measurements revealed an enhanced temporal resolution on time
scales shorter than the average pulse duration. For the description and explanation of the
observations a novel approach is developed which is based on the correlation of tempo-
rally random substructures of the pulses. In order to realize noisy pulses in the laboratory,
a pulse shaper is designed and built up which is capable to modify the spectral phase of the
laser pulses. Thereby, this developed general method is transferred to transient-absorption
measurements in the liquid phase and its universal applicability is demonstrated.
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Chapter 1
Introduction
What is a ’phase’? Asking this question to first-year physics students the answer will most
likely be (provided that we do not ask about states of matter): "No idea." Phases are part
of everyday life, but somehow we do not have an intuitive picture or idea of what it is. It
is not an obvious phenomenon, it is not directly tangible. But the phase is an important
ingredient in electronics and optics for example.
The phase is a characteristic quantity for the description of an oscillation or wave. Follow-
ing the definition the phase φ specifies the position of the periodic evolution or, in other
words, in which section of one period the wave is. From mathematics, the sine function
is known. At zero, the sine function equals to zero. It reaches its maximum for a phase
value of pi/2, becomes zero again at pi and passes its minimum at 3pi/2 before it reaches
the initial value of zero at 2pi . If the sine function is shifted by a phase of pi/2, the cosine
function is obtained, i.e. sin(x + pi/2) = cos(x). One can also say that sine and cosine are
out of phase by pi/2 or 90◦, respectively. In general, there is a complex representation of
oscillations or waves given by an amplitude A and the phase φ which both might be time-
and/or space-dependent: A · exp(iφ). The real and imaginary part are then given by the
cosine and sine, respectively.
An illustrative example for different phases of oscillations are two identical coupled pen-
dulums. There are two eigenmodes which differ in the phases of the oscillations of each
single pendulum. In the first eigenmode, the two pendulums swing parallel. Thus, the
phase between the oscillations of pendulum 1 and pendulum 2 is φ = 0. In the second
eigenmode, the two pendulums swing against each other corresponding to a relative phase
of pi . For any other phase, energy is transferred from one pendulum to the other and back
so that a complex overall oscillation occurs.
Another well-known example pointing out the role played by the phase is the interfer-
ence of waves, e.g. water waves or sound waves. If two waves of the same amplitude
and frequency are in phase, i.e. φ = 0 (or a multiple of 2pi), they interfere constructively.
This means that the water wave is twice as high or that the volume is increased in case of
sound waves. Destructive interference occurs for φ = pi (or an odd multiple of it) and the
two waves annihilate. For the considered examples, this corresponds to a smooth water
surface or that no sound is audible.
The type of waves we are dealing with in the experiments described in this thesis work are
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light waves – to be more specifically: coherent light waves as they are provided by lasers.
In contrast to the light emitted by electric bulbs or similar where each phase train has a
random phase, i.e. the light is incoherent, the crucial property characterizing laser light is
its coherence. The light waves exhibit fixed phase relations, for example in space, time,
momentum and/or frequency. In case of pulsed sources, for instance, the light waves of
different frequencies, but with a defined relative spectral phase interfere leading to the
formation of laser pulses.
The coherence of laser light enabled the development and achievement of various tech-
niques in atomic and molecular physics in the last decades which can be regarded as mile-
stones. For instance, the way was paved for the field of ultracold atoms and molecules
by the realization of laser cooling [13] and trapping [14] atoms, finally enabling the pro-
duction of Bose-Einstein condensates [15, 16]. Coherent laser pulses also allowed the
implementation of high-resolution spectroscopy [17] or the probing of quantum dynam-
ics on ultrashort time scales reaching the attosecond regime [18]. Ultrashort coherent laser
pulses even stimulated the investigation of quantum effects in photosynthesis, for exam-
ple by two-dimensional spectroscopy [19] revealing an energy transfer based on quantum
coherence [20]. However, a controversial discussion was sparked in consideration of the
fact that in natural environment the sunlight is incoherent.
This thesis addresses the question about the role of the phase in time-resolved quantum
dynamics in two different aspects. First of all, fully coherent laser pulses serve as a
tool to investigate and control the phase of a system’s response in time-resolved pump–
probe experiments. There, a close look is taken at the absorption process by investigating
the formation of absorption lines and their modifications. However, the attention is also
turned to the phase of the laser pulses itself. The full coherence is destroyed on purpose by
imprinting noise on the spectral phase and the implications for time-resolved spectroscopy
are studied.
Pump–probe experiments in gaseous helium recently performed by our group apply at-
tosecond pulse trains and visible/infrared laser pulses to study the dynamical process of
absorption. Thereby, modifications of the asymmetric Fano absorption line shapes of the
doubly excited states in helium could be observed. Fano line shapes occur if discrete ex-
cited states couple to a continuum [21,22]. These asymmetric line profiles are known not
only in atomic physics [23–25], but also in solid-state [26–29] and nuclear physics [30]
and even in molecular spectroscopy in chemistry [31]. In our transient-absorption exper-
iments, we found out that the Fano line shapes could be modified and even changed into
symmetric Lorentzian profiles by varying the intensity of the coupling visible/infrared
femtosecond laser pulse [3, 4]. An analogous scenario was observed in case of the singly
excited states where originally symmetric Lorentzian absorption profiles could be con-
verted into Fano lines. For understanding the observations a model in the time domain
was developed which relates the line shape changes to a laser-induced phase shift of the
atoms’ dipole response. Moreover, the new formalism allows the mapping of the induced
phase to the asymmetry of the absorption lines and vice versa.
In this thesis, the discovered control of the system’s dipole response via the intensity of the
coupling pulse and the derived Fano-phase formalism are transferred to a more complex
system in the liquid phase in order to test its universality. Transient-absorption measure-
ments with femtosecond pulses are carried out in analogy to the helium experiment. As
3target system the large dye molecule IR144 in a solution of methanol is chosen. In the
measurements, the absorption spectrum is dominated by a broad absorption profile, but
also there, changes in the shape of the absorption peak with increasing coupling-pulse
intensity appear. With the help of a toy model based on the previously developed Fano
concept, these changes can be directly explained by freely decaying dipole oscillations
that experience a phase shift induced by the coupling pulse, thus, leading to a variation of
the absorption line shape.
Having investigated the control of a system’s inherent phase with fully coherent pulses,
the second part of this thesis directly focuses on the spectral phase of laser pulses, its
control and the arising implications. However, we do not consider specifically designed
spectral phases like sinusoidal, quadratic or higher order phase functions, but our inter-
est is focused on noise. Intuitively, noise seems to destroy any coherence and no benefit
can be derived. However, there are several strong hints pointing out positive effects of
noise. A clear sign for the benefits of noise is stochastic resonance [32] which could be
observed in electronics or biology for example. An enhanced ionization of atoms in noisy
laser fields was predicted by Singh et al. [33] and the effect on nonresonant autocorre-
lation measurements was observed [34]. Furthermore, it was reported that the spectral
resolution could be increased in two-photon absorption [35] and linear [36] and nonlin-
ear [37–39] coherent Raman scattering.
Partially coherent pulses in the X-ray wavelength range with statistically fluctuating
shapes are provided by Free-Electron Laser sources. Pump–probe measurements investi-
gating the wave-packet dynamics in deuterium molecules [40] revealed positive effects of
such noisy pulses on the temporal resolution. We take a closer look at these measurements
and derive a physical mechanism to explain the observed temporal resolution on a time
scale shorter than the average pulse duration. As it is desirable to exploit the advantages
of noisy pulses not only in the X-ray, but also in other wavelength ranges and to generate
these pulses in the own laboratory, we demonstrate the realization of partially coherent
pulses in table-top experiments using an optical femtosecond pulse shaper. The applica-
tion of these pulses to different pump–probe scenarios in more complex systems – in our
case transient-absorption measurements in the liquid phase are chosen again – shall prove
the generality of the discovered formalism.
The transfer of the found concepts to complex systems is thereby motivated by possi-
ble future applications like studying the processes in photosynthesis with noisy pulses to
mimic better the natural conditions or developing a new kind of precision spectroscopy
based on line-shape analysis.
This thesis is structured as follows: In chapter 2, the theoretical concepts are introduced
on which the content of this thesis is based. The fundamental principles of laser pulses
and their temporal and spectral phases are discussed and the autocorrelation method, the
second-harmonic generation process and the basics of absorption are explained. At the
end, a short description of wave-packet dynamics is given. Chapter 3 provides details
about the experimental setup. In the beginning, the laser sources and detection methods
relevant for the experiments discussed in this thesis are described. Then, the experimental
setups for the transient-absorption measurements and the pulse shaper that were designed
and built up from scratch are presented in detail. In chapter 4, the absorption process in
small and complex systems is discussed. The time-resolved transient-absorption measure-
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ments in gaseous helium are explained and the Fano-phase model is introduced assigning
the observed line-shape modifications to an additionally laser-induced phase that is im-
printed on the system’s dipole response. The discovered phase-control concept is trans-
ferred to a more complex system in the liquid phase, i.e. a solution of the dye molecule
IR144 in methanol, and its general applicability is proven. In chapter 5, emphasis is
placed on the properties of partially coherent laser pulses. Firstly, the beneficial effects
concerning the temporal resolution in gas-phase pump–probe experiments are discussed.
Secondly, the generation of statistically fluctuating laser pulses in our laboratory is shown
for the example of autocorrelation measurements. Thirdly, the noisy pulses are applied to
transient-absorption experiments in the liquid phase demonstrating the universality of the
beneficial properties. Finally, the experimental results are summarized in chapter 6 and
an outlook is given.
Chapter 2
Theoretical background
In this chapter some fundamental concepts of lasers, optics and quantum dynamics nec-
essary for the comprehension of this thesis are introduced and summarized. First of all,
the mathematical description of laser pulses and their characterization is presented. Then,
some basics of nonlinear optics are explained. At the end, the principles of absorption
and quantum wave packets are discussed. The following sections refer to standard text-
books [41–46] and more details can be found therein.
2.1 The basics of laser pulses
The tools for studying the electron dynamics in atoms and molecules are ultrashort laser
pulses. In the experiments presented in this thesis the pulse durations are on the order of
femtoseconds (10−15 s). The durations of laser pulses usually used by the different spec-
troscopy techniques can cover the range from nanoseconds (10−9 s) down to attoseconds
(10−18 s). Furthermore, the spectral region of laser pulses can vary from the infrared to
the X-ray. The laser pulses are electromagnetic wave packets and fully described by the
time- (and space-) dependent electric field.
In general, the electric field of a (linearly polarized) laser pulse in the time domain is
given by
E˜laser(t) = E˜0(t) · eiφ(t) (2.1)
with the temporal phase φ(t) and the complex envelope E˜0(t). The measurable electric
field is the real part of equation (2.1) given by
E(t) = Re
{
E˜laser(t)
}
= E0(t) · cos(φ(t)). (2.2)
The envelope function contains the information about the temporal shape of the pulse. The
quantity measured in experiments (provided that the detector has a sufficient electronic
bandwidth) is the intensity I(t) =
∣∣∣E˜laser(t)∣∣∣2, usually given in units of W/cm2.
In many experiments the temporal duration and the spectrum of the laser pulses are the
characteristics that can be determined. Knowing the spectral distribution, laser pulses can
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also be defined in the frequency domain by
Es(ω) = A(ω) · eiϕ(ω), (2.3)
where A(ω) is the spectral amplitude and ϕ(ω) the spectral phase. Experimentally acces-
sible (e.g. by means of a spectrometer) is the spectral intensity I˜(ω)∝
∣∣∣E˜(ω)∣∣∣2 = |A(ω)|2.
The representations of laser pulses in the time and frequency domain are connected
through Fourier transforms. If the spectral field is given, the Fourier transform yields
the temporal electric field and vice versa:
Es(ω) =F
{
E˜laser(t)
}
=
1√
2pi
∞∫
−∞
dt E˜laser(t) e−iωt (2.4)
E˜laser(t) =F−1 {Es(ω)}= 1√
2pi
∞∫
−∞
dω Es(ω) eiωt (2.5)
In the temporal and spectral domain the laser pulses are typically characterized by their
widths, namely the pulse duration tpulse = ∆tFWHM and the bandwidth ∆ωpulse = ∆ωFWHM.
These two parameters are the full width at half maximum (FWHM) of the intensity I(t)
and spectral intensity I˜(ω), respectively, as indicated by the subscript "FWHM". As the
temporal and spectral features are linked via the Fourier transform, tpulse and ∆ωpulse have
to fulfill the relation
tpulse ·∆ωpulse ≥ 2pi cB, (2.6)
corresponding to the uncertainty principle. The constant cB depends on the pulse
shape [42].
For the mathematical description of ultrashort laser pulses, the choice of a Gaussian tem-
poral profile is standard:
EG(t) = E0(t) · e−t2/t2G. (2.7)
Other envelopes that approximate experimental pulses very well are a hyperbolic secant
or a cosine squared function. For the Gaussian profile the FWHM pulse duration tpulse is
related to the parameter tG by
tpulse =
√
2 ln 2 · tG ≈ 1.177 · tG. (2.8)
The Fourier transform (cf. equation (2.4)) of a Gaussian function is again a Gaussian so
that for the spectral distribution
E˜G(ω) ∝ e−(tGω)
2/2 (2.9)
is obtained. In analogy to the time domain, the FWHM spectral width is given by
∆ωpulse = 2
√
2 ln 2/tG ≈ 2.355/tG. (2.10)
Recalling the relation defined in equation (2.6), the constant amounts to cB = 2 ln2/pi ≈
0.411 for this case of a Gaussian pulse.
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Figure 2.1: Carrier-envelope phase offset and temporal chirp. (a) The pulse envelope (red solid
line) and the electric field for a phase φ0 = 0 (black dashed line) and φ0 = pi (blue solid line).
The shift of the carrier field versus the envelope is marked by red arrows. (b) Electric field of an
up-chirped pulse, i.e. the instantaneous frequency increases with time.
Equation (2.6) also states that there is a minimum limit of the pulse duration tpulse for a
given bandwidth ∆ωpulse. This limit is called "Fourier limit" or "bandwidth limit", which
means the shortest possible pulse for a given bandwidth is obtained.
Laser pulses are bandwidth-limited if their time- and frequency-dependent phase, φ(t)
and ϕ(ω), are zero or flat, respectively. However, due to the generation process of the
laser pulses and/or the propagation through and reflection off dispersive optics the pulse
durations can be much larger than the possible bandwidth limit. In order to unravel the
impact on the pulses, a look is taken separately at the two different phases.
The time-dependent phase can be Taylor expanded into
φ(t) = φ0+
∂φ
∂ t
t+ ϕ˜(t), (2.11)
where ϕ˜(t) contains higher orders O(tn). A constant phase φ(t) = φ0 is the so-called car-
rier envelope phase (CEP) which describes the offset between the envelope E0(t) and the
oscillating electric field. The impact of the CEP is depicted in Fig. 2.1(a). The derivative
of the temporal phase is known as the instantaneous frequency
ω(t) =
dφ(t)
dt
=
∂φ
∂ t
+
dϕ˜(t)
dt
= ω0+
dϕ˜(t)
dt
(2.12)
with the constant ω0 as the central frequency which is the mean value of the laser pulse
spectrum. For dϕ˜(t)/dt 6= 0 the instantaneous frequency changes with time. If ω(t)
increases with time, the pulses are called up-chirped and if it decreases, they are termed
down-chirped. The case of an up-chirped pulse is shown in Fig. 2.1(b).
When light passes through a medium, its frequency components propagate with different
velocities. Hence, different spectral phases are picked up. This phenomenon is called
dispersion and has a significant impact on the pulse properties. To have a closer look
at the different contributions of the spectral phase, ϕ(ω) is also expanded into a Taylor
series [41]:
ϕ(ω) =
∞
∑
n=0
1
n!
∂ nϕ
∂ωn
∣∣∣∣
ω0
(ω−ω0)n (2.13)
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Figure 2.2: Impact of the different spectral phase components on the shape of a ∼ 7.6 fs short
pulse, centered at a wavelength of 780 nm. (a) A group delay of τg = 5 fs shifts the pulse by 5 fs
in time. (b) Pulse shape for a group-delay dispersion of GDD = 35 fs2 (linear chirp). The pulse
duration is significantly increased. (c) A third-order dispersion TOD = 40 fs3 deforms the pulse
shape. The pulse is split up into several subpulses.
= ϕ(ω0)+
∂ϕ
∂ω
∣∣∣∣
ω0
(ω−ω0)+ 12
∂ 2ϕ
∂ω2
∣∣∣∣
ω0
(ω−ω0)2+ 16
∂ 3ϕ
∂ω3
∣∣∣∣
ω0
(ω−ω0)3+O(ω4).
The constant ϕ(ω0) is again the carrier-envelope offset phase. The first derivative is
defined as the group delay
τg =
∂ϕ
∂ω
∣∣∣∣
ω0
. (2.14)
It has units of time, usually fs. The shift theorem of Fourier transforms implies that this
linear contribution to the spectral phase causes a shift τg of the pulse in time. The group
delay can be interpreted as the time that the pulse spends in the dispersive material. The
inverse of the group delay per unit length yields the group velocity
vg =
(
∂k
∂ω
∣∣∣∣
ω0
)−1
, (2.15)
where the wave vector k is related to the frequency via the refractive index n of the dis-
persive medium k(ω) = ω/c ·n(ω). When the pulse passes through a dispersive material
of thickness l, the induced group delay is l/vg.
The second-order (quadratic) phase variation in equation (2.13) is the group-delay dis-
persion GDD = ∂
2ϕ
∂ω2
∣∣∣
ω0
=
∂τg
∂ω . It is also consistent with the derivative of the group delay
(see equation (2.14)). It is typically given in units of fs2. In analogy to before, the GDD
per unit length is the group-velocity dispersion (GVD).
The third order (cubic) contribution is regarded as the third-order dispersion TOD =
∂ 3ϕ
∂ω3
∣∣∣
ω0
and is usually specified in fs3.
The GDD leads to a linear change of the group delay with frequency (also termed linear
chirp). The lower and higher frequency components are shifted differently in time. The
case of positive GDD is called normal dispersion. Anomalous dispersion is characterized
by a negative GDD. Positive (negative) GDD means that the instantaneous frequency in-
creases (decreases) linearly in time. The TOD (called quadratic chirp) shifts the frequen-
cies in such way that the pulse can be broken up into several subpulses. The influence of
the different chirp components is illustrated in Fig. 2.2.
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As demonstrated, the temporal and spectral phases determine the actual structure of the
laser pulses. Thus, controlling the phase of laser pulses, especially the spectral phase,
represents a very efficient tool to shape the pulses in the desired manner. Further informa-
tion on how this can be done experimentally and how special phase variations influence
the pulse shape is provided in chapter 3.3.2.
2.2 Autocorrelation
Usually, the pulse shapes and exact temporal durations of the pulses delivered by the
laser systems are not known. One method to characterize ultrashort laser pulses is the
correlation technique. The details of this method presented in this section are primarily
derived from [44].
If a reference pulse Eref(t) is available, the actual laser pulse Elaser(t) can be derived by
applying the first-order correlation function
Fc(τ) =
∞∫
−∞
dt Elaser(t)Eref(t− τ). (2.16)
However, in most cases it is very difficult (if possible at all) to generate a reference pulse
shorter than the laser pulse under investigation. Furthermore, the shape of the reference
signal is most likely also not known and would have to be determined too. Therefore, as
general approach the laser pulse itself acts as its own reference. This leads to the so-called
autocorrelation Ac(τ)
Ac(τ) =
∞∫
−∞
dt E(t)E(t− τ). (2.17)
Such an autocorrelation is obtained experimentally by an interferometric setup
(e.g. Mach-Zehnder or Michelson interferometer). An identical copy of the laser pulse
is produced and the two replicas are time-delayed against each other. The signal detected
when scanning the time delay τ is given by
S(1)(τ) =
∞∫
−∞
dt |E(t)+E(t− τ)|2 (2.18)
which can be written in terms of the first-order autocorrelation function A(1)c (τ) as
S(1)(τ) ∝ 2
∫
dt I(t)+ 2 A(1)c (τ). As described in [44], for the full reconstruction of the
electric field E(t) all higher-order functions have to be measured.
The second-order correlation reads as
S(2)(τ) =
∞∫
−∞
dt
∣∣[E(t)+E(t− τ)]2∣∣2 (2.19)
and can be realized by two-photon processes like second-harmonic generation (cf. sec-
tion 2.3) or sequential two-photon double ionization as it is described for deuterium
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Figure 2.3: Second-order autocorrelation signals. (a) Interferometric autocorrelation signal
S(2)(τ) and (b) intensity autocorrelation signal S(2)I (τ) of a bandwidth-limited ∼ 7.6 fs pulse with
a center frequency of 2.44 fs−1. In (b) the "background" term 2
∫
dt I2(t) is subtracted so that only
the intensity correlation
∫
dt I(t) · I(t−τ) is plotted. Corresponding to equation (2.24) the FWHM
of the intensity autocorrelation amounts to σFWHM =
√
2 ·7.6 fs≈ 10.74 fs.
molecules in chapter 5.1. Similarly the nth-order correlation can be determined in an
n-photon process.
In the experiment, the second-order correlation function is detected by an autocorrelator
which is a commercially available device. Such an autocorrelator is based on an inter-
ferometer setup with the subsequent second-harmonic generation in a nonlinear crystal.
Depending on the time delay τ , the second-harmonic light is measured. Two measurement
types can be distinguished: (i) interferometric autocorrelations and (ii) intensity autocor-
relations.
An example of a second-order interferometric autocorrelation signal is displayed in
Fig. 2.3(a). The signal is characterized by the contrast ratio of 8:1 between the ampli-
tudes at τ = 0 and τ → ∞. The amplitudes are
S(2)(τ = 0) = 16
∫
dt E4(t) and S(2)(τ → ∞) = 2
∫
dt E4(t). (2.20)
If the interferometric autocorrelation is averaged over the delay, the intensity autocorre-
lation is obtained with a signal yielding
S(2)I (τ) = 2
∫
dt I2(t)+4
∫
dt I(t) I(t− τ) (2.21)
which contains the second-order autocorrelation function
A(2)c (τ) =
∫
dt I(t) I(t− τ)∫
dt I2
. (2.22)
The equations (2.20) and (2.21) can be derived from equation (2.19) by in-
serting the electric fields E(t) = E(t) exp [i(ωt+φ(t))] and E(t − τ) = E(t −
τ) exp [i(ω(t− τ)+φ(t− τ))], respectively, expanding it into all terms and taking the
corresponding limits. For details refer to [44].
Obviously the expression "intensity autocorrelation" originates from the fact that the in-
tensity correlation
∫
dt I(t) · I(t− τ) appears in equation (2.21) which is in contrast to the
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electric-field correlation in equation (2.16). Figure 2.3(b) illustrates a typical intensity
autocorrelation signal. The technique of intensity autocorrelation is widely used to de-
termine the pulse duration. For instance, if a Gaussian envelope I(t) ∝ exp(−2 t2/t2G) is
given, the resulting intensity autocorrelation is
A(2)c (τ) ∝
∞∫
−∞
dt e
− 2 t2
t2G e
− 2 (t−τ)2
t2G ∝ e
− τ2
t2G . (2.23)
Recalling equation (2.8), the actual pulse duration tpulse is related to the FWHM of the
intensity autocorrelation σFWHM by
σFWHM =
√
2 · tpulse. (2.24)
However, the autocorrelation signals are strongly dependent on the spectral phase and
hence the signal shapes are complicated to interpret. Only some information about the
temporal duration can be derived. Since the phase of the electric field cannot be deter-
mined by the autocorrelation (or crosscorrelation) technique, other more sophisticated
pulse characterization methods (like frequency-resolved optical gating or spectral-phase
interferometry for direct electric field reconstruction) are necessary for the full pulse char-
acterization. Further information on these techniques can be found in [47–49] or in the
standard textbooks already listed at the beginning of this chapter. Another technique for
pulse characterization, called multiphoton intrapulse interference phase scan (MIIPS),
was designed and set up as part of this thesis and more details can be found in chap-
ter 3.3.2.
2.3 Nonlinear optics: second-harmonic generation
In section 2.2 it is described that not only first-order, but also higher-order processes play
an important role in the characterization of laser pulses using cross- or autocorrelations.
Explicitly, the second-harmonic generation (SHG) in nonlinear crystals is mentioned.
This section deals with nonlinear optical effects, especially discussing the second-order
process, and mainly refers to [45, 46].
From conventional linear optics it is known that an oscillating electric field E˜(t) prop-
agating through some macroscopic material induces a polarization P˜(t) which linearly
depends on the electric field strength:
P˜(t) = ε0 χ E˜(t) (2.25)
with the permittivity in empty space ε0 and the susceptibility χ . In general, the suscep-
tibility is a tensor taking into account the anisotropy of the dielectric material. However,
for an isotropic medium χ becomes a scalar and the polarization is parallel to the electric
field. This isotropic case is considered in the following for simplicity.
The linear relation between P˜(t) and E˜(t) holds only for low electric field strengths,
i.e. low pulse intensities. If the electric field strengths become comparable to the in-
teratomic fields, the polarization response of the medium becomes a nonlinear function
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Figure 2.4: Second-order nonlinear polarization. In a second-order nonlinear material a periodic
electric field E˜(t) with frequency ω generates a polarization P˜nl(t) which includes a component at
frequency 2ω giving rise to the emission of second-harmonic light. Figure based on [46].
of the electric field. Typical interatomic electric field strengths are on the order of about
105 − 108 V/m. Thus, the polarization needs to be written as
P˜(t) = ε0
(
χ(1) E˜(t)+χ(2) E˜(t)2+χ(3) E˜(t)3+ ...
)
= ε0 χ(1) E˜(t)+ P˜nl(t) (2.26)
for higher intensities, where χ(2) describes the strength of the second-order and χ(3) of
the third-order nonlinear effects and so on.
From the Maxwell equations the driven nonlinear wave equation (for homogenous and
isotropic materials) can be derived (cf. [45, 46]) and reads as
∇2 E˜− 1
c20
∂ 2E˜
∂ t2
= µ0
∂ 2P˜nl
∂ t2
=−S(t), (2.27)
where S(t) corresponds to an emitting source.
The second-harmonic generation is an example for a second-order nonlinear interaction
between a laser pulse and a crystal with χ(2) 6= 0. When the laser electric field is given by
E˜(t) =
1
2
(
E0 eiωt +E∗0 e
−iωt) , (2.28)
the nonlinear polarization can be expressed as
P˜(2)nl (t) ∝ χ
(2) E˜(t)2 =
1
2
χ(2) E0 E∗0 +
1
4
χ(2) E20 e
i2ωt +
1
4
χ(2) E∗0
2 e−i2ωt . (2.29)
Two contributions can be identified, namely at zero frequency and at the double frequency
2ω . Taking the wave equation (2.27) into account, the zero frequency component does not
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Figure 2.5: Schematical representation of the second-harmonic generation process. (a) Two
photons of the original frequency ω are converted into one photon of frequency 2ω . (b) Not only
contributions with equal omega in both photons are possible, but also from the combination of a
photon with frequency ω−Ω and a photon with frequency ω+Ω.
contribute to the source S(t). However, the second time derivative of the 2ω-component
does not vanish and electromagnetic radiation at the double frequency is emitted. The
process is schematically shown in Fig. 2.4.
The nonlinear crystals typically used for the second-harmonic generation are potassium
dihydrogen phosphate (KDP), KH2PO4, or beta barium borate (BBO), β -BaB2O4.
In the time domain, the second-harmonic electric field is given by the squared carrier field
E˜(t)2 ∝ exp(i2ωt). The representation in the frequency domain is obtained by the Fourier
transform
Es(2ω) =F
{
E˜(t)2
}
=F
{
E˜(t) · E˜(t)
}
(2.30)
with the fundamental frequency ω . Applying the convolution theorem for Fourier trans-
forms
F
{
E˜(t) · E˜(t)
}
∝F
{
E˜(t)
}
∗F
{
E˜(t)
}
(2.31)
and inserting the known result of the Fourier transformF
{
E˜(t)
}
= Es(ω) yields
Es(2ω) ∝
∫
dη Es(η)Es(2ω−η). (2.32)
The equation can be further modified by substituting the integration variable for η =
ω+Ω and the result reads as
Es(2ω) ∝
∫
dΩEs(ω+Ω)Es(ω−Ω). (2.33)
The intensity of the SHG spectrum is finally derived by taking the absolute square of
Es(2ω):
I(2ω) ∝
∣∣∣∣∫ dΩ ∣∣∣E˜(ω+Ω)∣∣∣ ∣∣∣E˜(ω−Ω)∣∣∣ ei [ϕ(ω+Ω)+ϕ(ω−Ω)]∣∣∣∣2 . (2.34)
In the photon picture, the second-harmonic generation process can be understood as the
conversion of two photons of frequency ω into one photon of frequency 2ω . Moreover,
equations (2.33) and (2.34) reveal that the combination of a photon with frequency ω+Ω
and a photon with frequency ω−Ω contributes to the spectral distribution at 2ω as well.
This interpretation is depicted in Fig. 2.5. However, the SHG intensity depends on the
spectral phase ϕ(ω). This behaviour plays an important role for the pulse characterization
method presented in chapter 3.3.2.
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2.4 Fundamentals of absorption
As described in the previous section, an electric field passing through an isotropic medium
causes a polarization P. The following discussion is mainly based on [43, 45, 46] and
further details can be found therein.
Taking only the linear relation into account, the polarization is defined as
P(ω) = ε0 χ(1)(ω)Es(ω), (2.35)
where the linear susceptibility χ(1)(ω) is a complex quantity in general. This is the macro-
scopic description of the polarization. However, there is a microscopic derivation as well.
On the atomic or molecular level, the electric field shifts the electrons relative to the nu-
clei and a dipole moment d is induced which is given by the product of the charge q and
the displacement x:
d = q x. (2.36)
The induced dipole d can also be expressed by the polarizability α˜(ω) (of an atom or
molecule) via
d = α˜(ω)Es. (2.37)
The polarization is the sum over all induced dipole moments, yielding
P = n d = n q x = n α˜(ω)Es (2.38)
with the number density n of the induced dipoles.
The oscillation of the electrons around the atoms caused by the driving electric field Es =
E0 · exp(iωt) is classically modeled by a damped harmonic oscillator (also known as the
Lorentz oscillator model):
x¨+ γ x˙+ω20 x =
q
m
E0 · eiωt (2.39)
with the mass m, the damping constant γ and the resonance frequency ω0. Choosing
x = x0 · exp(iωt) as ansatz, the solution is given by
x0 =
q E0
m (ω20 −ω2+ i γ ω)
. (2.40)
Combining equations (2.38) and (2.35) and inserting the solution for x(t), the following
relation for the linear susceptibility is found:
χ(1)(ω) =
n q x
ε0 Es
=
n q2
ε0 m
1
(ω20 −ω2+ i γ ω)
. (2.41)
The complex susceptibility can be expressed by its real and imaginary part
χ(1)(ω) = χ ′(ω)+ iχ ′′(ω) (2.42)
=
n q2
ε0 m
ω20 −ω2
(ω20 −ω2)2+ γ2ω2
+ i
n q2
ε0 m
γ ω
(ω20 −ω2)2+ γ2ω2
.
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Figure 2.6: Dispersion and absorption. The real part (red line) and the imaginary part (blue line)
of the complex susceptibility χ(1)(ω) as given by equation (2.43) for ω0 = 2.44 fs−1 (∼= 780 nm)
and γ = 0.04 fs−1. The typical Lorentzian shape of the absorption line is obvious.
Close to the resonance frequency ω ≈ ω0 holds and the approximation (ω20 −ω2) ≈
2ω0 (ω0−ω) is valid so that equation (2.42) can be simplified to
χ(1)(ω) =
n q2
2 ε0 mω0
ω0−ω
(ω0−ω)2+(γ/2)2 + i
n q2
4 ε0 mω0
γ
(ω0−ω)2+(γ/2)2 . (2.43)
The shape of the imaginary part χ ′′ follows the well-known Lorentzian function describ-
ing absorption lines. The real and imaginary part of the susceptibility are displayed in
Fig. 2.6. For an atom or a molecule, ω0 corresponds to the resonance frequency of a tran-
sition from the ground to an excited state. The quantity γ is the FWHM of the Lorentzian
function and corresponds to the natural absorption line width.
The characteristics dispersion and absorption of a medium are combined in the complex
refractive index n(ω) = n′+ i n′′ =
√
1+χ(1)(ω). In case the medium is dilute and the
susceptibility is small, both effects can be disentangled and it is possible to write
n(ω)≈ 1+ 1
2
χ(1)(ω) = 1+
1
2
χ ′(ω)+ i
1
2
χ ′′(ω). (2.44)
The absorption can be identified as the imaginary part and the dispersion as the real part
of n(ω) and hence of the susceptibility. The absorption coefficient α is related to the
imaginary part of the refractive index via
α(ω) = 2
ω
c
n′′ =
ω
c
χ ′′(ω). (2.45)
The absorption coefficient determines the fraction of the incident light intensity that is
transmitted through a material of thickness l. This behaviour is described by the Lambert-
Beer law
I(ω, l) = I0(ω) · e−α(ω) l = I0(ω) · e−nσ(ω) l. (2.46)
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Here, the absorption coefficient is substituted by the absorption cross section σ(ω) and
the number density of absorbers n in the second step. Recalling now equations (2.35),
(2.38) and (2.45), the absorption cross section can be directly expressed in terms of the
induced dipole d(ω):
σ(ω) =
α(ω)
n
=
ω
n c
Im{χ(ω)}= ω
ε0 c
Im
{
d(ω)
Es(ω)
}
. (2.47)
The ratio between the transmitted light and the incident light is usually specified as "opti-
cal density" (OD) which is defined as
OD =−log10
(
I
I0
)
=
nσ l
ln 10
. (2.48)
An optical density of OD= 1 means that 10% of the incident light are transmitted, OD= 2
corresponds to 1 %, OD = 3 to 0.1 % and so forth.
2.5 Wave-packet dynamics
When studying the dynamics of electrons in atoms and molecules, usually the motion of
wave packets is observed. A wave packet is the coherent superposition of at least two
quantum states. Such a coherent two-state superposition can be expressed as
Ψ(t) = a1(t)ψ1+a2(t)ψ2. (2.49)
The temporal evolution of a quantum state is described by the time-dependent Schrödinger
equation
i h¯
∂
∂ t
|Ψ(t)〉= Hˆ |Ψ(t)〉 (2.50)
with the wave function |Ψ(t)〉 and the Hamilton operator Hˆ. In general, the Hamilton
operator includes the kinetic term and the occurring interactions, e.g. atomic or molecular
Coulomb potentials and interactions with laser fields. If there are no external interactions,
i.e. in the unperturbed case, Hˆ = Hˆ0 becomes time independent and the Schrödinger equa-
tion stationary. Then, the solutions are given by the eigenfunctions |ψn〉 with the eigen-
values En. In order to solve the time-dependent equation, the wave function is expanded
into the eigenfunctions
|Ψ(t)〉=∑
n
cn(t) |ψn〉 , (2.51)
where the coefficients cn(t) are complex-valued and given by
cn(t) = c0,n · e−iωnt = c0,n · e−i
En
h¯ t . (2.52)
Equation (2.51) corresponds to the coherent superposition of n quantum states.
Experimentally, the development of femtosecond lasers opened the way towards explor-
ing wave-packet dynamics. The vibrations in molecules occur on a time scale of a few
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to tens of femtoseconds. The availability of such ultrashort pulses enabled the genera-
tion of wave packets in molecules and also the probing of their evolution in time. The
wave-packet dynamics is usually studied using pump–probe spectroscopy techniques: A
first laser pulse acts as pump pulse and transfers the atoms or molecules into a coherent
superposition of excited states. A second pulse probes the induced dynamics as a function
of the time delay τ between the pump and probe pulse. In case of molecules for instance,
the broadband laser pulses are capable to cover the energy range of a number of vibra-
tional states. Vibrational states are simultaneously populated by the pump pulse giving
rise to molecular wave packets. The molecular vibration results in a change of the inter-
nuclear distance R. The observable measured in the experiment is the expectation value
〈Ψ |R|Ψ〉 and describes the molecular vibration. Inserting equations (2.51) and (2.52),
the expectation value for the internuclear distance reads as
〈Ψ |R|Ψ〉=∑
n
∑
m
c∗0,n c0,m e
−i(ωm−ωn)t 〈ψn |R|ψm〉
=∑
n
∑
m
c∗0,n c0,m e
−i Em−Enh¯ t 〈ψn |R|ψm〉 . (2.53)
It directly becomes clear that a wave-packet dynamics is only present if at least two eigen-
states are superposed, otherwise 〈Ψ |R|Ψ〉 will be constant in time. The period of the
wave-packet oscillation T = 2pi/ω = 2pi h¯/(Em−En) is determined by the energy differ-
ence of the states.
In an experiment, the probe pulse typically promotes the molecules into dissociating states
and the resulting fragments (ions) and their energy or momentum distributions are de-
tected. As the measured distributions depend on the pump–probe time delay and hence
on the internuclear distance R at which the molecular wave packet is transferred into the
dissociating states, the wave-packet motion can be revealed. Further information about
experimental techniques is provided in the following chapter 3 and an experiment on the
measurement of molecular wave-packet dynamics is discussed in section 5.1.
A simple model for a wave packet is displayed in Fig. 2.7. The first three eigenfunctions
of the quantum harmonic oscillator (n = 0,1,2) are chosen
ψn(x) =
1√√
pi 2n n!
Hn(x) e−
x2
2 (2.54)
with the Hermite polynomials Hn(x). The total wave function Ψ(x, t) is determined
as the superposition of the three eigenfunctions using equation (2.51). The square
of its absolute value, representing the probability density, is plotted for times t =
0,0.1,0.2,0.3,0.4 and 0.5 ·T . The motion of the wave packet from the right to the left
which corresponds to half of one period is clearly visible.
The theoretical basics of quantum mechanics used in this section can be found in any
standard textbook like [50,51]. An overview of the theoretical description of wave packets
and their experimental investigation, especially considering femtosecond chemistry, is
given in [52–54] for example.
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Figure 2.7: Illustration of a wave packet. The superposition of the lowest three eigenfunctions of
the quantum harmonic oscillator yields the wave functionΨ(x, t) of a wave packet. The oscillation
of the wave packet |Ψ(x, t)|2 is depicted for times t = 0,0.1,0.2,0.3,0.4 and 0.5 ·T corresponding
to half of one period. The full oscillation is obtained when reading the panels in reversed order.
Chapter 3
Experimental methods and setup
The aim of this chapter is to introduce the experimental tools and techniques that are re-
quired in the framework of this thesis. In the first section different types of (coherent)
light sources are described. Then, some information about the detection methods is pro-
vided. The last section presents the experimental setup that was designed and assembled
to perform the experiments discussed in the following chapters 4 and 5.
3.1 Light sources
The workhorses in atomic, molecular and condensed matter physics, but also in material
sciences and even everyday life are lasers (acronym for Light Amplification by Stimulated
Emission of Radiation). Be it in science (e.g. spectroscopy and cooling atoms to ultracold
temperatures), in optical communications, in medicine (e.g. ophthalmology), in industry
(e.g. cutting materials) or consumer electronics (e.g. laser pointers, Blu-ray discs) – there
is a vast field of applications for lasers.
There are also a lot of different types of lasers. They can be classified into dye, gas or solid
state lasers depending on the active laser medium that is used. For instance, rhodamines,
coumarins or stilbenes are applied as typical dyes. The first gas laser, the Helium-Neon
laser, was developed 1960 by A. Javan, W. R. Bennett and D. R. Herriott [55]. Laser
diodes are widely used semiconductor lasers, e.g. in laser pointers, CD/DVD-reading and
fiber optics communications. The spectral range covered by the various laser types ranges
from the ultraviolet (e.g. excimer lasers) over the visible to the mid-infrared (e.g. the
CO2-laser which emits at 10.6 µm) and even far-infrared. The power can vary from a
few nanowatts (nW) to several kilowatts (kW). In a further classification the laser can be
divided into continuous wave (cw) and pulsed lasers.
However, there are also light sources providing radiation from the microwave to the X-
ray regime, so-called Free-Electron Lasers (FELs). In the 70s of the last century, a high
interest in FELs was triggered by the publication of John M. J. Madey [56] introducing a
theory for the FEL. The first operation of such an FEL, i.e. amplification and lasing, was
reported in the mid 1970s [57, 58]. Further information about the working principle of
FELs is provided in section 3.1.2.
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Figure 3.1: Short-pulse generation. The measured spectrum (a) and measured autocorrelation (b)
of the produced pulses after focusing the 30 fs pulses from the Ti:sapphire laser into the hollow-
core fiber. The power of the incident laser beam amounted to∼ 2.1 W and the fiber was filled with
Neon gas at an absolute pressure of 2.2 bar. The achieved pulse duration is approximately 4.9 fs.
3.1.1 Laser system
The atomic and molecular dynamics occurs on extremely short time scales. Molecular
vibrations take place on time scales in the femtosecond range (1 fs = 10−15 s) for exam-
ple. The electron dynamics in atoms happens on even shorter times, i.e. in the attosecond
regime (1 as = 10−18 s). In order to probe such dynamics, ultrashort laser pulses are re-
quired.
The laser system used for the various experiments in our laboratory is the commercially
available "Femtopower compact Pro CEP" by Femtolasers [59]. It delivers sub-30 fs short
pulses centered around a wavelength of 800 nm at a repetition rate of 4 kHz and pulse en-
ergies of approximately 0.8 mJ. The carrier envelope phase (CEP) can be stabilized as
well. The laser system consists of three sections: oscillator, amplifier and compressor.
The oscillator, "Femtosource Rainbow" [60], is a titanium-doped sapphire (Ti:Sa) laser
pumped at a wavelength of 532 nm by a frequency-doubled continuous-wave Nd:YAG
laser (Verdi, Coherent) at a power of 3.2 W. The oscillator provides pulses with a dura-
tion of∼ 10 fs at a center wavelength of typically 800 nm. The pulse energies reach a few
nanojoules at a repetition rate of 80 MHz. The technique applied to amplify the pulses to
energies of a few millijoules is called "chirped pulse amplification" [61]. By introducing a
large temporal chirp, the pulses are stretched to picoseconds or even nanoseconds before
they enter the amplifier section of the laser system. Thereby, the peak power (which could
easily reach tens of gigawatts, even for such small-scale systems) is significantly reduced
and any damage of the optical components is avoided.
The amplifier is based on a Ti:Sa crystal in the same way as the oscillator, but it is pumped
by a high power (∼ 30 W), Q-switched laser (DM-30, Photonics Industries) at a repetition
rate of 4 kHz. After the amplified pulses passed through the amplifier crystal nine times,
they reach the compression section. It is a two-prism compressor compensating the chirp
imprinted on the pulses and thus yielding finally about 30 fs short laser pulses.
Even shorter pulses can be produced by a compression technique [62] which is based
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on the effect of self-phase modulation (SPM) that leads to a broadening of the spec-
trum [42, 63]. The laser pulses are focused into a hollow-core fiber (Kaleidoscope, Fem-
tolasers [64]). The fiber has a length of approximately 70 cm and is filled with Neon gas
(up to an absolute pressure of about 2.5 bar). Due to the process of SPM, the spectrum
is significantly broadened to the shorter and longer wavelength regime. The subsequent
propagation through a chirped mirror compressor (consisting of dispersive multilayer mir-
rors) compresses the pulses to a duration of about 7 fs and even below, (nearly) reaching
their Fourier limit. A typical spectrum of a generated ∼ 4.9 fs short pulse and the corre-
sponding autocorrelation recorded with an autocorrelator (Femtometer, Femtolasers [65])
after the hollow-core fiber for a Neon gas pressure of 2.2 bar and a power of 2.1 W of the
incident laser beam is shown in Fig. 3.1. More details about the laser system are provided
in [66, 67].
3.1.2 Free-Electron Lasers
A different class of light sources are the Free-Electron Lasers (FELs). In contrast to the
commercially available table-top laser systems, Free-Electron Laser sources can be found
at research centers like the DESY (Deutsches Elektronen-Synchrotron) at Hamburg, Ger-
many, or the Stanford Linear Accelerator Center (SLAC), USA. Such sources provide
coherent radiation not only in the infrared or visible range, but also in the X-ray regime
down to wavelengths in the sub-angstrom regime.
The key ingredient of an FEL are bunched relativistic electrons. The electrons are typi-
cally generated in a laser-driven photoninjector section and then accelerated to relativistic
energies (several hundred MeV and up to a few GeV). The electron bunches are injected
into the so-called undulator. It consists of periodically arranged magnets with alternating
polarity (cf. Fig. 3.2). In the undulator magnetic field, the electrons follow a wavelike (si-
nusoidal) trajectory. As a consequence, the relativistic high-energy electrons emit sponta-
neously synchrotron radiation. This spontaneous undulator radiation acts as a seed during
the further propagation of the electrons through the undulator. The light wave present in
the undulator induces a modulation of the longitudinal electron velocity: some electrons
gain energy, whereas some electrons lose energy. As a result, a modulation of the electron
density appears in each bunch. This process is termed microbunching. The electrons in
such a microbunch emit coherent radiation like one macroscopic single charge. The mod-
ulation period is given by the wavelength λ of the emitted radiation which is described by
the fundamental undulator equation
λ =
λu
2γ2
·
(
1+
K2
2
)
. (3.1)
γ is the Lorentz factor, λu the period of the undulator (cf. Fig. 3.2) and K the undulator
parameter. The undulator parameter depends on the undulator magnetic field B and is
defined by
K =
eλuB
2pimec
. (3.2)
Hence, by controlling the electron energy the wavelength of the emitted light pulses can
be tuned.
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λu
Figure 3.2: Sketch of the undulator section (based on [68, 69]). The relativistic high-energy
electrons enter the undulator which consists of periodically arranged magnets with alternating
polarity. The electron bunches are guided on a wavelike trajectory by the magnetic field. Self-
amplified spontaneous emission leads to the generation of intense X-ray pulses.
Starting from spontaneous emission, i.e. incoherent radiation, the microbunching leads to
the emission of coherent radiation, amplified in the undulator. This working principle of
FELs is called self-amplified spontaneous emission (SASE). While in the beginning the
power of the (incoherent) spontaneous radiation is rather low, it increases exponentially
with the length of the undulator. Typically, when all electrons are grouped into the mi-
crobunches the power levels off and the saturation regime is reached. This behaviour is
displayed in Fig. 3.3.
As the SASE is a stochastic process, initiated by spontaneous emission, fluctuations of
the pulse energy and the wavelength occur. These fluctuations are the highest in the expo-
nential regime. The pulses provided by Free-Electron Lasers exhibit statistically varying
pulse shapes from shot to shot. Moreover, the phase of the FEL pulses cannot be regarded
as continuous, but it has to be noted that it is only partially coherent. Examples of FEL
pulse shapes, their mathematical description and the benefits coming along with the pulse
properties are provided in chapter 5.
For the generation of light pulses with wavelengths λ < 100 nm, typically only a single
pass of the electron bunches through the undulator is possible, due to the absence of suit-
able reflecting optics, and a high gain must be ensured to obtain sufficient pulse powers.
After the undulator the electrons are deflected by dipole magnets and guided into dumps.
FEL sources operating in the visible- or infrared-wavelength regime are equipped with
an optical resonator. The electrons circulate in a storage ring, for instance. The starting
of the FEL can be induced by external seed lasers or by spontaneous undulator radiation.
Although the gain is only a few percent per each turn, an output power in the range of
gigawatts is possible provided that the number of turns is sufficiently large. The usage of
an optical cavity is not feasible for short wavelengths, since the reflectivity of the metal
coated mirrors reaches zero under normal incidence. Therefore, the generation of X-ray
pulses relies on the SASE process as discussed above.
The given description follows mainly the explanations provided by [68,69]. More details
about Free-Electron Lasers can be found in [70–72] and references therein.
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Figure 3.3: Schematic of the energy of the light pulses as a function of the distance z that the
electron bunch traveled in the undulator (based on [68, 69]). In the beginning, spontaneous (in-
coherent) undulator radiation takes place. When the microbunching process sets in, the electrons
start to emit coherently and the energy increases exponentially. When the mircobunching is fin-
ished, i.e. all electrons are grouped into the microbunches, saturation is reached.
3.2 Detection methods
The light sources discussed in the previous section 3.1 are widely-used tools to inves-
tigate the structure and dynamics of a large field of systems ranging from atoms and
diatomic molecules up to complex systems like biomolecules. When the laser pulses
are focused onto the target, one, two or several photons are absorbed by the atoms or
molecules which leads to excitation into higher lying energy levels or to single or mul-
tiple ionization. To study the processes, two options are possible: (i) detecting the pro-
duced fragments, i.e. ions and electrons that Coulomb explode and dissociate due to the
ionization, or (ii) looking at the light that is absorbed and/or emitted, i.e. measuring the
absorption, fluorescence or stimulated emission.
As our working department comes with an excellent expertise in the field of ion and elec-
tron detection, the principle of a reaction microscope (ReMi) [73, 74] shall be explained
here in short. However, there are various other detection methods available, e.g. velocity-
map imaging [75].
The ReMi enables coincidence detection of electrons and ions. The ions and electrons
are created in the interaction region where the laser beam is focused onto the target. The
target is a cold, supersonic gas jet which contains the atoms or molecules to be stud-
ied. The produced ions are accelerated to the ion detector (typically a multichannel plate)
via electric fields. A combination of electric and magnetic fields guides the electrons to
the electron detector that is located opposite to the ion detection section. Both, ion and
electron detectors, are position sensitive. As the time-of-flight of the fragments is mea-
sured as well, the momenta of the fragments can be reconstructed with high precision
in three dimensions. If the target is sufficiently dilute, all generated electrons and ions
can be measured in coincidence and the induced dynamics can be revealed entirely. It
is not necessary that a laser beam serves as projectile, but the dynamics can be induced
by ion or electron beams as well. The details of the ReMi technique and the momentum
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reconstruction can also be found in [76, 77], for example, besides the already mentioned
reviews.
A fully optical method for the investigation of structure and dynamics of systems is the
detection of light, be it the fluorescence, stimulated emission or absorption. The fluores-
cence is characterized by its angular distribution of 4pi , i.e. it is emitted into all directions.
Stimulated emission and absorption can be observed in a certain direction only which
is the propagation direction of the incident light. However, by simply measuring the
(static) absorption no dynamics can be uncovered. In time-resolved spectroscopy, two
time-delayed pulses are required as they are provided in pump–probe measurements. The
first pulse excites the system (pump pulse), whereas the second pulse measures the ab-
sorbance (probe pulse). The probe pulse is weak in intensity so that it does not lead to
any perturbations of the system, but serves to sample variations in the absorption induced
by the pump pulse. By scanning the time delay between pump and probe pulse, changes
in the detected absorption spectra can be related to the ongoing dynamics. This method
is termed transient-absorption spectroscopy. The case of reversed temporal order, i.e. the
probe precedes the pump pulse, is termed perturbed free polarization decay [78]. The
transient-absorption measurements in the liquid phase carried out in the course of this
thesis are discussed in chapters 4.2 and 5.3.
The optical detection is realized in these measurements by spectrometers where the laser
light is split up into its frequency components by a grating. The spectrum is imaged onto a
photosensitive detector, e.g. a CCD (charge-coupled device) camera. In the experiments,
commercially available spectrometers by Ocean Optics are used. For the different appli-
cations, the following three spectrometers, which have a resolution of about 1 nm, are
applied:
• USB2000+ spectrometer [79]: Wavelength range∼506.7 - 1169.2 nm, 2048 pixels,
• USB4000 spectrometer [80]: Wavelength range ∼505.2 - 1178.3 nm, 3648 pixels,
• USB4000 spectrometer [80]: Wavelength range ∼177.1 - 898.5 nm, 3648 pixels.
In the measurements, the probe pulse is focused into an optical fiber (QP-200-2-UV-VIS,
Ocean Optics [81]) and guided to the selected spectrometer.
3.3 Experimental setup
In this section the experimental setup for transient-absorption or 2D-spectroscopy mea-
surements is introduced. It is the main tool to perform the experiments presented in
chapters 4 and 5. Moreover, the technique of pulse shaping, including the setup and an
implemented pulse characterization method, is explained in detail.
3.3.1 Transient-absorption or 2D-spectroscopy setup
The experimental setup for the transient-absorption measurements is designed in a com-
pact, very stable and robust manner. Moreover, it can be used in 2D-spectroscopy ex-
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periments without any further changes of the setup. A schematic drawing of the setup is
depicted in Fig. 3.4. In transient-absorption measurements, two laser pulses (pump and
probe) are necessary, whereas in 2D-spectroscopy experiments four beams are required.
The option for an easy switch between the two spectroscopy methods is provided by one
central optical device: the four-split mirror. It is a home-built mirror assembly [2] and
consists of four silver mirrors (size: 12.5 mm x 12.5 mm) that are arranged in a square. A
picture of the mirror assembly with the numbering of the mirrors as used in the following
is shown in Fig. 3.5. Each mirror is mounted to an 1/2"-kinematic mirror holder so that an
independent alignment of the four mirrors is possible. The position of mirror 1 is fixed.
The positions of mirrors 2, 3 and 4 can be individually varied by manual translation stages
(9065-X-M, New Focus/Newport) so that the pulses are accordingly delayed in time. The
travel range of 14 mm corresponds to a temporal regime of about 90 ps where time and
distance are related via the speed of light: ∆t = 2∆x/c. The factor of 2 accounts for the
fact that the laser beams hit the mirrors under normal incidence and therefore a position
change of a mirror yields a change of the optical path twice as large.
In addition, mirrors 3 and 4 are each mounted on piezo stages (PIHera Piezo Linear stage
P-622.1CD, Physik Instrumente). Thus, these two mirrors can be moved over a range
of 260 µm with high resolution (<1 nm), providing a temporal range of approximately
1.7 ps. Thus, various combinations of time-delays between the four beams can be se-
lected and scanned.
The two or four beams, respectively, are obtained from the main laser beam by two masks.
Such a mask consists of four mini-irises (ID5MS/M, Thorlabs). A photography is dis-
played in Fig. 3.6. The four holes of the mask are located at the corners of a square.
When the incident laser beam hits the mask, four beams are cut out. These beams pass
the second mask before each single beam hits one mirror of the four-split mirror. The
square arrangement of the beams is also called box geometry. The application of two
such masks enables the independent adjustment of the intensity (by mask 1) and the size
of one single beam (mask 2). In experiments using the 30 fs laser pulses, the distance
between the two masks amounts to ∼2.3 m. When the 7 fs short pulses are utilized, the
distance is about 2.1 m. The distances are chosen such that the four beams can still pass
the second mask (if the distance was too large, the divergence of the laser beam would
make the spatial separation too large and thus cause a blocking of the beams at the second
mask), but the diffraction caused by the first mask must be strong enough to illuminate
the second set of holes as completely as possible. By blocking one or more beams di-
rectly after the second mask, the desired number of laser pulses can be chosen. In the
transient-absorption measurements, only the two beams hitting mirrors 3 and 4 are used.
They serve as pump and probe beam. Neutral-density filters of variable optical density
can be inserted to finely adjust the intensities of the different beams.
The beams are then focused by a spherical mirror (R = 1000 mm, f = 500 mm). The
sample that shall be studied is inserted in the focus. The transmitted beams are then col-
limated, the probe beam is selected and detected by a spectrometer (USB2000+, Ocean
Optics). In order to collect all intensity, the probe beam is focused into a fiber (QP-200-2-
UV-VIS, Ocean Optics). Since it is a multimode fiber, the light is coupled into it in various
modes interfering at the detector so that the measured spectrum is modulated. Therefore,
a self-built diffusor (in principle a rotating paper disk) is added directly in front of the
fiber input to scatter the light and to average out the interferences.
26 EXPERIMENTAL METHODS AND SETUP
Split-quadrant 
mirror
Spectrometer 1
Mask
with iris
apertures
Online
monitoring
Sample
Neutral
density
filter
Diffusor
Iris 1 Iris 2
Beam splitter
Variable
density
filter
Focusing
mirror
R = 1 m
Spectrometer 2
Pellicle
Diffusor
Figure 3.4: Schematic drawing of the transient-absorption/2D-spectroscopy setup. Two masks
(only one is depicted) cut out up to four beams of the incident laser beam. Each beam hits one
of the segments of the four-split mirror and can be independently delayed in time. The beams
are focused by a spherical mirror ( f = 500 mm) onto the sample and the transmitted probe pulse
is detected. The online monitoring section allows to check the temporal and spatial overlap of
the pulses at the focus. In order to record the laser spectrum, a small portion of the beams is
reflected by a pellicle and measured by a second spectrometer. The neutral and variable density
filters enable the fine adjustment of the beams’ intensities. Irises 1 and 2 serve as marks for the
beam position so that an easy change between the 30 fs (directly out of the laser) and 7 fs (after
hollow-fiber compression) short pulses is possible.
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Figure 3.5: Four-split mirror. Four square silver mirrors, each attached to a kinematic mirror
mount, allow the individual alignment and delay in time of each laser beam. The four segments of
the mirror assembly are numbered as used in the text.
Figure 3.6: Four-hole mask. Four mini-irises are glued to a mask that is used to cut out the four
sub-beams from the incident laser beam.
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Figure 3.7: Temporal overlap at the focus. These interference patterns are the indication for the
overlap of a pair of beams in time. Depending on the geometric arrangement of the two beams,
the orientation of the interference fringes is different: (a) two horizontally (e.g. from mirrors 3 and
4), (b) vertically (e.g. from mirrors 1 and 3) or (c) diagonally interfering (e.g. from mirrors 1 and
4) beams.
In the focus where the sample is located, the four beams have to overlap spatially and
temporally. The spatial and temporal overlap can be checked by placing a CMOS (com-
plementary metal-oxide-semiconductor) camera (by Conrad Electronic) into the focus.
For fine tuning, the spatial overlap can be optimized with each mirror mount of the four-
split mirror separately. The temporal overlap can be achieved by moving the piezo stage
of one mirror until interference fringes appear. The exact assignment of the time zero
overlap can be carried out directly in the experiment by looking at characteristic features
like the coherent artefact or by recording the second-harmonic light produced by a BBO
crystal and determining its intensity maximum.
In order to monitor the spatial and temporal overlap during the measurements as well, a
beam splitter reflects off a portion of the beams after the sample. These reflected beams
are again focused onto a CMOS camera. Thereby, any changes in the alignment could be
noticed in the course of an experiment. Some interference patterns appearing when the
pulses overlap in time are exemplarily depicted in Fig. 3.7.
When scanning the time delay between the pulses, we want to monitor the laser spectrum
for each piezo step. For this purpose a 2" large and extremely thin pellicle made of ni-
trocellulose (by National Photocolor) is inserted before the laser beams pass the sample.
A small part of the beams is reflected off the pellicle and the laser spectrum is detected
by a second spetrometer (USB4000, Ocean Optics). Due to the pellicle thickness of only
2 µm, no noteworthy dispersion is induced, neither for the 30 fs nor the 7 fs short pulses.
As target a solution of the dye IR144 in methanol is inserted for the transient-absorption
experiments discussed in chapters 4.2 and 5.3. The liquid is filled into a cuvette
(SpecVette CSV-500, Ocean Optics) with 500 µm path length. For exact positioning of
the sample in the beam focus, the position can be adjusted precisely by a translation stage
(9064-X-M, New Focus/Newport).
This setup provides excellent stability, which has already been demonstrated in a proof-
of-principle 2D-spectroscopy measurement [2]. The entire setup is based on reflective
optics. No diffractive optics, pulse-shaping devices or feedback loops are required for the
creation of a set of up to four beams and introducing the time delays. The all-reflective
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configuration exhibits a high phase stability [2], but is offering an easy alignment at the
same time. Furthermore, the setup is very flexible as it allows the use of ultra-broadband
light in various wavelength regimes. It is not only suitable for the visible or infrared
range, but can be adapted to the UV or even X-ray range if multilayer mirrors or a grazing
incidence geometry, for instance, are chosen. Hence, such a setup could also be imple-
mented for the realization of 2D-spectroscopy experiments at XUV/X-ray Free-Electron
Laser sources.
3.3.2 Pulse shaper
In this section the pulse shaper which was designed and set up in the course of this thesis
is introduced. At first, the setup is described and the working principle is explained giv-
ing examples how specific phases imprinted on the spectral components shape the laser
pulses. The experimental control is also discussed. The last section deals with the pulse
characterization method "multiphoton intrapulse interference phase scan" which is based
on a pulse shaper.
Pulse shaper setup
The key optical component of the pulse shaper is the spatial light modulator (SLM-S320)
by Jenoptik. It consists of a liquid-crystal display (LCD). Such a modulator can vary the
phase and/or the amplitude of the different spectral components of a light pulse and hence
the shape of the laser pulse can be modified in the desired way. The principle of shap-
ing pulses is explained in the subsequent section. In order to get access to the spectral
components of a laser pulse, an optical Fourier transform needs to be performed. This
is simply realized by diffractive optics like prisms or gratings. In a typical pulse shaper
setup the laser pulse is dispersed by a grating. A focusing lens or mirror focuses each
spectral component to a spot in the Fourier plane where the modulator is placed. After the
Fourier plane the setup has a mirror symmetry: the spectral components are collimated
again before they hit a second grating where they are recombined to the (now shaped)
laser pulse. The distance from grating to focusing element and from focusing element to
the LCD is the focal length f . Therefore, such a geomtery is called 4 f -configuration. A
schematic illustration is shown in Fig. 3.8.
The design of our pulse shaper setup follows the geometry described by Präkelt et al. [83].
Figure 3.9 presents a sketch and Fig. 3.10 a picture of the setup. Grating, cylindric mir-
ror and folding mirror are aligned in one row at each side of the modulator so that the
cylindric mirrors are not tilted in the sagittal plane compared to the incident laser beam
in order to avoid aberrations. All mirrors are set up at the same height to keep the laser
light at a constant level before and after the modulator. Only the gratings are vertically
shifted upwards. Periscopes are inserted to guide the laser beam to the higher level of the
grating and back down to the original beam height, respectively. However, the vertical
angle at the gratings is kept at a minimum. The cylindric and planar (folding) mirrors are
manufactured by Laser Components and are silver coated. The focal length of the cylin-
dric mirrors is f = 200 mm. Blazed holographic plane gratings (by Horiba Jobin Yvon
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Figure 3.8: Schematic representation of a pulse shaper in 4 f -configuration (based on [82]). The
distance in between the necessary optical components (two gratings and two focusing elements
like lenses or mirrors) and the Fourier plane is the focal length f . The pulse shaper setup has a
mirror symmetry at the Fourier plane onto which the spectral components of the incident laser
pulses are focused.
GmbH) with a size of 44 mm x 44 mm are used. The gratings are aluminum coated, a
groove density of 1200 l/mm was chosen and the blaze wavelength is 630 nm.
The alignment of all optical components is crucial. The orientation of each element and
the distances in between (which has to be the focal length f of the cylindric mirrors) need
to be adjusted carefully. Any improper alignment can lead to astigmatism, i.e. the foci
in the horizontal and vertical plane do not coincide, and other aberration effects and spa-
tial chirp, i.e. different colors propagating differently in space, which must be avoided.
Therefore, both gratings and both cylindric mirrors are mounted on high-stability trans-
lation stages (M-462-X-M and M-462-X-SD, Newport) which allow to shift each optical
component by 25 mm in the horizontal plane. Furthermore, gratings and cylindric mirrors
can be rotated around the axis perpendicular to their surface, i.e. in the mirror or grating
plane, respectively. When setting up the optical components, the laser beam is focused
after the pulse shaper setup and the focus is checked using a CMOS camera. At first, the
cylindric mirrors are inserted, with the gratings set to zeroth order. Their rotation is ad-
justed so that the focusing plane is horizontal and the astigmatism of the focus is removed.
In the same way the distance between the two cylindric mirrors is tuned.
The rotation of the gratings is optimized by checking that the spectral components lie on
a horizontal line in the Fourier plane. If the distance between grating and cylindric mirror
is not correct, the different spectral components are not focused onto the same spot on
the CMOS camera. Therefore, the position of the gratings must be finetuned in order to
minimize the spatial chirp.
The distance between the gratings and the cylindric mirrors has an influence on the group
delay imprinted on the laser pulses as well (cf. [84]). If the distance is larger (smaller) than
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Figure 3.9: Sketch of the pulse shaper setup. The geometry is chosen according to the setup
described in [83]. It is a compact setup avoiding aberrations that would be caused in a non-linear
arrangement of the optical elements due to a horizontal tilt of the cylindric mirrors.
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Figure 3.10: Picture of the pulse shaper setup with the spatial light modulator at its center.
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Figure 3.11: Measured interferometric autocorrelation of the laser pulses after propagation
through the optimized pulse shaper setup. The signal reveals a pulse duration of about 26 fs
indicating an optimal alignment of the pulse shaper and compensation of dispersion.
f , negative (positive) dispersion will be induced. However, due to the LCD, the disper-
sive optical elements and the additional air path through which the laser pulses propagate,
a large phase is added to the spectral components of the pulses and the pulse length is
increased. To compensate for this effect, the position of the gratings can be utilized as
control knob.
Finally, the spatial light modulator can also be moved horizontally along and perpendic-
ularly to the beam path by two crossed stages (M-423, Newport). It enables to exactly
position the LCD in the Fourier plane and to illuminate the display in a centered way.
After optimizing the pulse shaper setup, an autocorrelation measurement was performed
to check the pulse durations (see Fig. 3.11). The signal corresponds to a pulse duration of
roughly 26 fs revealing an optimal alignment of the pulse shaper since no pulse stretching
seems to occur due to uncompensated dispersion.
The entire setup features a very high stability. Even after four months of break caused by
a downtime of the laser system, the alignment was still perfect.
The described setup of the pulse shaper is designed for shaping the 30 fs pulses that are
directly obtained from the Ti:Sa laser system. The pulse shaper could be adapted to the
shorter 7 fs pulses by exchanging the gratings. Only the groove density has to be chosen
in a way that the resulting spatial splitting of the spectral components fits to the width of
the SLM display.
The pulse shaper is located directly next to the transient-absorption setup that was intro-
duced in the previous section 3.3.1. By flipping two mirrors into the beam path, the laser
pulses can be shaped before they enter the spectroscopy section of the experiment.
Shaping pulses
The shaping of laser pulses is based on modulating the phases and/or amplitudes of the
different spectral components of the laser pulse (cf. chapter 2.1). This can be done in
the Fourier plane by blocking or attenuating particular frequencies with light shades, slits
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Figure 3.12: Sketch of the liquid crystal display of the spatial light modulator (based on [85]).
The liquid crystal is sandwiched between two fused silica plates that are coated with indium tin
oxide (ITO). The coating of one plate plate is structured into 320 pixels. The coordinate system
indicates the defined directions: The z-axis corresponds to the propagation direction of the laser
beam. The optical axis of the liquid crystal lies in y-direction. The pixels are oriented along the
x-axis.
or apertures or by delaying them using transparent materials with different refractive in-
dices. Typically, liquid-crystal spatial light modulators are utilized and allow a computer
controlled shaping with high precision. Such a commercially available display usually
consists of 120 to 640 pixels. By applying a voltage, the refractive index can be varied.
Another option are acousto-optic modulators. An overview of the various pulse-shaping
techniques and the principles can be be found in [47, 85] among other works.
The spatial light modulator SLM-S320 from Jenoptik features a liquid-crystal display
with a width of 31.9 mm and a height of 13 mm. It is divided into 320 pixels [82]. The
display is built up by two glass plates with a nematic liquid-crystal layer in between.
Both glass substrates are coated with transparent and electrically conducting indium tin
oxide (ITO). One of them is structured into an array of pixels. A schematic of an LCD is
shown in Fig. 3.12. Without any voltage applied, the rod-shaped molecules are oriented
along their predominant direction as it is depicted in Fig. 3.13(a) and the liquid crystal
is optically birefringent. The predominant direction of the molecules defines the optical
axis. The refractive index is larger for laser light which is polarized along the y-axis,
i.e. parallel to the molecular orientation, (extraordinary ray) than for perpendicularly x-
polarized light (ordinary ray). If a voltage is applied, the molecules are tilted along the
z-axis which corresponds to the direction of the electric field (cf. Fig3.13(b)). The higher
the electric field, the smaller the angle gets between optical axis and propagation direction
of the light. The refractive index for the x-polarized light remains unchanged, whereas it
decreases for the polarization component parallel to the optical axis. Thus, the phase of
the y-polarized laser light transmitted through the display can be changed by controlling
the applied voltage.
With a single display either amplitude or phase modulation can be performed. Amplitude
modulation is obtained when the optical axis of the liquid crystal and the polarization
direction of the incident light are rotated by 45◦. The LCD acts as a waveplate, i.e. mod-
ifying the polarization state due to an induced phase shift. The amplitude can then be
modulated by a subsequent polarization filter which only can be passed by light that is
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Figure 3.13: Schematic illustration of the molecules and their orientation in the liquid crystal
without (a) and with (b) an external electric field applied by a voltage difference between the two
ITO electrodes. Based on [82, 85].
polarized in a certain direction. For the combination of both phase and amplitude shap-
ing, the SLM has to consist of two LCDs. In our case, the SLM is equipped with one
LCD and we perform phase-only pulse shaping in the experiments.
As already explained in chapter 2.1, neither a constant phase offset nor a linear phase
have an impact on the pulse shape (pulse envelope). A constant phase only changes the
carrier-to-envelope offset, but the pulse remains bandwidth limited. A linear phase in-
duces a shift in time. Therefore, higher-order phase changes are required to modify the
pulse shape. For example, a sinusoidal phase pattern with frequency ωs leads to a split-
ting into subpulses: A pulse train is created with a temporal spacing ∆t = 2pi/ωs (cf. [86])
between the subpulses.
As already mentioned, the phases of the spectral components can be shifted by varying
the voltage that is applied to the pixels of the SLM display. The control of the LCD is re-
alized using LabView programs that were specifically written for the desired application.
A program code to control the phase-pattern setting on the pulse shaper is exemplarily
shown in the appendix A.2. Before any phase pattern is written onto the display, the SLM
needs to be calibrated. The calibration includes the attribution of each pixel to the spectral
component hitting the pixel and the assignment of the voltage to the induced phase shift.
The procedure is explained in detail in the appendix A.1.
Now with the calibration at hand, any favoured phase pattern can be applied to the LC-
display. To test the functionality of the pulse shaper in the experiment, sinusoidal phase
patterns are imprinted on the spectral components of the 30 fs laser pulses. The influence
on the pulse shape is checked by measuring the autocorrelation (AC) signal of the laser
pulses. As it is explained in chapter 2.2, the autocorrelation alone provides only limited
information about the exact pulse shape. However, a comparison to a simulation of the
autocorrelation signal gives a better insight. In the simulation, the laser spectrum is mim-
icked by a Gaussian distribution with a center wavelength of about 780 nm and a pulse
length of ∼26 fs. Sinusoidal phase patterns are applied to generate pulse trains. The case
of a flat phase is also tested. The detected and calculated AC signals are shown in Fig. 3.14
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Figure 3.14: Interferometric autocorrelations of the shaped laser pulses for different phase pat-
terns applied to the SLM display. From left to right are presented: the expected pulse shape, the
calculated AC signal and the measured AC signal, (a) for a flat phase, (b) for a pulse train with a
temporal spacing of 75 fs between the subpulses and (c) for a pulse train with twice the temporal
spacing, i.e. 150 fs. The temporal spacing of the subpulses appears also in the autocorrelation
signals determining the position of the sidelobes in the AC graph.
besides the simulated expected pulse shape. The cases for two pulse trains with different
temporal subspacings are displayed (cf. Fig. 3.14(b) and (c)). Both, measurement and
simulation, are in excellent agreement.
Pulse characterization: Multiphoton Intrapulse Interference Phase Scan
The possibility to shape laser pulses has paved the way towards quantum control. By
tailoring the amplitude and phase of laser pulses a large variety of experiments were
carried out, for instance controlling the two-photon absorption in atoms like cesium [87]
or in molecules. The latter included not only small, but even large and complex systems
like dyes or proteins [88]. In these experiments, the interference of two or more photons
leading to a multiphoton transition (also termed multiphoton intrapulse interference) and
the control of the process’ probability by shaping the spectral phases was demonstrated.
It was the Dantus group that inverted the effect and developed the multiphoton intrapulse
interference phase scan (MIIPS) method to characterize laser pulses (see e.g. [89–92]).
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The method exploits the well-understood non-resonant second-harmonic generation
(SHG) process. It reconstructs the phase of the laser pulses on the basis of the SHG
probability. As explained at the end of chapter 2.3, the probability is proportional to equa-
tion (2.34) and it depends on the spectral phase ϕ(ω) of the laser pulses. The key idea of
MIIPS is to introduce a reference phase f (ω) using the pulse shaper and to compensate
the unknown intrinsic phase of the laser pulses. If the corresponding compensating phase
is determined for each spectral component, the entire spectral phase is obtained.
As already mentioned, a pulse shaper is required to identify the spectral phase. Since the
pulse shaper was already commissioned in our laboratory (cf. section 3.3.2), the decision
in favour of MIIPS instead of another characterization method was taken. The MIIPS
technique was implemented in the course of a Bachelor thesis under my supervision as
part of this thesis [93].
After the pulse shaper the laser light is converted into second-harmonic light by a fre-
quency doubling crystal. In our case, a 100 µm thick BBO crystal is used. The intensity
of the frequency-doubled light is detected by a spectrometer (USB4000, Ocean Optics).
As it is given by equation (2.34), the intensity is maximized for Fourier-limited pulses,
i.e. ϕ(ω) = 0 for each spectral component. The phases at negative and positive detuning
of equation (2.34) can be expanded into a Taylor series around ω
ϕ(ω±Ω) = ϕ(ω)±ϕ ′(ω)Ω+ 1
2
ϕ ′′(ω)Ω2+O(Ω3), (3.3)
where ϕn′(ω) is the nth derivative. The sum is given by
ϕ(ω+Ω)+ϕ(ω−Ω) = 2ϕ(ω)+ϕ ′′(ω)Ω2+ ...+ 2
2n
ϕ2n
′
(ω)Ω2n. (3.4)
Thus, the intensity of the SHG light can be written as (if higher orders are neglected)
I(2ω) ∝
∣∣∣∣∫ dΩ ∣∣∣E˜(ω+Ω)∣∣∣ ∣∣∣E˜(ω−Ω)∣∣∣ ei2ϕ(ω) eiϕ ′′(ω)Ω2∣∣∣∣2 . (3.5)
Therefore, the intensity of the second-harmonic spectrum at a given frequency ω is max-
imum if
ϕ ′′(ω) = 0. (3.6)
The phase imprinted on the laser pulses in such a MIIPS measurement is
ϕ(ω) = f (ω)+φ(ω), (3.7)
where φ(ω) represents the intrinsic spectral phase that has to be found out. The condi-
tion (3.6) for maximum SHG intensity is fulfilled, if
φ ′′(ω) =− f ′′(ω). (3.8)
Hence, the unknown intrinsic spectral phase of the laser pulses can be reconstructed by
the reference phase f (ω) and the determination of its second derivative. As reference
phase a sinusoidal function is typically chosen [89, 90]:
f (ω,δ ) = α sin(γω−δ ) . (3.9)
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Figure 3.15: A typical two-dimensional MIIPS spectrum showing the second-harmonic light as
a function of the parameter δ (simulation result). The intensity of the SHG spectrum peaks at
a specific δmax for a given spectral component ωi. In the case of a bandwidth-limited pulse as
presented here, the maxima form parallel lines shifted by pi as explained in the text.
α and γ are free parameters that can be adapted, but typically α = 1.5pi and γ reflects the
pulse duration [90]. The parameter δ is varied from 0 to 4pi so that the second derivative
of the reference phase covers the full phase range [0, 2pi] for each spectral component.
The principle scheme of the MIIPS is explained in the following: In the first step, the
reference function f (ω,δ ) is applied to the pulse shaper. The parameter δ is scanned
from 0 to 4pi and for each δ -value an SHG spectrum is detected. Figure 3.15 shows a
typical (simulated) MIIPS graph. The SHG spectra (corresponding to a vertical cut) as a
function of δ are typically displayed in such a two-dimensional plot.
As second step, for each spectral component ωi the value δmax(ωi) is determined for
which the SHG intensity is maximized. The given example in Fig. 3.15 presents the case
of ∼ 26 fs short Fourier-limited pulses with φ(ω) = φ ′′(ω) = 0 and a central wavelength
of about 780 nm. With the given reference function (3.9), the result is δ = γ ω ± n pi
(n ∈ N). This means that the SHG maxima form lines with a slope γ . The lines are shifted
by pi along the δ -axis. In case of a quadratic phase the lines are not equidistant anymore,
whereas for a cubic phase the shift is unchanged, but the lines are tilted. Thereby, an
estimation of the type of intrinsic spectral phase from the shape of the measured SHG
spectra is possible. More details can be found in [93].
As third step, the second derivative of the unknown intrinsic phase can be calculated for
each frequency component taking equations (3.8) and (3.9) into account:
φ ′′(ωi) =− f ′′(ωi) = α γ2 sin(γωi−δmax(ωi)) . (3.10)
The original phase φ(ω) is obtained by double integration:
φ(ωi) =−α sin(γωi−δmax(ωi))+ τgω+φ0, (3.11)
where two integration constants τg and φ0 are required which are not known. φ0 corre-
sponds to the carrier envelope phase (CEP) and the linear contribution τg to a shift in time
(cf. chapter 2.1).
38 EXPERIMENTAL METHODS AND SETUP
-0.20 -0.15 -0.10 -0.05 0.00 0.05 0.10 0.15 0.20
0.0
0.2
0.4
0.6
0.8
1.0
In
te
ns
ity
 (a
rb
. u
.)
-0.5
0.0
0.5
1.0
1.5
2.0
-1.0
-1.5
-2.0
P
ha
se
 (r
ad
)
δ (�) Frequency ω−ω0 (fs-1)
a) b)
0.5
0.0
Intensity
(arb. u.)
1.0
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
4.60
4.65
4.70
4.75
4.80
4.85
4.90
4.95
5.00
5.05
 
 
Fr
eq
ue
nc
y 
ω
S
H
G
 (f
s-
1 )
Figure 3.16: Determination of the intrinsic spectral phase of the 30 fs laser pulses. (a) 2D
MIIPS scan of the first iteration step. (b) Obtained residual phase after three iteration steps. An
average over three measurements is taken. For orientation, the laser spectrum (black curve) is also
displayed. The frequency axis is centered around ω0 = 2.416 fs−1. The shaded area indicates the
frequency range of the FWHM which is used for reconstructing the laser pulse in the time domain
(cf. Fig. 3.17). Figure (b) adapted from [93].
In order to improve the accuracy of this phase characterization, the method can be carried
out iteratively. The phase φ (1)(ω) measured in the first iteration step is subtracted by
the pulse shaper. Therefore, only deviations from the determined phase are detected in
the second iteration step and contribute to φ (2)(ω). In the third iteration step, φ (1)(ω)+
φ (2)(ω) are subtracted and the scan is repeated yielding the phase correction φ (3)(ω).
This procedure can be repeated over and over until the desired level of accuracy is reached.
The total measured intrinsic spectral phase after n iteration steps is given by the sum of
all corrective phases
φ(ω) = φ (1)(ω)+φ (2)(ω)+ ...+φ (n)(ω). (3.12)
In principle, the intrinsic phase of a laser pulse can be determined with extremely high
accuracy. However, as derived in chapter 2.1, a constant or linear phase does not have
any impact on the intensity distribution of the laser pulses. Therefore, such phase con-
tributions do not influence the second-harmonic spectrum and cannot be identified by the
MIIPS method.
More information about the presented technique, the role of the parameters α and γ ,
other possible reference functions and the numerical and experimental results are con-
tained in [93]. There, the software for the simulation, the experimental control and phase
reconstruction implemented in LabView are discussed as well.
In order to demonstrate the operation of the MIIPS method, two cases are exemplarily
shown: (i) the measurement of the intrinsic phase of the 30 fs pulses and (ii) the determi-
nation of an additionally imprinted phase.
The first application of MIIPS is to identify the intrinsic phase of the 30 fs laser pulses
provided by the Femtolasers system. The pulses should be transform-limited, but the dis-
persion compensation might not be perfect and the air and other dispersive optical compo-
nents in the beam path may cause a residual phase. The MIIPS was performed three times
with three iteration steps each. Figure 3.16(a) displays one scan of detected SHG light as
function of the parameter δ as example. The finally obtained averaged phase is presented
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Figure 3.17: Reconstructed pulse in the time domain. From the measured spectrum and phase
shown in Fig. 3.16(b), the intensity distribution of the laser pulse in the time domain is derived
by Fourier transform (black curve). The temporal phase (red curve) is obtained by subtracting the
linear contribution ∝ ω0 · t which is determined by the central frequency ω0 (cf. equation (2.12)).
As slope of the linear fit a value of 2.436 fs−1 is found, excellently corresponding to ω0.
in Fig. 3.16(b). Obviously, the laser pulses exhibit a residual phase in the range of 1 rad.
The reproducibility of the method is very good in the frequency range of the FWHM of
the spectrum. The reconstructed pulse in the time domain is shown in Fig. 3.17. It is
obtained by the Fourier transform of the spectrum and phase in the FWHM range (shaded
area in Fig. 3.16(b)).
In a further measurement, an additional phase was imprinted on the laser pulses by the
pulse shaper, namely
φ(ω) = 1000 fs3 (ω−ω0)3+500 fs3 (ω−ω0)2 (3.13)
with the central frequency ω0 = 2.416 fs−1. This corresponds approximately to the dis-
persion induced by a 2.5 mm thick plate of fused silica. Figure 3.18(a) illustrates the 2D
MIIPS scan of the first iteration step. The measured corrective phases φ (i) of each of the
four iteration steps are shown in Fig. 3.18(b) - (e). It becomes directly apparent that the
corrective phases converge more and more to zero. The finally determined phases after
one and four iteration steps, respectively, are plotted in Fig. 3.18(f). The obtained phase
after four iterations reproduces the added phase in the range [ω0−0.05 fs−1, ω0]. In the
range [ω0, ω0 + 0.05 fs−1] it deviates, however, it resembles the intrinsic spectral phase
in Fig. 3.16(b) and can be attributed to it. In general, the reliability of the MIIPS method
is limited by spectral chirp and similar effects.
As a last remark, it has to be noted that the presented technique is not only suitable for
characterizing laser pulses. Since the spectral phase is determined, the already available
pulse shaper can compensate for it and produce bandwidth-limited pulses. Moreover,
the technique can be used to determine the group-velocity dispersion of materials. For
instance, the Dantus group measured the GVD of water, seawater and components of cow
eyes with high precision [94] and investigated the second- and third-order dispersion of
atmospheric gases [95].
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Figure 3.18: MIIPS scan and determination of corrective phases with an additionally imprinted
phase φ = 1000 fs3 (ω−ω0)3 + 500 fs3 (ω−ω0)2. (a) 2D MIIPS scan of the first iteration re-
vealing that a quadratic and cubic spectral phase is present. (b) - (e) Determined corrective phases
after the first (φ (1)), second (φ (2)), third (φ (3)) and fourth (φ (4)) iteration step. The corrective phase
approaches zero successively. (f) Total phase φ (1)+φ (2)+φ (3)+φ (4) (blue dots) compared to the
added phase (black curve). The obtained phase after the first iteration step is depicted in red. The
laser spectrum is plotted as well. Figures (b) - (f) adapted from [93].
Chapter 4
Phase-controlled polarization decay in
small and complex systems
The absorption of light is a well-known phenomenon. In the beginning of the 19th cen-
tury Joseph Fraunhofer discovered the famous absorption lines in the spectrum of the
sunlight, afterwards named Fraunhofer lines [96]. It was Gustav Kirchhoff and Robert
Bunsen who found out that each chemical element exhibits absorption lines which allows
its clear identification. The characteristic absorption properties of the elements allowed
the assignment of the absorption lines observed by Fraunhofer to the components in the
sun’s atmosphere [97].
Not only the chemical elements, but also the chemical compounds like small and large
molecules show specific absorption properties. The energies of the absorption lines cor-
respond to the energy differences between the populated states (typically the ground state)
and the excited states. In atoms, the lowest-energy absorption lines are well separated. A
typical absorption line shape is the Lorentzian profile whose width is determined by the
natural lifetime of the excited state (cf. chapter 2.4). In molecules, not only electronical,
but also rotational and vibrational excitations are possible. A large number of excita-
tions are present, located close to each other in the spectral regime and even overlapping,
resulting in broad absorption bands. However, only little (if any) information of the dy-
namics of the absorption process can be retrieved from these static absorption spectra.
Due to their spectral overlap, the line-shapes and widths of individual transitions to infer
information on couplings among states or their lifetime cannot be accessed.
The dynamics can be revealed in time-resolved spectroscopy as already introduced in
chapter 3.2. Pump–probe experiments are a common technique for time-resolved mea-
surements which are based on two time-delayed laser pulses. In this chapter we in-
vestigate the absorption process in small and complex systems and the modification of
the absorption properties in the course of transient-absorption measurements (cf. chap-
ter 3.2). These pump–probe experiments with attosecond extended/extreme-ultraviolet
(XUV) pulse trains and femtosecond infrared (IR) pulses in helium revealed that the
absorption line shapes are strongly modified by the presence of a second laser pulse.
Thereby, we focus on the case of perturbed polarization decay, i.e. the XUV attosecond
pulses induce polarization and the IR femtosecond pulse perturbs it. The measurements
in helium and the observed results are discussed in section 4.1. Moreover, a formalism
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is developed that explains the observed changes of the absorption profiles in the time do-
main by a laser-induced phase shift of the systems’ response. In section 4.2 the obtained
knowledge about the absorption process and the induced dynamics resulting in the mod-
ifications of the absorption profiles is applied to a large dye molecule in the liquid phase
in order to test the universal applicability of the new concept in both simple and complex
systems.
4.1 Gas-phase experiments in helium
Recently, our group performed transient-absorption measurements in helium in which the
two-electron dynamics was studied [3, 4]. In the pump–probe experiments attosecond
and femtosecond pulses are used. The attosecond pulses derived from the femtosecond
infrared pulses via high-harmonic generation exhibit an extremely broad spectrum in the
extended or extreme ultraviolet (EUV/XUV) regime giving rise to few-pulse attosecond
pulse trains, each of a duration less than 500 as. The infrared pulses with a pulse duration
of about 7 fs are provided by our laser system (cf. chapter 3.1.1). The intensity of the
IR pulses can be varied by an iris. The attosecond and femtosecond pulses are focused
into a cell filled with helium gas. The EUV/XUV spectrum of the transmitted attosecond
pulses is detected as a function of the time delay between the EUV/XUV and IR pulses.
Alternatively, the XUV spectrum can be measured as a function of the IR-pulse intensity
at a fixed time delay τ . Thereby, the striking effect was discovered that the absorption line
profiles can be modified by changing the intensity of the time-delayed infrared pulse. The
details of the setup (including the description of the attosecond beam line and the high-
harmonic generation) are provided by [66, 98]. The important features of the setup that
has to be pointed out here are the high temporal and spectral resolution. The combination
of both allowed the observation of the discovered effect of laser-controlled spectral line
shapes, discussed in the following.
There are different processes induced in the helium atoms by XUV light exceeding
∼60 eV. As one possibility, the attosecond pulses can directly ionize a helium atom:
He−→ He++ e−. (4.1)
Another possibility is that both electrons are transfered into a doubly excited state. These
doubly excited states are metastable because of the electron-electron interaction and decay
via autoionization:
He−→ He∗∗ −→ He++ e−. (4.2)
Both pathways lead to the same result, i.e. singly ionized helium atoms. These two path-
ways can be regarded as the arms of an interferometer and their interference leads to the
well-known asymmetric line shapes which can be observed e.g. in photoabsorption spec-
tra. These asymmetric absorption lines were described by Ugo Fano [22] and are termed
Fano resonances. The autoionization cross section according to Fano is given by
σFano =
(q+∆)2
1+∆2
with ∆=
E−E0
h¯Γ/2
, (4.3)
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Figure 4.1: Lines shapes of Fano resonances for different asymmetry parameters q as function of
the reduced energy ∆. For q→±∞ the profiles exhibit a Lorentzian line shape.
where E0 corresponds to the resonance energy, Γ to the resonance width, ∆ to the reduced
energy and q is the Fano asymmetry parameter characterizing the asymmetry of the ab-
sorption line shape. The influence of the q parameter on the line shape is illustrated in
Fig. 4.1.
The observations made in the experiment are that the Fano absorption line shapes of
the doubly excited states can be transformed into Lorentzian profiles by increasing the
intensity of the IR pulses that follow the XUV pulse. The scan of the IR-pulse intensity
at a fixed time delay τ = 5 fs, i.e. the XUV pulse excites the helium atoms first and the
IR pulse arrives 5 fs later, is presented in Fig. 4.2. Lineouts of the absorption lines for
the higher excited states are displayed in Fig. 4.3 for five different intensities. As it can
be seen, the absorption lines of the different doubly excited states show the expected
Fano shapes when there is no infrared laser present. For increasing IR-pulse intensity,
the Fano lines are modified. At an IR peak intensity of about 2 ·1012 W/cm2 the profiles
are Lorentzian. The absorption line shapes are further altered for higher intensities. The
absorption peaks can be described by inverted Fano lines for about 3 · 1012 W/cm2. At
4 ·1012 W/cm2 window resonances can be assigned, before the absorption lines disappear
at even higher intensities.
The infrared laser field obviously transforms the initially Fano-shaped absorption lines
into Lorentzian profiles by increasing the pulse intensity. The arising question is how the
observed effect can be explained. For this purpose, a closer look at the dipole response in
the time domain is necessary.
The absorption of an XUV photon leads to the excitation of an electronic state. In the
time domain picture, a dipole oscillation is induced which decays exponentially as given
by the lifetime of the excited state. Symmetric Lorentzian absorption lines are obtained in
the presence of isolated discrete states that are subject to exponential decay. Thereby,
the linewidth Γ is determined by the inverse of the lifetime. As already introduced
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Figure 4.2: Two-dimensional plot of the measured absorption spectra as a function of the peak
intensity of the infrared pulse at a fixed time delay τ ≈ 5 fs. The spectra are averaged over a range
±2.4 fs. The chosen time delay corresponds to the case that the XUV pulse excites the helium
atoms first, before the IR pulse follows 5 fs later. The different doubly excited states of helium are
indicated. The modification of the absorption lines with increasing intensity is clearly visible.
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Figure 4.3: Absorption spectra at a fixed time delay τ = 5 fs for different peak intensities of
the infrared pulses as indicated (corresponding to lineouts of Fig.4.2 for the higher excited states).
The initially Fano-shaped absorption lines are modified by the presence of the 7 fs short infrared
laser pulse. The absorption profiles are transformed into Lorentzian lines at a peak intensity of
about 2 ·1012W/cm2. For even higher intensities inverted Fano line shapes are obtained.
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Figure 4.4: Line shapes and their corresponding dipole responses for a Lorentzian (a) and a Fano
profile (b). The relation between absorption cross section σ(ω) and the dipole moment d(ω) is
given by equation (2.47), i.e. σ(ω)∝ Im{d(ω)}where d(ω) is the Fourier transform of the dipole
response d˜(t). The additional phase leading to a Fano line profile stems from the coupling of the
bound states to a continuum. However, a phase shift ∆φ can also be induced by a laser field as
demonstrated and discussed in this section.
in chapter 2.4, the absorption cross section can be derived from the dipole moment by
σ ∝ Im{d}. The relation between the absorption cross section and the dipole response is
depicted in Fig. 4.4. According to Fano’s theory, asymmetric resonances appear if the dis-
crete excited states are coupled to a continuum. In a time domain picture, an asymmetric
Fano profile can also be explained by a phase shift of the dipole response (see Fig. 4.4).
Thus, a phase shift of the dipole response causes a change of the line profile. The con-
nection between the phase φ of the exponentially decaying dipole moment and the Fano
q parameter was derived by our group and is given by
φ(q) = 2 arg(q− i). (4.4)
The inverse relation can be written as
q(φ) =−cot
(
φ
2
)
. (4.5)
With the help of these equations, the phase of the dipole response can be mapped to the
q parameter characterizing the absorption line shapes. For instance, a Lorentzian profile
corresponds to a phase of φ = 2pi ·n (n ∈ Z) and q→+∞ or q→−∞.
Following the explanations above, the change of the absorption line profiles with increas-
ing IR-pulse intensity, observed in the helium experiment, can be attributed to a phase
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shift that is induced by the infrared laser. The presence of the laser field shifts the phases
of the metastable doubly excited states and accordingly modifies the Fano line shapes.
The laser-induced phases originate from the dynamical (AC) Stark effect where the elec-
tric laser field shifts the energy of the states. For monochromatic laser fields, the energy
shift ∆E is constant. As the (non-monochromatic) laser pulses have a finite temporal du-
ration, the energy shift is time-dependent. Since the pulse duration ∆tlaser of the infrared
laser is much shorter than the lifetime of the excited states, the total phase shift can be
approximated by
∆φ =−1
h¯
∫
∆tlaser
dt ′∆E(t ′). (4.6)
If the excitation by the IR pulse is impulsive, "kick-like", i.e. the pulse duration is much
shorter than the lifetime of the states, the phase shift corresponds to the phase φ(q) and
can thereby directly attributed to the q parameter. Thus, the modification of the absorption
line shapes caused by the infrared pulse serves as a measure of this quantum phase and
can be quantified using equations (4.4) and (4.5).
The manipulation of the phase of an excited state, induced by the interaction with short
laser pulses, leads to a modification of the q parameter characterizing a natural Fano
absorption line shape. Therefore, the inverse process, i.e. transforming a Lorentzian into
a Fano absorption profile, should be possible as well. This scenario was proven by our
group by focusing on the singly excited states of helium. These absorption lines exhibit
a symmetric Lorentzian absorption profile in the absence of the additional laser field.
However, the presence of the infrared laser pulse leads to the change of the absorption
peaks into Fano lines and even more, an amplification of the EUV light at the resonances
of the singly excited states, i.e. a gain, could be induced. The details concerning these
measurements and experimental results are given in [3, 98].
The discussed experiments and the derived results provide clear evidence of the validity
of the Fano-phase concept. The presented formalism enables the modification and control
of the absorption profiles. The mapping between the Fano asymmetry parameter and the
phase of the dipole response allows to extract information about the quantum phase of
excited states and the dependence on interactions solely by analyzing line shapes. This
offers the perspective to transfer the developed phase control of absorption profiles to
more complex systems as it is discussed in the following section.
4.2 Experiments in the liquid phase
The possibility to control the absorption properties of a system, i.e. changing the absorp-
tion profile by an induced phase shift due to the variation of the laser pulse intensity, as
demonstrated for the case of helium and explained in the previous section, is a promising
result. It raises the question if the Fano-phase formalism can be adapted to other systems,
not only atoms, but molecules or even larger systems like condensed-phase systems. In
the case of helium, the singly excited states are well separated and the absorption profiles
are spectrally narrow. The situation is different in larger systems like molecules. There are
several states that even overlap spectrally, giving rise to broad absorption bands instead
of single, isolated absorption lines.
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Figure 4.5: Molecular structure of the dye IR144. The central chain is framed by a nitrogen
atom on either side. The conjugated double bonds form an extended pi-electron system. Another
mesomeric resonance structure with the positive charge located at the nitrogen atom at the other
end of the central chain can be drawn so that the pi-electrons can be regarded as delocalized.
Therefore, the idea is to choose a complex molecule as target and to perform transient-
absorption measurements in order to investigate if the discovered control mechanism is
applicable as well. Moreover, the liquid phase is chosen instead of a gaseous sample.
The following sections give insight into the measurements and the obtained results. A
numerical model is also introduced to reproduce and interpret the experimentally observed
effects.
4.2.1 The liquid-phase target: dye IR144
The dye molecule IR144 is chosen as target system. It is a crystalline solid of dark ma-
roon or bronze color. The following numbers are taken from [99, 100]. The chemical
formula of IR144 is C56H73N5O8S2 and it has a molar mass of 1008.34 g·mol−1. The
molecular structure of this complex molecule is shown in Fig. 4.5. The sequence of con-
jugated double bonds of the central chain framed by a nitrogen atom on the left and right
side provides an extended pi-electron system. The pi-electrons are delocalized over the
central nitrogen-carbon chain (more information is provided in section 4.2.3). Another
mesomeric resonance structure where the positive charge is located at the nitrogen atom
at the other end of the central chain can be drawn. The solution of IR144 in ethanol
exhibits a broad absorption maximum at 750 nm (cf. Fig. 4.6) and the fluorescence max-
imum is located at 848 nm. IR144 is a laser dye which can be used for pulsed operation.
The lasing wavelength is tunable around 880 nm.
Our decision for IR144 was taken because of several reasons. First of all, it is an example
for a complex molecule which exhibits an absorption maximum close to a wavelength of
800 nm which is covered by the spectral range of our laser system. Secondly, IR144 is
a standard dye and serves as a prototype system in spectroscopy, e.g. in transient-grating
or 2D-spectroscopy [101–105]. Thirdly, it is a non-hazardous chemical, i.e. it is neither
toxic nor carcinogenic. In our experiments, a solution of the dye IR144 in methanol is
chosen which has a blue color. Such a solution (with a concentration typically smaller
than 0.5 mmol/l) is used in the measurements described in the following as well as in the
experiments discussed in chapter 5.3.
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Figure 4.6: Absorption spectrum of the dye IR144 (solvent: ethanol). The dye has a broad
maximum at a wavelength of 750 nm. Adapted from [100].
4.2.2 Transient-absorption measurements
For the transient-absorption measurements, the experimental setup described in chap-
ter 3.3.1 is used. A solution of IR144 in methanol at a concentration of 0.125 mmol/l is
prepared as sample. In the helium experiment, the pulse duration of the infrared pulse is
much shorter than the lifetime of the dipole oscillation. In order to keep the pulse duration
short compared to the decay times of the dye IR144, the sub-7 fs short pulses (obtained
after the hollow-core fiber, cf. chapter 3.1.1) are used instead of the 30 fs laser pulses.
The spectrum of the laser pulses is displayed in Fig. 4.7. The pump and probe beams
are focused into the sample and the spot size amounts to roughly 240 µm in diameter.
The time delay τ between pump and probe pulse is scanned in steps of ∼1.33 fs from
the negative to the positive range. A positive τ corresponds to the usual pump–probe
scenario in which the probe follows the pump pulse. The case of negative τ means that
the probe pulse precedes the pump. The latter is equivalent to the positive time-delay
range in the helium experiment presented in the previous section 4.1. There, the weak at-
tosecond pulses can be regarded as probe pulses and the stronger IR laser pulse as pump.
The energy of the probe pulse is kept constant at about 21 nJ, whereas the pump-pulse
energy Epump is varied in the course of the experiment and time-delay scans are carried
out for different pump-pulse energies in analogy to the helium measurements. The more
intense pump pulse in the liquid-phase experiments plays the role of the infrared pulse
in the gas-phase helium measurements. For the derivation of the absorption spectra, the
optical density OD = −log(Sp/SL) (see equation (2.48)) is determined where Sp is the
transmitted spectrum of the probe pulse as function of the time delay. The pure spectrum
of the probe beam, i.e. no sample and no pump beam, is taken as reference laser spectrum
SL.
Figures 4.8 and 4.9 show time-delay scans in the range from -100 fs to +100 fs for differ-
ent pump-pulse energies (ranging between 150 nJ and 1.25 µJ). In order to reduce noise
induced by fluctuations of the laser pulse intensity, the absorption spectra for one spe-
cific τ are averaged over five pixels (one pixel corresponds to a time-delay step of about
1.33 fs). Combined with the error of the determination of the piezo position for τ = 0 fs,
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Figure 4.7: Spectrum of the laser pulses used for the liquid-phase transient absorption measure-
ments.
the time delay τ can be estimated to an error of about ±6 fs.
At low pump-pulse energies, the induced effects are minor, but become stronger for in-
creasing pulse energies. A common feature of all scans is that the absorption signal is
reduced at positive time delays compared to negative time delays. This can be explained
by the fact that for positive time delays the pump pulse precedes the probe pulse. The
pump pulse has already excited the sample prior to the probe pulse so that probe light is
absorbed less. Around a time delay τ = 0 fs, the modifications of the measured absorp-
tion spectra are strongest. The spectra get extended to the range of higher frequencies
and the maximum is also shifted towards larger ω . In addition, a minimum (a dip-like
feature) occurs in the range of ω ≈ 2.4−2.5 fs−1 at positive time delays with increasing
pump-pulse energy. In the region around a time delay of 0 fs, the modifications are most
distinct.
The interesting question is whether changes appear in the absorption spectra with in-
creasing pump-pulse energy at negative τ , in order to investigate the analogous case to
the helium perturbed polarization decay measurements. There, the change of the doubly-
excited state absorption profiles from a Fano to a Lorentzian line shape was observed. For
this purpose, the absorption spectra averaged over the time delay of the IR144 experiment
are plotted as a function of Epump for specific time delays close to τ = 0 fs and presented
in Fig. 4.10. Here, the spectra are normalized and scaled to the integrated spectral range
2.195 − 2.902 fs−1. Time delays of τ = -30 fs, -20 fs, -10 fs and 0 fs are chosen for
comparison. Lineouts for τ = -20 fs and τ = 0 fs are displayed exemplarily in Fig. 4.11.
For a time delay of -30 fs there are hardly any changes of the absorption spectrum visible.
When the time delay approaches 0 fs, the modifications become stronger. First of all,
the maximum at about 2.55 fs−1 shifts to higher frequencies for an increasing pump-
pulse energy. Secondly, a minimum appears around 2.5 fs−1. Thirdly, looking at the
lineouts for a time delay τ = -20 fs, a shoulder becomes evident at about 2.4 fs−1 with a
second minimum at lower frequencies next to it. This shoulder resembles more and more
a peak if the time delay reaches τ = 0 fs. The feature at about 2.3 fs−1 does not show
any systematic trend and can be regarded as an artefact due to a strong oscillation of the
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Figure 4.8: Measured absorption spectra of the transient-absorption experiment with IR144 in
methanol for a pump–probe time-delay range from -100 fs to +100 fs. The transient-absorption
measurements are carried out for different pump-pulse energies: (a) 150 nJ, (b) 200 nJ, (c) 250 nJ,
(d) 338 nJ, (e) 425 nJ, (f) 500 nJ, (g) 588 nJ and (h) 675 nJ. The spectra are averaged over about
±2.6 fs for each time delay τ .
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Figure 4.9: Transient-absorption measurements in a solution of IR144 in methanol for a pump–
probe time-delay range from -100 fs to +100 fs. The transient-absorption measurements are
carried out for different pump-pulse energies: (a) 750 nJ, (b) 825 nJ, (c) 925 nJ, (d) 1.0 µJ, (e)
1.125 µJ and (f) 1.25 µJ. The spectra are averaged over about ±2.6 fs for each time delay τ .
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Figure 4.10: Intensity scans for different time delays τ = -30 fs, -20 fs, -10 fs and 0 fs (±6 fs).
The pump-pulse energies are 150 nJ (1), 200 nJ (2), 250 nJ (3), 338 nJ (4), 425 nJ (5), 500 nJ (6),
588 nJ (7), 675 nJ (8), 750 nJ (9), 825 nJ (10), 925 nJ (11), 1.0 µJ (12), 1.125 µJ (13) and 1.25 µJ
(14).
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Figure 4.11: Lineouts of the absorption spectra for τ = -20± 6 fs (a) and τ = 0± 6 fs (b) to
demonstrate the induced modifications with increasing pump-pulse energy. Dashed lines are added
to guide the eye. The maximum at initially about 2.55 fs−1 is shifted to larger frequencies and
a minimum at roughly 2.49 fs−1 occurs. Moreover, a shoulder/peak at about 2.4 fs−1 becomes
apparent.
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reference laser spectrum in this spectral regime (cf. the region around 810 - 830 nm in
Fig. 4.7).
At a time delay of 0 fs, the pump and probe pulses overlap and the observed effects are
very strong. However, even at a significant pulse separation of about -20 fs, modifications
can be identified. There are various possible excitations in such a complex molecule like
IR144 and the corresponding absorption lines are located spectrally close to each other
and even overlap. Nevertheless, changes in the absorption spectra with increasing pump-
pulse energy can be definitely recognized.
The questions we want to address in the subsequent section are: Is it possible to describe
the observed modifications in analogy to the Fano-phase mechanism as it was developed
for the case of helium? Can the formalism be applied to such a complex system?
4.2.3 Numerically modeling the absorption spectra
In order to understand and interpret the experimental results, a simulation is carried out.
Our aim is to describe the observed changes in the absorption spectra at negative pump–
probe time delays in analogy to the helium measurements where the Fano-phase concept
was introduced. There, the changes of the line shapes are explained by a phase shift of
the induced dipole oscillation. Thereby, the phase shift increases with the intensity of the
infrared (pump) pulse. The model used for the description of the measurements in IR144
is discussed in the following. It has to be noted that a toy model is developed which
can describe the observed features qualitatively. The toy model provides an intuitive
and simple access to the description of the dynamics and can serve as a basis for more
complex models or ab-initio simulations. The simulation was implemented in the course
of a Bachelor thesis under my supervision and the following discussion refers to [106] in
which further details can be found as well.
The theoretical model
In the provided explanation of the underlying model, a two-level system is assumed for
simplicity. As derived in chapter 2.4, an oscillating electric field (e.g. a laser pulse) in-
duces a dipole d = q · x in the atoms or molecules. The induced dipole can be related to
the absorption coefficient α or the absorption cross section σ by (cf. equation (2.47))
σ(ω) ∝ α(ω) ∝ Im
{
d(ω)
Es(ω)
}
= Im
F
{
d˜(t)
}
Es(ω)
 , (4.7)
where Es(ω) is the spectrum of the laser pulse and d(ω) can be derived from the Fourier
transform of the induced dipole oscillation.
The crucial part of the simulation is the determination of the dipole response d˜(t) which
is given by the expectation value of the dipole moment 〈Ψ(t) |d|Ψ(t)〉 with d = q · x
(cf. chapter 2.4). The temporal evolution of the state has to be taken into account:
|Ψ(t)〉= cn(t) e−i
En
h¯ t |n〉+ cm(t) e−i
Em
h¯ t |m〉 , (4.8)
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where |n〉 is the ground state, |m〉 the excited state and the Ei are the eigenenergies of the
respective states given by the stationary Schrödinger equation. |ci(t)|2 corresponds to the
population of state |i〉.
Hence, the dipole response can be written as
d˜(t) = c∗m(t) cn(t) 〈m |d|n〉 e−i
En−Em
h¯ t + c.c. (4.9)
where the transition dipole moments 〈i |d| i〉 are assumed to be zero. The transition dipole
matrix element 〈m |d|n〉 is time-independent.
Furthermore, the dipole oscillation does not remain for infinity, but decreases in time
with a damping constant Γ. The damping constant is determined by the lifetime of the
polarization which is limited by system relaxation and inhomogeneous broadening within
the system. Thus, the dipole oscillation can be written as
d˜(t) = c∗m(t) cn(t) e
i (Em−En)h¯ t 〈m |d|n〉 e−Γ2 t + c.c.= c∗m(t) cn(t) eiωmnt 〈m |d|n〉 e−
Γ
2 t + c.c.,
(4.10)
with ωmn = (Em−En)/h¯. As we do not know the matrix element 〈m |d|n〉, it is assumed
to be constant. Since the laser pulse is regarded as a small perturbation of the system,
the population of state |n〉 is approximately unchanged and cn(t) ≈ 1. Therefore, the
expression for the dipole oscillation simplifies to
d˜(t)≈ c∗m(t) e−
Γ
2 t eiωmnt + c.c. (4.11)
The coefficient c∗m(t) can be calculated by time-dependent perturbation theory which is
described in detail in [107, 108] and only a summary is provided here.
The laser pulse acts as a small perturbation to the system under study. The time-dependent
Schrödinger equation with a small perturbation λ Wˆ (t) generally reads as
i h¯
∂
∂ t
|Ψ(t)〉= (Hˆ0+λ Wˆ (t)) |Ψ(t)〉 . (4.12)
The solution can be expanded into the eigenfunctions of the unperturbed Schrödinger
equation (cf. chapter 2.5):
|Ψ(t)〉=∑
j
c j(t) e−i
E j
h¯ t | j〉 . (4.13)
Inserting this ansatz into equation (4.12) and taking the projection onto state 〈m|, the
relation for the coefficient cm(t) is obtained:
i h¯
d
dt
cm(t) = λ ∑
j
c j(t) eiωm jt
〈
m
∣∣Wˆ (t)∣∣ j〉 , (4.14)
withωm j =(Em−E j)/h¯. Equation (4.14) is equivalent to the Schrödinger equation (4.12).
As λ  1, the coefficients can be expanded into a power series in λ :
cm(t) = c
(0)
m (t)+λ c
(1)
m (t)+λ 2 c
(2)
m (t)+ ... (4.15)
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By inserting this expansion of cm(t) into equation (4.14) and sorting by the different orders
of λ , the c(i)m (t) can be determined.
At time t = 0 the system is in its ground state |n〉. Hence, c(0)m (0) = δmn and c(i)m (0) = 0
for i≥ 1. Then, the solution in first order of λ reads as
c(1)m (t) =− ih¯
t∫
0
dt ′ eiωmnt
′ 〈
m
∣∣Wˆ (t)∣∣n〉 . (4.16)
In our case, the perturbation Wˆ (t) is given by the dipole moment d = q · x and the laser
field Elaser(t):
c(1)m (t) =− ih¯
t∫
0
dt ′ eiωmnt
′ 〈
m
∣∣d Elaser(t ′)∣∣n〉
=− i
h¯
t∫
0
dt ′ eiωmnt
′
Elaser(t ′) 〈m |d|n〉 . (4.17)
Since we do not know the dipole matrix elements 〈m |d|n〉 for the dye IR144, this term
is set constant again. Therefore, by inserting the result for c∗m(t) the dipole oscillation is
determined in our simulation via
d˜(t) ∝
i
h¯
 t∫
0
dt ′ e−iωmnt
′
Elaser(t ′)
 e−Γ2 t eiωmnt + c.c. (4.18)
In the simulation, the real electric field of the laser pulse is mimicked by a typical Gaussian
envelope with a sinusoidal carrier wave,
Elaser(t) ∝ e
− (t−ts)2
2σ2 eiω0t + c.c., (4.19)
where ω0 represents the center frequency and ts a shift in time, so that the full pulse profile
is located in the range t > 0.
Finally, it has to be taken into account that the excited states are not populated at the same
instant of time. The dipole oscillations of states that are excited later in time will last
longer. Therefore, an imaginary part is added to the transition frequency, i.e. ωmn+ iΓ/2,
which contains the decay constant Γ.
The final result describing the dipole oscillation is given by
d˜(t) ∝
i
h¯
 t∫
0
dt ′ ei(ω0−ωmn)t
′
e
Γ
2 t
′
e−
(t′−ts)2
2σ2
 e−Γ2 t eiωmnt . (4.20)
Here, the rotating-wave approximation is applied in which the rapidly oscillating term
ω0+ωmn is neglected and the complex representation of d˜(t) is used.
Now, the absorption spectrum for the transition |n〉 −→ |m〉 can be derived by equa-
tion (4.7).
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So far, only one single pulse, i.e. the excitation pulse, is considered. In the experiment,
two laser pulses of identical shape, i.e. a strong pump pulse and a weak probe pulse,
interact with the sample and the time delay between the two pulses is scanned. Therefore,
a second pulse, i.e. the control pulse, is introduced in our model. As the two pulses
exhibit an identical shape, but they are delayed in time by τ , the complex control pulse is
described by
Econtrol(t) ∝ e
− (t−ts−τ)2
2σ2 eiω0t . (4.21)
The control pulse causes a shift of the resonance frequency due to the dynamical Stark
effect. The shift of the resonance frequency depends on the intensity of the laser pulse
and the modified resonance frequency is given by
ω˜mn = ωmn+∆ω(t) = ωmn+ c˜ · |Econtrol(t)|2 = ωmn+ c˜ · Icontrol(t). (4.22)
The coupling constant c˜ is a measure for the magnitude of the laser-induced frequency
shift. In contrast to the monochromatic case where the induced frequency shift is constant,
the laser pulse induces a time-dependent shift ∆ω(t). Therefore, the additional phase φ
imprinted on the dipole oscillation can be expressed by
φ(t) =
t∫
0
dt ′∆ω(t ′) =
t∫
0
dt ′ c˜ Icontrol(t ′). (4.23)
Moreover, the term exp(iωmnt) and, hence, the phase φ(t) is included twice in equa-
tion (4.20): firstly as part of the coefficient c∗m(t) and secondly as additional term to the
carrier frequency of the dipole oscillation ωmnt. Thus, the induced phase does not only
shift the resonance frequency, but leads to a change of the excited state population. There-
fore, the simulation does not describe the phase shift to be "kick-like", i.e. instantaneous,
but following the control pulse envelope. The dipole oscillation is altered and the addi-
tional phase causes a change of the absorption profile as already observed in helium.
As there is not only one single transition in the dye molecule IR144, but a large number
of possible excitations, a dipole response consisting of the sum of different dipole oscil-
lations d˜k(t) is assumed. However, each d˜k(t) is calculated in the way explained above.
The absorption spectrum is then determined by
α(ω) ∝ Im
F
{
∑k d˜k(t)
}
Es(ω)
 . (4.24)
The spectrum Es(ω) is the Fourier transform of the temporal electric field of the laser
pulse.
Modeling the transitions in the molecule IR144
In order to determine the dipole responses d˜(t), the possible excitations of the IR144
molecule need to be known. As the dye IR144 is a complex molecule (see structure shown
in Fig. 4.5), the electronic and vibrational energy levels cannot be calculated in a simple,
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Figure 4.12: Simplified molecular structure of IR144 used in the calculations of the infrared
vibrational transitions in the ground and first excited state.
straightforward way. However, we can estimate the energy levels and derive the possible
transitions by a very simple model. The electronic transition from the ground state to the
first excited state is estimated by the particle-in-a-box model. The vibrational levels in
the ground and first excited state (infrared absorption) are calculated by Jan Mewes from
the Dreuw group, IWR Heidelberg, but for a simplified molecular structure where the
substituents are replaced by methyl groups as depicted in Fig. 4.12.
As already mentioned in section 4.2.1, the central chain consists of conjugated double
bonds so that it has a planar geometry. The electron density of the pi molecular orbitals is
concentrated above and below the molecular plane and the pi electrons can be regarded as
delocalized along the chain. We assume that the lowest energy electronic transition will
stem from the excitation of this pi-electron system. Only the two naphthalene groups at
either side of the molecule exhibit another conjugated pi-electron system. However, the
lowest excitation energies of naphthalene are about 3 eV [109] so that contributions to the
lowest energy absorption band of IR144 can be excluded. In the lowest energy transition,
a pi electron is excited from the highest occupied molecular orbital (HOMO) to the lowest
unoccupied molecular orbital (LUMO). The excitation energy is estimated by a semiem-
pirical method, the so called free-electron molecular-orbital (FE MO) method [110]. The
model assumes that the pi electrons can move freely along the conjugated chain of the
molecule. In case of the IR144 molecule, the chain is built up by nine carbon atoms and
two nitrogen atoms, each of which form the end of the conjugated chain. The pi electrons
are trapped in this nitrogen-carbon chain corresponding to the particle-in-a-box principle.
The energy levels of a particle in a box are given by
En =
h2n2
8mL2
, (4.25)
where m is the electron mass and L is the box length. The transition energy is given by
∆E = ELUMO−EHOMO = h
2
8mL2
(
n2LUMO−n2HOMO
)
=
h2
8mL2
(2nHOMO+1) , (4.26)
since the LUMO is the next higher state of the HOMO, i.e. nLUMO = nHOMO+1. Thus, the
box length L and the n state of the highest occupied pi molecular orbital need to be found
out which is done in the following way: The central chain contains five double bonds with
two pi electrons each, yielding ten electrons. As the lone pair of the nitrogen atom takes
part in the pi bonding as well (cf. [110]), twelve electrons have to be considered in total.
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Figure 4.13: Schematic of the calculated energy levels of IR144 used in the simulation. The
offset energy of the first electronically excited state is estimated by the free-electron molecular
orbital method which treats the pi electrons as particles in box. The vibrational states ∆ωvib were
obtained by cooperation with a theory group [111].
Hence, the six lowest energy levels, n = 1, 2, 3, 4, 5 and 6 are occupied, because each
molecular orbital is filled with two pi electrons of opposite spin, and nHOMO = 6.
The nitrogen-carbon chain includes ten bonds. As conjugated bond length, 1.40 Å are
typically assumed. Adding an extra bond length at each end of the nitrogen-carbon chain
yields a total box length of 12 ·1.40 Å = 16.8 Å. Thus, a transition energy of
∆E ≈ 1.73 eV (4.27)
is determined which corresponds to a wavelength of about 717 nm and a frequency of
approximately 2.6 fs−1. This is in very good agreement to the absorption maximum of
the dye IR144 located at about 750 nm (cf. Fig. 4.6). ∆E is taken as the energy difference
between the first electronical excited state and the ground state as indicated in Fig. 4.13.
The vibrational states in the electronical ground (S0) and first excited (S1) state are cal-
culated by Jan Mewes [111] as already mentioned at the beginning of this section. The
calculations are based on density functional theory. The Schrödinger equation for the
electrons is iteratively solved in the field of the nuclei, using the Born-Oppenheimer ap-
proximation. After the electronic wave functions of the ground and excited state are
obtained, the vibrational states are determined. For this purpose, the normal modes and
their frequencies are calculated by the conventional method of diagonalizing the Hessian
matrix [112–114].
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Frequency ∆ωvib (fs−1) Intensity (arb. u.) Population probability
0.230 2784 0.30
0.239 1487 0.24
0.249 1232 0.19
0.265 3284 0.12
0.295 2861 0.06
0.297 1637 0.05
0.303 2040 0.04
Table 4.1: Calculated vibrational states of the ground state S0 [111]. Only the states with a
population probability (given by the Boltzmann distribution) > 0.1 are taken into account in the
simulation (cf. [106]). A schematic drawing of the energy levels is shown in Fig. 4.13.
As result a few hundred of vibrational states are calculated for both the ground and ex-
cited state, however, they exhibit different contributions. We restrict ourselves to the
vibrational states with strongest contributions, i.e. we select only the vibrational states
with an intensity > 1000. Thus, for the first excited state only four vibrational states are
selected, whereas for the S0 electronic ground state seven vibrational states are chosen.
The number of relevant vibrational states in S0 is further reduced since the population of
the vibrational states in S0 is determined by the temperature T . The population probability
is given by the Boltzmann distribution
w(∆E) ∝ e−
∆E
kBT , (4.28)
where a thermal energy of kBT = 1/40 eV is assumed. Only the infrared vibrational states
with a population probability ≥ 0.1 are considered so that in total four vibrational states
are taken into account in the electronic ground state. For the ground state, the offset en-
ergy (zero-point energy) is neglected and the offset of the first excited state is assumed to
be 2.6 fs−1 as derived above. The vibrational states are listed in Tab. 4.1 for the ground
state and in Tab. 4.2 for the first excited state. The considered vibrational states in the
ground and excited state and the used energy assignments are shown schematically in
Fig. 4.13.
Finally, the transition frequencies are determined by taking all possible combinations be-
tween the states in S1 and in S0. Thereby, the Franck-Condon overlap is neglected to
keep the model simple. Thereby, it is assumed that all transitions have the same transi-
tion strength. The determined spacing of the various transitions is in the range of 0.01 –
0.02 fs−1.
In order to cross-check our toy model, we compare it to the measured fluorescence spec-
trum by Carson et al. [115]. From their fluorescence spectrum a difference of about
0.025 fs−1 between the transition modes can be deduced (cf. [106]). Therefore, we can
make the assumption that the separation of the possible transitions is in the range of
0.010 – 0.025 fs−1. Here, it has to be emphasized again that our aim is to qualitatively
model and understand the experimental absorption spectra. Since we do not seek to give
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Frequency ∆ωvib (fs−1) Frequency ω (fs−1) Intensity (arb. u.)
= ∆ωvib + 2.6 fs−1
0.215 2.815 3504
0.238 2.838 1398
0.240 2.840 1041
0.292 2.892 2117
Table 4.2: Calculated vibrational states of the first electronically excited state S1 [111] considered
in the numerical model (cf. [106]). A sketch of the energy levels is presented in Fig. 4.13.
quantitative results and to calculate the spectra with high accuracy, the approximations
and simplifications made are justified.
Comparison of simulation and experiment
The considerations explained in the previous section are now used to mimic the mea-
sured absorption spectra by 22 equidistant transitions in the frequency range from 2.34
to 2.76 fs−1. A spacing of 0.02 fs−1 and equal amplitudes are assumed. The laser pulses
are modeled by a Gaussian spectrum centered around 2.6 fs−1 and have a pulse dura-
tion of about 8 fs. As the lifetimes of the various transitions are not known, a common
damping constant Γ is chosen for all considered transitions. A value of Γ = 0.1 fs−1 is
found to match the intensity-scan spectra best. In the experiment, the energy of the pump
pulse is varied. In the Fano formalism, the phase shift induced by the pump pulse leads
to a modification of the absorption profile. The higher the pulse intensity, the larger is
the change of the line shape. In the simulation, the induced phase shift is implemented
by equation (4.23) and determined by the intensity of the laser pulse I and the coupling
constant c˜. In the following, we refer to the product c˜ I as coupling c. The coupling is
assumed to be the same for all transitions that couple to the laser pulse. In the numeri-
cal model, the experimental intensity change of the pump pulse is imitated by changing
the coupling c which is a measure for the induced phase shift. The value of c˜ is varied
to modify the coupling. However, a change of the coupling c can be interpreted in two
ways: (i) the pulse intensity is constant so that the coupling constant is different or (ii) the
coupling constant remains unchanged, but the pulse intensity varies. A value of 106 for
the coupling c˜ I, in the units chosen here, corresponds to an accumulated phase of 2pi for
the laser pulse of duration 8 fs as used here throughout.
In the simulation, it is assumed that different transitions are coupled to the laser pulse and
experience the induced additional phase. The aim is to find a configuration of coupled
transitions, which best fit the experimentally measured spectra in their dependence on
time delay and intensity. In Fig. 4.14, the measured absorption spectra versus pump-pulse
energy are shown for different pump–probe time delays and compared to two simulations.
The time delays are chosen to be in the negative range, but close to the full pulse overlap
at τ = 0 fs. This corresponds to the situation in the helium measurements (cf. section 4.1)
where the line shape modifications are observed if the IR laser pulse (pump) follows
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Figure 4.14: Comparison of measurement and simulation. Two-dimensional representation of
the measured and simulated absorption spectra as a function of the pump-pulse energy Epump and
the coupling constant c, respectively, for different time delays τ: (a) -5 fs, (b) -10 fs, (c) -20 fs
and (d) -30 fs. The pump-pulse energies are 150 nJ (1), 200 nJ (2), 250 nJ (3), 338 nJ (4), 425 nJ
(5), 500 nJ (6), 588 nJ (7), 675 nJ (8), 750 nJ (9), 825 nJ (10), 925 nJ (11), 1.0 µJ (12), 1.125 µJ
(13) and 1.25 µJ (14). In the simulations, 22 transitions ranging from 2.34 to 2.76 fs−1 in steps of
0.02 fs−1 with a damping constant Γ= 0.1 fs−1 are taken into account to model the measured ab-
sorption spectra. Laser pulses with a duration of 8 fs and a Gaussian spectrum centered at 2.6 fs−1
are considered. In simulation 1, it is assumed that the four transitions at frequencies 2.36 fs−1,
2.38 fs−1, 2.50 fs−1 and 2.52 fs−1 couple to the control pulse. In simulation 2, three transitions
with frequencies 2.50 fs−1, 2.52 fs−1 and 2.54 fs−1 are coupled to the laser field. Simulation 1∗
presents the results of simulation 1, but for a larger range of the coupling c corresponding to higher
pulse intensities for a constant coupling constant c˜.
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the attosecond pulse train (probe). The absorption spectra are all normalized to the in-
tegral of the spectral range 2.195 − 2.952 fs−1. For comparison, two simulations are
presented that closely mimic the measurements. The two simulated cases differ in the
selected transitions that couple to the control laser pulse. In simulation 1, it is assumed
that the four transitions at frequencies 2.36 fs−1, 2.38 fs−1, 2.50 fs−1 and 2.52 fs−1 ex-
perience the laser-induced phase shift. In simulation 2, only the transitions at frequencies
2.50 fs−1, 2.52 fs−1 and 2.54 fs−1 are considered to be affected by the laser. Simulation
1∗ represents simulation 1, but for a larger coupling range. The coupling starts at 0 in all
simulations, whereas in the measurement the minimum pump-pulse energy is 150 nJ.
In the measurements, it can be clearly seen that the absorption maximum shifts to higher
frequencies with increasing pump-pulse energy. This effect becomes stronger when the
time delay τ approaches 0 fs. At τ = -30 fs, the shift is difficult to identify. Another
feature that appears for time delays close to 0 fs is a minimum at approximately 2.5 fs−1.
The question is if the simulation parameters can be adapted in such a manner that the
experimental data are reproduced. Comparing simulation 1 to the measurements, the
answer is yes. Especially for time delays τ = -5 fs and τ = -10 fs, the agreement is
very good. For larger time delays τ = -20 fs and τ = -30 fs, the simulation still exhibits
the minimum at about 2.5 fs−1 that shifts to slightly higher frequencies with increasing
coupling c. In the measured data, the minimum lacks or exists only rudimentary.
Simulation 2 seems to agree with the experimental results as well for τ = -5 fs, maybe
even better than simulation 1. The shift of the absorption maximum and the minimum
around 2.5 fs−1 resemble the measurement. However, for the other time delays displayed
in Fig. 4.14 simulation 2 is less suitable as the characteristic features are much more
pronounced than in the measured spectra.
Simulation 1∗ covers a larger coupling range which can be understood in the way that
a larger intensity range is scanned. This scenario is less able to mimic the experimental
results. The minimum at ω ≈ 2.5 fs−1 becomes less for higher couplings in the range
of 100 – 110 (corresponding to an accumulated phase shift of 2pi) before it reappears for
even higher values of c. This feature is not observed in the measurements and implies that
such high pulse intensities are not achieved in the experiment.
The simulation results and their agreement with the experimental data highly depend on
the chosen parameters. It is possible to reconstruct the measured absorption spectra, but it
has to be noted that there is not only one specific set of parameters that can be used. The
chosen coupling range from 0 to 90 seems to be appropriate for simulation 1, but it could
be argued, for example, that a smaller coupling range for simulation 2 might also serve as
description.
The lineouts of the measurement and simulation 1 for time delays τ = -5 fs, -10 fs, -20 fs
and -30 fs are displayed in Fig. 4.15 for a more detailed comparison than it is possible
with the two-dimensional plots shown in Fig. 4.14. For small time delays, the simulation
reproduces the measurement very well. The minimum at ω ≈ 2.5 fs−1 and the second
minimum at ω ≈ 2.35 fs−1 can be described. Furthermore, the absorption maximum
shifts to higher frequencies. At larger time delays between the two pulses, the spectral
position of the minima changes in the simulation. As this is not the case in the measure-
ment where the minima do not shift with time delay τ , the agreement of simulation and
measurement is reduced.
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Figure 4.15: Comparison of measurement and simulation. Lineouts for time delays τ of -5 fs (a),
-10 fs (b), -20 fs (c) and -30 fs (d) for the different pump-pulse energies used in the experiment
and the adapted coupling constants c chosen in the simulation. The simulation to model the mea-
sured absorption spectra is simulation 1 which is displayed in Fig. 4.14. The assumption is made
that four transitions with frequencies 2.36 fs−1, 2.38 fs−1, 2.50 fs−1 and 2.52 fs−1 couple to the
control pulse. Especially for a time delay around -5 fs the simulation can qualitatively recover the
measurements. The more negative the time delay is, the less well is the agreement. The feature
at ω ≈ 2.3 fs−1 in the experimental data has to be regarded as an artefact originating from a fast
oscillation in the reference laser spectrum in this specific spectral range.
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Figure 4.16: Comparison of measurement and simulation. Lineouts for time delays τ of -5 fs (a),
-10 fs (b), -20 fs (c) and -30 fs (d) for the different pump-pulse energies used in the experiment and
the adapted coupling constants c chosen in the simulation. The simulation to model the measured
absorption spectra takes transitions into account which are slightly shifted compared to simulation
1. This time it is assumed that the four transitions with frequencies 2.34 fs−1, 2.36 fs−1, 2.46 fs−1
and 2.48 fs−1 are coupled to the control laser field. Now, simulation and measurement agree better
for time delays of -10 fs and -20 fs. However, at τ = 0 fs a reduced agreement is observed. Again,
the feature at about 2.3 fs−1 in the measured spectra has to be regarded as an artefact.
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In order to achieve a better agreement for intermediate time delays (τ = -10 fs and -20 fs),
simulation 1 is modified (cf. Fig. 4.16). Now, transitions at slightly shifted frequencies
of 2.34 fs−1, 2.36 fs−1, 2.46 fs−1 and 2.48 fs−1 are considered to experience the laser-
induced phase shift, but this implies a larger deviation of the simulation from the mea-
surements at τ = -5 fs. However, the overall agreement is improved.
It has to be stated that the absorption spectra can be mimicked by the simulation. We are
able to qualitatively model the experimental results. However, there is no specific param-
eter set that can be assigned to describe the measurements for all time delays, but small
variations of the parameters are required. Nevertheless, it is possible to reproduce the var-
ious details of the measured absorption spectra using our numerical model. With the cho-
sen parameter sets, it is difficult to reconstruct the shoulder/peak at about 2.4 fs−1 and the
minimum adjacent to it on the lower frequency side. A small minimum at ω ≈ 2.35 fs−1
can be included in the simulation, but the feature is much less pronounced than in the
measurements.
In the future, several improvements of the simulation could be carried out in order to
achieve an even better agreement with the experimental results. For instance, the damp-
ing and coupling constants could be chosen for each transition individually. Moreover,
we could consider a change of the damping constant Γ with the intensity of the coupling
laser pulse. The choice of transitions with a constant separation of 0.02 fs−1 only serves
as simple model. To obtain a better agreement, much more details about the exact states
and transitions (energies, their spacings, amplitudes and lifetimes) of the dye molecule
IR144 need to be known. Since we have this information not available and we restrict
ourselves to a toy model, a more detailed search for a suitable parameter set to achieve a
quantitative description is not reasonable within the scope of this work. We do not seek to
study the dye molecule IR144 specifically, but to understand the general physical mech-
anism on which the modifications of the absorption spectra are based. This is the aim of
the developed numerical model. Further issues that are worth to give thought to are (i),
which universal features can be identified when the absorption spectra are a superposition
of spectrally close transitions, (ii) how differences or similarities of the couplings become
manifest in the spectra and if they can be identified and (iii), whether it is possible to
learn more from the line-shape modifications if additional information is taken into ac-
count that is derived from the spectra at positive time delays or from other spectroscopy
measurements (e.g. 2D spectroscopy).
In summary, the key message is that we are able to qualitatively reproduce the measured
absorption spectra and the occurring changes with a numerical model based on the Fano
formalism discussed in section 4.1. The modifications of the absorption spectra with in-
creasing pulse intensity can be attributed to changes of the absorption line profiles due
to a laser-induced phase shift of the dipole response. Thus, the Fano concept that was
originally developed for the case of gas-phase helium with single, well separated and
spectrally narrow absorption lines can be transferred to larger systems like the complex
dye molecule IR144 in liquid solution used in the presented measurements. Although the
absorption lines are spectrally broad with small spectral separation or even overlap, the
systems’ response can be described by dipole oscillations whose phase is altered due to a
laser-induced Stark shift. The imprinted phase leads to the modification of the absorption
line shapes. However, there is a difference that has to be pointed out: In case of helium,
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the laser pulse is very short compared to the decay time of the dipole response. Thus,
the effect of the laser pulse can be regarded as "kick-like" and the phase shift is instanta-
neously induced at the beginning of the dipole response leading to an entire shift of the
dipole oscillation. In case of the complex dye molecule, the laser-induced perturbation
occurs on a similar time scale as the dipole response. Therefore, the variation of the ab-
sorption profile does not only consist of a single phase shift of the dipole response, but
the modification persists even while the dipole oscillation decays.
Indeed, not all absorption lines are influenced by the presence of the pump laser pulse.
As we demonstrated in this section, the observed changes of the IR144-absorption spec-
tra can be explained by the coupling of single transitions to the laser field. The question
why this is the case cannot be answered here and is left for future work. In particular, a
much more detailed knowledge of the dye molecule IR144 and its molecular structure is
necessary to carry out a quantitative analysis.
The important fact is that we showed the universal applicability of the Fano-phase for-
malism. The described simulation is not only applicable to the dye IR144. The numerical
model can also be used to study other complex systems with a large number of transitions
of finite widths where the overlap of these transitions leads to broad absorption peaks and
modifications of single transitions cause variations affecting the entire absorption spec-
trum. Measurements in an analogous manner to the ones discussed could be performed
and, if the energy-level structure of the system of interest is known, even a quantitative
analysis with the help of the presented method might be carried out.
Chapter 5
Statistical phases in time-resolved
spectroscopy
In the previous chapter we studied the dynamics of the dipole response after excitation
by two time-delayed laser pulses in a small, atomic system, i.e. the rare gas helium, but
also in a large, complex system, i.e. the dye molecule IR144. In both systems the dipole
response can be controlled by the intensity of coupling laser pulses, which thus seems
to be a universal physical phenomenon. The observed modifications of the absorption
line profiles by increasing the intensity of the time-delayed second laser pulse could be
assigned to an induced phase shift of the decaying dipole oscillation. The intensity of the
coherent laser pulses serves as an effective control knob for the system’s dipole response.
In the helium experiments for instance, an initially absorptive behaviour was converted
into an amplification of the light at the resonances. The intensity control of the coherent
laser pulses provides direct access to the phases of quantum state coefficients.
In this chapter now, we want to focus on the laser pulse itself and the role played by its
spectral phase in nonlinear time-resolved spectroscopy applications. Generally, noise is
regarded as a nuisance. In experiments, it is usually a challenge to remove the possible
sources for noise, be it the reduction of environmental electronic signals for example,
in order to improve of the signal-to-noise ratio. According to traditional belief that for
highest time resolution in experiments the shortest pulses are needed, particular techno-
logical emphasis was devoted to the generation of coherent laser pulses and the compen-
sation ("linearization") of their spectral phase in order to achieve bandwidth-limited laser
pulses. However, there are also major technical limitations due to the lack of suitable,
chirp-compensating optics. Light sources were even developed which inherently deliver
partially coherent, statistical laser pulses (cf. chapter 3.1.2). The question arises as to
whether noise imprinted on the phase of laser pulses automatically implies drawbacks or
if there are beneficial outcomes.
In section 5.1 the role of partially coherent lasers pulses in gas-phase pump–probe exper-
iments and the discovered positive effect on the temporal resolution is discussed. The
demonstration of the properties of statistical pulses is provided in section 5.2 where
the second-harmonic generation process is investigated. The application to transient-
absorption experiments in the liquid phase is presented in section 5.3 to confirm the gen-
erality of the physical mechanism.
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5.1 Enhanced temporal resolution in pump–probe exper-
iments
The aim to get access to the electron dynamics in atoms and molecules sets strong con-
straints on the properties of the laser pulses being used. Since the dynamics occur on ex-
tremely short time scales, i.e. in the femto- (10−15 s) or even attosecond (10−18 s) regime,
a high temporal resolution is required which can only be achieved, following the com-
monly held belief, by extremely short pulses. For this purpose the laser pulses have to
be spectrally very broad, but it is extremely difficult to compress these ultrabroad spec-
tra to their bandwidth limit using the available dispersion-compensating optical devices
(e.g. chirped mirrors). As will be shown below, statistical pulses, as they are delivered
by Free-Electron Laser sources for instance, can provide an alternative route to resolve
dynamics on ultrashort time scales. We developed a new method to enhance the tem-
poral resolution in time-resolved spectroscopy by using statistical ("noisy") pulses. It
needs to be emphasized that this concept is universal and applicable to a wide range of
spectroscopy techniques, e.g. studying molecular or electronic dynamics, expanding it to
non-optical spectroscopy techniques not only in physics, but also chemistry, life sciences
or technology. In order to explain the general principle, an FEL pump–probe experiment
studying the molecular wave-packet dynamics is picked exemplarily and presented in this
section. The main results have already been published in [1] to which the following sec-
tions refer.
5.1.1 Wave-packet dynamics in D2
The advantages of statistical pulses became apparent in the XUV-pump–XUV-probe ex-
periment performed by Jiang et al. [40] at the Free-Electron Laser in Hamburg (FLASH).
There, the sequential two-photon double ionization of D2 molecules is studied using
pulses at a photon energy of 38 eV (0.5 eV FWHM) with an average pulse duration of
about 30 fs. A wave-packet dynamics on a time scale of 20 fs is discovered, although it is
shorter than the average pulse duration.
A spherical mirror cut into two halves creates two identical copies, i.e. the pump and the
probe pulse, out of each single FEL pulse and focuses them on the D2 gas jet. By moving
one of the mirror halves with a piezo stage the time delay between the pump and probe
pulses can be adjusted (see Fig. 5.1). The created D+ ions are detected by means of a
position- and time-sensitive detector. From their time-of-flights and momentum distribu-
tions the kinetic-energy release (KER) is determined.
The underlying process in this pump–probe experiment is as follows: Due to the absorp-
tion of the first photon, the deuterium molecules are singly ionized to D2+. A nuclear
wave packet evolves in the 1sσg state of the singly ionized molecule in the time before
photon 2 is absorbed. The absorption of a second photon removes the remaining elec-
tron and the obtained D22+ ions Coulomb explode and dissociate into two D+ ions (see
also Fig. 5.2). The kinetic energy of the detected ion, i.e. the KER, can be estimated by
the energy difference V (R)−V (∞) of the dissociative 1/R-potential curve as depicted in
Fig. 5.2.
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Figure 5.1: Sketch of the pump–probe experimental setup using Free-Electron Laser (FEL)
pulses. Two identical copies of the incident FEL pulse are created and focused on the gas jet. The
kinetic-energy release of the generated ions is detected as a function of the time delay between
pump and probe pulse. Reprinted figure with permission from [116]. Copyright 2010 by the
American Physical Society.
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Figure 5.2: A schematic plot of the potential-energy curves of the D2-molecule and its cations.
The described two-photon double ionization (TPDI) process is indicated by red arrows. Figure
adapted from [1].
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(a) (b)
Figure 5.3: Measured kinetic-energy release distribution of the D+ ions as a function of the
time delay between pump and probe pulse (a) and integrated ion yield for the two different KER
regimes 6− 12 eV and 15− 21 eV (b). An oscillation of the KER distribution (red curves) at a time
scale of about 20 fs is obvious. The blue curves indicate the theoretical ionization probabilities.
Reprinted figures with permission from [40]. Copyright 2010 by the American Physical Society.
The measured KER distribution of the deuterium ions vs. the pump–probe time delay is
shown in Fig. 5.3(a) and covers a range of about 6 − 21 eV. The kinetic-energy release
of an ion depends on the time at which the D2+ is ionized. If it absorbs an additional
photon when the nuclear wave packet is at the inner classical turning point (i.e. at small
interatomic distance R), the KER is maximum and can be assigned to the range around
18 eV. If the wave packet reaches the outer turning point (i.e. large R) at the moment
of ionization, the ion energy is minimum corresponding to the regime of approximately
9 eV. The ion yield integrated over the regimes of 6− 12 eV and 15− 21 eV, respectively,
is displayed in Fig. 5.3(b). An oscillation is clearly visible and monitors the motion of the
wave packet in the 1sσg state. The period of the dynamics amounts to 22± 4 fs [40]. This
is a striking result. The average pulse duration is about 30 fs and thus dynamics occurring
on shorter time scales should not be revealed as commonly assumed. How is it possible to
achieve a better temporal resolution than given by the pulse duration? In order to answer
this question we introduce a concept to reveal the influence of the statistical pulses and
their properties on the experimental results. The numerical simulation is explained in the
following.
5.1.2 Numerical simulation of FEL pulses
As a first step, a set of FEL pulses needs to be generated for the numerical simulation.
Therefore, the so-called partial-coherence method (PCM) [117] is used which requires
only two parameters that are both accessible in the experiment: the average spectrum
I(ω) and the average pulse duration tpulse.
To construct the electric field of the FEL pulses the measured spectrum I(ω) is discretized
into sampling points ωi, where |ωi−ωi+1|  2pi/tpulse. The spectral amplitude is de-
rived by A(ωi) =
√
I(ωi) and for each spectral component ωi a random phase φ(ωi)
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Figure 5.4: Illustration of the partial-coherence method. Upper left panel: An experimental
average spectrum (black curve) and the corresponding set of random phases (red curve). Upper
right panel: Conversion of the spectral field E˜(ωi) = A(ωi) · exp(iφ(ωi)) into a temporal electric
field E(t) via Fourier transform. Lower right panel: Multiplication with a temporal Gaussian
filter FG(t) (red curve) that accounts for the average pulse duration yields the final electric field
of an FEL pulse EFEL(t) (blue curve). Lower left panel: The inverse Fourier transform reveals
the spectrum (blue curve) and the partially coherent phase (red curve) of a single FEL pulse. The
average of many such spectra reproduces the measured average spectrum (black curve).
between 0 and 2pi is chosen, so that an electric field E˜(ωi) = A(ωi) · exp[i φ(ωi)] is ob-
tained. Figure 5.4, upper left panel, shows an exemplary spectrum and a set of ran-
dom phases. The electric field in the time domain is calculated by the Fourier transform
E(t) = F−1
{
E˜(ω)
}
. Due to the initially random phase the temporal electric field is
infinitely long (Fig. 5.4, upper right panel). A Gaussian envelope filter function, FG(t),
whose width corresponds to tpulse is multiplied and yields the final electric field of an FEL
pulse EFEL(t) (see Fig. 5.4, lower right panel):
EFEL(t) = FG(t) ·E(t) (5.1)
=
1
2pi
∫ ∞
−∞
dω AG(ω)eiωt ·
∫ ∞
−∞
dω A(ω)eiφ(ω)eiωt .
The inverse Fourier transform F {FG(t) ·E(t)} gives the spectrum and the phase of one
single pulse (cf. Fig. 5.4, lower left panel). The spectral phase is not arbitrary anymore,
revealing a characteristics of FEL pulses, namely their partial coherence. For each single
FEL pulse a new set of random initial phases is chosen so that after Fourier transform
and temporal filtering the pulse shape and its corresponding spectrum and spectral phase
72 STATISTICAL PHASES IN TIME-RESOLVED SPECTROSCOPY
 
 
0-25 -50 5025
0
2
4
6
8
10
12
Time (fs)
A
m
pl
itu
de
 (a
rb
. u
.)
1 fs
30 fs
Figure 5.5: A set of temporal FEL pulse shapes generated by the partial-coherence method
described in the text and the pulse shapes of a very short 1.12 fs and a Gaussian bandwidth-limited
30 fs pulse. Figure adapted from [1].
will vary. However, the average spectrum of many pulses that are derived in the manner
specified yields the measured average spectrum.
A set of 2000 FEL pulses is generated for the simulation taking the average spectrum
of the D2 experiment into account. The width of the Gaussian temporal filter, FG(t), is
chosen such that it matches the measured average pulse duration of 30 fs. The results are
compared to the case of a bandwidth-limited Gaussian pulse, EG(t), with a pulse duration
of 30 fs FWHM:
EG(t) =
1√
2pi
∫ ∞
−∞
dω AG(ω)eiωt . (5.2)
Furthermore, a 1.12 fs short pulse, Eshort(t), corresponding to the bandwidth limit of the
experimental average spectrum, A(ω) =
√
I(ω), is also considered where its pulse dura-
tion represents the coherence time of the FEL pulses:
Eshort(t) =
1√
2pi
∫ ∞
−∞
dω A(ω)eiωt . (5.3)
The temporal pulse shapes of the short pulse, of the Gaussian pulse and of five FEL pulses
produced via the PCM are displayed in Fig. 5.5.
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5.1.3 Modeling the wave-packet dynamics
As a second step, the pump–probe light-matter interaction experiment is modeled. For
this purpose we try to keep the model as simple as possible, but nevertheless to include all
necessary ingredients. The D2 molecules in the laser focus experience the superposition
of the XUV-electric fields of the pump and the time-delayed probe pulse. As the two laser
pulses are derived out of the same FEL beam, the intensity in the interaction region is
given by
Iτ(t) = |EFEL(t)+EFEL(t+ τ)|2 , (5.4)
where the index τ denotes the dependence on the time delay between pump and probe.
The molecules can absorb the two photons that lead to the dissociation at any time, for
instance the first photon is absorbed at time t ′ and the second photon at t ′′. Due to the high
photon energy of 38 eV the first absorption step ionizes the D2 molecule into a continuum
which is far away from bound-state resonances. This is the reason why we can develop
a rate-equation model which is frequency independent to describe the ionization process.
The rates to generate singly and doubly ionized ions are proportional to the intensity Iτ(t)
and given by
dN1
dt
∝ N0 · Iτ(t) and dN2dt ∝ N1(t) · Iτ(t) (5.5)
with the number of singly ionized D+2 molecules, N1, and of doubly ionized D
2+
2
molecules, N2. Integration and combination of the equations yields
N1(t) ∝ N0
∫ t
−∞
dt ′ Iτ(t ′) (5.6)
and
N2,∞ = Ntot ∝
∫ ∞
−∞
dt ′N1(t ′) Iτ(t ′) =
∫ ∞
−∞
dt ′′
∫ t ′′
−∞
dt ′ Iτ(t ′) Iτ(t ′′). (5.7)
If we introduce the time difference tc = t ′′− t ′ between the absorption of photon 1 and
photon 2, substitute variables and swap the integration order, the result for the number of
doubly ionized molecules reads as
Ntot(τ) ∝
∫ ∞
0
dtc
∫ ∞
−∞
dt ′′ Iτ(t ′′− tc)Iτ(t ′′)
=
∫ ∞
0
dtc A
(2)
c (tc,τ). (5.8)
The expression A(2)c (tc,τ) =
∫ ∞
−∞ dt Iτ(t) · Iτ(t− tc) is the two-dimensional autocorrelation
(2DAC) function with the correlation time tc. It is an intensity autocorrelation of two
identical pulses as function of the time delay τ . The 2DAC is a general function describing
the properties and structure of the probing light field. It is not only suitable for laser light
in the XUV, but can be applied for fields in any spectral region.
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So far, only the physical description of the probing light field is included. The physical
information about the system that is studied is still missing. For the chosen pump–probe
experiment the situation is as follows: When the deuterium molecule absorbs the first
photon, one electron is removed, i.e. it is singly ionized. A molecular wave packet is cre-
ated and oscillates in the 1sσg state of the D2+ molecule. The second photon fully ionizes
the molecule and the produced D22+ ions Coulomb explode. Depending on the time when
photon 2 is absorbed the wave packet is located at different internuclear distances R and
hence the measured kinetic-energy release of the D+ ions varies.
Therefore, the molecular dynamics that has to be modeled is the evolution of the nu-
clear wave packet in the 1sσg state. This is done by introducing the so-called molecular
response function M(EKER, tc). It maps the waiting time tc between the two absorbed pho-
tons to a kinetic-energy release distribution of the produced D+ ions. Inserting the derived
molecular response function finally gives for the number of doubly ionized molecules as
a function of the pump–probe time delay τ and the KER EKER:
N(EKER,τ) ∝
∫ ∞
0
dtc M(EKER, tc) A
(2)
c (tc,τ). (5.9)
It has to be pointed out that this expression for N(EKER,τ) is universal and not restricted
to the scenario discussed in this section, but is applicable to any pump–probe experiment.
The response function can be calculated so that it matches and describes the given physical
properties and dynamics of the system under investigation.
The obtained autocorrelation functions are shown in Fig. 5.6. If the pump and probe
beams propagate collinearly, optical-cycle interferences occur. As the two beams over-
lap at some angle in the experiment, these interferences are washed out. Therefore, in
the numerical simulation we convolute the calculated autocorrelation functions along the
time-delay axis with a Gaussian function whose temporal width is in the range of one opti-
cal cycle. The 2DACs for the short 1.12 fs and the long 30 fs bandwidth-limited pulses are
displayed in Fig. 5.6(a) and (b). In the first case, three narrow lines are visible. The width
of these lines (which corresponds to the coherence time) and the time delay τ at which
the three peaks can be separated along tc determine the possible temporal resolution. For
the 30 fs long Gaussian pulse, the three lines are broad leading to an accordingly limited
time resolution. Figure 5.6(c) presents the 2DAC function for a statistical average over
a set of 2000 FEL pulses that were generated as explained in the previous section 5.1.2.
Here, broad pedestals appear, but with narrow features sitting on top of the broad lines.
These narrow lines cause the enhancement of the time resolution in comparison to the
bandwidth-limited 30 fs pulses. For a better visibility, a lineout at τ = 100 fs for each
of the pulse types is plotted in Fig. 5.6(d). There is also a physical interpretation of the
main peak at tc = 0 fs and the smaller peaks at tc = τ: The center peak corresponds to the
scenario that the two photons originate from the same pulse (either pump or probe) and
the side peaks belong to the case that the photons are absorbed in different pulses.
In Fig. 5.6 the number of doubly ionized molecules, Ntot, as described by equation (5.8)
is also displayed. The enhanced signal at small τ is visible for the FEL case which is
consistent with earlier experiments [116].
Figure 5.7(a) represents the evolution of the nuclear wave packet |Ψ(R, tc)|2 as a function
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Figure 5.6: Calculated two-dimensional autocorrelation functions A(2)c (tc,τ): (a) for 1.12 fs
bandwidth-limited pulses derived from the average FEL spectrum, (b) for 30 fs bandwidth-limited
Gaussian pulses and (c) for an average over 2000 statistical FEL pulses. The red curves depict the
number of doubly ionized molecules Ntot. (d) Lineouts of the 2DAC at τ = 100 fs for the 1.12 fs
(black), the 30 fs (red) and the FEL pulses (blue). Figure adapted from [1].
of time after ionization. The wave packet Ψ(R, tc) is calculated by solving the time-
dependent Schrödinger equation with a split-step operator method [118–120]. The ini-
tial condition is set so that Ψ(R, tc) equals the stationary ground-state wave function of
the D2 molecule. The final response function is obtained by converting the internuclear
distance R to the kinetic-energy release via the Coulomb-explosion mechanism [121],
i.e. EKER = 1/R. The oscillatory motion of the wave packet with a period of about 20 fs
is clearly visible.
The KER distributions of the D+ ions derived by equation (5.9) are shown in Fig. 5.7. As
expected, the 30 fs long pulse washed out all dynamics so that no oscillation of the ion
yield appears (Fig. 5.7(c)). In contrast, the wave-packet dynamics is unambiguously re-
vealed in the case of the very short pulse (Fig. 5.7(b)). However, the result for the average
over many statistically varying FEL pulses is surprising. Even though the average pulse
duration amounts to 30 fs, the wave-packet oscillation can be identified (see Fig. 5.7(d)).
It becomes even more clear by Fourier filtering the KER-vs.-τ trace of the averaged FEL
pulses: A Fourier transform is taken along the time-delay axis (cf. Fig. 5.8(a)), the DC
peak is removed and after the inverse transform the wave-packet motion is uncovered as it
is displayed in Fig. 5.8(b). The obtained KER distribution is very similar to the expected
result for the 1.12 fs pulse (cf. Fig. 5.7(b)). Here, it needs to be stressed again that the time
resolution is enhanced for the FEL pulses, because the intensity subspikes of the pump
and probe beam (which are identical copies) are temporally correlated. The high temporal
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Figure 5.7: Molecular wave-packet dynamics. (a) Evolution of the nuclear wave packet
|Ψ(R, tc)|2 in the 1sσg state as a function of time after ionization. (b) - (d): The kinetic-energy re-
lease distribution of the doubly ionized molecules as given by equation (5.9) for 1.12 fs coherence-
time limited pulses, 30 fs bandwidth-limited Gaussian pulses and an average over 2000 FEL
pulses. Figure adapted from [1].
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Figure 5.8: Temporal resolution. (a) Fourier transform of the KER distribution for the set of FEL
pulses (cf. Fig. 5.7(d)). (b) KER-vs.-τ trace after Fourier filtering clearly resolving the molecular
wave-packet dynamics. (c) Comparing the A(2)c (tc,τ): the main peak at tc = 0 fs for the FEL pulses
(blue curve) and for the sum of the 1.12 fs short and 30 fs pulse (red curve) at τ = 100 fs. Figure
adapted from [1].
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Figure 5.9: Ion yields as a function of delay time reflecting the wave-packet dynamics. The
simulation result (black curve), i.e. the integration of the KER distribution over 6 − 12 eV (see
Fig. 5.7(d)), reveals an oscillatory dynamics with a period of 23 ± 1 fs. The experimentally
measured ion yield (taken from [40]) is displayed in red for comparison. Figure adapted from [1],
supplemental material.
accuracy achieved can also be explained by comparing the center peak of the 2DAC func-
tion for the FEL pulses and for the sum of the very short and the 30 fs bandwidth-limited
pulse as indicated in Fig. 5.8(c) at a time delay τ = 100 fs. The width of the pedestal in the
intensity autocorrelation matches the average pulse duration via 42 fs=
√
2 ·30 fs (cf. the
theoretical derivation in section 2.2). The autocorrelation of the FEL pulses exhibits a
slightly larger width of the narrow spike compared to the 2DAC sum of the 1.12 fs and
30 fs pulse. This means that the noisy FEL pulses provide a time resolution that is slightly
reduced. Anyhow, the temporal resolution is a factor of 10 better than in the case of the
30 fs bandwidth-limited pulse.
Two further remarks should be added when comparing simulation to experiment. From
the FEL kinetic-energy distribution of the D+ ions, we can determine the oscillation pe-
riod of the molecular wave packet. The ion yield depicted in Fig. 5.7(d) is integrated
over the KER range of 6 − 12 eV and shown in Fig. 5.9. We find an oscillation period
of 23 ± 1 fs for the numerical model which is in very good agreement to the experi-
mental period of 22 ± 4 fs [40]. The shift along the time-delay axis between experiment
and simulation can be explained since the zero time delay is often difficult to determine
experimentally.
Moreover, the kinetic-energy release signal in the regime 15 − 21 eV is underestimated
in the numerical simulation. First of all, we restrict ourselves to the sequential TPDI
process, neglecting the direct two-photon double ionization which would contribute at
higher KER. Secondly, we assume a constant cross section of the second ionization step
(D2+ −→ D22+), disregarding the fact that it is dependent on the internuclear distance R.
5.1.4 The influence of statistics
This subsection investigates the influence of statistics on the numerical results presented
in the previous sections and the experimental measurements.
78 STATISTICAL PHASES IN TIME-RESOLVED SPECTROSCOPY
 
-200 -100 0 100 200
0
1
2
3
4
5
 
Am
pl
itu
de
 (a
rb
. u
.)
Autocorrelation time tc (fs)
1 pulse
3 pulses
10 pulses
100 pulses
Figure 5.10: Influence of statistics on the two-dimensional autocorrelation. Lineouts at a time
delay of 100 fs for averages over N = 1, 3, 10 and 100 FEL pulses, three different averages for
each N. For small N several side peaks appear randomly distributed. The 2DAC shape corresponds
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with increasing number N. Figure adapted from [1], supplemental material.
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Figure 5.11: Simulated kinetic-energy release distribution for one single FEL pulse. The various
side peaks in the 2DAC lead to artefacts that in this case falsely represent oscillatory dynamics on
a faster time scale than the actual vibrational period.
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First, we examine the role of the statistically fluctuating FEL pulses in our method. As
indicated before, Figs. 5.6(c) and 5.7(d) are obtained for an average of 2000 FEL pulses.
How do the results depend on the size of the used set of FEL pulses? In order to find an
answer the two-dimensional autocorrelation function A(2)c (tc,τ) is calculated for averages
over different numbers N of noisy FEL pulses. The lineouts at a time delay τ = 100 fs for
one single pulse and an average over 3, 10 and 100, respectively, FEL pulses are presented
in Fig. 5.10. For each set three different averages are plotted. The common features of
these lineouts are the narrow spikes sitting on top of the broader pedestals. The width and
the amplitude of these spikes determines the time resolution. However, for small numbers
N the averaged 2DAC features in addition a lot of randomly distributed spikes. Further-
more, the number, amplitudes and positions of these extra spikes vary for the different
averages of a fixed number of FEL pulses. These side peaks are artefacts containing no
physical information. A KER-vs.-τ distribution calculated for one single FEL pulse is dis-
played in Fig. 5.11. It seems as if the molecular wave-packet oscillation period amounts
to roughly 10 fs, but the structure observed stems from the statistical nature of the FEL
pulses and it would look different if another FEL pulse was used. Thus, the averaging
over a large statistical set of FEL pulses is essential to obtain a physically meaningful
result. The additional peaks disappear when the number of averaged pulses is increased
and the shape of the 2DAC finally corresponds to the already known (Fig. 5.6(d)). The
maximum temporal resolution is achieved if only the central spikes on each pedestal re-
main. A sufficient number of pulses seems to be N = 100 for the experiment modeled in
this section. For another experiment with different average spectrum and average pulse
duration the number N may differ and has to be determined again.
As second aspect, we study how the experimental count statistics affects the measured
KER distribution and with which quality the wave-packet motion can be identified. For
this purpose, we modeled the KER-vs.-τ diagrams with a Poissonian counting statistics
and Fourier filtered them (in the same way as described in the previous section 5.1.3) in
order to reveal the molecular wave-packet dynamics. As total count numbers 4.5 · 105,
9 · 105, 1.8 · 106 and 4.5 · 106 are chosen. Figure 5.12 shows the obtained KER traces.
As it can be clearly seen, the larger the total number of counts the better the wave-packet
dynamics is resolved which is the case for 4.5 · 106 counts. For low count numbers the
oscillation is hardly distinguishable. So, a minimum level of count statistics is necessary
in the experiment to reveal the molecular dynamics.
5.1.5 Resolution limit at ultrashort time scales
As mentioned before, the scheme of noise-enhanced temporal resolution presented in de-
tail herein is not restricted to pump–probe spectroscopy using Free-Electron Laser pulses.
The universality of equation (5.9) permits to apply the method to a variety of experiments.
As possible further application, this section briefly addresses attosecond pump–probe ex-
periments. The dynamics of deeply-bound electrons in atoms and molecules happens on
the order of attoseconds. Pump–probe spectroscopy using attosecond pulses would pave
the way to study sequential electron dynamics on its natural time scales. Recently, a first
proof-of-principle experiment was performed [122]. The pulses created by high-harmonic
generation have an extremely broad spectrum, but there is no experimental means to com-
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Figure 5.12: Influence of random Poissonian (counting) statistics on the experimental result. The
Fourier filtered KER distributions are numerically simulated for a total number of 4.5 · 105 (a),
9 ·105 (b), 1.8 ·106 (c) and 4.5 ·106 counts (d). Figure adapted from [1], supplemental material.
press these spectra to their bandwidth limit. The remaining chirp limits the pulse lengths
to a few hundred attoseconds. Therefore, the "noisy-pulse concept" might allow to reach
the limit of highest resolution on the atomic-unit time scale.
Again, a numerical simulation is performed in which the amount of noise imprinted on
the phase is varied and its implications are studied. We assume that an infrared laser
pulse with a pulse duration of 5 fs FWHM, a peak electric field of 0.2 a.u. and a central
wavelength of 800 nm generates an isolated attosecond pulse. The bandwidth limit of the
attosecond pulse is approximately 0.8 a.u. (≈ 19 as), but due to chirp the actual pulse
length amounts to 9 a.u. (≈ 220 as) FWHM. The calculation of the statistically fluctu-
ating pulses and the 2DAC function is carried out as demonstrated in subsections 5.1.2
and 5.1.3. The attosceond pulse spectrum is resampled in frequency steps of 0.2 fs−1 and
a random phase between 0 and x is assigned to each frequency component. Four cases
are analyzed: x = 0.2pi,0.6pi,1.4pi and 2pi . An average pulse duration of 600 as is im-
plemented via the Gaussian filter function FG. Figure 5.13 illustrates the lineouts of the
resulting A(2)c (tc,τ) at a time delay τ = 60 a.u.. For a maximum random amplitude of the
added noise (x = 2pi) the features are the same as in the case of FEL pulses: Very narrow
peaks are located on top of the broad pedestals. The width of the pedestals is consistent
with the average attosecond pulse duration of 600 as. The narrow spikes have a width of
about 1.5 a.u. (≈ 36 as) which corresponds to a pulse duration of 25 as. Thus, the achiev-
able temporal resolution is extremely close to the bandwidth limit (which is not possible
to be realized in the experiment). However, it has to be noted that there is a critical amount
of noise below which no enhanced time resolution occurs. For decreasing x the spikes be-
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Figure 5.13: Two-dimensional autocorrelation function at a time delay τ = 60 a.u. for attosecond
pulses with noise added to their spectral phase. The amount of noise x is changed from 0.2pi
(blue line) over 0.6pi (green line) and 1.4pi (red line) to 2pi (black line). Figure adapted from [1],
supplemental material.
come smaller and disappear. For x = 0.2pi the shape of the 2DAC function resembles the
case of a 220 as pulse so that the pulses can be considered as almost fully coherent. For
x = 0.6pi the shape of the pedestal seems to be triangular. In this regime of x the transi-
tion from the coherent to the statistically fluctuating case can be identified and the critical
value is close to xc = 1.4pi . This numerical simulation demonstrates that the noisy-pulses
scheme would have a strong impact on attosecond pump–probe spectroscopy, pushing the
limit of temporal resolution far down to the atomic-unit scale. Furthermore, this method
is applicable to attosecond pulses irrespective of their chirp and thus very robust.
A short comment on the question how to imprint the additional noise on the spectral phase
of the attosecond pulses: Possible realizations could be multilayer-nanofluidic mirrors.
Depending on the penetration depth into the mirror the spectral components would be
randomly delayed or phased. Another option would be non-stationary mirrors exhibiting
a rough surface.
The presented concept of statistically varying the spectral phases of light pulses is an ex-
cellent alternative to attain resolution on ultrashort time scales. It has a wide applicability
for nonlinear spectroscopy in physics and chemistry and even for processes in biology,
life sciences and communication technology when noisy signal sources play a role.
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Figure 5.14: Sketch of the beam configuration of the SHG measurements. The non-collinear
pump and probe beams (red arrows) are focused into a frequency-doubling BBO crystal. Each
single beam creates second-harmonic light (blue arrows) in beam direction. However, only if the
pump and probe pulses overlap in time second-harmonic light is emitted into the center direction
and detected by a spectrometer.
5.2 Table-top noisy-pulse experiments
Free-Electron Lasers provide statistically fluctuating (noisy) pulse shapes, however,
beam-time availability is very limited. There are a lot of proposals for experiments at
these research facilities, but only a few are accepted. It would be a great advantage if
such noisy pulses could be produced in the own laboratory. Moreover, the generation of
statistical pulses not only in the X-ray, but different wavelength ranges (like the visible
or infrared) would offer applications in a variety of experiments. Therefore, the idea is to
use the pulse shaper (as described in chapter 3.3.2) to create noisy pulses in the visible to
infrared regime in our lab.
As discussed in the previous section 5.1, the autocorrelation function of statistically
varying pulses is characterized by a narrow spike sitting on top of a broad pedestal
(cf. Fig. 5.8(c)). The width of the narrow feature reveals the bandwidth limit provided
by the laser spectrum, whereas the width of the pedestal corresponds to the average pulse
duration. In order to check the successful phase-modulation of the laser pulses in our
lab, the intensity autocorrelation needs to be determined. Such an autocorrelation can be
realized by a two-photon process like second-harmonic generation (cf. chapter 2.2). The
shaped laser pulses enter the transient-absorption setup where two identical beams, the
pump and probe pulse, are created by the four-hole mask as described in chapter 3.3. The
two beams are focused into a frequency-doubling BBO crystal (thickness: 300 µm). Fig-
ure 5.14 shows a schematic of the beam configuration. Since pump and probe beam do
not propagate collinearly, but are combined under an angle, second-harmonic light will be
emitted in three directions. SHG light generated by each single beam propagating in beam
direction only gives an offset contribution. The crucial contribution to the frequency-
doubled light stems from the temporal (and of course spatial) overlap of the pump and
probe beam and propagates in the center direction between pump and probe. The gen-
erated second-harmonic light depends on the pump–probe time delay and detecting the
SHG spectrum as a function of the time delay τ provides the intensity autocorrelation of
the shaped pulses.
The pulse shaper introduced in chapter 3.3.2 is used to create the statistically fluctuating
pulse shapes. The procedure is the same as in the simulation of the FEL pulses which is
described in section 5.1.2. To each frequency component of the spectrum, a random phase
between 0 and 2pi is assigned. A LabView program performs a Fourier transform into the
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Figure 5.15: Measured second-harmonic light for bandwidth-limited pulses. (a) Two-
dimensional plot of the measured SHG spectra (emitted in center direction, cf. Fig. 5.14) as a
function of the time delay between pump and probe beam. (b) SHG light integrated over fre-
quency versus time delay. The determined FWHM of about 48 fs corresponds to a pulse duration
of about 34 fs of the bandwidth-limited pulses. The Gaussian fit is indicated in red. The inset
shows the measured laser spectrum.
time domain. A Gaussian function as envelope whose width determines the average pulse
duration of the noisy pulses is multiplied to the obtained electric field. The inverse Fourier
transform provides the spectrum and the partially coherent phase of a single pulse. This
phase is applied to the LC-display of the spatial light modulator. The partially coherent
phases are calculated in an infinite loop and applied to the display at a rate of 4 Hz,
i.e. each 250 ms the phase pattern is changed. In our case only the phase, but not the
amplitude is modified by the pulse shaper.
In the experiment, the time delay between pump and probe pulse is scanned and the
frequency doubled light is detected by a spectrometer (USB4000, Ocean Optics). In the
case of statistically fluctuating pulses, the scan is repeated several times. The measured
results for transform-limited pulses, i.e. no phase pattern was applied to the LCD, and
for an average of 15 scans with statistically varying pulses are displayed in Fig. 5.15
and Fig. 5.16, respectively. The second-order autocorrelation reveals a pulse duration of
about 34 fs ≈ 48 fs/√2. The autocorrelation obtained for the noisy pulses has the known
characteristic structure: a narrow peak on top of a broad pedestal. The FWHM of the
narrow feature of ∼47 fs corresponding to a bandwidth limit of ∼33 fs is in excellent
agreement with the transform-limited case. The average pulse duration can be derived
and amounts to approximately 262 fs ≈ 370 fs/√2. This is in the range of the chosen
width of about 230 fs of the Gaussian envelope used in the partial-coherence algorithm
to construct the noisy pulses. The deviation might stem from the discretization of the
LCD pixels and also from the presence of a spatial chirp. The errors of the determined
autocorrelation widths are on the order of 1 – 2 fs in the bandwidth-limited case and about
5 fs in the case of noisy pulses.
The measured second-order autocorrelation and its characteristic features are in excellent
agreement with the results obtained using FEL pulses (cf. section 5.1). This is a clear
signature that partially coherent pulses can be produced in the table-top setting of our lab.
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Figure 5.16: Measured second-harmonic light for partially coherent (noisy) pulses. (a) 2D plot
of the detected SHG spectra versus the time delay τ . An average over 15 measurements is taken.
(b) Integrated second-harmonic light depending on the pump–probe time delay. The narrow spike
sitting on top of the broader pedestal is clearly visible. The narrow spike has a FWHM of ∼47 fs
representing the bandwidth limit of about 33 fs. The width of the broader pedestal of approxi-
mately 370 fs reveals the average pulse duration of the generated statistically varying laser pulses
of about 262 fs. The Gaussian fits are indicated in red.
In order to test the measurement results, a simulation is carried out. Starting from the
spectrum of the pulses (either mimicked by a Gaussian function or taking the measured
laser spectrum) and the applied phase, the electric field is calculated by a Fourier trans-
form. Then, the electric fields of the pump and time-delayed probe pulse are superposed
yielding the total electric field E˜(t)+ E˜(t− τ). The frequency-doubling is realized in the
simulation by taking the square, i.e. the term ei2ωt appears. The inverse Fourier transform
yields the SHG spectrum where only the contribution depending on the time delay τ is
considered. In the case of statistically fluctuating pulses, an average of 100 scans is taken.
In a first simulation, the widths and pulse durations obtained in the measurements are
inserted as parameters. The calculated spectra are shown in Fig. 5.17. As laser spectrum
a Gaussian distribution with a center frequency of 2.415 fs−1 is chosen. The simulation
reproduces the measurements exactly for both cases. In the transform-limited case, the
width of the distribution reveals a pulse duration of about 33 fs ≈ 47 fs/√2. In case
of noisy pulses, the determined time scales are approximately 35 fs ≈ 50 fs/√2 for the
bandwidth limit and 262 fs ≈ 370 fs/√2 for the average pulse duration. As the input
parameters are taken from the measurement results, the perfect agreement is expected.
A second simulation considers the measured laser spectrum (displayed in the inset of
Fig. 5.15(b)) and is presented in Fig. 5.18. Again, an average pulse duration of about
265 fs is obtained in agreement with the input parameter. However, the FWHM of the au-
tocorrelation in Fig. 5.15(b) corresponds to a bandwidth limit of about 23 fs ≈ 32 fs/√2
and the width of the narrow feature in (c) reveals a pulse duration of about 21 fs
≈ 30 fs/√2.
The simulation provides pulse durations that are a little bit shorter than the measured ones.
A reason for the longer pulse durations obtained from the measurements might again be
a residual spatial chirp. Such a chirp cannot be compensated by the pulse shaper and the
transform limit is not achieved. The issue of phase matching in the SHG process could be
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Figure 5.17: Simulation of the SHG scan. The SHG spectra as function of the time delay are
calculated with the parameters determined in the measurements, i.e. a Gaussian spectrum with a
center frequency of 2.415 fs−1 leading to bandwidth limited pulses of about 33 fs is assumed as
well as an average pulse duration of 262 fs. The simulation exactly reproduces the measurements
for transform-limited pulses, (a) and (b), and statistically varying pulses, (c) and (d). An average
over 100 time-delay scans is taken for the case of noisy pulses. The determined FWHM are∼47 fs
(bandwidth-limited pulses) and ∼50 fs and ∼370 fs (noisy pulses), respectively.
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Figure 5.18: Simulation of the SHG scan with the measured laser spectrum as input parameter.
(a) and (b) present the results for bandwidth-limited pulses and (c) and (d) for statistically varying
pulses averaged over 100 time-delay scans. The distribution in (b) has a FWMH of ∼32 fs and
reveals a bandwidth limit of about 23 fs. For the case of noisy pulses the widths are about 30 fs
and 375 fs corresponding to a 21 fs transform-limited and 265 fs averaged pulse duration. The
Gaussian fits are indicated in red.
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Figure 5.19: Single SHG scans for the case of statistically varying pulses in simulation, (a) and
(b), and measurement, (c) and (d). The characteristic structure, i.e. a narrow spike sitting on top of
a broad pedestal, is rudimentary visible. A lot of side peaks exist. Moreover, the result varies from
scan to scan. Only an average over a significant number of such scans reveals the typical structure
as it appears in Figs. 5.16 – 5.18.
another possible reason. In the simulation, all spectral components contribute to the SHG.
The calculated SHG spectra cover a larger spectral range than the measured spectra.
If there is a phase mismatch, the different spectral contributions will not add up construc-
tively and the second-harmonic conversion efficiency in the BBO will be reduced in the
measurement.
As it is already discussed in section 5.1.4, it has to be pointed out again that sufficient
statistics is necessary in case of partially coherent pulses. A single scan does not uncover
the desired information. Figure 5.19 displays the SHG spectra of a single scan for both,
simulation ((a) and (b)) and experiment ((c) and (d)). In both cases, the typical features
cannot be revealed, but are covered by a lot of spikes. Moreover, the shapes of the spectra
and integrated distributions vary from scan to scan. Therefore, an average over a number
of scans needs to be taken to provide reliable information about the laser pulses.
The simulation of the SHG spectra using partially coherent pulses and the SHG measure-
ments are also part of a Bachelor thesis carried out under my supervision [106]. Further
details can be found therein.
The results confirm that the random-phase shaping implemented by our pulse-shaper
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setup leads to the generation of partially coherent laser pulses in time. Thus, we are able
to produce statistically varying pulse shapes which in turn allow us to study the effects in
time-resolved experiment as demonstrated in the following section.
5.3 Measurements in the liquid phase
In section 5.1 the benefits of statistically fluctuating laser pulses are introduced for the
example of an FEL pump–probe experiment studying the dynamics of D2 molecules. It
is demonstrated that the application of these laser pulses leads to an enhanced temporal
resolution and dynamics on time scales shorter than the average pulse duration can be
revealed. Now, the questions are (a), if the described new method can be transferred to
other spectroscopy methods, (b) whether the dynamics of more complex systems can be
investigated as well and (c), whether the concept can be generalized to other states of
matter, i.e. not only gaseous, but also liquid phases for instance.
With the possibility at hand to produce partially coherent (noisy) laser pulses in our labo-
ratory (as described in the previous section 5.2), the idea is to test the application of such
laser pulses in transient-absorption measurements in the liquid phase. As model system
we choose the dye IR144 again which is a complex molecule (cf. Fig. 4.5). It needs to be
stressed that we are not interested in studying and understanding the dynamics of the dye
in detail. The aim is to check whether the physics of the partial-coherence approach can
be generalized to other pump–probe scenarios.
5.3.1 Transient-absorption measurements and their results
In order to answer the raised questions, transient-absorption measurements are carried
out in a 0.25 mmol/l solution of the dye IR144 in methanol. The statistically fluctuating
laser pulses are generated in the same way as explained in the previous section 5.2. An
autocorrelation measurement (i.e. detecting the second-harmonic light as a function of the
pump–probe time delay) yields a FWHM of ∼45 fs which corresponds to a transform-
limited pulse duration of about 32 fs (FWHM). However, due to the partially coherent
phases an average pulse duration of roughly 300 fs (cf. section 5.2) can be assumed for
the noisy pulses. The pump and probe beam are focused to a size of about 150 µm in
diameter (FWHM). The time delay between pump and probe pulse is scanned in steps of
∼2 fs over a range of about 1.8 ps, covering negative, i.e. the probe precedes the pump
pulse, and positive time delays, i.e. the probe follows the pump pulse. For each time delay
τ the spectrum of the transmitted probe beam, Sp, is measured and the reference laser
spectrum, SL, is detected as well (cf. chapter 3.3.1). In the analysis, the optical density
is then calculated via equation (2.48) by OD = −log(Sp/SL). It has to be noted that this
definition of the optical density deviates from the one usually used in spectroscopy. There,
the signal of the transmitted probe beam without the pump beam serves as reference
spectrum. The reference spectrum in our case corresponds to the probe spectrum without
pump multiplied by a factor c. Hence, the OD calculated in our case includes a constant
offset which, however, does not influence the temporal dynamics at all.
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The transient-absorption measurements are carried out for different pump-pulse energies.
The energy of the probe pulse is always kept constant at about 27.5 µJ. For each pump en-
ergy, the scan is repeated five times and the average is taken. The transient-absorption
measurements for the different pump-pulse energies are presented in Fig. 5.20. Fig-
ure 5.20(h) shows a time-delay scan for coherent, bandwidth-limited pump and probe
pulses and a pump-pulse energy of 750 µJ as comparison. All scans have a minimum
around zero time delay in common. The optical density is larger for negative than for
positive time delays. This can be understood as for positive τ the pump beam has already
excited the IR144 molecules and reduced the population of the ground state so that the
probe light is absorbed less.
In order to unravel the temporal dynamics contained in the measurements, the signal is
integrated over the spectral range ω ≈ 2.249 fs−1 - 2.587 fs−1. These integrated signals
are displayed in Fig. 5.21. The plots show all a common behaviour which is most distinct
in Fig. 5.21(h), the case of 30 fs transform-limited pulses: The signal starts at a constant
level. At a time delay of about 0 fs the signal begins to decrease exponentially. At zero
time delay a dip appears on top of the exponential. The change between constant signal
at negative time delays and exponential decay is very distinct. In case of statistically
varying pulses shapes (Fig. 5.21(a) - (g)), this transition is washed-out due to the much
longer pulse duration.
The signals are emulated by a fit function to get an estimate of the occurring dynamics
and its time scales. The described characteristic behaviour is mimicked by an exponential
decrease combined with a Heaviside function:
f (t) = a+bΘ(t)
[(
a+b e−
t
td
)
− (a+b)
]
, (5.10)
where td is the time constant of the exponential decay. In order to account for the temporal
resolution given by the pulse duration, the model function f (t) has to be convoluted with
a Gaussian envelope of characteristic width σ
g(t) = d · e− t
2
σ2 . (5.11)
Then, the obtained fit function, F(t) = f (t)∗g(t), can be expressed as
F(t) = A+B
[
1− erf
(
t− t0
σ
)
+ e
σ2
4t2d e−
t−t0
td − e
σ2
4t2d e−
t−t0
td erf
(
−t− t0
σ
+
σ
2td
)]
(5.12)
with a constant offset A, an overall amplitude B and a shift in time t0. The addition of
a Gaussian includes the fit of the dip. As the convolution of a Gaussian function with
another Gaussian function yields a Gaussian again, the final fit function can be written as
Ffinal(t) = F(t)+D e
− (t−tc)2
2s2 . (5.13)
The fit curves are indicated in red in Fig. 5.21 and the fit parameters of the exponential
decay are summarized in Tab. 5.1 and of the dip in Tab. 5.2.
Comparing the integrated OD traces depicted in Fig. 5.21, it is clearly visible that their
shapes are all similar as already mentioned above. All graphs exhibit a dip, i.e. a fast
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Figure 5.20: Transient-absorption measurements with statistically fluctuating laser pulses in a
solution of IR144 in methanol. 2D representation of the measured probe spectrum as a function of
the pump–probe time delay τ for different pump-pulse energies: (a) 250 nJ, (b) 500 nJ, (c) 750 nJ,
(d) 1.0 µJ, (e) 1.25 µJ, (f) 1.5 µJ and (g) 2.0 µJ. (h) shows the measurement result for the case of
coherent, transform-limited pulses and a pump-pulse energy of 750 nJ, for comparison with the
other statistical-pulse datasets.
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Figure 5.21: Integrated signals of the transient-absorption scans versus time delay for different
pump-pulse energies: (a) 250 nJ, (b) 500 nJ, (c) 750 nJ, (d) 1.0 µJ, (e) 1.25 µJ, (f) 1.5 µJ, (g)
2.0 µJ and (h) 750 nJ, but bandwidth-limited pump and probe pulses. The fit curves derived from
equation (5.13) are indicated in red.
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Pump energy A (arb. u.) B (arb. u.) t0 (fs) td (fs) σ (fs)
250 nJ 459.0± 0.5 63.6± 0.4 -73.3± 26.4 27.5± 26.8 185.5± 9.9
500 nJ 361.3± 0.7 93.7± 0.5 -139.3± 15.0 84.6± 16.9 170.5± 13.7
750 nJ 266.0± 0.7 113.4± 0.6 -182.5± 18.6 88.8± 20.8 228.1± 14.5
1.0 µJ 217.6± 0.9 113.1± 0.7 -242.9± 7.2 176.6± 10.3 162.3± 11.6
1.25 µJ 120.0± 1.3 119.6± 0.8 -290.1± 6.0 267.6± 10.7 134.8± 12.8
1.5 µJ 68.4± 2.0 125.4± 1.2 -333.0± 7.7 360.8± 16.1 156.6± 17.2
2.0 µJ 27.6± 2.6 124.0± 1.5 -363.5± 10.1 403.7± 22.3 195.8± 22.1
TL, 750 nJ 63.4± 3.1 150.4± 1.6 -112.1± 12.9 303.2± 18.6 56.3± 26.0
Table 5.1: Fit parameters of the exponential decay. The values of the fit parameters describing
the exponential decay (cf. equation (5.12)) are summarized as function of the pump-pulse energy.
As fit error, the standard deviation is given. The result for transform-limited (TL) pulses at a
pump-pulse energy of 750 nJ is listed as well.
Pump energy D (arb. u.) tc (fs) s (fs) FWHM (fs)
250 nJ -58.9± 2.9 9.9± 1.1 19.7± 1.2 46.4± 2.8
500 nJ -78.4± 3.9 4.7± 1.1 20.2± 1.3 47.7± 3.0
750 nJ -86.8± 3.2 3.0± 1.1 29.1± 1.3 68.6± 3.2
1.0 µJ -96.9± 3.6 2.8± 1.0 25.1± 1.2 59.1± 2.7
1.25 µJ -81.5± 3.5 -2.2± 1.4 28.2± 1.5 66.3± 3.5
1.5 µJ -72.8± 3.9 -0.5± 1.7 27.8± 1.8 65.4± 4.3
2.0 µJ -61.8± 4.0 1.0± 2.1 28.8± 2.3 67.9± 5.4
TL, 750 nJ -173.6± 7.3 5.9± 1.2 32.4± 1.7 76.3± 4.0
Table 5.2: Fit parameters for mimicking the dip. The fit parameters characterizing the Gaussian
envelope defined in equation (5.13) are summarized as a function of the pump-pulse energy. The
standard deviation is given as fit error. The result for transform-limited (TL) pulses at a pump-
pulse energy of 750 nJ is listed as well.
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Figure 5.22: Fit parameters characterizing the dip at zero time delay. (a) Amplitude D and (b)
full width at half maximum for the different pump-pulse energies. The red point represents the
result for the case (h) in Fig. 5.21, i.e. for bandwidth-limited pulses.
decrease followed by an increase of the OD. As it is displayed in Fig. 5.22, the amplitude
of the dip is roughly constant with increasing pump-pulse energy in the case of noisy
pulses. For the transform-limited pulses, the absolute value of the amplitude is at least
twice as large. Comparing the determined values of the FWHM in Tab. 5.2, it has to be
noted that the FWHM becomes smaller for lower pump-pulse energies. It can be clearly
recognized that the determined FWHM contains two contributions: (i) the bandwidth-
limited pulse duration of about 32 fs (corresponding to a FWHM of approximately 45 fs
of the autocorrelation) and (ii) the time scale of the induced dynamics. However, the latter
contribution seems to play a minor role for lower pump-pulse energies. As the FWHM
does not stay constant, we can rule out that only an autocorrelation is measured, but true
molecule-specific dynamics is observed.
In the case of the bandwidth-limited pump and probe pulses, the transition around zero
time delay from a constant to an exponentially decaying signal is most defined. In the case
of partially coherent pulses, this transition is smoothed since the average pulse duration
is much longer. This behavior can also be observed in Fig. 5.20. It is striking that the
exponential decay becomes slower for increasing pump-pulse energy. Figure 5.23 shows
the decay time constant td as a function of the pump-pulse energy. Typically, one would
expect that the absorption signal returns to its initial level after some time and the rise of
the signal becomes faster for increasing pump-pulse energy. The reason is that multiple
excitations might occur for higher pulse intensities, leading to shorter lifetimes of the
excited states due to effects like singlet-singlet annihilation [123, 124]. However, in our
case the scan range is not large enough to observe the expected repopulation of the ground
state. Furthermore, a decreasing decay time td of the absorption signal is expected with
increasing pump-pulse energy since the ground state is assumed to be depleted faster
at higher intensities. In contrast, the measured absorption signal decreases slower with
increasing pump-pulse energy. This finding is surprising and is not understood at this
point. For transform-limited pulses the estimated decay time td is by a factor of about 3 – 4
larger compared to the case of statistically fluctuating pulses at the same pulse energy and
seems to correspond to the situation of noisy pulses at higher pulse energies. This agrees
with the fact that a constant pulse energy, but at a shorter pulse length yields a higher
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Figure 5.23: Fit parameter td describing the exponential decay as function of the different pump-
pulse energies. The red point represents the case of transform-limited pulses (see Fig. 5.21(h)).
intensity. Thereby, an intensity which is comparable to the case of the bandwidth-limited
pulses can only be achieved by increasing the pulse energy of the partially coherent pulses.
From the measured ODs and the determined fit parameters, we can conclude that system-
specific dynamics in the IR144 molecules is observed. Moreover, the dynamics changes
in case of the partially coherent pulses since the time constant of the exponential decay
and also the FWHM of the dip vary with increasing pump-pulse energy. Unfortunately,
this dynamics is not yet understood and will be left for future work.
However, our aim is not to interpret and explain the measured time-delay traces in detail.
For such a complex molecule like IR144, it is extremely difficult (if not impossible) to
fully explain a transient-absorption measurement, especially without a detailed knowl-
edge of the electronical and vibrational energy-level structure and possible transitions.
For instance, fitting the dip at zero time delay with a Gaussian function is a strong sim-
plification. A more suitable fit function would account for the fast decrease and increase
of the OD trace which would consist of three exponential functions (without further dis-
cussing the possible combinations). The important message that has to be pointed out is:
In our experiment, the dynamics is definitely revealed, although partially coherent pulses
with about one order of magnitude larger average pulse duration are used. As in the case
of the D2 molecular dynamics (discussed in section 5.1), the partially coherent pulses
enable the resolution of dynamics on time scales that are shorter than the average pulse
duration. In analogy to the pump–probe experiment using FEL pulses, the time-resolved
measurements performed in our laboratory demonstrate that the same benefit can be de-
rived from the properties of statistically fluctuating pulses generated with a pulse shaper.
We have shown that the concept of using noisy pulses is universal and can be applied
to different spectroscopy techniques, e.g. transient-absorption measurements as chosen
here. In the future, we can thus consider applications of partially coherent pulses in vari-
ous spectroscopy implementations and gaseous or condensed states of matter. The choice
of less complex molecules will then also allow us to understand and interpret the observed
dynamics in more detail.
Chapter 6
Conclusion
In this work measuring and controlling phases in time-dependent quantum dynamics is
the central theme, be it either fully coherent or statistically fluctuating phases. On the
one hand fully coherent laser pulses are utilized in transient-absorption experiments to
control the phase of the decaying dipole oscillation of the induced polarization. On the
other hand statistically fluctuating (noisy) pulses, which are characterized by a partially
coherent spectral phase, are considered intentionally in time-resolved spectroscopy with
counterintuitive benefits as outcome.
Experimentally, the common basis of the studied phenomena are time-resolved pump–
probe experiments, with special emphasis on transient-absorption measurements in the
liquid phase. For this purpose, an extremely compact, stable and robust four-split mirror
setup was built up providing full flexibility in the selection of the number of beams, their
sizes and intensities. Up to four identical copies can be derived from the original incident
laser beam so that an extension to two-dimensional spectroscopy is easily implemented.
Moreover, the time delay between the sub-beams is introduced by the reflection off mov-
able metal coated mirrors. This allows the adaptation of the setup to a wide range of
wavelengths, not only in the visible or infrared regime. Provided that a grazing-incidence
geometry is chosen for example, transient-absorption or even 2D-spectroscopy experi-
ments with laser pulses in the ultraviolet or X-ray regime as delivered by Free-Electron
Laser sources could be realized. For example, a 2D-spectroscopy measurement probing
site-specifically core- and valence-electron transitions in aminophenols was theoreticaly
proposed by Igor V. Schweigert and Shaul Mukamel [125].
The second main experimental tool in this thesis is the pulse shaper which also exhibits
a high stability. We performed phase-only shaping to produce the partially coherent laser
pulses. The pulse shaper was optimized for the modulation of the 30 fs laser pulses. How-
ever, it can be adapted to shorter pulses with a broader spectrum simply by replacing the
pair of gratings by suitable ones.
In time-resolved experiments presented in chapter 4, we studied the absorption process in
a small as well as a more complex system with coherent laser pulses. Initially, the laser-
controlled modification of absorption lines was observed in transient-absorption measure-
ments in gaseous helium [3,4]. The excitation of the helium atoms by extreme ultraviolet
(XUV) attosecond pulses leads to the population of singly excited and doubly excited,
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autoionizing states. By changing the intensity of a time-delayed few-femtosecond visi-
ble/infrared laser pulse, the corresponding absorption profiles could be transformed from
symmetric Lorentzian to asymmetric Fano line shapes and vice versa. We explained the
observations made in the spectral domain by a time domain picture where the absorption
lines are interpreted as exponentially decaying dipole responses, i.e. emitting dipoles, that
interfere with the transmitted XUV light. The change of the absorption line shape could
be understood as a phase shift of this dipole oscillation induced by the second, coupling
laser pulse. A time-domain phase was introduced which could be mapped to the Fano
parameter describing the asymmetry of the absorption profiles.
We then investigated whether the discovered phase control was a universal phenomenon
that could be applied to more complex systems. Therefore, transient-absorption mea-
surements in a complex dye molecule in the liquid phase were performed using few-
femtosecond infrared laser pulses. Although such a large molecule exhibits a broad ab-
sorption band consisting of a large number of absorption lines with little spectral separa-
tion or even overlapping resonances, modifications in the absorption spectra with increas-
ing intensity of the time-delayed coupling laser pulse were detected. A simulation based
on the previous Fano-phase scheme was capable to describe the line-shape modifications
by a coupling-laser induced phase shift of the dipole response as well, thus proving the
generality of our formalism.
Chapter 5 was devoted to the question what the implications of partially coherent laser
pulses are. In former pump–probe experiments studying the molecular wave-packet dy-
namics in deuterium using statistically fluctuating pulses provided by a Free-Electron
Laser source [40], a temporal resolution on time scales shorter than the average pulse du-
ration was observed contrary to all expectations. For the interpretation of the results, we
developed a new concept [1] which attributes the enhanced temporal resolution to char-
acteristic narrow features in the intensity autocorrelation functions of such statistically
fluctuating laser pulses. The presence of these features whose width corresponds to the
coherence time (determined by the spectral bandwidth of the pulses) ensures a resolu-
tion on these short time scales. We showed that our partial-coherence approach could be
transferred to various kinds of pulse types like attosecond pulses where a time resolution
in the few attosecond regime is within reach. We continued with the realization of sta-
tistically fluctuating laser pulses in our own laboratory by using the pulse shaper setup.
These noisy pulses were then applied in transient-absorption measurements in the liquid
phase demonstrating the same beneficial effect on the temporal resolution. We proved the
universality of the concept of noisy pulses that a resolution on time scales shorter than
the average pulse duration and close to the Fourier limit can be achieved. The properties
of partially coherent pulses can be generalized to various time-dependent spectroscopy
techniques and even different states of matter.
In case of ultrabroad spectra that cannot be compressed to their bandwidth limit, exploit-
ing the properties of partially coherent laser pulses would offer to study dynamics of
systems on extremely short time scales. For example, we could probably reach the sub-
femtosecond regime by applying the pulse shaper to the few-femtosecond laser pulses
obtained after the hollow-core fiber compression. This would also pave the way towards
investigating the production of attosecond pulses with such noisy pulses. In general by
shaping the laser pulses that generate the attosecond pulses, the properties of the high-
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harmonic light could be optimized and tuned in a desired manner as already demonstrated
by Philipp Raith for the case of a two-pixel pulse shaper [67].
All in all, the presented results open the door for numerous interesting and exciting exper-
iments with applications in physics, but also chemistry, biology or even life sciences. For
instance, the implementation of a segmented mirror in the attosecond-pulse beam path (in
analogy to the setup presented in this thesis) would offer the potential for a large variety of
experiments ranging from pump–probe to three-pulse or even 2D-spectroscopy measure-
ments with attosecond resolution. Different laser pulse combinations, e.g. all-XUV or a
combination of IR and XUV pulses, would be feasible. All-X-ray experiments applying
Raman or two-dimensional spectroscopy were already proposed [125, 126] for example.
In chemistry, charge migration in molecules, which is a topic attracting high interest for
a few years [127–129], occurs on the order of attoseconds to a few femtoseconds. Time-
resolved experiments using attosceond pulses and the spectroscopic techniques described
here would allow access to this electron (or hole) motion. High temporal resolution is
also essential to take snapshots of chemical reactions [130] or to investigate the process
of charge transfer, e.g. as it was recently observed in a prototype system for organic pho-
tovoltaic cells [131], but on a much smaller and faster scale, on the level of individual
atoms in molecules. In combination with shaped-pulse high-harmonic generation using
the already existing control knobs, i.e. the spectral phase of the laser pulses and the phase
of the system’s dipole response, novel experimental schemes could be developed provid-
ing a deeper insight into, and control over, electron dynamics not only in atoms, but also
molecules and condensed-phase/solid-state systems.
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Appendix A
Experimental control of the SLM-S320
A.1 Calibration of the spatial light modulator
The calibration prior to each experiment is necessary to know which phase shift is induced
when a specific voltage is applied and which spectral component is modulated by a given
pixel. A voltage from 0 up to 4095 counts (corresponding to maximum 5 V in the low- and
8 V in the high-voltage mode) can be applied to each pixel. The calibration measurement
is carried out as follows: Two crossed polarization filters are inserted, one before and
one after the LCD. A spectrometer detects the laser light after the pulse shaper setup.
The voltage is ramped up from 0 to 4095 counts for each pixel simultaneously. For each
voltage step, a spectrum is detected. An exemplary scan is shown in Fig. A.1(c). The
modulation of the intensity with increasing voltage is clearly visible. Then, a single pixel
is blocked by setting the voltage to a value for which the intensity is minimized. At the
same time, a voltage corresponding to maximum intensity is applied to all other pixels. A
dip in the spectrum is created as displayed in Fig. A.1(a), fixing the position of the spectral
range on the array of 320 pixels. The assignment of each pixel to a wavelength is done by
creating a "comb" in the spectrum (cf. Fig. A.1(b)) where each tenth pixel (but containing
the blocked pixel of Fig. A.1(a)) is blocked. Having the pixel-vs.-wavelength calibration
at hand, the voltage scan (Fig. A.1(c)) can be converted into a map which attributes the
induced relative phase shift to each pixel and a given voltage. The obtained phase map is
depicted in Fig. A.1(d). A relative phase shift up to 4pi is covered. In the measurement,
the values of the phase pattern for every single pixel are looked up in the map and the
corresponding voltage is applied to each pixel. If the phase exceeds the value of 4pi , the
phase is wrapped, i.e. the modulus of 4pi is taken.
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Figure A.1: Calibration of the liquid crystal spatial light modulator. (a) One pixel and (b) several
pixels forming a comb are blocked. (c) The detected spectrum versus voltage showing the intensity
modulation of each spectral component. (d) The finally obtained phase map depending on the pixel
and the applied voltage.
A.2 SLM phase patterns - LabView program
As an example for all LabView programs developed for the control of the spatial light
modulator (e.g. the programs needed for calibration or the pulse characterization method
MIIPS), the main control program which enables to apply the desired phase pattern to the
LCD is shown in Fig. A.2 (front panel) and Fig. A.3 (back panel).
The general structure of a SLM control program is as folllows: First of all, the computer
has to connect to the SLM-320d and the spatial light modulator is initialized. Then, the
desired control can be applied. If the program is stopped, the SLM is stopped and discon-
nected from the computer.
The entire control surface (front panel) is displayed in Fig. A.2. It can be split up into
three main parts. The upper half contains all necessary information required for the oper-
ation of the SLM. These are the information obtained from the spectrometer (wavelength
axis, laser spectrum) and from the calibration (the assignment of wavelength to pixel and
phase to voltage). The lower left part, headed "SLM Control", shows any error that might
occur in the course of the communication between computer and SLM. Furthermore, the
temperature of the LCD can be interrogated. The voltage that will be applied to the LCD
is shown and the chosen phase is activated on the display by pushing the button "Write
pattern". The "STOP program" button finishes the program. The lower right part rep-
resents the simulation of the pulse shape and the expected intensity and interferometric
autocorrelations for a chosen phase. Different functions can be selected as phase: a linear,
sinusoidal or polynomial (up to third order) phase pattern can be chosen. Furthermore,
a Heaviside function, a random phase varying between 0 and 2pi or white noise can be
applied. The simulation can be carried out before the phase pattern is written onto the
SLM display. Thereby, it is possible to test the chosen phase pattern and to check the
obtained pulse shape. If the desired phase is adjusted, the corresponding voltages are ob-
tained from the calibration and the pattern can be activated on the LCD.
It has to be noted that the phase is defined as a function of the frequency. Therefore, all
information given as a function of the wavelength is converted into frequency-dependent
information in the beginning. In the simulation section, the frequency is used as well
instead of the wavelength. Fig. A.3 shows the programmed control section on which the
control surface is based.
Figure A.2: Pattern control of the SLM, front panel. The control surface of the LabView program
is structured into three parts. The upper half includes all information necessary for the operation
of the spatial light modulator, i.e. the calibration (pixel-vs.-wavelength and phase-to-voltage as-
signment) and the spectrometer information (wavelength, spectrum). The lower half contains the
main control, i.e. checking for errors, writing pattern on the LCD, stopping program etc., on the
left side and the simulation section, i.e. selecting the phase pattern and calculating the expected
pulse shape and autocorrelations, on the right side.
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Appendix B
Atomic units
In atomic and molecular physics it is very common to use atomic units (a.u.) instead of the
International System of Units (SI) in the calculations. It is a system of natural units. The
atomic units are based on the scales of the electron in the hydrogen atom. For example, in
atomic units the length is described by the Bohr radius a0, the mass by the electron mass
me, the charge by the elementary charge e and the energy by the Hartree energy Eh. The
other units can be derived from these quantities, e.g. the atomic unit of time is defined by
h¯/Eh and of the electric field by Eh/(ea0). In atomic units the reduced Planck constant h¯,
the elementary charge e, the electron mass me and the Coulomb constant of the electric
force (4piε0)−1 are set to one: h¯= e=me = 1/(4piε0)= 1. Thus, complex expressions like
the Schrödinger equation are simplified. For example, the Hamilton operator describing
the electron in the hydrogen atom is given in SI units by
Hˆ =− h¯
2
2me
∇2− 1
4piε0
e2
r
, (B.1)
whereas in atomic units it reads as
Hˆ =−1
2
∇2− 1
r
. (B.2)
Atomic unit of SI value
Length (0.529 177 210 92 ± 0.000 000 000 17) Å
Energy (27.211 385 05 ± 0.000 000 60) eV
Time (24.188 843 265 02 ± 0.000 000 000 12) · 10−18 s
Electric field strength (5.142 206 52 ± 0.000 000 11) · 109 V/cm
Intensity (3.509 445 21 ± 0.000 000 15) · 1016 W/cm2
Table B.1: Selected physical quantities in atomic units and their conversion into SI units. The
data are taken from [132] that was updated in 2010.
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