(1) Enrolled women in the cohort (≥16 years, singleton pregnancy, enrolment at 10-13 weeks of gestation, non-assisted conception, delivery scheduled at the reference hospital, and no communication impairment); (2) Women with at least two valid ultrasounds; (3) Women who gave birth to a live infant; (4) Women enrolled in this study; (5) Maternal serum with PBDE analysis; (6) Umbilical cord serum with PBDE analysis. 
FETAL GROWTH CURVES AND CALCULATION OF SD-SCORES
We built fetal growth curves in the INMA-Project to establish a relationship between the fetal characteristics and gestational age of the INMA population, taking into account those non-pathological biological factors that may affect the growth potential of each fetus. These curves were then used to estimate possible intrauterine restrictions of growth at several times within pregnancy.
Fetal growth curves
We obtained these fetal growth curves from linear mixed models that were built for each cohort and each parameter. We used the extended definition of the linear mixed models to allow for heteroscedasticity and autocorrelation of within-subject errors.
The full model is written as:
where:
Y is a transformation of the response variable suggested in Gurrin et al. (2) and Royston and Altman.
-β is the vector of fixed coefficients to be estimated, and ij X is the corresponding design matrix. This matrix includes constitutional covariates and a polynomial for the relationship with gestational age.
-ij Z represents the individual deviations from the mean of the fetal parameter for the population, considered to be possible at intercept and gestational age at measurement, and b i is the corresponding vector of random effects, which is estimated for each fetus.
We assumed that the b i distribution across the fetal population is bivariate normal, and independent among the subjects.
-ε ij represents the deviation in size at each time j on the i th fetus from the mean size. ε i are assumed to be bivariate normal and are called within-subject errors.
In our models, we used dummy variables identifying mothers who had ultrasound examinations spaced too closely in time to model the variance structure for withinsubject errors. We also used an autocorrelation structure for within-subject errors. The most commonly selected function was the exponential variogram representing an S5 exponential decay in the correlation between observations with the difference in time between them.
Conditional and unconditional centiles
Once the corresponding linear mixed model was adjusted, we used the prediction of aligned estimates as observations at weeks 12, 20 and 34. And they were used to obtain unconditional SD-scores in the usual way by employing the modeled mean and variance of the transformed response, Z=Y (λ) , at time j:
The linear mixed model assumes that the series of measurements within a given fetus have a multivariate normal distribution, and therefore marginal and conditional distributions of each pair of measurements Z 2 at time T 2 and Z 1 at time T 1 are univariate normal. Using the conditional distribution of Z 2 given Z 1 , we obtained conditional SDscores as follows:
are the mean and variance of conditional distribution, respectively . The conditional SD-score is the standardization of the transformed response at time T 2 according to its conditional mean and variance at time T 2 given the observed value at time T 1 . This means that the status of the i th fetus at time T 1 is taken into consideration to update the mean and variance that should be used as a reference in T 2 . Detailed information on fetal growth curves and SD-scores have previously been published. (4, 5) S6
CALCULATION OF SD-SCORES FOR NEONATAL PARAMETERS
As for fetal growth during pregnancy, our aim was to consider physiological determinants of fetal growth as explanatory variables which would allow us to obtain an individualized rather than a population-based standard for size at birth.
We fitted models for birth weight (BW), head circumference (HC) at delivery, and birth length (BL) adjusted for potential biological determinants of fetal growth (gestational age in days, cohort, maternal and paternal height, maternal and paternal weight or body mass index [BMI], maternal age, parity, maternal country of origin, and sex of newborn).
Following a similar procedure to that outlined for ultrasounds, we adjusted a linear mixed model. (6) But in this case the data for each parameter were analyzed jointly, thereby allowing for random effects by cohort on intercept and covariate effects.
As in fetal growth curves, we also transformed the response variable using the power Finally, we tested for random effects by cohort on intercept and slope (covariates) in the model using the LR test (p<0.05). We also tested the normality and independence of residuals to assess the goodness of fit. We dropped extreme outliers (>4 SD), and conducted tests for the presence of influential data. As in fetal curves, after adjusting for covariates and modeling the variance structure, random effects were not necessary, although the categorical variable "cohort" was always incorporated. A summary of terms in the models for BW, BL and HC has previously been published.
SD-scores were calculated using this model in the standard procedure as described in the section on "Conditional and unconditional centiles". 
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ULTRASOUND MEASURES AND NEONATAL PARAMETERS
DETAILS ON THE MULTIPLE IMPUTATION MODELING
Imputation method: We used fully conditional specification or multivariate imputation by chained equations. (7, 8) Software and statistical packages: We used R.3.1.1, (9) mice package. (8) We defined an additional function for bootstrap multiple imputation of censored variables. (10) Number of imputed datasets and iterations: In order to diminish simulation error, we imputed 50 datasets with 20 cycles each one.
Variables included in the imputation procedure:
We included outcome and exposure variables, covariates and potential confounders. We also included other variables possibly related with variables which have a moderate number of missing or censored values (Table S3) .
Heterogeneity in the imputation modeling: We did not include statistical interactions
in the imputation models; yet we did conduct multiple imputation analyses stratified by cohort (Asturias and Valencia). (11) Criteria of inclusion: Variables were included in the models for multiple imputation based on their prediction ability (correlation) and their relation to the non-response. We excluded variables with too many missing values within the subgroup of incomplete cases (proportion of usable cases). (8) We used outcome variables to impute exposure variables and vice versa in order to avoid bias. (8, 12) Diagnostics: We assessed convergence by plotting parameters (mean and SD in each imputed dataset) against iteration number. We checked imputations of missing and censored values graphically, and compared them with observed data. We also show results from multiple imputation analysis versus complete case analysis (Figure 2 and 
