In this paper, we identify the batch Markovian arrival process (BMAP) as 
Introduction
Traffic characterization and modeling constitute important steps towards understanding and solving performance-related problems in future IP networks. In order to perform reliable traffic characterization and traffic modeling accurate and detailed IP network measurements have to be conducted. Various detailed measurements have been performed in local area networks (LAN), e.g. [6] , [11] , as well as in wide area networks (WAN), e.g. [7] , [10] . The central idea of traffic modeling lies in constructing models that capture important statistical properties of the underlying measured trace data [2] . For IP traffic, important statistical properties are burstiness and self-similarity. Intuitively, this means that measured IP traffic shows noticeable sustained periods with arrivals above the mean (i.e., bursts) over a wide range of different time-scales [15] . Aggregated traffic models capture the entire traffic stream without explicitly considering individual traffic sources, e.g. the traffic originated by individual users. The problem of accurately capturing these properties in aggregated traffic models has been solved for non-analytically tractable models but is still subject of current research interest for analytically tractable models. Non-analytically tractable models, e.g.
fractional Gaussian noise (fGN) and fractional autoregressive integrated moving average (fARIMA), naturally capture burstiness as well as self-similarity. Various research papers have subjected these models, e.g., Ledesma and Liu reported the effective construction of fGN in [8] .
For analytically tractable models, e.g. the Markov-modulated Poisson process (MMPP, [4] ), recent work has been proposed that utilizes the MMPP in order to mimic self-similar behavior [1] , [16] . Skelly, Schwartz, and Dixit [13] utilized the MMPP for video traffic modeling. They described a simple and efficient method for parameter estimation of a general MMPP based on the match of the marginal distribution of the real arrival rate. The class of batch Markovian arrival process (BMAP, [9] ) includes the well known Poisson-process, MMPP, and Markovian arrival process (MAP, [9] ) as special cases and additionally associates rewards (i.e., batch sizes of arrivals) to arrival-times. However, due to the additional rewards the BMAP provides a more comprehensive model for representing IP traffic than the MMPP or the MAP, while still being analytically tractable.
The challenge for employing BMAPs to model IP traffic constitutes the proper parameter estimation for this arrival process from the given trace data. In fact, measured trace data does not contain all statistical properties required for the unique specification of a corresponding BMAP. Due to this incomplete data, the parameters for a BMAP cannot be properly estimated by standard statistical techniques, e.g. moment matching. Dempster, Laird, and Rubin introduced the expectation-maximization (EM) algorithm [3] for computing maximum likelihood estimates from incomplete data. Ryden tailored the EM algorithm for the MMPP and developed an implementation [12] . To the best of our knowledge, tailoring the EM algorithm for BMAPs, developing a numerical stable implementation and utilizing the BMAP for traffic modeling is an open research problem.
In this paper, we present a detailed analysis of IP traffic measurements recently conducted at an Internet service provider (ISP) dial-up link. We derive parameterized general distributions for session-level, connection-level, and packet-level characteristics according to different application-types. Because of the nature of generally distributed sources, this detailed synthetic traffic model constitutes a non-analytically tractable traffic model.
According to [14] , our analysis confirms that 80% of the mass of the packet-length distribution is concentrated on the three packet length 40 bytes, 576 bytes, and 1500 bytes.
Based on these observations, we introduce an aggregated traffic model for IP networks that is both analytically tractable and closely captures the statistics of the measured traffic data. The key idea of this aggregated traffic model lies in customizing the batch Markovian arrival process such that these different lengths of IP packets are represented by rewards of the BMAP. We introduce an efficient method for estimating the parameters of a BMAP with the EM algorithm. Furthermore, we present computational formulas for the E-step of the EM algorithm and show how to utilize the EM algorithm for the effective parameter estimation of BMAPs. In order to show the advantage of the BMAP modeling approach over other widely used analytically tractable models, we compare the customized BMAP with the MMPP and the Poisson process by means of visual inspection of sample paths over four different timescales, by presenting important statistical properties, by formal analysis of traffic burstiness using R/S statistics, and by queuing system analysis.
The paper is organized as follows. Section 2 presents the analysis and characterization of the measured IP traffic. To make the paper self-contained, Section 3 recalls the definition and properties of the BMAP and provides a primer to the EM algorithm. Moreover, we introduce effective computational formulas for the expectation step (E-step) and the maximization step (M-step) tailored to the BMAP, and present a framework for traffic modeling of aggregated IP traffic that utilizes the BMAP. In Section 4, a comparative study illustrates the effectiveness and accuracy of the proposed traffic model. Finally, concluding remarks are given.
IP Traffic Measurement and Characterization

Dial-up Modem/ISDN Traffic Measurements
We conducted detailed traffic measurements at the ISP dial-up modem/ISDN link of the University of Dortmund. At the time of performing these measurements in January 2001 the university offered free Internet access for students and employees, so the users' costs depend on the telecommunication-tariffs and session duration only. Therefore, measurements in an ISP environment can be regarded as characteristic for session-oriented Internet traffic. In the four-week measurement period approximately 110,000 user sessions with a total data volume of 120 GB have been logged.
The measurements were performed by the software package TCPdump running on a Linux host that sniffs all IP packets in the Ethernet segment between the MaxTNT dial-up routers and the Internet router (see Figure 1) . For all IP datagrams sourced or targeted by dial-up modems the TCP/IP header information in conjunction with a timestamp of the arrival-time have been recorded and stored for offline processing. The header information includes source and target IP addresses, the port numbers, the packet length, and the TCP header flags. In addition to the header trace we use the log-files generated by the MaxTNT dial-up routers. For each dial-up session they provide information about session start-and end-time, the assigned IP address, and the link bandwidth. By aligning the measured trace data with the MaxTNT log-files, the header trace can be split into separate trace files for each dial-up session. Furthermore, the session interarrival-time and session volume distributions are determined.
In order to derive the connection interarrival-time and connection volume distributions, for each application-type all TCP connections within each session are reconstructed by means of IP address and port number pairs. We observed that many HTTP connections persist a relatively long period related to the transmitted data volume. Further investigations of this phenomenon showed, that many HTTP connections are closed with a reset packet, which is transmitted a very large time after the other packets of this connection. This is caused by the HTTP implementations of most Internet browsers, which keep connections open in order to transmit several documents within the same connection and thus avoid overhead for connection establishment. The reset packets abortive release the connections when the user terminates the HTTP application. For our traffic analysis we ignore these "late reset" packets for the following reasons: (1) they do not contribute to the transmission of documents and (2) they affect the packet interarrival-time distribution in a way that the measured data cannot be well represented by fittings to general distributions. 
Traffic Analysis and Traffic Characterization
This section presents fundamental characteristics of the IP traffic measured at our university.
First, we analyzed the trace data in order to obtain the application usage pattern of the modem/ISDN users. The data volume fractions are broken down to HTTP, FTP, e-mail, Napster, UDP, and other TCP applications. As Figure 2 shows, HTTP applications, e.g. Web browsing, dominate with a fraction of 73%, followed by the popular music download application Napster with 9% and e-mail with 6% of the overall transmitted data volume. Note, that the court decision against Napster was not effective when conducting the measurements. The analysis is performed at three different traffic-levels: session-level, connection-level, and packet-level.
(1) The session-level describes the dial-up behavior of the individual users, characterized by the session interarrival-time distribution and the session data-volume distribution. Furthermore, we observe that the remaining packet lengths are distributed uniformly between 40 bytes and 1500 bytes. Table 1 HTTP, e-mail, Napster, and FTP. In contrast to TCP packets, UDP packet lengths follow lognormal distribution. Note, that similar characteristics concerning discrete packet size distributions have been observed for local area networks (LAN) and wide area networks (WAN), [14] . Thus, the basic ideas outlined in the next section can also be applied for traffic modeling in LAN and WAN.
The statistical properties on the three different traffic-levels can be employed for synthetic traffic generation that an individual user generates: A single user can run different applications that may be concurrently active, e.g. WWW browsing while downloading Napster music files. Each application is completely described by its statistical properties.
These statistical properties comprise of an alternating process of ON-and OFF-periods with some application specific length or data volume distribution, respectively. During an ONperiod, i.e. an application specific connection, the user applies the appropriate application in 
Parameter Estimation Procedure
We derived a computational efficient and numerical robust EM (expectation-maximization) algorithm for the parameter estimation process of BMAPs, i.e., estimation of the parameter We denote further by 2 1 1 and -1 1 the conditional probability and the conditional expectation given the estimate 1, respectively. As shown in [3] , the estimate arg max log , , 1 1 
where P m 
Intuitively, the second product of Eq. (7) symbolizes the sojourn time of the CTMC for each state i. The third product of Eq. (7) captures the behavior for all transient state transitions between states i and j. Similarly, the last product of Eq. (7) , , , , , , 1 6 1 6 1 6 < A is completely characterized by the counting process N t ( ) introduced above. This leads directly to Eq. (8) with the following abbreviations (9) to (12) for ease of notation. In Eq. (8), the maximization 5 i of 5 i is already given in a natural way.
Furthermore, it can be shown that using the definition of a BMAP and appropriate partial differentiation, Eq. (8) The expressions (8) to (12) in Figure 4 represent the E-step of the EM algorithm, while the expressions in Figure 5 represent the M-Step of the EM algorithm. For ease of notation, we
1 6 1 . Let 1 i denote the i-th unity column vector. Eqs. (10) and (11) can be transformed to integrals over matrix exponentials by means of probability laws. We omit these transformations as well as the detailed evaluation of Eqs. (9) and (12) because of space limitations. Already for an MMPP, the problem with the practical applicability of the EM algorithm for parameter estimation lies in the stable numerical computation of integrals over matrix exponentials as specified in such equations. Ryden [12] proposed a diagonalization method to compute e t Q , but this approach relies on the diagonalization property of the matrix Q. It is known that decomposition techniques like diagonalization are in general not stable numerical methods for computing matrix exponentials.
For efficient and reliable calculation of (integrals over) matrix exponentials of the transformed equations of (9) to (12), we have derived effective computational formulas based on the randomization technique [5] enhanced by a stable calculation of Poisson probabilities.
Again, we omit these formulas because of space limitations. Furthermore, we adopted the scaling procedure proposed in [12] for calculating the sufficient statistics procedure is applied for a 3-state BMAP N 3 with a maximum batch size of M 3. Recall, the choice of M is crucial for the mapping process of packet lengths to BMAP rewards and corresponds to, but is not restricted by the fact that a large amount of packets comprise of three different packet lengths (see Table 1 and Figure 3 
Conclusions
We present a detailed analysis of IP traffic measurements recently conducted at an Internet service provider (ISP) dial-up link and derive parameterized general distributions for sessionlevel, connection-level, and packet-level characteristics. Moreover, we observe that almost all IP packets comprise of three dominating packet lengths. Based on these observations, we introduce an aggregated traffic model for IP networks that is both analytically tractable and closely captures the statistics of the measured traffic data. The key idea of this aggregated traffic model lies in customizing the batch Markovian arrival process such that these different lengths of IP packets are represented by rewards (i.e., batch sizes of arrivals) of the BMAP. We introduce an efficient method for estimating the parameters of a BMAP with the EM algorithm. In fact, we present efficient computational formulas for the E-step of the EM algorithm and show how to utilize the EM algorithm for the effective parameter estimation of BMAPs. In order to demonstrate the advantages of the BMAP modeling approach over other widely used analytically tractable models, we compare the customized BMAP with the MMPP and the Poisson process by means of visual inspection of sample paths over four different time-scales, by presenting important statistical properties, by formal analysis of traffic burstiness, and by queuing system analysis.
