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ABSTRACT: 
The integration of advanced propulsion systems 
into the aircraft, and the assessment of their 
benefits related to e.g. fuel burn, noise emission 
and potential further measures, is one of the major 
activities of the Large Passenger Aircraft (LPA) 
Platform 1 of the Clean Sky 2 initiative. In order to 
optimize and assess the potential of advanced 
propulsion integration, it is necessary to establish 
suitable design, evaluation, and measurement 
tools. The so-called Cross-Demonstrator-
Capabilities (XDC-) activities have been set up to 
develop and demonstrate powerful numerical and 
experimental methods for aerodynamic, 
aeroacoustics and aeroelastic simulation and 
measurement tasks, supporting the dedicated 
demonstrators of LPA. The paper will give an 
overview of the XDC activities and some examples 
of the developments related to this demonstrator. 
1. Introduction 
With respect to the Clean Sky 2 objectives to 
reduce CO2 and noise emissions, the Large 
Passenger Aircraft (LPA) Platform 1 aims to 
develop and integrate advanced propulsion 
systems. This effort requires suitable tools for the 
prediction, optimization, and the evaluation of new 
technologies as well as for validation testing in the 
technical disciplines shown in Fig. 1. Thus, within 
LPA Platform 1 the XDC is used to develop and 
demonstrate numerical and experimental means 
for the integration of advanced propulsion systems 
(e.g. Ultra High Bypass Ratio (UHBR) engines, 
Open Rotor (OR) propulsion or Boundary Layer 
Ingestion (BLI)) and to assess and verify the 
related benefits (e.g. on fuel burn and noise). The 
main objective of the XDC is to establish advanced 
design processes and tools that are applicable to 
the LPA Platform 1 propulsion systems. The 
development is divided into two fields: common 
numerical methods and common experimental 
means, both adressing aerodynamics, vibro-
acoustics, aeroacoustics and aeroelasticity. 
 
Figure 1: Means required for the assessment of novel 
propulsion technologies. 
2. Common Numerical Methods 
The work on common numerical methods is 
divided into three main branches: 
- numerical aerodynamic simulation methods, 
- numerical aeroacoustic calculations and noise 
predictions, 
- aeroelastic modelling and stability analysis. 
Examples of the activities in these main branches 
are briefly presented in the following. 
2.1. Numerical Aerodynamic Simulations 
The engine-airframe configurations of primary 
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interest in the LPA studies in Platform 1 all feature 
a very close coupling, if not even full integration, of 
the aircraft and the propulsion system. Future 
aircraft are expected to use ever higher bypass 
ratio engines, which will require a very tight 
integration on and with the wings of the aircraft due 
to the large engine nacelle diameters. Even more 
mutual interactions between the airframe and the 
propulsion system will occur for another promising 
technology development utilizing boundary layer 
ingesting (BLI) engines, where shrouded fan 
systems are likely to be integrated on or around 
the empennage or tailcone of the aircraft. Thus, in 
order to be able to obtain accurate aerodynamic 
performance predictions, Computational Fluid 
Dynamics (CFD) studies of the overall aircraft 
necessitate an adequate level of fidelity in the 
modelling of the engine, as well as the mutual 
interaction between the airframe and the 
propulsion system. While some recent develop-
ments of simplified models of turbofan engine fan 
systems in the form of actuator disc or body force 
approaches appear promising, the highest fidelity 
approach which would reliably account for all 
important aerodynamic interactions between the 
engine and airframe is the full geometric modelling 
of the fan stage in a fully unsteady RANS-based 
analysis of the aircraft [1-6]. An additional 
advantage of this expensive simulation approach is 
its ability to deliver unsteady near-field pressure 
data in the engine proximity, which may be very 
valuable for subsequent aeroacoustic studies. 
To understand the best modelling approaches for 
the engine fan module available in the DLR-
developed TAU-Code, a comparison of a classical 
engine boundary condition and a high-fidelity 
rotating fan unsteady approach has been done in 
the frame of the Clean Sky 2 project based on a 
generic isolated UHBR engine configuration. The 
uRANS modelling method developed using these 
simpler isolated engine studies are expected to be 
directly applicable to future complex integrated 
engine–airframe configuration studies, including 
the challenging BLI-engine-airframe cases [7]. 
 
Figure 2: ASPIRE isolated UHBR turbofan (geometry not 
to scale). 
The isolated UHBR engine studied in this paper 
and shown in Fig. 2 was designed within the EU 
Clean Sky 2 research project ASPIRE as a generic 
engine for numerical studies and is representative 
of a modern UHBR turbofan [1,2,8]. The nacelle, a 
very aggressive design with a small length-to-
diameter ratio to minimize the external surface 
area, was supplied by Airbus, while the fan stage, 
designed for application in a geared turbofan type 
engine with a low pressure ratio and a 16:1 bypass 
ratio, was designed by the DLR Institute of 
Propulsion Technology. The uRANS investigations 
have focused on four engine operating point 
(Sideline, Buzz-Saw Noise, Cutback and 
Approach), which are reference points for the noise 
certification of an aircraft. 
All CFD simulations are performed utilizing the 
DLR TAU-Code, while a family of 4-block Chimera 
grid using hybrid-unstructured CentaurSoft Centaur 
as well as fully block-structured ICEMCFD Hexa 
meshes with up to 200 x 106 nodes is used. 
Table 1 lists selected mean aerodynamic 
performance results achieved in the DLR TAU 
uRANS simulations. For all studied operating 
points, the results for the fan mass flow and the fan 
stage pressure ratio are listed as deviations from 
the engine model specifications. While the 
challenging low fan pressure ratio APP case shows 
an offset of up to 3% versus the targets, the results 
for other operating points generally only show 
deviations on the order of about 1%. 
Table 1: Mean aerodynamic fan performance predictions 
as deviations from the engine specifications for mass 
flow and fan pressure ratio. 
 Fan 
Massflow 
Fan Pressure 
Ratio 
Approach -2.06% -1.37% 
Sideline -1.23% -0.83% 
Buzz-Saw Noise -0.44% -1.91% 
Cutback -0.236% -1.14% 
 
Figure 3: ASPIRE isolated UHBR turbofan uRANS 
results, showing good resolution of wake and vortices as 
well as the jet flow non-uniformity resulting from the 
external aerodynamics influence on the fan for this short 
intake configuration. 
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Fig. 3 gives a qualitative impression of the ability of 
the uRANS simulations on the fine mesh to capture 
important aerodynamic flow characteristics such as 
the fan blade wakes and vortices in their 
interaction with the stator vanes as well as the 
development of the engine jet. The latter effect is a 
key feature typical of these short nacelle 
configurations subject to non-uniform inflow 
conditions, such as high angles of attack for 
example. With the fully geometrically modelled fan 
and OGV an azimuthal variation in the blade and 
stator loading is the consequence, which also 
results in a non-axisymmetric jet development, with 
higher jet total pressures on the right side of the 
engine than on the left. 
While for most applications this degree of fidelity in 
jet modelling is not a particular concern, there may 
be cases where the jet and inflow non-uniformity is 
important. Such cases could be studies of engine 
jet and wing or high-lift system interactions for 
closely coupled UHBR engine integrations or also 
studies of configurations with a boundary layer 
ingesting integration of the engines. In particular, 
at the low-speed flight conditions, strong inflow 
perturbations occur, making a better understanding 
and modelling of the jet development — as well as 
a proper modelling of the non-uniform fan face 
flow — an important issue for external aero-
dynamics. 
This work has demonstrated the capabilities of the 
DLR TAU Code to deliver high-accuracy 
performance predictions as well as detailed insight 
into the complex aerodynamic flow features 
representative for the challenges associated with 
the integration of modern engines with future 
transport aircraft configurations. In present as well 
as future work in the frame of Clean Sky 2, these 
capabilities will be utilized in the analysis of novel 
aircraft configurations featuring closely coupled 
UHBR engines in an under-wing integration, as 
well as with BLI engines mounted on the tailcone, 
which should allow for in-depth studies on the 
benefits and challenges these future engine-
airframe integration scenarios present. 
2.2. Preliminary fan noise design 
With the advent of UHBR engines, the question of 
engine integration has become prominent also in 
terms of acoustics. Whether the engine is 
integrated more strongly into the fuselage, or still 
remains hanging under the wing, the fan of a 
UHBR engine is likely to experience a less clean 
inflow due to the boundary layer ingestion (BLI) or 
due to the short nacelle that is not able to damp 
the flow distortion induced by the incidence of the 
engine. The acoustic interaction between the 
distortion and the fan may represent a risk in terms 
of noise certification levels. 
To address this question early during the design of 
future engines, a fast analytical tool, called 
PropNoise, developed by the DLR Institute of 
Propulsion Technologies, has been extended to 
the source of tonal self-noise from a supersonic 
rotor [9] and recently, an experimental validation of 
this extension has been documented [10]. The 
impact of an inflow distortion of this source is 
presented hereafter.  
The flow distortion ingested by the fan modifies the 
strength of the shocks generated by the 
supersonic rotor blades. As shown in Fig. 4, the 
presence of inflow distortion triggers the rise of 
buzz-saw noise at slightly lower Mach number than 
in the clean-flow case. But the maximum levels are 
only weakly affected.  
 
 
Figure 4: Effect of inflow distortion on average shock 
strength at two axial positions.  
The second impact of inflow distortion is on the 
propagation of the sound field inside the intake. 
The circumferential non-homogeneous flow 
induces a modal scattering, represented in Fig. 4, 
that tends to weaken the axial decay of the shocks 
(see in Fig. 5 the r.m.s. value does not decrease 
anymore for x < 0.4 m). The mechanism underlying 
this effect is the switch from cut-off to cut-on 
conditions due to the scattering into low-order 
modes.  
  
Figure 5: Modal scattering of the blade-passing 
frequency due to inflow distortion.  
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As a result of both mechanisms of shock 
generation and propagation, the emitted sound 
power is particularly impacted by the inflow 
distortion in the transonic domain of operation of 
the fan. It is equivalent to formulate that the buzz-
saw noise source may be important at transonic 
Mach numbers (Mtr) where it should be cut-off with 
clean inflow (see Fig. 6, the region just above 
Mtr = 1 has higher levels with distortion). Therefore 
the inflow distortion constitutes an acoustic risk, 
which shall be considered during the design of 
future UHBR fans and engines.  
  
Figure 6: Effect of the inflow distortion of sound power 
emitted by the fan along a working line. 
To conclude, this paragraph has shown that some 
acoustic aspects of the UHBR engines can be 
addressed by means of analytical methods, which 
represent a good alternative for more demanding 
CFD/CAA simulations. Moreover, at the early 
design stage, the more simple approach with 
PropNoise enables to cope with a small amount of 
information about the engine and fan geometry, 
whereas more demanding simulations require 
detailed input not available at the time. 
2.3. Aeroelastic Modelling and Analysis 
2.3.1. Aeroelastic Model of a Reference 
Configuration 
For the development of numerical methods for 
aeroelastic analysis and vibration analyses on 
future aircraft configurations, representative refe-
rence models for the aerodynamics and the aircraft 
structure are necessary. Only very few models with 
a sufficient level of detail are publicly available.  
As the emphasis inside the XDC is on short-range 
configurations, it was decided to base the 
aeroelastic reference model on the available, so-
called DLR-D150 configuration [12], see Fig. 7. 
This model of an A320 - size aircraft has been 
used for flight loads analysis in several DLR and 
German national (Lufo-) projects. The FEM was, 
however, lacking a detailed representation of the 
fuselage. Thus, focus of the work has been the 
generation of fuselage models of sufficient detail 
for aeroelastic and vibroacoustic analysis. 
 
Figure 7: Reference aircraft model 
A proper modelling of global mass and stiffness 
characteristics is a prerequisite for aeroelastic 
models. The modelling process used by DLR in 
LPA is MONA [13], consisting of the in-house 
development ModGen [14] and the commercial 
finite element software MSC Nastran. Basis of that 
process is the parametric modelling of wing and 
fuselage structures, allowing fast variations of 
design parameters, thus providing a basis for 
optimization. 
Applying the MONA process, three main steps are 
conducted - the parametric model set-up, followed 
by an extensive loads analysis campaign, and a 
structural optimization of the wing structures (this 
includes the main wings and the tailplane). 
Aeroelastic requirements like sufficient control 
surface efficiency are taken into account. 
The parametric model set-up within ModGen is 
based on a parametrically defined geometry of the 
wing-like components and the fuselage. This 
comprises the outer geometry generated by the 
defined airfoils and their position on the wing, and 
all significant elements of the inner load carrying 
structure like the spars, ribs and stringers. In 
addition, ModGen formulates the optimization 
problem used in the structural sizing step. 
 
Figure 8: Model of D150 center section.  
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Nastran is applied in the MONA process for the 
comprehensive loads analysis and the subsequent 
structural sizing of the airframe by means of 
structural optimization. 
In the project, a parametric fuselage model was 
developed. The topology of the fuselage is similar 
to that of an A320. The dynamics of the aircraft are 
very much dependent on the interconnection 
between fuselage and main wings, the so-called 
center section, shown in Fig. 8. 
For the detailed analysis of the rear end, a good 
representation of the rear fuselage and the vertical 
and horizontal tail is mandatory. Thus, a detailed 
topology representation has been developed for 
the joint between fuselage and empennage (see 
Fig. 9), including the pressure bulkhead.  
 
Figure 9: Empennage attachment.  
Finally, a full aircraft model is assembled, see 
Fig. 7. For the representation of the aerodynamics, 
not required for vibroacoustic analysis but, of 
course, needed for aeroelastic investigations, the 
full aircraft model comes with a grid used for 
potential flow, i.e. Vortex-Lattice- or Doublet-
Lattice-(VLM/DLM) aerodynamics. A definition of 
the coupling between structural model and 
aerodynamic model is also included. 
In a last step, a model suitable for vibroacoustic 
analysis has been derived. For that purpose, the 
model has been extended to include more details 
in those elements essential for vibroacoustic. To 
ensure the validity of the model for the 
investigations also performed in the XDC, the 
MONA model has been compared to a finite 
element model specifically set-up for vibroacoustic 
analysis, the so-called FlightLab model, a finite 
element model of an Airbus A320 fuselage which 
represents the target level of detail for the 
vibroacoustic analyses, see Fig. 10.  
As a result of the work, now reference models for 
aeroelastic analysis, loads analysis and vibro-
acoustic analysis for engine integration studies are 
available in the XDC.  
 
Figure 10: Vibroacoustic model of center section from 
MONA process 
2.3.2. T-Tail Stability Analysis 
The conventional approach for flutter predictions 
heavily relies on the Doublet-Lattice Method (DLM) 
for computing subsonic unsteady aerodynamic 
forces. For this, the aerodynamic model is 
discretized into small trapezoidal elements, which 
feature two degrees of freedom for generating 
unsteady aerodynamic forces, namely vertical 
translation (plunge) and rotation around the lateral 
axis (pitch). Aerodynamic forces induced by 
longitudinal and lateral displacements as well as 
rotations around the longitudinal and vertical axes 
are not considered and, hence, are assumed to be 
negligible for the flutter onset. In addition, the 
steady state aerodynamic forces are assumed to 
have no effect on the flutter onset either and 
ignored as well. 
In the aeroelastic community, it is well known that 
T-tail designs (like shown in Fig. 11) feature 
adverse flutter characteristics which strongly 
depend on aerodynamic forces induced by inplane 
and roll deformations of the horizontal tail plane 
(HTP) along with the steady aerodynamic trim 
forces [15-19]. This dependency is introduced by 
the HTP being mounted on the flexible vertical tail 
plane (VTP) and can also be assumed to be 
relevant for H-tail configurations, where the VTPs 
are mounted at the tip of the HTP. It is therefore 
necessary to account for these additional 
aerodynamic forces in the flutter prediction of T- 
and H-tail configurations. Measures for this include 
corrections of DLM results by external methods, 
extensions of the DLM for the lacking degrees of 
freedom, unsteady Vortex Lattice Methods, and 
Computational Fluid Dynamics (CFD). In [15] and 
[16], a strip theory approach is described which 
uses steady aerodynamic trim forces in addition to 
the modal data of the structural model to compute 
the neglected unsteady aerodynamic forces and 
include them in the flutter process. This method is 
used herein and referred to as ‘AiM’. The gain in 
accuracy for flutter point prediction in relation to the 
conventional DLM approach (referred to as 
‘ZONA6’) is compared to linearized frequency 
domain CFD data (referred to as ‘TAU-LFD’). 
The mass and stiffness properties of the structural 
model are taken from [16]. Two mode shapes are 
used for the flutter assessment, namely a VTP out-
of-plane bending mode with an eigenfrequency of 
2.9 Hz and a VTP torsion mode with an eigen-
frequency of 5.3 Hz. 
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Figure 11: Generic T-tail configuration according to [16]. 
Fig. 12 shows a comparison of the damping curves 
of the VTP torsion mode (Mode 2) computed by 
solving the g-method flutter equation with unsteady 
aerodynamic forces generated by a ZONA6, the 
AiM method, and TAU-LFD. In this figure, the 
dimensionless damping coefficient of the second 
mode shape is displayed against the onset velocity 
for non-matched flutter computations at Mach 
numbers of 0.4 (solid lines) and 0.69 (dashed 
lines).  
 
Figure 12: Comparison of damping curves (Mode 2) 
between ZONA6, TAU-LFD, and AiM at Mach numbers 
of 0.40 and 0.69. 
The AiM method significantly alters the potential 
flow theory based flutter velocities of the generic T-
tail at both Mach numbers. By superposing the 
DLM forces with the usually neglected 
aerodynamic forces, the deviations in flutter 
velocities w.r.t. the CFD based approach can be 
reduced from 13% to 5-6% for both Mach 
numbers. Further results and a discussion of the 
selected approach are published in [11]. 
3. Common Experimental Means 
The XDC part related to experimental means 
mainly contains the improvement of advanced 
testing tools related to aerodynamics, 
vibroacoustics, aeroacoustics and aeroelastics. 
Besides the development of novel MEMS based 
high frequency pressure sensors and denoising 
methods for wind tunnel measurements, optical 
measurement techniques for accurate flow field 
investigations, sound source localization methods, 
contactless deformation measurement techniques 
as well as instrumentation for vibration testing, are 
further improved. 
The latter four methods are presented briefly in the 
following. 
3.1. Flow Field Measurements 
Shake-the-Box (STB) is a novel time-resolved 3D 
Lagrangian Particle Tracking (LPT) scheme [31] 
which is suitable for the evaluation of time-series of 
dense tracer particle images captured from few 
projections of a laser or LED illuminated 
measurement volume inside the investigated flow. 
Dense volumetric tracking of particles over many 
time-steps allows for accurate time-resolved 3D 
flow field measurements as it provides position, 
velocity and acceleration along all reconstructed 
particle trajectories in the measurement volume. 
Velocity and acceleration are gained from first and 
second temporal derivatives of an optimal filtered 
3
rd
 order B-Splines as fitting function [34]. Due to 
the high positional accuracy and large amount of 
tracks from STB measurements mean flow 
statistics and Reynolds stresses can be 
determined with a simple bin-averaging approach 
delivering a grid or profile of converged data down 
to sub-pixel resolution [32; 35]. Further on, 
instantaneous velocity and pressure fields can be 
efficiently assimilated in a continuous repre-
sentation by a grid of cubic B-Splines using the 
scattered particles information as input for solving 
an inverse, non-linear optimization problem with 
Navier-Stokes-constraints computed by FlowFit 
[34]. The analytical spatial derivatives of the 
velocity and pressure fields can be sampled 
arbitrarily and provide the whole velocity gradient 
tensor and pressure hessian with an increased 
spatial resolution with respect to the mean particle 
distance (or to former low-pass filtering cross-
correlation methods e.g. tomo PIV). The method 
has been adapted for measurements in high-speed 
flows using multi-pulse illumination and recording 
on double-frame images in order to transfer the 
successful STB tracking methodology to industrial 
applications, called Multi-pulse STB (MP-STB) 
[35]. Several successful experimental investi-
gations from low speed laboratory scale up to high-
speed industrial and even transonic wind tunnel 
applications have proven the applicability of both 
STB methods. As strong shear flows close to 
surfaces are not a principle problem for such 3D 
LPT schemes because many individual tracer 
particles with ~1 µm diameter can be tracked with 
typical position accuracies < 2 µm in relatively thin 
wall-parallel measurement volumes, transitional 
and turbulent boundary layer flows are ideally 
suited as topics of further investigation.  
The extent of laminar flow on aerodynamic 
surfaces, e.g. swept wings, horizontal and vertical 
tail planes, with a leading edge sweep larger than 
15° is limited by the crossflow instability [24]. The 
combination of turbulence level and surface 
structure close to the attachment line determines 
the dominating crossflow instability mode, i.e., 
dominating traveling or stationary crossflow modes 
[21]. For cruise flight conditions, stationary 
crossflow modes are typically dominant [22, 23]. 
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These stationary crossflow modes were measured 
in flight with a spanwise wavelength λ in the range 
from 2 mm to 5 mm [24, 25]. 
Co-rotating vortices at a fix location with respect to 
the model surface inside the laminar boundary 
layer characterize the stationary crossflow 
instability. After the initial exponential growth of the 
stationary crossflow vortices, their growth saturates 
upstream of the transition location. The transition 
starts with a high-frequency, i.e. typically in the kHz 
regime, secondary instability at characteristic 
locations inside of the crossflow vortices [26]. In 
wind tunnel experiments the ‘z’-mode, which is 
located on the upwelling side of the vortex and at 
mid height of the boundary layer, were mostly 
observed [27]. The secondary instabilities grow 
rapidly and lead to local beginning of turbulent, 
wedge shaped flow. The goal of the STB 
experiments is to demonstrate the capability to 
investigate stationary crossflow instabilities in a 
relatively thin boundary layer with significant 
boundary-layer edge velocities, representing a 
step towards boundary-layer measurements at 
technically relevant Reynolds numbers. 
The experiments to validate the STB will be 
performed in the “1 Meter Wind Tunnel Goettingen” 
(1 m-WT), which is a low speed (U∞ ≤ 70 m/s) 
atmospheric wind tunnel of the Göttingen type. The 
open test section is 1 m wide, 0.74 m high, and 
2.4 m long.  
At DLR the SPECTRA (Swept flat PlatE Crossflow 
TRAnsition) experiment [28] was designed to 
specifically investigate stationary crossflow 
instability. The model design is based on the 
design of Bippes and co-workers [22]. As shown in 
Fig. 13, the model consists of a flat plate with a 
geometric sweep angle of 45° and a displacement 
body with a slat to imprint a favorable pressure 
gradient on the flat plate surface. This design helps 
to isolate the crossflow instability from other 
instability mechanisms of a swept wing.  
 
Figure 13: Schematic view of the DLR SPECTRA 
experiment. 
Compared to the original design the SPECTRA 
experiment has an increased model chord of 0.6 m 
and a redesigned displacement body shape to 
avoid flow separation. Contoured side walls help to 
create infinite swept wing conditions. Discrete 
roughness elements (DRE) are placed close to the 
leading edge to achieve a stationary crossflow 
instability induced transition. These DRE with a 
diameter of a few millimetres and a height of a few 
micrometres are placed parallel to the leading 
edge at a spanwise spacing which corresponds to 
the most amplified stationary crossflow wavelength 
of the set-up. 
The model part under investigation, i.e., the flat 
plate, is without curvature and therefore beneficial 
for volumetric boundary layer measurements with 
MP-STB.  
The MP-STB technique [35] for 3D LPT can be 
enhanced by using six instead of four successive 
laser pulses when using frame optimized CCD 
cameras (FOX) [33]. FOX cams have the ability to 
capture three frames in short succession by an 
electronically redesigned sensor charge storage 
and image read-out strategy. Together with six 
pulsed Nd:YAG lasers for illumination of small 
tracer particles in the measurement volume an 
adapted MP-STB particle tracking technique can 
be applied to the above described transitional 
boundary layer flow of the SPETCRA experiment. 
In the planned experiment within the 1 m-WT of 
DLR in Goettingen six triple-shutter FOX CCD 
cameras with 4 Megapixel resolution each will be 
used (see set-up sketch in Fig. 14) in order to 
measure ~50,000 individual particle trajectories 
instantaneously in a laser illuminated volume of 
~ 30 x 40 x 5 mm³ in streamwise, spanwise and 
wall-normal directions close to the wall by MP-
STB. A thin glass window inside the flat plate 
provides optical access for 100 x 175 mm² from 
below. The cameras will view through this window 
in a preferable viewing configuration enabling 
forward light scattering of the particles inside the 
flow as the collimated laser beam is adjusted to be 
back-reflected by 180° through the same measure-
ment volume by a mirror and shaped by a passe-
partout in order to reduce stray light at the 
boundaries of the measurement volume. The 
adapted six-pulse STB particle tracking technique 
allows reconstructing even longer particle 
trajectories > 100 pixel (and consequently estima-
ting the particles instantaneous position, velocity 
and acceleration with higher accuracy in 
comparison to a four laser pulse strategy). 
Measuring the spatial and temporal development 
of flow structures and the related instantaneous 
skin friction velocity distribution inside a transitional 
boundary layer flow requires a 3D flow 
measurement technique with very high dynamic 
velocity ranges and high spatial resolution. These 
requirements are fulfilled with the newly adapted 
MP-STB system. Depending on the availability of a 
powerful high-repetition rate laser enabling particle 
illumination and imaging frame rates up ~50 kHz a 
time-resolved STB measurement set-up with four 
available v2640 Phantom cameras could be an 
alternative configuration.  
The MP-STB measurements will be supplemented 
by qualitative skin friction visualization with the 
Temperature-Sensitive Paint (TSP) method [29]. 
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These visualizations provide a transition location 
over a large area and also the footprint of 
stationary crossflow vortices, which provides 
relative information about the vortex strength [30]. 
For the SPECTRA experiment the TSP equipment, 
which consists of four 1.56 Megapixel cameras and 
five high power LEDs, is integrated in the 
displacement body, as shown in Fig. 14. The TSP 
coating is coated into a pocket on the flat plate 
downstream of the PIV window.  
 
Figure 14: Schematic view of the experimental set-up, 
i.e., an adapted MP-STB measurement set-up with 6 
triple-frame FOX cameras and an integrated TSP set-up, 
in the DLR SPECTRA experiment at 1m-WT Goettingen. 
3.2. Sound Source Localization 
Aeroacoustic measurements with microphone 
arrays for outdoor static engine tests, wind-tunnel 
tests and aircraft fly-over tests with full-size aircraft 
are being improved with a focus on the post 
processing methods. 
 
Figure 15: The DLR ATRA passing over a microphone 
array (Photo: DLR). 
The capability of measuring the amplitudes of 
individual sources on an aircraft in flight is 
important for the development of new low-noise 
aircraft configurations and components. Wind 
tunnel measurements and numerical calculations 
struggle with model fidelity, resolution and dynamic 
range. 
For fly-over tests, large microphone arrays with, 
typically, 240 microphones arranged in multi-arm 
logarithmic spirals covering an area of 35 by 40 m 
are laid out on the ground (see Fig. 15). By 
synchronizing the array data with the GPS 
trajectory of the aircraft, the positions and 
amplitudes of the sound sources on the aircraft can 
be determined using a classical beamforming 
algorithm for moving sources with a deconvolution 
of the results with the point-spread-function of the 
array. This allows to calculate sound source maps 
as shown in Fig. 16 and Fig. 17. The source 
amplitudes of individual source regions can be 
integrated and averaged over several fly-overs. 
This way, different flight configurations, e.g. take 
off and climb shown in Fig. 18, or different 
modifications to the aircraft can be quantitatively 
compared and evaluated. 
 
Figure 16: Sound source maps in the 1 kHz band in the 
forward direction (60°) for a take-off. 
 
Figure 17: Sound source maps in the 1 kHz band in the 
rearward direction (120°) for a take-off. 
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Figure 18: Overall sound pressure of the engine source 
components for a take-off and a climb configuration in 
the rear of the aircraft at 120°. 
Static noise tests of full-scale engines are required 
to evaluate new low-noise engine technologies. In 
this context, DLR developed the source localization 
method SODIX that determines the amplitudes and 
the directivities of sound sources. A common setup 
for a source localization with SODIX at static 
engine noise tests consists of a large linear 
microphone array with up to 250 microphones, see 
Fig. 19.  
 
Figure 19: Measurement setup at static engine tests 
[38]. 
SODIX fits a model of the cross-spectral matrix to 
the measured microphone signals and is able to 
determine the amplitude and the directivity of a set 
of equivalent sound sources along the engine 
centerline with high resolution and dynamic range. 
Fig. 20 shows an example plot of localization 
results with the axial source position on the 
horizontal axis and the emission angle on the 
vertical axis. Sources radiating from the intake, the 
nozzle, and the jet are clearly separable and the 
source distribution has a dynamic range of more 
than 20 dB. 
 
Figure 20: Source localization map derived with SODIX 
for a turbofan engine [38]. 
The directive source amplitudes in specific areas, 
such as the intake, the nozzle, and the jet, can be 
separated, integrated, and extrapolated to 
reference positions in the far-field. , Corrections for 
the atmospheric conditions can also be applied. 
Fig. 21 shows an example result of the individual 
spectra of the intake, casing, nozzle, and the jet, 
which were derived by a geometric source 
breakdown from the SODIX source maps and an 
extrapolation to the far-field. The overall sound 
pressure level derived with SODIX (solid black line) 
- which is a sum of the individual source areas - 
agrees well with reference data measured in the 
far-field (black circles). 
 
 
Figure 21: Far-field extrapolation of the localization 
results derived with SODIX. [38] 
The SODIX method has also been applied to a 
microphone array in the far-field that consists of 
only 31 microphones. The sparsely populated far-
field array is commonly available at static engine 
test and promises a reduction of computational 
time and complexity of the microphone setup. 
In general, the SODIX method is useful 1) to 
quantify the contribution of individual components 
of the engine to the overall noise, and 2) to 
quantitatively compare different engine 
configurations, e.g. with and without acoustic 
treatment. 
3.3. Contactless Deformation Measurements 
As far as the blade deformation on an OR engine 
or a large fan is an important parameter to be 
known, experimental means for non-intrusive 
deformation measurements are developed and 
matured within XDC. Especially optical deformation 
measurement methods (e.g. Image Pattern 
Correlation Technique (IPCT) [39]) are promising 
to perform such non-intrusive deformation 
measurements on full scale ground [40] and flight 
[41] tests as well as for large scale wind tunnel 
experiments. An improved IPCT process for blade 
deformation measurements will be made available 
within XDC.  
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3.3.1. IPCT Measurement Setup 
The IPCT is a digital image correlation (DIC) 
method using stereoscopic images of a randomly 
patterned surface for 3D shape and deformation 
measurement.  
A blade deformation measurement is a special 
challenge for both the design of a measurement 
set-up and the evaluation. The measurement set-
up can be subdivided into the camera system and 
the pattern application. In principle there are two 
possibilities to install a camera system for blade 
deformation measurement on fast rotating object: 
 Non-rotating camera system installed 
beside the rotor [39,42] 
 Rotating camera system installed on the 
rotor head [40,41] 
The first option enables the usage of standard 
camera systems and the optimization of the set-up 
with respect to stereo and view angle is much 
easier than for a rotating the system especially for 
ground and wind tunnel tests. For the most 
applications the implementation of a non-rotating 
camera system is much easier than for a rotating 
one. A rotating system has to withstand the 
centrifugal forces and must be well balanced which 
requires much more effort for a specific compact 
design of the camera system. Hence its design is 
strongly limited in the camera base distance and 
the installation height of the cameras over the 
observed surface. The resulting very small stereo - 
and flat viewing angles can complicate the 
evaluation and reduce the accuracy of the 
measurement system.  
On the other hand a rotating system enables a 
360° phase measurement and avoids the problem 
of motion blur. Non- rotating systems can often 
cover only a small phase angle section by a single 
setup. Additionally they require strong illumination 
sources like laser or high-power LED arrays to 
permit the short exposure times which are 
necessary to avoid motion blur. Within the XDC 
High-Power LEDs in pulsed operation mode were 
tested successfully for a propeller blade 
deformation. They illuminated an area of approxi-
mately 500 x 300 mm² with 2 µs light pulses to 
freeze the blade position of a fast rotating 
propeller.  
Also for the pattern application there are two 
approaches: 
 Surface fixed pattern 
 Space fixed projected pattern 
The standard procedure to apply a fixed pattern 
onto a blade with a strong 3D-curvature is painting 
using a stencil [41]. For composite blades it was 
tested to apply the pattern within the 
manufacturing process successfully. Therefore the 
IPCT pattern was transferred by means of a stencil 
to the mould. Fig. 21 shows a composite 
specimen.  
 
Figure 21: Composite specimen with correlation pattern 
and marker applied within the manufacturing process. 
If the application of a fixed pattern is not feasible it 
can be projected onto the surface, but it must be 
considered, that the contrast of the projected 
pattern depends strongly from the background. 
Fig. 22 demonstrates the remarkable influence of 
the background properties by means of a blade 
deformation measurement [42]. Three of the nine 
propeller blades were prepared for a TSP/PSP 
measurement: blade 3, 4 and 5 were varnished 
with a white primer and blade 4 and 5 were 
additionally covered with TSP or PSP respectively. 
A pattern was projected by means of a pulsed 
laser to the propeller blades. Fig. 4 b) and c) show 
the sample images of an IPCT-camera at different 
phase positions of the propeller. The unprepared 
black blades reflect not sufficient light for an IPCT 
– evaluation whereas the painted blades deliver a 
very good signal. Finally for this IPCT application 
on composite blades a preparation of the blade 
surface was necessary for the projected pattern 
method as well. For a fan blade deformation 
measurement on a V2500 engine of an Airbus 
A320 in ground operation the pattern was 
projected direct to the fan by means of a pulsed 
ND-YAG laser [43]. The metallic fan surface has a 
higher reflectivity but with a directional dependency 
which have to be considered in the placement of 
the cameras and light source with respect to the 
surface normal. 
 
Figure 22: Pattern projected on a propeller by means of 
a laser on differently prepared surfaces 
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Figure 23: Scheme of the IPCT evaluation. 
3.3.2. IPCT evaluation 
The simplified IPCT processing for a 3D surface 
measurement is shown in Fig. 23. The 
stereoscopic image pair is cross-correlated in order 
to find corresponding pattern regions in the stereo 
views. To obtain the measured 3D surface the 
image coordinates of the corresponding points 
(CPs) are triangulated using a 3D camera 
calibration. 
For a 3D deformation measurement the IPCT 
processing was extended by a time series 
correlation part. Instead of correlating the images 
of two cameras at the same time, the image 
correlation is performed here between the 
reference state and the measurement state for 
both stereo views respectively. Linking the point 
correspondences of the time series correlation with 
the CPs between the stereo views of the reference 
the new 3D position of the reference grid points 
can be calculated and a 3D displacement vector 
field is determined by subtraction. The time series 
correlation is only applicable for a surface fixed 
pattern.  
Strong loads and vibrations can lead to a 
movement of the cameras with respect to the 
measurement object as well as between the 
cameras which leads to a decalibration of the 
camera system. Additionally an offset in the 
position of the measurement object between 
reference and measurement state is possible. 
Thus these effects have to be corrected in a further 
post-processing to deduce the correct wanted 
deformation from the measured displacement.  
A recalibration method [44] was developed to 
correct a movement between the cameras. The 
method was further refined to cope with very small 
stereo angles and tested for large displacement in 
laboratory successfully.  
Fig. 24 shows a laboratory set up where a camera 
decalibration was simulated by a shift of one 
camera (cam2) by 150 mm. 
 
Figure 24: Laboratory test of recalibration procedure: a) 
set-up, b) dz calculated with decalibrated camera 
parameters , c) dz calculated with recalibrated camera 
parameters. 
Fig. 24 b) and c) show for the test sample of a 
sphere the deviation dz of the measured surface to 
an ideal sphere, which was fitted to the measured 
point cloud. The sphere fitted to the results of the 
decalibrated set up had a radius of 70.6 mm 
(nominal radius 80 mm) and the deviation dz is in a 
range of -26 < dz <4 whereas after the recali-
bration the radius of the fitted sphere was 79.9 mm 
with -0.2 < dz < 0.2, which is consistent to the 
accuracy of the set-up. 
Further post-processing routines were developed 
to use the time-series correlation for the mapping 
of different stereo camera systems with an 
overlapping area as well as for the calculation of 
Rigid Body Transformations (RBT). For both cases 
the RBT is determined by a minimisation of the 
displacement of a selected area between two 
stereo systems or two states respectively. 
The optimisation of a measurement set-up to 
determine blade deformations on fast rotating 
propellers is often quite limited by different 
constraints, like optical access, loads, safety 
issues. The improvements of the evaluation tools 
and the enhanced post-processing tools of the 
IPCT developed and tested within XDC facilitate 
not only standard application but enable also an 
IPCT evaluation even for bad conditioned 
measurement set-ups and enlarge the scope of 
application of the technique.  
3.4. Vibroacoustics 
Acoustic comfort for large passenger aircrafts has 
become a particularly important topic in the last 
decades. In order to provide design decisions that 
help to minimize cabin noise, it is necessary to fully 
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understand the source generation mechanisms 
and the transmission paths involved. The study of 
such problem presents a great challenge, since 
any experimental analysis will require numerous 
flight tests for data acquisition and evaluation, 
which means extremely high costs for research 
and development. If we consider that one of the 
most important sources of cabin noise in the low-
middle frequency range are the engines, our 
contribution consist in the development of an 
active excitation system that will mimic the 
vibrational behaviour of those engines. This will 
help to facilitate the vibroacoustic research by 
allowing to replace flight tests by ground or 
laboratory tests. 
The developed system should be able to mimic the 
three-dimensional forces and moments, as 
depicted in Fig. 25, introduced by a real engine 
into an arbitrary structure, a demonstrator structure 
or a real wing if necessary. The system is based 
on a multichannel active controller. Such system 
takes as input a reference model that represents 
the behaviour of the engine and generates the 
control signals that are fed to the force actuators 
that drive the vibratory response. The moments are 
generated in a similar way, except for the fact that 
a pair of opposite forces on an attachment device 
is used. 
 
Figure 25: Schematics of forces Fxyz and moments 
Mxyz that the active system will control. 
The control system has been developed gradually; 
first, a simple proof of concept was realized with a 
single-input single-output (SISO) force controller. 
Next, a multi-input multi-output (MIMO) system 
was able to control the injected forces in the three 
directions of space. Later a multi-input single-
output MISO moment control system was 
developed. All these incremental steps have being 
described and reported in numerous publications 
[45 - 48]. 
In order to exemplify the work already performed, 
two cases are shown, the first one describes the 
performance of the MIMO force controller and the 
second one presents the MISO moment controller. 
The test structure used was a single aluminium 
plate of 1 x 0.8 x 0.03 m, with an asymmetric milled 
pattern that resembles the skin fields, stringers and 
frames typically found in fuselage structures. The 
thickness of the skin fields, stringers and frames 
was 1, 5 and 10 mm respectively. The plate was 
suspended using bungee cords in order to 
generate free displacement boundary conditions, 
as seen in Fig. 26. 
  
Figure 26: Aluminium plate configuration for force control 
(left) and for moment of force control (right). 
For the evaluation of the MIMO force control 
implementation, three shakers are attached, one 
per spatial direction as seen in Fig. 26 left. In this 
case, three different frequency profiles were 
arbitrarily defined. These profiles serve as the 
target reference that the controller will try to 
replicate at the injection point of the structure. The 
result of the evaluation is summarized in Fig. 27, 
where the Reference profiles and the Control ON 
conditions are shown. There, each colour 
represents one direction in space, the solid and 
dashed lines represent the Reference and the 
Control ON respectively.  
From Fig. 27 it is possible to establish the correct 
operation of the controller. The good agreement 
among references and resulting profiles illustrates 
the proper generation of control forces.  
 
Figure 27: Spectral comparison of Force control, 
References vs. Control ON condition. 
The evaluation of the MISO moment controller is 
performed in the same way as in the previous 
case, where the frequency Reference model is 
compared against the actual moment generated by 
the Control ON condition. The result is shown in 
Fig. 28. There it is possible to notice the relatively 
good agreement between both curves, which 
means that the controller is properly generating the 
correct moment at the center point between 
applied forces. 
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Figure 28: Spectral comparison of Moment Mx control, 
Reference vs. Control ON. 
In future work, it is planned to integrate the two 
main parts of the control system, i.e. forces and 
moments, into a single global controller in order to 
achieve the original goal of our proposed system. 
Such development will help in the future to easily 
perform laboratory experiments that will replicate 
the vibroacoustic behaviour of an engine, enabling 
to carry out noise cabin research in a more 
accessible way. 
4. Conclusions and Summary 
The paper presents some of the developments in 
the LPA Platform 1 XDC demonstrator in the field 
of numerical simulation tools and experimental 
methods.  
The presented work related to numerical 
aerodynamic simulations demonstrated the 
capabilities of modern CFD methods, like the DLR 
TAU Code, in delivering highly accurate 
performance predictions for future propulsion 
systems and details of the complex engine 
aerodynamics. These capabilities will be valuable 
for the assessment of the benefits and challenges 
of highly integrated propulsion systems. 
Another important issue addressed in the paper 
was the prediction of the noise impact of integrated 
engine concepts resulting from aeroacoustic 
effects. It has been shown that some aspects e.g. 
related to UHBR engines can be solved by using 
analytical methods like the PropNoise approach. 
The application of such tools will support the 
preliminary design process by an easy assessment 
of the acoustic impact even in an early stage when 
detailed information about the aerodynamics is not 
yet available. 
With respect to aeroelastic stability analysis 
representative reference models have been 
created that now can be used for aeroelastic 
analysis, loads analysis and vibroacoustic analysis 
for engine integration studies. Furthermore the AiM 
method for T-tail stability analyses has been tested 
successfully. 
Besides the developments of numerical method, 
also advanced experimental means like the non-
intrusive optical measurement techniques for flow 
fields (i.e. STB) and deformation (i.e. IPCT) are 
improved within the project. For the demonstration 
of the STB method, that is able to deliver time-
resolved 3D flow field data and pressure fields, a 
validation experiment, related to the investigation 
of stationary crossflow instabilities in a relatively 
thin boundary layer, is being prepared. As a 
supplement to the STB measurement qualitative 
skin fraction measurements by means of TSP are 
performed using a model integrated illumination 
and camera installation. The lessons learnt from 
the camera integration will be beneficial for future 
application of optical methods to areas with difficult 
optical access. In the scope of future research 
projects it is foreseen to apply the STB and MP-
STB techniques to BLI investigations, engine inlet 
flows, BL fan interaction, aero acoustic noise 
source investigations, and for the generation of 
spatially well resolved validation data for CFD 
methods and the development of advanced 
turbulence models (e.g. DRSM). 
The non-intrusive shape and deformation 
measurement technique IPCT has been improved 
further in order to deliver surface deformation time 
series and to be able to cope with small unwanted 
camera movements. The IPCT method thus 
becomes a more and more robust measurement 
technique even for bad conditioned measurement 
set-ups. 
Source localisation methods for static engine tests 
and aircraft in flight are being improved and 
prepared for application in the measurement 
campaigns for the demonstrators. These methods 
provide information on the location and the 
amplitudes of the different source regions of 
aircraft and engines in wind-tunnel, static and fly-
over tests. 
In the field of vibroacoustics an active excitation 
system replicating the vibrational behaviour of 
engines is being developed. This system will help 
to reduce the amount of flight test activities for 
cabin noise research. 
Besides the activities presented in this paper 
several different achievements have been made 
within the project and more will follow within the 
next years until the end of the project duration. All 
together those activities and achievements will 
help to better understand advanced propulsion 
concepts and optimize their integration in the 
airframe. 
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