Novel machine learning approaches were used to study selected features within infant resting EEG. Two infant groups who differed on familial risk for language learning disorder (LLD) were assessed. Identification of infants at higher risk for LLD may facilitate earlier diagnosis and remediation.
Introduction
The brain is subject to large structural and functional changes over early development. Rapid auditory processing and auditory change detection abilities in the tens-of milliseconds range are critical to decoding the speech stream and are crucial aspects of speech and language development starting at birth (Aslin, 1989; Eilers et al., 1981; Werker and Tees, 2005; Kuhl et al., 2008) . This complex ability to detect subtle sound changes early in infancy, specifically fast sequential changes in the amplitude and frequency composition related to speech, is believed to go awry in a subset of children (Benasich and Tallal, 2002; Choudhury and Benasich, 2011; Tallal, 2004) . Such early deviation from normative acoustic processing trajectories is thought to result in language-based learning disorders (LLD) such as specific language impairment and dyslexia (Bush, 2010; Lewis and Elman, 2008; Tallal, 2004) , and is suggested to be comorbid with some types of autism (Whitehouse et al., 2008) . Familial genetic studies indicate that approximately 30-60% of infants born into families with LLDs are at risk of developing similar problems (Flax et al., 2003; Tomblin, 1989) .
Previous studies also indicate that LLDs are associated with detectable differences in brain structure (Chu et al., 2015; Leonard et al., 2011; Westwood, 2004 ) that may begin before birth. These anatomical differences are thought to be a contributing factor to LLD given the genetic predisposition identified in many of these disorders (Casey et al., 2000; Choudhury and Benasich, 2011; Wong et al., 2013) . Therefore, prospective longitudinal studies starting in early infancy and continuing through 3-5 years of age have been designed to detect early precursors and biomarkers of developmental disorders in infants at higher genetic risk of LLD (for review see Benasich and Choudhury, 2012) . These early risk markers are difficult to detect using only behavioral testing, however neuroimaging approaches, including EEG, have been effectively used in infant populations (e.g. Benasich et al., 2006; Choudhury and Benasich, 2011; Maitre et al., 2013) .
The recent focus has been on improving event-related potential (ERP) recording from EEG and magnetoencephalography (MEG) as well as introducing more fine-grained analyses of continuous EEG, particularly within the context of studying atypical or at-risk groups (Barttfeld et al., 2011; Bosl et al., 2011; Stahl et al., 2012) . However, the standard procedure of EEG and MEG analysis continues to be averaging of a large number of artifact-free trials and then using group grand averages to compute statistics. Unfortunately, this can result in a number of problems given the underlying assumptions of this technique. Violation of these basic assumptions arises due to inconsistency of the brain response, variability across trials due to cognitive processes and loss of statistical power as well as statistical bias due to major alterations in the ERP components (Stets et al., 2012) . Moreover, in developmental studies, a large proportion of subjects may need to be excluded because the infants have not provided a sufficient number of noise-free trials per condition, thus precluding computation of stable averaged ERPs.
Another approach has focused on using source localization and time/frequency analyses in resting or spontaneous EEG to identify predictors in at-risk populations (e.g. Benasich et al., 2008; Gou et al., 2011) as well as those already diagnosed with a LLD (e.g. Heim and Benasich, 2011; Schiavone et al., 2014) . These studies examine particular frequency profiles using Fast Fourier Transform (FFT) or wavelet analyses, thus using more complex oscillatory characteristics. This technique overcomes some of the difficulties of averaged ERPs, however, the information obtained is restricted to the oscillatory domain and must be first computed on a caseby-case basis and then averaged to obtain group data.
In order to improve statistical power and avoid the issues that emerge in MEG, EEG and ERP studies it would be advantageous to have novel statistical methods that would permit detailed discrimination of individual characteristics (using raw or minimally pre-processed EEG data) as well as supporting robust classification of groups that may differ on the level of risk for a particular disorder .
Automatic classification strategies using machine-learning classifiers have been suggested as just this type of diagnostic tool (Riaz et al., 2013) . Machine learning techniques enable leverage of widely distributed, but potentially less robust information to improve the ability to separate individuals into risk groups. Analytic approaches such as FTT do not support group classification and are restricted to features within the oscillatory domain. However, the automatic classification strategies described here use many different features, including oscillatory characteristics, which are driven by the networks detected in the EEG or MEG signal. For example, in one study a multivariate pattern classification approach was applied to network based fcMRI data from a large and unique infant study sample processed with current motion correction procedures (Pruett et al., 2015) ; significant changes were demonstrated in the structure of large-scale functional brain networks over 6-to 12-months, a period of dramatic cognitive, motor, and social transformation. Hence, this early time period was shown to hold great importance for understanding typical and atypical social-developmental trajectories (Elison et al., 2013) . In the present dense-array EEG study, we focus on network connectivity of two infant groups with differing LLD risk levels and deploy a machine learning classifier called a support vector machine (SVM) to separate and classify these infants at low and high risk of LLD. Subjects were two groups of infants: Family History Positive (FH+) group: Infants born into families with a history of LLD and Family History Negative (FHÀ) group: Typically developing control infants without such a family history. We set out to address (i) whether the brain network topology is affected by degree of LLD risk, (ii) which features derived from network analysis contribute to classifications (iii) whether a classifier for prediction of impairment can be implemented to aid early risk assessment of LLD.
Participants
Participants in the current study were a subset of the children who participated in a larger prospective study that assessed the effects of early auditory processing skills on later language and cognitive development (Benasich et al., 2006; Choudhury and Benasich, 2011; Choudhury et al., 2007) . The studies described here have been reviewed and approved by the Institutional Review Board of our University, were in accordance with the ethical standards of our University and with the 1964 Helsinki declaration and its later amendments or comparable ethical standards. Informed consent was obtained from all parents following a full explanation of the experiment and prior to their child's inclusion in the reported studies. All children were tested at 6, 9, 12, 16, 24, 36 and 48 months of age using both behavioral information processing tasks and EEG assessments. Results from the behavioral information processing assessments are presented elsewhere (Choudhury et al., 2007) as are the analysis of the EEG eventrelated responses (ERPs) to rapidly modulated auditory stimuli . In the present study we focus only on the 6-month-old infants in the two risk groups: FH+ and FHÀ).
Families were recruited from urban and suburban communities in New Jersey and assigned to one of the two groups based on parental report of family history of LLD. The FH+ group consisted of 12 full-term normal birth weight healthy infants (10 males, 2 females). Infants from FHÀ families were recruited from local newspaper birth announcements and pediatric clinics (7 males, 5 females). In order to be classified as FH+, families were asked to provide clinical reports of expressive and receptive language scores and a general cognitive score for at least one affected and diagnosed immediate family member (the ''proband"); 75% of the probands were siblings of the infant participant and the remainder were parents who had been clinically diagnosed with a LLD. All probands for this sample had diagnoses of either specific language impairment or developmental dyslexia. (Further information regarding ascertainment may be found in Choudhury et al., 2007 . Discussion of the distribution of genders in families with an LLD proband can be found in Choudhury and Benasich, 2003.) The electroencephalogram (EEG) was recorded from the subjects while they were awake, alert and seated comfortably on their parent's laps in a sound-attenuated and electrically shielded chamber. Silent videos were played on a monitor in front of the children to engage them and minimize their movement. An experimenter engaged the children attention with a silent puppet show or other toys if they lost interest in the video. EEG was recorded from 62 scalp sites using the Geodesic Sensor Net (Electrical Geodesics Inc., Eugene, OR) in order to examine changes in each child's spontaneous brain electrical activity. The vertex was used as the online reference electrode. The signal was sampled at 250 Hz and bandpass filtered online at 0.1-100 Hz.
Methodology
Total duration of the continuous resting state data collected from each child was approximately three minutes. Channels containing noise and artifacts were visually inspected and removed by an investigator. The continuous EEG data was split into epochs (mean = 27,590 samples or $2 min) for each child. Although epochs were slightly variable in length, the variability was fairly small (27,500-35,000) and did not differ between groups. Using automatic channel rejection in EEGLAB (Delorme and Makeig, 2004) , noisy channels were identified, removed and interpolated. Channels 63 and 64 are placeholders in EGI geodesic infant nets and are automatically removed from analyses. The artifact-free epochs were submitted to power spectral analysis using Fast Fourier Transform (FFT). The log transform for absolute power was: 10 log10(x). Time series are broken into six frequency bands [delta (0.5-4 Hz); theta (4-8 Hz); alpha1 (8-10 Hz); alpha2 (10-13 Hz); beta (13-30 Hz); and gamma (30-48 Hz)].
Graph Analysis
For graph analysis, connectivity matrices were constructed based on correlation analyses. (See Fig. 1 for an overview of the graph analysis methods used here.) The connectivity matrix defines a weighted graph where each electrode corresponds to a node and the weight of each link is determined by correlation of the electrode pair. In this study the weights of connection are derived from the correlation matrix where the elements are q ij , i and j are different channels of our EEG data. The correlation matrix is calculated using the following equation (Rodgers and Nicewander, 1988) :
This calculation resulted in a 62*62 connectivity matrix for each subject. All self-connections or negative connections (such as functional autocorrelations) were removed from the networks prior to analysis. The role of negative weights in global network organization may be determined in future studies (Rubinov and Sporns, 2010) but were excluded here.
Due to the instability induced by thresholding procedures and the difficulty of comparing networks constructed for a range of thresholds, we focused on the critical structural network backbone and subjected the networks to two main types of analysis for feature extraction: (i) weighted connectivity matrix and, (ii) a robust tree representation called minimum spanning tree (MST) (Van Steen, 2010; Tewarie et al., 2015; Wang et al., 2008) . The former, weighted connectivity matrix has been used widely in the literature (Chu et al., 2015; Fraschini et al., 2015 ) from which we derived two common network metrics: global efficiency and the global and local clustering coefficient (Holland and Leinhardt, 1971; Supekar et al., 2008) . (For a comprehensive overview see Rubinov and Sporns, 2010 .) The latter, MST tree representation, is a relatively novel technique that has not been used widely in biological data, and to our knowledge not applied to infants' raw EEG data.
MST has been used as an alternative method that overcomes thresholding problems. Given a connected, undirected weighted graph, a spanning tree of the graph is a subgraph that is a tree and connects all the vertices together . A single graph can have many different spanning trees (Fig. 1F) . If each edge has a distinct weight then there will be only one, unique minimum spanning tree. Following Gower (Gower, 1996) , we define the distance between the time evolution of channels i and j as:
Given the symmetry property of the correlation matrix q ij = q ji and q ii = 1 for every channel i, the last equality is given. The MST, constructed from a set of N elements, 62 channels with distances d(i,j) between every pair of elements i and j, is a planar graph with N À 1 edges connecting the N elements and minimum total length, i.e. P in the MST dði; jÞ is minimum respect to any other tree. No loops exist in the MST. The MST displays only the most important links in each node. Network features extracted from MST were leaf number and tree hierarchy. For each tree, leaf number is defined as the number of leaves, divided by the maximum number of leaves possible given the size of the tree (Dubbelink et al., 2014) . Tree hierarchy is used as indicator of the balance between communication paths and overload prevention (Boersma et al., 2014; Dubbelink et al., 2014) . It is defined as:
where L is the leaf number; m the number of vertices À1; and BC max the maximum value of betweenness centrality. If leaf number = 2 (i.e. a line-like topology), and m approaches infinity, tree hierarchy approaches 0. If leaf number = m (i.e. a star-like topology) tree hierarchy approaches 0.5. For leaf numbers between these two extreme situations, tree hierarchy can have higher values (Dubbelink et al., 2014) .
Feature selection
We calculated the following features: (i) global efficiency, (ii) global and local clustering coefficient from weighted networks, and (iii) leaf number, and (iv) tree hierarchy, using MST for six different frequency bands.
The significance of the difference (p < 0.05) across the two groups under study (FH+ and FHÀ) were examined with t-tests defined as (t-test: t(F FH+ , F FHÀ ), p-value). F stands for feature name. Meaningful decreases in efficiency were detected in the d(t(Eff FH+ , Eff FHÀ ) = 2.83, p = 0.016), h(t(Eff FH+ , Eff FHÀ ) = 2.62, p = 0.023), a 1 (t (Eff FH+ , Eff FHÀ ) = 2.20, p = 0.049). Similarly, the global clustering coefficient showed a significant difference in d(t(Clus FH+ , Clus FHÀ ) = 3.44, p = 0.0055), h(t(Clus FH+ , Clus FHÀ ) = 2.98, p = 0.0125), a1(t (Clus FH+ , Clus FHÀ ) = 3.03, p = 0.0113) and a2(t(Clus FH+ , Clus FHÀ ) = 2.89, p = 0.0147) bands. Global efficiency is inversely proportional to the average path length of whole brain network. Significant increases in normalized path length and reduced normalized clustering, suggests reduced cortical communication capacity early in development for infants at higher risk of LLD. In the topogram shown in Fig. 2(A) , channels are highlighted that show significant between-group differences in electrode clusters mapped by fre-quency band (FHÀ, N = 12; FH+, N = 12). Fig. 2 (B and C) depict the grand average FFT for two illustrative channels (31 and 45).
In MST graphs, leaf number shows meaningful differences across two groups within a frequency band dt (L FH+ , L FHÀ ) = À2.21, p = 0.042). Also, tree hierarchy captures significant differences across two groups in one frequency band (t(TH FH+ , TH FHÀ ) = À2.29, p = 0.042). See Fig. 3 for illustrative purposes. Table 1 summarizes the p-values of the explained features.
Considering only features that show (p < 0.05) helps to ensure that undistinguishable features are removed from the selected best features and thus will not decrease overall performance. About 105 features out of 910 features were selected to classify the two groups. We performed a random shuffling procedure on about 2000 possible feature combinations, and applied the SVM classifier to affirm that the performance of the classifier is not random, and specificity, precision and accuracy of the classifier, using the selected features, lies within the region of (p < 0.05).
Support vector machine (SVM) classification
Support Vector Machine (SVM) is a technique for supervised classification based on the concept of decision planes (Cortes and Vapnik, 1995) . In addition to performing linear classification, the SVM method uses training data employing a non-linear classification called the kernel trick and constructs a hyperplane to map groups in n-dimensional feature space (n is the number of features). New examples are then mapped into the same space and predicted to belong to a category based on which side of the gap they fall on. Here, we deployed one linear kernel as well as three nonlinear kernel functions including quadratic or polynomial of degree 2, cubic or polynomial of degree 3, and a multilayer perceptron (MLP) function (Cybenko, 1989) . The performance of SVM classifiers was assessed using leave-one-out-cross-validation (LOOCV), averaging performance across N sets. LOOCV is a special case of cross-validation where the number of sets equals the number of instances in the dataset. Note that LOOCV is independent of the feature selection technique, confirms the accuracy of the set of features that are selected by the SVM, and provides a feature set that is unbiased by group. Features are used as an input to a support vector machine (SVM) that performed supervised classification, mapping infants into two groups: FH+ infants with the risk of LLD and FHÀ infants without the risk of LLD. (See Fig. 4 for a schematic overview of the feature selection process and Random Shuffling performance assessment.)
We assessed the classifier's performance using the conventional measures of precision, specificity and accuracy. The FH+ group with a high risk of LLD is designated, positive (P) and the FHÀ controls are categorized as negative (N). The correct detection or ''true classification" of the high-risk condition is known as true positive (TP). Likewise correct classification of the typical low-risk FHÀ population is true negative (TN). Precision or Positive predictive value (PPV) measures the proportion of positives, which are correctly identified as such (e.g. the percentage of infants who are correctly identified as having high risk for LLD). Specificity is the percent of participants correctly classified as low-risk within all low-risk infants also known as the true negative rate (TNR). These measures along with accuracy rate (ACC) are given by the following equations: Fig. 1 . A schematic overview of infants' EEG data analysis with a focus on the two methods of graph analysis used (A). The first analytic method used was (B) weighted connectivity matrix. For the weighted network analysis a weighted graph (C) was constructed. Network measures computed (D) were efficiency and the clustering coefficient. The second measure was the (E) minimum spanning tree (MST) connectivity matrix. For Tree analysis, a tree representation (F) was constructed. Tree measures computed were: (G) Leaf number and Tree hierarchy.
Precision or PPV
Network measures and SVM-related computations were carried out in MATLAB 7.8.0 (R2014; The Mathworks, Natick, MA), as well as with functions available as part of the MATLAB Bioinformatics and Statistics Toolboxes, and in-house MATLAB code. Network features were computed in MATLAB using Brain Connectivity Toolbox (BCT).
To assess the performance of SVM classifiers, we deployed a statistical training test. Training the SVMs within different groups allowed us to test the classifiers' generalization to data not trained on. Each data set can then be tested on each of the trained SVMs, and the group with high risk of LLD classification accuracy would then be the average of these tests.
Results
Significant differences were seen in the main features examined both for the global network and for the filtered frequency bands. Table 1 summarizes those data by feature and by network.
The MST results detailed in Table 1 suggest quite different functional connectivity among brain networks as a function of risk status in combination with a non-biased examination of features. Significant increases were seen in normalized path length (i.e. lower efficiency) and reductions in normalized clustering for infants at familial risk for LLD as well as a subset of infants with no such familial risk. In addition, both leaf number and tree hierarchies significantly differed by group. Increases in leaf number in the FH+ group suggests decentralization of early brain networks; in essence, the infants classified as at higher risk for LLD, show networks that are more hierarchical, but inefficient with scattered connections that slow information flow within the network. Although the network is more ''leafy", it is more inefficient as captured by the decreases in efficiency and clustering. Fig. 2 . Between-group differences in electrode clusters mapped by frequency band on a 64-channel EGI template and illustrative FFT plots. Significant group differences in the local clustering coefficient (assessed by t-test) were seen between the two infant groups (FH+ and FH) at 6 months-of-age. (A) Channel clusters with p < 0.05 were identified within all four bands (Delta, Theta, Alpha1 and Alpha2); cluster patterns that differed by group were concentrated over left frontal and occipital regions. Here, channels are separated by color to show channel cluster membership by frequency: pink for the "delta" band, red for "theta", blue for "alpha1" and green for "alpha2". Regions of between-group differences that were shared across frequencies are highlighted in yellow. In (A), channels are highlighted that show significant differences for the two groups (FHÀ, N = 12; FH+, N = 12) by frequency in the local clustering coefficient. The delta band is shown in pink, theta in red, alpha 1 in blue and alpha 2 in green. We have also plotted, in yellow, the channel clusters that share significant differences in two or more frequency bands. The left frontal cluster includes channels [9, 11, 13, 14, 15, 16, 19, 20] and the lower occipital cluster includes channels [27, 28, 31, 32, 33, 35, 36, 37, 38, 39, 40, 41, 44, 45, 48] . Six channels show significant differences across all frequency bands [13, 14, 37, 38, 41, 45] . To illustrate further, (B) shows the grand average FFT by group for Channel 31 with differences in Delta, Theta and Alpha 1 and (C) shows the grand average FFT for Channel 45 with significant group differences across all four frequency bands.
The SVM test indicated that cubic kernel was able to identify two classes of subjects: low and high risk of LLD groups with high specificity, precision and accuracy. The results are shown in Table 2 . As seen here the Cubic kernel function has the highest performance among the other kernel functions. It is notable that SVM performance without LOOCV is 100% for all performance measures.
To further assess the significance of the specific features classifying the two groups, we ran SVM on folds of 105 features by randomly shuffling all possible features with 2000 iterations and then assessed the performance of the cubic SVM for each fold. Our results indicate that the classification accuracy with the selected features based on significant differences across the two groups were robust and reliable (Table 3) . As is clear from the table, specificity, precision and accuracy of the classifier reported in the current analyses lies within the region (p < 0.05).
Although at this stage, conclusions based on graph metrics and automatic classification are speculative, and much research remains to be done, these findings suggest reduced (or altered) functional networks and cortical communication capacity quite early in development for infants at higher risk of LLD.
Discussion
Over the infancy period, children demonstrate striking increases in language, cognitive and motor skills (Bates et al., 1992; Chugani et al., 1987; Fenson et al., 2007; Moll and Tomasello, 2010; Pascalis et al., 2005,) . This developmental stage is also characterized by major changes in forebrain organization including continuing maturation and myelination of temporal and frontal areas and elaboration of extensive cortical and subcortical circuits (e.g. Johnson, 2001; Paus et al., 2001; Pujol et al., 2006) . Although many developmental disorders appear to have their earliest roots within the infancy period, it is notoriously difficult to detect these early risk markers and thus accurately predict to later developmental disorders such as LLD.
Accumulating data have shown that measures of rapid auditory processing (RAP) ability can serve as a behavioral "marker" of LLD and can reliably identify infants at highest risk of LLD (Benasich and Leevers, 2002; Choudhury and Benasich, 2011 ). However, reliable identification of such markers would benefit greatly from more sophisticated and sensitive convergent measures. EEG has become an extremely valuable technique for acquiring longitudinal data defining maturational brain trajectories (e.g. Choudhury and Benasich, 2011) and for analyses of developmental power-bands and oscillation data that explore the evolution of dynamic coordination (oscillatory signatures) and synchrony in the developing brain (Gou et al., 2011 Ortiz-Mantilla et al., 2013) . Despite these advances, more sophisticated computational approaches to developmental data, including EEG network analysis of infant data, are relatively rare. Such techniques might well add a valuable dimension to the difficult task of early screening, diagnosis and intervention. The ability to examine the conjunction of multiple converging features, something that is very difficult to accomplish in traditional EEG and ERP approaches, seems likely to add significant value to standard clinical approaches. To this end, focusing on network connectivity measures of infants across the first year of life and their utility in identifying early markers of LLD, as well as the design and realization of a robust and reliable automatic classification of infant risk should be a priority. Automatic classifiers might well aid in achieving even earlier detection of neural precursors of developmental disorders, thus providing the ability to differentiate infants at highest risk long before actual clinical diagnosis is possible (Bosl et al., 2011; Vourkas et al., (2014) ), an important goal in the field. Our analysis using an SVM classifier on features extracted from a graph analysis, which included standard measures (i.e. efficiency and global and local clustering coefficient), and results from a new tree-based analysis, MST (i.e. leaf number and tree hierarchy) suggest that infants in families with a history of LLD have quite different EEG complexity patterns from infants without such familial risk. Specifically, infants were classified with about 80% accuracy into FH+ and FHÀ groups at 6-months-of age with 89% specificity and with precision of 92%. Accuracy represents the percentage of accurately classified subject (FH+ or FHÀ) compared to the total number of subjects. Precision or PPV (Positive predictive value) captures the accuracy of the classifier method. The smaller the ''false positive" (FP) rate, the closer precision is to 1. When the goal is to correctly classify subjects as ''high-risk" and we identify ALL subjects who actually are ''at risk" of the disorder, precision would be 1. Specificity is the rate of TN or "True Negatives" to the total number of negatives, i.e. number of subjects classified as True "low-risk" to the total number of "low risk". Specificity would be 1 when the subjects with "high-risk" are not classified as "low-risk".
Although the present analysis infrequently classifies subjects with low risk of LLD as TP or ''True Positives", these ''mis classifications" may contain important information regarding future risk. It would be necessary to follow these infants through 5 or 6 years-of-age to make a definitive statement as to whether using an automatic machine classifier approach substantially improves early prediction of LLDs. However, given the dearth of diagnostic tools available at this point in time, designing and training a machine to detect infants at highest risk of LLD, using a combination of features from network analysis, may well enable more accurate predictions as to whether any particular child, with or without a familial history, will actually develop a LLD. As noted above, about 30-60% of infants at familial risk go on to develop a LLD (Flax et al., 2003; Tomblin, 1989) , and across our previous studies 8-10% of children with NO identified familial risk (i.e. FHÀ Control infants) later develop LLDs (Benasich and Leevers, 2002) . Thus you can see that family history alone does not constitute a ''gold standard". The high level of classification accuracy shown here for this machine learning approach suggests that such methodologies can significantly increase our ability to differentiate those infants at highest risk for LLD, thus allowing the earliest possible intervention and remediation (e.g. Benasich et al., 2014) .
SVM classifiers have been applied to facilitate detection of other disorders including children at familial risk for autistic spectrum disorders (e.g. Bosl et al., 2011; Ebrahimi et al., 2008; Sacchet Fig. 4 . SVM classification and performance assessment by Random Shuffling. After feature extraction, a subset of ''best features" need to be identified. To select appropriate features from the feature bank, we used two approaches: Random selection (A) and selection via t-test (B). For both approaches, the original dataset (C) is divided into two sets: Train (D) and Test (E), using cross-validation methodology. An assessment measure is calculated to evaluate each selected feature via the support vector machine classifier. Finally, a random shuffling cross-fold evaluation (F) is performed to ensure that the t-test selected features are statistically significant and that these are the ''best features" based on the assessment measures. , 2015) and to study brain networks in patients with Alzheimer's disease (Khazaee et al., 2015) ; however, we are not aware of any research that employs the SVM classifier on features extracted from infant EEG using the MST technique. Vourkas et al. (2014) have deployed MST analyses to evaluate functionrelated electrocortical reactivity over a wide range of EEG frequencies in school-age children. Using minimum spanning tree (MST), EEG signals from children with math difficulties (MD) and their typically achieving controls (NI) were analyzed. Although no significant differences were found between the groups, a subset of MST parameters correlated with individual performance on psychometric mathematical exams. Thus their findings lend support to the potential utility of MST analysis. In the present study the MST analysis highlighted important group differences in leaf number and in tree hierarchy, suggesting less well organized brain networks and reduced cortical communication capacity early in development for infants at familial risk for LLD. Thus this seems to be a valuable technique to add to a machine learning approach to EEG risk analysis. Automatic classifiers may be able to detect early risk markers that cannot easily be identified by examination of behavior and averaged EEGs, given that machine learning techniques can detect widely distributed but potentially less robust information captured within a subset of specific features. Even if such a classifier does not precisely define which type of language-based disorder the infant might develop in the future, it adds convergent information that may allow proactive intervention or treatment of infants well before the disorder emerges.
Assessment of SVM performance in these analyses indicates that our classifier is sensitive, robust and reliable; however, it does not provide an exact detection method. In combination with other diagnostic techniques, however, as part of an overall assessment, this technique may yield a clinically useful risk biomarker. The novel MST method we applied to infants' EEG data is also a promising network analysis technique and hopefully will enable deeper understanding of the relationship between neurophysiological processes as measured by EEG and later language outcome. The MST method might serve to enhance feature detection in future longitudinal analyses of data from this cohort by constructing a unique tree that represents the connections between nodes in the network as a function of risk group. The MST technique essentially overcomes the problems induced by thresholding that researchers face using network analysis. It is, in essence, a technique that facilitates network feature selection. "Efficiency" of a network refers to how efficiently information is exchanged and communicated across the network and in the MST analysis; this feature was shown to distinguish the two groups from each other. Efficiency is the most common measure used to index network disruption due to a disease or disorder (Boersma et al., 2014; Rubinov and Sporns, 2010) .
Study Limitations: A few caveats should be raised. First, one might argue that given the millisecond temporal resolution of EEG data, these types of network analyses may not prove as reliable as has been shown in fMRI studies. However, the robust classifier results reported above suggest that is probably not the case. Further, EEG assessment has additional strengths as a research and diagnostic technique, particularly in infants, as it is less invasive, less prone to movement artifact and inexpensive as compared to fMRI. Another possible criticism regarding network analysis of EEG data is that the feature selection itself may be unreliable. However, the results of our random shuffling procedures including all possible features, as well as the "leave-one-out-cross-validation", that was run on the data set and then generalized to an independent data set suggests that this is not a valid concern. It is also important to highlight the fact that this is a relatively small sample and thus the generalizability of these findings is limited. Thus, we plan to apply these machine learning techniques to larger developmental data sets and importantly to longitudinal data sets. However, the primary aim of this study was to illustrate the utility of SVM techniques to improve early identification of those children most at risk for LLD and ultimately facilitate remediation at those developmental time points when the brain is most plastic and amenable to intervention techniques.
Conclusions
Overall, these results are encouraging and suggest that the objective of using machine learning techniques (e.g. SVM) and MST analyses to discriminate between groups of infants at differing levels of risk for LLD and then applying cross validation to assess the resultant classification is a viable technique. Although this is a promising analytic technique, it is certainly the case that further research and development is critical and the next steps should incorporate analysis of prospective longitudinal samples.
We hope that the present findings will provide an impetus to expand the scope of clinical screening in the future with greater dependence on EEG-based screening assessment using a multifeature approach. Future studies will hopefully focus on trajectory analyses of prospective longitudinal data from infant siblings of children with disorders such as LLD, autism spectrum disorder and attention-deficit hyperactive disorder using spontaneous EEG and MEG as well as event-related EEG, employing machine learning procedures similar to those described here.
In conclusion, we accurately classified infants into two groups at low and high risk of LLD using unbiased features derived from network analysis. Our results are promising and should motivate examination of similar methods that will support more detailed risk assessment in infancy and identification of early, possibly specific, biomarkers for a range of developmental disorders (Bosl et al., 2011) . Further research is needed to assess the potential of machine learning methods using averaged ERPs as well as for the spontaneous infant EEG used here. Nonetheless, classification methods (e.g. SVM) and MST, in combination with cross validation, hold the promise of increasing the discriminative power of MEG, EEG and EEG/ERP measurements, reducing problems associated with using large series of univariate group comparisons, and should aid in the quest to distinguish risk or clinical groups from typically-developing control groups.
