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Orthogonal polynomials defined by the classical three-term recurrence relation 
are considered. Conditions on the coeffkients are obtained which are suffkient for 
the spectrum to be a denumerable set which is unbounded above and below. Obser- 
vations are made concerning extremal solutions and the accumulation points of the 
zeros of the orthogonal polynomials when the corresponding Hamburger moment 
problem is indeterminate. 
1. INTRODUCTION 
Let {P,(x)} be a sequence of manic polynomials satisfying a three term 
recurrence relation of the form 
P,(x) = (x - c,> pn-l(X) - 41P”-2(x), n = 1) 2, 3 )...) 
P-,(x) = 0, PO(X) = 1; c,real, A,>0 (n>l). 
(1.1) 
It is well known that (1.1) is necessary and sufficient for the existence of a 
real distribution function w with an infinite spectrum S(v) (support of dv) 
with respect o which the polynomials are orthogonal, 
As was already known to Stieltjes, S(w) is a bounded set if and only if 
{c,} and {A,} are both bounded sequences. Stieltjes [21] also proved that if 
c, = 0 (n > 0) and (1,) converges to 0, then S(w) is a denumerable set with 
0 as its only point of accumulation. Krein [ 1, p. 2301 gave a remarkable 
generalization of Stieltjes’ theorem in which he completely characterized all 
cases for which S(w) is a bounded denumerable set whose derived set is an 
arbitrarily prescribed finite set. At the opposite extreme, an early result of 
Blumenthal [2] says that if {c,} and {A,,} both converge to finite limits c and 
A, respectively, then the zeros of the P,(x) are dense in the interval (a, r) = 
(c-2fl, c+2fi) and S(w) h as at most denumerably many points on the 
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complement, with u and r the only possible accumulation points. (Proofs of 
these can also be found in IS].) 
Some more recent examples of conditions yielding results concerning 
denumerable spectra can be found in [5, 7, 8, 9, 151. Nevai and others (see, 
e.g. [4, 12, 13, 17, 18, 191) have dealt with the case covered by Blumenthal’s 
theorem. Very recently, Mate and Nevai [ 161 have found rather general 
conditions that yield absolute continuity of v. When {cn} and {A,} are not 
both bounded, much less is known. If the sequences are restricted so the 
spectrum is contained in a half line, some conditions are known that 
guarantee that S(w) is a denumerable set with no finite accumulation point 
(e.g. [8, 11 I). Th ere is also an analog of Blumenthal’s theorem ([.5,8]). 
When S(v) extends over (-co, co), however, we know of no theorems 
that yield additional information about the spectrum except in the symmetric 
case: P,(-x) = (-1)” P,(x). Indeed, the only explicitly known examples for 
this case are the Meixner polynomials of the second kind and Pollaczek’s 
generalization (see [ 8, pp. 179, 1861). As a first step toward tilling in this 
void, we present wo theorems that apply when the spectrum is unbounded at 
both ends and yield the conclusion that the spectrum is a denumerable set. 
We also make some observations concerning the existence of “best” extremal 
solutions when the Hamburger moment problem is indeterminate. 
2. PRELIMINARIES: THE MOMENT PROBLEM 
We will be concerned with (1.1) under conditions such that the zeros of 
the orthogonal polynomials are unbounded both above and below. This is 
equivalent o the condition that if we we set 
n+l 
an(f) = (C” - &.+ , - t) (2.1) 
then for every real t, {an(t)) is not a chain sequence [8, p. 1091. Simple 
sufficient conditions for this are, for example, 
(0 inf, c, = -co and sup,, c, = co; 
(ii) lim,,, c, = co and lim inf,,, A,,+ ,/(c,c,+,) > i, 
We denote the zeros of P,(x) by x,,~: 
X n,1 < &I,2 < .-* < x,,, 
and denote the set of all x,,~ by X. Finally, we denote by u and r the smallest 
and largest limit points (in the extended real number system) of the zeros: 
0= lim lim x,,i, r = lim lim X,,,-j* (2.2) 
i-cc n-cc j-m n-cc 
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Whenever the Hamburger moment problem is determined, u and r are also 
the smallest and largest accumulation points of the spectrum S(w) [8]. 
Since we wish to draw conclusions about the derived set of the spectrum, 
we will have to take into account the status of the corresponding Hamburger 
moment problem, especially so in view of Stone’s theorem [20, p. 59; 22 ] 
which asserts that if the Hmp is indeterminate, there are solutions whose 
spectra have derived sets which coincide with arbitrarily prescribed closed 
sets. If the Hmp is indeterminate, there also arises the question of the 
existence of a “best” extremal solution; that is, one whose spectrum 
coincides with the set of limit points of the zeros of the orthogonal 
polynomials. This question is settled in the case where the moment problem 
can be reduced to a Stieltjes moment problem by a translation [6] and also 
in the case of a symmetric Hmp (i.e., all moments of odd order vanish) [lo]. 
In the general case, the situation, in one sense, turns out to be surprisingly 
easy to describe on the basis of well known results from the analytic theory 
of J-fractions. 
We consider the J-fraction corresponding to the recurrence relation (1.1) 
4 I 1, I 13 I 
Jz-cc1 -1z-cc2 -1 z--c3 -.... (2.3) 




where the numerator polynomials F‘,(x) = Py? ,(x) satisfy the recurrence 
(1.1) but with the initial conditions 
F-,(x)=-l/A,, F,(x) = 0. 
Now assume that the Hmp associated with (2.3) is indeterminate. We then 
consider the four sequences of polynomials A,(z), B,(z), C,(z), D,(z) which 
can be defined in terms of the P,(z) and the F,(z), and which converge, 
uniformly on compact sets, to entire functions A, B, C, D, respectively, such 
that 
A(z) D(z) -B(z) C(z) = 1, (2.5) 
and the extremal solutions vs of the moment problem are determined by 
I,(Z) = 
A(z) - SC(Z) 
1 
lx dv,(O 
B(Z) - SD(Z) = -m z--t’ 
-oO<S<CO P-6) 
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(see [ 20, p. 5 1 I). Further, from the definition of these polynomials, we have 
PAZ> = -pm B,(z) + F,(O) D,(z), (2.7) 
K 
n 
tz> = A”(Z) -K,(O) G(z) 
B,(z) -K,(O) D,(z) * 
(2.8) 
Let a = {n,},= I be an increasing sequence of positive integers and 
consider the corresponding subsequence of orthogonal polynomials, P,,.(x). 
Let X, denote the corresponding set of zeros: 
X0 = {x,,,,~: 1< i < n,; v = 1, 2, 3 ,... }. (2.9) 
Considering the corresponding subsequence of nth convergents of (2.3), we 
see that (2.8) shows (as is known [23]) that if {X,10)} converges to finite t 
or diverges to t = co, then {K,Jz)} converges to It(z), the convergence being 
uniform on compact sets that exclude the poles of It. Also, according to 
(2.7) if t is finite, 
P,,,(z) 
?% P,*JO) 
- = -B(z) + D(z), 
while if t = co, 
In either case, the convergence is uniform on compact sets, so it follows with 
the aid of Hurwicz’ theorem [ 14, p. 2051 that the poles of L,(z) are precisely 
the accumulation points of X,. That is, if {K,,(O)} converges to t or diverges 
to t = 00, then 
S(wt) =x:, (2.10) 
(where the prime indicates the derived set). 
In particular, then, for a general indeterminate moment problem, there is 
an extremal solution whose spectram coincides with the set X’ of 
accumulation points of the zeros of all P,(x) if and only if {K,(O)} converges 
or else diverges to co. 
Note that in the symmetric ase, c, = 0 in (2.3), we have 
K*“(o) = 0, [~2n+1c91-1 = 0. 
This confirms, as was shown in [lo], that when a symmetric moment 
problem is indeterminate, there are two extremal solutions, v,, and vcor 
whose spectra coincide with the accumulation points of the zeros of the 
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polynomials of even order and of odd order, respectively. Since an extremal 
solution is determined by a single point in its spectrum [20, p. 601, these are 
the only extremal solutions whose spectra contain accumulation points of 
zeros. 
Finally, we note that if a subsequence of zeros of the form (x~,,,~,,} 
converges to a finite limit r, then according to (2.7) 
lim K,jO) = lim BnAxwd = B(r) = t. 
v-m “+O” Dn,(Xn,,i,) D(O 
Hence {K,,“(z)} converges to I,(z) which has < as a pole, and the spectrum of 
the corresponding extremal solution wI is X, (see (2.9)). In particular, this 
shows that in order that there be an extremal solution whose spectrum 
consists of all accumulation points of zeros of all P,(x), it is necessary and 
sufficient that a single sequence of zeros of the form {x,,~,} converge to a 
finite limit. This provides a simple way of concluding the existence of a 
“best” extremal solution whenever the zeros of the orthogonal polynomials 
have a finite lower bound. 
3. CONDITIONS FOR DENUMERABLE SPECTRA 
We assume henceforth that the Hamburger moment problem associated 
with (1.1) is determined. We will obtain two sets of conditions on the coef- 
ficients in (1.1) which are sufficient for the corresponding distribution 
function to have denumerable spectra which are unbounded both above and 
below. Maintaining the notation (2.1), we first establish the following 
preliminary result. 
LEMMA. If there exists an integer N and a compact set K such that 
I a&>l G $ for all n > N and all z E K, (3-l) 
then S(y) r? K is a finite set. 
Proof: The Nth tail of the J-fraction (2.3) viz., 
is equivalent o 
(z-cN)aNtl(z) I_ aN+Az) I_ aN+3(4 I-..., 
I 1 I1 I1 (3.2) 
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Condition (3.1) ensures that (3.2) converges uniformly on K, and that its 
limit is an analytic function GN(z) [23]. It then follows that the J-fraction 
(2.3) converges to 
F,v(z) + Fit-1 (z> G&) 
G(z) = PN(z) + PN-, (z) G,,,(z) 
at every z in K which is not a zero of the denominator 
g,&) = PN(z) + P,p 1(z) G,(z). 
Further, as the limit of a convergent J-fraction, G,,+(z) cannot be a rational 
function so gN(z) cannot be identically 0 on K. It follows that gN(z) cannot 
have infinitely many zeros on K; hence G has at most finitely many 
singularities on K. Thus S(w) has at most finitely many points in K. 
THEOREM 1. Let 
(i) lim,,, Ic,/ = co; 
(ii) inf, c, = -supn c, = -co; 
(iii) lim sup,,, ]a,(O)l < a. 
Then o = --t = -CO and S(v) has no Jinite points of accumulation. 
ProoJ Let K be any compact subset of the complex plane. We can write 
%(Z> = %P>{(l - z/c,w - zIcn+W- (3.3) 
Because of (i) and (iii) it follows that there exists N such that 
l%(Z)l < a for n > N and z E K. 
By the lemma, we now conclude that S(w) n K is finite for every compact 
set K, hence S(w) has no finite limit points. 
Finally, we have generally that 
c7 < lim inf c,, 
n-m 
r > lim sup c, 
n+* 
(3.4) 
(see [8, p. 1131) so that (ii) follows immediately. 
Although our primary interest in this paper is in the case u = -r = --co, 
the next theorem can also apply to cases where (T or r is finite. In fact, the 
latter may turn out to be the more interesting application. 
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THEOREM 2. Let 9 denote the set of subsequential limit points (in the 
extended real number system) of {c,}. If 
lim a,(O) = 0 
n-02 
then u = inf 9, z = sup 9, and the accumulation points of S(y) are a subset 
OfLP. 
ProoJ Let K be any compact set such that K n io = 0. Then no subse- 
quence of {c,} can converge to a z E K. Hence there is an index N and a 
6 > 0 such that for IZ > N, 11 - z/c, ] > 6 and, according to (3.3), 
la,(z)1 G l%(O)1 fJ-2 < 4 for all z E K. 
Referring to the lemma once again, we see that S(w) n K is a finite set for 
every compact set K which is disjoint from 9. It follows that S(v)’ G 9. 
The latter when combined with (3.4) then yields the assertions concerning u 
and r. 
Remark. When the coefficients are bounded in Theorem 2, we would 
also have A,, -+ 0 in which case we could then conclude S(w)’ = 9 [7]. Thus 
one wonders whether this conclusion holds in the general unbounded case. 
Without any examples to guide us, it is difficult to conjecture but we 
speculate that equality does not always hold. 
If one adds the rather artificial and fussy condition that a subsequence 
{c,~} converges to c and, correspondingly, {A++, t A,!} contains a null 
subsequence, then the proof used in [7 ] can be used with the appropriate 
subsequence to show that c is an accumulation point of S(v). 
4. REMARKS AND EXAMPLES 
The conclusion in Theorem 1 that S(w) has no finite accumulation points 
would follow without the hypothesis (ii). However, dropping (ii) would only 
add the case where c, -+ co and for this the corresponding theorem is known 
[8, p. 1191. Unfortunately, there are no known examples illustrating 
Theorem 1. Since it is easy to construct simple recurrence relations satisfying 
the hypothesis, perhaps others will be encouraged to look for examples. 
Some likely candidates would seem to be found by taking (-1)” c, to be a 
linear polynomial in n and 2, to be a positive constant, linear or suitably 
restricted quadratic polynomial. 
As mentioned earlier, our initial motivation for obtaining Theorem 2 was 
to apply to the case u = -00, r = co. However, in many respects, the more 
interesting application is probably to the case where u is finite and r = 03. 
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Once again, we know of no explicit examples but perhaps some can be found 
once a general situation is described. 
For example, in the simplest nontrivial case, 9 = (c, co}, relatively simple 
recurrence formulas can be written with a great deal of flexibility. For we 
can take an arbitrary positive null chain sequence {a,}. (For example, one 
can take 0 < a, < (n + 1)-l.) Then choose {c,) so that 
and such that 
cZn -+ c (finite) and c2nt1+a 
C, (a 2n+l%+l)-“2 = a* (4.1) 
Finally define 
I. n+1 =a,c,c,+1. 
Then 2 ,I;‘/’ = co so the corresponding Hamberger moment problem is 
determined according to Carleman’s criterion [20]. Further, {a,(O)} = (a,) is 
a chain sequence so S(v) C_ [0, 03). Finally, by Theorem 2, S(w)’ = {c, co 1. 
For example, we can take czm- r = 1 and arbitrary positive c2m such that 
and x (m/c,,)“2 = 03, 
Lzm = c2J2m, &+, = c,,lW + 1). 
Then 
n-l 




Thus kO>\ is a chain sequence whose minimal parameters are 
m, = n/(n + 1). Since m, + 1, it follows that they are also maximal 
parameters and this means that the true interval of orthogonality is [O, co). 
And we have the single jhite spectral imit point 0 = 1. 
We remark that for the corresponding kernel polynomials Q,(x) (the 
polynomials which are orthogonal with respect o x@(x)), the corresponding 
recurrence relation is 
Q,(x) = (x - 4) Q,-,(x) - v,Q,-,(x1, 
where 
4m-, = c2m3 4, = 1, 
n-l 
“= n(n + 1) cZIm+ 1)/Z]’ 
Perhaps a fortuitous choice of the czm might lead to a case where it would 
be possible to determine the corresponding orthogonality relations explicitly. 
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