Abstract. This paper studies the cardinal interpolation operators associated with the general multiquadrics, φα,c(x) = ( x 2 + c 2 ) α , x ∈ R d . These operators take the form
Introduction
The term cardinal interpolation refers to interpolation of data given at the integer lattice (or multiinteger lattice in higher dimensions). It was I. J. Schoenberg's work on cardinal spline interpolation that brought about an intense study of the subject. Many avenues of study have been explored, including forming interpolation operators from translates of certain radial basis functions. Works by Buhmann, Baxter, Riemenschneider, and Sivakumar [2, 4, 10] (see also [11] and references therein) have explored many cardinal interpolation operators of this type. Some of the radial basis functions that have been considered are the Gaussian kernel, the thin plate spline, the Hardy multiquadric, and the inverse multiquadric.
Radial basis cardinal interpolation also enjoys a strong connection with classical sampling theory, as evidenced by much of the aforementioned literature. This connection continues to be explored in recent developments by the second author [7, 8] , and by parts of this article. As this is one of the most interesting aspects of cardinal interpolation, we provide some of the motivation. Recall the one-dimensional WhittakerKotelnikov-Shannon Sampling Theorem, which states that a bandlimited function, f , (say with band size π) can be recovered pointwise by the series j∈Z f (j)sinc(x − j), where the sinc function is suitably defined so that it takes value 1 at the origin, and 0 at all the other integers. One observation about this series is that the sinc function decays slowly (as |x| −1 ), and so to approximate the series by truncation for example, one would have to use quite a lot of data points of f to get a reasonable degree of accuracy.
However, there is a way of approximating the sinc series above: we seek to replace the sinc function with a so-called fundamental function (or cardinal function), L, that preserves the property that L takes value 1 at the origin and 0 at all other integers. We then form a function
The trade-off here is that while I f is not pointwise equal to the function f , it does interpolate f at the integer lattice, and moreover, the fundamental function L may be constructed so that it decays much more rapidly than the sinc function. Precisely, one may construct a fundamental function from a given radial basis function, φ, which has the form L φ (x) = j∈Z a j φ(x − j). In the case of the Gaussian kernel, g λ (x) = e −λ|x| 2 , the fundamental function decays exponentially, whereas the fundamental function for the Hardy multiquadric, |x| 2 + c 2 , decays as |x| −5 . So we give up the pointwise equality of the WKS Sampling Theorem in exchange for a series that converges uniformly, while also ensuring that I f is close to f in the L 2 norm. This paper primarily considers the fundamental functions and cardinal interpolation operators associated with general multiquadrics, φ α,c (x) = ( x 2 + c 2 ) α , which have thus far only been considered for certain exponents α. The rest of the paper is layed out as follows. Section 2 provides the necessary preliminaries, Section 3 shows recovery results for cardinal interpolation of bandlimited functions in any dimension via interpolants of the form discussed above. Section 4 contains decay rates and information about the univariate fundamental functions associated with the general multiquadrics for a broad range of exponents. In Section 5, we consider the cardinal interpolation operators acting on data in traditional sequence spaces and calculate decay rates, bounds on the operator norms, and also explore some convergence properties in terms of the parameter c. Section 6 provides some interesting concrete examples based on the theoretical results from the previous section. Finally, Section 7 provides the technical proofs of the statements in Section 4.
Basic Notions
If Ω ⊂ R is an interval, then let L p (Ω), 1 ≤ p ≤ ∞, be the usual Lebesgue space over Ω with its usual norm. If no set is specified, we mean L p (R). Similarly, denote by ℓ p (I) the usual sequence spaces indexed by the set I; if no index set is given, we refer to ℓ p (Z). We will use N 0 to denote the natural numbers including 0. Let S be the space of Schwartz functions on R d , that is the collection of infinitely differentiable functions φ such that for all multi-indices α and β,
The Fourier transform of a Schwartz function φ is given by
Thus the inversion formula is
In the event that these formulas do not hold, then the Fourier transform should be interpreted in the sense of tempered distributions. Recall that if f is a tempered distribution, then its Fourier transform is the tempered distribution defined by f , φ = f, φ , φ ∈ S . Let α ∈ R and c > 0 be fixed; then define the d-dimensional general multiquadric by
where · denotes the Euclidean distance on R d . If α ∈ R \ N 0 , the generalized Fourier transform of φ α,c is given by the following (see, for example, [13, Theorem 8 .15]):
K ν is called the modified Bessel function of the second kind. We note that both φ α,c and its Fourier transform are radial. It is also clear from the definition that K is symmetric in its order; that is, K −ν = K ν for any ν ∈ R. If α ∈ N 0 , then the generalized Fourier transform of φ α,c involves a measure and so cannot be expressed as a function. Now suppose that α ∈ R \ N 0 is fixed. To define the fundamental function associated with the general multiquadric, we first define the following function
We will see that L α,c ∈ L 1 (R d ), and so the function
is well-defined and continuous. Furthermore, we will show that L α,c is a fundamental function, also called a cardinal function, which means that
where δ i,j is the Kronecker delta. Additionally, L α,c has the form
Throughout the paper, we will use A to denote an absolute constant due to the use of c as the shape parameter of the multiquadric. The value of the particular constant may change from line to line, and we use subscripts to denote dependence on certain parameters when needed.
Recovery of Multivariate Bandlimited Functions
In this section, we show that the result obtained by Baxter [2] holds not only for the traditional Hardy multiquadric (corresponding to α = 1/2) but rather for all α ∈ R \ N 0 . We consider interpolation of bandlimited (or Paley-Wiener) functions in any dimension, and show that the cardinal interpolant converges to the function as the shape parameter c tends to infinity. General multiquadrics were not considered for quite some time in this setting, but in [7] convergence results for cardinal interpolation of bandlimited functions were shown for a restricted range of exponents. However, the analysis there was of a more general nature, so here we show that a more specific analysis yields convergence results for the full range α ∈ R \ N 0 .
Let d be the dimension, and α ∈ R \ N 0 and c > 0 be fixed. It is evident from (4) that φ α,c does not
we begin with the following lemma.
Lemma 3.1. Let R > r > 0, c > 0, and α ∈ R \ N 0 . Then
Proof. (4) and (5) yield the following series of estimates:
The inequality comes from the fact that cosh(t) ≥ 1.
, and so we have a purely exponential upper bound.
Now we need to estimate
To do this, we establish a pointwise estimate for 
Now depending on the sign of α+ We also find from [13, Lemma 5.13 ] that for every r > 0, K α+
. Consequently, by adjusting M if need be so that e
The integral on the right hand side above is convergent, and the constants outside are all finite, so
Now we turn our attention to the function L α,c . 
The interchange of sum and integral in the third line is justified by the Dominated Convergence Theorem, for example.
It is an important observation that much of the cardinal interpolation theory for bandlimited functions revolves around the fact that the fundamental functions converge to the function sin(πx)/(πx), which is equivalent to the statement that the Fourier transform of the fundamental function converges almost everywhere to the indicator function of the cube [−π, π] d . The story is no different here. Defining I(ξ) to be the function that takes value 1 whenever ξ ∈ [−π, π] d , and 0 elsewhere, the following holds.
Then there exists some k 0 ∈ Z d such that ξ + 2πk 0 < ξ . Therefore by Lemma 3.1,
Consequently, since φ α,c is of one sign,
Since the exponent is negative, the limit of the right hand side as c → ∞ is 0. Therefore, for ξ /
. Due to (6), we may write
, and therefore it suffices to show that
The series on the right hand side is convergent and dominated by the convergent series where c is replaced by 1, so
as desired. Convergence of the series stems from the fact that if α + d 2 > 0, then the fraction term is less than 1, and so the series is majorized by (
k , which is again convergent.
We now consider interpolation of bandlimited functions at the lattice Z d by translates of the function L α,c (x). Define the d-dimensional Paley-Wiener space by
We begin our analysis with an L 2 version of the Poisson Summation Formula:
where the second series is convergent in
where
The interchange of sum and integral is valid by Tonelli's Theorem, and the last inequality follows from the fact that
We also used the fact that for
, and the latter is Cauchy.
Lemmas 3.5 and 3.6 allow us to define
where the series is convergent in L 2 (R d ). By a periodization argument similar to that in the proof of Lemma
Thus applying the Fourier inversion formula we see that
and lim
Proof. We will first prove uniform convergence. The proof is the same as in [2] . Again let I(ξ) be the characteristic function of the cube. Then we see by the inversion formula and the oft-exploited periodization argument, that
Therefore, we find that
But then by definition,
Therefore,
As the integrand is non-negative and bounded by 2|
The upper bound is independent of x, hence the convergence is uniform. We now turn to the proof of L 2 convergence. By Parseval's Identity, it suffices to show that I α,c f − f L2(R d ) → 0. This breaks up into two estimates. We first show this for the cube
Thus using (12),
The right hand side is bounded by 4 f (k)
, and so by the Dominated Convergence Theorem and Proposition 3.4, lim
Now for the rest of the space, for
Then we see that since f is bandlimited,
Consequently,
, and as calculated above,
Therefore, the Dominated Convergence Theorem and Proposition 3.4 imply that lim
, and the proof is complete.
Properties of the Fundamental Function
For the rest of the paper, we turn our attentions to the one-dimensional cardinal interpolation operator associated with the general multiquadric. This section is devoted to the one-dimensional fundamental function L α,c , whose Fourier transform can be rewritten as
The proofs of the results in this section are quite technical, so we postpone them until Section 7 and simply state our conclusions here. To determine decay rates for L α,c , we determine how many derivatives L α,c has in L 1 , which we accomplish by establishing pointwise estimates. We begin by fixing ε ∈ [0, 1), so that our estimates fall into three ranges: |ξ| ≤ π(1 − ε), π(1 + ε) < |ξ| ≤ 3π, and the 2π-length blocks [(−2j − 1)π, (−2j + 1)π] for |j| ≥ 2. Due to the differing behavior of φ α,c for positive and negative values of α, we must make corresponding distinctions in our calculations.
Following the insightful techniques of Riemenschneider and Sivakumar found in [10] , we begin by defining some auxiliary functions to aid in the analysis of the fundamental function. We abbreviate (13) 
and study the properties of a j .
This estimate leads to the following bounds on L α,c and its derivatives.
These pointwise estimates yield the following result.
Using standard arguments, we have the following estimate for the growth rate of L α,c .
Analogous estimates can be made for the case that α < −1. Of interest to us are the following results.
It turns out that the Poisson kernel, which is the case α = −1, is a special case, and exhibits much better decay because φ −1,c is purely an exponential function. 
We may refine the above estimates in the case k = 1 to find a uniform bound on the
So far, the upper bounds on L α,c may depend on the parameters α and c; however, the following still holds.
We end the section with a statement on the zeros of L α,c .
Norms and Convergence Properties of the One-dimensional Interpolation Operator
In this section, we show that the results of Riemenschneider and Sivakumar [10] have analogues for general multiquadrics. In Section 4, the decay of L α,c is discussed, and we use that information to uncover growth conditions on data that are suitable to cardinal interpolation. Recall from Corollary 4.4 and Theorem 4.11 that for α > 0 and c ≥ 1,
This decay is not the best one can get for individual α, in fact for α = 1/2, Buhmann [4] proves a decay rate of |x| −5 . According to further work by Buhmann and Micchelli [5] , it appears that the multiquadrics with exponents (2k − 1)/2 for k ∈ N are exceptional cases. For these values, L α,c can be shown to have more derivatives than what we have shown for general α due to some special symmetry involving the Bessel functions in the Fourier transforms. Moreover, in these cases, decay of the fundamental function is given by
For negative exponents, the so-called inverse multiquadrics, the fundamental functions have slightly slower decay (Corollary 4.6 and Theorem 4.11):
As a consequence of the decay of the fundamental functions, we have the following.
Proof. Periodicity is apparent, so we need only consider
which yields the result since L α,c is continuous on R and 2α + 1 ≥ 2.
On the other hand, if α < −3/2, then
As the exponent is less than -1, the series converges, whence the result.
We next define the cardinal interpolation operator acting on sequences, and show that it is well-defined for sequences that grow at a sufficiently slower rate than the decay of the fundamental function. Proof. Consider the case α ∈ [1/2, ∞) \ N. We first show that I α,c y is continuous on every interval of the
The first term on the right hand side is a finite sum of continuous functions, and so it suffices to show that the second sum converges uniformly on [−M, M ]. Indeed, the decays of |y j | and L α,c yield the estimate
which converges because ε > 0 and 2α + 1 ≥ 2. Now to consider the decay of I α,c , let |x| ≥ 1 be fixed. Then let ν := ν(x) be the unique integer such that ν(x) − 1/2 ≤ x < ν(x) + 1/2. Since ν = 0, |ν| < 2|x|, and |k − ν| ≤ 2|x − k| for every k = ν, we have
The proof for negative α values follows similar reasoning.
Now we explore the properties of the cardinal interpolation operator I α,c acting on traditional sequence spaces; we first show boundedness, and follow with estimates on its norm. Proof. The proof is the same as in [10] , which follows the techniques of [9] . Linearity is evident, and the cases p = ∞ and p = 1 follow from Proposition 5.1 and Lemma 4.10, respectively. Therefore, let 1 < p < ∞, and x ∈ R be fixed. As before, let ν(x) be the unique integer such that ν(x) − 1/2 ≤ x < ν(x) + 1/2. If y = (y j ) j∈Z ∈ ℓ p , then Theorem 5.2 implies that I α,c y is continuous, and we write
To estimate the L p norm of the first term, notice that since |L α,c (x)| ≤ 1,
For the second term, first assume that
The quantity in the final line above corresponds to the ℓ p norm of the discrete convolution |y| * b, where |y| = (|y j |) j∈Z , and the entries of b are given by (1 − δ 0,j )|j| −⌊2α+1⌋ . From [3, p. 259, Theorem 7.6], we find that
where (b ♯ (n)) n∈N is a non-increasing rearrangement of b. It is easily checked that the supremum on the right hand side of (24) is finite, and therefore the second term estimated above is O( y p ℓp ), and the theorem follows.
The proof for the case α < −3/2 is much the same, except that the power on the elements of b will be −⌈2|α| − 2⌉, which nevertheless results in the supremum of n b ♯ (n) being finite. Proof. Consider a fixed 1 < p < ∞, and p ′ such that
By Hölder's Inequality and the fact that |L α,c (x)| ≤ 1,
To estimate I 2 , we represent L α,c by its Fourier integral (see Proposition 3.3) and integrate by parts. Indeed,
where the final step follows from Fubini's Theorem. From [9, Proposition 1.3], the mixed Hilbert transform defined by
y j x − j is a bounded linear operator from ℓ p to L p , and H ℓp→Lp ≤ A p , where A p is a constant depending only on p. Consequently,
The final inequality comes from boundedness of the mixed Hilbert transform and Theorem 4.9. The conclusion of the theorem follows from the estimates on I 1 and I 2 .
We now estimate the norms in the cases p = 1 and p = ∞. 
Proof. We supply the proof for the case α ∈ [1/2, ∞), the estimates for the negative range of α being wholly similar.
(i) By Theorems 4.3 and 4.9,
Since Λ α,c is 1-periodic, it suffices to check the inequality for x ∈ [0, 1]. Let c ≥ 1 and N := ⌈c 5α+2 ⌉. Then by (26)
whence the result.
(ii) Simply note that if y ∈ ℓ ∞ , then |I α,c y(x)| ≤ y ℓ∞ Λ α,c (x), x ∈ R, and apply (i).
whereby (i) provides the desired bound.
We make note that the case p = 2 provides an interesting special case. Proof. First, note that by Plancherel's Identity and a standard periodization argument,
Taking the supremum over y in the unit ball of ℓ 2 yields
That the maximum on the right hand side is at most 1 is the content of (11), but the maximum is attained at ξ = 0 by Theorem 4.11.
Having established some information about the interpolation operators and their norms for different values of p, we now shift our gaze to some convergence properties when the shape parameter c → ∞ for a fixed α. As one might expect, for large (in absolute value) α, we obtain better convergence results owing to the more rapid decay of the fundamental functions.
To begin our discussion, consider the Whittaker operator defined via
This operator is bounded from ℓ p to L p for 1 < p < ∞, and the following holds.
Proof. Boundedness of W, Theorem 5.4, and the Uniform Boundedness Principle imply that it is sufficient to check convergence on the coordinate basis for ℓ p , e j := δ 0,j . That is, if suffices that
By Theorem 3.7, |L α,c (x) − sin(πx)/(πx)| converges to 0 uniformly as c → ∞; moreover, Proposition 4.9 implies that |I α,c (x)| ≤ A/|x|, whence an application of the Dominated Convergence Theorem yields the statement of the theorem.
Suppose a function f has sufficiently slow growth so that I α,c y, with y := (f (j)) j∈Z , is well-defined (see Theorem 5.2) . In this case we let I α,c f (x) := I α,c y(x), and call this the cardinal interpolant of f due to the identity I α,c f (j) = f (j), j ∈ Z. We will consider pointwise and uniform convergence of I α,c f to f as c → ∞, but first we must make some preliminary arrangements. Consider α to be fixed. Then define
is well-defined, continuous in each of its variables, and 2π-periodic in the second variable.
If α ∈ (−∞, −3/2) and k ∈ {0, 1, . . . , ⌈2|α| − 2⌉ − 2}, then Φ 
We begin by showing that for certain functions, the interpolant exhibits a special form.
Theorem 5.9. Let α be fixed, and suppose f is given by
for some µ ∈ M (T) and some
Proof. By definition, |f (x)| ≤ |x| k µ , thus Theorem 5.2 implies that I α,c f is well-defined and continuous. By property of the Fejér means,
Therefore, by the inversion formula and a standard periodization argument,
If k > 0, then we integrate (35) by parts k times. The boundary terms cancel due to periodicity, so
where the final equality comes from the fact that
Combining (34), (35), and (36), we see that
Using Theorem 5.9, we show the following result on uniform convergence.
Theorem 5.10. Suppose α is as above, and f is given by
for some k as in Theorem 5.9 and µ ∈ M (T) such that
for some fixed 0 < ε < 1. Then lim
with convergence being uniform on compact subsets of R. In the case k = 0, convergence is uniform on R.
Proof. Suppose first that k ≥ 1. Let M > 0 be fixed. We will show that I α,c f (x) → f (x) uniformly for |x| ≤ M . By Theorem 5.9 and the definitions of f and Φ
=:
By applying the Leibniz rule,
The first term above converges to 0 uniformly for |t| ≤ π(1 − ε), which can be seen from the last portion of the proof of Proposition 3.4. Additionally, by Proposition 4.2(i) the second term above is bounded above by
and hence converges uniformly to 0 as c → ∞. Similarly, write
Here, if |t| ≤ π(1 − ε), then whenever l = ±1 and |l| ≥ 2, |t + 2πl| falls into the respective ranges for Proposition 4.2(ii) and (iii). Applying the estimates of that proposition demonstrates that I 2,c (t) → 0 uniformly as c → ∞ for |x| ≤ M . If k = 0, then we again split the integral into two pieces, and analyze the corresponding integrands I 1,c and I 2,c . However, notice that there are no terms of the form (ix) l , and so the inequalities from Proposition 4.2 give upper bounds on the integrands that do not depend on x at all, and so the convergence of I α,c to f is uniform on R.
The condition on the support of the measure µ in the previous Theorem was essential because of the use of Proposition 4.2 in the proof. Heuristically, the condition on the support should be of no surprise due to the fact that we have no uniform control (in c) of the derivatives of L α,c at the boundary points ±π. In fact, it is likely that the derivatives get much larger near the boundary as c grows, especially given the fact that L α,c converges to the characteristic function of (−π, π). Nevertheless, we may make a weaker assumption on µ which still yields a convergence result.
Theorem 5.11. Suppose α is as above, and f is given by
for some µ ∈ M (T) which is absolutely continuous with respect to the Lebesgue measure. Then
with convergence being uniform on R.
Proof. The proof is quite similar to that of Theorem 5.10. Let γ > 0 be arbitrary, and choose ε > 0 such that |µ|[−π, −π(1 − ε)] + |µ|[π(1 − ε), π] < γ since |µ| is absolutely continuous with respect to the Lebesgue measure. Then, as before,
Split each integral into one over [−π(1 − ε), π(1 − ε)] and one near the endpoints. The integral over the interior segment can be handled exactly as in the proof of Theorem 5.10. For the integrals near the endpoints, notice that |e −ixt ( L α,c (t) − 1)| ≤ 2, and so the first integral is at most 2(|µ|[−π, −π(
, which is at most 2γ by the choice of ε. Meanwhile, by Proposition 4.2(iii), the second integrand is at most
which can be bounded by a constant depending only on α. Thus |I α,c f (x) − f (x)| ≤ A α γ for some constant A α independent of c, and so the conclusion follows. 
is well-defined, continuous on R, and satisfies I −1,c y(
As a consequence of the preceding theorem, the function Φ −1,c defined by (28) has well-defined derivatives of all orders. In particular, Lemma 5.8 holds, and consequently we find the following analogue of Theorem 5.9.
Theorem 5.14. Suppose f is given by
for some µ ∈ M (T) and some k ∈ N 0 . Then
Finally, Theorem 5.10 holds for any k ∈ N 0 for the Poisson kernel.
Convergence Examples
In this section, we illustrate the convergence phenomena discussed in the previous section. The examples are of a similar flavor to those found in [10] .
Example 6.1. Let α ∈ [1/2, ∞) \ N and k ∈ {0, 1, . . . , ⌊2α + 1⌋ − 2}, or α ∈ (−∞, −3/2) and k ∈ {0, 1, . . . , ⌈2|α| − 2⌉ − 2}, or α = −1 and k ∈ N 0 . Let µ k be the 2π-periodic extension of the measure i k δ 0 , where δ 0 is the usual Dirac measure at 0. If
then Theorem 5.10 implies that lim
However, Theorem 4.11 allows us to say more given this information. If k = 0, then we find the following identity on account of Theorem 5.9:
For higher order polynomials, we may use Theorems 5.9 and 5.10 to show that
whereby one can obtain an error bound in terms of c via Proposition 4.2. This also demonstrates that I α,c f k → f k uniformly on compact subsets of R. 
Since µ is absolutely continuous with respect to the Lebesgue measure, Theorem 5.11 implies that I α,c f → f uniformly on R. Note that this fact also follows from Theorem 3.7, albeit from substantially different reasoning. However, the hypothesis of Theorem 3.7 requires the function being interpolated to be bandlimited, and so the following result cannot be obtained simply by appealing to that theorem.
Example 6.3. Let α and k be as in Example 6.1. Let µ k be the periodic extension of i
Theorem 5.10 implies that lim
, uniformly on compact subsets of R.
Proofs for Section 4
In this section we prove the various results listed in Section 4. Our methods closely resemble those found in [10] . To reduce the clutter in our calculations, we will henceforth drop explicit dependence upon α in our calculations that follow. We begin by rewriting (4) in terms of a Laplace transform to exhibit the singularity at the origin. To do this, we require an integral representation for the Bessel function, which we find from [12, p.185 ]:
Consequently, putting r = c|ξ| and performing the substitution x|ξ| = t + |ξ| yields the following on account of (4).
where A α is a constant. We relabel the product of the exponential and the integral in the above expression
hence (39) may be abbreviated as
For α < −1, we have
We turn our attention to the estimates involving F α and its derivatives, and begin by noting that
where L denotes the usual Laplace transform,
f (t)e −st dt. Our estimates for F α will rely on estimates for the Laplace transform. The first result in this direction is a lower bound.
Proof. We obtain this bound by combining the inequalities
We state the upper bounds in the following lemma.
Lemma 7.2. For α ∈ (0, ∞) \ N and l ∈ N 0 , the following estimates hold for the Laplace transform
Proof. For (i), we have the following
Inequality (ii) follows from a similar calculation, replacing t with 2|ξ| in the first integral below:
Finally, for inequality (iii), we have
c .
Thus we have the following Lemma which allows us to easily bound the derivatives of F α .
Now applying (44) and collecting terms provides the desired estimate
If k = 2α + 1, then the logarithmic singularity in (47) appears only when γ = (0, . . . , 0, k). By using (44), we see that the corresponding term satisfies
Thus the term containing the logarithmic singularity is bounded by the estimate in (50), and the proof is complete.
Remark 7.6. The calculations above show that for 0
We are now in position to prove Proposition 4.1.
Proof of Proposition 4.1.
Recall that for j = 0, a j (ξ) = φ c (ξ + 2πj)/ φ c (ξ). From the Leibniz rule, we have
Thus we may use (46) and (50) to obtain
Since |ξ| ≤ π(1 − ε), |ξ + 2πj| − |ξ| ≥ 2π(|j| − 1 + ε), and |ξ + 2πj| ≥ π(1 + ε), we have
This is the desired estimate for 1 ≤ k < 2α + 1. If k = 2α + 1, we must use (47) and (51) to handle the logarithmic term. This changes A α (ε); however, it is still true that A α (ε) = O(1) as ε → 0.
An immediate consequence of Proposition 4.1 is that the function s c defined in (14) converges for |ξ| ≤ π(1 − ε) and we can differentiate the series term by term. In fact, by applying the estimates from (15), we have (53) |s
Recalling that L c (ξ) = (1 + s c (ξ)) −1 , we may prove pointwise bounds for L c
by applying (53) in a similar manner to (48). The next three lemmas prove Proposition 4.2.
Analogous to the argument given in [10] , we find that if |j| ≥ 2 and ξ ∈ [(−2j − 1)π, (−2j + 1)π], then
where r = 2πj + ξ. This means that r ∈ [−π, π], so we may use the Leibniz rule together with Proposition 4.1 and Lemma 7.7 (letting ε = 0) to obtain our next result. where A k,α is independent of both c and j.
Our final estimate is for the region |ξ| ∈ [(1 + ε)π, 3π]. For these intervals, we adapt the argument given for Theorem 2.4 in [10] . Proof of Theorem 4.5. Using (42) and replacing F α with F |α|−1 one obtains the stated bounds by using reasoning similar to that used to establish Theorem 4.3.
Proof of Theorem 4.7.
In the special case of α = −1, we get the Poisson kernel, whose Fourier transform is given by φ c (ξ) = AF 0 (ξ) = (A/c)e −c|ξ| .
Using this much simpler formula allow us to simplify our earlier work and get stronger results. In fact, we see that the analogue of Proposition 4.1 is given by
where there is no longer a restriction on k ∈ N 0 . The proof of Theorem 4.7 now follows the same line of reasoning as that used to prove Theorem 4.3.
Proof of Theorem 4.9. We begin by noting that L c is even, so we need only consider the integral For I, we use Lemma 7.7 with ε = 1/2 and find that I ≤ A α c 2(2α−⌊α⌋)+1 e −πc ≤ A ′ α . The quantity III may be estimated similarly using Lemmas 7.8 and 7.9 (and again letting ε = 1/2). We have From these expressions, we see that g 2 (ξ) > 0 for ξ ∈ [π/2, 3π/2] and g 1 (ξ) < 0 on [π/2, 3π/2]. The latter is true since f (x) = x −α−1/2 K α+3/2 (x) is decreasing. This shows that L c is decreasing on [π/2, 3π/2] as desired.
Proof of Lemma 4.10 . Recall that L c is non-negative as commented in Section 3, and Theorems 4.3 and 4.5 show that L c is continuous and integrable for the given range of α. Consequently, L c is positive definite, and thus for every x ∈ R, |L c (x)| ≤ |L c (0)| = 1, the final equality coming from (8) .
We end the section with the proof of Theorem 4.11.
Proof of Theorem 4.11. We first consider the case k = 0. As in Section 3, write L c (ξ) = (1 + j =0 a j (ξ)) −1 . F α (ξ) = F α (0) = 0, and a similar argument to the case k = 0 above shows that we may allow ξ to tend to 0, and conclude that L c (2πk) = 0.
