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Abstract
We determine the long time behavior and the exact order of the tail probability
for the maximal displacement of a branching Brownian motion in Euclidean space
in terms of the principal eigenvalue of the associated Schro¨dinger type operator. We
also prove that there would be only one particle outside the forefront eventually if
exists. To establish our results, we show a sharp and locally uniform growth order
of the Feynman-Kac semigroup.
1 Introduction
We studied in [33, 34] asymptotic properties related to the maximal displacement for a
branching Brownian motion on Rd with spatially inhomogeneous branching structure. In
particular, we determined the linear growth rate and the exponential decay rate of the
tail probability for the maximal displacement in terms of the principal eigenvalue of the
associated Schro¨dinger type operator. In this paper, we investigate the second growth
order and the exact order of the tail probability including the critical case. We also study
the conditional limiting distribution of the population outside the forefront.
The continuous time Galton-Watson (branching) process is a stochastic model describ-
ing the time evolution of the population of particles. Each particle reproduces according
to the offspring distribution at the splitting time. We know how the offspring and splitting
time distributions determine the long time asymptotic properties such as the population
growth rate and the existence of the Yaglom limit (see, e.g., [2, Section 1]). Branching
Brownian motions are a stochastic model in which Brownian particles reproduce according
to the continuous time Galton-Watson process. It is natural and interesting to investigate
the interaction between the randomness of branching and that of particle motions. For in-
stance, the spatial asymptotic distribution of particles is an expression of such interaction
and characterized in terms of the principal eigenvalue and eigenfunction of the Schro¨dinger
type operator associated with the branching structure (see, e.g., [13, 14, 16, 38] for more
general branching Markov processes).
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Here we are concerned with the maximal displacement, which is the trajectory of the
maximal Euclidean norm of particles. Even though each particle obeys the law of the
iterated logarithm, the maximal displacement may grow faster than a single Brownian
particle because of the population growth. Let Lt be the maximal displacement at time t.
For simplicity, we assume the binary branching and that the splitting time is exponentially
distributed with rate 1. We also assume that the initial state is a single particle at the
origin and denote by P the law of this process. Bramson [7] (d = 1, see also [30] for a
simplified proof) and Mallein [26] (d ≥ 2) proved that
Lt =
√
2t+
d− 4
2
√
2
log t +OP(1) (t→∞), (1.1)
where OP(1) is a real valued stochastic process {Yt}t≥0 such that limk→∞ supt≥0P(|Yt| ≥
k) = 0. This result says that Lt grows linearly and the second order depends on the spatial
dimension d. We note that Kyprianou [23] already obtained the linear growth rate of Lt for
d ≥ 2. For d = 1, Chauvin and Rouault [11, 12] further determined the decay rate of the
tail probability P(Lt > δt) as t→∞ for δ ≥
√
2. For δ >
√
2 especially, this probability
is asymptotically equivalent to the expected population on the set {y ∈ R | |y| > δt} as
t → ∞, which is similar to the subcritical Galton-Watson process (see, e.g., [2, Chapter
I-8] and [31, Section 5]). We should mention that Bramson [7] and Chauvin and Rouault
[11, 12] discussed the asymptotic properties of the rightmost particle for d = 1, but their
results immediately yield the corresponding ones for the maximal norm.
Our purpose in this paper is to study the maximal displacement for a spatially in-
homogeneous model. Namely, the offspring distribution p is state dependent and the
splitting time distribution is given by a Kato class measure µ on Rd: the splitting time
of each particle is proportional to the size of µ along the trajectory (see Subsections 2.1
and 2.2 for details) and particles reproduce only on the support of µ. Here we assume
that µ has compact support, that is, particles can not reproduce outside the compact set.
Let Q(x) be the expected offspring number at x ∈ Rd. We can then regard the measure
ν(dx) := (Q(x)−1)µ(dx) as the branching intensity. Let λ be the bottom of the spectrum
of the Schro¨dinger type operator Hν := −∆/2 − ν. We also assume that λ < 0, that is,
λ is the principal eigenvalue of Hν and the branching intensity is strong enough. Under
some Kato class and the second moment conditions on p (see Assumption 2.3 for details),
we have the following assertions.
(i) Let {Yt}t≥0 be a real valued stochastic process defined by
Lt =
√
−λ
2
t +
d− 1
2
√−2λ log t+ Yt.
Then for d = 1, 2, the conditional distribution of {Yt}t≥0 on the survival event is
convergent and the limit is determined by some nonnegative martingale. For d ≥ 3,
a similar result is valid for the conditional distribution of {Yt}t≥0 on the regular
growth event (see Theorem 2.4 and subsequent observations for details).
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(ii) For any δ ∈ (
√
−λ/2,√−2λ), there exists some explicit positive constant C1 such
that
P(Lt > δt) ∼ C1e(−λ−
√−2λδ)tt(d−1)/2 (t→∞).
There exists some explicit positive constant C2 such that for any γ ≥ d− 1,
P
(
Lt >
√
−λ
2
t+
γ
2
√−2λ log t + b(t)
)
∼ C2e−
√−2λb(t)t(d−1−γ)/2 (t→∞).
Here b(t) is a positive function on (0,∞) such that b(t) = o(log t) (t → ∞), and
b(t)→∞ (t→∞) if γ = d−1 (see Theorem 2.5, (2.19) and (2.20) and for details).
For d = 1, these assertions remain true for the trajectory of the rightmost particle.
As we see from (i), the second order of Lt is logarithmic and dependent of the spatial
dimension d as (1.1) for the spatially uniform model. The first order of Lt was already
obtained by [4, 17, 33]. We also determine in (ii) the asymptotic behavior of the tail
probability of Lt for the subcritical and critical phases with respect to the linear growth
rate. Related to Theorem 2.5, we also show that there would be only one particle outside
the forefront eventually if exists (Theorem 2.6).
Lalley and Sellke [24] (see also [25] for further results) proved the assertion in (i) for
d = 1 provided that µ is finite and has a continuous density function with respect to the
Lebesgue measure; however, no restriction is imposed on the support of µ. They compared
the forefront of the branching Brownian motion with that of a Brownian particle system
driven by a time-space Poisson point process ([24, Section 3]). They used the absolute
continuity condition on µ to express the intensity measure of the birth points of branching
Brownian particles ([24, (5.7)]). Bocharov and Harris [4, 5] (see also [6, 37] for related
results) also obtained the assertion in (i) and the exponential order of P(Lt > δt) for
the so called catalytic branching Brownian motion in which d = 1 and µ is a multiple of
the Dirac measure at the origin. Their approach is based on the moment calculus of the
population. In fact, they compute the moments by using the explicit form of the joint
distribution of the Brownian motion and its local time established by [22]. Under the
same setting as in the present paper, we obtained in [34, Theorem 3.7] a partial result on
the polynomial order of the tail probability of Lt. To do so, we established its Feynman-
Kac expression and used a less sharp estimate of the Feynman-Kac semigroups. This
approach is similar to that of [11, 12] for the spatially homogeneous model, for which the
Feynman-Kac expression was obtained by McKean [27, 28].
On the other hand, Carmona and Hu [10] and Bulinskaya [9] studied the limiting
distribution of the maximal displacement for the catalytic branching random walk on the
integer lattice. They can utilize the renewal theory as the state space is discrete and
particles reproduce only on the finite number of points.
Here we develop the moment calculus of the population as in [5]. As we see from
Lemma 2.2 below, the population moments are expressed in terms of the Feynman-Kac
semigroup associated with p and µ. An important step is to reveal the precise and locally
uniform long time behavior of the Feynman-Kac semigroup ((3.38) and (3.39)). This pro-
vides the detailed asymptotics of the first and second population moments. Combining
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this with the Chebyshev and Paley-Zygmund inequalities (see (4.3)), we obtain the limit-
ing behaviors of the tail probabilities of Lt local uniformly with respect to the initial point.
We can then follow the argument of [10] and [9] to establish Theorem 2.4. Theorems 2.5
and 2.6 are also proved by using the asymptotics of the population moments.
To achieve the step as mentioned above, we use the Poincare´ inequality (2.5) for the
Feynman-Kac semigroup, which was already applied in [13, 14] to the limit theorem for
branching Markov processes. We emphasize that the moment calculus of the population
is feasible by using the principal eigenvalue and spectral gap of Hν . The price is to impose
Kato class and compact support conditions on p and µ; the former condition guarantees
the existence of the spectral gap for Hν and thus the Poincare´ inequality, and the latter
allows us to utilize the locally uniform long time behavior of the Feynman-Kac semigroup.
We also need the existence of the second moment of p to derive the lower bound of the
tail probability of Lt by using (4.3).
The rest of this paper is organized as follows. In Section 2, we first introduce the model
of branching Brownian motions. We then present our results and their applications to the
concrete models. In Section 3, we derive the long time asymptotic properties of Feynman-
Kac semigroups. The subsequent sections are devoted to the proofs of the results presented
in Section 2. In Appendix A.1, we give a part on the elementary calculation in Section 3.
Throughout this paper, the letters c and C (with subscript) denote finite positive
constants which may vary from place to place. For positive functions f(t) and g(t) on
(0,∞), we write f(t) ≍ g(t) (t → ∞) if there exist positive constants T , c1 and c2
such that c1g(t) ≤ f(t) ≤ c2g(t) for all t ≥ T . We also write f(t) ∼ g(t) (t → ∞) if
f(t)/g(t)→ 1 (t→∞).
2 Preliminaries and results
2.1 Kato class measures and Feynman-Kac semigroups
LetM = (Ω,F , {Ft}t≥0, {Bt}t≥0, {Px}x∈Rd, {θt}t≥0) be the Brownian motion on Rd, where
{Ft}t≥0 is the minimal augmented admissible filtration and {θt}t≥0 is the time shift oper-
ator of paths such that Bs ◦θt = Bs+t identically for s, t ≥ 0. Let pt(x, y) be the transition
density function of M given by
pt(x, y) =
1
(2pit)d/2
exp
(
−|x− y|
2
2t
)
, (t, x, y) ∈ (0,∞)× Rd × Rd.
For α > 0, let Gα(x, y) be the α-resolvent of M given by
Gα(x, y) =
∫ ∞
0
e−αtpt(x, y) dt.
Then
Gα(x, y) ∼ 1√
2α
( √
2α
2pi|x− y|
)(d−1)/2
e−
√
2α|x−y| (|x− y| → ∞) (2.1)
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(see, e.g., [33, (2.1)] and references therein). For d ≥ 3, let G(x, y) be the Green function
of M defined by
G(x, y) =
∫ ∞
0
pt(x, y) dt
and G0(x, y) := G(x, y).
Definition 2.1. (i) Let µ be a positive Radon measure on Rd. Then µ belongs to the
Kato class (µ ∈ K in notation) if
lim
α→∞
sup
x∈Rd
∫
Rd
Gα(x, y)µ(dy) = 0.
(ii) For β > 0, a measure µ ∈ K is β-Green tight (µ ∈ K∞(β) in notation) if
lim
R→∞
sup
x∈Rd
∫
|y|≥R
Gβ(x, y)µ(dy) = 0.
When d ≥ 3, µ ∈ K belongs to K∞(0) if the equality above is valid for β = 0.
We know by [36] that for any β > 0, K∞(β) is independent of β. Any Kato class
measure with compact support is 1-Green tight by definition.
For µ ∈ K, let Aµt be a positive continuous additive functional in the Revuz correspon-
dence to µ (see, e.g., [18, p.401] for details). For instance, if µ(dx) = V (x) dx for some
nonnegative function V (x) ≥ 0, then Aµt =
∫ t
0
V (Bs) ds.
Let ν be a signed measure on Rd such that ν = ν+ − ν− for some ν+, ν− ∈ K and let
Aνt = A
ν+
t −Aν−t . We define the Feynman-Kac semigroup {pνt }t>0 by
pνt f(x) := Ex
[
eA
ν
t f(Bt)
]
, f ∈ Bb(Rd) ∩ L2(Rd),
where Bb(Rd) stands for the totality of bounded Borel measurable functions on Rd. Then
{pνt }t>0 forms a strongly continuous symmetric semigroup on L2(Rd) and the associated
L2-generator is formally written as the Schro¨dinger type operator Hν = −∆/2 − ν. We
can further extend {pνt }t>0 to Lp(Rd) for any p ∈ [1,∞] ([1, Theorem 6.1 (i)]). We use
the same notation {pνt }t>0 for the extended semigroups.
By [1, Theorems 7.1 and 8.1], there exists a jointly continuous integral kernel pνt (x, y)
on (0,∞)× Rd × Rd such that
pνt f(x) =
∫
Rd
pνt (x, y)f(y) dy, f ∈ Bb(Rd)
and
pνt (x, y) ≤ c1pc2t(x, y), (t, x, y) ∈ (0, 1]× Rd × Rd (2.2)
for some c1 > 0 and c2 > 0. Moreover, there exists β(ν) > 0 by [1, Theorem 6.1] such
that for any α > β(ν), we can associate the resolvent {Gνα}α>β(ν) given by
Gναf(x) =
∫ ∞
0
e−αtpνt f(x) dt = Ex
[∫ ∞
0
e−αt+A
ν
t f(Bt) dt
]
.
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Let ν+, ν− ∈ K∞(1) and ν = ν+ − ν−. Denote by σ(Hν) the totality of the spectrum
for Hν and λ(ν) := inf σ(Hν). Then
λ(ν) = inf
{
1
2
∫
Rd
|∇u|2 dx−
∫
Rd
u2 dν | u ∈ C∞0 (Rd),
∫
Rd
u2 dx = 1
}
,
where C∞0 (R
d) stands for the totality of smooth functions on Rd with compact support.
If λ(ν) < 0, then λ(ν) is the principal eigenvalue of Hν ([35, Lemma 4.3] or [36, Theorem
2.8]) and the corresponding eigenfunction has a bounded, continuous and strictly positive
version ([36, Section 4]). We write h for this version with L2-normalization ‖h‖L2(Rd) = 1.
Hence for any x ∈ Rd and t > 0,
pνt h(x) = Ex
[
eA
ν
t h(Bt)
]
= e−λth(x). (2.3)
If ν+ and ν− are in addition compactly supported in Rd, then by the proof of [36, Theorem
5.2] or [34, Appendix A.1], there exist positive constants c1 and c2 such that
c1e
−
√
−2λ(ν)|x|
|x|(d−1)/2 ≤ h(x) ≤
c2e
−
√
−2λ(ν)|x|
|x|(d−1)/2 (|x| ≥ 1). (2.4)
Let λ2(ν) be the second bottom of the spectrum for Hν :
λ2(ν) := inf
{
1
2
∫
Rd
|∇u|2 dx−
∫
Rd
u2 dν | u ∈ C∞0 (Rd),
∫
Rd
u2 dx = 1,
∫
Rd
uh dx = 0
}
.
If λ(ν) < 0, then λ(ν) < λ2(ν) ≤ 0 because the essential spectrum of Hν is the interval
[0,∞) by [8, Theorem 3.1] or [3, Lemma 3.1], Moreover, there exists C > 0 such that for
any t ≥ 1/2, x ∈ Rd and ϕ ∈ L2(Rd) with ∫
Rd
ϕ(y)h(y) dy = 0,
|pνtϕ(x)| ≤ Ce−λ2(ν)t‖ϕ‖L2(Rd) (2.5)
(see, e.g., [14, Subsection 2.1]).
2.2 Branching Brownian motions
In this subsection, we introduce the model of branching Brownian motions by following
[19, 20, 21]. Let p = {pn(x)}∞n=0 be a probability function on Rd such that
0 ≤ pn(x) ≤ 1 (n ≥ 0) and
∞∑
n=0
pn(x) = 1 for any x ∈ Rd. (2.6)
Let τ be a nonnegative random variable defined on (Ω,F , Px), which is independent of
the Brownian motion, of exponential distribution with rate 1; Px(τ > t) = e
−t for any
t > 0. Let µ ∈ K and
Z := inf {t > 0 | Aµt ≥ τ}
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so that
Px(Z > t | F∞) = e−A
µ
t .
We can describe the branching Brownian motion as follows: a Brownian particle
{Bt}t≥0 starts at x ∈ Rd according to the law Px. At time Z, this particle splits into
n particles with probability pn(BZ). These particles then start at BZ independently
according to the law PBZ , and each of them continues the same procedure.
Let Rd ∪ {∆} be the one-point compactification of Rd, and let (Rd)(0) = {∆} and
(Rd)(1) = Rd. For n ≥ 2, we define the equivalent relation ∼ on (Rd)n = Rd × · · · × Rd︸ ︷︷ ︸
n
as
follows: for xn = (x1, . . . , xn) and yn = (y1, . . . , yn) ∈ (Rd)n, we write x ∼ y if there exists
a permutation σ on {1, 2, . . . , n} such that yi = xσ(i) for any i ∈ {1, 2, . . . , n}. If we define
(Rd)(n) = (Rd)n/ ∼ for n ≥ 2 and X = ∪∞n=0(Rd)(n), then n points in Rd determine a point
in (Rd)(n). Hence we can define a branching Brownian motion M = ({Bt}t≥0, {Px}x∈X)
on X (or simply on Rd) with branching rate µ and branching mechanism p. In particular,
if Bt ∈ (Rd)(0) for some t ≥ 0, then Bs ∈ (Rd)(0) for any s ≥ t.
Let T be the first splitting time of M given by
Px(T > t | σ(B)) = Px(Z > t | F∞) = e−A
µ
t (t > 0). (2.7)
By definition, the first splitting time becomes small if the particle moves on the support
of µ often.
Let Zt be the total population at time t, that is, Zt = n if Bt ∈ (Rd)(n). Let e0 =
inf{t > 0 | Zt = 0} be the extinction time of M and ue(x) = Px(e0 < ∞). We say that
M becomes extinct if ue ≡ 1. Note that on the event {e0 < ∞}, we have Zt = 0 for any
t ≥ e0.
If Zt = n for some n ∈ N, then we write Bt = (B1t , . . . ,Bnt ) ∈ (Rd)(n). Define for
f ∈ Bb(Rd),
Zt(f) =


Zt∑
k=1
f(Bkt ) (t < e0),
0 (t ≥ e0).
Let
Q(x) =
∞∑
n=1
npn(x), R(x) =
∞∑
n=2
n(n− 1)pn(x). (2.8)
The following lemma is sometimes called the many-to-one or many-to-two lemma.
Lemma 2.2. Let µ ∈ K.
(i) If the measure
νQ(dx) := Q(x)µ(dx)
also belongs to the Kato class, then for any f ∈ Bb(Rd),
Ex [Zt(f)] = Ex
[
eA
(Q−1)µ
t f(Bt)
]
. (2.9)
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(ii) If the measure
νR(dx) := R(x)µ(dx)
also belongs to the Kato class, then for any f, g ∈ Bb(Rd),
Ex [Zt(f)Zt(g)] = Ex
[
eA
(Q−1)µ
t f(Bt)g(Bt)
]
+ Ex
[∫ t
0
eA
(Q−1)µ
s EBs
[
eA
(Q−1)µ
t−s f(Bt−s)
]
EBs
[
eA
(Q−1)µ
t−s g(Bt−s)
]
dAνRs
]
.
(2.10)
We note that (2.9) and (2.10) were proved in [32, Lemma 3.3] under the condition
that Q(x) and R(x) are bounded on Rd. However, that proof still works under the weak
conditions as in Lemma 2.2. Since Q(x) ≤ R(x) + 1 and µ ∈ K, we see that νR ∈ K
implies νQ ∈ K.
2.3 Results
Let µ be a Kato class measure on Rd and p a probability function on Rd satisfying (2.6).
Let M = ({Bt}t≥0, {Px}x∈X) be the branching Brownian motion on X with branching
rate µ and branching mechanism p. We make the next assumption on µ and p.
Assumption 2.3. (i) µ is a Kato class measure with compact support in Rd.
(ii) νR(dx) ∈ K.
(iii) Let λ := λ((Q− 1)µ). Then λ < 0.
As we see from Subsection 2.1, Assumption 2.3 implies that λ is the principal eigen-
value of the operator H(Q−1)µ and the corresponding L2-normalized eigenfunction has a
version h which is bounded, continuous and strictly positive on Rd. We also know by [35,
Lemmas 4.1 and 4.2] that if d = 1, 2, p0 ≡ 0 and (Q−1)µ is non-trivial, then Assumption
2.3 (iii) follows from (i) and (ii).
Let
Mt = e
λtZt(h).
Since νR is a Kato class measure with compact support, Mt is a square integrable non-
negative Px-martingale by the same argument as in [32, Lemma 3.4]. In fact, we have
Ex [Mt] = h(x) (2.11)
and
Ex
[
M2t
]
= e2λtEx
[
eA
(Q−1)µ
t h(Bt)
2
]
+ Ex
[∫ t
0
e2λs+A
(Q−1)µ
s h(Bs)
2 dAνRs
]
. (2.12)
Note that the limit M∞ := limt→∞Mt exists Px-a.s. and Px(M∞ > 0) > 0. Since [33,
Lemma 3.9] and [34, Theorem 3.2 (ii)] imply that
lim
t→∞
1
t
logZt = lim
t→∞
1
t
logEx[Zt] = −λ, Px(· |M∞ > 0)-a.s.,
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we can regard the event {M∞ > 0} as the regular growth event.
Let Lt be the maximum of the Euclidean norms of particles alive at time t:
Lt =
{
max1≤k≤Zt |Bkt | (t < e0),
0 (t ≥ e0).
Then by [34, Corollary 3.3],
lim
t→∞
Lt
t
=
√
−λ
2
, Px(· |M∞ > 0)-a.s. (2.13)
In particular, if d = 1, 2, then this equality is valid Px(· | e0 =∞)-a.s.
We are now in a position to state our results in this paper. The first result provides
the second growth order of Lt as t→∞. For κ ∈ R, let
R
(κ)
1 (t) =
√
−λ
2
t +
d− 1
2
√−2λ log t+ κ. (2.14)
Theorem 2.4. Under Assumption 2.3, the next equality holds for each κ ∈ R:
lim
t→∞
Px(Lt > R
(κ)
1 (t)) = Ex
[
1− exp
(
−c∗e−
√−2λκM∞
)]
.
Here c∗ is a positive constant, which will be given in (3.45) below, with ν = (Q− 1)µ.
For d = 1, the same result was proved by [5] and [24], but Theorem 2.4 allows the
singularity of the branching rate measure even for d ≥ 2. For catalytic branching random
walks, this result was established by Carmona and Hu [10] and Bulinskaya [9].
Here we make observations on Theorem 2.4. Let {Yt}t≥0 be a real valued stochastic
process defined by
Lt =
√
−λ
2
t +
d− 1
2
√−2λ log t+ Yt. (2.15)
Since {e0 <∞} ⊂ {M∞ = 0} and
Px(Lt > R
(κ)
1 (t), e0 <∞) = Px(Lt > R(κ)1 (t), t < e0 <∞) ≤ Px(t < e0 <∞)→ 0
as t→∞, we have by Theorem 2.4,
lim
t→∞
Px(Lt > R
(κ)
1 (t) | e0 =∞) = Ex
[
1− exp
(
−c∗e−
√−2λκM∞
)
| e0 =∞
]
.
This implies that
lim
t→∞
Px(Yt ≤ κ | e0 =∞) = Ex
[
exp
(
−c∗e−
√−2λκM∞
)
| e0 =∞
]
. (2.16)
In particular, if d = 1, 2, then {M∞ > 0} = {e0 = ∞}, Px-a.s. by [34, Proposition A.5]
so that the right hand side of (2.16) is a distribution function.
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On the other hand, if d ≥ 3, then Px({e0 =∞}∩ {M∞ = 0}) > 0 by [34, Proposition
A.5] so that the right hand side of (2.16) is not a distribution function. However, since
Lt satisfies the law of the iterated logarithm on the event {e0 =∞} ∩ {M∞ = 0} by [34,
Remark 3.5], we obtain
Px(Lt > R
(κ)
1 (t), e0 =∞,M∞ = 0)→ 0 (t→∞).
Therefore,
lim
t→∞
Px(Lt > R
(κ)
1 (t) |M∞ > 0) = Ex
[
1− exp
(
−c∗e−
√−2λκM∞
)
|M∞ > 0
]
,
that is,
lim
t→∞
Px(Yt ≤ κ | M∞ > 0) = Ex
[
exp
(
−c∗e−
√−2λκM∞
)
| M∞ > 0
]
.
The right hand side above is then a distribution function.
The next result, which is a refinement of [34, Theorem 3.7 (ii)], determines the decay
order of the tail probability of Lt. Let a(t) be a function on (0,∞) such that a(t) = o(t)
as t→∞ and define for δ ∈ (√−λ/2,√−2λ),
R2(t) = δt+ a(t). (2.17)
Let b(t) be a function on (0,∞) such that b(t) = o(log t) as t → ∞. For γ ≥ d − 1, we
define
R3(t) =
√
−λ
2
t +
γ
2
√−2λ log t+ b(t). (2.18)
If γ = d− 1, then we assume in addition that b(t)→∞ as t→∞. For R > 0, let ZRt be
the total number of particles on {x ∈ Rd | |x| > R} at time t.
Theorem 2.5. Let K be a compact set in Rd and let Assumption 2.3 hold. Then for any
δ ∈ (√−λ/2,√−2λ),
lim
t→∞
inf
x∈K
Px(Lt > R2(t))
Ex
[
Z
R2(t)
t
] = lim
t→∞
sup
x∈K
Px(Lt > R2(t))
Ex
[
Z
R2(t)
t
] = 1.
This equality is still true if R2(t) is replaced by R3(t) with any γ ≥ d− 1.
On account of (2.9) with (3.29) and (3.39) below, Theorem 2.5 asserts that local
uniformly in x ∈ Rd, for any δ ∈ (√−λ/2,√−2λ),
Px(Lt > R2(t)) ∼ Ex
[
Z
R2(t)
t
]
∼ cdδ(d−1)/2h(x)e(−λ−
√−2λδ)te−
√−2λa(t)t(d−1)/2 (t→∞)
(2.19)
and for any γ ≥ d− 1,
Px(Lt > R3(t)) ∼ Ex
[
Z
R3(t)
t
]
∼ c∗h(x)e−
√−2λb(t)t(d−1−γ)/2 (t→∞). (2.20)
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Here cd is a positive constant with ν = (Q− 1)µ, which will be given in (3.1) below, and
c∗ is the same constant as in Theorem 2.4.
Note that if δ ≥ √−2λ and p0 ≡ 0, then by [34, Remark 3.8 and (4.1)],
Px(Lt > δt) ≍ Ex[Zδtt ] ≍ e−δ
2t/2t(d−2)/2 (t→∞).
However, we do not know whether it is possible to refine this relation as in Theorem 2.5.
The last result determines the conditional limiting distribution of the population out-
side the forefront.
Theorem 2.6. Let K be a compact set in Rd and let Assumption 2.3 hold. Then for any
δ ∈ (√−λ/2,√−2λ),
lim
t→∞
inf
x∈K
Px
(
Z
R2(t)
t = k | Lt > R2(t)
)
= lim
t→∞
sup
x∈K
Px
(
Z
R2(t)
t = k | Lt > R2(t)
)
=
{
1 (k = 1),
0 (k ≥ 2).
This equality is still true if R2(t) is replaced by R3(t) with any γ ≥ d− 1.
Theorem 2.6 states that there would be only one particle outside the forefront even-
tually if exists. We note that particles can not reproduce outside the support of the
branching rate measure µ, which is compact by assumption. Because of this property,
the conditional limiting distribution in Theorem 2.6 is different from the so-called Yaglom
type limit for spatially homogeneous branching Brownian motions as in [11, 12].
Remark 2.7. Suppose that d = 1. Let Rt := max1≤k≤Zt B
k
t be the position of the
rightmost particle at time t. Then Theorem 2.4 remains true by replacing Lt and c∗
with Rt and c0 in (3.12) below, respectively. Theorems 2.5 and 2.6 also remain true by
replacing Lt and Z
Ri(t)
t , respectively, with Rt and the number of particles on the interval
(Ri(t),∞) at time t. We also need to replace the constant cd in (2.19) and (2.20) with
c0. The proofs of these statements are almost identical with the original ones, but we use
(3.11) instead of (3.2).
2.4 Examples
In this subsection, we apply our results to some concrete models.
Example 2.8. Suppose that d = 1 and p0(x) + p2(x) ≡ 1. Then Q(x)− 1 = 2p2(x)− 1.
Let ν = (Q− 1)µ and λ = λ(ν). Then under Assumption 2.3, Theorem 2.4 is true with
R
(κ)
1 (t) =
√
−λ
2
t+ κ.
Let
C0 =
1
−2λ
∫
R
(
e
√−2λz + e−
√−2λz
)
h(z) ν(dz).
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Then by (2.19) and (3.1) below, we get for any δ ∈ (
√
−λ/2,√−2λ),
Px(Lt > δt) ∼ C0h(x)e(−λ−
√−2λδ)t (t→∞). (2.21)
By (2.20) and (3.1) below, we have for any γ > 0,
Px
(
Lt >
√
−λ
2
t+
γ
2
√−2λ log t
)
∼ C0h(x)t−γ/2 (t→∞) (2.22)
and
Px
(
Lt >
√
−λ
2
t+ b(t)
)
∼ C0h(x)e−
√−2λb(t) (t→∞), (2.23)
where b(t) is a function on (0,∞) such that b(t) = o(log t) and b(t) → ∞ as t → ∞.
By Remark 2.7 (i), we also obtain the exact decay order of the tail distribution of the
rightmost particle similar to (2.21), (2.22) and (2.23).
(i) Let δ0 be the Dirac measure at the origin and µ = βδ0 for some β > 0. Let p = p2(0)
satisfy 1/2 < p ≤ 1. Then λ = −{(2p− 1)β}2/2 (see, e.g., [32, Example 4.4]) and
thus
R
(κ)
1 (t) =
(2p− 1)β
2
t + κ.
When p = 1, Theorem 2.4 was already proved in [5].
By Lemma 3.1 (iii),
h(x) = (2p− 1)βG{(2p−1)β}2/2(x, 0)h(0).
Since ‖h‖L2(R) = 1, we have h(0)2 = (2p− 1)β so that (2.23) becomes
Px
(
Lt >
√
−λ
2
t + b(t)
)
∼ 2(2p− 1)βG{(2p−1)β}2/2(x, 0)e−(2p−1)βb(t) (t→∞).
We can also rewrite (2.21) and (2.22) in a similar way.
(ii) For a > 0, let µ = δa + δ0. Let p = p2(a) and q = q2(0) so that (Q − 1)µ =
(2p− 1)δ0+ (2q− 1)δa. Assume that p ≥ q for simplicity. Then λ < 0 if and only if
one of the following conditions hold:
• p > 1/2 and q ≥ 1/2;
• p > 1/2, q < 1/2 and
2p− 1 > 1− 2q
1 + 2a(1− 2q)
(see [34, Example 3.10] and references therein). Theorems 2.4, 2.5 and 2.6 are valid
under one of these conditions.
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Example 2.9. Suppose that d ≥ 2. For R > 0, let δR be a surface measure on the sphere
{x ∈ Rd | |x| = R} and µ = βδR for β > 0. Assume that the branching mechanism
{pn(x)}∞n=0 is spherically symmetric and satisfies p0(x) + p2(x) ≡ 1. We use the notation
pn(x) = pn(|x|) and let p = p2(R). For d = 2, Theorems 2.4, 2.5 and 2.6 are valid if
1/2 < p ≤ 1. For d ≥ 3, we know that λ < 0 if and only if
(2p− 1)βR > d− 2
2
(see, e.g., [33, Example 2.14] and references therein). Theorems 2.4, 2.5 and 2.6 are valid
under this condition.
Example 2.10. Assume that the function R(x) in (2.8) satisfies R 6≡ 0. Let V (x) be a
nonnegative function on Rd such that V 6≡ 0 and
(1 ∨ R(x))V (x) ≤ 1{0<|x|≤r0}|x|l
for some r0 > 0 and l ∈ R. Let µ(dx) = βV (x) dx for β > 0. If d = 1 and l > −1, or if
d ≥ 2 and l > −2, then µ and νR are Kato class measures with compact support in Rd
(see, e.g., [33, Examples 2.2 and 2.15 (ii)]). Moreover, there exists β∗ > 0 such that λ < 0
if and only if β > β∗ (see, e.g., [33, Example 2.15 (ii)] and references therein). Theorems
2.4, 2.5 and 2.6 are valid under this condition.
3 Estimates of Feynman-Kac semigroups
Throughout this section, ν+ and ν− are Kato class measures on Rd and ν = ν+ − ν−.
When ν+ and ν− belong to K∞(1), we let λ = λ(ν). If λ < 0, then we also let λ2 = λ2(ν).
3.1 Preliminary lemma
In this subsection, we prove a lemma on the density function and principal eigenfunction
associated with the Feynman-Kac semigroup. Denote by Sd−1 and dθ, respectively, the
surface of a unit ball in Rd and the surface measure on Sd−1. In particular, if d = 1, then
dθ is the Dirac measure on S0 = {−1, 1}. Let 〈·, ·〉 be the standard inner product in Rd.
Lemma 3.1. Let ν be a signed measure on Rd such that ν = ν+−ν− for some ν+, ν− ∈ K.
(i) For any x, y ∈ Rd and t > 0,
pνt (x, y)− pt(x, y) =
∫ t
0
(∫
Rd
pνs(x, z)pt−s(z, y) ν(dz)
)
ds
=
∫ t
0
(∫
Rd
ps(x, z)p
ν
t−s(z, y) ν(dz)
)
ds.
(ii) If ν+, ν− ∈ K∞(1) and λ < 0, then there exists C > 0 such that for any x, y ∈ Rd
and t ≥ 1,
|pνt (x, y)− e−λth(x)h(y)| ≤ Ce−λ2t.
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(iii) If ν+, ν− ∈ K∞(1) and λ < 0, then for any x ∈ Rd,
h(x) =
∫
Rd
G−λ(x, y)h(y) ν(dy).
(iv) If ν+ and ν− are compactly supported in Rd and λ < 0, then the constant
cd :=
(
√−2λ)(d−5)/2
(2pi)(d−1)/2
∫
Rd
(∫
Sd−1
e
√−2λ〈θ,z〉 dθ
)
h(z) ν(dz) (3.1)
is positive and ∫
|y|>R
h(y) dy ∼ cde−
√−2λRR(d−1)/2 (R→∞). (3.2)
Proof. (i) Let At := A
ν
t . Since
eAt − 1 = eAt(1− e−At) =
∫ t
0
eAt−As dAs =
∫ t
0
eAt−s◦θs dAs,
the Markov property implies that for any f ∈ Bb(Rd),
Ex
[
eAtf(Bt)
]−Ex [f(Bt)] = Ex [∫ t
0
EBs
[
eAt−sf(Bt−s)
]
dAs
]
(3.3)
(see [29, p.186, Exercise 1.13] and [33, (3.8)]). Then for any α > β(ν), we have by the
Fubini theorem and [18, p.229, (5.1.14)],∫ ∞
0
e−αtEx
[∫ t
0
EBs
[
eAt−sf(Bt−s)
]
dAs
]
dt
= Ex
[∫ ∞
0
e−αs
(∫ ∞
s
e−α(t−s)EBs [e
At−sf(Bt−s)] dt
)
dAs
]
= Ex
[∫ ∞
0
e−αsGναf(Bs) dAs
]
=
∫
Rd
Gα(x, z)G
ν
αf(z) ν(dz).
(3.4)
In the same way, we also have∫ ∞
0
e−αt
[∫ t
0
(∫
Rd
ps(x, z)p
ν
t−sf(z) ν(dz)
)
ds
]
dt =
∫
Rd
Gα(x, z)G
ν
αf(z) ν(dz).
Hence by (3.3) and (3.4),
Gναf(x)−Gαf(x) =
∫ ∞
0
e−αtEx
[∫ t
0
EBs
[
eAt−sf(Bt−s)
]
dAs
]
dt
=
∫ ∞
0
e−αt
[∫ t
0
(∫
Rd
ps(x, z)p
ν
t−sf(z) ν(dz)
)
ds
]
dt,
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which implies that
pνt f(x)− ptf(x) =
∫ t
0
(∫
Rd
ps(x, z)p
ν
t−sf(z) ν(dz)
)
ds. (3.5)
We then get (i) by noting that pt(x, y) = pt(y, x) and p
ν
t (x, y) = p
ν
t (y, x).
(ii) For fixed y ∈ Rd and s > 0, let
ϕ(z) = pνs(z, y)− e−λsh(z)h(y).
Since h is bounded on Rd, there exists c1(s) > 0 by (2.2) such that for any y ∈ Rd,
‖ϕ‖L2(Rd) ≤ c1(s).
By noting that
∫
Rd
ϕ(z)h(z) dz = 0, there exists c2(s) > 0 by (2.5) such that for any
x, y ∈ Rd and t ≥ 1/2,
|pνtϕ(x)| = |pνt+s(x, y)− e−λ(t+s)h(x)h(y)| ≤ c2(s)e−λ2t.
The proof is complete by taking s = 1/2 and then by replacing t + 1/2 with t.
(iii) We have by (2.3), (3.5) and the Fubini theorem,
e−λth(x)− pth(x) = pνt h(x)− pth(x) =
∫ t
0
(∫
Rd
ps(x, z)p
ν
t−sh(z) ν(dz)
)
ds
=
∫ t
0
(∫
Rd
ps(x, z)e
−λ(t−s)h(z) ν(dz)
)
ds = e−λt
∫
Rd
(∫ t
0
eλsps(x, z) ds
)
h(z) ν(dz).
Then (iii) follows by dividing both sides above by e−λt and then by letting t→∞.
(iv) By (iii),∫
|y|>R
h(y) dy =
∫
|y|>R
(∫
Rd
G−λ(y, z)h(z)ν(dz)
)
dy
=
∫
|y|>R
(∫
Rd
G−λ(y, z)h(z)ν
+(dz)
)
dy −
∫
|y|>R
(∫
Rd
G−λ(y, z)h(z)ν
−(dz)
)
dy.
(3.6)
Since ν+ and ν− are compactly supported in Rd, we see by (2.1) that∫
|y|>R
(∫
Rd
G−λ(y, z)h(z)ν±(dz)
)
dy
∼ (
√−2λ)(d−3)/2
(2pi)(d−1)/2
∫
|y|>R
(∫
Rd
e−
√−2λ|y−z|
|y − z|(d−1)/2h(z) ν
±(dz)
)
dy (R→∞).
(3.7)
Let us calculate the integral in the last term of (3.7). Let (r, θ) ∈ (0,∞) × Sd−1 be
the polar decomposition in Rd. Then
sup
z∈supp[|ν|],θ∈Sd−1
∣∣∣∣ r|(r, θ)− z| − 1
∣∣∣∣→ 0 (r →∞).
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Since
sup
z∈supp[|ν|],θ∈Sd−1
||(r, θ)− z| − r + 〈θ, z〉| → 0 (r →∞)
and there exists c > 0 such that |ex − 1| ≤ 2|x| (|x| ≤ c), we also have for any α > 0,
sup
z∈supp[|ν|],θ∈Sd−1
∣∣∣e−√2α(|(r,θ)−z|−r) − e√2α〈θ,z〉∣∣∣→ 0 (r →∞).
Therefore,
sup
z∈supp[|ν|],θ∈Sd−1
∣∣∣∣∣e−√2α(|(r,θ)−z|−r)
(
r
|(r, θ)− z|
)(d−1)/2
− e
√
2α〈θ,z〉
∣∣∣∣∣→ 0 (r →∞),
which implies that
∫
|y|>R
(∫
Rd
e−
√−2λ|y−z|
|y − z|(d−1)/2h(z) ν
±(dz)
)
dy
=
∫ ∞
R
[∫
Sd−1
(∫
Rd
e−
√−2λ|(r,θ)−z|
|(r, θ)− z|(d−1)/2h(z) ν
±(dz)
)
dθ
]
rd−1 dr
=
∫ ∞
R
[∫
Rd
(∫
Sd−1
e−
√−2λ|(r,θ)−z|
|(r, θ)− z|(d−1)/2 dθ
)
h(z) ν±(dz)
]
rd−1 dr
∼
∫ ∞
R
e−
√−2λrr(d−1)/2 dr
∫
Rd
(∫
Sd−1
e
√−2λ〈θ,z〉 dθ
)
h(z) ν±(dz) (R→∞).
(3.8)
Noting that∫ ∞
R
e−
√−2λrr(d−1)/2 dr ∼ 1√−2λe
−√−2λRR(d−1)/2 (R→∞), (3.9)
we obtain by (3.7) and (3.8),∫
|y|>R
(∫
Rd
G−λ(y, z)h(z)ν±(dz)
)
dy ∼ c±d e−
√−2λRR(d−1)/2 (R→∞) (3.10)
for
c±d =
(
√−2λ)(d−5)/2
(2pi)(d−1)/2
∫
Rd
(∫
Sd−1
e
√−2λ〈θ,z〉 dθ
)
h(z) ν±(dz).
Here we note that by (2.4) and (3.9), there exist positive constants c1, c2, R0 such that
for any R ≥ R0,
c1e
−√−2λRR(d−1)/2 ≤
∫
|y|>R
h(y) dy ≤ c2e−
√−2λRR(d−1)/2.
Hence the proof is complete by (3.6) and (3.10).
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Remark 3.2. Let ν satisfy the condition in Lemma 3.1 (iv).
(i) For R > 0 and Θ ⊂ Sd−1, let CΘ(R) =
{
x ∈ Rd | |x| > R, x/|x| ∈ Θ}. In the same
way as (iv), we get∫
CΘ(R)
h(y) dy ∼ cd,Θe−
√−2λRR(d−1)/2 (R→∞)
for
cd,Θ =
(
√−2λ)(d−5)/2
(2pi)(d−1)/2
∫
Rd
(∫
Θ
e
√−2λ〈θ,z〉 dθ
)
h(z) ν(dz).
In particular, if d = 1 and Θ = {1}, then∫ ∞
R
h(y) dy ∼ c0e−
√−2λR (R→∞) (3.11)
for
c0 =
1
−2λ
∫
R
e
√−2λzh(z) ν(dz). (3.12)
(ii) Let µ be a positive Radon measure on Rd. For α > 0, let Gαµ be the α-potential of
µ defined by
Gαµ(x) =
∫
Rd
Gα(x, y)µ(dy).
Then by (2.1), (2.4) and Lemma 3.1 (iii), there exist positive constants c1 and c2
such that for any x ∈ Rd,
c1h(x) ≤ G−λ|ν|(x) ≤ c2h(x). (3.13)
3.2 Pointwise estimates
Let ν+ and ν− be Kato class measures with compact support in Rd such that λ < 0.
Define
qt(x, y) = p
ν
t (x, y)− pt(x, y)− e−λth(x)h(y)
so that for R > 0,
Ex
[
eA
ν
t ; |Bt| > R
]
= Px(|Bt| > R) + e−λth(x)
∫
|y|>R
h(y) dy +
∫
|y|>R
qt(x, y) dy. (3.14)
In this subsection, we evaluate the last term in the right hand side above by Lemma 3.1.
For x ∈ Rd and R > 0, let Bx(R) := {y ∈ Rd | |y − x| < R}. We fix M > 0 so that
supp[|ν|] ⊂ B0(M). For c > 0 with c ≥ −λ2, we define
Ic(t, R) =
{
ect−
√
2cRR(d−1)/2 (λ2 < 0),
tP0(|Bt| > R−M) ∧ ect−
√
2cRR(d−1)/2 (λ2 = 0).
(3.15)
We also define
J(t, R) = e−λt−
√−2λRR(d−1)/2
∫ ∞
(
√−2λt−R)/√2t
e−v
2
dv. (3.16)
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Proposition 3.3. Let ν+ and ν− be Kato class measures with compact support in Rd
such that λ < 0.
(i) For any c > 0 with c ≥ −λ2, there exists C1 > 0 such that for any x ∈ Rd, t ≥ 1
and R > 2M ,∣∣∣∣
∫
|y|>R
qt(x, y) dy
∣∣∣∣ ≤ C1 (h(x)P0(|Bt| > R−M) + Ic(t, R) + h(x)J(t, R)) . (3.17)
(ii) There exists C2 > 0 such that for any t ≥ 1,
sup
x∈Rd
∣∣∣∣
∫
Rd
qt(x, y) dy
∣∣∣∣ ≤ C2(t ∨ e−λ2t). (3.18)
Remark 3.4. Let f ∈ Bb(Rd). Since
Ex
[
eA
ν
t f(Bt)
]
= Ex [f(Bt)] + e
−λth(x)
∫
Rd
f(y)h(y) dy +
∫
Rd
qt(x, y)f(y) dy,
there exists C > 0 by Proposition 3.3 (ii) such that for any t ≥ 1,
sup
x∈Rd
∣∣∣∣eλtEx [eAνt f(Bt)]− h(x)
∫
Rd
f(y)h(y) dy
∣∣∣∣ ≤ C‖f‖∞eλt(t ∨ e−λ2t).
As λ < λ2 ≤ 0, the right hand side above goes to 0 as t→∞.
To show Proposition 3.3, we deform qt(x, y) as follows. For t ≥ 1, we have by Lemma
3.1 (i),
pνt (x, y)− pt(x, y)
=
∫ 1
0
(∫
Rd
pνs(x, z)pt−s(z, y) ν(dz)
)
ds+
∫ t
1
(∫
Rd
pνs(x, z)pt−s(z, y) ν(dz)
)
ds.
The second term in the right hand side above is equal to∫ t
1
[∫
Rd
(
pνs (x, z)− e−λsh(x)h(z)
)
pt−s(z, y) ν(dz)
]
ds
+ h(x)
∫ t
1
e−λs
(∫
Rd
h(z)pt−s(z, y) ν(dz)
)
ds.
Since the Fubini theorem and Lemma 3.1 (iii) yield that∫ ∞
0
eλs
(∫
Rd
h(z)ps(z, y) ν(dz)
)
ds =
∫
Rd
G−λ(y, z)h(z) ν(dz) = h(y),
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we obtain by the change of variables,∫ t
1
e−λs
(∫
Rd
h(z)pt−s(z, y) ν(dz)
)
ds = e−λt
∫ t−1
0
eλs
(∫
Rd
h(z)ps(z, y) ν(dz)
)
ds
= e−λt
∫ ∞
0
eλs
(∫
Rd
h(z)ps(z, y) ν(dz)
)
ds− e−λt
∫ ∞
t−1
eλs
(∫
Rd
h(z)ps(z, y) ν(dz)
)
ds
= e−λth(y)− e−λt
∫ ∞
t−1
eλs
(∫
Rd
h(z)ps(z, y) ν(dz)
)
ds
and thus
qt(x, y) = p
ν
t (x, y)− pt(x, y)− e−λth(x)h(y)
=
∫ 1
0
(∫
Rd
pνs(x, z)pt−s(z, y) ν(dz)
)
ds
+
∫ t
1
[∫
Rd
(
pνs(x, z)− e−λsh(x)h(z)
)
pt−s(z, y) ν(dz)
]
ds
− e−λth(x)
∫ ∞
t−1
eλs
(∫
Rd
h(z)ps(z, y) ν(dz)
)
ds.
Then by the Fubini theorem,∫
|y|>R
qt(x, y) dy =
∫ 1
0
(∫
Rd
pνs(x, z)Pz(|Bt−s| > R) ν(dz)
)
ds
+
∫ t
1
[∫
Rd
(
pνs(x, z)− e−λsh(x)h(z)
)
Pz(|Bt−s| > R) ν(dz)
]
ds
− e−λth(x)
∫ ∞
t−1
eλs
(∫
Rd
h(z)Pz(|Bs| > R) ν(dz)
)
ds
= (I) + (II)− (III).
(3.19)
We first discuss the upper bound of (I).
Lemma 3.5. Under the same setting as in Proposition 3.3, there exists C > 0 such that
for any x ∈ Rd, t ≥ 1 and R > M ,
|(I)| ≤ Ch(x)P0(|Bt| > R−M). (3.20)
Proof. For any R > M and z ∈ supp[|ν|],
Pz(|Bt−s| > R) ≤ P0(|Bt−s| > R−M) ≤ P0(|Bt| > R−M) (3.21)
and thus
|(I)| ≤ P0(|Bt| > R −M)
∫ 1
0
(∫
Rd
pνs(x, z) |ν|(dz)
)
ds. (3.22)
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Then by (2.2) and (3.13), we have for any x ∈ Rd,∫ 1
0
(∫
Rd
pνs (x, z) |ν|(dz)
)
ds ≤ c1
∫ 1
0
(∫
Rd
pc2s(x, z) |ν|(dz)
)
ds
≤ c3
∫ ∞
0
(∫
Rd
eλsps(x, z) |ν|(dz)
)
ds = c3G−λ|ν|(x) ≤ c4h(x).
(3.23)
Substituting this into (3.22), we obtain (3.20).
We next discuss the bound of (II).
Lemma 3.6. Under the same setting as in Proposition 3.3, the following three assertions
hold.
(i) For any c > 0 with c ≥ −λ2, there exists C1 > 0 such that for any t ≥ 1 and
R > 2M , ∫ t
1
(∫
Rd
e−λ2sPz(|Bt−s| > R) |ν|(dz)
)
ds ≤ C1ect−
√
2cRR(d−1)/2.
(ii) If λ2 = 0, then there exists C2 > 0 such that for any t ≥ 1 and R > M ,∫ t
1
(∫
Rd
Pz(|Bt−s| > R) |ν|(dz)
)
ds ≤ C2tP0(|Bt| > R−M).
(iii) For any c > 0 with c ≥ −λ2, there exists C3 > 0 such that for any x ∈ Rd, t ≥ 1
and R > M ,
|(II)| ≤ C3Ic(t, R). (3.24)
Proof. By Lemma 3.1 (ii), there exists c1 > 0 such that for any x ∈ Rd and t ≥ 1,
|(II)| ≤
∫ t
1
(∫
Rd
∣∣pνs(x, z)− e−λsh(x)h(z)∣∣Pz(|Bt−s| > R) |ν|(dz)
)
ds
≤ c1
∫ t
1
(∫
Rd
e−λ2sPz(|Bt−s| > R) |ν|(dz)
)
ds.
Therefore, (iii) follows from (i) and (ii).
Let us show (i) and (ii). By the change of variables and (3.21),∫ t
1
(∫
Rd
e−λ2sPz(|Bt−s| > R) |ν|(dz)
)
ds
=
∫ t−1
0
(∫
Rd
e−λ2(t−s)Pz(|Bs| > R) |ν|(dz)
)
ds
≤ |ν|(Rd)
∫ t−1
0
e−λ2(t−s)P0(|Bs| > R−M) ds.
(3.25)
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Then for any c > 0 with c ≥ −λ2, we have by (2.1),∫ t−1
0
e−λ2(t−s)P0(|Bs| > R−M) ds ≤
∫ ∞
0
ec(t−s)P0(|Bs| > R−M) ds
= ect
∫
|y|>R−M
Gc(0, y) dy ≤ c2ect
∫
|y|>R−M
e−
√
2c|y|
|y|(d−1)/2 dy ≤ c3e
ct−√2cRR(d−1)/2,
which implies (i). If λ2 = 0, then (3.21) yields that∫ t−1
0
P0(|Bs| > R−M) ds ≤ tP0(|Bt| > R−M).
Hence (ii) follows by (3.25).
We finally give an upper bound of (III).
Lemma 3.7. Under the same setting as in Proposition 3.3, there exists C > 0 for any
c ≥ −λ2 such that for any x ∈ Rd, t ≥ 1 and R > 2M ,
|(III)| ≤ Ch(x) (P0(|Bt| > R−M) + J(t, R)) . (3.26)
Proof. By (3.21),∫ ∞
t−1
eλs
(∫
Rd
h(z)Pz(|Bs| > R) |ν|(dz)
)
ds
≤
∫ ∞
t−1
eλsP0(|Bs| > R−M) ds
∫
Rd
h(z) |ν|(dz) ≤ c1
∫ ∞
t
eλsP0(|Bs| > R−M) ds.
Then by the integration by parts formula,∫ ∞
t
eλsP0(|Bs| > R−M) ds
=
1
−λe
λtP0(|Bt| > R−M) + 1−λ
∫ ∞
t
eλs
∂
∂s
P0(|Bs| > R−M) ds.
Hence for any x ∈ Rd, t ≥ 1 and R > M ,
|(III)| ≤ c2h(x)
(
P0(|Bt| > R−M) + e−λt
∫ ∞
t
eλs
∂
∂s
P0(|Bs| > R−M) ds
)
. (3.27)
By the change of variables,∫ ∞
t
eλs
∂
∂s
P0(|Bs| > R−M) ds = c3(R−M)d
∫ ∞
t
eλse−(R−M)
2/(2s) 1
s(d+2)/2
ds
= c4(R −M)d
∫ ∞
√
t
eλu
2−(R−M)2/(2u2) 1
ud+1
du
= c4e
−√−2λ(R−M)(R−M)d
∫ ∞
√
t
e−(
√−λu−(R−M)/(√2u))2 1
ud+1
du.
(3.28)
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We then see by (A.2) and (A.3) below that for any t ≥ 1 and R > 2M ,
e−λt
∫ ∞
t
eλs
∂
∂s
P0(|Bs| > R −M) ds ≤ c5J(t, R).
Hence the proof is complete by (3.27).
Proof of Proposition 3.3. (i) is a consequence of Lemmas 3.5, 3.6 and 3.7. We now show
(ii). If we take R = 0 in (3.19), then∣∣∣∣
∫
Rd
qt(x, y)dy
∣∣∣∣ ≤
∫ 1
0
(∫
Rd
pνs(x, z)|ν|(dz)
)
ds
+
∫ t
1
(∫
Rd
∣∣pνs (x, z)− e−λsh(x)h(z)∣∣ |ν|(dz)
)
ds+ c1h(x)
∫
Rd
h(z) |ν|(dz).
By Lemma 3.1 (ii),∫ t
1
(∫
Rd
∣∣pνs(x, z)− e−λsh(x)h(z)∣∣ |ν|(dz)
)
ds ≤ c2|ν|(Rd)
∫ t
1
e−λ2s ds ≤ c3
(
t ∨ e−λ2t) .
Combining this with (3.23), we arrive at the conclusion.
3.3 Uniform estimates
In this subsection, we show two lemmas related to the Feynman-Kac semigroups provided
that the Brownian particle sits outside a ball with time dependent radius. Let ν+ and
ν− be Kato class measures with compact support in Rd such that λ < 0. Let a(t) be a
function on (0,∞) such that a(t) = o(t) as t→∞. For a fixed δ ∈ (0,√−2λ), we define
R(t) = δt + a(t) and
η(t) = e−λt
∫
|y|>R(t)
h(y) dy.
Then by Lemma 3.1 (iv),
η(t) ∼ cdR(t)(d−1)/2e−λt−
√−2λR(t) ∼ cdδ(d−1)/2t(d−1)/2e(−λ−
√−2λδ)t−√−2λa(t) (t→∞).
(3.29)
Lemma 3.8. Let ν+ and ν− be Kato class measures with compact support in Rd such
that λ < 0. Let K be a compact set in Rd and δ ∈ (0,√−2λ). Then for any α ∈
(0, 1− δ/√−2λ), there exist positive constants C and T such that for any x ∈ K, t ≥ T
and s ∈ [0, αt],∣∣Ex [eAνt−s; |Bt−s| > R(t)]− eλsh(x)η(t)∣∣ ≤ e−Cteλse−λt−√−2λR(t).
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Proof. Let ωd be the area of the unit ball in R
d and let M > 0 satisfy K ∪ supp[|ν|] ⊂
B0(M). Then for any x ∈ K, large t and s ∈ [0, αt],
Px(|Bt−s| > R(t)) ≤ P0(|Bt−s| > R(t)−M) = ωd
(2pi)d/2
∫ ∞
(R(t)−M)/√t−s
e−u
2/2ud−1 du
≤ c1 exp
(
−(R(t)−M)
2
2(t− s)
)
t(d−2)/2
(3.30)
because
R(t)−M√
t− s ≥
R(t)−M√
t
→∞ (t→∞)
and ∫ ∞
R
e−u
2/2ud−1 du ∼ e−R2/2Rd−2 (R→∞). (3.31)
Since the function
f(s) = −λs− (R(t)−M)
2
2(t− s) (s ∈ [0, αt])
is increasing for all sufficiently large t, we have f(s) ≤ f(αt) and thus
exp
(
−λs− (R(t)−M)
2
2(t− s)
)
≤ exp
(
−λαt− (R(t)−M)
2
2(1− α)t
)
. (3.32)
We can further take c2 > 0 so that
exp
(
−λαt− (R(t)−M)
2
2(1− α)t
)
≤ e−c2te−λt−
√−2λR(t) (3.33)
because[
−λt−
√
−2λR(t)−
{
−λαt− (R(t)−M)
2
2(1− α)t
}]
/t
=
(√
−λ(1− α)− R(t)−M√
2(1− α)t
)2
−
√−2λM
t
→ −λ
1− α
(
1− δ√−2λ − α
)2
(t→∞)
and the limit is positive. Hence by (3.30), (3.32) and (3.33), we get
Px(|Bt−s| > R(t)) ≤ e−c3teλse−λt−
√−2λR(t). (3.34)
Fix c > 0 so that 
(−λ2) ∨
( √
2δ
1− α −
√−λ
)2
 < c < −λ.
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Then for any large t and s ∈ [0, αt], we obtain by (3.15) and direct calculation,
Ic(t− s, R(t)) ≤ ec(t−s)−
√
2cR(t)R(t)(d−1)/2 ≤ c4e−c5teλse−λt−
√−2λR(t). (3.35)
For t ≥ 1 and s ∈ [0, αt], since α ∈ (0, 1− δ/√−2λ), we get
√−2λ(t− s)−R(t)√
2(t− s) ≥
{√−2λ(1− α)− δ}t− a(t)√
2t
≥ c1
√
t.
Then by the relation ∫ ∞
R
e−v
2
dv ∼ e
−R2
2R
(R→∞),
we have for any large t and s ∈ [0, αt],∫ ∞
(
√−2λ(t−s)−R(t))/
√
2(t−s)
e−v
2
dv ≤
∫ ∞
c1
√
t
e−v
2
dv ≤ c2e−c3t/
√
t,
and thus by (3.16),
J(t− s, R(t)) = e−λ(t−s)e−
√−2λR(t)R(t)(d−1)/2
∫ ∞
(
√−2λ(t−s)−R(t))/
√
2(t−s)
e−v
2
dv
≤ e−c4teλse−λt−
√−2λR(t).
(3.36)
By Proposition 3.3 with (3.34), (3.35) and (3.36), there exists T > 0 such that for any
x ∈ K, t ≥ T and s ∈ [0, αt],∣∣∣∣
∫
|y|>R(t)
qt−s(x, y) dy
∣∣∣∣
≤ c5 (h(x)P0(|Bt−s| > R(t)−M) + Ic(t− s, R(t)) + h(x)J(t− s, R(t)))
≤ c6e−c7teλse−λt−
√−2λR(t).
We therefore obtain by (3.14) and (3.34),
∣∣Ex [eAνt−s; |Bt−s| > R(t)]− eλsh(x)η(t)∣∣ ≤ Px(|Bt−s| > R(t)) + ∣∣∣∣
∫
|y|>R(t)
qt−s(x, y) dy
∣∣∣∣
≤ c8e−c9teλse−λt−
√−2λR(t),
(3.37)
which completes the proof.
Let K be a compact set in Rd. Then for any δ ∈ (0,√−2λ) and α ∈ (0, 1− δ/√−2λ),
Lemma 3.8 and (3.29) imply that for any x ∈ K, large t and s ∈ [0, αt],
Ex
[
eA
ν
t−s; |Bt−s| > R(t)
]
= eλsh(x)η(t)(1 + θs,x(t)), (3.38)
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where θs,x(t) is a function on (0,∞) such that |θs,x(t)| ≤ c1e−c2t. In particular, if we take
s = 0 in (3.38), then
Ex
[
eA
ν
t ; |Bt| > R(t)
]
= h(x)η(t)(1 + θ0,x(t)). (3.39)
This equality refines [33, Proposition 3.1] and justifies an observation in [33, (3.3)]. Note
that ν in (3.39) is allowed to be signed.
Lemma 3.9. Let ν+ and ν− be as in Lemma 3.8. Let K be a compact set in Rd and µ a
Kato class measure with compact support in Rd. Then there exist C > 0 and T ≥ 1 such
that for any x ∈ K, t ≥ T and s ∈ [0, t− 1],
Ex
[∫ t−s
0
eA
ν
uEBu
[
eA
ν
t−s−u; |Bt−s−u| > R(t)
]2
dAµu
]
≤ C (eλsη(t))2 .
Proof. Let
Ex
[∫ t−s
0
eA
ν
uEBu
[
eA
ν
t−s−u ; |Bt−s−u| > R(t)
]2
dAµu
]
= Ex
[∫ t−s−1
0
eA
ν
uEBu
[
eA
ν
t−s−u ; |Bt−s−u| > R(t)
]2
dAµu
]
+ Ex
[∫ t−s
t−s−1
eA
ν
uEBu
[
eA
ν
t−s−u ; |Bt−s−u| > R(t)
]2
dAµu
]
= (IV) + (V).
We first discuss the upper bound of (IV). Let M > 0 satisfy K ∪ supp[|ν|] ∪ supp[µ] ⊂
B0(M). Then for any large t ≥ 1, s ∈ [0, t−1] and x ∈ B0(M), since a calculation similar
to (3.34) implies that
Px(|Bt−s| > R(t)) ≤ P0(|Bt−s| > R(t)−M) ≤ c1e−λ(t−s)e−
√−2λR(t)t(d−2)/2, (3.40)
it follows by (3.15), (3.16), Proposition 3.3 and (3.29) that∣∣∣∣
∫
|y|>R(t)
qt−s(x, y) dy
∣∣∣∣
≤ c2 (h(x)P0(|Bt−s| > R(t)−M) + I−λ(t− s, R(t)) + h(x)J(t− s, R(t)))
≤ c3e−λ(t−s)e−
√−2λR(t)t(d−1)/2 ≤ c4eλsη(t).
Combining this with (3.14) and (3.40), we have for any x ∈ supp[µ], large t ≥ 1 and
s ∈ [0, t− 1],
Ex
[
eA
ν
t−s; |Bt−s| > R(t)
] ≤ Px(|Bt−s| > R(t)) + eλsh(x)η(t) + ∣∣∣∣
∫
|y|>R(t)
qt−s(x, y) dy
∣∣∣∣
≤ c5eλsη(t).
By the same argument as in [14, Proposition 3.3 (i)], we also have
sup
x∈Rd
Ex
[∫ ∞
0
e2λu+A
ν
u dAµu
]
<∞. (3.41)
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Therefore, for any x ∈ K, large t ≥ 1 and s ∈ [0, t− 1],
(IV) ≤ c6Ex
[∫ t−s−1
0
eA
ν
u
(
eλ(s+u)η(t)
)2
dAµu
]
= c6
(
eλsη(t)
)2
Ex
[∫ t−s−1
0
e2λu+A
ν
u dAµu
]
≤ c7
(
eλsη(t)
)2
.
(3.42)
We next discuss the upper bound of (V). By Lemma 3.1 (i), (3.21) and (3.23), we
have for any x ∈ B0(M), t ∈ [0, 1] and R > M ,
Ex
[
eA
ν
t ; |Bt| > R
]
= Px(|Bt| > R) +
∫ t
0
[∫
Rd
pνu(x, y)Py(|Bt−u| > R) ν(dy)
]
du
≤ P0(|Bt| > R −M)
[
1 + c1
∫ 1
0
(∫
Rd
pνu(x, y) |ν|(dy)
)
du
]
≤ c2P0(|B1| > R−M).
Then by (3.31), we see that for any x ∈ supp[µ], large t ≥ 1 and u ∈ [t− 1, t],
Ex
[
eA
ν
t−u ; |Bt−u| > R(t)
] ≤ c2P0(|B1| > R(t)−M) ≤ c3e−(R(t)−M)2/2R(t)d−2.
Hence for any x ∈ Rd, large t ≥ 1 and s ∈ [0, t− 1],
(V) ≤ c4Ex
[∫ t−s
t−s−1
eA
ν
u dAµu
]
e−(R(t)−M)
2
R(t)2(d−2) ≤ c4Ex
[
eA
ν+
t Aµt
]
e−(R(t)−M)
2
R(t)2(d−2).
(3.43)
By [15, p.73, Corollary to Proposition 3.8], we have for any x ∈ Rd and large t,
Ex
[
eA
ν+
t Aµt
]
≤ Ex
[
e2A
ν+
t
]1/2
Ex
[
(Aµt )
2
]1/2 ≤ ec5t.
Then (3.29) and (3.43) yield that for any x ∈ K, large t ≥ 1 and s ∈ [0, t− 1],
(V) ≤ c4ec5te−(R(t)−M)2R(t)2(d−2) ≤ c6
(
eλsη(t)
)2
.
Combining this with (3.42), we arrive at the desired conclusion.
3.4 Uniform estimate for the critical case
Recall from (2.14) that for κ ∈ R,
R
(κ)
1 (t) =
√
−λ
2
t +
d− 1
2
√−2λ log t+ κ.
In this subsection, we clarify how κ depends on the inequalities in Lemmas 3.8 and 3.9.
Here we note that if R(t) = R
(κ)
1 (t), then (3.29) becomes
η(t) ∼ c∗e−
√−2λκ (t→∞) (3.44)
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for
c∗ = cd
(√
−λ
2
)(d−1)/2
=
(−λ)(d−3)/2
2(2pi)(d−1)/2
∫
Rd
(∫
Sd−1
e
√−2λ〈θ,z〉 dθ
)
h(z) ν(dz). (3.45)
Lemma 3.10. Let ν+ and ν− be Kato class measures with compact support in Rd such
that λ < 0. Then for any compact set K in Rd and κ > 0,
lim
t→∞
sup
x∈K
∣∣∣∣∣e
√−2λκ
h(x)
Ex
[
eA
ν
t ; |Bt| > R(κ)1 (t)
]
− c∗
∣∣∣∣∣ = 0.
Proof. We write R(t) = R
(κ)
1 (t) for simplicity. Let K be a compact set in R
d and κ > 0.
Then by Lemma 3.8, there exist positive constants c1, c2, T such that for all t ≥ T and
x ∈ K, ∣∣Ex [eAνt ; |Bt| > R(t)]− h(x)η(t)∣∣ ≤ c1e−c2tt−(d−1)/2e−√−2λκ.
This implies that∣∣∣∣∣e
√−2λκ
h(x)
Ex
[
eA
ν
t ; |Bt| > R(t)
]− c∗
∣∣∣∣∣
≤
∣∣∣∣∣e
√−2λκ
h(x)
Ex
[
eA
ν
t ; |Bt| > R(t)
]− e√−2λκη(t)
∣∣∣∣∣+ |e√−2λκη(t)− c∗|
≤ c1e
−c2t
infy∈K h(y)
t−(d−1)/2 + |e
√−2λκη(t)− c∗|.
As t→∞, the right hand side goes to 0 by (3.44), which completes the proof.
Lemma 3.11. Let ν+ and ν− be as in Lemma 3.10. Let K be a compact set in Rd and
µ a Kato class measure with compact support in Rd.
(i) For any α ∈ (0, 1/2), there exist C > 0, and T = T (κ) ≥ 1 for any κ > 0, such that
for any x ∈ K, t ≥ T and s ∈ [0, t− 1],
Ex
[∫ t−s
0
eA
ν
uEBu
[
eA
ν
t−s−u; |Bt−s−u| > R(κ)1 (t)
]2
dAµu
]
≤ Ce2c⋆κ (eλsη(t))2
with a positive constant c⋆ =
√−2λ−√−λ/2/(1− α).
(ii) The next equality holds.
lim
κ→∞
lim sup
t→∞
sup
x∈K
e
√−2λκEx
[∫ t
0
eA
ν
sEBs
[
eA
ν
t−s; |Bt−s| > R(κ)1 (t)
]2
dAµs
]
= 0.
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Proof. We write R(t) = R
(κ)
1 (t) for simplicity. We first prove (i). Fix α ∈ (0, 1/2) and let
M > 0 satisfy K ∪ supp[|ν|] ∪ supp[µ] ⊂ B0(M). Then in a similar way to (3.30), we can
take c1 > 0 so that for any κ > 0, there exists T1 = T1(κ) ≥ 1 such that for all t ≥ T1,
s ∈ [0, t− 1] and y ∈ B0(M),
Py(|Bt−s| > R(t)) ≤ P0(|Bt−s| > R(t)−M)
≤ c1eλs exp
(
−λs− (R(t)−M)
2
2(t− s)
)(
R(t)−M√
t− s
)d−2
= c1e
λs(VI).
(3.46)
We will prove later that there exists c2 > 0 such that for any κ > 0, we can take
T2 = T2(κ) ≥ 1 so that for all t ≥ T2, s ∈ [0, t− 1] and y ∈ B0(M),
(VI) ≤ c2ec⋆κe−λt−
√−2λR(t)R(t)(d−2)/2. (3.47)
Then by (3.46), we can take c3 > 0 so that for any κ > 0, there exists T3 = T3(κ) ≥ 1
such that for all t ≥ T3, s ∈ [0, t− 1] and y ∈ B0(M),
Py(|Bt−s| > R(t)) ≤ P0(|Bt−s| > R(t)−M) ≤ c3ec⋆κeλse−λt−
√−2λR(t)t(d−2)/2. (3.48)
The proof of (i) is then complete by replacing (3.40) with (3.48) and then following the
proof of Lemma 3.9.
We are now in a position to prove (3.47). We first suppose that s ∈ [0, αt]. In the
same way as for deducing (3.32) and (3.33), there exist c4 > 0 and T4 = T4(κ) ≥ 1 such
that for all t ≥ T4,
−λs− (R(t)−M)
2
2(t− s) ≤ −λαt−
(R(t)−M)2
2(1− α)t ≤ c⋆κ+ (−λ)t−
√−2λR(t)− c4t.
Hence there exists c5 > 0, which is independent of κ, such that for any s ∈ [0, αt] and
t ≥ T4,
(VI) ≤ c5ec⋆κe−c4te−λt−
√−2λR(t)t(d−2)/2. (3.49)
We next suppose that s ∈ [αt, βt] for a fixed constant β ∈ (1/2, 1). If t is so large that
t− (R(t)−M)/√−2λ ∈ [αt, βt], then the function
f(s) = −λs− (R(t)−M)
2
2(t− s) (s ∈ [αt, βt])
attains a maximal value at s0 = t− (R(t)−M)/
√−2λ and
f(s0) = −λt−
√
−2λR(t) +
√
−2λM.
Therefore, there exists c6 > 0 such that for any κ > 0, we can take T5 = T5(κ) ≥ 1 so
that for all t ≥ T5, s ∈ [αt, βt] and y ∈ B0(M),
(VI) ≤ c6e−λt−
√−2λR(t)t(d−2)/2. (3.50)
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For all sufficiently large t and s ∈ [βt, t−1], we can also show that there exist positive
constants c7 and c8, which are independent of κ, such that
(VI) ≤ c7ec⋆κe−c8te−λt−
√−2λR(t)td−2.
Combining this with (3.49) and (3.50), we obtain (3.47) so that the proof of (i) is complete.
We next prove (ii). For any α ∈ (0, 1/2), there exists c9 > 0 by (i) such that for any
κ > 0, we can take T6 = T6(κ) ≥ 1 such that for all t ≥ T6 and x ∈ K,
e
√−2λκEx
[∫ t
0
eA
ν
sEBs
[
eA
ν
t−s; |Bt−s| > R(t)
]2
dAµs
]
≤ c9e2c⋆κe
√−2λκη(t)2 = c9 exp(−
√
−2λκα/(1− α))(e
√−2λκη(t))2.
Then by (3.44), the last expression above goes to 0 by letting t → ∞ and then κ → ∞.
This completes the proof of (ii).
4 Proof of Theorem 2.4
Throughout this section, we impose Assumption 2.3 on the branching rate µ and branching
mechanism p. Then Lemmas 3.10 and 3.11 are valid by taking ν = (Q− 1)µ and R(t) =
R
(κ)
1 (t) in (2.14). In what follows, we assume that c∗ is the constant in (3.45) with
ν = (Q− 1)µ.
As in [10], we first reveal the limiting behavior of Px(Lt > R
(κ)
1 (t)) which is uniform
on each compact set. We also show a similar behavior for the expectation related to the
martingale Mt, which is motivated by [9, Lemma 8].
Lemma 4.1. Let K be a compact set in Rd. Then
lim
κ→∞
lim sup
t→∞
sup
x∈K
∣∣∣∣∣e
√−2λκ
h(x)
Px(Lt > R
(κ)
1 (t))− c∗
∣∣∣∣∣ = 0 (4.1)
and
lim
γ→+0
lim sup
t→∞
sup
x∈K
∣∣∣∣ 1γh(x)Ex [1− e−γc∗Mt]− c∗
∣∣∣∣ = 0. (4.2)
Proof. We first prove (4.1). For R ≥ 0, let ZRt be the total number of particles at time t
on the set {y ∈ Rd | |y| > R}. For any x ∈ Rd and t ≥ 0, since
Px(Lt > R) = Px
(
ZRt ≥ 1
)
,
we have by the Paley-Zygmund and Chebyshev inequalities,
Ex
[
ZRt
]2
Ex [(ZRt )
2]
≤ Px(Lt > R) ≤ Ex
[
ZRt
]
. (4.3)
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Let R(t) = R
(κ)
1 (t). Since we see by (4.3) and Lemma 2.2 (i) that
Px(Lt > R(t)) ≤ Ex
[
Z
R(t)
t
]
= Ex
[
eA
(Q−1)µ
t ; |Bt| > R(t)
]
,
Lemma 3.10 implies that for any compact set K in Rd and κ > 0,
lim sup
t→∞
sup
x∈K
e
√−2λκ
h(x)
Px(Lt > R(t)) ≤ lim
t→∞
sup
x∈K
e
√−2λκ
h(x)
Ex
[
eA
(Q−1)µ
t ; |Bt| > R(t)
]
= c∗.
(4.4)
By Lemma 2.2 (ii),
Ex
[
(Z
R(t)
t )
2
]
= Ex
[
eA
(Q−1)µ
t ; |Bt| > R(t)
]
+ Ex
[∫ t
0
eA
(Q−1)µ
s EBs
[
eA
(Q−1)µ
t−s ; |Bt−s| > R(t)
]2
dAνRs
]
.
Therefore, we have by Lemmas 3.10 and 3.11,
lim sup
κ→∞
lim sup
t→∞
sup
x∈K
e
√−2λκ
h(x)
Ex
[
(Z
R(t)
t )
2
]
≤ c∗. (4.5)
Lemmas 2.2 (i) and 3.10 also imply that for any compact set K in Rd and κ > 0,
lim
t→∞
inf
x∈K
e
√−2λκ
h(x)
Ex
[
Z
R(t)
t
]
= lim
t→∞
inf
x∈K
e
√−2λκ
h(x)
Ex
[
eA
(Q−1)µ
t ; |Bt| > R(t)
]
= c∗. (4.6)
Then, since (4.3) yields that for any κ > 0 and t > 0,
inf
x∈K
e
√−2λκ
h(x)
Px(Lt > R(t)) ≥
(
inf
x∈K
e
√−2λκ
h(x)
Ex
[
Z
R(t)
t
])2(
sup
x∈K
e
√−2λκ
h(x)
Ex
[
(Z
R(t)
t )
2
])−1
,
we have by (4.5) and (4.6),
lim inf
κ→∞
lim inf
t→∞
inf
x∈K
e
√−2λκ
h(x)
Px(Lt > R(t)) ≥ c∗.
Combining this with (4.4), we get (4.1).
We next prove (4.2). By the Taylor theorem, there exists a random variable θ ∈ (0, 1)
for any γ > 0 such that
1− e−c∗γMt
γ
= c∗Mt − e
−θc∗γMt
2
c2∗γM
2
t .
Taking the expectation in this equality, we have by (2.11),
Ex
[
1− e−c∗γMt]
γ
= c∗h(x)− c
2
∗γ
2
Ex
[
e−θc∗γMtM2t
]
. (4.7)
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By (2.12),
Ex
[
e−θc∗γMtM2t
] ≤ Ex [M2t ]
= e2λtEx
[
eA
(Q−1)µ
t h(Bt)
2
]
+ Ex
[∫ t
0
e2λs+A
(Q−1)µ
s h(Bs)
2 dAνRs
]
.
(4.8)
We then obtain by (2.3) and (3.41), respectively,
e2λtEx
[
eA
(Q−1)µ
t h(Bt)
2
]
≤ e2λtEx
[
eA
(Q−1)µ
t h(Bt)
]
‖h‖∞ = eλth(x)‖h‖∞ ≤ ‖h‖2∞
and
Ex
[∫ t
0
e2λs+A
(Q−1)µ
s h(Bs)
2 dAνRs
]
≤ ‖h‖2∞ sup
y∈Rd
Ey
[∫ ∞
0
e2λs+A
(Q−1)µ
s dAνRs
]
<∞.
Hence by (4.8),
sup
x∈Rd,t≥0
Ex
[
e−θc∗γMtM2t
]
<∞.
By combining this with (4.7), there exists c > 0 such that for any x ∈ K,∣∣∣∣ 1γh(x)Ex [1− e−c∗γMt]− c∗
∣∣∣∣ = c2∗γ2h(x)Ex [e−θc∗γMtM2t ] ≤ cγinfy∈K h(y) .
We complete the proof by letting t→∞ and then γ → +0.
Let L be the totality of compact sets in Rd. We next show a uniform version of Lemma
4.1.
Proposition 4.2. The following assertions hold:
lim
κ→∞
sup
L∈L
lim sup
t→∞
sup
x∈L
∣∣∣∣∣e
√−2λκ
h(x)
Px(Lt > R
(κ)
1 (t))− c∗
∣∣∣∣∣ = 0 (4.9)
and
lim
γ→+0
sup
L∈L
lim sup
t→∞
sup
x∈L
∣∣∣∣ 1γh(x)Ex [1− e−c∗γMt]− c∗
∣∣∣∣ = 0. (4.10)
Proof. Here we prove (4.9) only because (4.10) follows in the same way. LetR(t) = R
(κ)
1 (t).
Since we see by (4.4) that
lim sup
κ→∞
sup
L∈L
lim sup
t→∞
sup
x∈L
e
√−2λκ
h(x)
Px(Lt > R(t)) ≤ c∗,
it is sufficient to show that
lim inf
κ→∞
inf
L∈L
lim inf
t→∞
inf
x∈L
e
√−2λκ
h(x)
Px(Lt > R(t)) ≥ c∗. (4.11)
31
By Lemma 4.1, there exists κ0 = κ0(ε,K) for any ε > 0 and K ∈ L such that we can
take T0 = T0(ε,K, κ) > 0 for any κ ≥ κ0 so that for all t ≥ T0 and x ∈ K,
|e
√−2λκPx(Lt > R(t))− c∗h(x)| ≤ εh(x).
Note that for any t > 0 and s ∈ [0, t),
R(t) =
√
−λ
2
(t− s) + d− 1
2
√−2λ log(t− s) +
√
−λ
2
s+
d− 1
2
√−2λ log
(
t
t− s
)
+ κ
and √
−λ
2
s+
d− 1
2
√−2λ log
(
t
t− s
)
+ κ ≥ κ.
Hence for each fixed T > 0, we have for all s ∈ [0, T ], t ≥ T0 + T and x ∈ K,
|e
√−2λκPx(Lt−s > R(t))− c∗h(x)| ≤ εh(x). (4.12)
In what follows, let K ∈ L satisfy K ⊃ supp[µ], and let σ be the hitting time of some
particle to K. Since particles reproduce only on supp[µ], σ is relevant only to the initial
particle; if x ∈ K, then Px(σ = 0) = 1. Otherwise, no branching occurs until the initial
particle hits K. We use the same notation σ also as the hitting time of the Brownian
motion to K.
For T > 0 and t > T , we have by the strong Markov property,
Px(Lt > R(t)) ≥ Px(Lt > R(t), σ ≤ T ) = Ex [PBσ(Lt−s > R(t))|s=σ; σ ≤ T ] . (4.13)
Then by (4.12), there exists κ0 = κ0(ε) for any ε > 0 such that we can take T1 = T1(ε, κ) >
0 for any κ ≥ κ0 so that for all t ≥ T1 + T and x ∈ Rd,
Ex [PBσ(Lt−s > R(t))|s=σ; σ ≤ T ] ≥ (c∗ − ε)e−
√−2λκEx [h(Bσ); σ ≤ T ]
≥ (c∗ − ε)e−
√−2λκEx
[
eλσh(Bσ); σ ≤ T
]
.
(4.14)
Since Px
(
A
(Q−1)µ
σ∧T = 0
)
= 1 and eλt+A
(Q−1)µ
t h(Bt) is a Px-martingale by noting that
eλtp
(Q−1)µ
t h = h, the optional stopping theorem yields that
Ex
[
eλ(σ∧T )h(Bσ∧T )
]
= Ex
[
eλ(σ∧T )+A
(Q−1)µ
σ∧T h(Bσ∧T )
]
= h(x).
We also see that
eλTEx [h(BT );T < σ] ≤ eλT ‖h‖∞
and thus
Ex
[
eλσh(Bσ); σ ≤ T
]
= Ex
[
eλ(σ∧T )h(Bσ∧T ); σ ≤ T
]
= Ex
[
eλ(σ∧T )h(Bσ∧T )
]− eλTEx [h(BT );T < σ] ≥ h(x)− eλT ‖h‖∞.
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Combining this with (4.13) and (4.14), we get for all t ≥ T1 + T and x ∈ Rd,
e
√−2λκPx(Lt > R(t)) ≥ (c∗ − ε)
(
h(x)− eλT‖h‖∞
)
. (4.15)
For any L ∈ L and t ≥ T1 + T , we have by (4.15),
inf
x∈L
e
√−2λκ
h(x)
Px(Lt > R(t)) ≥ (c∗ − ε)
(
1− e
λT‖h‖∞
infx∈L h(x)
)
.
Hence we obtain by letting t→∞ and then T →∞,
lim inf
t→∞
inf
x∈L
e
√−2λκ
h(x)
Px(Lt > R(t)) ≥ c∗ − ε.
Since the right hand side above is independent of L ∈ L, we get
inf
L∈L
lim inf
t→∞
inf
x∈L
e
√−2λκ
h(x)
Px(Lt > R(t)) ≥ c∗ − ε.
We finally arrive at (4.11) by letting κ→∞ and then ε→ 0.
Proof of Theorem 2.4. Since Px(Lt <∞) = 1 for any t ≥ 0, there exists r1 = r1(ε, T1) > 0
for any ε ∈ (0, 1) and T1 > 0 such that
Px(LT1 ≤ r1) ≥ 1− ε. (4.16)
For any t ≥ T1, since
Px(Lt ≤ R(t), LT1 > r1) ≤ Px(LT1 > r1) < ε,
we have
Px(Lt ≤ R(t)) = Px(Lt ≤ R(t), LT1 ≤ r1) +Px(Lt ≤ R(t), LT1 > r1)
≤ Px(Lt ≤ R(t), LT1 ≤ r1) + ε
so that
Px (Lt > R(t))−Ex
[
1− exp
(
−c∗e−
√−2λκMt
)]
= Ex
[
exp
(
−c∗e−
√−2λκMt
)]
−Px (Lt ≤ R(t))
≥ Ex
[
exp
(
−c∗e−
√−2λκMt
)
;LT1 ≤ r1
]
−Px(Lt ≤ R(t), LT1 ≤ r1)− ε
= Ex
[{
exp
(
−c∗e−
√−2λκMt
)
− 1{Lt≤R(t)}
}
;LT1 ≤ r1
]
− ε = (VII)− ε.
(4.17)
Here we recall that e0 = inf{t > 0 | Zt = 0} is the extinction time. If T1 ≥ e0, then for
any t ≥ T1, we have Mt = 0 and Lt = 0 by definition. Therefore, the Markov property
implies that
(VII) = Ex
[{
exp
(
−c∗e−
√−2λκMt
)
− 1{Lt≤R(t)}
}
;T1 < e0, LT1 ≤ r1
]
= Ex
[{
EBT1
[
exp
(
−c∗e−
√−2λκMt−T1
)]
−PBT1 (Lt−T1 ≤ R(t))
}
;T1 < e0, LT1 ≤ r1
]
.
(4.18)
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Let R(t) = R
(κ)
1 (t). For T > 0 and t > T , let
Fκ(t, T ) :=
√
−λ
2
T +
d− 1
2
√−2λ log
(
t
t− T
)
+ κ.
Then
R(t) =
√
−λ
2
(t− T ) + d− 1
2
√−2λ log(t− T ) + Fκ(t, T )
and
Fκ(t, T ) ≥
√
−λ
2
T + κ.
Hence by Proposition 4.2, there exists κ0 = κ0(δ) > 0 for any δ ∈ (0, c∗) such that if√−λ/2T + κ ≥ κ0, then
sup
L∈L
lim sup
t→∞
sup
x∈L
∣∣∣∣∣e
√−2λFκ(t,T )
h(x)
Px(Lt−T > R(t))− c∗
∣∣∣∣∣ < δ.
We take T1 = T1(δ) > 0 so that
√−λ/2T1 + κ ≥ κ0. Since B0(r1) ∈ L, there exists
T2 = T2(δ, ε, T1) > 0 such that for any t ≥ T1 + T2 and y ∈ B0(r1),
(c∗ − δ)e−
√−2λFκ(t,T1)h(y) ≤ Py(Lt−T1 > R(t)) ≤ (c∗ + δ)e−
√−2λFκ(t,T1)h(y)
≤ (c∗ + δ)e−
√−2λκ+λT1h(y).
(4.19)
Note that 1 − r ≤ e−r for any r ∈ R and there exists r0 = r0(δ) > 0 such that
1− r ≥ e−(1+δ)r for any r ∈ [0, r0]. Here we further take T1 = T1(δ) > 0 so large that
(c∗ + δ)e−
√−2λκ+λT1‖h‖∞ ≤ r0.
Then for any t ≥ T1 + T2 and y ∈ B0(r1), we have by (4.19),
exp
(
−(1 + δ)(c∗ + δ)e−
√−2λκ+λT1h(y)
)
≤ 1−Py(Lt−T1 > R(t)) ≤ exp
(
−(c∗ − δ)e−
√−2λFκ(t,T1)h(y)
)
= exp
(
−(c∗ − δ)e−
√−2λκ+λT1
(
t− T1
t
)(d−1)/2
h(y)
)
.
(4.20)
Suppose that T1 < e0 and LT1 ≤ r1. Then ZT1 ≥ 1 and BkT1 ∈ B0(r1) for any
k = 1, . . . , ZT1. Since
PBT1 (Lt−T1 ≤ R(t)) =
ZT1∏
k=1
P
B
k
T1
(Lt−T1 ≤ R(t)) =
ZT1∏
k=1
(1−P
B
k
T1
(Lt−T1 > R(t)))
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we obtain by (4.19),
exp
(
−(1 + δ)(c∗ + δ)e−
√−2λκMT1
)
≤ PBT1 (Lt−T1 ≤ R(t))
≤ exp
(
−(c∗ − δ)e−
√−2λκ
(
t− T1
t
)(d−1)/2
MT1
)
.
(4.21)
Since
EBT1
[
exp
(
−c∗e−
√−2λκMt−T1
)]
=
ZT1∏
k=1
E
B
k
T1
[
exp
(
−c∗e−
√−2λκMt−T1
)]
,
we have by following the argument for (4.21),
exp
(
−(1 + δ)(c∗ + δ)e−
√−2λκMT1
)
≤ EBT1
[
exp
(
−c∗e−
√−2λκMt−T1
)]
≤ exp
(
−(c∗ − δ)e−
√−2λκ
(
t− T1
t
)(d−1)/2
MT1
)
.
Hence by (4.16) and (4.18), we see that for any t ≥ T1 + T2,
(VII) ≥ Ex
[
exp
(
−(1 + δ)(c∗ + δ)e−
√−2λκMT1
)]
−Ex
[
exp
(
−(c∗ − δ)e−
√−2λκ
(
t− T1
t
)(d−1)/2
MT1
)]
− ε.
The right hand side above goes to 0 by letting t→∞, T1 →∞, δ → 0 and then ε→ 0,
We therefore obtain by (4.17),
lim inf
t→∞
(
Px (Lt > R(t))−Ex
[
1− exp
(
−c∗e−
√−2λκMt
)])
≥ 0.
In the same way, we have
lim sup
t→∞
(
Px (Lt > R(t))−Ex
[
1− exp
(
−c∗e−
√−2λκMt
)])
≤ 0
so that the proof is complete.
5 Proofs of Theorems 2.5 and 2.6
Throughout this section, we impose Assumption 2.3 on the branching rate µ and branching
mechanism p. We write R(t) for R2(t), δ ∈ (
√−λ/2,√−2λ) in (2.17) or for R3(t) in
(2.18).
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Proof of Theorem 2.5. Let K be a compact set in Rd. Then by (4.3),
lim sup
t→∞
sup
x∈K
Px(Lt > R(t))
Ex[Z
R(t)
t ]
≤ 1. (5.1)
By Lemma 3.9 with s = 0, there exist c1 > 0 and T1 ≥ 1 such that for any x ∈ K and
t ≥ T1,
Ex
[∫ t
0
eA
(Q−1)µ
s EBs
[
eA
(Q−1)µ
t−s ; |Bt−s| > R(t)
]2
dAνRs
]
≤ c1η(t)2. (5.2)
By (2.9) and Lemma 3.8 with s = 0, there exist positive constants c2, c3, c4 and T2 such
that for any x ∈ K and t ≥ T2,
Ex[Z
R(t)
t ] = Ex
[
eA
(Q−1)µ
t ; |Bt| > R(t)
]
≥ (h(x)− c2e−c3t)η(t)
≥
(
inf
y∈K
h(y)− c2e−c3t
)
η(t) ≥ c4η(t).
Hence by (2.10) and (5.2), there exist c5 > 0 and T3 ≥ 1 such that for any x ∈ K and
t ≥ T3,
Ex[(Z
R(t)
t )
2] = Ex[Z
R(t)
t ] + Ex
[∫ t
0
eA
(Q−1)µ
s EBs
[
eA
(Q−1)µ
t−s ; |Bt−s| > R(t)
]2
dAνRs
]
≤ Ex[ZR(t)t ] + c1η(t)2 ≤ Ex[ZR(t)t ] (1 + c5η(t)) .
(5.3)
Then by (4.3),
Px(Lt > R(t))
Ex[Z
R(t)
t ]
≥ Ex[Z
R(t)
t ]
Ex[(Z
R(t)
t )
2]
≥ 1
1 + c5η(t)
.
Noting that η(t)→ 0 as t→∞ by (3.29), we get
lim inf
t→∞
inf
x∈K
Px(Lt > R(t))
Ex[Z
R(t)
t ]
≥ 1.
The proof is complete by combining this inequality with (5.1).
Proof of Theorem 2.6. Let K be a compact set in Rd. Since Z
R(t)
t takes a nonnegative
value, we have
Ex[(Z
R(t)
t )
2] = Ex[Z
R(t)
t ] + Ex[Z
R(t)
t (Z
R(t)
t − 1)] ≥ Ex[ZR(t)t ] +Px(ZR(t)t > 1).
Then by (5.3), there exist c1 > 0 and T1 ≥ 1 such that for any x ∈ K and t ≥ T1,
Px(Z
R(t)
t > 1) ≤ Ex[(ZR(t)t )2]− Ex[ZR(t)t ] ≤ c1η(t)2. (5.4)
Noting that η(t)→ 0 as t→∞ by (3.29), we get
sup
x∈K
Px(Z
R(t)
t > 1)
η(t)h(x)
≤ c1η(t)
infy∈K h(y)
→ 0 (t→ 0). (5.5)
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Since Theorem 2.5 and (3.39) imply that
lim
t→∞
sup
x∈K
Px(Z
R(t)
t > 0)
η(t)h(x)
= lim
t→∞
inf
x∈K
Px(Z
R(t)
t > 0)
η(t)h(x)
= 1,
the proof is complete.
A Appendix
A.1 Upper bounds of an integral in (3.28)
We use the same notations as in Lemma 3.7. We now give upper bounds of the integral
at the last line of (3.28). For simplicity, we replace R−M by R and assume that R > M .
Let
v =
√
−λu− R√
2u
.
Since
u =
v +
√
v2 + 2
√−2λR
2
√−λ ,
du
u
=
dv√
v2 + 2
√−2λR
,
we have∫ ∞
√
t
e−(
√−λu−R/(√2u))2 1
ud+1
du
= c1
∫ ∞
(
√−2λt−R)/√2t
e−v
2 1
(v +
√
v2 + 2
√−2λR)d
1√
v2 + 2
√−2λR
dv.
(A.1)
Suppose first that R ≥ √−2λt. If (√−2λt− R)/√2t ≤ v ≤ 0, then
1
v +
√
v2 + 2
√−2λR
=
√
v2 + 2
√−2λR− v
2
√−2λR ≤
√
v2 + 2
√−2λR√−2λR
and
(v2 + 2
√−2λR)(d−1)/2 ≤ c2(|v|d−1 +R(d−1)/2).
Therefore,
1
(v +
√
v2 + 2
√−2λR)d
1√
v2 + 2
√−2λR
≤ c3 (v
2 + 2
√−2λR)(d−1)/2
Rd
≤ c4
R(d+1)/2
( |v|d−1
R(d−1)/2
+ 1
)
,
which implies that∫ 0
(
√−2λt−R)/√2t
e−v
2 1
(v +
√
v2 + 2
√−2λR)d
1√
v2 + 2
√−2λR
dv
≤ c5R−(d+1)/2
(
R−(d−1)/2
∫ 0
(
√−2λt−R)/√2t
e−v
2 |v|d−1 dv +
∫ 0
(
√−2λt−R)/√2t
e−v
2
dv
)
≤ c6R−(d+1)/2.
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Since∫ ∞
0
e−v
2 1
(v +
√
v2 + 2
√−2λR)d
1√
v2 + 2
√−2λR
dv ≤ c7R−(d+1)/2
∫ ∞
0
e−v
2
dv,
we obtain by (A.1), ∫ ∞
√
t
e−(
√−λu−R/(√2u))2 1
ud+1
du ≤ c8R−(d+1)/2. (A.2)
Suppose next that R <
√−2λt. If v ≥ (√−2λt−R)/√2t, then
1
(v +
√
v2 + 2
√−2λR)d
1√
v2 + 2
√−2λR
≤ c1R−(d+1)/2
and thus ∫ ∞
(
√−2λt−R)/√2t
e−v
2 1
(v +
√
v2 + 2
√−2λR)d
1√
v2 + 2
√−2λR
dv
≤ c2R−(d+1)/2
∫ ∞
(
√−2λt−R)/√2t
e−v
2
dv.
Then by (A.1),∫ ∞
√
t
e−(
√−λu−R/(√2u))2 1
ud+1
du ≤ c3R−(d+1)/2
∫ ∞
(
√−2λt−R)/√2t
e−v
2
dv. (A.3)
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