An important question is, to what extent is visual attention driven by the semantics of individual objects, rather than by their visual appearance? This study investigates the hypothesis that timing is a crucial factor in the occurrence and strength of semantic influences on visual orienting. To assess the dynamics of such influences, the authors presented the target instruction either before or after visual stimulus onset, while eye movements were continuously recorded throughout the search. The results show a substantial but delayed bias in orienting toward semantically related objects compared with visually related objects when target instruction is presented before visual stimulus onset. However, this delay can be completely undone by presenting the visual information before the target instruction (Experiment 1). Moreover, the absence or presence of visual competition does not change the temporal dynamics of the semantic bias (Experiment 2). Visual orienting is thus driven by priority settings that dynamically shift between visual and semantic representations, with each of these types of bias operating largely independently. The findings bridge the divide between the visual attention and the psycholinguistic literature.
It is through mechanisms of attention that we select the visual information that is relevant to us. Most models of visual attention assume a strong role for visual features in target selectionfeatures such as color, orientation, and shape (for reviews, see Theeuwes, 2010; Wolfe & Horowitz, 2004) . However, visual properties are not the only type of information available to the cognitive system, and a crucial question is whether visual attention is also sensitive to the semantic properties of visual objects.
The role of semantics on visual attention has been studied in two related paradigms originating from different fields in psychology. One paradigm is the visual search task, in which observers are instructed to look for a predefined target in an array of various distractor objects. Visual search studies using alphanumeric stimuli have reported more efficient search when the target can be conceptually dissociated from the distractors, whereas visual properties are kept the same (Jonides & Gleitman, 1972 ; however see Duncan, 1983; White, 1977 , for initial nonreplications). For example, Lupyan (2008) reported faster search for a B among ps (large conceptual difference) than for a B among bs (small conceptual difference). Using pictures, Moores, Laiti, and Chelazzi (2003) showed that the decision that a target is absent can be hindered when the search display contains an object that is semantically related to the target, for example, a helmet when the observer is looking for a motor bike (see also Meyer, Belke, Telling, & Humphreys, 2007; Telling, Kumar, Meyer, & Humphreys, 2010) . Furthermore, the first eye movement was also directed more often to a semantically related object than to unrelated objects. These findings indicate that conceptual knowledge associated with individual objects can affect visual selection.
Nevertheless, from the visual search literature it is difficult to assess how semantic biases evolve over time. Studies have typically looked either at the end result of the information processing chain (i.e., manual reaction times [RTs] ) or at effects that may occur at the very beginning (i.e., the very first eye movement post display onset), but not in between. It is interesting that results from the field of psycholinguistics suggest that whether visual or semantic information is prioritized may change over time and that semantic biases on visual orienting may become more dominant when there is sufficient time to process the visual stimuli. In particular the visual world paradigm is informative here, due to its resemblance to the visual search paradigm (for recent reviews, see Huettig, Olivers, & Hartsuiker, 2011; Huettig, Rommers, & Meyer, 2011) . In visual world tasks, an array of multiple visual objects is presented first, after which participants hear a particular word. Eye movements are continuously monitored to provide an online measure of cognitive processing of the linguistic input. Studies using this paradigm have revealed that objects that share visual, phonological, or semantic properties with the object indicated by the word, strongly affect orienting, but not all with the same time course. For example, Huettig and McQueen (2007) showed that, after observers heard the word, eye movements were first biased toward objects that were phonologically similar and only later toward objects that were visually or semantically similar. This result points to a cascade of activation where hearing a word will first activate a phonological code, followed by the activation of semantic and visual representations (which appeared to occur largely in parallel). Note that according to this scenario, the various representations associated with the visually presented objects are assumed to be all already activated, since the visual display has been presented a good while before the word, allowing for a visual-linguistic match to happen on a phonological level first and only later on a semantic and visual level.
We can use this cascaded activation model of visual-linguistic interactions to make certain predictions about visual and semantic biases in the standard visual search task. In contrast to visual world studies, observers in visual search studies typically hear or see the target before they see the search display. In this case, by the time the search display appears, the target instruction will already have activated all the relevant representations (phonological, semantic, and visual). More relevant now is the reverse cascade that is triggered by the visual stimuli: These will first activate visual representations and only then semantic and potentially phonological codes (Riesenhuber & Poggio, 1999; Schroeder, Mehta, & Givre, 1998) . The prediction then is that search will first be biased toward objects that match the sought-for information at a visual level and only later at a semantic level-as expressed through more eye fixations. The cascaded activation model thus predicts a different pattern of visual and semantic influences on visual orienting for when the search display is being previewed (as in the visual world paradigm) compared with when it trails the target instruction (as in the visual search paradigm).
Uncovering the dynamics of semantic influences on visual search would be important for theories of attention. So far, some of the most influential models of visual attention do not include the meaning of individual objects as a guiding property for attention or describe the time course of when differential object properties become salient (e.g., Itti & Koch, 2001; Wolfe, 2007) . Such models implicitly assume static representations of saliency. Moreover, in everyday life the relevant environment is often already there before we commence a search, allowing for the activation of much richer representations of the objects present. This allows for semantic effects to play a potentially much larger role than we tend to register in the typical lab setting where we use early measures and relatively brief displays. Comparing different timings of events is therefore likely to be informative.
One study that comes close to the present purpose is the one of Hwang, Wang, and Pomplun (2011) , who investigated whether semantic similarity influences scan paths through real-world scenes. They were primarily interested in whether the eyes preferred objects in the scene that were semantically related to each other (e.g., will you look at the fork when you have just fixated a knife?), which was indeed the case. However, in their Experiment 2 they also looked at whether observers preferentially fixate on objects that were semantically related to the object they had to look for (i.e., the target; e.g., will you look at the fork when you are looking for a knife?). Again there was such a bias, which moreover appeared to become stronger with more fixations into the trial. However, there were some limitations with regard to the present goal. First, as the authors pointed out themselves, semantic guidance could also be explained by spatial proximity, as objects that are semantically related are often also found closer to each other in the scene (e.g., a knife and a fork). Contextual guidance is difficult to rule out when using scenes rather than standalone objects. Second, the authors did not control for visual similarity effects as induced by the sought-for target representation (p. 1202). For example, people may look more often at the fork not only because it is semantically related to the knife but also because it is visually similar to it. Although the authors argued, with reason, that such effects were probably small, they could not exclude them, and their design did not allow for a direct comparison between visual and semantic biases. Finally, the Hwang et al. study also included an experiment in which the scene was previewed (their Experiment 1), but in that experiment there was no instruction as to which target to look for, and thus no target-induced semantic biases were investigated, nor any changes in the dynamics of cognitive processing this might cause (as this was not the purpose of the experiment).
In this study, we aimed to directly test the hypothesis that timing is a crucial factor in the occurrence and strength of semantic influences on visual orienting. We did this in several ways: First, we continuously measured eye movements during search, rather than confining analyses to only the first fixation. This allowed us to assess whether biases were static (as is implicitly assumed in many visual attention models) or change over time (as visual world studies suggest). Second, we directly compared within the same group of participants the impact that different stimulus timing procedures of the visual search and visual world scenarios have on cognitive cascade of activation, by either presenting the auditory instruction as to what to look for before picture presentation (no preview condition, resembling typical visual search studies) or after picture presentation (preview condition, resembling typical visual world studies). Figure 1 illustrates the differences in procedure. Third, as also illustrated in Figure 1 , we presented an array of standalone objects, rather than a scene, which avoids contextual guidance. On the critical trials, we used two types of objects that were related to the (spoken) target: a visual competitor that shared visual features with the target, but was conceptually dissimilar, and a semantic competitor that was conceptually related, while visually dissimilar. By making the semantically related objects match the spoken word only on one dimension, we controlled for visual similarity, and by including both a visual and a semantic competitor we could directly compare visual and semantic contributions to attentional orienting.
Experiment 1 was designed to test the predictions that derive from the cascaded activation model with regard to semantic versus visual biases. We predicted that in the no preview condition (the standard visual search scenario), semantic biases would emerge but substantially later than visual biases, as the latter have a head start in the cascade of visual processing. No such delay was expected in the preview case, as here time allows both types of representation to become active before the target instruction is known. Note that in Experiment 1 the crucial displays always contained both a semantic and a visual competitor. This allowed us This document is copyrighted by the American Psychological Association or one of its allied publishers.
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to directly compare biases against one other, but it could also have given us an incorrect impression of the real timing of the semantic bias. It could be, for example, that visual and semantic representations compete for the available (limited) resources. So when visual representations are activated first, fewer resources are left for the activation of semantic representations than would normally be the case when there was no visual competitor. Thus, the presence of a visual competitor might in itself cause a decrease or a delay in semantic biases. The goal of Experiment 2 therefore was to explore the role of the presence of visual competition, by comparing conditions with a visual competitor to conditions without a visual competitor, and see whether this alters the dynamics of the semantic bias. If not, then this would be evidence for independent visual and semantic influences on visual selection.
Experiment 1 Method
Participants. A planned sample of 20 people participated for course credits or money (2 males, age ranged between 18 and 26, with an average age of 20.6). Two participants were replaced because of calibration failure or technical problems during eye movement recording. None of the participants had seen the specific pictures before. All participants reported to be Dutch native speakers with no history of dyslexia (or any other language disorders) or color blindness. The study was positively evaluated by the Ethics Committee of the VU and was conducted in accordance with the declaration of Helsinki.
Stimuli and apparatus. There were 120 target absent trials, each containing four pictures and a word. The set was originally based on a set of 100 trials containing stimuli that were rated and normed on various semantic, linguistic, and visual parameters (de Groot, Koelewijn, Huettig, & Olivers, 2014) , but that was augmented with 20 additional trials to increase power. These additional stimuli were normed and rated by the same participants as in de Groot et al. (2014) . Every trial contains an object that is semantically but not visually related to the word (semantic competitor), one object that is visually but not semantically related to the word (visual competitor), and two objects that are neither semantically nor visually related to the word (neutral distractors). A semantic relationship between a visual object and the object referred to by the word was defined as sharing something in meaning or function. To the raters it was described as two objects "having something to do with each other (while ignoring visual similarity)". A visual relationship between a visual object and the object referred to by the word was defined as a similarity in visual properties, like shape and color. To raters it was described as "looking similar (while ignoring similarities in meaning)."
All displays had the same gray background (RGB values: 230, 230, 230) . Table 1 lists the average rating of the strength of the semantic and visual relationships between the words and each competitor type (semantic competitors, visual competitors and the average of the two neutral distractors). Item analysis showed that the semantic competitor was rated as more semantically similar to the target word than the visual competitor and the neutral distractors; whereas the visual competitor was rated as more visually similar to the target word than the semantic competitor and the neutral distractors. Tables 2 and 3 present descriptive and inferential statistics for several visual and linguistic variables. A between-subjects analysis of variance (ANOVA) showed that the three different competitor types did not differ on these, except for the log transformation of word frequency which has recently been proposed by van Heuven, Mandera, Keuleers, and Brysbaert (2014, also referred to as the Zipf-scale and which runs from roughly 1 to 7) Although semantic competitors showed a slightly higher Zipf score, log(word frequency) fell within the middle of This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
the range for all conditions. Furthermore, lenient naming agreement (which includes deflections, synonyms, etc.) showed a trend toward higher naming agreement for the semantic competitors (88% vs. 85% for the visual competitors and 84% for the distractors). Both measures suggest that the semantic competitors represent somewhat more stable concepts, which supports their semantic strength. There were also 120 target present trials in which the spoken word directly referred to an object in the display, while there were no deliberate relationships to other objects. In total there were thus 240 trials in this experiment. Trials were never repeated during the experiment, so each object was only presented once. In total there were 960 unique objects that were either presented as a target, semantic competitor, visual competitor, or as one of the neutral distractors.
The target words for all trials were recorded by the first author and presented through headphones (Sennheiser HD202). A word could be one to four syllables long with on-target absent trials an average duration of 587 ms (range: 327-926 ms), and on-target present trials 589 ms (range: 274 -950 ms). The Appendix lists all target absent trials.
Stimuli were presented in OpenSesame (Mathôt, Schreij, & Theeuwes, 2012) version 0.27.3 on a Pentium IV computer (2.3GHz) with a 21-in. SVGA monitor (refresh rate of 100 Hz and Note. Thirty participants performed semantic similarity ratings, whereas the other 31 performed visual similarity ratings (De Groot et al., 2014) . The average rating and SD (in parentheses) are displayed for each rater group and competitor type separately with t tests displaying the comparison between different competitor types. As item-analysis is performed, t1 reflects the analyses over participants, and t2 the analyses over items. Note. Object size is expressed in total number of pixels, and file size is expressed in KB of the PNG compressed image (which is a lossless compression). The last column displays the inferential statistics. a The RGB values of the background were 230, 230, 230. b As a correlate of visual complexity, see Donderi and McFadden (2005) . This document is copyrighted by the American Psychological Association or one of its allied publishers.
a resolution of 1024 ϫ 768 pixels). The distance from the chinrest to the screen was 56 cm. The right eye of each participant was tracked using an Eyelink 1000 system (Tower model, infrared video-based, SR Research Ltd., Canada) with a temporal and spatial resolution of respectively 1000 Hz and 0.01°. Pictures were positioned at four fixed positions, one in each quadrant of the display (distance from the midpoint of the picture to center of fixation, ⌬x ϭ 8.14°, ⌬y ϭ 6.07°, and with a diagonal of 10.15°). Which picture occupied which position was randomly determined for each trial. Average object size was calculated in two ways: Overall surface size, as expressed in pixels (see Table 2 ) and through fitting the smallest circle around each object. The radius of this circle was on average 104 pixels (4.15°; SD ϭ 9 pixels, 0.36°), and the distance from central of fixation to the closest edge of the smallest circle around each object was on average 6°. Design and procedure. The study used a 2 ϫ 2 withinsubjects design with condition (no preview vs. preview) and trial type (target absent vs. present trials) as factors. Crucially, embedded in each target absent trial was a semantic competitor, visual competitor, and two unrelated (neutral) distractors. These trials were the ones central to our analyses (but we will also present results for target present trials). The experiment consisted of four blocks of 60 trials each. Condition was blocked, whereas trial type was mixed within blocks (50% each). At the beginning of each block participants were told through written instructions if the word or the pictures were presented first. They did not receive feedback on their performance. The specific stimulus items were randomized and counterbalanced over participants in a way that per two participants, one participant would have a specific set of items in the no preview condition, whereas the other would have the same set in the preview condition (with the complementary set in the other condition). Possible differences between conditions can therefore not be due to specific items. There were two practice trials presented prior to the experiment.
Each trial started with a drift correction that was triggered by a manual response of the participant when the participant fixated on a cross in the middle of the screen, after which the screen turned blank for 600 ms. In the no preview condition this was followed by an auditory presented word describing the target. Then, 2,000 ms after word onset the search display with the four pictures was presented. Participants had to indicate as fast and accurately as possible if the verbally described object was present or absent in the visual display by pressing the X or M key on the keyboard (counterbalanced across participants). After the button press the pictures remained on the screen for another 1,000 ms and were then replaced by a blank screen. During this 1,000-ms period eye movement recording continued as we did not know a priori when biases would occur or for how long biases would extend. The new trial started after another 600 ms. In the preview condition the procedure was the same with the exception that the pictures were presented first, and the word was presented 2,000 ms after picture onset.
Results
Manual responses. Mean RTs for correct responses were entered in a repeated-measures ANOVA with condition (no preview vs. preview) and trial type (target absent vs. present trials) as factors. There were significant main effects of condition and trial type, respectively F(1, 19) ϭ 11.98, p ϭ .003, p 2 ϭ 0.387, and F(1, 19) ϭ 101.50, p Ͻ .001, p 2 ϭ 0.842, and a trend toward an interaction, F(1, 19) ϭ 3.51, p ϭ .08. Responses were slower in the preview (M ϭ 1,367 ms, SD ϭ 213) than in the no preview condition (M ϭ 1,243 ms, SD ϭ 241), which is probably largely caused by that in the preview condition, RTs were measured from word onset and the word thus still had to unfold and be processed. RTs were also longer on the target absent trials (M ϭ 1,395 ms, SD ϭ 227) than on the target present trials (M ϭ 1,202 ms, SD ϭ 207), which is a standard finding in visual search (probably because on average only half the number of items need inspection on-target present trials). This was mainly the case in the no preview condition, leading to the near-significant interaction.
The same analysis on proportions errors only revealed a main effect for trial type, F(1, 19) ϭ 64.20, p Ͻ .001, p 2 ϭ 0.772, with more errors on-target present trials (M ϭ 0.08, SD ϭ 0.03) than on-target absent trials (M ϭ 0.03, SD ϭ 0.02).
Eye-movement data, target absent trials. The target absent trials were the critical trials as they contained the semantic and visual competitors of interest. The most important dependent variable for our purposes was the fixation location as a function of time, for the correctly responded trials. Fixations within squareshaped regions of interest (ROIs) of 200 ϫ 200 pixels (7.98°by 7.98°) centered on an object were counted as a fixation. As a starting point for the eye-movement analyses we took the time Note. Naming agreement is in percentages. Word frequency is expressed as how frequently the name occurs according to SUBTLEX-NL, per million words (Keuleers, Brysbaert, & New, 2010) , plus the log-transformed version of it (referred to as the Zipf measure; Van Heuven et al., 2014) . This database did not contain all intended names, and these were treated as missing values explaining the deviating degrees of freedom in the analysis. SDs are in parentheses. The last column displays the inferential statistics.
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point at which all information was presented to the participant, t critical . T critical was thus the time of picture onset in the no preview condition (as the word was presented before that) and the time of word onset in the preview condition (as the pictures were already present). A period of 2,000 ms after t critical was analyzed and was divided into 20 bins of 100 ms. For each time bin, fixation proportions were computed as the percentage of the time in the bin that a participant fixated on a certain object, as well as withinsubjects 95% confidence intervals (Cousineau, 2005; Morey, 2008) . Where the sphericity assumption was violated (as measured with the Mauchly's sphericity test), the Greenhouse-Geisser corrected values are reported. With these confidence intervals, Figure 2 allows for a first graphical analysis of the biases in orienting as a function of time. Figure 2A and 2C show the absolute fixation proportions toward the visual competitor, the semantic competitor, and the average of the neutral distractors as a function of time. Figure 2B and 2D show the same data but now as a difference score relative to the average of the neutral distractors. As can be clearly seen from Figure 2B and 2D, a significant bias developed toward both the visual and the semantic competitor. Overall, across conditions, the visual bias was stronger than the semantic bias. It is important to note that in the no preview condition the bias started earlier for the visual competitor (at 200-to 300-ms postpicture onset) than for the semantic competitor (at 300 to 400 ms). The earliest difference when directly comparing the semantic and visual competitor arose at 300 to 400 ms. Furthermore, extending from 500 to 900 ms, peak activity for the semantic competitor also appeared to be later than for the visual competitor, which showed a clear peak at 400 to 700 ms. Finally, the semantic biases in eye movements were no longer reliable at 1,100 to 1,200 ms, whereas the visual biases were gone a little earlier, by 1,000 to 1,100 ms. In the preview condition the semantic bias emerged earlier (500-to 600-ms postword onset) than the visual bias (600 to 700 ms) and was over sooner (1,400 to 1,500 ms and 1,600 to 1,700 ms, respectively). Here both types of bias appeared to peak around the same time, at 800 to 1,100 ms. The earliest difference between the semantic and visual competitor was around 800 to 900 ms.
To provide a more precise estimate of the time course and the peak strength of the different types of bias, we applied a cubic Figure 2 . A and C depict for the target absent trials in Experiment 1 the fixation proportions for each competitor type for each 100 ms time bin. The grey vertical line is placed at the time bin that includes the average reaction time of that condition. B and D depict the difference scores between the semantic competitor or the visual competitor and the average of the neutral distractors. Confidence intervals (95%, two-tailed) for within-participant designs (Cousineau, 2005; Morey, 2008) are plotted as error bands. See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
spline interpolation method (Matlab R2014a), which fitted for each individual participant a curve through the 20 data points of the semantic and visual difference scores (i.e., the bias relative to the average of the neutral distractors; cf. Figure 2B and 2D). We stress that we chose this method merely on the basis of providing a best description of the data pattern, and we do not attach any theoretical significance to it. For each participant we calculated the time at which the curve peaked, t peak , with the restriction that t peak had to be later than 150 ms after display or word onset (as it is unlikely that faster eye movements will be meaningful; moreover, the target present trials also do not suggest any reliable biases before 200 ms), and before the average RT of that participant (because we considered any biases after the response less meaningful; furthermore, additional analyses not reported here indicated that there were little to no biases after the response). We then computed the amplitude at t peak , which served as a measure of the strength of the bias. A repeated-measures ANOVA with t peak as dependent measure and with condition (preview vs. no preview) and competitor type (semantic vs. visual) as factors revealed a significant main effect for condition F(1, 19) ϭ 28.19, p Ͻ .001, p 2 ϭ 0.597, reflecting that biases peaked later in time in the preview than in the no preview condition, respectively 963 ms (SD ϭ 204) and 708 ms (SD ϭ 243). There was also a main effect for competitor type, F(1, 19) ϭ 10.79, p Ͻ .01, p 2 ϭ 0.362, as across conditions, semantic biases peaked later than visual biases, respectively 901 ms (SD ϭ 230) and 770 ms (SD ϭ 269). However, and most important for the current purpose, there was a highly significant interaction between condition and competitor type, F(1, 19) ϭ 18.51, p Ͻ .001, p 2 ϭ 0.494. In the no preview condition, the semantic bias peaked later than the visual bias, t(19) ϭ 5.15, p Ͻ .001, r ϭ .763, whereas in the preview condition there was no reliable difference, t(19) ϭ 0.51, p ϭ .619. Table 4 lists average peak times and amplitudes and their standard deviations.
The same analysis was performed on peak amplitude. There was a main effect of condition, F(1, 19) ϭ 5.79, p Ͻ .05, p 2 ϭ 0.233, with a higher amplitude in the no preview than in the preview condition respectively 0.23 and 0.19. There was a main effect for competitor type, F(1, 19) ϭ 94.52, p Ͻ .001, p 2 ϭ 0.833, indicating overall stronger biases for the visual than for the semantic competitor, respectively 0.27 and 0.16. It is important that the interaction was again also significant, F(1, 19) ϭ 9.95, p Ͻ .01, p 2 ϭ 0.344. In both the no preview and preview condition the differences in amplitude between visual and semantic biases were significant, respectively t(19) ϭ 7.86, p Ͻ .001, r ϭ .875, and t(19) ϭ 3.83, p Ͻ .01, r ϭ .660, but were larger for the no preview condition (see Table 4 ). Together, these analyses further confirm what is visible from Figure 2 , namely that in the preview condition the semantic and visual biases become more similar, in terms of both time course and strength.
The continuous eye movement measure reported so far reflects, for each bin, the proportion of time spent on an object, which might be driven by proportionally more fixations on these objects, or by longer fixation durations. In turn, increased fixation proportions may stem from an increased number of fixations drawn toward the object from elsewhere, and/or from increased lingering on an object once fixated. To assess which process is responsible for the observed biases, we computed for each competitor type the proportions of attracted fixations (i.e., coming from elsewhere, without consecutive fixations on that particular competitor), the length of the sequence of consecutive fixations on that object, and the average duration (in ms) per fixation. If the fixation proportion without the consecutive fixations would be higher for the semantic and visual competitor than for the neutral distractors, this would mean that people orient more frequently toward the competitors. A longer sequence of consecutive fixations for the competitors than for the average of neutral distractors means that people tend to linger longer on the competitors. Note that this latter measure can be distinguished from the average fixation duration which is the time each fixation took on average (another measure of lingering). All three measures were submitted to a repeated-measures ANOVA with condition (preview and no preview) and competitor type (semantic competitor, visual competitor and an average of the two neutral distractors) as factors. Only fixations 150 ms after display onset (no preview) or word onset (preview) were included.
For attracted fixation proportions (i.e., initial fixations on an object without consecutive fixations), there was an effect of competitor type, F(1.52, 28.93) ϭ 54.41, p Ͻ .001, p 2 ϭ 0.741, but no effect of condition, F(1, 19) ϭ 0.07, p ϭ .793, nor an interaction effect, F(2, 38) ϭ 1.28, p ϭ .290. Follow-up t tests showed that in the no preview condition the visual competitor (M ϭ 0.30, SD ϭ 0.04) and semantic competitor (M ϭ 0.27, SD ϭ 0.02) both differed significantly from the average of the neutral distractors (M ϭ 0.22, SD ϭ 0.02), respectively, t(19) ϭ 5.70, p Ͻ .001, r ϭ .794, and t(19) ϭ 7.46, p Ͻ .001, r ϭ .863. In the preview condition the pattern was the same: Attracted fixation proportion was higher for the visual (M ϭ 0.29, SD ϭ 0.02) and the semantic competitor (M ϭ 0.28, SD ϭ 0.03) than for the average of neutral distractors (M ϭ 0.22, SD ϭ 0.02), respectively, t(19) ϭ 7.77, p Ͻ The sequences of consecutive fixations on objects were longer in the preview than in the no preview condition (respectively M ϭ 1.33, SD ϭ 0.10 and M ϭ 1.24, SD ϭ 0.07). In the no preview condition the sequence was longer for the visual (M ϭ 1.40, SD ϭ 0.14) and semantic competitor (M ϭ 1.19, SD ϭ 0.09) than for the average of the neutral distractors (M ϭ 1.12, SD ϭ 0.06), respectively, t(19) ϭ 10.93, p Ͻ .001, r ϭ .929, and t(19) ϭ 4.08, p Ͻ .01, r ϭ .683. In the preview condition there were also longer sequences of consecutive fixations for the visual (M ϭ 1.45, SD ϭ 0.17) than for the average neutral distractors (M ϭ 1.23, SD ϭ 0.14), t(19) ϭ 6.74, p Ͻ .001, r ϭ .840, and a trend for the semantic competitor (M ϭ 1.30, SD ϭ 0.11), t(19) ϭ 1.98, p ϭ .620.
Finally, for the average fixation duration (in ms per fixation), there was a main effect of condition, F(1, 19) ϭ 66.23, p Ͻ .001, p 2 ϭ 0.777, but no main effect of competitor type, F(2, 38) ϭ 0.01, p ϭ .993, nor a significant interaction effect, F(2, 38) ϭ 0.57, p ϭ .571. Fixations took longer in the preview (M ϭ 305 ms, SD ϭ 56.46) than in the no preview condition (M ϭ 232 ms, SD ϭ 36.17), but there seemed to be no difference between competitors. These analyses thus show that people orient more frequently toward the competitors than toward the distractors (i.e., higher fixation proportion when cumulative fixations are not included) and tend to make more consecutive eye movements on them (i.e., longer sequence length). However, individual fixations on the competitors were not prolonged compared with the neutral distractors as the average duration did not differ.
Eye-movement data, target present trials. For the sake of completeness, we also provide an analysis of the target present trials. Figure 3A shows the absolute fixation proportion toward the target and the average of the three nontargets. From this graph it is clear that there is a large bias toward the target that arises from bin 200 to 300 ms onward for the no preview condition and from bin 400 to 500 ms onward for the preview condition. In the no preview condition the bias seems to peak in bin 600 to 900 ms and in the preview condition between 800 and 1,300 ms. These differences in timing between conditions arose probably because in the preview condition the word took time to unfold. In both conditions the bias toward the target continued until after the response.
Note that a direct comparison of this target bias to any of the visual or semantic biases in the target absent trials is not necessarily meaningful. As the target object and the spoken word match on both a visual and a semantic level, it may be tempting to consider the bias toward the target as a summation of both types of effect. But the word and target object can match on more levels than a semantic and visual one. Notably, a phonological match between the word and the visual object is also likely to contribute to the target bias (Huettig & McQueen, 2007) . In any case the graph shows a clear bias toward the target and, thus, at the very least serves as a sanity check for our analyses.
Experiment 2
Experiment 1 showed that in the no preview condition the visual bias was earlier in time (and stronger) than the semantic bias, whereas in the preview condition the visual and semantic bias became more similar in terms of both timing and amplitude. The goal of Experiment 2 was to see whether the temporal dynamics of the semantic bias would change without visual competition. It is possible that in the no preview condition, the semantic bias is delayed because the visual bias is so dominant. Alternatively, the time course of the semantic bias could be independent of any visual competition. To investigate this we compared semantic biases for a condition where a visual competitor was present to a condition where it was absent. Like in Experiment 1, we also examined the effect of previewing the visual displays.
Method
Participants. A planned sample of 24 people participated for course credits or money (8 males, age range between 18 and 29, with an average age of 21.33). Two participants were replaced as they scored overall less than 90% correct. One participant was replaced because of technical failures in data acquisition. The same criteria were used as in Experiment 1.
Stimuli and apparatus. The same trials were used as in Experiment 1 (120 target absent and 120 target present trials), but trials contained now three instead of four visual items. This was because in the visual competitor absent condition, the visual competitor had to be replaced with a neutral distractor, and we had only two independently rated, named, and controlled neutral distractors per trial. On visual competitor present trials the semantic and visual competitor were shown together with one distractor (neutral distractor 1 in the Appendix), while on-target absent trials without the visual competitor the semantic competitor was shown together with two unrelated distractors, neutral distractor 1 and neutral distractor 2 in the Appendix). The set of neutral distractor 1 was thus presented in both conditions and served as the common baseline.
Pictures were presented equidistant to each other, with their midpoint on an imaginary circle around central fixation, with a radius of 175 pixels (7.0°). Pictures were again randomly assigned to each location. For this reason, the ROIs were now circular (radius of 100 pixels, 4.0°, centered on the object), as with square ROIs the distance from central fixation to the ROI would vary with the orientation of the array.
Design and procedure. The study used a 2 ϫ 2 ϫ 2 withinsubjects design with trial type (target absent vs. present trials), condition (no preview vs. preview), and presence of visual competitor (present vs. absent) as factors. The experiment consisted of four blocks of 60 trials each. Condition was blocked, whereas trial type and presence of visual competitor was mixed within blocks (50% target present trials, 25% target absent with visual competitor and 25% target absent trials without a visual competitor). The procedure and timing was the same as Experiment 1, except that stimulus items were now randomized and counterbalanced per eight participants instead of per two. Note that in this experiment too eye recording continued for another 1,000 ms after response to make the experiments as comparable as possible.
Results
Manual responses. Mean RTs for correct responses were entered in a repeated-measures ANOVA with condition (no This document is copyrighted by the American Psychological Association or one of its allied publishers.
preview vs. preview) and trial type (target present vs. target absent with visual competitor vs. target absent without visual competitor trials) as factors. There were significant main effects for condition and trial type, respectively, F(1, 23) ϭ 9.25, p Ͻ .01, p 2 ϭ 0.287, and F(2, 46) ϭ 45.47, p Ͻ .01, p 2 ϭ 0.664. For the interaction effect there was a trend, F(2, 46) ϭ 2.68, p ϭ .079. As in Experiment 1 RTs were slower in the preview (M ϭ 1,156, SD ϭ 163) than in the no preview condition (M ϭ 1,055, SD ϭ 278). Participants responded fastest on-target present trials (M ϭ 1,000 ms, SD ϭ 183), followed by trials on which both the target and visual competitor were absent (M ϭ 1,111 ms, SD ϭ 209). RTs were slowest on those target absent trials that contained a visual competitor (M ϭ 1,206 ms, SD ϭ 266). These differences between trial types were somewhat more pronounced in the no preview than in the preview condition probably causing the trend to significance in the interaction.
The same analysis on proportions errors revealed only a main effect for trial type, F(2, 46) ϭ 26.08, p Ͻ .001, p 2 ϭ 0.531, with most errors occurring on-target present trials (M ϭ 0.06, SD ϭ 0.04), target absent trials with a visual competitor (M ϭ 0.04, SD ϭ 0.03), and least on-target absent trials without a visual competitor (M ϭ 0.02, SD ϭ 0.02).
Eye-movement data, target absent trials. As in Experiment 1 fixation proportion per 100-ms time bin served as a dependent variable. Figure 4 shows the time-course of the average biases toward different competitors, together with within-subjects 95% confidence intervals (Cousineau, 2005; Morey, 2008) . Figure 4A and 4D show the absolute fixation proportion over time in the condition with a visual competitor and Figure 4B and 4E for the condition without a visual competitor, for respectively the no preview and the preview condition. Figure 4C and 4F display the absolute fixation proportion of only the semantic biases for the condition with and without the visual competitor in one graph. The difference scores (i.e., bias toward a competitor minus the bias toward neutral distractor 1) are depicted in Figure 5 . Again, the 95% confidence intervals allow for a graphical analysis. As in Experiment 1, there were clear biases toward the visual and semantic competitor. An observation that can be made from Figure  4C and 4F is that the absolute amplitude for the semantic bias is higher in the condition where the visual competitor is absent than This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. for the no preview and preview conditions in Experiment 2. The grey vertical line is placed at the time bin that includes the average reaction time. For comparison, C and F depict the time course of the semantic competitors only, for visual competitor present and absent conditions (respectively, solid and dashed lines). Confidence intervals (95%, two-tailed) for within-participant designs (Cousineau, 2005; Morey, 2008) are plotted as error bands. See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
in the condition where it is present. However, the same goes for the neutral distractors. This makes sense as the visual competitor takes fixations away from the other objects in the display. When baseline corrected (i.e., subtracting the fixations to the neutral distractor, see Figure 5 ) there is no difference in amplitude for trials with or without a visual competitor. From Figure 5 we can also derive the temporal dynamics of the biases. In the no preview condition ( Figure 5A ) where the visual competitor was absent, the semantic bias started around 300 to 400 ms, peaked between 400 and 800 ms and was not reliable anymore from bin 900 to 1,000 ms onward. In the same condition, but now with the visual competitor present, the time course was very similar. The semantic bias arose if anything a little earlier, around 200 to 300 ms, peaked around 400 to 700 ms, and was no longer reliable from bin 800 to 900 ms onward. The visual competitor in this condition started around 200 to 300 ms, peaked between 300 and 600 ms, and was not reliable anymore from bin 800 to 900 ms. The earliest difference between the semantic and the visual bias arose around bin 300 to 400 ms. Figure 5B shows that in the preview condition, when the visual competitor was absent, the semantic bias started to differ from the neutral distractor around bin 500 to 600 ms, peaked between 700 and 1,000 ms and was no longer reliable at bin 1,600 to 1,700 ms. In the same condition, but now with the visual competitor present the time course was again very similar, as the semantic bias also arose around bin 500 to 600 ms, peaked between 800 and 1,100 ms and was no longer reliable at bin 1,600 to 1,700 ms. The visual bias arose around bin 600 to 700 ms, peaked between 800 and 1,100 ms and was no longer reliable at bin 1,700 to 1,800 ms. The semantic and visual bias did not reliably differ from each other in this condition.
To determine t peak and peak amplitude, we applied the same cubic spline interpolation method as in Experiment 1. Table 4 shows the estimates of t peak and peak amplitude. To see if the results replicate those of Experiment 1, we only took the conditions in which both competitor types (visual and semantic) were present and tested whether the dynamics followed the same pattern. A repeated-measures ANOVA with condition (no preview vs. preview) and competitor type (semantic vs. visual competitor) as factors showed again a reliable interaction, F(1, 23) ϭ 15.18, p Ͻ .01, p 2 ϭ 0.398. Follow-up paired t tests indicated that in the no preview condition the visual competitor peaked earlier than the semantic competitor, t(23) ϭ 2.78, p Ͻ .05, r ϭ .502, while in the preview condition, if anything, the semantic competitor peaked earlier than the visual competitor, t(23) ϭ 2.07, p ϭ .05. The same analysis was done for amplitude. Here too there was a significant interaction of condition and competitor type, F(1, 23) ϭ 19.22, p Ͻ .001, p 2 ϭ 0.455. Follow-up paired t tests revealed that in the no preview condition, the visual bias exceeded the semantic bias, t(23) ϭ 6.21, p Ͻ .001, r ϭ .791. However there was no significant difference in the preview condition, t(23) ϭ 0.19, p ϭ .855. As in Experiment 1, this data also suggest that the visual and semantic bias become more similar when visual stimuli are being previewed.
To assess if the presence of a visual competitor affected the temporal dynamics of the semantic bias, we analyzed t peak and peak amplitude for the semantic bias with a repeated-measures ANOVA with condition (no preview vs. preview) and presence of a visual competitor (present vs. absent) as factors. For t peak there was a main effect for condition, F(1, 23) ϭ 17.77, p Ͻ .001, p 2 ϭ 0.436, as the semantic biases arose earlier in the no preview than in the preview condition, respectively, 632 ms (SD ϭ 240) and 814 ms (SD ϭ 270), but no main effect of presence of the visual competitor, F(1, 23) ϭ 0.38, p ϭ .542, nor a significant interaction, F(1, 23) ϭ 1.77, p ϭ .196. For amplitude, the same analysis Figure 5 . The difference in fixation proportion between each competitor and neutral distractor 1 in Experiment 2, as a function of time for the no preview condition (A) and the preview condition (B). Visual competitor present and absent conditions are depicted as solid and dashed lines, respectively. The grey vertical line is placed in the time bin that includes the average reaction time. Confidence intervals (95%, two-tailed) for within-participant designs (Cousineau, 2005; Morey, 2008) are plotted as error bands. See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
showed a trend toward significance for the main effect of condition Figure 5 , namely, that the presence of a visual competitor neither influences the timing nor the amplitude of the peak of the semantic bias. Eye-movement data, target present trials. For completeness, Figure 3B shows the biases toward the target on-target present trials. In the no preview condition there is a clear deviation between the bias toward the target and the average of the nontargets from bin 200 to 300 ms after picture onset, whereas in the preview condition this started around 300 to 400 ms after word onset. In the no preview condition the bias peaked around 500 to 800 ms, whereas in the preview condition target fixations peaked between 800 and 1,300 ms. In both conditions the biases continued after the response.
General Discussion
This study is the first to directly compare semantic and visual biases in visual search and to reveal their full time course. We report three main findings:
1. A substantial bias in orienting toward semantically related objects occurs in visual search, but this bias emerges later than biases toward visually matching objects.
2. The delay in the semantic bias can be completely undone by presenting the visual information first, before the target instruction. Thus, what is salient, visual, or semantic is not something static, but a product of the time at which the relevant cognitive processes evolve and the timing of the stimuli.
3. Although the presence of a visual competitor affects the absolute number of fixations that can go to other objects (including the semantic match), the temporal dynamics of the relative semantic bias are insensitive to the presence of visual competition and thus appear to evolve independently of any visual bias.
These findings have a number of important theoretical implications. First, theories of visual attention and, in particular, theories of visual search have largely assumed that orienting occurs on the basis of templates specifying visual features of the target objectpossibly augmented with some conceptual knowledge about where (rather than what) an object is likely to be (as in real world scene perception; see e.g., Henderson & Ferreira, 2004) . The present work provides further support for the idea that the search template not only involves the activation of visual information but also involves the activation of conceptual information about objects (Lupyan, 2008; Moores et al., 2003; Meyer et al., 2007; Telling et al., 2010) . Moreover, as more detailed analyses showed, semantic similarity attracts the eyes as much as it holds them, indicating that semantic information causes attention to be captured and prevents it from being rapidly disengaged. Thus, models of visual attention will need to incorporate information on what individual objects are, not only what they look like.
Second, the results provide further evidence in support of a cascaded activation model of visual-linguistic interactions, by showing that whether orienting occurs on the basis of visual or semantic information depends on when these types of information become available in the cognitive stream of activation (Huettig & McQueen, 2007; Huettig, Olivers, et al., 2011) . Specifically, we propose that under visual search conditions, there is sufficient time for the cognitive system to preactivate both visual and semantic representations associated with the target instruction because the observer receives linguistic input as to which target to look for before the search display appears. The same is not true for the visual input: When the search display appears, the first activated representations associated with the pictures will be visual in nature, reflecting the objects' shapes and colors, before conceptual knowledge is activated. As a result, early eye movements are primarily driven by a visual match, while later eye movements will be affected by conceptual matches. The situation is however quite different under conditions of previewing the visual display (as in visual world paradigms). There the visual objects are viewed before the linguistic input, creating sufficient time for activation of both the visual and semantic representations, now associated with the pictures. When the spoken target instruction comes in, there is then opportunity for a match at both levels of representation. Our data suggest that the spoken word activates visual and semantic representations around the same time (cf. Huettig & McQueen, 2007) , with if anything a slight (but statistically not very strong) head start for semantic representations. This has wider implications for models of visual attention because so far these models have relied on a single and rather static representation of what needs to be prioritized in search-the so-called priority or saliency map. Our current data shows that what is prioritized (i.e., in this case visual vs. semantic) changes over time, suggesting a dynamically evolving saliency map (see Van Zoest, Donk, & Theeuwes, 2004 , for a similar point in a different context).
Third, the temporal dynamics of the relative semantic bias stays the same with or without visual competition. This suggests that visual and semantic representations of objects are activated independently of one other, in the sense that such representations do not seem to compete for limited cognitive resources, nor does the activation of one type of representation suppress the activation of the other. Instead, both types of influence converge at the motor level, as they are expressed in eye fixations: The presence of a visually related object took fixations away from all other objects in the display resulting in differences in the absolute fixation proportions to various competitor types. This makes sense, as the eyes can only go to one location at a time. The important finding is that the relative bias toward semantic competitors follows the same time course regardless, pointing toward independent activation.
An open question that still remains is what type of memory is involved in these types of biases. Obviously, since these effects are This document is copyrighted by the American Psychological Association or one of its allied publishers.
driven by visual and conceptual knowledge, long-term memory must be involved. The question is whether working memory also plays a crucial role, given that information in working memory can contribute to driving visual attention (e.g., Awh & Jonides, 2001; Downing, 2000; Olivers, Meijer, & Theeuwes, 2006; Soto, Heinke, Humphreys, & Blanco, 2005; Soto & Humphreys, 2007; Soto, Hodsoll, Rotshtein, & Humphreys, 2008) . Earlier it has been argued that working memory might be responsible for binding the temporary and rather arbitrary object location information with the activated long-term knowledge about the objects at those locations (e.g., Huettig, Olivers, et al., 2011) . Note that in the current experiments the visual objects remained on the screen during search, so the question is if working memory in such a task is needed at all. However it has been argued that attention and working memory share many of the same mechanisms and that attended objects automatically enter working memory (see Olivers, 2008 , for a review). In the reported experiments we used either three (Experiment 2) or four (Experiment 1) visual objects, which would fit within the commonly assumed visual working-memory capacity of approximately four items (Cowan, 2001; Vogel & Machizawa, 2004) . We also need to assume then that the objects are encoded as bound objects, with both visual and semantic properties integrated into a single representation. If visual and semantic properties were represented separately, each occupying a slot in working memory, then the number of to-be-remembered units would well exceed standard capacity. Although there is evidence for such integrated representations when purely visual features are concerned (such as color and orientation, Luck & Vogel, 1997; Vogel, Woodman, & Luck, 2001) , direct evidence for the integration of visual and semantic information in working memory remains to be found. If anything, our timing results suggest that visual and semantic representations become active rather independently. Future studies aiming at directly investigating the role of working memory are therefore needed. Note that despite considerable semantic biases, the bias toward visually related objects was still overall stronger. One reason for this may be that the visual similarity was simply stronger than the semantic similarity. However, our independent rating studies do not provide any evidence for this. Although it will always be difficult to compare similarity across different domains, if anything, raters indicated the semantic relationships to be stronger than the visual relationships (see Table 1 ). Perhaps a more plausible explanation is that the task is highly visual in nature. Observers are after all asked to look for a particular object, which might encourage participants toward using a more visual representation to guide their search. The stronger visual bias may also be because of our main dependent measure, namely eye position. Because of the strong retinotopic and spatiotopic organization of visual information, the representation of the shape and color of an object may have more direct connections to the object's location than the representation of meaning would have. Because the eye movement response we measure is also visuospatial in nature, visual matches may be relatively more influential even when both visual and semantic representations are active. Another possibility is that the semantics of objects cannot be processed extrafoveally, as has been argued by some authors (e.g., Henderson, Weeks, & Hollingworth, 1999; Võ & Henderson, 2011) , whereas visual properties such as shapes and colors (to some extent) can. This would also explain stronger visual than semantic biases. However, in our experiments semantic competitors not only retained the eyes when people fixated them but also attracted more eye movements from elsewhere. This must mean that some of the semantics associated with objects was picked up extrafoveally, at least in the visual search condition without a preview (in the preview condition observers might have foveated the object before the word was presented). Future studies will need to address how semantic biases may be further molded by different task sets.
In sum, our results provide a case in point that one should be careful in making conclusions on which processes do or do not affect visual orienting without also taking the potential temporal dynamics of such processes into account. We have shown that the question as to whether or to what extent visual orienting is driven by semantic content is better rephrased as to when visual orienting is driven by semantic content. In semantically rich everyday scenes, objects are typically available for extended periods of time and thus so are their semantic representations. What we have shown here is that, when taking the temporal dynamics into account, it becomes obvious that semantic similarity plays a substantial role in visual selection, even in a simple laboratory search through a number of individual objects. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
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