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Abstract
We study the behavior of matrix string theory in the strong coupling region, where
matrix strings reduce to discrete light-cone type IIA superstrings except at the usual
string-interaction points. In the largeN limit, this reduction corresponds to the double-
dimensional reduction from wrapped supermembranes on R10 × S1 to type IIA super-
strings on R10 in the light-cone gauge. Such reductions were shown classically, while
they are not obvious quantum mechanically. Recently, Sekino and Yoneya analyzed
the double-dimensional reduction of the wrapped supermembrane quantum mechani-
cally to one-loop order in the strong coupling expansion. We analyze the problem in
matrix string theory by using the same expansion. At the one-loop level, the quantum
corrections cancel out as was presented by them. However, at the two-loop level we
find that the quantum corrections cancel out only for the leading terms in the large N .
1 Introduction
It is believed that the supermembrane in eleven dimensions [1, 2] plays an important role to
understand the fundamental degrees of freedom in M-theory which is a unified description of
the various superstring theories. Actually, it was shown that the supermembrane in eleven
dimensions is related to type IIA superstring in ten dimensions by means of the classical
double-dimensional reduction [3]. The procedure is the following: (i) Consider the target
space of R10×S1. (ii) Set the compactified coordinate (with radius L) proportional to one of
the spatial coordinates of the world volume, which we call ρ coordinate. (iii) Simply ignore
the infinite tower of the Kaluza-Klein (non-zero) modes. However, it is not obvious whether
such a reduction is justified also in quantum theory. Actually, it was pointed out that the
other set of zero-mode states which are independent of the other spatial coordinate of the
world volume, which we call σ coordinate, do not decouple even in the zero-radius limit
(L→ 0) [4]. Hence, whether the Kaluza-Klein modes along the compactified ρ direction are
suppressed quantum mechanically seems to be a subtle question.
Sekino and Yoneya analyzed the double-dimensional reduction quantum mechanically
with the light-cone supermembrane action in the appendix of their paper [5]. Contrary to
the classical treatments, they kept the Kaluza-Klein modes associated with the ρ coordinate
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in the wrapped supermembrane theory on the target space R10 × S1 and they integrated
them out by using the perturbative expansion with respect to the radius L. Since the gauge
coupling satisfies g ∼ 1/L in the wrapped supermembrane theory, the expansion can be
regarded as the strong coupling expansion. They calculated the effective action for the zero
modes along the ρ direction to the one-loop order of O(L2) by integrating out the Kaluza-
Klein modes. They found that the quantum corrections cancel out and the effective action
agrees with the classical (free) action of type IIA superstring except at the points where
the usual string interactions could occur. However, as is emphasized in their paper [5], the
strong coupling expansion does not give a rigorous proof of the quantum double-dimensional
reduction. The free parts of the Kaluza-Klein modes in the strong coupling expansion have no
derivatives and it leads to the propagators which are proportional to the two-dimensional δ-
function, δ(2)(ξ) ≡ δ(τ)δ(σ). Thus, the loop diagrams suffer from the ultraviolet divergences
of δ(2)(0) type, and we need a regularization for a rigorous treatment. However it is very
difficult to find a suitable regularization which respects symmetries (e.g., supersymmetry and
gauge symmetry), and hence the strong coupling expansion is not defined rigorously. In this
sense, they gave a formal argument for the vanishing of the one-loop corrections of O(L2)
by demonstrating that the coefficients of δ(2)(0) coming from both bosonic and fermionic
degrees of freedom cancel out.
The purpose of this paper is essentially to extend their (formal) calculations to the two-
loop order of O(L2). However, the naive extension is not straightforward because at the
two-loop level, even the coefficients of the δ(2)(0) diverge due to the contribution of the infi-
nite Kaluza-Klein towers. Thus, we need another regularization for the summation over the
infinite tower of the Kaluza-Klein modes at the two-loop level. Contrary to the case of the
divergence of δ(2)(0) itself, it is relatively easy to find a regularization (which respects sym-
metries) for the divergence of the coefficients due to the infinite Kaluza-Klein tower along the
compactified ρ direction. In fact, we know the matrix regularization of the supermembrane
on R11 in the light-cone gauge [6] and also that of the wrapped supermembrane on R10×S1
in the light-cone gauge [5]1. The former is called Matrix theory [7] which was proposed to
be a non-perturbative formulation of light-cone quantized M-theory in the large N limit and
the latter is called matrix string theory [8, 9] which will be a non-perturbative formulation
of light-cone quantized type IIA superstring theory in the large N limit. Furthermore, even
at finite N , Matrix and matrix string theories are conjectured to be non-perturbative formu-
lations of discrete light-cone quantized (DLCQ)2 M-theory and type IIA superstring theory,
respectively [10, 11, 12]. Thus, in this paper we consider matrix string theory and study
whether the reduction from matrix strings to discrete light-cone type IIA superstrings is
justified quantum mechanically. According to the correspondence of the wrapped superme-
mbrane with matrix string [5], the zero modes along the ρ direction, i.e., type IIA superstring
degrees of freedom in the wrapped supermembrane theory, are mapped to the diagonal el-
ements in matrix string theory. Hence, in this paper we study whether the reduction from
matrix strings to the diagonal elements of strings is justified quantum mechanically to the
two-loop order of O(L2), except at the points where the strings could interact usually.
The plan of this paper is as follows. In the next section, we review the correspondence
1In Ref.[5], the quantum mechanical study on the double-dimensional reduction is discussed in appendix
A, and in the body of the paper, the correspondence of the degrees of freedom in the wrapped supermembrane
theory with those in matrix string theory is discussed in detail.
2In this paper we use a convention of the light-cone coordinates such that x± = (x0 ± x10)/√2. Further-
more, x− is compactified on S1 with radius R in DLCQ.
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of the wrapped supermembranes on R10 × S1 with matrix strings. In section 3 we discuss
the strong coupling expansion in matrix string theory. By using the expansion in the path-
integral formula, we integrate out the off-diagonal matrix elements to the two-loop order of
O(L2). We obtain the effective action for the diagonal matrix elements and study whether
the reduction from matrix strings to the diagonal elements is quantum mechanically justified
or not. Section 4 is devoted to our conclusion and discussion. In appendix A, we put the
explicit expressions of the interaction parts of the action.
2 From wrapped supermembrane to matrix string
Our starting point is the following light-cone gauge fixed supermembrane action on the target
space R11 [6],
S = LT
∫
dτ
∫ 2pi
0
dσdρ
[
1
2
(DτX
i)2 − 1
4L2
{X i, Xj}2 + iψTDτψ + i
L
ψTγi{X i, ψ}
]
,(2.1)
DτX
i = ∂τX
i − 1
L
{A,X i}, (2.2)
Dτψ = ∂τψ − 1
L
{A,ψ}, (2.3)
{A,B} = ∂σA∂ρB − ∂ρA∂σB, (2.4)
where the indices i, j run through 1, 2, · · · , 9, the spinor ψ has sixteen real components3 and
T is the membrane tension. At this stage, L is an arbitrary length parameter of no physical
meaning. This action is invariant under the gauge transformation,
δA = ∂τΛ +
1
L
{Λ, A}, (2.5)
δX i =
1
L
{Λ, X i}, (2.6)
δψ =
1
L
{Λ, ψ}. (2.7)
This gauge transformation generates the area-preserving diffeomorphism on the world vol-
ume. In the A = 0 gauge, the Gauss law constraint derived from the action (2.1) is given
by
{∂τX i, X i}+ i{ψT , ψ} = 0. (2.8)
This constraint is originally the integrability condition for the equations determining the
light-cone coordinate X−,
1
LT
P+∂σˆX
− = ∂σˆX
i∂τX
i + iψT∂σˆψ , (2.9)
where σˆ = (σ, ρ) and this equation is locally equivalent to eq.(2.8). Note that the light-
cone momentum (density), P+ = LT∂τX
+, is constant on the world volume. When the
spatial surface of the supermembrane has a non-trivial topology, we have to impose further
3We use the real and symmetric representation for the gamma matrices γi, which satisfy {γi, γj} = 2δij .
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the global constraints. Actually, in the case of the toroidal supermembrane4, the global
constraints are given by
∫ 2pi
0
dσ(∂σX
i∂τX
i + iψT∂σψ) =
∫ 2pi
0
dρ(∂ρX
i∂τX
i + iψT∂ρψ) = 0. (2.10)
Now, we consider the wrapped supermembrane theory on the target space R10 × S1 and
discuss the correspondence of the wrapped supermembrane with matrix string [5]. We take
the X9 direction as the S1 and identify the radius with the above parameter L,
X9 = Lρ+ Y. (2.11)
Thus L has the physical meaning of a radius of the X9 direction which is regarded as the
“eleventh” direction in M-theory. Substituting eq.(2.11) into eq.(2.1), we obtain the following
light-cone gauge fixed supermembrane action on R10 × S1,
S = LT
∫
dτ
∫ 2pi
0
dσdρ
[
1
2
F 2τσ +
1
2
(DτX
k)2 − 1
2
(DσX
k)2 − 1
4L2
{Xk, X l}2
+iψTDτψ − iψTγ9Dσψ + i
L
ψTγk{Xk, ψ}
]
, (2.12)
Fτσ = ∂τY − ∂σA− 1
L
{A, Y }, (2.13)
DσX
k = ∂σX
k − 1
L
{Y,Xk}, (2.14)
Dσψ = ∂σψ − 1
L
{Y, ψ}, (2.15)
where the indices k, l run through 1, 2, · · · , 8. This is also an action of the gauge theory
of the area-preserving diffeomorphism, where the gauge coupling g ∼ 1/L. The gauge
transformations are as follows,
δA = ∂τΛ +
1
L
{Λ, A}, (2.16)
δY = ∂σΛ+
1
L
{Λ, Y }, (2.17)
δXk =
1
L
{Λ, Xk}, (2.18)
δψ =
1
L
{Λ, ψ}. (2.19)
Furthermore, substituting eq.(2.11) into eqs.(2.10), we have the global constraints
∫ 2pi
0
dσ(∂σY ∂τY + ∂σX
k∂τX
k + iψT∂σψ) = 0, (2.20)∫ 2pi
0
dρ(L∂τY + ∂ρY ∂τY + ∂ρX
k∂τX
k + iψT∂ρψ) = 0. (2.21)
In Ref.[5], the infinite dimensional gauge group of the area-preserving diffeomorphism in
eq.(2.12) was regularized by the finite dimensional group U(N) and it was shown that the
4In this paper we consider this case only.
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matrix-regularized form of the action (2.12) agrees with that of matrix string theory,
S = LT
∫
dτ
∫ 2pi
0
dθ tr
[
1
2
F 2τθ +
1
2
(DτX
k)2 − 1
2
(DθX
k)2 +
1
4L2
[Xk, X l]2
+iψTDτψ − iψTγ9Dθψ − 1
L
ψTγk[Xk, ψ]
]
, (2.22)
Fτθ = ∂τY − ∂θA− i
L
[A, Y ], (2.23)
DτX
k = ∂τX
k − i
L
[A,Xk], (2.24)
DθX
k = ∂θX
k − i
L
[Y,Xk] , (2.25)
where each element of the matrices is a function of τ and θ. Note that the action (2.22) can
be derived from Matrix theory action by combining T- and S-dualities with the flipping of
the compactified direction from eleventh to ninth [8, 9]. The U(N) gauge transformations
of the action (2.22) are as follows,
δA = ∂τΛ +
i
L
[Λ, A], (2.26)
δY = ∂θΛ +
i
L
[Λ, Y ], (2.27)
δXk =
i
L
[Λ, Xk], (2.28)
δψ =
i
L
[Λ, ψ]. (2.29)
In the correspondence between the actions (2.12) and (2.22), the zero-modes along the ρ
direction in the wrapped supermembrane are mapped to the diagonal elements of matrix
string and the Kaluza-Klein modes are mapped to the off-diagonal elements [5]. Here, we
should notice that in the matrix regularization of the wrapped supermembrane on R10×S1,
we have no obvious counterparts of the global constraints (2.20) and (2.21), because the
(matrix-regularized) Gauss law constraint, which is derived from eq.(2.22), cannot be man-
ifestly interpreted as the integrability condition5. Furthermore, in the standard derivation
[8, 9] of matrix string theory based on Seiberg and Sen’s arguments [11, 12] and the com-
pactification prescription of Taylor [13], such global constraints do not appear naturally6.
The classical double-dimensional reduction is to assume that the Kaluza-Klein modes
along the ρ direction of every field are zero. Then the action (2.12) reduces to
S = 2piLT
∫
dτ
∫ 2pi
0
dσ
[
1
2
(∂τX
k)2 − 1
2
(∂σX
k)2 + iψT∂τψ − iψTγ9∂σψ
]
, (2.30)
where, for simplicity, we also set the zero modes of A and Y fields to zero. With the
identification 2piLT = 1/2piα′, which is kept finite in the L → 0 limit, this action agrees
with the light-cone type IIA superstring action in the Green-Schwarz formalism. In the
matrix-regularized action (2.22), such a classical double-dimensional reduction corresponds
5Of course, also in the matrix regularization of the supermembrane on R11 [6], i.e., Matrix theory, we
have no obvious counterparts of the global constraints (2.10) due to the same reason.
6In Ref.[8], the origin of the level-matching condition in matrix string theory was discussed.
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to the assumption that the off-diagonal elements of every matrix are zero,
Xk =


xk1 0
xk2
. . .
0 xkN

 , ψ =


ψ1 0
ψ2
. . .
0 ψN

 . (2.31)
Then the action reduces to the DLCQ type IIA superstring action in the light-cone mo-
mentum p+ = N/R sector. Depending on the boundary conditions with respect to θ, the
diagonal elements xka(θ) (a = 1, · · · , N) in the matrix (2.31) describe one or more separate
strings. For example, the boundary conditions xka(θ + 2pi) = x
k
a(θ) correspond to N string
bits having p+ = 1/R, which are regarded as the minimal length strings in DLCQ. On the
other hand, a string of maximal length having p+ = N/R is described by the boundary
condition xka(θ + 2pi) = x
k
a+1(θ), x
k
N+1(θ) = x
k
1(θ).
It is expected that the above reductions are justified also in quantum theory7. How-
ever, as was discussed in Refs.[4] and [5]8, the justification is not so simple. In particular,
in the appendix of Ref.[5], the quantum double-dimensional reduction of the wrapped su-
permembrane (2.12) was analyzed for the small radius L, which corresponds to the strong
gauge coupling g ∼ 1/L in the wrapped supermembrane theory and also to the weak string
coupling gs ∼ L/
√
α′ in type IIA superstring theory. Concretely, by using the perturbative
expansion with respect to L in the path-integral formula, the Kaluza-Klein modes along the
ρ direction were integrated out to the one-loop order of O(L2), and it was found that the
effective action for the zero modes agrees with the classical (free) action of the type IIA
superstring except at the points where perturbative interactions would occur by joining or
splitting of strings. That result is consistent with the expectation that the wrapped su-
permembrane theory in the region of small radius L agrees with the perturbative type IIA
superstring theory. In the next section, we analyze the quantum reduction of matrix string
(2.22) to the diagonal elements for small radius L. That is, by using the same perturbative
expansion in the path-integral formula, we integrate out the off-diagonal matrix elements to
the two-loop order of O(L2) and study whether the effective action for the diagonal matrix
elements agrees with the classical (free) action of the DLCQ type IIA superstring except
at the points where perturbative interactions would occur by joining or splitting of DLCQ
strings.
3 Strong coupling expansion in matrix string theory
3.1 Path-integral formula
To begin with, we decompose every N × N hermite matrix in eq.(2.22) into the diagonal
and off-diagonal parts as follows,
A → a+ A, (3.1)
7To be precise, since it is not obvious whether the quantum supermembranes can be the degrees of
freedom in M-theory, there may be no logical reasons for the expectation that the reduction from the
wrapped supermembranes to type IIA superstrings is justified also in quantum theory. However, in the
context of Matrix and matrix string theories, the quantum matrix-regularized supermembranes are the
degrees of freedom in DLCQ M-theory. Hence, it is expected that the reduction from matrix strings to
DLCQ type IIA strings is justified also in quantum theory.
8See also Ref.[14] for related discussions.
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Y → y + Y, (3.2)
Xk → xk +Xk, (3.3)
ψ → ψ +Ψ, (3.4)
where a, y, xk and ψ are the diagonal parts;
a = (aa) =


a1 0
a2
. . .
0 aN

 , y = (ya) =


y1 0
y2
. . .
0 yN

 ,
xk = (xka) =


xk1 0
xk2
. . .
0 xkN

 , ψ = (ψa) =


ψ1 0
ψ2
. . .
0 ψN

 , (3.5)
and A, Y,Xk and Ψ are the off-diagonal parts,
A =
(
Aab
)
=


0 A12 · · · A1N
A21 0 · · · A2N
...
. . .
AN1 AN2 · · · 0

 , Y =
(
Yab
)
=


0 Y12 · · · Y1N
Y21 0 · · · Y2N
...
. . .
YN1 YN2 · · · 0

 ,
Xk =
(
Xkab
)
=


0 Xk12 · · · Xk1N
Xk21 0 · · · Xk2N
...
. . .
XkN1 X
k
N2 · · · 0

 ,
Ψ =
(
Ψab
)
=


0 Ψ12 · · · Ψ1N
Ψ21 0 · · · Ψ2N
...
. . .
ΨN1 ΨN2 · · · 0

 . (3.6)
After the replacement of eqs.(3.1)-(3.4), the action (2.22) becomes
S = LT
∫
dτ
∫ 2pi
0
dθ(LB + LF ), (3.7)
LB = tr
[
1
2
(∂θa)
2 − ∂θa∂τy + 1
2
(∂τy)
2 +
1
2
(∂τx
k)2 − 1
2
(∂θx
k)2 (3.8)
− 1
2L2
([a, Y ] + [A, y])2 − 1
2L2
([a,Xk] + [A, xk])2
+
1
2L2
([y,Xk] + [Y, xk])2 +
1
4L2
([xk, X l] + [Xk, xl])2
− i
L
(∂τY − ∂θA)([a, Y ] + [A, y])− i
L
(∂τy − ∂θa)[A, Y ]
− i
L
∂τX
k([a,Xk] + [A, xk])− i
L
∂τx
k[A,Xk]
+
i
L
∂θX
k([y,Xk] + [Y, xk]) +
i
L
∂θx
k[Y,Xk]
7
− 1
L2
([a, Y ] + [A, y])[A, Y ]− 1
L2
([a,Xk] + [A, xk])[A,Xk]
+
1
L2
([y,Xk] + [Y, xk])[Y,Xk] +
1
2L2
([xk, X l] + [Xk, xl])[Xk, X l]
+
1
2
(∂τY − ∂θA)2 + 1
2
(∂τX
k)2 − 1
2
(∂θX
k)2
− i
L
∂τY [A, Y ] +
i
L
∂θA[A, Y ]− i
L
∂τX
k[A,Xk] +
i
L
∂θX
k[Y,Xk]
− 1
2L2
[A, Y ]2 − 1
2L2
[A,Xk]2 +
1
2L2
[Y,Xk]2 +
1
4L2
[Xk, X l]2
]
,
LF = tr
[
iψT∂τψ − iψTγ9∂θψ + 1
L
ΨT [a,Ψ]− 1
L
ΨTγ9[y,Ψ]− 1
L
ΨTγk[xk,Ψ] (3.9)
+
2
L
ψT [A,Ψ]− 2
L
ψTγ9[Y,Ψ]− 2
L
ψTγk[Xk,Ψ]
+iΨT∂τΨ− iΨTγ9∂θΨ+ 1
L
ΨT [A,Ψ]− 1
L
ΨTγ9[Y,Ψ]− 1
L
ΨTγk[Xk,Ψ]
]
.
Furthermore, the gauge transformations are decomposed as
δa = ∂τλ+
i
L
[Λ, A]diag , (3.10)
δA = ∂τΛ +
i
L
([λ,A] + [Λ, a] + [Λ, A]off-diag) , (3.11)
δy = ∂θλ+
i
L
[Λ, Y ]diag , (3.12)
δY = ∂θΛ +
i
L
([λ, Y ] + [Λ, y] + [Λ, Y ]off-diag) , (3.13)
δxk =
i
L
[Λ, Xk]diag , (3.14)
δXk =
i
L
([λ,Xk] + [Λ, xk] + [Λ, Xk]off-diag) , (3.15)
δψ =
i
L
[Λ,Ψ]diag , (3.16)
δΨ =
i
L
([λ,Ψ] + [Λ, ψ] + [Λ,Ψ]off-diag) , (3.17)
where λ and Λ are the diagonal and off-diagonal parts of the gauge function, respectively.
At this stage, we impose boundary conditions with respect to θ on the diagonal matrix
elements in eq.(3.5). Actually we choose such boundary conditions for the N string bits9
having p+ = 1/R as
aa(θ + 2pi) = aa(θ), ya(θ + 2pi) = ya(θ), x
k
a(θ + 2pi) = x
k
a(θ), ψa(θ + 2pi) = ψa(θ).
Then, it is natural that the off-diagonal matrix elements in eq.(3.6) also satisfy the following
boundary conditions,
Aab(θ + 2pi) = Aab(θ), Yab(θ + 2pi) = Yab(θ),
Xkab(θ + 2pi) = X
k
ab(θ), Ψab(θ + 2pi) = Ψab(θ).
9In the large N limit, N string bits having p+ = 1/R do not correspond to the wrapped supermembrane
directly. In fact, in Ref.[5], the correspondence of a long string having p+ = N/R with the wrapped
supermembrane was discussed. In this paper, however, we study only the reduction from matrix strings to
the N string bits for simplicity.
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Our next task is to consider the path-integral formula of the action (3.7). The gauge
conditions for the diagonal and off-diagonal parts are chosen as follows,
a = y, (3.18)
∂θY − i
L
[y, Y ]− i
L
[xk, Xk] +
i
L
[a, A]− ∂τA = 0. (3.19)
We proceed in the Landau gauge. Then, we obtain the path-integral formula of the action
(3.7),
T =
∫
DyDxkDψDcDc¯DADYDXkDΨDCDC¯DB exp [i(S + Sgf + Sgh)] , (3.20)
S + Sgf + Sgh = LT
∫
dτ
∫ 2pi
0
dθ(LB + LF + Lgf + Lgh), (3.21)
Lgf = tr
[
B
(
∂θY − i
L
[y, Y ]− i
L
[xk, Xk] +
i
L
[y, A]− ∂τA
)]
, (3.22)
Lgh = tr
[
ic¯(∂τ − ∂θ)c− i
{
∂θC¯
(
∂θC − i
L
[y, C]− i
L
[Y, C]
)
− i
L
[y, C¯]
(
∂θC − i
L
[y, C]− i
L
[Y, C]
)
+
1
L2
[C¯, Y ]diag[C, Y ]diag
− 1
L2
[xk, C¯]
(
[xk, C] + [Xk, C]
)
+
1
L2
[C¯, Xk]diag[C,X
k]diag
+
i
L
[y, C¯]
(
∂τC − i
L
[y, C]− i
L
[A,C]
)
− 1
L2
[C¯, A]diag[C,A]diag
−∂τ C¯
(
∂τC − i
L
[y, C]− i
L
[A,C]
)}]
, (3.23)
where the integration over a is carried out by using the Landau gauge condition for eq.(3.18).
Note that in eq.(3.23), the coupling terms between the diagonal part of the ghost (anti-ghost)
and the off-diagonal part of the anti-ghost (ghost), such as C¯c (c¯C), do not exist. This is
due to the Landau gauge for the gauge condition eq.(3.19). Now the off-diagonal parts are
rescaled as [5]
A→ LA, Y → LY, Xk → LXk, Ψ→ L1/2Ψ, C¯ → C¯, C → L2C, B → B. (3.24)
Then the action (3.21) is given by
S + Sgf + Sgh = LT
∫
dτ
∫ 2pi
0
dθ (Lstring + LB0 + LLB1 + L2LB2
+LF0 + L1/2LF1/2 + LLF1 ),
Lstring = tr
[
1
2
(∂τx
k)2 − 1
2
(∂θx
k)2 +
1
2
{(∂τ − ∂θ)y}2
+ic¯(∂τ − ∂θ)c+ iψT∂τψ − iψTγ9∂θψ
]
, (3.25)
LB0 = tr
[
− 1
2
[xk, A]2 +
1
2
[xk, Y ]2 +
1
2
[xk, X l]2
−1
2
(
[y, Y ] + [xk, Xk]− [y, A]
)2
−iB
(
[y, Y ] + [xk, Xk]− [y, A]
)
+ i[xk, C¯][xk, C]
]
, (3.26)
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LB1 = tr
[
− i∂τY [y, Y ] + 2i∂τY [y, A]− i∂τA[y, Y ] + 2i∂θA[y, Y ]
−i∂θA[y, A]− i∂θY [y, A]− i∂τXk[y,Xk] + 2i∂τXk[xk, A]
−i∂τA[xk, Xk] + i∂θXk[y,Xk]− 2i∂θXk[xk, Y ] + i∂θY [xk, Xk]
−[y, Y ][A, Y ] + [y, A][A, Y ]− [y,Xk][A,Xk] + [xk, A][A,Xk]
+[y,Xk][Y,Xk]− [xk, Y ][Y,Xk] + [xk, X l][Xk, X l]
+B∂θY − B∂τA
−∂θC¯[y, C]− [y, C¯]∂θC + i[y, C¯][Y, C] + i[xk, C¯][Xk, C]
+[y, C¯] ∂τC − i[y, C¯][A,C] + ∂τ C¯[y, C]
]
, (3.27)
LB2 = tr
[
1
2
(∂τY − ∂θA)2 + 1
2
(∂τX
k)2 − 1
2
(∂θX
k)2
−i∂τY [A, Y ] + i∂θA[A, Y ]− i∂τXk[A,Xk] + i∂θXk[Y,Xk]
−1
2
[A, Y ]2 − 1
2
[A,Xk]2 +
1
2
[Y,Xk]2 +
1
4
[Xk, X l]2
−i∂θC¯∂θC − ∂θC¯[Y, C] + i∂τ C¯∂τC + ∂τ C¯[A,C]
+i[C¯, A]diag[C,A]diag − i[C¯, Y ]diag[C, Y ]diag
−i[C¯, Xk]diag[C,Xk]diag
]
, (3.28)
LF0 = tr
[
ΨT [y,Ψ]−ΨTγ9[y,Ψ]−ΨTγk[xk,Ψ]
]
, (3.29)
LF1/2 = tr
[
−2ΨT [ψ,A] + 2ΨTγ9[ψ, Y ] + 2ΨTγk[ψ,Xk]
]
, (3.30)
LF1 = tr
[
iΨT∂τΨ− iΨTγ9∂θΨ
+ΨT [A,Ψ]−ΨTγ9[Y,Ψ]−ΨTγk[Xk,Ψ]
]
. (3.31)
Our purpose is to study the behavior of matrix string theory for small radius L. Actually,
by using the above action, we perform the perturbative expansion with respect to L and
integrate only the off-diagonal matrix elements. The expansion is essentially the strong
coupling expansion with respect to the gauge coupling g ∼ 1/L. In the expansion, we
regard eqs.(3.26) and (3.29) as the free parts and eqs.(3.27), (3.28), (3.30) and (3.31) as the
interactions. In the next subsection, we read off the propagators from the free parts (3.26)
and (3.29). In subsection 3.3, based on the expansion, we integrate the off-diagonal matrix
elements in eq.(3.20) and derive the effective action for the diagonal matrix elements,
T =
∫
DyDxkDψDcDc¯ exp
(
iSeff [y, x
k, c¯, c, ψ]
)
, (3.32)
Seff [y, x
k, c¯, c, ψ] = LT
∫
dτ
∫ 2pi
0
dθ
(
Lstring − i lnZ[y, xk, ψ]
)
, (3.33)
Z[y, xk, ψ] =
∫
DADYDXkDΨDCDC¯DB exp
[
iS˜
]
, (3.34)
S˜ = LT
∫
dτ
∫ 2pi
0
dθ
(
LB0 + LLB1 + L2LB2 + LF0 + L1/2LF1/2 + LLF1
)
. (3.35)
Henceforth we set ξ = (τ, θ) and LT = 1 for brevity.
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3.2 Free action and propagators
From eqs.(3.26) and (3.29), the free action is given by
S˜0 =
∫
d2ξ (LB0 + LF0 )
=
N∑
a, b=1
∫
d2ξ
[
1
2
(xka − xkb )2AabAba −
1
2
(xka − xkb )2YabYba −
1
2
(xka − xkb )2X labX lba
−1
2
{
(ya − yb)Yab + (xka − xkb )Xkab − (ya − yb)Aab
}
×
{
(yb − ya)Yba + (xkb − xka)Xkba − (yb − ya)Aba
}
−iBab
{
(yb − ya)Yba + (xkb − xka)Xkba − (yb − ya)Aba
}
−i(xka − xkb )2C¯abCba
−(ya − yb)ΨTab(1− γ9)Ψba + (xka − xkb )ΨTabγkΨba
]
, (3.36)
where use has been made of the matrix elements in eqs.(3.5) and (3.6). Similarly we can
rewrite the interaction parts (3.27), (3.28), (3.30) and (3.31) (See appendix A for the con-
crete expressions). From the above expression of the free action, it is easy to read off the
propagators,
〈Yab(ξ)Yba(ξ′)〉 = −i
(xa − xb)2
(
1− (ya − yb)
2
(xa − xb)2
)
G(ξ, ξ′), (3.37)
〈Xkab(ξ)X lba(ξ′)〉 =
−i
(xa − xb)2
(
δkl − (x
k
a − xkb )(xla − xlb)
(xa − xb)2
)
G(ξ, ξ′), (3.38)
〈Aab(ξ)Aba(ξ′)〉 = i
(xa − xb)2
(
1 +
(ya − yb)2
(xa − xb)2
)
G(ξ, ξ′), (3.39)
〈Xkab(ξ)Yba(ξ′)〉 = 〈Xkab(ξ)Aba(ξ′)〉 = i
(xka − xkb )(ya − yb)
[(xa − xb)2]2 G(ξ, ξ
′), (3.40)
〈Aab(ξ)Yba(ξ′)〉 = i (ya − yb)
2
[(xa − xb)2]2 G(ξ, ξ
′), (3.41)
〈Bab(ξ)Yba(ξ′)〉 = 〈Bab(ξ)Aba(ξ′)〉 = ya − yb
(xa − xb)2 G(ξ, ξ
′), (3.42)
〈Bab(ξ)Xkba(ξ′)〉 =
xka − xkb
(xa − xb)2 G(ξ, ξ
′), (3.43)
〈C¯ab(ξ)Cba(ξ′)〉 = 1
(xa − xb)2 G(ξ, ξ
′), (3.44)
〈Ψαab(ξ)Ψβba(ξ′)〉 = −
i
2
{
(ya − yb)(I + γ9)αβ + (xka − xkb )γkαβ
}
× 1
(xa − xb)2 G(ξ, ξ
′), (3.45)
where G(ξ, ξ′) ≡ δ(2)(ξ− ξ′) = δ(τ − τ ′)δ(θ−θ′), (xa−xb)2 ≡ (xka−xkb )(xka−xkb ) = (xka−xkb )2
and the spinor indices α, β run through 1, 2, · · · , 16. Here we should notice that (xa−xb)2 for
any pairs a 6= b (1 ≤ a, b ≤ N) must be non-zero in order that the perturbative expansion
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with respect to L makes sense since the propagators are singular at (xa−xb)2 = 0. We recall
that in matrix string theory, the usual string interactions are described by the exchanges of
coincident diagonal matrix elements, which correspond to the world-sheet instanton effects
[15]. Hence, at the points where usual string interactions occur, the perturbative expansion
with respect to L does not make sense even for small radius L. In this paper we consider only
the situations in which the perturbative expansion with respect to L makes sense, and by
using the expansion we integrate out the off-diagonal matrix elements and derive the effective
action for the diagonal matrix elements. Under these circumstances where the usual string
interactions are neglected, it is expected that the quantum corrections cancel out and the
effective action agrees with the classical (free) action of DLCQ type IIA superstring.
For later convenience, we define new hatted variables XˆK and xˆK (K = k, 9, 10 (k =
1, 2, · · · , 8)),
Xˆk = Xk, Xˆ9 = Y, Xˆ10 = iA, xˆk = xk, xˆ9 = y, xˆ10 = iy. (3.46)
The propagators (3.37)-(3.41) are represented in a single form with the new variables,
〈XˆKab(ξ)XˆLba(ξ′)〉 =
−i
(xˆa − xˆb)2
(
δKL − (xˆ
K
a − xˆKb )(xˆLa − xˆLb )
(xˆa − xˆb)2
)
G(ξ, ξ′). (3.47)
Here note that (xˆa − xˆb)2 ≡ (xˆKa − xˆKb )(xˆKa − xˆKb ) = (xka − xkb )(xka − xkb ) = (xa − xb)2.
3.3 Effective action
In this subsection we calculate the effective action (3.33) (or (3.34)) based on the perturbative
expansion with respect to the radius L. As is emphasized in Ref.[5], however, the calculations
are not well-defined. The reason is as follows: In the previous subsection we have seen that
the propagators (3.37)-(3.45) in the perturbative expansion are proportional to the δ-function
G(ξ, ξ′) = δ(2)(ξ − ξ′). Hence, the loop contributions have the ultraviolet divergences like
δ(2)(0) and we need a regularization for the divergences. However, it is very difficult to
find a suitable regularization which respects symmetries (e.g., supersymmetry and gauge
symmetry) and hence we cannot perform well-defined calculations. Actually, we can easily
understand a difficulty in finding the regularization. If we adopt a certain regularization
(e.g., cutoff regularization for large momenta), the regularized δ-function G(ξ, ξ′) would not
satisfy such a property of δ-function that f(ξ)G(ξ, ξ′) = f(ξ′)G(ξ, ξ′). Then we shall have an
ambiguity how we choose the arguments in the differences of the diagonal matrix elements
(xka − xkb ) and (ya − yb) which appear in the propagators (3.37)-(3.45). For example, we
can choose (xka(ξ) − xkb (ξ)) and (ya(ξ) − yb(ξ)), (xka(ξ′) − xkb (ξ′)) and (ya(ξ′) − yb(ξ′)), or
etc.. To avoid the ambiguity, henceforth we consider only the configurations of the diagonal
matrix elements in which the differences of arbitrary two elements (xka − xkb ), (ya − yb) and
(ψa − ψb) are independent of ξ, although xka, xkb , ya, yb, ψa and ψb themselves depend on
ξ in general. (See Fig.1 for such a configuration.) Here we should notice that we have not
yet found the suitable regularization, though we have reduced an ambiguity by restricting
configurations of the diagonal matrix elements. Hence we still cannot give the well-defined
calculations perfectly but only give a formal argument about the quantum corrections by
studying whether the coefficients of δ(2)(0)’s cancel out between the bosonic and fermionic
degrees of freedoms.
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θ
x x xax (ξ) (ξ)b dk(ξ) k kk c (ξ)
Figure 1: A configuration of N string bits in which the differences of arbitrary two bits
(xka − xkb ) are constant, though xka(ξ) and xkb (ξ) depend on ξ in general.
3.3.1 O(L0)
The lowest order contribution in eq.(3.34) is the one-loop determinant of the free action
(3.36). Actually, the determinant is unity due to the coincidence between bosonic and
fermionic degrees of freedoms.
3.3.2 O(L1/2)
The next contribution in eq.(3.34) comes from the interaction part (A.3) of O(L1/2). However
the contribution 〈iS˜F1/2〉 vanishes because there is no way to self-contract iS˜F1/2 as we can see
from eq.(A.3).
3.3.3 O(L1)
The O(L1) contributions in eq.(3.34) come from eqs.(A.1), (A.3) and (A.4). Actually, there
are tree kinds of contributions, 〈iS˜B1 〉, (1/2!)〈iS˜F1/2 iS˜F1/2〉 and 〈iS˜F1 〉.
First we consider 〈iS˜B1 〉. In 〈iS˜B1 〉, the second summation in eq.(A.1) does not contribute
because there is no way to self-contract that part. Hence, we get
〈iS˜B1 〉 = iL
∫
d2ξ
N∑
a,b=1
〈i(ya − yb)∂τYabYba − i(ya − yb)∂τYabAba − i(ya − yb)∂θAabYba
+i(ya − yb)∂θAabAba + i(ya − yb)∂τXkabXkba − i(xka − xkb )∂τXkabAba
−i(ya − yb)∂θXkabXkba + i(xka − xkb )∂θXkabYba +Bab∂θYba − Bab∂τAba
+2(ya − yb)∂θC¯abCba − 2(ya − yb)∂τ C¯abCba〉, (3.48)
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where we have performed partial integrations due to the assumption that (xka − xkb ) and
(ya − yb) are independent of ξ. Furthermore, we can rewrite the equation as
〈iS˜B1 〉 = iL
∫
d2ξ
∫
d2ξ′
N∑
a,b=1
{
i(ya − yb)∂τ 〈Yab(ξ)Yba(ξ′)〉 − i(ya − yb)∂τ 〈Yab(ξ)Aba(ξ′)〉
−i(ya − yb)∂θ〈Aab(ξ)Yba(ξ′)〉+ i(ya − yb)∂θ〈Aab(ξ)Aba(ξ′)〉
+i(ya − yb)∂τ 〈Xkab(ξ)Xkba(ξ′)〉 − i(xka − xkb )∂τ 〈Xkab(ξ)Aba(ξ′)〉
−i(ya − yb)∂θ〈Xkab(ξ)Xkba(ξ′)〉+ i(xka − xkb )∂θ〈Xkab(ξ)Yba(ξ′)〉
−∂θ〈Bab(ξ)Yba(ξ′)〉+ ∂τ 〈Bab(ξ)Aba(ξ′)〉
+2(ya − yb) ∂θ〈C¯ab(ξ)Cba(ξ′)〉
−2(ya − yb) ∂τ 〈C¯ab(ξ)Cba(ξ′)〉
}
δ(2)(ξ − ξ′). (3.49)
In this contribution, from the expression of the propagators (3.37)-(3.45), we see that the
quantity in the braces { } is antisymmetric with respect to the exchange of the indices a
and b. Hence, 〈iS˜B1 〉 is zero by summing over a and b.
Next we consider (1/2!)〈iS˜F1/2 iS˜F1/2〉. From the interaction (A.3), we get
1
2!
〈iS˜F1/2 iS˜F1/2〉
= −2L
∫
d2ξ
∫
d2ξ′
N∑
a,b=1
[
(ψαa (ξ)− ψαb (ξ))(ψα
′
a (ξ
′)− ψα′b (ξ′))
×
{
〈Ψαab(ξ)Ψα
′
ba(ξ
′)〉〈Aba(ξ)Aab(ξ′)〉 − 〈Ψαab(ξ)Ψβ
′
ba(ξ
′)〉〈Aba(ξ)Yab(ξ′)〉 γ9β′α′
−〈Ψαab(ξ)Ψβ
′
ba(ξ
′)〉〈Aba(ξ)Xkab(ξ′)〉 γkβ′α′ − 〈Ψβab(ξ)Ψα
′
ba(ξ
′)〉〈Yba(ξ)Aab(ξ′)〉 γ9βα
+〈Ψβab(ξ)Ψβ
′
ba(ξ
′)〉〈Yba(ξ)Yab(ξ′)〉 γ9βαγ9β′α′ + 〈Ψβab(ξ)Ψβ
′
ba(ξ
′)〉〈Yba(ξ)Xk′ab(ξ′)〉 γ9βαγk
′
β′α′
−〈Ψβab(ξ)Ψα
′
ba(ξ
′)〉〈Xkba(ξ)Aab(ξ′)〉 γkβα + 〈Ψβab(ξ)Ψβ
′
ba(ξ
′)〉〈Xkba(ξ)Yab(ξ′)〉 γkβαγ9β′α′
+〈Ψβab(ξ)Ψβ
′
ba(ξ
′)〉〈Xkba(ξ)Xk
′
ab(ξ
′)〉 γkβαγk
′
β′α′
}]
. (3.50)
Also in this contribution, from the expression of the propagators (3.37)-(3.45), we see that
the quantity in the bracket [ ] is antisymmetric with respect to the exchange of the indices
a and b. Hence, it is obvious that (1/2!)〈iS˜F1/2 iS˜F1/2〉 is zero.
Finally, we consider 〈iS˜F1 〉. In 〈iS˜F1 〉, the second summation in eq.(A.4) does not con-
tribute because there is no way to self-contract that part. Then we get
〈iS˜F1 〉 = iL
∫
d2ξ
N∑
a,b=1
{
i〈ΨTab∂τΨba〉 − i〈ΨTabγ9∂θΨba〉
}
= iL
∫
d2ξ
∫
d2ξ′
N∑
a,b=1
{
i∂τ 〈Ψαab(ξ)Ψαba(ξ′)〉
−i∂θ〈Ψαab(ξ)Ψα
′
ba(ξ
′)〉 γ9αα′
}
δ2(ξ − ξ′). (3.51)
Also in this contribution, from the expression of the propagators (3.37)-(3.45), we see that
the quantity in the braces { } is antisymmetric with respect to the exchange of the indices a
14
and b. Hence, it is obvious that 〈iS˜F1 〉 is zero. Thus, all quantum corrections of O(L) to the
classical string action are zero. Note that to show the zero quantum corrections of O(L), we
have used only the antisymmetry under the exchange of the indices a and b, and we have
never used the fact that G(ξ, ξ′), which appears in the propagators, is the δ-function. Hence
the quantum corrections of O(L) would be zero even if we adopt a certain regularization and
G(ξ, ξ′) is the regularized δ-function.
3.3.4 O(L3/2)
At O(L3/2), there are tree kinds of contributions in eq.(3.34). Those are (1/2!)〈iS˜B1 iS˜F1/2〉,
(1/3!)〈iS˜F1/2 iS˜F1/2 iS˜F1/2〉 and (1/2!)〈iS˜F1 iS˜F1/2〉. However, each contribution is zero because
there is no way of contraction in iS˜B1 iS˜
F
1/2, iS˜
F
1/2 iS˜
F
1/2 iS˜
F
1/2 and iS˜
F
1 iS˜
F
1/2, respectively.
3.3.5 O(L2)
At O(L2), there are many contributions in eq.(3.34). Actually, those are (1/2!)〈iS˜B1 iS˜B1 〉,
〈iS˜B2 〉, (1/2!)〈iS˜F1 iS˜F1 〉, (1/2!)〈iS˜B1 iS˜F1 〉, (1/3!)〈iS˜F1/2iS˜F1/2iS˜B1 〉, (1/3!)〈iS˜F1/2iS˜F1/2iS˜F1 〉 and
(1/4!)〈iS˜F1/2iS˜F1/2iS˜F1/2iS˜F1/2〉. Note that the last three contributions contain fermionic di-
agonal elements ψa. They each vanish due to the anti-commutativity of the Grassmann
variable ψa. And it is easy to show that the contribution of (1/2!)〈iS˜B1 iS˜F1 〉 vanishes. Then
(1/2!)〈iS˜B1 iS˜B1 〉, 〈iS˜B2 〉 and (1/2!)〈iS˜F1 iS˜F1 〉 give non-trivial contributions in eq.(3.34), which
will be calculated below.
(1) One-loop contributions
First, we consider the one-loop contributions in (1/2!)〈iS˜B1 iS˜B1 〉, 〈iS˜B2 〉 and (1/2!)〈iS˜F1 iS˜F1 〉,
which are referred to as (1/2!)〈iS˜B1 iS˜B1 〉(one−loop), 〈iS˜B2 〉(one−loop) and (1/2!)〈iS˜F1 iS˜F1 〉(one−loop),
respectively. In Fig.2, we give Feynman diagrams which correspond to such contributions.
(a) (b) (c)
Figure 2: One-loop Feynman diagrams at O(L2). Figs.(a), (b) and (c) correspond to one-
loop contributions in (1/2!)〈iS˜B1 iS˜B1 〉, 〈iS˜B2 〉 and (1/2!)〈iS˜F1 iS˜F1 〉, respectively. Solid lines
denote the propagators of the bosonic or the ghost fields and dashed lines denote those of
the fermionic fields.
First of all we consider (1/2!)〈iS˜B1 iS˜B1 〉(one−loop), which is calculated as
1
2!
〈iS˜B1 iS˜B1 〉(one−loop)
= −L
2
2
∫
d2ξ
∫
d2ξ′
N∑
a,b=1
N∑
a′,b′=1
〈
{
i(ya − yb)∂τYabYba(ξ)− i(ya − yb)∂τYabAba(ξ)
−i(ya − yb)∂θAabYba(ξ) + i(ya − yb)∂θAabAba(ξ)
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+i(ya − yb)∂τXkabXkba(ξ)− i(xka − xkb )∂τXkabAba(ξ)
−i(ya − yb)∂θXkabXkba(ξ) + i(xka − xkb )∂θXkabYba(ξ)
+Bab∂θYba(ξ)− Bab∂τAba(ξ)
+2(ya − yb)∂θC¯abCba(ξ)− 2(ya − yb)∂τ C¯abCba(ξ)
}
×
{
i(ya′ − yb′)∂τ ′Ya′b′Yb′a′(ξ′)− i(ya′ − yb′)∂τ ′Ya′b′Ab′a′(ξ′)
−i(ya′ − yb′)∂θ′Aa′b′Yb′a′(ξ′) + i(ya′ − yb′)∂θ′Aa′b′Ab′a′(ξ′)
+i(ya′ − yb′)∂τ ′Xk′a′b′Xk
′
b′a′(ξ
′)− i(xk′a′ − xk
′
b′ )∂τ ′X
k′
a′b′Ab′a′(ξ
′)
−i(ya′ − yb′)∂θ′Xk′a′b′Xk
′
b′a′(ξ
′) + i(xk
′
a′ − xk
′
b′ )∂θ′X
k′
a′b′Yb′a′(ξ
′)
+Ba′b′∂θ′Yb′a′(ξ
′)−Ba′b′∂τ ′Ab′a′(ξ′)
+2(ya′ − yb′)∂θ′C¯a′b′Cb′a′(ξ′)− 2(ya′ − yb′)∂τ ′C¯a′b′Cb′a′(ξ′)
}
〉
= L2
∫
d2ξ
∫
d2ξ′
∑
a6=b
[(
1
(xa − xb)2 +
17
2
(ya − yb)2
{(xa − xb)2}2
)
∂τ∂τ ′G(ξ, ξ
′)G(ξ, ξ′)
−17 (ya − yb)
2
{(xa − xb)2}2∂τ∂θ
′G(ξ, ξ′)G(ξ, ξ′)
−
(
1
(xa − xb)2 −
17
2
(ya − yb)2
{(xa − xb)2}2
)
∂θ∂θ′G(ξ, ξ
′)G(ξ, ξ′)
]
. (3.52)
Next we consider 〈iS˜B2 〉(one−loop) and it is also calculated as
〈iS˜B2 〉(one−loop)
= iL2
∫
d2ξ
N∑
a,b=1
{
1
2
〈∂τYab∂τYba〉 − 〈∂τYab∂θAba〉+ 1
2
〈∂θAab∂θAba〉+ 1
2
〈∂τXkab∂τXkba〉
−1
2
〈∂θXkab∂θXkba〉 − i〈∂θC¯ab∂θCba〉+ i〈∂τ C¯ab∂τCba〉
}
= L2
∫
d2ξ
∫
d2ξ′
∑
a6=b
[(
3
(xa − xb)2 −
1
2
(ya − yb)2
{(xa − xb)2}2
)
∂τ∂τ ′G(ξ, ξ
′) δ(2)(ξ − ξ′)
+
(ya − yb)2
{(xa − xb)2}2 ∂τ∂θ
′G(ξ, ξ′) δ(2)(ξ − ξ′)
−
(
3
(xa − xb)2 +
1
2
(ya − yb)2
{(xa − xb)2}2
)
∂θ∂θ′G(ξ, ξ
′) δ(2)(ξ − ξ′)
]
. (3.53)
Finally, we consider (1/2!)〈iS˜F1 iS˜F1 〉(one−loop). It is given by
1
2!
〈iS˜F1 iS˜F1 〉(one−loop)
= −L
2
2
∫
d2ξ
∫
d2ξ′
N∑
a,b=1
N∑
a′,b′=1
〈{iΨTab∂τΨba(ξ)− iΨTabγ9∂θΨba(ξ)}
×{iΨTa′b′∂τ ′Ψb′a′(ξ′)− iΨTa′b′γ9∂θ′Ψb′a′(ξ′)}〉
= L2
∫
d2ξ
∫
d2ξ′
∑
a6=b
[( −4
(xa − xb)2 − 8
(ya − yb)2
{(xa − xb)2}2
)
∂τ∂τ ′G(ξ, ξ
′)G(ξ, ξ′)
+16
(ya − yb)2
{(xa − xb)2}2 ∂τ∂θ
′G(ξ, ξ′)G(ξ, ξ′)
16
+(
4
(xa − xb)2 − 8
(ya − yb)2
{(xa − xb)2}2
)
∂θ∂θ′G(ξ, ξ
′)G(ξ, ξ′)
]
. (3.54)
Note that we have never used the fact that G(ξ, ξ′) is the δ-function in calculating eqs.(3.52)-
(3.54). Hence eqs.(3.52)-(3.54) is expected to be unaltered even if we adopt a certain regu-
larization and G(ξ, ξ′) is a regularized δ-function. We first use the fact that G(ξ, ξ′) is the
δ-function at this stage and it is shown that the one-loop quantum correction at O(L2) is
zero, i.e., (1/2!)〈iS˜B1 iS˜B1 〉(one−loop) + 〈iS˜B2 〉(one−loop) + (1/2!)〈iS˜F1 iS˜F1 〉(one−loop) = 0. Of course
the above calculations in matrix string theory are essentially the same as the ones in the
wrapped supermembrane theory [5]10.
(2) Two-loop contributions
Next, we consider the two-loop contributions in (1/2!)〈iS˜B1 iS˜B1 〉, 〈iS˜B2 〉 and (1/2!)〈iS˜F1 iS˜F1 〉,
which are not calculated in Ref.[5]. We refer to them as (1/2!)〈iS˜B1 iS˜B1 〉(two−loop), 〈iS˜B2 〉(two−loop)
and (1/2!)〈iS˜F1 iS˜F1 〉(two−loop), respectively. In Fig.3, we give Feynman diagrams correspond-
ing to them.
(a) (c)(b)
Figure 3: Two-loop Feynman diagrams at O(L2). Figs.(a), (b) and (c) correspond to two-
loop contributions in (1/2!)〈iS˜B1 iS˜B1 〉, 〈iS˜B2 〉 and (1/2!)〈iS˜F1 iS˜F1 〉, respectively.
First, we consider (1/2!)〈iS˜B1 iS˜B1 〉(two−loop), which is given by
1
2!
〈iS˜B1 iS˜B1 〉(two−loop)
= −L
2
2
∫
d2ξ
∫
d2ξ′
N∑
a,b,c=1
N∑
a′,b′,c′=1
〈
{
− (ya − yb)Yab(AbcYca − YbcAca)(ξ)
+(ya − yb)Aab(AbcYca − YbcAca)(ξ)− (ya − yb)Xkab(AbcXkca −XkbcAca)(ξ)
+(xka − xkb )Aab(AbcXkca −XkbcAca)(ξ) + (ya − yb)Xkab(YbcXkca −XkbcYca)(ξ)
−(xka − xkb )Yab(YbcXkca −XkbcYca)(ξ) + (xka − xkb )X lab(XkbcX lca −X lbcXkca)(ξ)
−i(ya − yb)C¯ab(AbcCca − CbcAca)(ξ) + i(ya − yb)C¯ab(YbcCca − CbcYca)(ξ)
+i(xka − xkb )C¯ab(XkbcCca − CbcXkca)(ξ)
}
×
{
− (ya′ − yb′) Ya′b′(Ab′c′Yc′a′ − Yb′c′Ac′a′)(ξ′)
+(ya′ − yb′)Aa′b′(Ab′c′Yc′a′ − Yb′c′Ac′a′)(ξ′)
−(ya′ − yb′)Xk′a′b′(Ab′c′Xk
′
c′a′ −Xk
′
b′c′Ac′a′)(ξ
′)
10In Ref.[5], the zero-mode gauge field a is restricted to be zero by hand in calculating the one-loop quantum
corrections. In this paper, however, we have just fixed the gauge (a = y) and added the corresponding FP-
ghost part following the standard procedure [16]. In this sense the configuration of the gauge field a is not
restricted in our calculations.
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+(xk
′
a′ − xk
′
b′ )Aa′b′(Ab′c′X
k′
c′a′ −Xk
′
b′c′Ac′a′)(ξ
′)
+(ya′ − yb′)Xk′a′b′(Yb′c′Xk
′
c′a′ −Xk
′
b′c′Yc′a′)(ξ
′)
−(xk′a′ − xk
′
b′ ) Ya′b′(Yb′c′X
k′
c′a′ −Xk
′
b′c′Yc′a′)(ξ
′)
+(xk
′
a′ − xk
′
b′ )X
l′
a′b′(X
k′
b′c′X
l′
c′a′ −X l
′
b′c′X
k′
c′a′)(ξ
′)
−i(ya′ − yb′) C¯a′b′(Ab′c′Cc′a′ − Cb′c′Ac′a′)(ξ′)
+i(ya′ − yb′) C¯a′b′(Yb′c′Cc′a′ − Cb′c′Yc′a′)(ξ′)
+i(xk
′
a′ − xk
′
b′ ) C¯a′b′(X
k′
b′c′Cc′a′ − Cb′c′Xk
′
c′a′)(ξ
′)
}
〉. (3.55)
By using the variables XˆK and xˆK in eq.(3.46) and the propagator (3.47), we can put the
above expression into a compact form and we obtain
1
2!
〈iS˜B1 iS˜B1 〉(two−loop)
= −L
2
2
∫
d2ξ
∫
d2ξ′
N∑
a,b,c=1
N∑
a′,b′,c′=1
〈
{
(xˆKa − xˆKb )XˆLab(XˆKbc XˆLca − XˆLbcXˆKca)(ξ)
+i(xˆKa − xˆKb )C¯ab(XˆKbcCca − CbcXˆKca)(ξ)
}{
(xˆK
′
a′ − xˆK
′
b′ )Xˆ
L′
a′b′(Xˆ
K ′
b′c′Xˆ
L′
c′a′ − XˆL
′
b′c′Xˆ
K ′
c′a′)(ξ
′)
+i(xˆK
′
a′ − xˆK
′
b′ )C¯a′b′(Xˆ
K ′
b′c′Cc′a′ − Cb′c′XˆK
′
c′a′)(ξ
′)
}
〉
= −iL2
∫
d2ξ
∫
d2ξ′
∑
a6=b, b6=c, c 6=a
{
33
2
1
(xˆa − xˆb)2(xˆb − xˆc)2
−16 {(xˆ
K
a − xˆKb )(xˆKc − xˆKa )}2
(xˆa − xˆb)2(xˆb − xˆc)2{(xˆc − xˆa)2}2
−1
2
{(xˆKa − xˆKb )(xˆKb − xˆKc )}2
{(xˆa − xˆb)2(xˆb − xˆc)2}2
}
(G(ξ, ξ′))3
= −iL2
∫
d2ξ
∫
d2ξ′
∑
a6=b, b6=c, c 6=a
{
33
2
1
(xa − xb)2(xb − xc)2
−16 {(x
k
a − xkb )(xkc − xka)}2
(xa − xb)2(xb − xc)2{(xc − xa)2}2
−1
2
{(xka − xkb )(xkb − xkc )}2
{(xa − xb)2(xb − xc)2}2
}
(G(ξ, ξ′))3. (3.56)
Next, we consider 〈iS˜B2 〉(two−loop),
〈iS˜B2 〉(two−loop)
= iL2
∫
d2ξ
[
N∑
a,b,c,d=1
{
− 〈AabYbcAcdYda〉+ 〈AabYbcYcdAda〉 − 〈AabXkbcAcdXkda〉
+〈AabXkbcXkcdAda〉+ 〈YabXkbcYcdXkda〉 − 〈YabXkbcXkcdYda〉
+
1
2
〈XkabX lbcXkcdX lda〉 −
1
2
〈XkabX lbcX lcdXkda〉
}
+
N∑
a,b,c=1
{
i〈C¯abAbaCacAca〉 − i〈C¯abAbaAacCca〉 − i〈AabC¯baCacAca〉
+i〈AabC¯baAacCca〉 − i〈C¯abYbaCacYca〉+ i〈C¯abYbaYacCca〉
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+i〈YabC¯baCacYca〉 − i〈YabC¯baYacCca〉 − i〈C¯abXkbaCacXkca〉
+i〈C¯abXkbaXkacCca〉+ i〈XkabC¯baCacXkca〉 − i〈XkabC¯baXkacCca〉
}]
. (3.57)
By using the variables XˆK and xˆK in eq.(3.46) and the propagator (3.47), we can also put
the above expression into a compact form and we get
〈iS˜B2 〉(two−loop)
= iL2
∫
d2ξ
[
N∑
a,b,c,d=1
{
1
2
〈XˆKabXˆLbcXˆKcdXˆLda〉 −
1
2
〈XˆKabXˆLbcXˆLcdXˆKda〉
}
+
N∑
a,b,c=1
{
− i〈C¯abXˆKbaCacXˆKca〉+ i〈C¯abXˆKbaXˆKacCca〉
+i〈XˆKabC¯baCacXˆKca〉 − i〈XˆKabC¯baXˆKacCca〉
}]
= iL2
∫
d2ξ
∫
d2ξ′
[ ∑
a6=b, b6=c
{
73
2
1
(xˆa − xˆb)2(xˆb − xˆc)2 −
1
2
{(xˆKa − xˆKb )(xˆKb − xˆKc )}2
{(xˆa − xˆb)2(xˆb − xˆc)2}2
}
+18
∑
a6=b
1
{(xˆa − xˆb)2}2
]
(G(ξ, ξ′))2 δ(2)(ξ − ξ′)
= iL2
∫
d2ξ
∫
d2ξ′
[ ∑
a6=b, b6=c
{
73
2
1
(xa − xb)2(xb − xc)2 −
1
2
{(xka − xkb )(xkb − xkc )}2
{(xa − xb)2(xb − xc)2}2
}
+18
∑
a6=b
1
{(xa − xb)2}2
]
(G(ξ, ξ′))2 δ(2)(ξ − ξ′). (3.58)
The first and second summations in the above equation correspond to the third and forth
summations in eq.(A.2), respectively. Now we extract the a = c part from the first summa-
tion in eq.(3.58) and add it to the second summation. Then we get
〈iS˜B2 〉(two−loop)
= iL2
∫
d2ξ
∫
d2ξ′
[ ∑
a6=b, b6=c, c 6=a
{
73
2
1
(xa − xb)2(xb − xc)2 −
1
2
{(xka − xkb )(xkb − xkc )}2
{(xa − xb)2(xb − xc)2}2
}
+54
∑
a6=b
1
{(xa − xb)2}2
]
(G(ξ, ξ′))2 δ(2)(ξ − ξ′). (3.59)
Finally we consider (1/2!)〈iS˜F1 iS˜F1 〉(two−loop) and the contribution is calculated as
1
2!
〈iS˜F1 iS˜F1 〉(two−loop)
= −L
2
2
∫
d2ξ
∫
d2ξ′
N∑
a,b,c=1
N∑
a′,b′,c′=1
〈
{
ΨTab(AbcΨca −ΨbcAca)(ξ)
−ΨTabγ9(YbcΨca −ΨbcYca)(ξ)−ΨTabγk(XkbcΨca −ΨbcXkca)(ξ)
}
×
{
ΨTa′b′(Ab′c′Ψc′a′ −Ψb′c′Ac′a′)(ξ′)−ΨTa′b′γ9(Yb′c′Ψc′a′ −Ψb′c′Yc′a′)(ξ′)
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−ΨTa′b′γk
′
(Xk
′
b′c′Ψc′a′ −Ψb′c′Xk
′
c′a′)(ξ
′)
}
〉
= −iL2
∫
d2ξ
∫
d2ξ′
∑
a6=b, b6=c, c 6=a
{
20
1
(xa − xb)2(xb − xc)2
+16
{(xka − xkb )(xkc − xka)}2
(xa − xb)2(xb − xc)2{(xc − xa)2}2
}
(G(ξ, ξ′))3. (3.60)
Note that in calculating eqs.(3.56), (3.59) and (3.60) we have never used the fact that G(ξ, ξ′)
is the δ-function. Hence eqs.(3.56), (3.59) and (3.60) are expected to be unaltered even if we
adopt a certain regularization and G(ξ, ξ′) is a regularized δ-function. We first use the fact
that G(ξ, ξ′) is the δ-function at this stage and sum up eqs.(3.56), (3.59) and (3.60). Then,
we obtain
1
2!
〈iS˜B1 iS˜B1 〉(two−loop) + 〈iS˜B2 〉(two−loop) +
1
2!
〈iS˜F1 iS˜F1 〉(two−loop)
= iL2
∫
d2ξ
∫
d2ξ′
∑
a6=b
54
{(xa − xb)2}2 (G(ξ, ξ
′))3. (3.61)
Thus we see that the two-loop quantum corrections atO(L2) do not cancel out. One comment
is in order: The remaining term is exactly that of the second summation in eq.(3.59). If we
assume that the differences of the diagonal elements can be estimated as (xka−xkb ) ∼ O(Nα)11
with some common constant α when N is large, we will see that the terms canceled in
eq.(3.61), i.e., terms given by the summations over a, b and c with a 6= b, b 6= c, c 6= a
in eqs.(3.56), (3.59) and (3.60), behave as
∑
a6=b, b6=c, c 6=a(x
k
a − xkb )−2(xkb − xkc )−2 ∼ O(N3−4α),
while the remaining term, which comes from the second summation in eq.(3.59), behaves as∑
a6=b(x
k
a − xkb )−4 ∼ O(N2−4α). In this sense, we could say that only the leading terms in
the large N can be canceled out in the two-loop quantum corrections to the classical string
action at O(L2).
It will be pedagogical to re-consider the results (3.56), (3.59) and (3.60) in the case of
N = 2. In this case, it is obvious that eqs.(3.56) and (3.60) are zero. The reason is as
follows: Schematically, each term in eqs.(3.56) and (3.60) is represented by 〈tr(X3)tr(X3)〉,
where X stands for a bosonic or fermionic 2 × 2 matrix of only off-diagonal components,
i.e., its diagonal components are zero. Thus tr(X3) = 0 and hence eqs.(3.56) and (3.60) are
zero. On the other hand, each term in eq.(3.59) is schematically represented by 〈tr(X4)〉
and it can have non-zero value. Thus in N = 2 case, it is obvious that only the bosonic
contribution of eq.(3.59) exists.
4 Conclusion and discussion
In this paper we have studied in matrix string theory whether the reduction to the diagonal
elements of the matrices is justified quantum mechanically. We have seen that at O(L2), the
two-loop quantum corrections do not cancel out. Our calculations are essentially two-loop
extension of the previous ones in Ref.[5].
We should note that no suitable regularization for the divergences of δ(2)(0) type is found
so far, and hence we have only studied a mechanism of cancellations of the divergences
11According to the correspondence of a long string in matrix string theory with the wrapped supermem-
brane given in Ref.[5], α = −1 for |a− b| ≪ N .
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between bosonic and fermionic degrees of freedoms. Actually, we have found that at the
two-loop level of O(L2), the sub-leading term in the large N appears only from the bosonic
degrees of freedom and cannot be canceled out. Even if we find a suitable regularization,
such a structure seems to be unaltered and hence our result will be unchanged.
Finally, we comment on the global constraints (2.20) and (2.21) in the wrapped super-
membrane theory. To be precise, such constraints should be taken into account in the cal-
culations of the quantum double-dimensional reduction12. In matrix string theory, however,
there are no counterparts of such constraints, as was discussed in section 2. In particular, in
the standard derivation of matrix string theory, they do not appear naturally. However, our
result may suggest that the suitably matrix-regularized constraints should be incorporated
with the standard form of matrix string theory.
Acknowledgments: The work of SU is supported in part by the Grant-in-Aid for Scientific
Research No.13135212.
A Interaction part of the action
In this appendix we give the interaction part of the action by using the matrix elements in
eqs.(3.5) and (3.6),
S˜B1 = L
∫
d2ξ LB1
= L
∫
d2ξ
[
N∑
a,b=1
{
i(ya − yb)∂τYabYba − 2i(ya − yb)∂τYabAba + i(ya − yb)∂τAabYba
−2i(ya − yb)∂θAabYba + i(ya − yb)∂θAabAba + i(ya − yb)∂θYabAba
+i(ya − yb)∂τXkabXkba − 2i(xka − xkb )∂τXkabAba + i(xka − xkb )∂τAabXkba
−i(ya − yb)∂θXkabXkba + 2i(xka − xkb )∂θXkabYba − i(xka − xkb )∂θYabXkba
+Bab∂θYba −Bab∂τAba + (ya − yb)∂θC¯abCba − (ya − yb)C¯ab∂θCba
+(ya − yb)C¯ab∂τCba − (ya − yb)∂τ C¯abCba
}
+
N∑
a,b,c=1
{
− (ya − yb)Yab(AbcYca − YbcAca) + (ya − yb)Aab(AbcYca − YbcAca)
−(ya − yb)Xkab(AbcXkca −XkbcAca) + (xka − xkb )Aab(AbcXkca −XkbcAca)
+(ya − yb)Xkab(YbcXkca −XkbcYca)− (xka − xkb )Yab(YbcXkca −XkbcYca)
+(xka − xkb )X lab(XkbcX lca −X lbcXkca)− i(ya − yb)C¯ab(AbcCca − CbcAca)
+i(ya − yb)C¯ab(YbcCca − CbcYca)
+i(xka − xkb )C¯ab(XkbcCca − CbcXkca)
}]
, (A.1)
S˜B2 = L
2
∫
d2ξ LB2
= L2
∫
d2ξ

 N∑
a,b=1
{
1
2
∂τYab∂τYba − ∂τYab∂θAba + 1
2
∂θAab∂θAba +
1
2
∂τX
k
ab∂τX
k
ba
12 In Ref.[5], the global constraints are not considered in their calculations.
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−1
2
∂θX
k
ab∂θX
k
ba − i∂θC¯ab∂θCba + i∂τ C¯ab∂τCba
}
+
N∑
a,b,c=1
{
i∂θAab(AbcYca − YbcAca)− i∂τYab(AbcYca − YbcAca)
−i∂τXkab(AbcXkca −XkbcAca) + i∂θXkab(YbcXkca −XkbcYca)
−∂θC¯ab(YbcCca − CbcYca) + ∂τ C¯ab(AbcCca − CbcAca)
}
+
N∑
a,b,c,d=1
{
−AabYbcAcdYda + AabYbcYcdAda −AabXkbcAcdXkda
+AabX
k
bcX
k
cdAda + YabX
k
bcYcdX
k
da − YabXkbcXkcdYda
+
1
2
XkabX
l
bcX
k
cdX
l
da −
1
2
XkabX
l
bcX
l
cdX
k
da
}
+
N∑
a,b,c=1
{
iC¯abAbaCacAca − iC¯abAbaAacCca − iAabC¯baCacAca
+iAabC¯baAacCca − iC¯abYbaCacYca + iC¯abYbaYacCca
+iYabC¯baCacYca − iYabC¯baYacCca − iC¯abXkbaCacXkca
+iC¯abX
k
baX
k
acCca + iX
k
abC¯baCacX
k
ca − iXkabC¯baXkacCca
}]
, (A.2)
S˜F1/2 = L
1/2
∫
d2ξ LF1/2
= L1/2
∫
d2ξ
[
N∑
a,b=1
{
2ΨTab(ψa − ψb)Aba
−2ΨTabγ9(ψa − ψb)Yba − 2ΨTabγk(ψa − ψb)Xkba
}]
, (A.3)
S˜F1 = L
∫
d2ξ LF1
= L
∫
d2ξ
[
N∑
a,b=1
{
iΨTab∂τΨba − iΨTabγ9∂θΨba
}
+
N∑
a,b,c=1
{
ΨTab(AbcΨca −ΨbcAca)
−ΨTabγ9(YbcΨca −ΨbcYca)−ΨTabγk(XkbcΨca −ΨbcXkca)
}]
. (A.4)
The following formulas are useful to obtain the above expressions,
([x,X ])ab = (xa − xb)Xab , (A.5)
tr(x[X, Y ]) = tr(X [Y, x]) = tr(Y [x,X ]) =
N∑
a,b=1
(xb − xa)YabXba . (A.6)
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