We use a Magnus approximation at the level of the equations of motion for a harmonic system with a time-dependent frequency, to find an expansion for its in-out effective action, and a unitary expansion for the Bogoliubov transformation between in and out states. The dissipative effects derived therefrom are compared with the ones obtained from perturbation theory in powers of the time-dependent piece in the frequency, and with those derived using multiple scale analysis in systems with parametric resonance. We also apply the Magnus expansion to the in-in effective action, to construct reality and causal equations of motion for the external system. We show that the nonlocal equations of motion can be written in terms of a "retarded Fourier transform" evaluated at the resonant frequency.
Introduction
Harmonic oscillators with time-dependent frequencies are ubiquitous in many branches of physics. In the context of quantum field theory, there are many examples where the modes of a free field, when put under the influence of time-dependent external conditions, can be described as a system of harmonic oscillators with time-dependent frequencies and couplings. A well-known example arises when considering quantum fields in cosmological backgrounds, such that partial homogeneity implies uncoupled field modes which are harmonic oscillators, with time-dependent frequencies [1] . Another celebrated example, which produces coupled modes, corresponds to quantum fields in the presence of moving mirrors, or time-dependent media, which can also be treated as a set of coupled harmonic oscillators (see, for example [2, 3, 4] and references therein).
The most interesting feature of the system is, perhaps, that it exhibits, at the quantum level, a parametric resonance phenomenon. This can be studied, for example, in terms of the Bogoliubov transformation between the in and out states, or the in-out effective action, both of which make it possible to obtain the particle creation rates. In terms of a given mode, those rates correspond to the creation of a certain number of quanta, as in the dynamical Casimir effect [2] . The same physical phenomenon is also manifested when considering another that, in this approximation, the leading order in the Magnus expansion involves the vacuum expectation value of a squeeze operator. In Sect. 4 we consider the in-in effective action, implementing the Magnus approximation also, at the level of the equations of motion. We study the implementation of the properties of reality and causality within the context of this approximation. Sect. 5 contains our conclusions.
2 Harmonic oscillator with a time-dependent frequency
The system and its effective action
Let us begin by considering a system which exhibits the simplest non-trivial realization of the phenomenon of parametric resonance; namely, that of a single quantum degree of freedom, endowed with the dynamics of a harmonic oscillator, with a time-dependent frequency ω(t). Denoting by q its associated generalized coordinate, its classical action S is given by:
We split ω 2 (t) > 0 into a positive constant component ω 2 0 , plus a time-dependent part ǫ(t):
where |ǫ(t)| < ω 2 0 . The splitting becomes unambiguous when we impose on ǫ(t) the condition
The sign of ω 0 is chosen, by convention, to be positive. We then introduce the in-out effective action Γ (a functional of ǫ(t)), as the quotient between two path integrals, namely:
where the denominator, introduced for normalization purposes, has been defined in terms of the constant-frequency action S 0 :
In Eq.(3), the functionally integrated paths q(t) are the appropriate ones in order to calculate the in-out effective action. These paths must vanish at infinity; we shall reach that limit by starting from a finite interval t ∈ [− T 2 , T 2 ], imposing the boundary conditions: q(−T /2) = q(+T /2) = 0, and then taking the T → (1 − i0 + ) ∞ limit. Note that, because of the imaginary part in the previous limit, no non-trivial classical solution survives the limiting procedure.
Therefore, and since the functional integrals in (3) are Gaussian, we may express Γ just in terms of functional determinants:
where we have introduced the K and K 0 operators corresponding, respectively, to S and S 0 :
Our next step is then to evaluate the ratio between the two functional determinants which, by a rather straightforward application of the GY theorem [16] , may be written as follow, may be written as follows:
det
where q and q 0 are the unique solutions to the homogeneous equations:
for the initial conditions q(−T /2) = 0, p(−T /2) = 1 (p ≡q) (and identical conditions for q 0 ).
First-order treatment of the G-Y approach
The problem has, therefore, been reduced to the calculation of the solution to a homogeneous second-order equation with prescribed initial conditions [16] . It is well-known that a second order equation may be equivalently formulated as a system of two first-order equations: that reformulated problem will be the subject of our approximation scheme. To that order, we first introduce the two complex combinations:
and the two-component function
with the initial condition:
The second-order homogeneous equation for q, becomes equivalent to a Schrödinger-like equation, with a non-Hermitian Hamiltonian:
where:
2ω0 , which has the same dimensions as ω 0 . Corresponding to some initial time t i , it is natural to introduce an 'evolution operator' (i.e., in mathematical terminology, a 'fundamental matrix solution') to the first order equation:
(I ≡ 2 × 2 identity matrix). We note that the evolution operator may be regarded as the (linear) mapping between initial condition in phase space, and the value of the dynamical variables at an arbitrary time. An important property emerges as a consequence of the tracelessness of H(t), namely, the evolution operator belongs to the SL(2, R) group. Indeed, det[U(t i , t i )] = 1, and:
This property is a manifestation, in the first-order framework, of the constancy of the Wronskian of two solutions of the original second-order problem. In the context of the solution of the classical equations of motion, this condition amounts to the constancy of the Poisson brackets involving a, a * .
Equipped with the previously introduced objects, and defining |i ≡ 1
we see that (7) can be written as follows:
The problem thus reduces to finding either exact or approximate expressions for U f i . To derive approximate expressions, we shall introduce an expansion around the 'free', ǫ = 0 solution; i.e., we treat the constant-frequency part of the evolution exactly. This is implemented by using, following the quantum mechanical terminology, an interaction representation. Introducing interaction representation vectors in the standard way:
, where:
one obtains:
where
The explicit form of H ′ I (t) for the system at hand is:
It is worth noting that, by taking the appropriate infinite time limit, we may give a more explicit form for the ratio between determinants, now in terms of the interaction representation evolution operator. Indeed, det
where the subindices denote the respective matrix element in the 2 × 2 matrix, and U I ≡ U I (+∞, −∞).
Magnus expansion
A known approach to the determination of U I that preserves its SL(2, R) structure is the Magnus expansion. Indeed, writing U I = e A , it yields an expansion for A [17] . Denoting in what follows by A i the term of order i in the Magnus expansion for A:
A very important property of this expansion is that it preserves the unimodularity of the evolution operator, to each order. As we shall see, this can be interpreted within the context of Bogoliubov transformation.
Let us first consider the results for the effective action which are obtained to each order in the Magnus expansion.
First order
The first-order term in the Magnus expansion, is:
Using the explicit form for H ′ I (t) in (22), we see that:
where the tildes denote Fourier transformation. Note that we have assumed thatη(0) = 0. To this order we then have:
Therefore, at the first order,
Inserting this result into the expression for Γ, we see that:
This, whenever the excitation ǫ(t) has a non-vanishing Fourier component along 2ω 0 , there will be a non-zero probability of vacuum decay. A special case arises when ǫ(t) is periodic, with a frequency equal to, say Ω:
In this case, we see that there will be no imaginary part unless Ω = 2ω 0 , and that when that happens,ǫ
and we therefore obtain a non-vanishing vacuum decay probability
The exponential behavior of this probability is produced by parametric resonance. Similar results can be obtained using the method of multiple scales [18] . Our result is more general, since can be applied to a generic function ǫ(t), not only to the particular case of a harmonic perturbation.
Second and third orders
The second order term is given by:
which, introducing the Fourier transform of H ′ I can be conveniently expressed as follows:
We see that the matrix elements of A 2 are then given by:
Before proceeding to study the general case, let us consider the special case of a harmonic η(t), namely:
In this case, we see that:
Thus, assuming that ω ≃ ω 0 , we see that A becomes anti-diagonal up this order:
where σ 2 denotes a Pauli's matrix. Therefore there appears a new resonance, this time at ω = ω 0 , and the imaginary part of Γ behaves like:
The exponential behavior, now proportional to the square of the amplitude of the perturbation, corresponds to a subleading parametric resonance, that appears when the external frequency equals the natural frequency of the system (the leading parametric resonance seen before is linear in the amplitude, and occurs when the external frequency is twice the natural frequency).
To finish this section, we show the structure of the third perturbative order. Applying the same technique as in the previous steps, this time to the third term in the Magnus expansion we see, after some algebra, that:
A reinterpretation of the first-order term
Let us see here how the firt-order term in the expansion can be related, and therefore interpreted, in terms of the operatorial, interaction picture evolution operator. Denoting byÛ I (−T /2, T /2) the usual interaction-picture evolution operator, we havê
where T denotes the time-ordered product and the interaction Hamiltonian readŝ
To the lowest order in the Magnus expansion,
Taking now the limit T → (1 − iδ)∞, which selects the in and out vacua for the initial and final times, respectively, and introducing the usual creation and annihilation operators we obtain
which corresponds to a squeeze operator S(z) with parameter z = iη(−2ω 0 ). Thus, the lowest-order term in the expansion corresponds to having a squeeze-like operator dictating the evolution, which is a Bogoliubov transformation.
Comparison with the usual perturbative approach
Let us consider here the calculation of the effective action Γ, focussing on its imaginary part, from the point of view of the standard perturbative expansion in a would-be 0 + 1-dimensional field theory, To that end, and to simplify the subsequent treatment, we work here in the Euclidean formalism, where the (Euclidean) effective action is given by:
where we have used the same notation for Euclidean objects as for their real time counterparts. The full and free actions are now given, respectively by:
where τ denotes the imaginary time. Thus, introducing the operators ∆ and ǫ with kernels defined by:
and
we see that: Γ = 1 2 Tr log(1 + ∆ǫ) .
Expanding Γ in powers of ǫ, we get a series Γ = Γ (1) + Γ (2) + Γ (3) + . . .. By our initial assumption that +∞ −∞ dτ ǫ(τ ) = 0, we see that the first order term Γ (1) vanishes, while the second order one, Γ (2) , may be written as follows:
The kernel Γ (2) (τ 1 , τ 2 ) may be rendered as follows:
The last expression, which is the 0 + 1 dimensional version of a real scalar field one-loop diagram, may be exactly evaluated, the result being:
Hence, the second order term in the effective action expansion becomes
which, when rotated back to real time has an imaginary part which is determined by a single poles at ν = ±2ω 0 :
Of course, the last equation may be interpreted as reflecting the property that the imaginary part appears when the frequency ofǫ is sufficient to put on shell two free harmonic oscillator modes. Note that Eq.(56) coincides with the lowest order Magnus approximation Eq.(29) when this is expanded up to quadratic order in ǫ(t).
The CTP effective action
In situations where the main interest is to analyze the dynamical evolution of the system (see various examples in Ref. [19] ), it is relevant to compute the CTP or in-in effective action, defined as [20] e iΓCTP[ω+,ω−] = n 0 in |n ω+ n|0 in ω− .
Note that the matrix elements are evaluated on two different evolutions ω ± (t) of the time dependent frequency. In a cosmological context, the frequencies are in turn functions of the scale factor of the universe a ± . The variation of the effective action with respect to a + , evaluated on a + = a − = a, gives the semiclassical Einstein equation that takes into account the backreaction of the quantum field on the scale factor a. One can show that Γ CTP can be written in terms of the Bogoliubov coefficients (α ± , β ± ) associated to both evolutions as follows [5] 
The contribution of the CTP effective action to the equation of motion of the external degree of freedom is δΓ CTP δη(t)
By its very definition, the CTP effective action produces real and causal equations of motion. It is instructive to recall that, as easily seen from the equation above, reality comes from the identity
This is in turn equivalent to the unitarity of the evolution operator U. Causality, on the other hand, is a consequence of the usual composition law of the evolution operator
We will prove this below, for an alternative derivation see [5] . It is in general not possible to evaluate the CTP effective action and its contribution to the equations of motion for arbitrary ω ± . Previous calculations are based on perturbative approximations, or evaluate the effective action in particular backgrounds. Under parametric resonance, one can work within the multiple scale analysis, although to use this approach it is necessary to assume a particular form for the external frequency. As we will see, when handled with care, the Magnus approximation becomes a useful tool to provide an analytic expression for the effective action and the associated equation of motion.
Let us see how the Magnus expansion above leads to the Bogoliubov transformation that connects the in and out basis, for the same physical system. Indeed, introducing the Bogoliubov transformation connecting the in and out basis,
with
since the quantum evolution for theâ andâ † is identical to the one of their classical counterparts, we see, from the first-order Magnus calculation, that:
with φ = arg[η(2ω 0 )]. We see that the coefficients satisfy the proper relation Eq.(60) to be a Bogoliubov transformation. Besides, using Eq. (29) we see that the relation between the in-out effective action and the Bogoliubov coefficient α is also satisfied:
In order to compute the CTP effective action, the Bogoliubov coefficients should be computed for two different evolutions ω ± (t). Relaxing the condition of vanishing temporal average of η ± (t) we obtain
where we introduced the notatioñ
Note that in previous sections we assumedη ± (0) = 0. Inserting Eq.(67) into Eq.(58) one easily finds an analytic expression for the CTP effective action. Interestingly enough, Γ CTP depends functionally on η ± through the Fourier transformsη ± (2ω 0 ) andη ± (0). From Eq. (58) it is direct to write the real and imaginary parts of Γ CTP , which are related with dissipation and noise (fluctuations), respectively. In the present example we have
The field equations can also be obtained from Γ CTP . However, the result is real but noncausal. These facts are a consequence of the properties of the Magnus approximation: while it respects unitarity of the evolution operator, it does not satisfy the composition law Eq.(61).
The problem of the non causality of the equation of motion can be solved by applying the Magnus approximation after taking the variation of the action with respect to η ± . Let us write
with −T /2 < t < t ′ < T /2 and t is the time at which we want to evaluate the equation of motion. The equation of motion can be written as
Taking the limit t ′ → t, we see that the equation of motion depends only the values of η(τ ) with τ ≤ t. This proves that the validity of the composition law implies causality. Moreover, we can now use the Magnus approximation to evaluate U 1 , and in this way we assure causality.
The effective action Γ CTP depends, in the Magnus approximation, on the Fourier transform of η(t). When the Magnus approximation is applied to the equation of motion, it depends on the "retarded" Fourier transformη
evaluated at ω = 2ω 0 and ω = 0. Explicitly, we have that the equation of motion can be written as
(73)
Taking into account thatη ret is either a real or a pure imaginary number, the reality and causality of the equation of motion is evident.
Conclusions
We have calculated the in-out effective action for a single harmonic oscillator with a timedependent frequency, applying the Magnus expansion to the solution of the homogeneous second-order equation which yields the result for the fluctuation determinant. We evaluated explicitly the first and second order terms in that expansion, and presented the structure of the third order one. By studying the imaginary part of the corresponding terms in the effective action, we have shown that it automatically captures non-trivial features, like the position of the (parametric) resonances, which is a crucial aspect, for example, to study particle creation in dynamical systems (for example, in nonstationary cavity quantum electrodynamics, such as those cases related with the dynamical Casimir effect). The same calculation allowed us to compute the unitary matrix that implements the Bogoliubov transformation between the in and out basis. Up to each order in the expansion, the transformation is unitary.
We have compared the results of the Magnus approach to the in-out effective action with the ones one would obtain by applying standard, field-theoretic perturbation theory in Euclidean time, showing that they agree to the lowest order. The Magnus expansion, however, provides a non-trivial resummation of the perturbative results, which preserves the unitary evolution. For example, to the lowest order, that expansion amounts to including the evolution dictated by a squeeze operator, with a parameter determined by the Fourier transform on the frequency at its first resonance.
We have also considered the CTP effective action, implementing the Magnus approximation at the level of the equations of motion. This effective action, which is written in terms of the Bogoliubov coefficients, is relevant in order to study dynamical evolutions as non-equilibrium problems, open quantum systems, etc. We have shown the Magnus approximation becomes a useful tool to provide an analytic expression for the effective action and the associated equation of motion. To lowest order in the Magnus expansion, the equation of motion involves the "retarded" Fourier transform of the perturbation, evaluated at twice the natural frequency of the oscillator. This is a simple way to take into account the back reaction of the parametric resonance on the external pumping.
