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Abstract
By excluding some regions, in which each eigenvalue of a matrix is not contained,
from the αβ-type eigenvalue inclusion region provided by Huang et al.(Electronic
Journal of Linear Algebra, 15 (2006) 215-224), a new eigenvalue inclusion region
is given. And it is proved that the new region is contained in the αβ-type
eigenvalue inclusion region.
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1. Introduction
Let A = [aij ] ∈ C
n×nbe an n× n complex matrix with n ≥ 2 , and α and β
nonempty index sets satisfying
α
⋃
β = N and α
⋂
β = ∅,
throughout the paper. Define partial absolute deleted row sums and column
sums as follows:
rαi (A) :=
∑
j∈α,
j 6=i
|aij |, c
α
i (A) :=
∑
j∈α,
j 6=i
|aji|,
rβi (A) :=
∑
j∈β,
j 6=i
|aij |, c
β
i (A) :=
∑
j∈β,
j 6=i
|aji|.
If α = {i0}, then we assume, by convention, that rαi0 (A) = 0. Similarly r
β
i0
(A) =
0 if β = {i0}. Clearly,
ri(A) =
∑
j 6=i
|aij | = r
α
i (A) + r
β
i (A),
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and
ci(A) =
∑
j 6=i
|aji| = c
α
i (A) + c
β
i (A).
In [9], Huang et al. provided a so-called αβ-type eigenvalue inclusion region
by using the partial absolute deleted row sums rαi (A) and r
β
i (A) as follows.
Theorem 1. [9, Theorem 2.1] Let A = [aij ] ∈ Cn×n and λ be an eigenvalue of
A. Then
λ ∈ G(αβ)(A) :=
(⋃
i∈α
G
(α)
i (A)
)⋃⋃
j∈β
G
(β)
j (A)
⋃
⋃
i∈α,
j∈β
G
(αβ)
ij (A)
 ,
where
G
(α)
i (A) :=
⋃
i∈α
{z ∈ C : |aii − z| ≤ r
α
i (A)} ,
G
(β)
j (A) :=
⋃
j∈S
{
z ∈ C : |ajj − z| ≤ r
β
j (A)
}
,
and
G
(αβ)
ij (A) :=
{
z ∈ C : z /∈ G
(α)
i (A)
⋃
G
(β)
j A),
(|aii − z| − r
α
i (A))
(
|ajj − z| − r
β
j (A)
)
≤ rβi (A)r
α
j (A)
}
.
The region G(αβ)(A) in Theorem 1 is equivalent to
(⋂
i∈α
G
(α)
i (A)
)⋃⋃
i∈α,
j∈β
V
(αβ)
ij (A)

provided by Farid in [6], where
V
(αβ)
ij (A) :=
{
z ∈ C : (|aii − z| − r
α
i (A))
(
|ajj − z| − r
β
j (A)
)
≤ rβi (A)r
α
j (A)
}
,
for details, see Remark 2.4, [6]. It seems that each G
(β)
j (A), j ∈ β dose not
work, which is illustrated by the matrix
A =

1 −0.01 0 7
0.1 0.9 −1.1 0.3
−0.11 0.2 0.9 0.2
2 0.4 −0.1 1.1
 .
All eigenvalues of A are
4.8161,−2.6994, 0.8917+ 0.4921i, 0.8917− 0.4921i,
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where i2 = −1. Take α = {1, 3} and β = {2, 4}, then
G
(β)
2 (A) = {z ∈ C : |z − 0.9| ≤ 0.3},
and
G
(β)
4 (A) = {z ∈ C : |z − 1.1| ≤ 0.4}.
It is easy to see that all eigenvalues are not contained in G
(β)
2 (A)
⋃
G
(β)
4 (A),
see Figure 1. Hence G
(β)
2 (A)
⋃
G
(β)
4 (A) can be excluded from G
(αβ)(A) for the
matrix A. On the other hand, by taking β = {2, 3}, Figure 2 shows that
{0.8917 + 0.4921i, 0.8917− 0.4921i} ⊆
(
G
(β)
2 (A)
⋃
G
(β)
3 (A)
)
where G
(β)
2 (A) = {z ∈ C : |z − 0.9| ≤ 1.1} and G
(β)
3 (A) = {z ∈ C : |z −
0.9| ≤ 0.2}. This means that each G
(β)
j (A) for j = 2, 3 cannot be excluded
from G(αβ)(A) for the this case. This motivates us to find another regions in
which any eigenvalue of a matrix A is not contained to exclude them. In this
paper, a new inclusion region by excluding some such regions from G(αβ)(A) is
given. This provides a sufficient condition for the non-singularity of a matrix.
Numerical examples are also given to verify the corresponding results.
2. Main results
In this section, some regions in which any eigenvalue of a matrix is not
contained, are excluded from G(αβ)(A).
Theorem 2. Let A = [aij ] ∈ C
n×n and λ be an eigenvalue of A. Then
λ ∈ E(αβ)(A) =
(⋃
i∈α
G
(α)
i (A)
) ⋃( ⋃
j∈β
G
(β)
j (A)
)⋃ ⋃
i∈α,
j∈β
(
G
(αβ)
ij (A)\E˜
(αβ)
ij (A)
)
⋃ ⋃
i∈α,
j∈β
(
G
(αβ)
ij (A)\Ê
(αβ)
ij (A)
) (1)
where G
(α)
i (A), G
(β)
j (A) and G
(αβ)
ij (A) are defined in Theorem 1,
E˜
(αβ)
ij (A) =
{
z ∈ C : (|z − aii|+ r
j
i (A))
(
|z − ajj |+ r
β
j (A)
)
< |aij |
(
2|aji| − r
α
j (A)
)}
,
and
Ê
(αβ)
ij (A) =
{
z ∈ C : (|z − ajj |+ r
i
j(A)) (|z − aii|+ r
α
i (A)) < |aji|
(
2|aij| − r
β
i (A)
)}
.
Furthermore, E(αβ)(A) ⊆ G(αβ)(A).
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Proof. Since (
G
(αβ)
ij (A)\E˜
(αβ)
ij (A)
)
⊆ G
(αβ)
ij (A)
and (
G
(αβ)
ij (A)\Ê
(αβ)
ij (A)
)
⊆ G
(αβ)
ij (A),
hold for each i ∈ α and j ∈ β, it implies that
E(αβ)(A) ⊆ G(αβ)(A).
Hence, we only need to prove
λ ∈ E(αβ)(A).
Suppose that x = [x1, x2, . . . , xn]
T is an eigenvector of A corresponding to
the eigenvalue λ, that is,
Ax = λx. (2)
Let |xp| = max
i∈α
{|xi|} and |xq| = max
j∈β
{|xj |}. Obviously, at least one of |xp| and
|xq| is nonzero. Note that if
|λ− app| ≤ r
α
p (A), or |λ− aqq| ≤ r
β
q (A),
then λ ∈
( ⋃
i∈α
G
(α)
i (A)
)⋃( ⋃
j∈β
G
(β)
j (A)
)
⊆ E(αβ)(A). Hence, next we only
prove that (1) holds for the case that
|app − λ| > r
α
p (A), and |aqq − λ| > r
β
q (A). (3)
(I) Suppose that |xp| ≥ |xq|. Similarly to the proof of Theorem 2.1 in [9],
we can get that(
|λ− app| − r
α
p (A)
) (
|λ− aqq| − r
β
q (A)
)
≤ rβp (A)r
α
q (A). (4)
Furthermore, consider the p-th equation of (2) and rewrite it into
(λ− app)xp −
∑
j∈N,
j 6=p,q
apjxj = apqxq, (5)
Taking absolute values on both sides of (5) and using the triangle inequality
give
|apq||xq | ≤ |λ− app||xp|+
∑
j∈N,
j 6=p,q
|apj ||xj |
≤ |λ− app||xp|+
∑
j∈N,
j 6=p,q
|apj ||xp|
= (|λ− app|+ r
q
p(A))|xp|. (6)
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On the other hand, consider the q-th equation of (2) and rewrite it into
(λ− aqq)xq −
∑
j∈α,
j 6=p
aqjxj −
∑
j∈β,
j 6=q
aqjxj = aqpxp, (7)
Taking absolute values on both sides of (7) and using the triangle inequality
give
|aqp||xp| ≤ |λ− aqq||xq|+
∑
j∈α,
j 6=p
|aqj ||xj |+
∑
j∈β,
j 6=q
|aqj ||xj |
≤ |λ− aqq||xq|+
∑
j∈α,
j 6=p
|aqj ||xp|+
∑
j∈β,
j 6=q
|aqj ||xq |
=
(
|λ− aqq|+ r
β
q (A)
)
|xq |+
∑
j∈α,
j 6=p
|aqj ||xp|.
Hence (
2|aqp| − r
α
q (A)
)
|xp| ≤
(
|λ− aqq |+ r
β
q (A)
)
|xq |. (8)
If |xq| > 0, then multiplying (6) with (8) gives
|apq|
(
2|aqp| − r
α
q (A)
)
≤ (|λ− app|+ r
q
p(A))
(
|λ− aqq|+ r
β
q (A)
)
. (9)
If |xq| = 0, then by (8) we have
2|aqp| − r
α
q (A) ≤ 0,
and hence (9) also holds. From (4) and (9), it follows that
λ ∈ G
(αβ)
ij (A)
⋂
E˜
(αβ)
ij (A) = G
(αβ)
ij (A)\E˜
(αβ)
ij (A) ⊆ E
(αβ)(A),
where E˜
(αβ)
ij (A) is the complementary of the set E˜
(αβ)
ij (A).
(II) Suppose that |xq| ≥ |xp|. Similarly to (I), we can easily obtain that (4)
holds, and
|aqp|
(
2|apq| − r
β
p (A)
)
≤ (|λ− aqq|+ r
p
q (A))
(
|λ− app|+ r
α
p (A)
)
. (10)
Hence
λ ∈ G
(αβ)
ij (A)
⋂
Ê
(αβ)
ij (A) = G
(αβ)
ij (A)\Ê
(αβ)
ij (A) ⊆ E
(αβ)(A).
From (I) and (II) the conclusion follows.
Remark 1. Theorem 2 shows that for any eigenvalue λ of a matrix A,
λ /∈ E˜
(αβ)
ij (A), or λ /∈ Ê
(αβ)
ij (A) for j 6= i.
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And hence E˜
(αβ)
ij (A) (or Ê
(αβ)
ij (A)) can be excluded from the set G
(αβ)(A).
Consider again the matrix A in the introduction section, and take α = {1, 2}
and β = {3, 4}. From Figure 3, it is not difficult to see that all eigenvalues
{4.8161,−2.6994, 0.8917+ 0.4921i, 0.8917− 0.4921i} ⊆ E(αβ)(A),
but are not contained in E˜
(αβ)
ij (A) (or Ê
(αβ)
ij (A)). On the other hand, it should
be pointed out here that
E(αβ)(A) = G(αβ)(A) (11)
holds in some cases. Also consider the matrix A above, and take α = {1, 4} and
β = {2, 3}, in which case (11) holds.
It is well-known that an eigenvalue inclusion region in the complex can give
a sufficient condition of the non-singularity of a matrix [4]. Hence, by Theorem
2 we can get easily the following result.
Corollary 1. Let A = [aij ] ∈ Cn×n. If for each i ∈ α, j ∈ β, the following
holds:
(I)
|aii| > r
α
i (A),
(II)
|ajj | > r
β
j (A),
(III)
(|aii| − r
α
i (A))(|ajj | − r
β
j (A)) > r
β
i (A)r
α
j (A),
or
(|aii|+ r
j
i (A))(|ajj |+ r
β
j (A)) < |aij |(2|aji| − r
α
j (A)),
(IV)
(|aii| − r
α
i (A))(|ajj | − r
β
j (A)) > r
β
i (A)r
α
j (A),
or
(|ajj |+ r
i
j(A))(|aii|+ r
α
i (A)) < |aji|(2|aij | − r
β
i (A)),
then A is nonsingular.
3. Conclusions
In this paper, a new eigenvalue inclusion region E(αβ)(A) is given by exclud-
ing some regions E˜
(αβ)
ij (A) and Ê
(αβ)
ij (A) from the αβ-type eigenvalue inclusion
region G(αβ)(A). As shown in Remark 1, E(αβ)(A) = G(αβ)(A) holds in some
cases, hence besides E˜
(αβ)
ij (A) and Ê
(αβ)
ij (A), it is very interesting to find other
regions which do not contain any eigenvalues of a matrix to exclude them. Fur-
thermore, for the well-known eigenvalue inclusion regions, such as, regions in
[1, 2, 3, 4, 5, 7, 10, 11, 12], we can try to find some regions like E˜
(αβ)
ij (A) and
Ê
(αβ)
ij (A), and exclude them from the corresponding existing eigenvalue inclu-
sion regions to give new regions which capture all eigenvalues of a matrix more
precisely.
6
Acknowledgements
This paper is dedicated to Professor *** on the occasion of his 60th birth-
day. This work is supported in part by National Natural Science Foundations
of China (11601473 and 11361074), the National Natural Science Foundation
of Zhejiang Province (LY14A010007, LQ14G010002), Ningbo Natural Science
Foundation (2015A610173), and CAS ”Light of West China” Program.
References
[1] A. Brauer, Limits for the characteristic roots of a matrix II, Duke Mathe-
matical Journal, 14 (1947), pp. 21-26.
[2] R. Brualdi, Matrices eigenvalues and directed graphs, Linear Multilinear Al-
gebra, 11 (1982), pp. 143-165.
[3] L. Cvetkovic´, V. Kostic, R. S. Varga, A new Gersˇgorin-type eigenvalue inclu-
sion set, Electronic Transactions on Numerical Analysis, 18 (2004), pp. 73-
80.
[4] L. Cvetkovic´, H-matrix theory vs. eigenvalue localization, Numerical Algo-
rithms, 42 (2007), pp. 229–245.
[5] L. Cvetkovic´, V. Kostic´, R. Brualdi, F. Pedroche, A simple generalization of
Gersgorin’s theorem, Advances in Computational Mathematics, 35 (2011),
pp. 271C280.
[6] F.O. Farid, Notes on matrices with diagonally dominant properties, Linear
Algebra and its Applications, 435 (2011), pp. 2793-2812.
[7] S. Gerschgorin, U¨ber die Abgrenzung der Eigenwerte einer Matrix, Izv. Akad.
Nauk SSSR, Ser. Mat, 6 (1931) , pp. 749-754.
[8] R. A. Horn, C. R. Johnson, Matrix Analysis, Cambridge University Press,
England, 1986.
[9] T. Z. Huang, W. Zhang, S. Q. Shen, Regions containing eigenvalues of a
matrix, Electronic Journal of Linear Algebra, 15 (2006), pp. 215-224.
[10] V. R. Kostic´. On general principles of eigenvalue localizations via diagonal
dominance. Advances in Computational Mathematics 41 (2015) 55-75.
[11] C. Q. Li, Y. T. Li, Generalizations of Brauer’s Eigenvalue Localization
Theorem, Electronic Journal of Linear Algebra, 22 (2011), pp. 1168-1178.
[12] A. Melman, An alternative to the Brauer set, Linear and Multilinear Alge-
bra, 58 (2010), pp. 377-385.
[13] R. S. Varga, Gersˇgorin and his circles, Springer-Verlag, Berlin, 2004.
7
This figure "fig1.jpg" is available in "jpg"
 format from:
http://arxiv.org/ps/1706.02010v1
This figure "fig2.jpg" is available in "jpg"
 format from:
http://arxiv.org/ps/1706.02010v1
This figure "fig3.jpg" is available in "jpg"
 format from:
http://arxiv.org/ps/1706.02010v1
