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a b s t r a c t
In this paper, we present two new iterative methods for solving nonlinear equations by
using suitable Taylor and divided difference approximations. Both methods are obtained
by modifying Potra–Pták’s method trying to get optimal order. We prove that the new
methods reach orders of convergence four and eight with three and four functional
evaluations, respectively. So, Kung and Traub’s conjecture Kung and Traub (1974) [2], that
establishes for an iterative method based on n evaluations an optimal order p = 2n−1 is
fulfilled, getting the highest efficiency indices for orders p = 4 and p = 8, which are 1.587
and 1.682.
We also perform different numerical tests that confirm the theoretical results and
allow us to compare these methods with Potra-Pták’s method from which they have been
derived, and with other recently published eighth-order methods.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In recent years, many modified iterative methods for solving nonlinear equations have been developed to improve
the local order of convergence of some classical methods such as Newton, Potra–Pták, Chebyshev, Halley and Ostrowski’s
methods.
As the order of an iterative method increases, so does the number of functional evaluations per step. The efficiency index
(see [1]), gives a measure of the balance between those quantities, according to the formula p1/n, where p is the order of the
method and n the number of function evaluations per step. Kung and Traub [2] conjecture that the order of convergence
of any multipoint method without memory cannot exceed the bound 2n−1, (called the optimal order). Thus, the optimal
order for a method with 3 function evaluations per step would be 4. Ostrowski’s method [1], Jarratt’s method [3] and King’s
method [4] are optimal fourth-order methods, because they only perform three function evaluations per step. Nowadays,
obtaining new optimal methods of order 4 is still important, because the corresponding efficiency index, 1.5874, is very
competitive. Some papers with this aim have recently appeared in the literature (see [5,6]).
Li et al. presented in [7] a sixteenth order of convergencemethod, but it uses 6 function evaluations, and so, is not optimal.
As far as we know, the most efficient methods studied in the literature are the optimal eighth-order methods with four
function evaluations, such as that proposed in [2].
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More recently, some optimal eighth-ordermethods have been proposed. For example, Bi et al. [8] presented a new family
of eighth-order methods based on King’s family, that involves Ostrowski’s method for a particular value of the parameter
β = 0. This method, to which we will refer as BRW8, is given by
yn = xn − f (xn)f ′(xn) ,
zn = yn − f (xn)+ βf (yn)f (xn)+ (β − 2)f (yn)
f (yn)
f ′(xn)
,
xn+1 = zn − H(µn) f (zn)f [zn, yn] + f [zn, xn, xn](zn − yn) , (1)
where µ = f (zn)f (xn) and H(t) represents a real-valued function. The same strategy, by using the method of weight functions,
is used in [9] for introducing a new family of modified Ostrowski’s methods with eighth order of convergence. A similar
construction of eighth-order methods has been used in [10] starting from a different scheme, by using now µ = f (yn)f (xn) and
introducing a parametric function H(t) in the second step.
Another family of three-point methods of optimal order is introduced by Thukral et al. [11]. The two first steps are the
same as in (1), and the last one is
xn+1 = zn − f (zn)f ′(xn)
(
ϕ
(
f (yn)
f (xn)
)
+ f (zn)
f (yn)− βf (zn) +
4f (zn)
f (xn)
)
, (2)
where β is a real number and ϕ is an arbitrary real function satisfying certain conditions. We will refer to this method as
TP8.
One of the last methods with optimal eighth order of convergence can be found in [12]. All of these methods involve the
optimal Ostrowski’s method and use arbitrary real parameters and weight functions not always easy to determine.
In this paper, we derive optimal order methods of fourth and eighth order starting from the well-known third-
order Potra–Pták’s method [13], by composing it with modified Newton’s iterations and approximating several function
evaluations in order to improve the efficiency. The technique used for obtaining the approximations only includes the Taylor
expansions and can be expressed in terms of divided differences.
The rest of this paper is organized as follows: Section 2 describes our methods, in Section 3 we establish the convergence
order of the new methods. Finally, in Section 4, different numerical tests confirm the theoretical results and allow us to
compare these variants with other known methods.
2. Description of the methods
Let us consider the nonlinear equation f (x) = 0, where f (x) is a function of class n + 1 defined on a real interval I . If
x0, x1, . . . , xn are points of I the divided difference of order 0 is:
f [x0] = f (x0),
and the divided differences of order 1 can be expressed by:
f [x0, x1] = f [x1] − f [x0]x1 − x0 .
In general, the divided difference of order n is obtained as:
f [x0, x1, . . . , xn] = f [x1, x2, . . . , xn] − f [x0, x1, . . . , xn−1]xn − x0 .
If f ∈ Cn+1(I) then we have:
f [x0, x1, . . . , xn, x] = f
(n+1)(ξ)
(n+ 1)! ,
for a suitable ξ ∈ I .
In the limit, for x0 = x1 = · · · = xn+1 = x, one can write:
f [x, x, . . . , x] = f
(n+1)(x)
(n+ 1)! . (3)
We use these properties in order to approximate the high-order derivatives which appear in the new iterative method of
optimal order eight.
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Let us consider the third-order Potra–Pták’s method (see [13])
zn = xn − f (xn)+ f (yn)f ′(xn) , (4)
where yn = xn − f (xn)f ′(xn) .
By performing a Newton’s method step without updating the derivative
wn = zn − f (zn)f ′(xn) , (5)
we obtain a newmethod of order four (see Theorem 8-1, [14]) which uses four functional evaluations, and so, is not optimal.
In order to improve its efficiency, we approximate f (zn) by a combination of already computed functional values. By using
the second-order Taylor expansion of f (zn) around xn we have:
f (zn) ≈ f (xn)+ f ′(xn)(zn − xn)+ 12 f
′′(xn)(zn − xn)2. (6)
Now, we use the Taylor expansion of f (yn) around xn
f (yn) ≈ f (xn)+ f ′(xn)(yn − xn)+ 12 f
′′(xn)(yn − xn)2,
getting the following approximation
1
2
f ′′(xn) ≈ f (yn)− f (xn)− f
′(xn)(yn − xn)
(yn − xn)2 ,
which we denote by 12 f˜
′′(xn). This expression only depends on already evaluated functional values, f (xn), f (yn), f ′(xn), and
can be expressed as:
1
2
f˜ ′′(xn) = f (yn)f
′(xn)2
f (xn)2
. (7)
By substituting this expression in (6) we have:
f (zn) ≈ f (yn)
2(2f (xn)+ f (yn))
f (xn)2
. (8)
Using this approximation in (5), we obtain a new method expressed as follows:
zn = xn − f (xn)+ f (yn)f ′(xn) , (9)
wn = zn − f (yn)
2(2f (xn)+ f (yn))
f (xn)2f ′(xn)
,
where yn = xn − f (xn)f ′(xn) . We will call this method optimal Potra–Pták’s method, OP4, because, as we will prove in Theorem 1,
its order of convergence is four, with three functional evaluations per step. Let us note that this method satisfies Kung and
Traub’s conjecture for n = 3 and order p = 23−1.
Our following objective is to obtain an iterative method with optimal order for n = 4, by performing an additional step.
The idea is to compose the fourth-order optimal method OP4 with Newton’s method, according to
xn+1 = wn − f (wn)f ′(wn) , (10)
and look for an approximation of f ′(wn) using f (wn) and already computed functional values f (xn), f (yn), f ′(xn), that allows
us to improve the efficiency without reducing the order. We will obtain an eighth-order method with four functional
evaluations, thus optimal in Kung and Traub’s sense.
Firstly we approximate f ′(wn) by linear interpolation:
f ′(wn) ≈ f ′(xn)+ f
′(zn)− f ′(xn)
zn − xn (wn − xn). (11)
Now we look for an approximation of f ′(zn) that also uses already computed functional values.
By using the Taylor expansion of f (zn) around yn:
f (zn) ≈ f (yn)+ f ′(yn)(zn − yn)+ 12 f
′′(yn)(zn − yn)2,
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we get the following approximation:
f ′(yn) ≈ f [zn, yn] − 12 f
′′(yn)(zn − yn).
We can also express f ′′(yn), by using (3), as follows:
f ′′(yn) ≈ 2f [zn, xn, xn] = 2(f [zn, xn] − f
′(xn))
zn − xn .
By substituting these expressions of f ′(yn) and f ′′(yn) in
f ′(zn) ≈ f ′(yn)+ f ′′(yn)(zn − yn),
we have:
f ′(zn) ' f [zn, yn] + f [zn, xn, xn](zn − yn).
That can be expressed as:
f ′(zn) ≈ f (zn)− f (yn)zn − yn +
(
f (zn)− f (xn)
zn − xn − f
′(xn)
)
zn − yn
zn − xn . (12)
Finally for evaluating f (zn) in function of already computed functional values f (xn), f (yn), f (wn), f ′(xn), we need to use
the third-order Taylor expansion of f (zn) around xn:
f (zn) ≈ f (xn)+ f ′(xn)(zn − xn)+ 12 f
′′(xn)(zn − xn)2 + 16 f
′′′(xn)(zn − xn)3.
Then, we expand f (wn) around xn:
f (wn) ≈ f (xn)+ f ′(xn)(wn − xn)+ 12 f
′′(xn)(wn − xn)2 + 16 f
′′′(xn)(wn − xn)3. (13)
Substitute now 12 f
′′(xn) by the approximation (7) in order to obtain
1
6
f ′′′(xn) = f (wn)− f (xn)− f
′(xn)(wn − xn)− 12 f˜ ′′(xn)(wn − xn)2
(wn − xn)3 .
Wedenote this expression by 16
˜f ′′′(xn)which depends on already computed functional values f (xn), f (yn), f (wn), f ′(xn), and
can be written as:
1
6
˜f ′′′(xn) =
(
f [wn, xn] − f ′(xn)− f (yn)f
′(xn)2
f (xn)2
(wn − xn)
)
1
(wn − xn)2 . (14)
So, the final approximation to f (zn) in function of already computed functional values f (xn), f (yn), f (wn), f ′(xn), that we
denote by f˜ (zn) is:
f˜ (zn) = f (xn)+ f ′(xn)(zn − xn)+ 12 f˜
′′(xn)(zn − xn)2 + 16
˜f ′′′(xn)(zn − xn)3. (15)
By using this expression in (12) we have f ′(zn) depending only on already computed functional values f (xn), f (yn),
f (wn), f ′(xn) and we denote it by f˜ ′(zn), that is:
f˜ ′(zn) ≈ f˜ (zn)− f (yn)zn − yn +
(
f˜ (zn)− f (xn)
zn − xn − f
′(xn)
)
zn − yn
zn − xn , (16)
and so the same happens with f ′(wn), coming back to (11) we have:
˜f ′(wn) ≈ f ′(xn)+ f˜
′(zn)− f ′(xn)
zn − xn (wn − xn). (17)
Substituting this approximation of f ′(wn) in (10) we have a new iterative three-step method given by:
zn = xn − f (xn)+ f (yn)f ′(xn) , (18)
wn = zn − f (yn)
2(2f (xn)+ f (yn))
f (xn)2f ′(xn)
,
xn+1 = wn − f (wn)˜f ′(wn)
,
which we will call modified optimal Potra–Pták’s method,MOP8, and we will prove in Theorem 2 that has optimal order for
n = 4.
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3. Convergence analysis
Theorem 1. Let α ∈ I be a simple zero of a sufficiently differentiable function f : I ⊆ R −→ R in an open interval I. If x0 is
sufficiently close to α, then the optimal Potra–Pták’s method defined by (9) has optimal convergence order 4.
Proof. Let en be the error in xn, that is en = xn − α. By using the Taylor expansion around x = α, we find that
f (xn) = c1en + c2e2n + c3e3n + c4e4n + O(e5n), (19)
where ck = f (k)(α)k! , k = 1, 2, . . .. Then
f ′(xn) = 1+ 2c2en + 3c3e2n + 4c4e3n + O(e4n). (20)
Let us define dn = yn − α = xn − α − f (xn)f ′(xn) . From (19) and (20) one has
dn = c2e2n +
(−2c22 + 2c3) e3n + (4c32 − 7c2c3 + 3c4) e4n + O(e5n). (21)
By expanding f (yn) around α and using (21), we get
f (yn) = c2e2n +
(−2c22 + 2c3) e3n + (5c32 − 7c2c3 + 3c4) e4n + O(e5n). (22)
Finally, we substitute (19), (20) and (22) in (9), obtaining
zn − α = en − f (xn)+ f (yn)f ′(xn)
= 2c22e3n +
(
3c32 − 2c2(4c22 − 3c3)− 5c2c3 + 2c2(−2c22 + 3c3)
)
e4n + O(e5n)
and
f (yn)2(2f (xn)+ f (yn))
f (xn)2f ′(xn)
= 2c22e3n +
(−5c32 + 4c2(−2c22 + 2c3)) e4n + O(e5n).
So, the expression of the asymptotic error is:
wn − α =
(
4c32 − c2c3
)
e4n + O(en)5.
This proves that the optimal Potra–Pták’s method is of fourth order, which is optimal as it makes only 3 functional
evaluations per step. 
Theorem 2. Let α ∈ I be a simple zero of a sufficiently differentiable function f : I ⊆ R −→ R in an open interval I. If x0 is
sufficiently close to α, then the modified optimal Potra–Pták’s method defined by (18) has optimal convergence order 8.
Proof. We obtain the Taylor developments of f (xn) and f ′(xn) with the same notation than in Theorem 1, but expanding
now until order 8.
f (xn) = c1en + c2e2n + c3e3n + c4e4n + c5e5n + c6e6n + c7e7n + c8e8n + O(e9n), (23)
f ′(xn) = 1+ 2c2en + 3c3e2n + 4c4e3n + 5c5e4n + 6c6e5n + 7c7e6n + 8c8e7n + O(e8n), (24)
therefore
dn = yn − α = xn − α − f (xn)f ′(xn)
= c2e2n +
(−2c22 + 2c3) e3n + (4c32 − 7c2c3 + 3c4) e4n + (−8c42 + 20c22c3 − 6c23 − 10c2c4 + 4c5) e5n
+ (16c52 − 52c32c3 + 28c22c4 − 17c3c4 + c2 (33c23 − 13c5)+ 5c6) e6n
− 2 (16c62 − 64c42c3 − 9c33 + 36c32c4 + 6c24 + 9c22 (7c23 − 2c5)+ 11c3c5 + c2 (−46c3c4 + 8c6)− 3c7) e7n
+ (64c72 − 304c52c3 + 176c42c4 + 75c23c4 + c32 (408c23 − 92c5)− 31c4c5 − 27c3c6
+ c22 (−348c3c4 + 44c6)+ c2
(−135c33 + 64c24 + 118c3c5 − 19c7)+ 7c8) e8n + O(e9n). (25)
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By expanding f (yn) around α, we get
f (yn) = c2e2n +
(−2c22 + 2c3) e3n + (5c32 − 7c2c3 + 3c4) e4n − 2 (6c42 − 12c22c3 + 3c23 + 5c2c4 − 2c5) e5n
+ (28c52 − 73c32c3 + 34c22c4 − 17c3c4 + c2 (37c23 − 13c5)+ 5c6) e6n
− 2 (32c62 − 103c42c3 − 9c33 + 52c32c4 + 6c24
+ c22
(
80c23 − 22c5
)+ 11c3c5 + c2 (−52c3c4 + 8c6)− 3c7) e7n
+ (144c72 − 552c52c3 + 297c42c4 + 75c23c4 + 2c32 (291c23 − 67c5)− 31c4c5 − 27c3c6
+ c22 (−455c3c4 + 54c6)+ c2
(−147c33 + 73c24 + 134c3c5 − 19c7)+ 7c8) e8n + O(e9n), (26)
and using (18) we have:
bn = wn − α = 2c22e3n +
(−9c32 + 7c2c3) e4n + (30c42 − 44c22c3 + 6c23 + 10c2c4) e5n
+ (−88c52 + 188c32c3 − 62c22c4 + 17c3c4 + c2 (−70c23 + 13c5)) e6n
+ 2 (120c62 − 336c42c3 − 18c33 + 132c32c4 + 6c24
+ 8c22
(
27c23 − 5c5
)+ 11c3c5 + c2 (−98c3c4 + 8c6)) e7n
+ (−624c72 + 2160c52c3 − 945c42c4 − 150c23c4 + 31c4c5+ c32 (−2010c23 + 339c5)
+ c22 (1209c3c4 − 98c6)+ 27c3c6 + c2
(
429c33 − 137c24 − 252c3c5 + 19c7
))
e8n + O(e9n). (27)
For the last step of the method, we use f (wn) and approximate f ′(wn). By using again the expansion of f , one obtains
f (wn) =
(
4c32 − c2c3
)
e4n − 2
(
13c42 − 13c22c3 + c23 + c2c4
)
e5n
+ (108c52 − 188c32c3 + 39c22c4 − 7c3c4 + c2 (54c23 − 3c5)) e6n
− 2 (178c62 − 448c42c3 − 18c33 + 134c32c4 + 3c24
+ c22
(
250c23 − 26c5
)+ 5c3c5 + c2 (−80c3c4 + 2c6)) e7n
+ (1007c72 − 3354c52c3 + 1252c42c4 + 158c23c4 + c32 (2924c23 − 349c5)− 17c4c5
− 13c3c6 + c22 (−1415c3c4 + 65c6)+ c2
(−579c33 + 118c24 + 212c3c5 − 5c7)) e8n + O(e9n). (28)
By substituting (23), (24) and (26) in (7) we obtain an approximation to f ′′(xn). We also approximate f ′′′(xn) according
to (14) and substitute in (15) for obtaining
f˜ (zn) = 2c22e3n +
(−9c32 + 7c2c3) e4n + (30c42 − 46c22c3 + 6c23 + 10c2c4) e5n
+ (−84c52 + 203c32c3 − 66c22c4 + 17c3c4 + 13c2 (−6c23 + c5)) e6n
+ (204c62 − 709c42c3 − 44c33 + 294c32c4 + 12c24 + c22
× (514c23 − 86c5)+ 22c3c5 + 16c2 (−14c3c4 + c6)) e7n
+ (−423c72 + 2040c52c3 − 1037c42c4 − 190c23c4 + 31c4c5 + c32 (−2377c23 + 384c5)
+ 2c22 (746c3c4 − 53c6)+ 27c3c6 + c2
(
577c33 − 161c24 − 292c3c5 + 19c7
))
e8n + O(e9n). (29)
In a similar way we approximate f ′(zn) by using (16)
f˜ ′(zn) = 1+ 4c32e3n + c2
(−18c32 + 16c2c3 + c4) e4n + (60c52 − 105c32c3 + 18c22c4 + 2c3c4 + 2c2 (10c23 + c5)) e5n
+ (−176c62 + 478c42c3 + 8c33 − 138c32c4 + 3c24
− 3c22
(
78c23 − 7c5
)+ 4c3c5 + c2 (40c3c4 + 3c6)) e6n + O(e7n). (30)
Compute now f ′(wn) by applying (17)
˜f ′(wn) = 1+ c2
(
8c32 − 6c2c3 + c4
)
e4n + 2
(−26c52 + 37c32c3 − 7c22c4 + c3c4 + c2 (−10c23 + c5)) e5n
+ (216c62 − 450c42c3 − 16c33 + 118c32c4 + 3c24
+ 7c22
(
32c23 − 3c5
)+ 4c3c5 + c2 (−76c3c4 + 3c6)) e6n + O(e7n). (31)
Finally, by substituting (28) and (31) in (18) we obtain
xn+1 − α = wn − f (wn)˜f ′(wn)
= c22
(
4c22 − c3
) (
4c32 − 5c2c3 + c4
)
e8n + O(e9n)
which shows that the method has optimal convergence order equal to 8. 
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Table 1
Numerical results for examples (a), (b) and (c) with NFE = 12.
x0 Method |xn − x∗| f (xn) ρ
(a) P3 2.3066e−047 6.3751e−047 3.0072
OP4 4.3523e−102 1.2029e−101 4.0086
O4 4.8857e−116 1.3503e−115 4.0029
x0 = 1 MOP8 2.5027e−270 6.9173e−270 8.0000
BRW8 1.3075e−233 3.6137e−233 7.9998
TP8 1.7471e−107 4.8289e−107 7.9893
(b) P3 1.3670e−080 8.2023e−080 3.0000
OP4 2.4715e−264 1.4829e−263 4.0000
O4 1.5387e−239 9.2324e−239 4.0000
x0 = −0.7 MOP8 0.0000e+000 0.0000e+000 8.0063
BRW8 0.0000e+000 0.0000e+000 8.0851
TP8 0.0000e+000 0.0000e+000 8.1064
(c) P3 3.0259e−025 6.1448e−024 2.9998
OP4 4.3427e−075 8.8189e−074 4.0000
O4 1.0749e−155 2.1828e−154 4.0000
x0 = −1.5 MOP8 1.9981e−207 4.0576e−206 8.0002
BRW8 2.2944e−134 4.6594e−133 8.0022
TP8 1.2336e−132 2.5052e−131 7.8606
Then, the newmethods, optimal Potra–Pták’s method andmodified optimal Potra–Pták’s method reach optimal order of
convergence four and eight, with three and four functional evaluations respectively. The efficiency indices for thesemethods
are 1.5874 and 1.6818.
4. Numerical results
In this section we check the effectiveness of the newmethods, optimal Potra–Pták’s method, (OP4) and the new optimal
eighth-order method, (MOP8), compared with the classical methods Potra–Pták’s, (P3), of order 3, Ostrowski, (O4), of order
4 and also with two recent eighth-order methods recently published, (BRW8), the method defined by (1) taking β = − 12
and H(t) = 1+ 2t1+t and (TP8) defined by (2) taking β = 3 and ϕ(t) = 1+ 2t + (5− 2b)t2 + (12− 12b+ 2b2)t3. We use
the following examples, some of them taken from [8,11].
(a) f (x) = 10xe−x2 − 1; α ≈ 1.6796306104284499
(b) f (x) = e−x2+x+2 − cos(x+ 1)+ x3 + 1; α = −1
(c) f (x) = xex2 − sin2(x)+ 3 cos(x)+ 5; α ≈ − 1.2076478271309189
(d) f (x) = cos(x)− x; α ≈ 0.7390851332151606
(e) f (x) = (x− 2)(x10 + x+ 1)e−x−1; α = 2
(f) Let us consider Kepler’s equation f (x) = x − e sin(x) − M; where 0 ≤ e < 1 and 0 ≤ M ≤ pi . A numerical
study, for different values of M and e has been performed in [15]. We take values M = 0.01 and e = 0.9995
that the authors consider out of the limit for getting convergence with Newton’s method. In this case the solution is
α ≈ 0.3899777749463621.
Nowadays, high-order methods are important because numerical applications use high precision in their computations;
for this reason numerical computations have been carried out using variable precision arithmetic in MATLAB 7.1.
Tables 1 and 2 show the distance between the approximation xn and the root α computed with 350 significant digits,
where xn is calculated by using the same number of function evaluations (NFE) in all methods, the value of f (xn) and the
computational order of convergence ρ, defined by Weerakoon et al. (see [16]):
ρ ≈ ln(|xn+1 − α| / |xn − α|)
ln(|xn − α| / |xn−1 − α|) . (32)
Table 3 shows the number of iterations and the number of functional evaluations (NFE) required to obtain |xk+1 − xk| <
10−300.
Numerical results are in concordance with the theory developed in this paper. In all the examples, the results obtained
with our new methods reach similar tolerance as the other optimal methods.
5. Conclusions
In this paperwe introduce twonewmethods of optimal order. The first one is obtained bymodifying Potra–Pták’smethod
without introducing any new functional evaluation and increasing convergence order in one unit, so that, we have order
four with three functional evaluations. The secondmethod is obtained by performing in the first one a new step of Newton’s
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Table 2
Numerical results for examples (d), (e) and (f) with NFE = 12.
x0 Method |xn − x∗| f (xn) ρ
(d) P3 7.6007e−095 1.2721e−094 3.0000
OP4 1.6286e−273 2.7256e−273 4.0000
O4 4.2140e−296 7.0526e−296 4.0000
x0 = 0.3 MOP8 0.0000e+000 0.0000e+000 8.2168
BRW8 0.0000e+000 0.0000e+000 8.1251
TP8 1.0310e−176 1.7255e−176 8.0007
(e) P3 2.3805e−033 1.2172e−031 3.0000
OP4 7.6105e−097 3.8914e−095 4.0000
O4 5.4276e−145 2.7752e−143 4.0000
x0 = 2.1 MOP8 2.4747e−227 1.2653e−225 8.0000
BRW8 9.5966e−213 4.9069e−211 8.0001
TP8 2.4459e−264 1.2506e−262 8.0000
(f) P3 1.3394e−010 1.0119e−011 2.9587
OP4 7.5683e−028 5.7174e−029 3.9939
O4 3.1863e−049 2.4071e−050 3.9999
x0 = M + e MOP8 2.3038e−069 1.7404e−070 8.0177
BRW8 4.3627e−045 3.2958e−046 8.2002
TP8 9.3237e−090 7.0436e−091 7.9618
Table 3
Numerical results for different methods with stopping criterion |xk+1 − xk| < 10−300 .
(a) (b) (c) (d) (e) (f)
x0 1 −0.7 −1.5 0.3 2.1 M + e
ITER
P3 7 7 8 7 8 9
OP4 6 6 7 6 6 7
O4 6 6 6 6 6 7
MOP8 4 4 5 4 5 5
BRW8 4 5 5 4 5 5
TP8 5 4 5 5 5 5
NFE
P3 21 21 24 21 24 27
OP4 18 18 21 18 18 21
O4 18 18 18 18 18 21
MOP8 16 16 20 16 20 20
BRW8 16 20 20 16 20 20
TP8 20 16 20 20 20 20
method and by approximating the derivative by already computed functional values. We get an eighth-order method with
only four functional evaluations, so Kung and Traub’s conjecture [2] is fulfilled. The theoretical results have been checked
with some numerical examples.
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