Abstract. The spreading speeds and traveling waves are established for a class of non-monotone discrete-time integrodifference equation models. It is shown that the spreading speed is linearly determinate and coincides with the minimal wave speed of traveling waves.
appropriate Banach space (for traveling waves). Consequently, we obtain a set of sufficient conditions for the existence of the spreading speed, and the existence and nonexistence of traveling waves. It turns out that the spreading speed is linearly determinate and coincides with the minimal wave speed of traveling waves for this class of non-monotone discrete-time integrodifference equation population models.
The rest parts of this paper are organized as follows. In section 2, we first present a general result for monotone integrodifference equations, then we establish the spreading speed c * by the comparison method and a fluctuation type argument. In section 3, we use the Schauder fixed point theorem to obtain the existence of traveling waves with the wave speed c > c * . The property of the spreading speed is employed to prove the asymptotic property of the wave profile at +∞ and the nonexistence of traveling waves with c < c * . A limiting argument gives the existence of the traveling wave with the wave speed c * . Section 4 is aimed at the applications of the main results to three types of growth functions arising from population biology.
2. Spreading speeds. Let C be the space of all bounded and continuous functions from R to R equipped with the compact open topology. For a given number r > 0, let C r := {φ ∈ C : 0 ≤ φ(x) ≤ r, ∀x ∈ R}.
Let k(x) be a nonnegative Lebesgue measurable function on R. Throughout this paper, we assume that the kernel k(x) has the following property:
(K) R k(y)dy = 1, k(−y) = k(y), ∀y ∈ R, and R e −αy k(y)dy < ∞, ∀α ∈ [0, ∆), where ∆ > 0 is the abscissa of convergence and it may be infinity. We consider a discrete-time integrodifference equation Let U (x) be a continuous function on R. We say U (x + cn) is a traveling wave solution of (2.1) with the wave speed c if u n (x) = U (x + cn), ∀n ≥ 0, satisfies (2.1), and U (x + cn) connects 0 to β if U (−∞) = 0 and U (+∞) = β. It is easy to see that U (x + cn) is a traveling wave solution of (2.1) if and only if
The following result is essentially due to Weinberger [20] , and shows that c * h is not only the spreading speed but also the minimal wave speed of monotone traveling waves for system (2.1).
Theorem 2.1. Let (H1) and (H2) hold. Then the following statements are valid: (i) For any u 0 ∈ C β with compact support, the solution of (2.1) satisfies lim n→∞,|x|≥cn
(ii) For any u 0 ∈ C β \ {0}, the solution of (2.1) satisfies lim n→∞,|x|≤cn
For any c ≥ c * h , (2.1) has a traveling wave U (x + cn) connecting 0 to β such that U (x) is nondecreasing in x, and for any c ∈ (0, c * h ), (2.1) has no traveling wave U (x + cn) connecting 0 to β. Proof. The existence of the spreading speed, together with the formula (2.2), and traveling waves is a straightforward consequence of [20, in the case where ∆ = +∞, and [11, Theorem 2.11 and Theorem 2.15] with τ = 0 in the case where ∆ < +∞. Indeed, the proof of [11, Theorem 3.10] implies that [11, Theorem 3.10] with inf µ>0 Φ(µ) replaced by inf 0<µ<∆ Φ(µ) is still valid, provided that (C5) holds for all µ 1 , µ 2 ∈ (−∆, ∆) and Φ(µ) assumes its minimum value at µ * ∈ (0, ∆). Thus, the formula (2.2) also holds in the case where ∆ < +∞. By [11, Theorem 3.5] , it follows that the number r = r σ in [11, Theorem 2.15] can be chosen to be independent of σ > 0. For any u 0 ∈ C β \ {0}, it is easy to show that there exists an integer n 0 ≥ 1 such that u n0 (x) > 0 for x in an interval of length greater 2r. Taking u n0 (x) as a new initial data, we see that conclusion (ii) holds. The nonexistence of traveling waves is implied by conclusion (ii) (see also [11, Theorem 4.1] ).
Next we consider the discrete-time integrodifference equation
It then follows that 
To obtain the upward convergence as stated in Theorem 2.1 (ii), we need to impose one of the following two additional conditions on f .
(C1) u
u is strictly decreasing for u ∈ (0, b], and f (u) has the property (P) that for any v, w
Motivated by the proofs of [17, Theorems 2.9 and 2.12], we have the following observation.
Lemma 2.2. Either of the following two conditions is sufficient for the property (P) in condition (C2) to hold:
In the case where (P1) holds, since vf (v) ≥ f (w)f (v) ≥ wf (w), it follows that v ≥ w, and hence v = w. In the case where (P2) holds, we
and hence,
we further have w = u * = v. Now we are a position to prove the main result of this section. Theorem 2.3. Let (F1) and (F2) hold and c * f be defined as in (2.2) with h = f . Then the following statements are valid:
(1) For any u 0 ∈ C u * + with compact support, the solution of (2.3) satisfies lim n→∞,|x|≥cn
Clearly, Q ± is monotone (order preserving) on C b and
By Theorem 2.1, it follows that c * is the spreading speed for the discrete-time system 
Case 3. In the case where (C1) holds, we see that u * ≤ u *
, and hence,
, the upward convergence in case (3) follows from the conclusion in case (2) .
In the case where (C2) holds, we use similar arguments as in the proof of [17, Lemma 3.10] (see also the proof of [19 
For any β ∈ (0, c * ), we define
Let c ∈ (0, c * ) be given. We fix a number γ ∈ (c, c * ) and define
It then follows that
By the conclusion in case 2, we have
For any β ∈ (c, γ), we choose two sequences n j → ∞, and x j ∈ R with |x j | ≤ βn j such that lim j→∞ u nj (x j ) = U * (β). It is easy to see that
and hence
Similarly, we have
Thus,
By the definition of function g, we can find
It then follows from (2.5) that
This, together with the strict monotonicity of
By (2.6) and the property (P), we obtain v = w. It then follows from (2.6) that
and hence, 0 < V * (c, γ) = f (V * (c, γ)). By the uniqueness of positive fixed point of
which implies that lim n→∞,|x|≤cn u n (x) = u * for any c ∈ (0, c * ). Remark 2.1. Under the assumption that R m k(y)dy = 1, k(x) = k(y), ∀x, y ∈ R m with |x| = |y|, Theorem 2.3 is still valid if we replace R with R m .
3. Traveling waves. In this section, we establish the existence and nonexistence of traveling waves for systems (2.3) by appealing to the Schauder fixed point theorem and the property of the spreading speed.
For a given λ > 0, let
and
By 1 , λ 2 ) . Thus, we have
, for appropriate a > 0 and δ > 0. To obtain the existence of traveling waves, we impose the following weaker condition on f (cf. [3] ).
(F3) There exist real numbers δ * ∈ (0, δ 0 ], σ > 1 and a > 0 such that 
Let T ± be defined as in (3.1) with f replaced by f ± . It then follows that T ± is nondecreasing with respect to the pointwise ordering on C b , and that
Following [3] , we define
, ∀ξ ∈ R. Thus, we further have By (3.2), (3.3) and the definition of φ + , it then follows that T + (φ + ) ≤ φ + . We first fix a sufficiently small * ∈ (0, λ 1 (σ − 1)] such that λ 1 + * < λ 2 , and hence K(c, λ 1 + * ) < 1. We then choose a sufficiently large number M ≥ 1 such that
Following [19] , we define
Let ξ 0 := − ln M * . Then we have
, it is easy to see that
Clearly, we have
In view of (F3) and the fact that f − (u) = f (u), ∀u ∈ [0, δ 0 ], we then have
By (3.5), (3.6 ) and the definition of φ − , it follows that T − (φ − ) ≥ φ − . Now we fix a number λ ∈ (0, λ 1 ). It is easy to see that both φ − and φ + are elements in X λ . Thus, the set
is a nonempty, closed and convex subset of X λ . For any φ ∈ Y , we have
This implies that T : Y → Y is continuous. We further show that T (Y ) is precompact in X λ . For any φ ∈ Y , ξ 1 , ξ 2 ∈ R, we have
where g(ξ) = R |k(ξ + y) − k(y)|dy, ∀ξ ∈ R. Since lim ξ→0 g(ξ) = 0, it follows that the family of functions {T (φ)(ξ) : φ ∈ Y } is uniformly bounded and equicontinuous in ξ ∈ R. Thus, for any given sequence {ψ n } n≥1 in T (Y ), there exist n k → ∞ and
Therefore, for any > 0, there exists B > 0 such that
Since lim k→∞ (ψ n k (ξ) − ψ(ξ))e −λξ = 0 uniformly for ξ ∈ [−B, B], there exists an integer N > 0 such that
This implies that lim k→∞ ψ n k = ψ in X λ . By the Schauder fixed point theorem, there exists U ∈ Y such that U = T (U ), and hence, U (x + cn) is a traveling wave of (2.3). Thus, there exists N 0 > 0 such that a n+1 − b n < 0, ∀n ≥ N 0 , and hence,
If, in addition, either (C1) or (C2) holds, then Theorem 2.3 (3) implies that lim n→∞,|x|≤cn
By the same arguments as above, we further have U (+∞) = u * . Theorem 3.2. Let (F 1)−(F 3) hold. Then (2.3) has a traveling wave U (x+c * f n) such that U ∈ C u * + \ {0, u * } and
If, in addition, either (C1) or (C2) holds, then U (+∞) = u * . Proof. Choose a sequence {c j } j≥1 ⊂ (c * f , +∞) such that lim j→∞ c j = c * f . By Theorem 3.1 (2), it follows that (2.3) has a traveling wave U j (x + c j n) such that U j ∈ C u * + \ {0}, U j (−∞) = 0 and
Without loss of generality, we assume that
It follows that
where g(ξ) is defined as in the proof of Theorem 3.1. Then the family of functions {U j (ξ) : j ≥ 1} is uniformly bounded and equicontinuous in ξ ∈ R. Thus, there exist j k → +∞ and U ∈ C(R, R) such that lim k→∞ U j k (ξ) = U (ξ) uniformly for ξ in any compact subset of R. Clearly, U ∈ C u * + and U (0) = 1 2 u * − . Letting j = j k → +∞ in (3.7) and using the dominated convergence theorem, we obtain
and hence, u n (x) := U (x + c * f n) is a traveling wave of (2.3). As in the proof of Theorem 3.1 (2), we see that Theorem 2.3 (2) and (3) imply the asymptotic behavior of U (ξ) as ξ → +∞.
Compared with Theorem 3.1 (2), we expect that U (−∞) = 0 in Theorem 3.2. However, we are not able to prove it at this moment since the limiting function U (ξ) may not be nondecreasing on R.
Examples.
In this section, we present illustrative examples by choosing three types of growth functions from population biology.
First, we consider the logistic type function . Note that
It then follows that f (u) satisfies the property (P2) if r ∈ (2, 3]. By Theorems 2.1 and 2.3 and Theorems 3.1 and 3.2, we have the following result. In Example 4.1, we can also verify that for any r > 0, uf (u) is strictly increasing on [0, 2K/3] and strictly decreasing on [2K/3, +∞). It then follows that f (u) satisfies the property (P1) if r ∈ (2, 8/3], but does not satisfies the property (P1) if r ∈ (8/3, 4). So we chose to use the property (P2) to obtain the upward convergence as stated in Theorem 2.3 (3) for r in a larger interval (1, 3] . By taking u 0 as a constant function in integrodifference equation (2.3) , we see that the upward convergence implies that u * is a globally attractive fixed point for the map f on (0, u * + ]. Note that |f (u * )| = |2 − r| > 1, ∀r ∈ (3, 4). By [5, Theorem 3.8] , it then follows that for any r ∈ (3, 4), u * is a unstable fixed point of f . This implies that the upward convergence does not hold for any r ∈ (3, 4) . Thus, the interval (1, 3] for parameter r is optimal for the upward convergence.
Among other things, Kot [7] observed numerically four types of discrete-time traveling waves for the integrodifference equation ( Figure 10a-d] . Clearly, this system is a special case of Example 4.1 with r = 1 + r 0 and K = (1 + r 0 )/r 0 . It is easy to see that our analytic results in Example 4.1 are consistent with these numerical simulations. Note that there is an increasing sequence of parameter values r 1 = 3 < r 2 ≈ 3.449 < r 3 ≈ 3.544 < r 4 ≈ 3.564 < . . . at which the logistic map f (u) = ru 1 −
