3D collaborative interaction raises issues like awareness of the Virtual Environment that have been well known for some time. They have been the subject of research activities that have led to some interesting results described in the literature. Unfortunately, most of these results have not yet been not implemented in the software systems daily used by industry and remains only theoretical concepts. That is why we recently started a project to transfer some of these results in the aerospace industry for the Airbus Group. Beyond this first transfer target, we also intend to measure the real gains (in real industrial conditions) for the users, and then for the company. This second goal is essential because in most publications, user testing is not satisfying (lack of real users, lack of real procedures, non significant number of subjects). In this paper, we describe the first step of this work in progress and more precisely, the basic interaction features we have developed. Currently, we are designing the first user tests.
PRESENTATION OF THE OVERALL CONTEXT
Virtual reality has been entering the industrial world for a long time. It is now used routinely in design and manufacturing processes mainly in large companies. In this project, we consider a specific industrial context: aerospace with Airbus Group. Airbus Group have been using VR for more than ten years to design and develop their aerospace products. A second major step will be to perform more complex experiments simultaneously involving several remote sites. For instance, if a complex problem occurs during the final stages of assembling a launcher, it may be necessary to involve experts who were involved in the initial design and/or the initial assembly. Traditionally these meetings are held over the telephone or using videoconferencing. Airbus would like to replace them with collaborative VR working sessions between multiple remote sites. It is well known that such sessions raise complex issues particularly for interaction between users. The first is the awareness of the Virtual Environment: when a user is immersed, it may be very difficult to fully perceive -and then, understandthe VE. Of course, the more complex the VE is, the more difficult it is to understand. So, improving awareness is still a big challenge for collaborative interaction in VR and several aspects must be considered [8] : -Components of the VE: it is not easy to fully perceive a dense environment like the inside of a launcher (figure 1). There are lots of technical components (pipes, harnesses equipement…) which may induce occlusions that prevent the user from seeing the whole VE at a single glance. Moreover, it is easy to get disoriented, especially, when complex operations which induce forced body movements are required. Therefore, it is necessary to provide users with efficient spatial referencing tools so that they know precisely where they are in the VE [10]. Unfortunately, some solutions to these problems can be antagonistic. For instance, adding additional viewing windows to address the problem of remote visualization may decrease the feeling of presence and therefore awareness. Consequently, trying to perform efficient collaborative working sessions is much more complex than simply finding three separate solutions to these three issues. It is therefore necessary to establish balance between sometimes opposing constraints. In order to provide efficient solutions to this global challenge, we first observed the current industrial procedures in VR experiments. Then we started to develop some basic collaborative interaction features based on previous work. These first features have already been tested and validated by Airbus experts. The second step is to integrate them into the operational software systems used by Airbus. The third step is to test these features in real conditions: real users and procedures, with a significant number of users.
DESCRIPTION OF THE CURRENT SYSTEM
We are designing a system which offers interaction tools that improve awareness for immersed users. They generate noise and interference and cause a lot of repetition between the users. The system we are developing is intended to reduce/eliminate these drawbacks by replacing most of the oral exchanges by VR interaction tools. It seems that it is easier to describe a position in the VE or to designate a 3D object by showing the information in the scene through an appropriate metaphor.
Basic Designation Features
In the VE, users are represented by a virtual head and a virtual hand. In order to ease the manipulation and to access a virtual menu, they can switch their virtual hand to a virtual ray.
To show a specific component, users can either use a virtual ray [6] or highlight it. In the first case, the designation is dynamic and doesn't modify the 3D scene. In the second case, the designation is more persistent and users may choose between several designation metaphors:
• Bounding volume: the component is surrounded by a transparent sphere.
• Spotlight: the component is highlighted by a spotlight and ambient light is lowered in order to obtain a more noticeable contrast.
• Flashing Texture: the texture of the component is visible intermittently.
• Outline shader: the component is surrounded by a color line.
It remains visible if it is hidden by other objects.
Remote Visualization
In order to better perceive what other users are seeing, multiple views are often displayed in a splitscreen [2, 9] . This kind of display is very useful in classical 3D expriments but in a VR context, it can significantly reduce, or even break, the feelings of immersion and presence. For this reason, we enable the immersed user to define 3D camera(s) in the global scene and to display the view(s) in additional window(s) in the VE. A camera and a window are defined as 3D objects in the scene and can be manipulated by users like other objects. They can modify all the parameters of the camera. These cameras can be placed before the session by a master operator. To understand their specific task, users have to check all these preset flows. Based on the same principle (window and camera), immersed users can get the viewpoint of remote users to see what they are currently doing or what they are talking about.
Component Trajectory
In order to explain/understand a global process, it may be useful to show the trajectory of some components during the progress of the task. For instance, showing the movement of a tool from the workbench to its area of use, or the movement of a component that must be introduced/removed in/from the launcher. This is the reason why we are developing a tool to define trajectories in the virtual environment. The trajectory can be defined during the working session by manually placing and orienting a sequence of points or by capturing a 3D movement using a tracking sensor. These two modes can be mixed ; for instance, by first quickly defining a rough trajectory using some individual points and second, by refining parts that need more precision. A trajectory can be visualized by dynamically moving the component linked to it following the 3D path. The trajectory is a real 3D line (gathering not only the localization of each point but also its orientation) enabling movements of components « around » the trajectory. For instance, we can precisely describe the path of a tool so that it can pass through a small window which forces it to modify its orientation. As with the cameras, a master user can define, before the session, the trajectories of some components during a task. The final user has to play each trajectory to understand the global task.
CONCLUSION
After having developed basic interaction features, we are now designing a test protocol in order to study these tools both quantitatively and qualitatively. We intend to measure some real industrial task executions (time, precision) and to ask users for feedback (comfort, acceptability…) . Thanks to these tests, we want to analyze the real benefits taking into account the additional cognitive load. These tests aim to first measure the gains for the users and second try to analyze the contribution of these interaction features towards improving global awareness. More precisely, we intend to quantitatively and qualitatively refine the following figure showing how the interaction features contribute to the collaboration. In the future, we plan to design new and original interaction features for adding 3D annotations (text, images, sounds) and for helping complex component manipulation involving more than a single user.
