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Optimal Traffic Control at Railway Junctions 
 
T.K. Ho J.P. Norton   C.J. Goodman 
 
Abstract: Conflict occurs when two or more trains approach the same junction within a 
specified time. Such conflicts result in delays. Current practices to assign the right of way at 
junctions achieve orderly and safe passage of the trains, but do not attempt to reduce the 
delays. A traffic controller developed in this paper assigns right of way to impose minimum 
total weighted delay on the trains. The traffic flow model and the optimisation technique used 
in this controller are described. Simulation studies of the performance of the controller are 
given. 
 
 
1 Introduction 
 
A prime concern for the quality of railway service is punctuality or regularity in systems with 
tight headway. However, unpredictable disturbances to the normal service occur, like traction 
equipment faults and excessive boarding times. They cannot be eliminated, arising from 
many factors beyond the control of railway engineers and management. Therefore, measures 
to reduce the effects of disturbance to normal service are of great importance. 
 
Delay to one train may eventually slows down the trains behind, through signalling 
constraints. The effect propagates and may magnify a minor disturbance. When a delayed 
train approaches a section of track whose right of way is not exclusive to traffic in one 
direction and does not arrive at this section at the scheduled time, it may be in dispute for 
right of way with train(s) from other direction(s). The commonest conflict areas are junctions 
where traffic from more than one direction merges. Braking and stopping to resolve conflicts 
increase delays. 
 
Chua [1] devised an algorithm which successfully recovers the train service from disturbance, 
but only in systems with no diverging or converging traffic. Current practices to deal with 
traffic conflicts at railway junctions are primitive. König [2] outlined four: 
 
1. Scheduled sequence. Trains are authorised to pass through the junction in the order 
specified by the timetable,  regardless of their delays. 
2. First come-first served. Trains may pass through the junction in their actual order of 
arrival. 
3. Priority. Trains are authorised to pass according to priority indexes related to the train 
type. 
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4. Maximum capacity. The train whose route includes fewest conflict sections is authorised 
through the junction first. This rule is intended to maximise junction capacity. 
These strategies do not anticipate the consequences of actions taken, either near the conflict 
area or in other parts of the rail network. Train delays may not be reduced but may even be 
aggravated as a result. Therefore, a conflict resolution minimising total delay is desirable. 
 
A preliminary study [3], using a simple deterministic approach, was carried out to clarify the 
possible difficulties of developing a delay-minimising traffic controller. The study included 
the calculation of additional delays imposed on the trains for all control options (sequences of 
assignment of right of way). The two major findings were: 
 
1. To enable quick assessment of the consequences of possible control actions, a traffic 
movement model must predict train movement with reasonable accuracy and high speed. 
2. The number of control options increases rapidly with the number of trains involved. An 
exhaustive search for the best control option becomes time-consuming or even 
impracticable. A more efficient optimisation technique is therefore necessary. 
 
This paper describes the development of an event-based traffic flow model and its use with 
dynamic programming to realise a delay-optimised traffic controller for a converging railway 
junction. The performance of the controller will be examined through simulation. 
 
Whilst the main purpose of the work is to demonstrate the feasibility of an online model-
based junction optimisation technique of interest to railway operators, it also forms an 
example of the general problems arising from attempts to apply optimisation techniques to 
flow systems. 
 
 
2 Event-Based Traffic Model 
 
Levine and Athans [4] first modelled traffic flow in a railway system by a number of state-
space motion equations, allowing optimal control theory to regulate the position and velocity 
deviations of the trains. Peppard and Gourishanker [5] modified the model to include better 
position control and take passenger comfort into consideration. However, as these models 
require evaluation of the trains' positions, velocities and accelerations at every time 
increment, the amount of computation prevents them from being a practical tool. 
 
Cury et al. [6] proposed another traffic flow model which measures the progress of a train by 
the timings of its arrival at stations. Since details of the train movement between stations, 
such as its speed, acceleration and operation mode, are hidden, the demand on computation is 
hugely alleviated. Van Breusegem et al. [7] employed an event-based traffic model for 
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computational economy. They implemented a state-feedback control algorithm to recover the 
train service from disturbances, but not to resolve conflicts. 
In railway systems, signals are the medium to convey control actions. The event-based traffic 
flow model developed in this study will take account of the constraints imposed by the 
signalling system. Specifically, this model caters for fixed-block signalling. 
 
2.1 State definition for flow model 
 
With fixed-block signalling, the events governing progress of a train are clearance of 
signalling blocks ahead. Defining the instant when the nose of a train reaches the start of a 
signalling block as its arrival time in that block; and the instant when its tail clears a 
signalling block as its departure time, the difference between arrival times in two consecutive 
blocks (i.e. the inter-block run time) depends on the signal status of the present block, 
determined by the departure times of the train in front from the signalling blocks ahead. The 
state of the traffic flow model is therefore defined in an unorthodox way, as a collection of 
block arrival and departure times. A different definition will be employed later for conflict 
resolution (see section 3.1). 
 
For a k-aspect fixed-block signalling system, define tAj
i '  and tDj
i '  as arrival and departure times 
of train i at and from signalling block j respectively. Let the traffic state at stage n be 
 x x xAn
T
Dn
T T  
where  x col t i j n i i k i NAn Aji     ' | ' , ' , , , ,1 2   
  x col t i j n i i k i NDn Dji     ' | ' , ' , , , ,1 2          where N is the number of trains 
Note that i' encodes train identity (given k) and that state evolution is indexed by n, a function 
of both i' and block. 
 
For example, when two trains, T2 and T3 (with i=2, i=3), approach a junction in a 3-aspect 
signalling system, the states evolve as follows during movement over a few signalling blocks: 
 x t tA A A
T
10 4
6
1
9    x t tD D D T10 46 19  
 x t tA A A
T
11 5
6
2
9    x t tD D D T11 56 29  
  x t tA A A T12 66 39     x t tD D D T12 66 39  
To obtain xA12 , it is necessary to calculate t A6
6  and t A3
9  from the previous states. To find t A3
9 , 
we must know the running time of T3 from block 1 to 2, which requires the signal status at 
the end of block 2. Assuming zero overlap distance, from Figures 1a-1d the timing conditions 
for the signal status in block 2 are as follows: 
 
If t tD A3
6
2
9  i.e. if T3 leaves block 1 before T2 departs from block 3, T3 will face a red signal. 
If t t tD A D4
6
2
9
3
6   i.e. if T3 enters block 2 before T2 departs from block 4 and after T2 leaves 
block 3, T3 will face a yellow signal. 
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If t tA D2
9
4
6  i.e. if T3 enters block 2 after T2 departs from block 4, T3 will face a green signal 
in block 2. 
 
In other words, evaluation of t A3
9  in xA12  requires comparisons of t A2
9  of xA11 with tD3
6  of xD9  
and tD4
6  of xD10 . When the signal status in block 2 is known, tD1
9  of xD10  can also be calculated: 
t tA A3
9
2
9    running time in block 2 according to the signal status in  block 2 
t tD A1
9
2
9    running time required for the tail of train 3 to clear the joint between blocks 1 and 
2 (determined by the signal status in block 2). 
 
Since there is no train ahead of T2, t A6
6  and tD4
6  are obtained by adding the corresponding 
running times to t A5
6 . 
 
2.2 Running times between signalling blocks and interim changes of signals 
 
To speed up updating of states, running times of trains through the signalling blocks 
concerned are found in advance, stored in look-up tables and fetched once the signal status is 
determined. The running time from one block end to another depends upon the train's speed 
profile, which is defined by the speed commands imposed by the signal status of the previous 
and current blocks. Therefore, the look-up tables contain inter-block running times for all 
possible signalling situations. If the aspects of a signalling system are arranged in order of 
increasing restriction (e.g. 1 -- green; 2 -- yellow; 3 -- red), the signals which a train faces in 
any two consecutive blocks should not differ by more than one. In an n-aspect signalling 
system, if a train faces aspect i, it should expect the aspect in the next block to be either  
   i-1, i or i+1  when i=2,...,n-1 
   i or i+1 when i=1 
Three look-up tables are required. The first contains the running times from one end of each 
block to the other end (arrival time) whilst the second consists of the times required to clear 
the previous block (departure time) for all possible signalling situations in each block. The 
third is for the most restrictive aspect which normally imposes a speed restriction of zero. 
When a train faces this aspect, it may be braked to a halt before the end of the block and it 
will remain stationary for an unknown period of time. This table, called the stop-signal 
running-time table, consists of four items: 
1. Stop time: time required to come to a halt 
2. Clear time: time required to clear previous block, taken from the instant of either 
entering the block or restarting from a stop. 
3. Arrival time: time required to reach the end of block after restarting from a stop 
4. Departure time: time required to clear the block after restarting from a stop 
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It is convenient and economical to obtain the look-up tables through simulation. An existing 
multi-train simulation package [8] [9] developed in the University of Birmingham has been 
used.  
 
The run times were obtained on the assumption that the signal remains the same as the train 
travels from one end of the block to the other. However, in practice the signal may change 
before the train reaches the block end, which leads to a change of speed command. Hence the 
timings from the look-up tables have to be modified. 
 
Assuming constant accelerating and braking rates, Figure 2 shows the speed profile of a train 
when the signal it faces changes from 'Yellow' to 'Green' at t1 . With v1 and v2 the speed 
commands implied by the signals 'Green' and 'Yellow' respectively, the following timings are 
defined:  
t1 :  time elapsed before signal changes 
t2 :  time for the train to travel to the block end after signal has changed 
t3:  time required if the signal remains and the train slows from v1 to v2 
 
If the signal changes, the arrival time becomes t t1 2 . The length of the signalling block 
equals to the areas under the two speed curves, which must thus be the same, so, 
  t t t1 2 3   or tt
t
t
1
3
2
3
1   
When t
t
1
3
0  (i.e. t1 0 ), the signal changes just as the train enters the block, the train travels 
along the block at v1 and t2 is the time tv1 to travel along the block at speed v1, obtained from 
the look-up tables. Since t tv1 3 , tt
v1
3
1 . 
 
When 
t
t
1
3
1 , the signal changes as the train reaches the block end, so t2 0 . The constraints 
and boundary conditions of t
t
2
3
 vs t
t
1
3
 are shown in Figure 3. 
 
Speed restrictions, track geometry and jerk limits make the speed profile more complicated 
than shown in Figure 2. Finding the exact relationship between t
t
2
3
 and t
t
1
3
 analytically 
becomes impractical. Within the given constraints, the simplest estimate is the linear 
relationship (dashed line) in Figure 3. When t1  is known, t2  can be calculated by: 



 
3
1
12 1 t
t
tt v  
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The modified running time is 


 
3
1
1121 1 t
tttttt vm , where tv1 and t3 can be found in 
the look-up tables, and t1  is specified according to the location of the train ahead. 
 
 
 
 
2.3 Simulation and verification 
 
The usefulness of the event-based traffic model has been examined by test runs of two trains 
through a 20-block section of track of the Singapore metro system. The trains both had the 
same type of traction equipment. The traffic flow model was checked by setting up various 
initial traffic situations which cause representative interactions via the signalling system. As 
the worst error should occur when such interactions are frequent, hold-ups of the train in 
front kept the two trains close enough for the train behind to experience different signalling 
interactions and interim signal changes. The arrival and departure times of the train in the 
rear, obtained by the traffic flow model and look-up tables, were compared with those 
produced by a time-based multi-train simulator. The effects of interim changes of signals on 
the accuracy of the model were also investigated by comparing with timings obtained from 
the traffic flow model with and without the consideration of interim signal changes. 
 
Timings predicted by the traffic model [10] agreed closely with those from the multi-train 
simulator. Consideration of interim signal changes reduced the absolute error by more than 
50%. The linear relationship (Figure 3) leads to timings only 2-3% different from those of the 
multi-train simulator. 
 
These results show that this model allows simple and systematic representation of traffic 
progress. The event-based traffic model operates more than 20 times faster than the time-
based multi-train simulator with the same hardware. Thus, it allows quick evaluation of 
possible conflict-resolving options at railway junctions. 
 
 
3 Optimisation by Dynamic Programming 
 
The number of possible schedules to resolve a conflict increases sharply with the number of 
trains within the conflict area, so it is impractical to examine all schedules. A schedule 
consists of a sequence of right-of-way assignments (control actions), so conflict resolution 
can be regarded as a multi-stage decision-making process. 
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Dynamic programming is a long-established technique for multi-stage decision problems. It 
is discussed in detail by Bellman [11] [12]. It converts a multi-stage decision process, 
containing many interdependent decision variables, into a series of single-stage problems, 
each containing only a few. It examines only a small subset of possible decision sequences, 
guaranteed, under the right conditions, to contain the optimal solution. 
 
 
 
3.1 State-space model for optimisation 
 
Here the state of the system, as used by the optimisation procedure, will be discussed. 
Conflict resolution is treated as a multi-stage process in which each stage allows one train to 
pass through the junction and is characterised by the number of trains left in the conflict area. 
 
Each stage has a set of possible train distributions in the conflict area. For instance, when 3 
trains are left on 2 converging routes, there are 4 possible distributions as in Figure 4. 
 
Different control actions may lead to the same distribution of trains, but different speeds and 
positions. Hence, the state of the system is defined by the distribution of trains and their 
speeds and positions. In general, it consists of: 
xi  (i=1,.....,M): number of remaining trains on each of M converging routes, and 
xj  (j=M+1,.....,M+2N): positions and speeds of all N trains, both cleared and remaining in the 
conflict area 
 
3.2 Operation 
 
The application of dynamic programming will be described through a simple example in 
which three trains approach a junction through two converging routes, routes 0 and 1. 
 
Excluding the initial stage, the system has to undergo as many stages as the number of trains 
initially in the conflict area. The possible transformations are shown in Figure 5. 
 
If         3,2,1 uuuu   is the sequence of decisions made in successive stages, the possible 
control sequences are {{u}}={{0,0,1}, {0,1,0}, {1,0,0}}, where 0,1 indicate which route is 
given right of way. The resulting sequences of states are 
for {u}={0,0,1}: {x}={x'(0), x'(1), x''(2), x'(3)} 
for {u}={0,1,0}: {x}={x'(0), x'(1), x'(2), x'(3)} 
for {u}={1,0,0}: {x}={x'(0), x''(1), x'''(2), x'(3)} 
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Forward dynamic programming will be described; a backward version is equally possible. 
With f1, f2  and f3 the cost of reaching the corresponding stages respectively, the minimum 
cost   1x1g  of reaching all possible x(1) is computed first. For each x(1), the control action 
 u 1  which minimises f1 is recorded. As both x' ( )1  and  1''x  can be reached from the initial 
state only by one control action (0 and 1 respectively), 0 and 1 are  u 1 . 
 
The tables below show the results of stage 2, where again there is no choice of  u 2  for a 
given x(2): 
  2x    2u               2x2g       u 2  
 x' ( )2      1      1'x1,2'x 12 gf          1 
  2''x      0      1'x0,2''x 12 gf          0 
x' ' ' ( )2      0      1''x1,2'''x 12 gf          0 
   Table 1  Optimisation at stage 2 
 
and stage 3, where there is a choice: 
  3x    3u                                    3x3g     u 3  
 x' ( )3    0, 1   
           
      





2''x1,3'x
,2'''x0,3'x,2'x0,3'x
min
23
2323
3 gf
gfgf
u
    0 or 1 
  Table 2 Optimisation at stage 3 
 
From  u 3 , the optimal state  x 2  can then be deduced. The optimal decision which results in 
 x 2  is  u 2 , which in turn determines  x 1 , then  u 1 . To sum up, the optimal schedule is 
assembled by backtracking over the optimal control decisions and the corresponding states: 
                u u u3 2 2 1 1   x x  
The cost functions f f f1 2 3,   and  are defined as the weighted delay of the train cleared at the 
corresponding stage. Cost function evaluation requires calculation of train movement under 
the traction and signalling constraints by the event-based traffic flow model. 
 
3.3 Local optimisations 
 
In large examples, the number of possible states at the intermediate stages expands, raising 
computational demand. A simplification of the model is thus needed to reduce the number of 
states. The simplification is local optimisation among states of a stage, prior to the stage 
optimisation,  to eliminate some states. At stage i, m states x1
 , x2
 , ......, xm
  having the same 
train distribution  are grouped together, and the optimal state x  for distribution  is found. 
x  is defined as the state through which the system will be taken to the final state with 
minimum total cost when compared with other states for distribution . The other m-1 states 
will not be the optimal state at stage i even if they take part in the stage optimisation; hence, 
they can be discarded. After the local optimisations, only as many states as distributions of 
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trains will be involved in the stage optimisation. The state-transformation diagram, like 
Figure 5, can be represented by distributions of trains as in Figure 6. The states 
x  and x' ( ) ' ' ' ( )2 2  have the same distribution of trains (one on route 0); only one of them is 
optimal for this distribution. 
 
The reduction of the number of states becomes significant as the number of trains increases. 
Table 3 below shows the numbers of possible states before and after the simplification, where 
n0  and n1 are the number of trains on the two converging routes initially. 
n0     n1 0 1 2   3 4 5 
  0 0/0 1/1 2/2 3/3   4/4   5/5 
  1 1/1 3/3 6/5 10/7 15/9 21/11   
  2 2/2 6/5 13/8 24/11 40/14 62/17 
  3 3/3 10/7 24/11 49/15 90/19 153/23 
  4 4/4 15/9 40/14 90/19 191/24 345/29 
  5 5/5 21/11 62/17 153/23 345/29 691/35 
 Table 3  Number of possible states before/after simplification 
 
The optimal state x  of a distribution  is found by comparing total stage cost from each of 
the m states x j
 , j=1,2,...,m, to the final state. These m sub-optimisations, with x j
  as the initial 
state, can be performed by dynamic programming. Even with the local optimisations, the 
overall computational burden is large, particularly when each local optimisation may lead to 
further optimisations among states of the same distribution. Dynamic programming has to be 
applied recursively. To speed up the computation, an approximation is introduced. The total 
stage costs from, to the final state are the total weighted delays of the trains which have not 
passed the junction in state x j
 , when they reach the final state. The minimal stage costs are 
obtained approximately by comparing the total weighted delays of the trains at state x j
  
instead of the final state. This requires differences of the costs, not their absolute values, and 
the differences of the costs at x j
  provide an useful guide to the final differences. This 
approximation saves computing effort because the total weighted delay at a state x j
  can be 
evaluated by simulation: the trains are allowed to clear the junction as if they were not 
interfered with by other traffic. The differences between their actual and scheduled clearing 
times are the delays they suffer. 
 
 
4 Simulation 
 
Simulations were run to test various aspects of the controller performance in two situations: 
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1. Isolated conflict: a 'one-off' incident, the number of trains involved remaining constant 
while the optimal schedule is devised and enforced. It may occur occasionally within a 
fairly congested railway network where mixed traffic and/or high capacity is expected. 
However, only a few trains are involved normally. 
2.  Consecutive conflicts: one optimal schedule cannot clear all trains before an extra train 
enters the system. A sequence of organised optimal schedules is required to clear all 
trains. Even though such situations arise infrequently, when they do happen, a traffic 
controller is needed most. 
 
The outputs of the controller are a schedule (assignments of right of way) and a cost (total 
weighted delay). It is important to compare the cost with that produced by usual practice 
(default schedule). First come-first served (FCFS) is the simplest and commonest practice 
allowing trains to pass the junction in order of entry into the conflict area. Costs achieved by 
the controller will be compared with those from FCFS. 
 
4.1 Isolated conflict 
 
Here, the number of trains remains the same and so does the number of stages during 
optimisation. It is therefore possible to enumerate all options for resolving a conflict and 
check if the controller has picked the least-cost option. In these tests, the number of trains 
was small to keep the number of options manageable. 
 
To simplify the input data, all trains are assumed to have identical traction equipment. Four 
trains on two routes converge on a junction. A 5-aspect signalling system is adopted, thus the 
trains' arrival and departure times for signalling blocks 5 blocks apart on the same converging 
route constitute a state in the traffic flow model. The initial positions and speeds of the trains 
are set so that even though they do not exactly coincide at the junction, one train has to slow 
down because of a train on the other route. Different weighting factors and scheduled 
clearing times of the trains are used so that the controller is subject to different traffic 
conditions in the tests. The chosen initial conditions and scheduled clearing times ensure that 
the headway is tight and the traffic so busy that it provides a severe test of the controller. 
 
The results confirm that the controller produces the optimal schedules, identical to those 
obtained by exhaustive search. Besides, the optimal sub-schedules and the costs of the state-
to-state transitions during optimisation, including the stage costs and the cost estimates due to 
simplification of the state model, were monitored closely. The findings match predictions 
comprehensively. In a particular test where the optimal schedule is better than other 
alternatives only by a small margin, the controller still picks the optimal schedule despite the 
errors introduced by cost estimates required in certain states. The tests indicate that the 
methodology is adequate in a closed (isolated conflict) system. 
11 
 
FCFS and the optimal schedule will be the same when the conflict is due to a minor deviation 
from timetable. They may still coincide in the cases of serious deviations, depending upon 
train attributes such as weighting factors, scheduled times and arrival times at the conflict 
area. However, the most significant simulation result is that the cost achieved by the 
controller is always smaller than or equal to that from FCFS. 
 
 
 
4.2 Consecutive conflicts 
 
4.2.1 Stochastic train arrival 
 
In consecutive conflicts, new trains may enter the conflict area before all trains initially 
within it pass the junction according to the optimal schedule produced by the controller. The 
state of the system will be disturbed and the schedule devised may no longer be optimal. The 
exact arrival time of an extra train at the conflict area is not accurately predictable; however, 
from timetable information and past experience of the deviations from the timetable in that 
particular part of the railway network, it is possible to specify the probability density function 
(p.d.f.) of the entry time. The optimisation process was therefore extended to cope with 
stochastic entry times of new trains. 
 
If there are n trains in the system at the beginning and an optimal schedule  u n has been 
found to clear them all, a train may enter the system, altering the problem, after i trains 
(1 i n ) have passed the junction. Even though the schedule  u n can clear all n trains 
optimally, the first i decisions (i.e.      u u u i1 2, , , ) alone may not clear i trains with 
minimum cost. Therefore, it is desirable to know exactly when the extra train will enter so 
that i can be determined and an optimal schedule for clearing i trains can be computed. 
Because the entry time may be expressed by its p.d.f., the expected, instead of exact, number 
of trains which will be cleared before the new train enters the conflict area is needed. 
Evaluation of the expected optimal cost (still weighted cumulative delay) will be discussed in 
Section 5.  
  
The controller must produce n schedules to clear 1 to n trains optimally, before evaluating the 
expected number i of trains to be cleared. The final output of the controller is one of the n 
schedules. Producing n schedules does not imply a substantial increase in computing. While 
finding the optimal schedule for n trains, every state of each stage has to be examined to 
determine the optimal schedule and the cost of getting to the present state from the initial 
state (stage 0). It only takes some simple comparisons to find out, at any stage, the state 
reached optimally from the initial state. 
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For any one of the n optimal schedules, say  u i  (1 i n ), there are i decisions to clear i 
trains. From  u i  is found the set of clearing times of i trains, as shown in Figure 7. 
 
Here, tr
s is defined as the clearing time of train r due to  u s . Since different schedules imply 
different 'brake-accelerate' sequences, even the clearing times of the same number of trains in 
these schedules are very unlikely to be the same. i.e.  t tr
j
r
k  for  r j k n    
 
Entry of a new train at time te , after clearance of i trains, terminates an i-train problem and 
initiates an (n-i+1)-train problem. Ideally, the controller should minimise the total weighted 
delay over the two problems together. To avoid an extra dynamic programming optimisation 
with respect to the (achievable) number of trains cleared before te , the overall problem is split 
into two successive optimisations, over the first i and last n-i+1 trains. Thus, i would be 
determined if te  were known, by  
   t t ti
i
e i
i  11     [4.1] 
Such splitting into successive problems, tackled separately, would in any case be necessary to 
avoid greatly increasing the computing load if more than one new train entry occurred within 
the time span of the original n-train optimal schedule. Analogous splitting is also likely to be 
necessary to reduce multi-junction problems (not considered in this paper) to smaller local 
problems. 
 
In practice, only the p.d.f. of te  is known. Ideally, the mean total cost over the i-train and (n-
i+1)-train schedules should be minimised. For simplicity, the schedules for the problems 
resulting from the mean value of i given by [4.1] might instead be optimised separately. This 
possibility is discussed further in Appendix I. 
 
4.2.2 Results 
 
The controller was slightly modified to evaluate the expected number of trains to be cleared 
before the new train enters. A number of tests were carried out, in which only one new train 
enters the conflict area, with entry times according to a specific p.d.f. A symmetrical 
triangular p.d.f. was used for simple calculation, but other p.d.f.'s could be used. The results 
confirm optimality of the schedule at each stage and selection of the correct optimal schedule 
before the new train enters. Optimality at each stage was verified by simulating all possible 
alternatives to reach that stage, using a time-based multi-train simulator, then comparing 
costs. 
 
5 Evaluation of Optimal Cost for Consecutive Conflicts 
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For control over more than two consecutive conflicts, the total cost of the consecutive 
optimal schedules still serves as an effective performance indicator. However, because some 
trains enter the conflict area on a probabilistic basis, the expected value of the cost will be 
considered. As in Section 4, comparing the costs obtained with those from FCFS can 
establish whether the controller improves traffic flow through the junction. When there is 
uncertainty in the entry times of trains, comparisons are best made by hypothesis testing and 
random sampling. 
 
5.1 Expected Cost 
 
The optimal cost of traffic flow, over a period in which a number of trains enter the conflict 
area with random entry times, is a random variable. Suppose Q trains have entered the 
conflict area. The p.d.f. of the optimal cost C*  can be expressed in terms of their entry times 
t t tQ1 2, , . The mean of  C*  over all probabilities of entry times ti  for all new trains, 
1 i Q, is needed. The expected optimal cost C * is: 
   C E C t t t
t t t QQ
*
, , ,
* ( , , , )
1 2
1 2
      [5.1] 
     C C t t t p t t t dt dt dtt t Q Q QQ Q* * , , , , , ,     
0 0
1 2 1 2 1 2  [5.2] 
where  p t t tQ1 2, ,  is the joint p.d.f. of the entry times. 
 
Assuming the entry times are independent of each other, 
     p t t t p tQ i i
i
Q
1 2
1
, , 

       [5.3] 
where  ii tp  is the p.d.f. of entry time ti . 
Hence,          C C t t t p t p t p t dt dt dtt t Q Q Q QQ Q* * , , ,     
0 0
1 2 1 1 2 2 1 2  [5.4] 
To realise [5.4] in practice, the following approximation is made. 
          C C j j j p j p j p j
j
q
j
q
Q Q Q
Q
* * , , , ' ' '

  
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1 2 1 1 2 2
1
  [5.5] 
where p ji i' bgis the probability that entry time ti  is in the ji th time interval and there are q 
intervals within the overall time span 0  t tQ . 
 
For Q trains and q time intervals, the costs must be calculated for qQ  combinations of entry 
times, which may be impossible even for moderate Q and q. However, as illustrated in Figure 
8,      p j p j p jQ Q' ' '1 1 2 2   is zero for most of the qQ  combinations in practice. If 
  0' ii jp  in q i'  intervals in the time span, only q i
i
Q
'


1
 combinations need be considered. 
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Even so, it is desirable to look for a general trend of optimal cost against entry times so as to 
reduce the number of entry-time combinations to be considered, and hence to simplify 
evaluation of the expected cost. 
 
5.2 Variation of optimal cost and approximation 
 
To investigate the variation of optimal cost C*  with entry time, several cases were studied in 
which four trains are initially within the conflict area and only one new train enters. The total 
cost consists of two components, C0  and C1, due to the weighted delays of the sets of trains 
cleared before and after entrance of the new train. The number of trains already cleared when 
the new train enters depends on the entry time. Thus, as in Figure 9a, the entry time will split 
the cost variation into as many 'zones' as the number of trains initially in the conflict area. 
The optimal cost of clearing all trains (C C0 1 ) was evaluated at intervals of 5 seconds in 
entry time. 
 
From Figure 9a, C0  and C1 show step changes where C0  and C1 manifest costs due to transfer 
of one train from one sub-problem to the other. The step increase in C0  always roughly 
complements the step decrease in C1, so the total cost C C0 1  is more or less a continuous, 
smooth curve even though there are changes in the optimal schedule. C0  is independent of the 
entry time within a time zone. 
 
The rate of increase of cost is smaller for early entry times because early entrance means the 
new train is closer to the trains ahead. It has to wait until the trains ahead have proceeded, so 
earlier entry saves little cost. As the entry time increases, the new train is further behind and 
the effects of the trains ahead diminish, so its late entrance is reflected more fully in the cost. 
In the last time zone, the rate of increase is equal to the weighting factor of the new train, 
which implies its progress is unaffected by other trains as it passes through the conflict area. 
 
It is impracticable to express the cost analytically in terms of the entry time. To find the 
expected cost over a range of entry times according to [5.5], the cost must be found for entry 
times in successive small time intervals. This is very time-consuming, especially when the 
number of new trains is high. At some expense in accuracy, simplification can reduce 
processing time for cost evaluations. 
 
Without putting accuracy in great jeopardy, an approximate curve of the total cost can be 
used. Cost component C0  is constant within a time zone. Component C1 is the cause of 
variation in total cost. Taking C1 within one time zone to be a straight line is an 
approximation worth examining. Figure 9b shows the differences between C1 in Figure 9a 
and linear approximations. Only the second and the third time zones are presented since the 
differences are most significant there. The straight lines are obtained by least-squares fitting. 
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To obtain a linear approximation, the optimal cost should be evaluated for at least 5 entry 
times in each time zone. Such simplified representation of cost variation will be particularly 
useful when there is more than one new train and the total cost is a multi-variable function. 
 
If there is only one new train with entry time t1, the total cost CT1 consists of two components 
such that    11101 tCtCCT   (the subscript T1 signifies total cost and one new train). The 
variation with t1 comprises a few step changes, of magnitudes not related to t1. The variation 
of C1 with t1 may be approximated piecewise linearly. 
 
When there are two new trains, the total optimal cost is divided by the two entry times into 
three components:      22211102 , tCttCtCCT  . It is interesting to examine the variation 
of the cost with t2  alone (with t1 fixed). As illustrated in the isometric view of Figure 10, C0  
becomes a constant and C1 changes only with the time zones of t2 . Therefore, the sum of C0  
and C1, for a fixed t1, has a series of step increases. Like  11 tC  in the case of one new train,  22 tC  can be approximated by discontinuous line segments. 
 
Define P C C2 0 1   and A C2 2 ; hence C P AT2 2 2  , where A2 is a function of t2  and P2  has 
a few step changes. The magnitude of each step can be found from CT1, so      2212212 , tACPtCC TTT  . 
Likewise, if there are three new trains, the total cost becomes 
          33322211103 ,, tCttCttCtCCT   
 
By a similar argument, CT3 can be broken into two components:  
        3323323 , tACPtCC TTT    
where P3 is obtained from CT2  which is in turn found from CT1. It is possible to extend the 
argument to the general case with n new trains. The n-variable function CTn  is expressible in 
a recursive form:      nnTnnnTnTn tACPtCC   11 ,  
 
This enables the n-variable total cost to be represented recursively in such a way that only 
one entry time (i.e. one variable) is handled at a time. Hence, evaluation of optimal cost is 
simplified even though the amount of computation required is still substantial.  
 
Variation of optimal cost has been investigated in order to formulate a generic algorithm for 
expected optimal cost evaluation. However, since traffic flow also embodies a large number 
of constraints not readily analysed, even such approximations and well-arranged 
simplifications may not make expected-cost evaluation for a larger number of new trains 
computationally feasible. 
 
5.3 Hypothesis test for comparison of costs 
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The expected optimal cost can now be computed and compared with that from FCFS. A 
statistical approach was used. Instead of going through all permutations of entry times, 
tedious even with the simplification introduced in the last section, only the optimal costs of a 
sample of randomly selected permutations of entry times were evaluated. Another set of costs 
was obtained by the FCFS scheme for another sample of permutations of entry times. 
Hypothesis testing then checked if the controller produces schedules of lower mean cost than 
does FCFS. 
 
To test the controller in a close-to-worst-case situation, the headway was set at about 120s, 
very tight for a congested metro system. A total of ten trains were scheduled to pass the 
junction, four initially within the conflict area and six coming in successively; hence there 
were six entry times represented by p.d.f.'s. Two random samples of 30 permutations of the 
six entry times were obtained for the cost evaluation of the FCFS scheme and the delay-
optimised controller. The sample means and standard deviations showed that the hypothesis 
of larger mean cost by FCFS than by the controller can be accepted with 99.9% confidence. 
 
Even though the new controller inflicts less delay on the trains, the sample mean cost 
obtained by the controller is in fact only about 10% less than that by FCFS in this example. 
This is not unexpected as FCFS is the natural and quite effective scheme if deviations from 
the timetable are modest. Moreover, the controller can only be expected to reduce the 
consequences of severe disturbance of traffic flow, not to nullify them. 
 
 
6 Conclusions 
 
A delay-optimised traffic controller for rail junctions has been developed and tested. It 
incorporates an event-based traffic flow model and dynamic programming. 
 
The controller has been subjected to various tests to verify the techniques adopted and 
investigate the improvement in the traffic flow. For isolated conflicts where no new train 
enters during the scheduling period, the controller always produces a schedule with near-
optimal cost, even though approximations have been introduced in the traffic flow model and 
optimisation process to improve processing speed. 
 
For consecutive conflicts where new trains may enter at uncertain times, a probabilistic 
approach has been established to select the optimal schedule. Variation of the expected 
optimal cost over a period in which a number of trains enter and leave the conflict area was 
studied and approximated as piece-wise linear. The expected optimal cost of the schedules 
produced by the controller has been compared statistically with that of FCFS. The results 
show that the controller gives a lower average cost, but typically by under 10%. In other 
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words, FCFS, a commonly used practice, is quite close to the optimal schedule for dealing 
with a single converging junction. It should be pointed out that the results are obtained on the 
assumption that all trains have the same speed characteristics. However, mixed traffic is very 
common in a real railway network and FCFS is less effective on a system with a wide range 
of train speeds. Hence, the controller is expected to attain even more improvement over 
FCFS in practice. The justification for implementing the delay-optimised controller in a real 
system depends on how important the amount of delay-reduction achieved is to the quality of 
service. 
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Appendix I Probabilistic schedule selection 
 
Referring to Figure 7, the time interval between ti
i


1
1 and ti
i  (2  i n ) is defined as Di  and 
D1 is the interval between 0 and t1
1. The positions of D1 , D2 ,...,Di ,...,Dn  and the entry time of 
the new train will determine which schedule is to be used. 
 
If the entry time of the new train is known without uncertainty, the selection of schedule is 
relatively simple. After a new train has entered, the current schedule should expire and a new 
schedule is required. Hence, when the entry time falls within Di ,  u i  will be adopted.  u i  
provides the schedule to clear i trains before the new train enters.  u i  then expires and the 
authority to assign right-of-way will be given to the next schedule, which deals with an (n-
i+1)-train problem. It becomes clear that the controller must have an optimal schedule for 
each stage so that Di , i=1,...,n, are available for comparison with the entry time. 
On the other hand, if only the p.d.f. of entry time is given, the exact number of trains which 
the current schedule should handle before new train enters cannot be determined. One 
possible solution is to evaluate, with the aid of the time intervals Di , the expected number of 
trains that can pass the conflict area. 
 
If the probability density function of entry time of a new train is p t( )  for 0   t , the 
probability pi  that the new train enters within time interval Di  is: 
  p p t dt p t dti D
t
t
i
i
i
i
i
  

( ) ( )
1
1
   [A.1] 
The expected number of trains to be cleared before the new train enters is: 
  E i pt i
i
n
 


1
     [A.2] 
Et  is rounded off to the nearest integer It . The schedule  n i , where i It , is adopted by the 
controller. 
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Figure 5 Stage-to-stage transformations 
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Figure 6 Simplified stage-to-stage transformation 
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Figure 8 p.d.f.’s of entry times 
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Figure 9b Approximation of optimal costs 
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