Abstract. Phaseless reconstruction from space-time samples is a nonlinear problem of recovering a function x in a Hilbert space H from the modulus of linear measurements {| x, φ i |, . . ., | A Li x, φ i | : i ∈ I }, where {φ i ; i ∈ I } ⊂ H is a set of functionals on H, and A is a bounded operator on H that acts as an evolution operator. In this paper, we provide various sufficient or necessary conditions for solving this problem, which has connections to X-ray crystallography, the scattering transform, and deep learning.
1. Introduction 1.1. The phaseless reconstruction problem. To perform phaseless reconstruction, one needs to find an unknown signal x ∈ H from the modulus of the linear measurements
where H is a real or complex separable Hilbert space, and F is a well-chosen or known countable subset in H. Since for any c such that |c| = 1 the signals x and cx have the same measurements {| x, f |, f ∈ F ⊂ H}, one can only hope to reconstruct x up to some unimodular constant c ∈ K ∈ {R, C}, |c| = 1, which is typically called a global phase. Therefore, to get a well-posed problem, one considers the equivalence relation on H defined by x ∼ y if and only if y = cx for some c ∈ K, |c| = 1. In particular, when K = R and H = R n , y ∼ x if and only if y = x or y = −x. Clearly, the necessary condition for phaseless reconstruction is then the injectivity of the mapping T F : (H/ ∼) → ℓ 2 (I ),
where I ⊂ N is an indexing set with |I | = |F |, and (H/ ∼) is the quotient space. Hence, the first milestone in solving the phaseless reconstruction problem is finding conditions on F such that the map T F is injective, in which case we say that the set F does phaseless reconstruction on H. This aspect of the problem was studied, for example, in [8, 11, 13, 18, 19, 32, 35, 38, 43] . The other important aspect of phaseless reconstruction is finding numerical algorithms for the recovery of the signal from phaseless measurements. Various approaches to this part of the problem can be found in [6, 7, 14, 16, 17, 22, 24, 30, 31] . The phaseless reconstruction problem and the equivalent phase retrieval problem appear in many different applications, for example, in imaging science [10, 25, 26] . The most well-known application is in X-ray crystallography [12, 27, 28] , where the signal x ∈ L 2 (Λ) is the density of electrons on a crystal lattice Λ ⊂ R 3 and the measurements {| x, f |, f ∈ F ⊂ H} are proportional to the modulus of the Fourier coefficients {|x(ω)| : ω ∈ Ω}, where Ω is the reciprocal lattice of Λ. More recently, the phaseless reconstruction problem is finding applications in the artificial intelligence area of deep learning and convolution neural networks (see, e.g., [34, 44] and the references therein).
1.2.
The phaseless reconstruction problem in Dynamical sampling. The object of study in Dynamical sampling is an unknown vector x ∈ H evolving by iteration under the action of a bounded operator A on H. In other words, at time n the signal x evolves to become x n = A n x. For Φ = {φ i : i ∈ I } ⊂ H, the first problem of dynamical sampling is to find conditions on A, Φ, and L i that ensure that any x ∈ H can be recovered from the measurements
This problem was studied in [1, 2, 3, 4, 21, 33, 36, 39, 41, 42] . The phaseless reconstruction problem in dynamical sampling combines the two problems we have discussed. More precisely, one seeks to find conditions on A, Φ, and L i such that any x ∈ H can be recovered up to a global phase from the measurements It is not difficult to see that the signal recovery from (1.3) can be reformulated using the set (1.5)
in H in the following way.
Lemma 1.1. Any x ∈ H can be determined uniquely up to a global phase from the measurements (1.3) if and only if the set of vectors (1.5) does phaseless reconstruction in H.
Of course, stability of the reconstruction is important in applications. For a finite dimensional space, if F in (1.5) does phaseless reconstruction, then F is always a frame, and stability of reconstruction is always feasible. It is well known, however, that when H is infinite dimensional, stability is very delicate and cannot be achieved in general [15] .
1.3. Contributions and Organization.
1.3.1. Contributions. In this paper, we consider the problem of phaseless reconstruction in dynamical sampling in real Hilbert spaces. When the Hilbert space H is finite dimensional, we find conditions on the evolution operator A, the sampling functionals φ i , and the number of time levels L i for each i ∈ I such that phaseless reconstruction from (1.3) is feasible. The conditions on A are given in terms of the spectrum σ(A) of the operator A, whereas the conditions on the functionals φ i and the time levels L i depend on the manner in which the supports of the functionals interact with σ(A). The diagonalizable case is presented in Theorem 3.3 and Remark 3.6. The general case for finite dimensional H is presented in Theorem 3.2. An application to the special case of a convolution operator is given in Corollary 3.8.
For the infinite dimensional case, we only consider operators A that are diagonalizable and reductive. By diagonalizable, we mean the operators that are unitarily equivalent to a diagonal matrix on ℓ 2 (N). Reductive operators are those that have the property that if V is an invariant subspace for A, then V is also invariant for A * ; self-adjoint operators, for example, are reductive. For the case of diagonalizable reductive operators, the conditions for phaseless reconstruction are similar to the ones in the finite dimensional case and are presented in Theorems 3.9 and 3.10.
1.3.2.
Organization. In Section 2, we present the concepts that are crucial for understanding our main results, such as Theorem 2.1. In Subsection 2.2, we introduce the classes of iteration regular matrices and totally full spark matrices. We also state and prove Proposition 2.12 that relates these two notions. Another fundamental concept is that of local complementarity in Definition 2.5. Subsection 2.3 is devoted to some notation related to Jordan forms and associated projections.
The main results of the paper are presented in Section 3. Their proofs are relegated to Section 4. They use Theorems 4.1 and 4.2 in [2] that give necessary and sufficient conditions on A, φ i , and L i for the exact reconstruction from measurements (1.2). Outcomes of a numerical experiment on synthetic data are presented in Section 5.
Notation and Preliminaries
2.1. The complement property. A result in [8] gives a useful criterion for a set F ⊂ H to do phaseless reconstruction whenever H is a real Hilbert space. Specifically, the following characterization was obtained there (we include the proof since the result is a cornerstone of the theory we develop here). Proof. Assume that there is a disjoint partition F = F 1 ∪ F 2 such that neither spanF 1 = H nor spanF 2 = H. Let x i ∈ H \ {0} be such that x i ⊥ F i , i = 1, 2. Then x 1 + x 2 = ±(x 1 − x 2 ), and | x 1 + x 2 , f | = | x 1 − x 2 , f | for all f ∈ F . Thus x 1 + x 2 cannot be distinguished from x 1 − x 2 by phaseless measurements generated by F .
Conversely, assume that, for any disjoint partition F 1 , F 2 of F , spanF 1 = H or spanF 2 = H, and let x, y ∈ H be two vectors that produce the same phaseless measurements, i.e., | x, f | = | y, f | for all f ∈ F . Consider the set F 1 = {f ∈ F : x, f = 0, x, f = y, f }, and
When H = R n , we also have the following corollary.
Corollary 2.2 ([8]). Assume that a set
The theorem above suggests the following definition. The following definition will lead us to a necessary condition for phaseless reconstruction.
Definition 2.5. Let P = {P j : j ∈ Γ} be a family of projections in a Hilbert space H and Ψ = {ψ i : i ∈ I } be a set of vectors in H. We say that Ψ is locally complementary with respect to P if for every partition {I 1 , I 2 } of I there exists ℓ ∈ {1, 2} such that for each j ∈ Γ the set (2.1) {P j ψ i : i ∈ I ℓ } spans the range E j of P j .
4
The following proposition follows immediately from the definition. Definition 2.9. Let A ∈ K n×n be a matrix. The matrix A is called iteration regular if for all k ∈ N, any k-partial annihilator of A of degree at most r = max{1, 2k − 2} has at least k + 1 non-zero coefficients. Examples 2.10. We illustrate the above definition by the following examples.
(1) Consider the identity matrix I = I n in K n . Then p I (x) = x − 1 and all partial annihilators are 1-partial annihilators of the form c(x − 1) with c ∈ R \ {0}. These polynomials have 2 non-zero coefficients, and this immediately implies that the matrix I n is iteration regular. (2) Assume that A is a singular n × n matrix on K. Then its minimal polynomial is divisible by x. Hence, q(x) = x is a 1-partial annihilator of degree 1 that has only one non-zero coefficient. Therefore, A is not iteration regular. Observe that for invertible matrices we only need to check k-partial annihilators for cases when k > 1.
Since D is invertible, we do not need to check the 1-partial annihilators. Therefore, it suffices to check only the 2-partial annihilators of degree 2. These are given by c(x + 1)(x − 2), c ∈ R \ {0}. Clearly, they have 3 non-zero coefficients and D is iteration regular. (4) Assume that A is any n × n matrix on K, such that its minimal polynomial p A has a pair of purely imaginary conjugate roots. Then A is not iteration regular because it has a 2-partial annihilator with only two non-zero coefficients.
Clearly, the property of iteration regularity is a purely spectral property; it is invariant under similarity of matrices. Therefore, to determine if a given matrix is iteration regular, it suffices to consider the Jordan canonical form of the matrix. In general, however, it may still be very difficult. We will provide some sufficient conditions that are of interest.
We begin with a sufficient condition for iteration regularity of a diagonal matrix. We will need the following definition.
The spark of B is the size of the smallest linearly dependent subset of its columns, i.e.,
(2) The matrix B has full spark if spark(B) = m + 1. (3) By the spark of a set {φ 1 , φ 2 , . . . , φ n } ⊂ K m we mean the spark of the matrix formed by these vectors as columns. (4) A matrix B ∈ K m×n , m, n ∈ N + , has totally full spark if every one of its square submatrices is invertible.
Proof. Since the matrix Λ has totally full spark, the matrix D is invertible and we only need to check k-partial annihilators for k ≥ 2. Let p be a k-partial annihilator of D of degree at most 2k − 2, k ≥ 2. Then its coefficients are in the kernel of the submatrix of the matrix Λ that is comprised of the columns that are generated by the eigenvalues that are roots of p. Since Λ has totally full spark, we cannot have fewer than k + 1 non-zero coefficients in p.
Next, we consider the case of a Jordan cell. We will use the notation
for the s × s nilpotent matrix N s , s ∈ N. By I s we shall denote the s × s identity matrix.
Proposition 2.13. Let J = J(λ) ∈ K n×n be the Jordan cell given by J = λI n +N n . Then J(λ) is iteration regular if and only if λ = 0.
Proof. We only need to prove that if λ = 0 then J is iteration regular. The other implications stated in the theorem immediately follow since iteration regularity implies invertibility.
Assume J is invertible, i.e., λ = 0. Let e 1 be the first standard basic vector in K n . Consider the n × (2n − 1) matrix Λ = Λ(λ) whose first column f 1 equals e 1 and each j-th column f j satisfies f j = J(λ)f j−1 , j ≥ 2. We shall denote by Λ k the submatrix of Λ formed by the first k rows and 2k − 1 columns:
Since J is invertible, we do not need to check the 1-partial annihilators. Let p be a k-partial annihilator of J of degree at most 2k − 2, k ≥ 2, and c ∈ K n be the vector of its coefficients (amended with zeroes, if necessary). Observe that we must have Λ k c = 0. Thus, the matrix J is iteration regular if and only if each k × k submatrix of Λ k is invertible, k = 1, . . . , n, or, in other words, when Λ k has full spark. The latter, however, holds if and only if λ = 0.
The above is a more or less standard fact from linear algebra, we sketch the idea of the proof for completeness. For λ > 0, the matrix Λ(λ) is upper strictly totally positive according to the definition in [37, p. 47 ]. This follows from [37, Theorem 2.8] by a simple inductive argument. Thus, every k × k minor of the matrix Λ k is positive when λ > 0. For λ < 0, it suffices to notice that, by definition of determinant, each minor of Λ(λ) has the same absolute value as the corresponding minor of the matrix Λ(−λ).
Iteration regular matrices are useful for us because of the following special property possessed by their Krylov subspaces. Definition 2.14. A Krylov subspace of order r generated by a matrix A and a nonzero vector x ∈ K n is K r (A, x) = span{x, Ax, . . . , A r−1 x}. The maximal Krylov subspace of the matrix A and the nonzero vector
Proposition 2.15. Assume that A ∈ K n×n is iteration regular and a non-zero vector x ∈ K n is such that the maximal Krylov subspace K ∞ (A, x) has dimension k. Then any k vectors from the system {x, . . . , A r x}, r = max{1, 2k
Proof. The dimension k of the maximal Krylov subspace K ∞ (A, x) is equal to the degree r A x ≤ r A of the (A, x)-annihilator p A x (see Definition 2.7 (2)) (note that the polynomial p A x divides the minimal polynomial p A of A). The case for which k = 1 is trivial. It suffice to consider the case of k ≥ 2. Let E = {A J i x : i = 1, . . . , k} be k vectors from {x, Ax, . . . , A 2k−2 x} and consider the vanishing linear combination
The left hand side of the last identity is a polynomial q(A) of degree no larger than 2k − 2 applied to x. Since q(A)x = 0, the (A, x)-annihilator p A x divides q. Therefore, q has k = r A x zeroes in common with p A . Since A is iteration regular, r A x ≤ r A , and q has at most k non-zero coefficients, the polynomial q and all its coefficients c i must be zero.
Jordan Matrices and Associated
Projections. The proofs of our main results use the Jordan decomposition of a matrix as well as certain projections that are associated with them.
Consider a Jordan matrix J
cyclic nilpotent matrix of the form (2.2) with t
rs and t
The matrix J has n rows and distinct eigenvalues λ j , j = 1, . . . , d. Definition 2.16. Let k s j denote the index corresponding to the first row of the block N s j from the matrix J, and let e k s j be the corresponding elements of the standard basis of C n , so that each e k s j is a cyclic vector associated to the respective block. We also define E s = span{e k s j : j = 1, . . . , r s }, for s = 1, . . . , d, and P s will denote the orthogonal projection onto E s . The family P J = {P j : j = 1 . . . d} comprised of these projections will be called the penthouse family of the matrix J.
Main Results

Finite dimensional case.
In the first theorem of this section, we present our most general sufficient conditions for phaseless reconstruction in dynamical sampling in the finite dimensional case. We begin, however, with a proposition that gives a necessary condition.
does phaseless reconstruction on R n then the set Ψ is locally complementary with respect to the penthouse family P J (see Definition 2.16) .
If in addition to the local complementarity condition in the previous proposition, we require that A is iteration regular (see Definition 2.9), then we obtain sufficient conditions for phaseless reconstruction. 
does phaseless reconstruction on R n . In other words, any f ∈ R n can be uniquely determined up to a sign from its unsigned measurements
Using Proposition 2.12 and the above result, we get the following theorem for the case of diagonalizable matrices. 
does phaseless reconstruction on R n . In other words, any f ∈ R n can be uniquely determined up to a sign from its unsigned measurements 
It is easy to check that the set of these three vectors is locally complementary with respect to {P 1 , P 2 } but the set E in (3.3) generated by them has only six vectors. Therefore, by Corollary 2.2, E does not have the complementary property in R 4 and hence does not do phaseless reconstruction. Thus, local complementarity alone is not sufficient for phaseless reconstruction. [23] , and hence for this case local complementarity is sufficient and necessary by Proposition 3.1 for the set (3.3) to do phaseless reconstruction.
Example 3.7. (Sampling at one node). Assume A ∈ R n×n is similar to a diagonal matrix D with n distinct positive eigenvalues. Clearly, we need at least one sampling sensor φ to do phaseless reconstruction. Say A T = B −1 DB, and let φ = e i . Then, as long as Be i is entrywise nonzero, it suffices to choose the sampling set I = {i} and take unsigned samples at time levels t = 0, . . . 2n − 1, to recover f up to a sign.
An important case of an evolution process that is frequently encountered in practice is the so-called spatially invariant evolution process. In this case, the evolution operator A is a circular convolution matrix defined by a convolution kernel a. The problem of finding necessary and sufficient conditions on A, L i and I ⊂ {1, . . . , n} for recovering an unknown function x from the dynamical samples Y = {x(i), . . . , A L i x(i) : i ∈ I } was studied in [4, 5] . The following corollary uses the characterization obtained in [4] ; it allows us to completely characterize all initial sampling sets I with |I | = 3 (minimal cardinality possible in this setting).
Corollary 3.8. Assume n ≥ 3 is odd, a ∈ R n is a real symmetric convolution kernel such that its discrete Fourier transformâ is positive and strictly decreasing on {0, 1, · · · , n−1 2 }, and Ax = a * x. Assume also that I = {i 1 , i 2 , i 3 } ⊂ Z n . Then any signal f ∈ R n can be uniquely determined up to a sign from the unsigned spatiotemporal samples
if and only if |i k − i j | and n are co-prime for distinct j, k = 1, 2, 3.
3.2. Infinite dimensional case. In this section, we consider the problem of phaseless reconstruction from iterations of self-adjoint or (more generally) diagonalizable reductive operators in a separable, infinite dimensional Hilbert space.
As we mentioned in the introduction, a reductive operator A on a Hilbert space is such that if V is an invariant subspace for A, then V is also invariant for A * . In particular, every self-adjoint (but not every normal) operator is reductive [20] . . Assume that r max = sup{r i : i ∈ I } < ∞, and let Λ = (λ ℓ j ) 0≤l≤2r max −2 , j∈∆ . Assume also that the set Ψ is locally complementary with respect to P D , and every k × k sub-matrix of Λ with k ≤ r max is nonsingular. Then the set of vectors
does phaseless reconstruction in H. In other words, any f ∈ H can be uniquely determined up to a sign from its unsigned measurements
As a corollary, we get the following theorem for strictly positive operators. 
Y = {| A l f, φ i | : i ∈ I , 0 ≤ l < l i }.
Proofs for Section 3
In order to prove our main results, we need the following theorems from [2] . For the case of a diagonal matrix in ℓ 2 (N) we have We will also need the following lemma, which follows immediately from the definitions. Proof of Proposition 3.1. Assume that the set E in (3.1) does phaseless reconstruction on R n . It follows from Theorem 2.1 and Lemma 4.4 that the set
has complement property in C n . Let us consider an arbitrary partition I 1 , I 2 of I . Then one of the sets J k = {J j ψ i : i ∈ I k , j = 0, . . . , 2r i − 2}, k = 1, 2, spans C n . Without loss of generality we may assume that the set J 1 has this property. From the definition of a (J, ψ i )-annihilator, however, we have that J 1 = {J j ψ i : i ∈ I 1 , j = 0, . . . , r i − 1}. Theorem 4.1 now implies that every set {P s ψ i , i ∈ I 1 } forms a frame for E s = P s C n , P s ∈ P J . Therefore, Ψ is locally complementary with respect to P J .
We are now ready to prove the complementarity property for the special case when A = J is a Jordan matrix.
Lemma 4.5. Let J ∈ C n×n be a Jordan matrix. Let Ψ = {ψ i : i ∈ I } be a set of vectors in C n , and r i = r
. If Ψ is locally complementary with respect to the penthouse partition P J , and if J is iteration regular then the set
has the complement property in C n .
Proof. Let F 1 , F 2 be a partition of the set F . For ℓ = 1, 2, let Γ ℓ i = {j : J j ψ i ∈ F ℓ } and I ℓ = {i ∈ I : |Γ ℓ i | ≥ r i }. Clearly, {I 1 , I 2 } forms a partition of I . Therefore, due to local complementarity, we may assume that the set {P j ψ i , i ∈ I 1 } spans E j for each j = 1, . . . , d (see Definition 2.16). We will show that F 1 spans C n . First, we claim that
The second equality follows since r
The first one follows from Proposition 2.15, since J is iteration regular and for each i ∈ I 1 , |Γ
Proof of Theorem 3.2.
To prove the theorem, we simply use Lemmas 4.5, 4.4, and Theorem 2.1.
Proof of Corollary 3.8. Let {e
n , denote the n × n discrete Fourier matrix. By the convolution theorem, A = F * n diag(â)F n . By the symmetry and monotonicity ofâ, we have diag(â) = n−1 2 k=1 (â(k)P k ) +â(0)P 0 , where P k is the orthogonal projection from C n onto {e k , e n−k } for k = 1, . . . ,
, and P 0 is the orthogonal projection from C n onto {e 0 }. It is easy to see that the maximal dimension of the range space of P k is 2; therefore, |I | ≥ 3 by Corollary 2.2. Let b i = F n e i . We need to check that the conditions of Theorem 3.3, are satisfied. Note that, since for any i the vector b i is a column of F n which has no zero entries, spark{P k b i : i ∈ I } = 2 for k = 1, . . . , , which is equivalent to the fact that |i 1 −i 2 | and n are coprime. The , and since b i has no zero entries,
. Finally, using Theorem 3.3 and Remark 3.6, Corollary 3.8 is proved.
Proof of Theorem 3.9. We first show that the set F = {D ℓ ψ i : i ∈ I , ℓ ∈ 0, . . . , 2r i − 2} has the complement property in ℓ 2 (N). As in the proof of Lemma 4.5, we let F 1 , F 2 be a partition of the set F , and let Γ ℓ i = {j : D j ψ i ∈ F ℓ } and I ℓ = {i ∈ I : |Γ ℓ i | ≥ r i }, ℓ = 1, 2. Then I 1 , I 2 is a partition of I . By the local complementarity of Ψ with respect to P D , we get that there exists ℓ ∈ {1, 2} such that for each j ∈ ∆ the set {P j ψ i : i ∈ I ℓ } spans the range E j of P j . Without loss of generality, assume that ℓ = 1. From this condition, it follows from Theorem 4.2 that the set {D ℓ ψ i :
The last equality follows from the definition of r i . Thus, all we need to finish proving the claim is to show that the set
To see this, we consider the linear combination The proof of Theorem 3.10 uses the Müntz-Szász Theorem (see [29] ). 
Proof of Theorem 3.10. As in the proof of Theorem 3.9, let F 1 , F 2 be a partition of the set F , and let Γ 1/j = ∞}, ℓ = 1, 2. Then, I = I 1 ∪ I 2 , but I 1 , I 2 is not necessarily a partition of I . However, since I = I 1 ∪ I 2 , we can use the local complementarity of Ψ with respect to P D , to get that there exists ℓ ∈ {1, 2} such that, for each j ∈ ∆, the set {P j ψ i : i ∈ I ℓ } spans the range E j of P j . Without loss of generality, assume that ℓ = 1. Any finite square sub-matrix of the semi-infinite matrix Λ = (λ l j ) is non-singular, since by assumption, all the eigenvalues λ k are strictly positive (see [23] ). Hence, for i ∈ I 1 with r i < ∞, using the same argument as in Theorem 3.9, we get span{D 
Numerical Experiments
In this section, we propose an optimization approach and report on the outcomes of numerical experiments for the phaseless reconstruction in a diffusion-like process where the evolution operator A is a real circulant matrix. Recall that for a vector
Given a real vector f ∈ H, we seek to recover f by solving the following nonlinear minimization problem:
where L is the sampling time instance, I ⊂ {0, 1, · · · , n − 1} denotes the set of sampling locations and D r is the search region defined by D r = {g ∈ H : g ∞ ≤ r}. We used Matlab implemented function fmincon to solve the above optimization problem and denoted by f rec the output of fmincon. We defined the relative recovery error by
It is obvious that f and −f are minimizers of (5.1) and the minimal value of the objective function is 0. Since our objective function is non-convex in general, the fmincon solver can get trapped in a local minimum and this can prevent the objective function from decreasing to the minimum value 0. If we know, however, that the uniqueness conditions are satisfied, once the final value of the objective function decreases to a sufficiently small value, the output f rec should be close to the target function f up to a sign. Otherwise, if the uniqueness conditions are not satisfied, it may happen that the final value of the objective function is very close to 0, but the output f rec is far away from both f and −f . In the following, we present the outcomes of numerical experiments that demonstrate the importance of uniqueness.
5.1. Importance of uniqueness. We let H = R 9 and A ∈ R 9×9 be a circular convolution operator which satisfies the conditions of Corollary 3.8. The initial signal f ∈ R 9 was chosen at random with every entry uniformly distributed in [−4, 4] . We picked one realization and fixed it as the initial signal. We chose time instances t = {0, . . . , 8} as required by Corollary 3.8. Let I ⊂ {0, 1, · · · , 8} denote the initial sampling locations.
We set sampling locations I 1 = {1, 2, 3} and I 2 = {1, 4, 7}. It is easy to check that I 1 satisfies the conditions proposed in Corollary 3.8, whereas I 2 does not. In our experiments, for a fixed initial signal f , we set the searching radius to r = 4. We ran 100 experiments and chose a random initialization in the searching region each time. If the final value of the objective function is below the threshold that we set to be 10 −8 , we recorded the corresponding Err defined in 5.2. We plotted the results of I 1 in the figure (a) and the results of I 2 in the figure (b).
As we can see from figure (a), there are 17 out of 100 times that final values of the objective function are below the threshold, the relative errors were all very small. Thus, as predicted by Corollary 3.8, we found the target function f up to a sign. In figure (b) , there are 19 out of 100 times that the final values of the objective function are below the threshold. However, it happened in this case that most of the relative errors are large. This is a consequence of the existence of at least one function g = ±f that has the same phaseless measurements. Notice also that the number of times the algorithm converged below the threshold is larger in this case. This happened because there are more minimizers to converge to. In fact, in this case, the algorithm often converged to ±g instead to the desired functions ±f .
5.2.
A heuristic example. In this subsection, we assume that n is odd and consider an interesting case where is a diagonal matrix whose entries are unit magnitude, complex numbers with random phases. We generate the σ ω as follows:
(n + 1)/2 + 1 ≤ ω ≤ n : σ ω = σ * n−ω , the conjugate of σ n−ω . It is not difficult to prove the following proposition.
Proposition 5.1. If A is a real circulant matrix generated as in (5.3), then A is iteration regular with probability 1.
For our experiments, we let f ∈ R n be generated with every entry drawn from the distribution Uniform[-0.5,0.5] independently and then fix it as the initial signal. We let A be a realization of the random model (5.3) and fix it as our evolution operator. Suppose we have noisy measurements {y(t, i) : t = 0, · · · , 2n−2, i ∈ I }, where y(t, i) = |A t f (i)| 2 + e(t, i), and the Gaussian noise e(t, i) ∼ N (0, σ 2 ). We would like to recover f by solving the following minimization problem with noisy measurements
By Proposition 5.1 and Theorem 3.2, we know that, any choice of nonempty I guarantees the uniqueness almost surely. We will run independent numerical experiments using the fmincon solver for different choices of I . In the noise free scenario, if the final value of the objective function (5.4) of a numerical experiment decreases to a number below a threshold, then we say that this numerical experiment is successful. In the presence of noise, we define the threshold
If the final value of the objective function (5.4) of a numerical experiment decreases to a number below v, then this numerical experiment is said to be successful. For a specific set I , we define the recovery probability P I by
Corollary 2.2 tells us that the minimal number of measurements needed for real phaseless reconstruction in R n is 2n − 1. We first consider the extreme case when |I | = 1. Then we only have 2n − 1 measurements, which is exactly the minimal requirement. In the noise free scenario, the uniqueness conditions guarantee that f rec will be close to f if the objective function value can decrease to a number very close to 0. Figure 1 displays the performance of the optimization approach for a specific example in the noise free scenario. In this example, we observed that, for the successful numerical experiments, the objective function value decayed with iterations at a geometric rate. The Err function decayed very slowly in the middle of iteration steps and then decayed geometrically with iterations to a number small than 10 −1 . This may indicate that the objective function (5.4) is locally convex in a small neighborhood of the global minimizer.
Next, we consider the scenarios with the presence of noise. In this case, the uniqueness is not enough. In [9] , it has been shown that the robust and stable phaseless reconstruction requires additional redundancy of measurements than the critical threshold, where the redundancy of measurements is the ratio between the number of measurements and the dimension of the signal. In our setting, the redundancy of measurements is linearly proportional to the cardinality of I . Hence we expected that the extreme case (redundancy ≈ 2) would have poor robustness to noise. Figure 2 displays the performance of optimization approach for the example used in Figure 1 with the presence of noise (σ = 0.01) and verifies our expectation. We can see that even if the objective function value decayed with iterations to be a number below the threshold v defined in (5.5), the Err function may not decay with the iterations and its final value is significantly large, which means that f rec achieved is not close to the target signal f .
To obtain the numerical stability, we chose the sampling locations to be I 1 = {1, 2} and I 2 = {1, 2, 3} and I i = {1, · · · , 4i − 8} for i = 3, · · · , 6. In Figure  3 , we plot P I i and the average recovery error for I i . The result is quite striking : for a fixed problem instance, if we have sufficient number of sampling locations (|I i | ≥ 3), then the fmincon solver seems to always return a solution close to global minimizer (i.e., the target f up to a sign) across many independent random initializations! This contrasts with the typical intuition of nonconvex objectives as possessing many spurious local minimizers. It would be very interesting to analyze the landscape of the objective function (5.4) similarly to the analysis in [14, 40] We leave the numerical study of this optimization approach for a future work. Figure 1 . Let I = {2}. We set n = 45, r = 0.5 and the noise level σ = 0. We chose the threshold to be 10 −6 and ran independent numerical experiments until we have 3 successful numerical experiments. We chose a random initialization in the searching region for each independent numerical experiment. We exhibit how the value of objective function (5.4) in log 10 scale decayed with iterations in (a) and how Err in log 10 scale decayed with iterations in (b) for three successful numerical experiments. Figure 2. Let I = {2}. We set n = 45, r = 0.5 and the noise level σ = 0.01. We ran independent numerical experiments until we have 3 successful numerical experiments. We exhibit how the value of objective function (5.4) in log 10 scale decayed with iterations in (a) and how Err function in log 10 scale behaved with iterations in (b) for three successful numerical experiments. As we can see that, Err can increase even if the objective function value decreased.
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The authors were supported in part by the collaborative NSF ATD grant DMS-1322099 and DMS-1322127. They would like to thank Rozy the cat for letting them, in a first, do the research and write this manuscript without his supervision. Figure 3 . We set n = 45, r = 0.5 and the noise level σ = 0.01. We chose the sampling location I 1 = {1, 2}, I 2 = {1, 2, 3} and I i = {1, · · · , 4i − 8} for i = 3, · · · , 6. For each choice of I i , we ran 100 independent numerical experiments and choose a random initialization in the searching region for each independent experiment. We calculated P I i and summarized them in (a) and plotted the average recovery error in (b). As we can see that, increasing the number of locations help increase the accuracy of the numerical solutions. Surprisingly, if we have enough number of sampling locations, any random initialization in the searching region can always converge to a solution close to a global minimizer!
