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We extend the Generalised Langevin Equation (GLE) method [Phys. Rev. B 89, 134303 (2014)]
to model a central classical region connected to two realistic thermal baths at two different tem-
peratures. In such nonequilibrium conditions a heat flow is established, via the central system,
in between the two baths. The GLE-2B (GLE two baths) scheme permits us to have a realistic
description of both the dissipative central system and its surrounding baths. Following the original
GLE approach, the extended Langevin dynamics scheme is modified to take into account two sets
of auxiliary degrees of freedom corresponding to the mapping of the vibrational properties of each
bath. These auxiliary variables are then used to solve the non-Markovian dissipative dynamics of
the central region. The resulting algorithm is used to study a model of a short Al nanowire con-
nected to two baths. The results of the simulations using the GLE-2B approach are compared to the
results of other simulations that were carried out using standard thermostatting approaches (based
on Markovian Langevin and Nose-Hoover thermostats). We concentrate on the steady state regime
and study the establishment of a local temperature profile within the system. The conditions for
obtaining a flat profile or a temperature gradient are examined in detail, in agreement with earlier
studies. The results show that the GLE-2B approach is able to treat, within a single scheme, two
widely different thermal transport regimes, i.e. ballistic systems, with no temperature gradient, and
diffusive systems with a temperature gradient.
PACS numbers: 05.10.Gg, 05.70.Ln, 02.70.-c, 63.70.+h
I. INTRODUCTION
Nanoscale devices and materials are becoming increas-
ingly important in the development of novel technologies.
In most applications of these new nanotechnologies, the
central system is part of a more complex set up where
driving forces are present to establish heat and/or parti-
cle flows. The understanding of the corresponding non-
equilibrium properties is of utmost importance. This is
especially true when one considers potential applications
based on the thermal conductivity of materials1–8 and
the heat transport within nanodevices9–23.
Being able to describe the dynamics and dissipation
of such nanoscale atomic systems is central for modern
nanoscience. For that, one has to consider the central re-
gion of interest as an open system surrounded by a heat
bath (an environment) which is in contact with the sys-
tem and is kept at a given temperature. For studying
the transport properties, one has to consider the proper
non-equilibrium conditions, i.e. the central region is con-
nected to two (or more) independent heat baths (kept at
their own temperatures). Hence a heat flow (transient or
stationary depending on the experimental conditions) is
established between the two baths via the central region.
An appropriate general approach for treating this kind
of systems is based on the so-called Generalised Langevin
Equation (GLE)11,24–53. The GLE is an equation of
motion containing non-Markovian stochastic processes
where the particle (point particle with mass) has a mem-
ory effect to its velocity.
The GLE has been derived for a realistic system of N
particles coupled to a single realistic (harmonic) bath,
i.e. a bath described at the atomic level42. The non-
Markovian dynamics is obtained for the central system
with Gaussian distributed random forces and a memory
kernel that is exactly proportional to the random force
autocorrelation function42. Solving the GLE for complex
heterogeneous and extended systems is still a challenge.
A major step towards the solution of this problem for a
realistic application has been recently given43,44,47,48,52.
In particular, an efficient and transferable algorithm has
been developed in Ref. [52] to solve the GLE numerically
while taking into account the two fundamental features
of the GLE − a time-dependent memory kernel and the
presence of a coloured noise, which are absolutely essen-
tial for the description of the bath at the atomic level.
However, the previous tools have been developed for a
single bath only. In order to treat properly the presence
of a (transient or steady) flow of heat current through the
central system, one has to take into account the proper
non-equilibrium conditions. That is, one has to consider
the presence of at least two baths (at their own temper-
atures) in contact with the central region.
The aim of the present paper is to extend the pre-
vious GLE approaches developed in Refs. [42, 52, and
53] to the systems consisting of a central region con-
nected to two spatially separated thermal baths. With
such an approach, we can study the non-equilibrium
processes in nanoscale systems by using molecular dy-
namics (MD) simulations. The dissipative processes are
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2properly described since the system can exchange en-
ergy (heat) with the environment. The environment con-
sists of the two baths whose dynamical properties are
described more thoroughly than when standard ther-
mostats (i.e. Langevin, Nose-Hoover, velocity renor-
malisation, etc)54–58 are used in conventional MD sim-
ulations. Note that, for a system at equilibrium, the
Langevin dynamics applied only to a part of the sys-
tem can be derived from the GLE assuming short-range
atomic interactions and the Markovian approximation59.
It was also shown in [59] that thermostatting only some
of the degrees of freedom by using the Langevin dynamics
brings the system, in equilibrium, to the corresponding
canonical distribution. It can also be shown that the ap-
plication of the Nose method to only a part of the system
(i.e. to a subset of atomic degrees of freedom) also per-
forms correct thermostatting of the entire system to the
target temperature.
The paper is organised as follows. In Sec. II, we gen-
eralise the methodology of Refs. [42, 52, and 53] to the
cases of two independent baths ν = 1, 2 each having its
temperature Tν . The generalisation, called GLE-2B, in-
cludes the use of two sets of auxiliary degrees-of-freedom
(DOF) corresponding to each bath and their stochastic
dynamics. This is performed by the use of a multi-variate
Markovian stochastic process for the position and mo-
mentum of the DOF of the central region and the cor-
responding “position” and “momentum” of the two sets
of auxiliary DOF52. The resulting algorithm is explicitly
described in Appendix A and has been implemented in
the code LAMMPS60 following our previous work on the
GLE with a single bath53. In Sec. III, we consider some
applications of the GLE-2B for a specific realistic system.
It consists of a short Al nanowire connected to two Al
baths. Each bath is represented by a set of auxiliary DOF
generated from a model solid, i.e. one half-sphere of an
Al fcc lattice. In this first application of our GLE-2B ap-
proach, we concentrate on the steady-state properties of
the system. First, we consider the equilibrium condition
and an artificially thermally decoupled system to perform
a first validation of our methodology. Then we treat the
proper non-equilibrium conditions when T1 6= T2. We
also compare our results with other possible thermostat-
ting procedures. In Sec. III B we interpret our results for
the temperature profiles through the system in terms of
the properties of integrable versus non-integrable cases.
In the latter case, a full temperature gradient is estab-
lished in the system, while in the former case there is no
temperature gradient built up in the system. In terms
of transport properties, a perfect thermal conductor (a
ballistic thermal system) has an infinite conductance (in
the thermodynamic limit) and, therefore, there is no tem-
perature gradient within the central part of the system.
Whenever the system presents some form of thermal re-
sistance (finite conductance), a temperature gradient ex-
ists in the system. Finally, in Sec. IV, we conclude and
discuss further developments of the present study.
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FIG. 1. (Colour online) Schematic representation of the
system. It includes the finite size central system (in blue)
where the GLE dynamics is performed, and the two bath
ν = 1, 2 regions at temperature Tν . Because the forces fbν
and the quantities giα,bν are of finite range (not necessarily
short ranged), one can perform the mapping of Πbνb′ν (ω) on a
finite region of space: the bath reduced region (in pink), one
for each bath.
II. GENERALISATION TO THE TWO BATHS
PROBLEM
A. Equations of motion for a system coupled to
two baths: embedding Newton’s equations
We consider a central system (of finite size) interacting
with two independent baths ν = 1, 2 [64], see Fig. 1 for a
schematic representation of the system. The correspond-
ing classical Lagrangian is given by L ≡ Lsys +Lbath,(1) +
Lbath,(2) + Lint, where
Lsys (r, r˙) =
∑
iα
1
2
mir˙
2
iα − V (r) (1)
Lbath,(1) (u1, u˙1) =
∑
l1γ
1
2
µl1 u˙
2
l1γ − V harm(1) (u1) (2)
Lint (r,u) = Lint,(1) (r,u1) + Lint,(2) (r,u2) . (3)
The positions of the atoms, labelled i = 1, 2, ..., N with
mass mi, of the central system are given by vectors r
with components riα (α indicating the appropriate Carte-
sian coordinate). Lsys is the Lagrangian of the system
with potential energy V (r). The Lagrangian Lbath,(1)
describes the harmonic bath (bath ν = 1). The bath’s
atoms are labelled l1 and have masses µl1 . We intro-
duce a shorthand notation for the labels of the bath de-
grees of freedom (DOF) b1 ≡ l1γ, where γ indicates the
Cartesian coordinate. The corresponding potential en-
ergy V harm(1) (u1) is harmonic with respect to the displace-
ments ul1γ = ub1 of the bath atoms from their equilib-
rium positions. Its expression is
V harm(1) (u1) =
1
2
∑
b1,b′1
√
µl1µl′1ub1D
(1)
b1,b′1
ub′1
3where D
(1)
b1,b′1
are the elements of the dynamic matrix of
the bath ν = 1. The Lagrangian Lbath,(2) for the bath
ν = 2 is similar to Lbath,(1) and obtained from Lbath,(1)
by swapping the bath index 1↔ 2.
Finally the interaction between the central system and
the baths is a linear superposition of the interaction
between the system and each bath (we recall that the
baths are independent). The individual contribution
Lint,(ν) (r,uν) is taken to be linear in the bath displace-
ments uν with the following expression:
Lint,(ν) (r,uν) = −
∑
bν
µlνfbν (r)ubν . (4)
Note that the dependence of such an interaction on the
system DOF, via fbν (r), remains arbitrary.
We can now derive the equations of motion for the
central system and baths DOF from the Lagrangian, Eqs.
(1-4), following Refs. [42 and 52]. We find, for the central
system DOF, that
mir¨iα = −∂V (r)
∂riα
−
2∑
ν=1
∑
bν
µlνgiα,bν (r)ubν (5)
where giα,bν (r) = ∂fbν (r)/∂riα.
For the bath DOF, we find two sets of equations
which can be solved analytically, since the Lagrangian
Lbath,(ν) + Lint,(ν) (r,uν) is harmonic in the bath DOF
uν . These sets of equations are given by
µlν u¨bν = −
∑
b′ν
√
µlνµl′νD
(ν)
bν ,b′ν
ub′ν − µlνfbν (r) (6)
for ν = 1, 2. Equation (6) can be solved by introducing
the kernel of the differential equation defined from the
eigenstates v
(λ)
bν
and eigenvalues ω2ν,λ of the dynamical
matrix Dbν ,b′ν . The solution of Eq. (6) is then substituted
into Eq. (5) to obtain a closed equation in terms of the
system DOF only.
We consider the initial positions and velocities of the
bath atoms, appearing in the solution of Eq. (6), be-
ing stochastic. It permits us to derive a generalised
Langevin-like equation of motion (EOM) for the system
DOF42,52:
mir¨iα = −∂V¯ (r)
∂riα
−
∫ t
−∞
dt′
∑
ν,i′α′
K
(ν)
iα,i′α′(t, t
′; r)r˙i′α′(t′) +
∑
ν
η
(ν)
iα (t; r).
(7)
The dynamics of the system DOF is governed by an ef-
fective potential V¯ , two memory Kernels K
(ν)
iα,i′α′(t, t
′; r)
and stochastic forces η
(ν)
iα (t; r) corresponding to each in-
dependent bath ν.
The potential energy V¯ is given by the nominal poten-
tial energy V inside the central system plus the potential
energy between the central system and the two frozen
baths. There is also a “polaronic” correction energy due
to the coupling between the system atoms and the har-
monic displacements of the baths’ atoms around their
equilibrium positions:
V¯ (r) = V (r)− 1
2
∑
ν
∑
bν ,b′ν
√
µlνµl′νfbν (r)Πbνb′ν (0)fb′ν (r) .
(8)
The memory kernel for the bath ν is given by
K
(ν)
iα,i′α′(t, t
′; r) =
∑
bν ,b′ν
√
µlνµl′νgiα,bν (r(t))
Πbν ,b′ν (t− t′)gi′α′,b′ν (r(t′)) .
(9)
The polarisation matrix Πbν ,b′ν (t− t′) entering the above
definitions is obtained from the eigenstates and eigenval-
ues of the dynamical matrix of the corresponding bath ν
as follows:
Πbν ,b′ν (t− t′) =
∑
λ
v
(λ)
bν
v
(λ)
b′ν
ω2ν,λ
cos (ων,λ(t− t′)) (10)
Finally, the stochastic (and hence non-conservative)
forces η
(ν)
iα (t; r) are functions of the initial positions and
velocities of the DOF of the bath ν. Following Refs. [42
and 52], we can now assume that each bath ν, described
by the combined Lagrangian Lbath,(ν) + Lint,(ν), is in
thermodynamic equilibrium at temperature Tν . There-
fore, the stochastic forces η
(ν)
iα (t; r) can be treated as ran-
dom variables. From these assumptions, the dissipative
forces are well described by a multi-dimensional Gaussian
stochastic process with correlation functions42,52:
〈η(ν)iα (t; r)〉 = 0 (11)
〈η(ν)iα (t; r)η(ν
′)
i′α′ (t
′; r)〉 = δνν′kBTK(ν)iα,i′α′(t, t′; r) . (12)
B. Extended Langevin Dynamics with auxiliary
DOF
Following Ref [52], we transform the GLE given by
Eq. (7) into a more convenient set of Markovian Langevin
dynamics (with white noise) by introducing a set of aux-
iliary DOF for each bath36–38,43,65,66 .
First we proceed with a mapping of the memory ker-
nel of each bath by transforming the Πbν ,b′ν matrices as
follows52,53
Πbν ,b′ν (t− t′)→
NaDOFν∑
kν=1
c
(kν)
bν
c
(kν)
b′ν
e−|t−t
′|/τkν cos(ωkν |t− t′|) .
(13)
We then introduce two sets of auxiliary DOF (aDOF)
{s(kν)ν,1 (t), s(kν)ν,2 (t)} corresponding to each independent
4bath ν = 1, 2. They are associated with the cor-
responding mapping coefficients {τk1 , ωk1 , c(k1)b1 } with
k1 = 1, 2, ..., N
aDOF
1 and {τk2 , ωk2 , c(k2)b2 } with k2 =
1, 2, ..., NaDOF2 .
Note that the frequencies ωkν used in the mapping
Eq. (13) of the matrix Πbν ,b′ν are not directly related to
the eigenvalues ω2ν,λ of the dynamical matrix D
(ν)
bν ,b′ν
, as
explained in detail in Ref. [53]. There would be a one-
to-one correspondence only when the number of aDOF,
NaDOFν , is exactly equal to the number of eigenvalues.
For a memory kernel of the type given in Eq. (13), solv-
ing the GLE Eq. (7) is equivalent to solving the following
extended variable dynamics52:
r˙iα = piα/mi
p˙iα = − ∂V¯
∂riα
+
∑
b1,k1
√
µl1
µ¯1
giα,b1 (r) c
(k1)
b1
s
(k1)
1,1 (t) +
∑
b2,k2
√
µl2
µ¯2
giα,b2 (r) c
(k2)
b2
s
(k2)
2,1 (t)
s˙
(kν)
ν,1 = −
s
(kν)
ν,1
τkν
+ ωkνs
(kν)
ν,2 −
∑
iα,bν
√
µlν µ¯ν giα,bν (r) c
(kν)
bν
r˙iα +
√
2kBTν µ¯ν
τkν
ξ
(kν)
ν,1 (t) for ν = 1, 2
s˙
(kν)
ν,2 = −
s
(kν)
ν,2
τkν
− ωkνs(kν)ν,1 +
√
2kBTν µ¯ν
τkν
ξ
(kν)
ν,2 (t) for ν = 1, 2
(14)
The corresponding total vector state X =
X[riα, piα, s
(k1)
1,1 , s
(k1)
1,2 , s
(k2)
2,1 , s
(k2)
2,2 ] follows a multivariate
Markovian process, where ξ
(kν)
ν,x are independent Wiener
stochastic processes with (white noise) correlation
functions
〈ξ(kν)ν,x (t)〉 = 0
〈ξ(kν)ν,x (t)ξ(k
′
ν′ )
ν′,x′ (t
′)〉 = δνν′δxx′δkνk′ν δ(t− t′) .
(15)
We recall that even if the total vector state X corre-
sponds to Markovian processes, a subset of its compo-
nents, for example the vector X¯ = X¯[riα, piα], is not
necessarily following Markovian processes61. This was
clearly shown in the previous section where the random
noise of the corresponding GLE is actually a coloured
noise given by the memory kernel of the GLE. For such
classes of non-Markovian processes (that are components,
or functions of one or more components, of multivari-
ate Markovian processes) self-consistency is guaranteed
as the Chapman-Kolmogorov equation is satisfied61.
C. Integration algorithm from a Fokker-Planck
approach
Following the scheme given in Ref. [52], we now de-
velop a Fokker-Planck (FP) approach to derive a set
of equations which are equivalent to the equations of
the extended Langevin dynamics given by Eq. (14).
We consider the probability distribution function (PDF)
P (riα, piα, {s(kν)ν,1 , s(kν)ν,2 }, t) of the total vector state X.
Such a PDF follows a FP dynamical equation which can
be written as follows
P˙ (riα, piα, {s(kν)ν,1 , s(kν)ν,2 },t) =
−LˆFPP (riα, piα, {s(kν)ν,1 , s(kν)ν,2 }, t)
(16)
where LˆFP is the corresponding FP Liouvillian.
We split the Liouvillian LˆFP in two parts − a conserva-
tive part Lˆcons and a dissipative part Lˆdiss. The dynamics
generated by the conservative part Lˆcons corresponds to
the EOM of the DOF and aDOF given in Eq. (14) if
one omits all the terms containing the τkν parameters
52.
The remaining dissipative part Lˆdiss generates the EOM
of the aDOF, given by the following generic form:
s˙(kν)ν,x (t) = −
s
(kν)
ν,x (t)
τkν
+
√
2kBTν µ¯ν
τkν
ξ(kν)ν,x (t) . (17)
For such a stochastic dynamics there exists an exact in-
tegration algorithm52,62.
In order to obtain an integration algorithm (see details
in Appendix A), we consider the time evolution of the
PDF over an elementary time-step ∆t
P ({. . . }, t+ ∆t) = e−LˆFP∆tP ({. . . }, t) .
We use the splitting of LˆFP and a second-order Trotter
expansion to decompose the time evolution operator as
follows63:
e−LˆFP∆t ∼ e−Lˆdiss ∆t2 e−Lˆcons∆te−Lˆdiss ∆t2 .
The first and last time evolution operators e−Lˆdiss
∆t
2 with
half a time step ∆t/2 generate steps (A) and (H) in the
algorithm given in Appendix A.
5Furthermore, we use a second Trotter expansion of the
term e−Lˆcons∆t by splitting Lˆcons in two parts − Lˆr,s1 and
Lˆp,s2 . The part in Lˆp,s2 generates the time evolution of
the system DOF piα and of the aDOF s
(kν)
ν,2 over half a
timestep ∆t/2, see steps (C) and step (G) in Appendix
A. The part in Lˆr,s1 generates the time evolution of the
system DOF riα and of the aDOF s
(kν)
ν,1 over ∆t, see steps
(D) and (F) in Appendix A.
D. Calculation of the polarisation matrices Πbνb′ν
In order to perform the mapping given by Eq. (13), we
first Fourier transform the equation into:
Πbν ,b′ν (ω) =
∑
kν
c
(kν)
bν
c
(kν)
b′ν
[
τkν
1 + (ω − ωkν )2τ2kν
+
τkν
1 + (ω + ωkν )
2τ2kν
]
.
(18)
For each bath, the set of parameters {c(kν)bν , τkν , ωkν}
is obtained from a fitting procedure (described in detail
in Ref. [53]) based on the vibrational properties of the
bath. As shown in Ref. [53], the polarisation matrices
Πbνb′ν (ω) are related to the imaginary part of the phonon
bath propagator Dbνb′ν (ω) as follows:
Πb,b′(ω) = −2ImDb,b′(ω)/|ω|.
The bath propagator is defined from the dynamical ma-
trix D(ν) of the bath ν as
Dbν ,b′ν (ω) =
[
ω21−D(ν) + iε
]−1
bν ,b′ν
,
where ε → 0+. We use a real-space method, based
on the Lanczos algorithm, to calculate the inverse of
the matrix defining Dbν ,b′ν and the fitting procedure, de-
scribed in Ref. [53], to get the values of the parameters
{c(kν)bν , τkν , ωkν}.
Once the system is defined, the calculations of the dy-
namical matrices and the mapping procedures are per-
formed individually for each bath ν.
E. Generalisation to Nbath independent baths
It should be noted that the generalisation to the case
of the central system connected to Nbath independent
baths is straightforward. One can expand the GLE-2B by
introducing Nbath auxiliary sets of DOF s
(kν)
ν,1 and s
(kν)
ν,2 .
The EOM of these aDOF are given in the 3rd and 4th
lines of Eq. (14). The EOM for the momenta of the
central system will include the contribution of the Nbath
baths via the set of aDOF. It is defined by the sum over
FIG. 2. (Colour online) Model system for a short cylindric Al
wire (central system containing 59 atoms) connected to two
left (L) and right (R) baths. For the GLE calculations, the L
and R bath reduced region contains 68 atoms each. For the
calculations of the dynamical matrix and the mapping of the
polarisation matrix, larger baths (each containing 203 atoms)
were considered53. The embedded atom method (EAM) is
used for the inter-atomic effective potential. For convenience,
we now call the baths ν = L,R instead of ν = 1, 2.
all the bath indices instead of just a sum over ν = 1, 2,
i.e.
p˙iα = − ∂V¯
∂riα
+
Nbath∑
ν=1
∑
bν ,kν
√
µlν
µ¯ν
giα,bν (r) c
(kν)
bν
s
(kν)
ν,1 (t).
(19)
The mapping and fitting procedures of the polarisa-
tions matrices Πbνb′ν will be performed for each individual
bath.
III. RESULTS FOR THE GLE-2B APPROACH
We now apply the GLE-2B approach to a model sys-
tem, which consists of a short Al nanowire connected to
two independent baths (represented by two half spheres)
as shown in Figure 2. For obvious reasons, we now
call the left and right baths ν = L,R (instead of ν =
1, 2). The electronic transport properties of similar Al
nanowires have been studied some decades ago67–69, it is
now interesting to study their thermal transport proper-
ties under the proper non-equilibrium conditions.
Figure 3 provides more information about the central
system (labelling of different layers of the system) and
the bath reduced regions. The system is built using a
fcc lattice and the distance between layer A and layer
C (Fig. 3) corresponds to the lattice parameter of 4.05
A˚. The Al nanowire (layers A to G) has the length of
12.15 A˚. The central system (layers L3-L1, A-G, R1-R3)
for which the GLE-2B simulations are performed has a
length of 20.25 A˚. We have taken the Embedded Atom
Method70 to model the metallic Al system. The tabu-
lated interatomic potential is provided by the NIST In-
teratomic Potential Repository Project71.
6In order to compare to the results obtained with our
GLE-2B approach, we also consider two different ther-
mostatting approaches for the baths. These are more
widely used and consist of stochastic dynamics for the
atoms in the bath regions, while the central region
follows the common deterministic Newtonian dynamics
(see Fig. 3 and Appendix A). We consider two stochas-
tic dynamics, i.e. a simple Langevin (Langevin-Gauss
LG) dynamics58 and the dynamics generated by a Nose-
Hoover (NH) thermostat which are already implemented
in the MD code LAMMPS.
For the simple LG approach, the stochastic dynamics
for the atoms in the bath regions are given by
p˙ν = −∇rνV (r)− γpν + ξGν
with the momentum vector pν of the atoms in the bath
ν = L,R and the white noise vector ξGν (following a
Gaussian distribution with a width related to the tem-
perature Tν). The single parameter γ characterises the
friction (damping τdamp = 1/γ) for all atoms in the bath
regions53.
For the NH thermostating approach, each is also char-
acterized by a damping parameter τNHdamp (in unit of time)
in the LAMMPS implementation.
As a first application of our GLE-2B, we concentrate on
studying the steady-state properties of the system. For
all stochastic dynamics, we consider some initial condi-
tions (values of the baths’ temperatures TL and TR and
of the velocities of the atoms in the central system) and
let the system evolve in time until the total kinetic energy
reaches a plateau, i.e. a constant value up to the corre-
sponding thermal fluctuations. For the different GLE-2B
calculations, the system takes roughly 80 ps to reach a
steady state regime (i.e. ∼ 40000 time steps for a ∆t =
2 fs). For the LG and NH thermostat calculations, the
steady state can be reached in less time-steps since the
characteristic damping time is adjustable by the user.
A. Systems at equilibrium
In order to validate our GLE-2B approach and the cor-
responding algorithm, we first need to check that when
the bath temperatures are equal, TL = TR, we obtain the
correct results for the energy and/or the velocity distribu-
tions as expected from equilibrium statistical mechanics.
We have performed different calculations for different
temperatures T = TL = TR where T = 100, 150, 200, 300,
400 K. Figure 4 shows the velocity distribution functions
for different atomic layers of the central system73. The
results for the velocity distributions show that the system
indeed reaches the expected thermal equilibrium, where
the velocity distributions follow the Maxwell equilibrium
distribution.
It should be noted that for temperatures above
∼ 400 K, our model system shows some structural
instabilities74. Therefore calculations are performed only
with temperatures lower than 400 K.
A B C D E F G
Central system
Bath L (reduced)
Bath R (reduced)
R3R2R1L1L3 L2
FIG. 3. (Colour online) Schematic representation of systems
under consideration for the GLE calculations. The central
system consists of 7 layers of Al (labelled A to G) and 3 extra
layers embedded in the left bath (labelled L1, L2 and L3) and
3 extra layers embedded in the right bath (labelled R1, R2 and
R3). The layer L3, L1, B, D, F, R1 and R3 (L2, A, C, E, G,
R2) contains each 5 (4) Al atoms. The bath reduced regions
are represented by the brown and blue regions for the left
and right baths respectively. Each of these regions contains
68 atoms. We recall that, during the GLE simulations, the
positions of the bath atoms are fixed. The left and right baths
are at their own temperature TL and TR respectively. For the
other thermostatting approaches, the bath reduced regions
are described by their own stochastic dynamics (Langevin-
Gauss (LG) or Nose-Hoover (NH) thermostatting) at their
own temperatures TL and TR). The central system (L1-L3,
A-G, R1-R3) evolves according to a Newtonian (NVE) dy-
namics. The remaining outer atoms are kept at fixed posi-
tions to ensure the structural stability of the system in the
LG and NH thermostatting calculations.
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FIG. 4. (Colour online) Histograms of the velocity distri-
bution for different layers of atoms for the system shown in
Fig. 3. (Top Left Panel) Layers L3, L2, L1 of the central
system. (Top Right Panel) Layers R1, R2, R3 of the central
system. (Bottom Panel) Layers A to G. The GLE calculations
are performed for TL = TR = 200 K. All distributions (his-
tograms) fit perfectly the equilibrium Maxwell distribution
(solid red line) as expected.
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FIG. 5. (Colour online) Histograms of the velocity distribu-
tion for the different layers of atoms in the system shown in
Fig. 3. The GLE calculations are performed for two different
bath temperatures TL = 200 K and TR = 125 K [76]. The cen-
tral layer D is frozen, i.e. atomic positions fixed, and acts as
a perfect thermal barrier. The distributions (histograms) for
the atomic layers on both sides of the frozen layer D, namely
layers (L3, L2, L1, A, B, C) and layers (E, F, G, R1, R2, R3),
fit perfectly the equilibrium Maxwell distributions obtained
for the two temperatures TL (lines in the top left and bottom
panels) and TR (lines in the top right and bottom panels).
To further complement the validity of our approach, we
have also performed calculations for pseudo double equi-
librium conditions. This is done by considering the two
baths at two different temperatures, and keeping fixed
the atomic coordinates of the central layer D of the cen-
tral system. This creates a thermal decoupling between
the two sides, i.e. the frozen layer D acts as a perfect re-
flective barrier for the thermal transport between the two
baths. Figure 5 shows the results obtained for the veloc-
ity distribution when the bath temperatures are TL = 200
K and TR = 125 K [76]. One clearly sees that one side of
the system (layers L3, L2, L1, A, B, C) has velocity dis-
tributions that are well represented by the equilibrium
Maxwell distributions obtained for TL, while the other
side (layers E, F, G, R1, R2, R3) has equilibrium veloc-
ity distributions obtained from TR. Similar results are
also obtained when using the LG or NH thermostatting
procedures for the bath stochastic dynamics.
With this preliminary set of calculations, we feel confi-
dent that our approach and its numerical implementation
in the MD code LAMMPS are correct and, therefore, we
move onto discussing our out of equilibrium calculations.
B. Non-equilibrium conditions
In this section, we consider the proper non-equilibrium
conditions when the temperatures of the two baths are
different TL 6= TR. More specifically, we consider the
steady state regime when, after some relaxation time, the
total kinetic energy of the system reaches a “constant”
value (up to the thermal fluctuations).
In a nanowire connecting two thermal baths when
TL 6= TR, it has been shown that a temperature gradient
may or may not build up across the system. Tempera-
ture profile measurements are usually performed, by us-
ing thermal probe AFM, on mesoscopic scale systems (a
few microns in length) or on multiwall carbon nanotubes
(14 nm diameter and 4 microns length)75. Such measure-
ments have not yet been performed on nanoscale objects.
However, a lot of theoretical work on model systems can
be found in the literature. In the following paragraphs,
we will review briefly the causes of the presence or ab-
sence of a temperature gradient as reported in previous
theoretical studies.
Since the seminal work of Rieder et al. [77], it has been
known that in an one-dimensional homogeneous har-
monic system (also referred to as an integrable system),
the thermal conductivity diverges in the thermodynamic
limit. No temperature gradient is formed in the bulk of
the system, since the dominating energy “carriers” are
not scattered and propagate ballistically. A large vari-
ety of harmonic (integrable) systems have been studied
in the classical77–85 and quantum79,86–91 limits, using an-
alytical and/or numerical approaches. All these studies
show that there is no temperature gradient inside the sys-
tem (except small regions in the vicinity of the contacts
between the central system and the baths). One usu-
ally obtains a constant-temperature profile77–81,83,85–91
in the central system around the averaged temperature
Tav = (TL + TR)/2.
On the other hand, in classical or quantum non-
integrable systems, a temperature gradient is formed
inside the system. The temperature gradient is uni-
form, and the heat conductivity is finite (it means
that these systems obey Fourier’s law). The general
trend is that one has to break the integrability of
the system in order to build up a temperature gradi-
ent there. This can be done by introducing: (a) any
form of anharmonicity79,81,82,84,85,90,92,94,95,97–106, (b) ex-
tra local stochastic processes78,79,83,85,86,94,100,109 or ex-
tra collision processes110,111, (c) dephasing for quan-
tum systems87,112, or (d) mode coupling for classical
systems113.
The introduction of topological/configurational
defects92,93,107 or disorder78,83,93,99,108 in harmonic
systems can also lead to the build up of a temperature
gradient. This result can be understood from the fact
that defect/disorder introduces some form of localisa-
tion of the vibration modes95,96. Such modes do not
favour ballistic transport, as phonons get scattered by
impurities or boundaries95. Hence the system has a
finite thermal conductivity and presents a temperature
gradient across itself.
We now test our GLE-2B method to investigate the
thermal transport properties of the Al nanowire in the
context of ballistic versus diffusive transport regimes. We
consider different temperatures TL and TR for the left and
right baths respectively. The temperatures are chosen
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FIG. 6. (Colour online) Histograms of the velocity distri-
bution for different layers of atoms for the system shown
in Fig. 3. The GLE calculations are performed for proper
non-equilibrium conditions with the bath temperatures being
TL = 150 K and TR = 50 K. The lineshape of the different
distributions (histograms) is similar to that of the equilib-
rium Maxwell-Boltzmann distribution. All distributions fit
well onto the Maxwell distribution obtained from the average
temperature Tav = (TL + TR)/2 = 100 K.
between 50 and 300 K.
Figure 6 shows the velocity distribution for a non-
equilibrium calculation performed with TL = 150 K and
TR = 50 K. This is a typical result, and the following
discussion can be applied to other combinations of bath
temperatures TL and TR (not shown in the paper). The
corresponding time evolution of the total kinetic energy
of the central system and its statistical distribution is
shown in Appendix A.
First of all, we can see that the lineshape of the dif-
ferent velocity histograms for different atomic layers is
similar to the lineshape of the equilibrium Maxwell dis-
tribution. Such a behaviour permits us to define a local
temperature for each different layer.
Second, all velocity histograms appear to follow the
same equilibrium Maxwell distribution corresponding to
the average temperature Tav = (TL + TR)/2 = 100 K
(even for the layers L3 and R3 embedded in the L and
R bath respectively). The overall results clearly indi-
cate that, within such a non-equilibrium regime, we are
dealing with an integrable system, essentially a complex
harmonic system which perfectly transmits the heat flux
between the two baths.
To simplify the analysis of our calculations, we now
consider only the temperature profiles along the central
system. Such profiles are calculated for each layer by
fitting the local velocity histograms onto the Maxwell
distribution. We then extract the corresponding local
temperature for each layer.
Figure 7 shows the temperature profiles in the cen-
tral system for different sets of temperatures TL,R. From
the procedure of fitting the velocity histograms to the
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50 50
75 75
100 100
125 125
150 150
T [K] T [K]
FIG. 7. Temperature profiles across the central system for
different bath temperatures. The labels Lbath (Rbath) rep-
resent the temperatures at the left (right) bath. The other
labels indicate different layers in the central system. For dif-
ferent sets of TL,R, there is no temperature gradient in the
system, i.e. it behaves like a perfectly integrable system.
There is an inherent uncertainty in the evaluation of the lo-
cal temperature from a fit to the Maxwell distribution. All
temperatures have an error bar of ±5 K. As a visual guide,
this corresponds to the size of the symbols. Note that we also
have performed calculations swapping TL ↔ TR and obtained
the same flat temperature profiles.
Maxwell distribution, we estimate an uncertainty of ap-
proximately ±5 K on the temperature values. Even in
the presence of such an error, one can see that there is no
temperature gradient in the central system for the differ-
ent temperatures considered in Fig. 7. This implies that,
for such temperatures, the system behaves like a perfect
harmonic (integrable) thermal conductor.
We can also compare our GLE-2B approach with the
other LG and NH thermostatting approaches (Fig. 11).
In such approaches, the atoms in the bath reduced re-
gions are allowed to move and follow a dissipative dy-
namics ruled by a simple LG dynamics or by a NH ther-
mostat. The atoms in the central region (while interact-
ing with themselves and with the moving atoms of the
two baths) follow a Newtonian NVE dynamics.
From the results shown in Figure 8, we can see that
while the GLE-2B calculations provide a uniform tem-
perature profile inside the system, the LG and NH ther-
mostatting approaches display two different kind of be-
haviour depending on the chosen value of damping pa-
rameter. Note that in all LG and NH calculations, we
have performed the calculations with as many time-steps
as required to reach a stationary state. The larger the
value of the damping parameter, the longer the dynamics
is needed to reach the stationary state (See also Appendix
A for the time evolution of the kinetic energy).
For small values of the damping parameter τdamp = 7
ps (τNHdamp = 0.7 ps), we obtain a temperature gradient
in the central system. The NH thermostats appear to
provide an almost perfect linear gradient in the whole
system, while the simple Langevin thermostatting corre-
sponds to a small temperature gradient.
However for larger values of the damping parameter
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FIG. 8. (Colour online) Temperature profiles across the sys-
tem for different bath temperatures TL = 150, TR = 50. Com-
parison between the GLE-2B approach and the other LG and
NH thermostatting approaches. While the GLE-2B calcula-
tions provide a uniform temperature profile inside the system,
the LG and NH thermostats show either the building up of a
temperature gradient in the central system or a flatter tem-
perature profile depending on the value used for the damping
parameter. The LG calculations performed with the damp-
ing parameter τdamp = 1/γ = 7 ps show a temperature gra-
dient, while almost no gradient is obtained for τdamp = 100
ps. The NH calculations show a strong temperature gradi-
ent for τNHdamp = 0.7 ps, and a flatter temperature gradient for
τNHdamp = 20 ps. There is still a gradient for NH thermostats
(with τNHdamp = 0.7 ps) even for smaller ∆T with TL = 125 and
TR = 75 (see orange curve).
τdamp = 100 ps (τ
NH
damp = 20 ps), both LG and NH ther-
mostats provide a flatter temperature profile. The LG
calculations result in a temperature profile almost simi-
lar to that of the GLE-2B calculations.
It is interesting to see that changing the value of the
damping can lead to completely different physical results,
i.e. the presence of a temperature gradient or its absence
in the central system. Such a dilemma does not exist
in our GLE-2B approach since it does not contain any
adjustable parameter.
One should note that the small values of the damp-
ing parameter has been chosen in order to reproduce a
relaxation of the kinetic energy (for the LG and NH ther-
mostatting) similar to the relaxation obtained from the
GLE-2B approach (See also Appendix A).
It seems fair to say that fitting the values of the damp-
ing parameter (to reproduce the evolution of the kinetic
energy) is not enough for obtaining the same tempera-
ture profiles with the LG, NH thermostats and with the
GLE-2B approach.
As mentioned above, the presence of a temperature
gradient is a signature of the breaking down of the in-
tegrability of the system, and corresponds to a system
with a finite thermal conductance. It also implies the
introduction of anharmonic effects, configurational dis-
order or the introduction of other (uncontrolled) random
processes.
In order to understand if one can obtain a tempera-
ture gradient with the GLE-2B approach, we have per-
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FIG. 9. (Colour online) Temperature profiles across the sys-
tem from the GLE-2B calculations under different TL,R and
different atomic masses. It is possible to break the integra-
bility of the system by considering larger temperatures (red
curves) and/or by introducing configurational disorder (blue
curve). The disorder is introduced by changing the mass
(±20%) of some atoms picked up randomly in the central
system. For higher temperatures, parts of the system are
“driven” beyond the harmonic limit. In such cases, the sys-
tem is not entirely ballistic and presents a finite thermal con-
ductivity, leading to the build up of a temperature gradient.
formed calculations in different situations where the har-
monicity of the system is broken. This can be achieved
be considering higher temperatures. In these cases, the
atoms of the central system move in an effective potential
which goes beyond the harmonic potential well and con-
sequently one can obtain a finite temperature gradient,
as shown in Figure 9. One can see that larger deviations
of the temperatures from the average Tav = (TL + TR)/2
are obtained on the side of the hotter bath. One can fur-
ther increase such effects by introducing artificially some
configurational disorder in the system. For that, we have
considered the same system and at random we have given
one atom in each layer L1, A-G and R1 a mass 20% larger
(smaller) than the mass of the other atoms in the system.
The corresponding temperature profile is shown in Fig-
ure 9 and presents, as expected for such a disordered
and/or anharmonic system, a finite temperature gradi-
ent. In Appendix D we present calculations for a model
of a one-dimensional Al chain. The GLE-2B calculations
obtained for such a simple model confirm, as expected,
the analysis we have performed in this section.
Furthermore, it is also crucial to understand the impor-
tance of anharmonic effects. For that we introduce into
the GLE-2B method some form of anharmonic effects
in the baths by taking a finite life-time for the phonon
modes of the bath. It means that vibrational excitations
do not have an infinite life-time (as should be the case
for an integrable harmonic system) but rather that they
decay (dissipate) in time. The simplest way to treat such
effects is to introduce a “self-energy” in the phonon bath
propagator
Dbν ,b′ν (ω) =
[
ω21−D(ν) + ωΣanh(ω)
]−1
bν ,b′ν
.
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FIG. 10. (Colour online) Temperature profiles across the sys-
tem from the GLE-2B calculations. A simplified form of an-
harmonic effects in the baths is introduced by modifying the
values of the fitted parameters τkν . Such anharmonic effects
lead to a small temperature gradient on the side of the hotter
bath (L side). The building up of the temperature gradient
is however not as strong as for the LG/NH thermostatting
calculations.
Furthermore, we consider that Σanh is purely imaginary
and simply modifies the linewidth of the spectral fea-
tures in Πb,b′(ω) = −2ImDb,b′(ω)/|ω|. In practice, such
effects can be implemented in a rather straightforward
way: once the mapping of Πb,b′(ω) is established, we
take the values of the fitted parameters τkν and make
them smaller. The features of the corresponding vi-
bration modes in the phonon bath propagator are then
broadened53.
The results of such calculations, shown in Figure 10,
suggest that anharmonic effects in the baths tend to
favour the build up of the temperature gradient across
the system.
Finally we would like to add that short nanowires can
be ballistic (harmonic regime) for a range of tempera-
tures TL,R. However, such a behaviour might not be
true for much larger (longer) and strongly heterogeneous
systems22. Indeed, in such systems, one may expect to
observe the presence of disorder, of more localized vibra-
tional modes or, more importantly, of vibrational mode
“mixing” effects (interaction between phonons) which
lead to the building up of a temperature gradient in the
system. For example, the process of mode coupling has
been studied in model three-dimensional systems113 and
has been shown to lead to the presence of a temperature
gradient in the system.
IV. CONCLUSION
We have developed a Generalised Langevin Equa-
tion (GLE) approach to treat non-equilibrium condi-
tions when a central classical region is connected to two
realistic thermal baths at two different temperatures.
The method is called GLE-2B for Generalised Langevin
Equation with two baths. Following the original GLE
approach52,53, the extended Langevin dynamics scheme
is modified to take into account two sets of auxiliary de-
grees of freedom, each of which characterises the vibra-
tional properties of the baths. These auxiliary degrees of
freedom are then used to solve the non-Markovian dissi-
pative dynamics of the central region. We have developed
the corresponding algorithm for MD simulations and im-
plemented it within the MD code LAMMPS.
As a first application, we have studied the heat trans-
port properties of a short Al nanowire, that connects the
left and the right Al baths, in the steady-state regime.
We have mostly considered the establishment of a local
temperature profile within the system when the two bath
temperatures are different. Our results are interpreted in
terms of the properties of harmonic versus non-harmonic
systems, and the presence or the absence of defects. In
agreement with earlier studies, we found that in a purely
harmonic (ballistic) thermal conductor (with spatially
extended normal modes), there is no temperature gradi-
ent across the central part of the system. Whenever the
system presents some form of thermal resistance (finite
conductance) due to anharmonic effects, disorder, or ex-
tra random processes, a temperature gradient is present
in the system. Furthermore a concrete example of such
effects in a model of a one-dimension Al chain is provided
in Appendix D.
We have also compared the results of the simula-
tions using the GLE-2B approach to the results of other
simulations that were carried out using standard ther-
mostatting approaches (based on Markovian Langevin
and Nose-Hoover thermostats, see Fig. 11). In the latter
cases, either a flat temperature profile or a temperature
gradient across the central system can be obtained de-
pending on the value used for the damping parameter.
Upon the choice of this parameter, two different physical
results can be obtained. Such a dilemma does not ex-
ist in the GLE-2B approach as it does not contain any
adjustable parameters.
Furthermore, we have shown that the GLE-2B is able
to treat, within the same scheme, two widely different
transport regimes, i.e. systems which have ballistic (with
no temperature gradient) or diffusive (with temperature
gradient) thermal transport properties. This is a crucial
point since the crossover between ballistic and diffusive
transport regimes has been observed experimentally22
in organic molecules of different lengths connecting two
electrodes, after having been predicted theoretically11.
Penultimately we would like to add that the GLE-2B
has also another advantage over the more commonly used
thermostatting approaches. This method has been de-
rived explicitly in order to be able to treat inherently
non-equilibrium properties which cannot be simulated (in
principle) by the NH thermostats. Furthermore, we have
already shown in Appendix D of Ref. [52] that we can
derive the GLE dynamics with a coloured noise which is
not simply proportional to the memory kernel (as is the
case for the classical limit of the equilibrium fluctuation-
dissipation theorem). This means that quantum effects
of the baths can be incorporated in the GLE dynam-
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FIG. 11. (Colour online) Schematic description of the GLE-
2B and the LG/NH calculations. (Upper panel) the GLE dis-
sipative dynamics Eq. (7) is performed only on the atoms of
the central region. The L and R baths (displaced further
to the left and right for clarity) enter into the GLE calcula-
tions via the sets of fitting parameters {c(kν)bν , τkν , ωkν} and
the giα,bν ({riα}) quantities. In such calculations, the posi-
tions of the bath atoms are fixed at their equilibrium posi-
tions shown in Fig. 3. (Lower panel) The atoms in the central
region follow Newton’s EOM and the atoms in the L and R
baths follow a dissipative LG or NH dynamics. The atoms
with a black cross are kept fixed to ensure the overall stabil-
ity of the system. The two approaches, GLE-2B and LG/NH,
represent two different kinds of stochastic processes.
ics. The importance of such effects has been considered
in Refs.[14,114]. Finally, it should be noticed that our
GLE-2B approach is also perfectly appropriate to study
time-dependent phenomena. Such interesting phenom-
ena, which involve proper dynamical behaviour of sys-
tems, will be the subject of future studies.
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Appendix A: Verlet-type algorithm for the extended
Langevin dynamics with two baths
Following the Markovian equations derived in Sec-
tion II B and prescriptions given in Ref. [52], we use the
following algorithm for a single time-step ∆t.
The algorithm is derived, in a manner similar to the
Verlet algorithm, from a different splitting and a Trotter-
like decomposition of the total Liouvillian for the ex-
tended Langevin dynamics of the system DOF, riα, and
the auxiliary DOF s
(kν)
1,2 associated with the two inde-
pendent baths ν = 1, 2. Such a decomposition has been
shown to provide a more appropriate description of the
velocity correlation functions50.
Algorithm:
(A) Randomise and propagate the aDOF
s(kν)ν,x ← akνs(kν)ν,x + bkν ξ(kν)ν,x
for all kν and ν = 1, 2 and x = 1, 2.
(B) Calculate all giα,bν ({riα}) from the
derivatives of fbν ({riα})
(C) Propagate the DOF and aDOF over ∆t/2
viα ← viα +
(
fiα + f
pol
iα + f
pGLE
iα
) ∆t
2mi
s
(kν)
ν,2 ← s(kν)ν,2 − ωkνs(kν)ν,1
∆t
2
(D) Propagate the DOF over ∆t
riα ← riα + viα∆t
(E) Recalculate all giα,bν ({riα}) from the
derivatives of fbν ({riα})
(F) Propagate the aDOF over ∆t
s
(kν)
ν,1 ← s(kν)ν,1 +
(
ωkνs
(kν)
ν,2 + f
sGLE
kν
)
∆t
(G) Propagate the DOF and aDOF over ∆t/2
viα ← viα +
(
fiα + f
pol
iα + f
pGLE
iα
) ∆t
2mi
s
(kν)
ν,2 ← s(kν)ν,2 − ωkνs(kν)ν,1
∆t
2
(H) Randomise and propagate all the aDOF
s(kν)ν,x ← akνs(kν)ν,x + bkν ξ(kν)ν,x
(A1)
where the different forces, fiα, f
pol
iα , f
pGLE
iα , f
sGLE
kν
are ex-
plained below. The force
fiα = −∂V (r)
∂riα
(A2)
is the force acting on the system DOF iα due to the
interaction between the atoms in the system and in the
bath region(s); the “polaronic” force fpoliα
fpoliα =
∑
ν
∑
bν ,b′ν
√
µlνµl′ν giα,bν Πbνb′ν (0)fb′ν
=
∑
ν
∑
bν ,b′ν ,kν
√
µlνµl′ν giα,bν c
(kν)
bν
c
(kν)
b′ν
fb′ν
(A3)
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(with bν ≡ lνγ for DOF the ν-th bath) is the force acting
on the system DOF iα due to the interaction between the
system and bath regions which induces a displacement of
the positions of the harmonic oscillators characterising
the baths. In Eq. (A3), we used the fact that Πbνb′ν (0)
is the inverse Fourier transform (evaluated at τ = 0) of
Πbνb′ν (ω) given by Eq. (18).
The force fpGLEiα acts on the system DOF iα and arises
from the generalised Langevin equations:
fpGLEiα =
∑
ν
∑
bν ,kν
√
µlν
µ¯ν
giα,bν ({riα}) c(kν)bν s
(kν)
1 . (A4)
The force fsGLEkν acts on the aDOF s
(kν)
1 and also arises
from the generalised Langevin equations
fsGLEkν = −
∑
iα,bν
√
µlν µ¯ν giα,bν ({riα}) c(kν)bν viα (A5)
The integration of the dissipative part of the dynam-
ics of the aDOF (see steps (A) and (F) in the algo-
rithm) includes the coefficients akν = exp(−∆t/2τkν ) and
bkν = [kBTν µ¯ν(1−a2kν )]1/2 and the uncorrelated random
variable ξ
(kν)
1,2 corresponding to the white noise.
Appendix B: Evolution and statistics of the energy
In this Appendix we show the time evolution of the
kinetic energy and potential energy for a system under
nonequilibrium conditions. We also calculate the sta-
tistical distribution of the kinetic energy and briefly dis-
cuss the convergence of the numerical calculations for the
GLE-2B and LG approaches.
Figure 12 shows the time evolution of the total kinetic
energy ETOTkin and of the total potential energy E
TOT
pot for
the non-equilibrium conditions TL = 150 K and TR = 50
K. This is a typical result, and the following discus-
sion can be applied (qualitatively) to other combinations
of bath temperatures [115]. For all calculations, ETOTkin
reaches an asymptotic (nonequilibrium) stationary value.
For the GLE-2B calculations, the stationary regime is ob-
tained after 80 ps (around 40000 timesteps). While for
the LG calculations, the number of timesteps needed to
reach the stationary regime is strongly dependent on the
value used for the damping parameter τdamp.
The asymptotic value of ETOTkin is around 0.8 eV, which
is completely different than the corresponding values ex-
pected from equilibrium and the equipartition principle
for the two bath temperatures, i.e. 32NkBTL = 0.38 eV
and 32NkBTR = 1.14 eV. This is indeed not surprising as
the central system is not in an equilibrium state.
Interestingly, for the nonequilibrium conditions, the
choice of the value of the damping parameter τdamp
for the LG calculations is crucial to obtain the proper
physics. One cannot simply use the best τdamp to repro-
duce the time evolution of the kinetic energy, as done for
the equilibrium case53.
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FIG. 12. (Colour online) (a): Evolution of the total kinetic
energy ETOTkin and of the total potential energy E
TOT
pot of the
system shown in Fig. 2 versus time (∆t = 2 fs) [115]. The
calculations are performed with the bath temperatures TL =
150, TR = 50. The horizontal dashed blue lines correspond to
the averages of the energy over the time range 100 to 300 ps.
The convergence is fairly well obtained after ∼ 80 ps (40000
timesteps). (b): Evolution of the total kinetic energy ETOTkin of
the central system only (59 atoms from layers L3 to R3). For
the LG calculations, the convergence towards the stationary
value occurs after roughly 80 ps for the damping time τdamp =
7 ps. The stationary state is reached after more timesteps,
as expected, for the larger damping time τdamp = 100 ps (see
inset where it is apparent that the stationary value is reached
after 500 ps or 250000 timesteps).
The influence of the value of τdamp is reflected in the
distribution of the kinetic energy shown in Figure 13.
Only the LG calculations performed with a large value of
τdamp reproduce the distribution of E
TOT
kin obtained from
the GLE-2B approach. The LG calculations performed
with τdamp = 7 ps produce a much broader distribution.
Furthermore, in order to obtain the correct tempera-
ture profile given by the GLE-2B approach, one needs to
use a large τdamp in the LG approach. The LG calcula-
tions made with τdamp = 7 ps, which result in a gradient
in the temperature profile (i.e. a completely different
physics behaviour, see Fig. 8), show a time evolution of
ETOTkin that is much more similar to that obtained from
the GLE-2B method. These results confirm that the
choice of the adjustable parameter for the LG method
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FIG. 13. Histograms of the total kinetic energy of central
system containing 59 atoms for the bath temperatures TL =
150, TR = 50. The averaged kinetic energy 〈ETOTkin 〉 ∼ 0.8 eV
is the energy reference.
is crucial for being able to simulate the proper physical
behaviour. This is also true for the NH thermostatting
approach (results not shown).
Appendix C: Influence of the coupling to the baths
and the system size
In this section, we consider another way of coupling
the Al nanowire to the thermal baths. We treat a system
similar to the system shown in Figure 2 and Figure 3
by including into the central system only the 7 layers
labelled A to G (system containing 31 atoms). The atoms
of the layers L1, L2 and L3 (R1, R2 and R3) have now
been incorporated in the L (R) bath regions themselves.
For this sytem, we obtain the same physical results for
the temperature profile as those presented in the main
text [116]. For low temperatures and small ∆T = TL −
TR, the central system is harmonic and no temperature
gradient is obtained across the system, see Figure 14.
Once more, the LG thermostats provide two differ-
ent temperature profiles depending upon the value of the
damping parameter τdamp. For small values of the damp-
ing parameter (τdamp = 7 ps), we obtain a small tem-
perature gradient in the central system while for larger
values of the damping parameter τdamp = 100 ps, the LG
thermostats provide a flat temperature profile.
In terms of convergence versus the baths size, one
should first note that, in the GLE-2B approach, we do
not choose which group of atoms are connected to a ther-
mal baths, as this is usually performed when using more
conventional LG or NH thermostats.
The coupling of the central system to the thermal bath
ν is obtained by the coupling of the DOF iα to the aDOF
s
(kν)
ν,1 via the matrix elements giα,bν , see Eq. (19) and
Eq. (14). Such a coupling exists only when the matrix
element giα,bν is non-zero. We recall that giα,bν (r) =
Lbath A B C D E F G Rbath
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FIG. 14. Temperature profiles across the system consisting
only of the 7 layers labelled A to G in Figures 3 and 11. The
different bath temperatures are TL = 200, TR = 100. While
the GLE-2B calculations provide a uniform temperature pro-
file inside the system, the LG thermostats show either the
building up of a temperature gradient in the central system
(τdamp = 7 ps) or a flat temperature profile (τdamp = 100 ps).
∂fbν (r)/∂riα is the derivative, with respect to the coor-
dinate of the DOF iα, of the force fbν felt by the atom
lν of the bath ν with DOF bν ≡ lνγ.
The range of the matrix elements giα,bν is determined
by the cut-off of the inter-atomic potential used in the
calculations. The range of the quantities giα,bν is actu-
ally smaller than the cut-off of the inter-atomic potential,
as the former is the second derivative (versus spatial co-
ordinates) of the latter.
Hence there is no need to increase the size of the re-
duced bath region, as long as DOFs of the central system
are properly coupled to the existing atoms in the reduced
bath region. Indeed, adding atoms in the reduced bath
region (which corresponds to giα,bν = 0 elements) will
not change the dissipative dynamics of the atoms of the
central region.
However, one should not forget that the infinite spa-
tial extension of the baths has already been taken into
account. In particular, the continuous vibrational spec-
tra of the infinite baths has been obtained through the
calculation of their dynamical matrix and subsequently
in the mapping procedure described in Sections II B and
II D (for more detail, see also Ref. [53]).
The coupling to the thermal baths comes directly from
the construction of the geometry of the system itself and
from the cut-off of the inter-atomic potential. It is not
controlled by the user as usually done with LG or NH
thermostats. This is, once more, one of the main differ-
ences between the consistent (and more elaborate) GLE-
2B approach and the main-stream LG or NH thermostat-
ting approach.
As far as the convergence versus the size of the cen-
tral system is concerned, we have already mentioned
in the main text that nonballistic transport properties
can be obtained for much longer and heterogeneous
systems78,79,81–87,90,92–95,97–112. The presence of long
wavelength accoustic modes and their indirect coupling
(via the baths) with other delocalised vibrational modes
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FIG. 15. (Colour online) Model for a one-dimensional Al
chain (central system containing 11 atoms labelled A to K)
connected to the left (L) and right (R) baths. For the GLE
calculations, the L and R bath reduced region contains 30
atoms each. For the calculations of the dynamical matrix
and the mapping of the polarisation matrix, larger baths (con-
taining each 95 atoms) were considered. The mapping of the
polarisation matrix elements is done using 78 aDOF with a
set of 78 parameters {c(kν)bν , τkν , ωkν} for each bath ν = L,R.
can also lead to the establishment of a more diffusive
transport property associated with the presence of a tem-
perature profile in the central system. The study of the
transport properties versus the size of the central system
is important, but out of the scope of the present paper,
and will be treated elsewhere.
Appendix D: A one-dimensional toy model
In this section, we consider a toy model for a one-
dimensional system: a chain made of 11 Al atoms con-
nected to two baths as shown in Fig. 15. This is a simpler
system than the three-dimensional wire considered in the
main body of the paper. We use the GLE-2B approach
for the dynamics of the central chain and study the local
temperature profile of the perfect chain and of the chains
containing one or two defects. To model the defect, we
simply change the mass of the corresponding atom while
conserving the same EAM inter-atomic potential for all
atoms in the GLE-2B calculations.
To make the system simpler, we constrain the dynam-
ics of the atoms in the central chain to a purely one-
dimensional problem, i.e. the atoms can move only along
the main axis (the x-axis) of the chain. Therefore each
atom in the central region is associated with only one
degree of freedom.
For a system at equilibrium, TL = TR, the GLE-2B cal-
culations provide a velocity distribution for each atom of
the central region which follows, as expected, the statis-
tical Gaussian distribution of a single degree of freedom
given by
f1D(vx) =
√
m
2pikT
exp
(
−mv
2
x
2kT
)
. (D1)
For the non-equilibrium conditions, TL 6= TR, the ve-
locity distributions, calculated from the GLE-2B, for the
Lbath A B C D E F G H I J K Rbath
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T [K] T [K]
FIG. 16. Temperature profiles across the central 1D chain for
different bath temperatures TL,R. The labels Lbath (Rbath)
represent the temperatures at the left (right) bath. The other
labels A to K indicate different atoms in the central chain. For
”low” temperatures TL,R, the system is harmonic and one gets
a flat temperature profile as expected for integrable systems.
For ”higher” temperatures, the motion of some of the atoms
sample the anharmonic part of the interatomic potential, and
therefore the system is non-integrable and a temperature gra-
dient is built up.
atoms of the central chain also follow the lineshape of a
Gaussian distribution. However the associated tempera-
ture varies across the chain.
Figure 16 shows the temperature profile across the
chain when the masses of all atoms in the central chain
are equal. For ”low” temperatures TL,R, the homoge-
neous system behaves as a harmonic system and one ob-
tains a flat temperature profile as expected for integrable
systems. For ”higher” temperatures, the motion of some
of the atoms start to sample the anharmonic part of the
inter-atomic potential. Therefore some parts of the sys-
tem are not harmonic any more and a temperature gra-
dient starts to build up.
Note that because the dynamics of the system is
strongly constrained, no structural instability is possible
and higher local effective temperatures (in comparison
with the 3D short wire considered in the main part of
the paper) can be investigated in order to achieve the
anharmonic regime.
Figure 17 shows the temperature profile across the
chain when one introduces a localised defect in the chain.
Calculations are performed when the mass of the atom
labelled H in the chain is increased by 10 to 40% and
when the mass of both atoms C and H is increased by
40%. One can see that the introduction of a defect in the
chain (in the harmonic regime) leads to the build-up of a
temperature gradient. Such an effect is clearly obtained
for a mass increase larger than 10 % and in the cases of
more than one defect present in the chain.
We have checked that, in the presence of defects, the
vibration modes of the chain are slightly more localised
(around the defects) than for the perfect chain. Further-
more the amplitudes of the vibration modes at the ends
of the chain are also different in the presence of defects
in the chain. Such effects are thought to hinder the heat
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FIG. 17. (Colour online) Temperature profiles across the cen-
tral 1D chain for different defects present in the chain. The
labels Lbath (Rbath) represent the temperatures at the left
(right) bath. The other labels A to K indicate different atoms
in the central chain. The mass of atom H in Fig. 15 is in-
creased by 10, 20, 30 or 40%. The case of two defects (atoms
C and H with their mass increased by 40%) is also shown.
For the temperatures considered, the chain is in the harmonic
regime. However the presence of defects, and their associated
more localised vibration modes, leads to the build up of a
temperature gradient across the chain.
transport from one bath to the other and hence lead to
the absence of a flat temperature profile across the chain.
Thus, the calculations shown here for a toy model of
a one-dimensional Al chain present the same qualitative
physics as that obtained for the three-dimensional short
wire described in the main text.
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