Vision can be considered as a feature mining problem. Visually meaningful features are often geometrical, e.g., boundaries (or edges), corners, T-junctions, and symmetries. Mirror symmetry or near mirror symmetry is very common and useful in image and vision analysis. The current paper proposes several different approaches to extract the symmetry mirrors of 2-dimensional (2-D) mirror symmetric shapes. Proper mirror symmetry metrics are introduced based on Lebesgue measures, Hausdorff distance, and lower-dimensional feature sets. Theory and computation of these approaches and measures are studied.
Introduction and Motivation
Vision, a multi-level process of perception generation from observed 2-D images or image sequences, is first of all, a data mining problem. At the most fundamental level, it is to mine the basic geometric, topological, material, and chromatic (or painting) features from the input (intensity or range) image data. These basic features or patterns are then further encoded, correlated, and re-organized (typically in a tree-code form [5] ), leading to the perception of our evolving but stationary, generic, and spatially well ordered 3-D world, which is certainly not merely a collection of molecular or atomic clutters.
The current paper is intended to make contributions to the mining of mirror symmetry of 2-D shapes, perhaps the most common and accessible symmetry type in image and vision analysis. In manufacturing industries (e.g., automobiles), mirror symmetry offers great convenience in merchandise design and production. In life science, it is so astonishing that genetic DNA codes at the molecular level could lead to such universal (near) mirror symmetry in the global appearance of human beings and most animals. Finally, in the psychology of architecture design, the ancient mystery still remains why mirror symmetry looks so pleasing to human beings (see for example, the Eiffel Tower, Paris, and the Big Dome of MIT, Boston, USA).
In this paper, we shall call any compact set 
i s completely determined by the mass center line. This nourishes our first algorithm for mirror identification.
In practice, due to both imperfect shape extraction and boundary perturbation, ¡ can only be nearly mirror symmetric. As a result, the mass center curve is only nearly straight. Thus, instead of the ideal algorithm based on the Euclidean principle "two points determine a straight line," we turn to the technique of weighted least square fitting [9] 
Method of principle component analysis (PCA)
The second approach for mirror identification is based on PCA or singular value decompositions, and thus carries a more genuine taste of data mining. It is fundamentally stochastic in treating a shape as a collection of random samples from a Gaussian distribution:
Then mirror identification is simply to compute the principle directions of the distribution, i.e., the eigenvectors of the correlation matrix°. Let 
i n the previous section is simply
. Furthermore, define the auto-correlation matrix to be°
The foundation of this pseudo-probabilistic approach is solidified by the following theorem. Proof. Notice that the auto-correlation matrix° is both rotation and translation invariant with respect to ¡ (in the sense of orthonormal similarity). Thus, without loss of generality, assume that
Thus° is diagonal and the and axes are precisely its principle directions. In particular, the axis is the normal direction of the mirror.
j
The proof has been greatly simplified by rotational invariance. In practice, this is also exactly the main virtue of the PCA approach since the unknown rotation (i.e. the mirror direction) is found by solving a spectral analysis problem.
But the correlation matrix° has two principle directions: one is normal to the mirror and the other tangential. The magnitude of the associated eigenvalues does not provide valuable information for identifying which one is the normal (since the shape can be either "fat" or "slim" with respect to the mirror). Thus an extra validation step is required to further single out the normal from the two independent eigenvectors. The computation is straightforward by comparing the symmetry indices ( h 4) of the two hypotheses. We conclude the section by a stability theorem. 
We only sketch the proof by pointing out that when
, the spectral decomposition of symmetric matrices°°©
is a local diffeomorphism between symmetric matrices and the product space
represents the orthogonal group and ¤ 5 y for the eigenvalue pair. It is also straightforward to show thaẗ
Mirror Symmetry via Lower-Dimensional Features
In image analysis and visual perception, many deterministic shape features are invariant under diffeomorphisms. Let
denote the spatial locations of such a class of features (e.g., edges, corners, T-junctions), and 
This provides the foundation for mirror detection via feature sets. The advantage of going from shapes to feature sets is the dimensionality reduction and the resulting efficient computational approach. It is believed in cognitive science that human visual perception often cleverly relies on feature and pattern extraction and processing. Wavelets theory is the most well known example for nicely encoding and processing singular features such as edges [1, 4] . 
Metrics of Mirror Symmetry
The previous section deals with mirror symmetric or nearly mirror symmetric shapes for which the extracted mirrors well approximate human perception. In this section, we intend to quantitatively measure the degree of mirror symmetry, and develop proper metrics which allow us to say that "the degree of mirror symmetry of shape 
Then it is easy to see that¨¡ 
Thus the notion of symmetry index does coincide with our common intuition in visual perception. What seems more interesting is the following theorem which claims, roughly speaking, that if you add more symmetry, the symmetry index does increase.
The equality holds only when
, which completes the proof. 
The technical independence of the two theorems is due to that generally, y ae , contradicting to our assumption. Therefore, we can assume that
. We finally wrap up the proof by applying the compactness of both 
Then the Hausdorff distance between two compact sets 
Many properties in the previous section can be similarly studied.
Mirror Symmetry of Convex Shapes
In this section, we propose a new approach for studying mirror symmetry of compact convex shapes, based on the tool of support functions. Let 
In fact, (a) and (b) completely characterize a support function [7] . That is, a function º # u r w For an ideal disk, there are infinitely many normal pairs. For a generic ellipse, there are two and only two normal pairs corresponding exactly to the two symmetry mirrors. For generic shapes, normal pair is still a powerful tool to extract either the tangential or normal directions of the symmetry mirrors, even though success is not 100% guaranteed.
We conclude this section by stating an algorithm for computationally identifying normal pairs. 
Normal

Conclusion
The current paper proposes several different approaches to extract symmetry mirrors from 2-D compact mirror symmetric shapes. Visually meaningful symmetry measures are introduced based on Lebesgue measure, Hausdorff distance, and lower-dimensional feature sets. Theory and computation of these approaches and measures are developed. Important applications can be found for human and object detection, template based object tracking, data compression, and high-level inpainting algorithms based on global features [3] .
The present work also sets an example for studying more complex symmetry types such as affine and projective symmetries, which are also very important in mathematical image and vision analysis.
To understand which mechanisms human observers truly employ, however, all the models and algorithms developed here must be further validated by psychology experiments in human vision research.
