Abstract. Text classification, whether by topic or genre, is an important task that contributes to text extraction, retrieval, summarization and question answering. In this paper we present a new pairwise ensemble approach, which uses pairwise Support Vector Machine (SVM) classifiers as base classifiers and "input-dependent latent variable" method for model combination. This new approach better captures the characteristics of genre classification, including its heterogeneous nature. Our experiments on two multi-genre collections and one topic-based classification datasets show that the pairwise ensemble method outperforms both boosting, which has been demonstrated as a powerful ensemble approach, and Error-Correcting Output Codes (ECOC), which applies pairwise-like classifiers for multiclass classification problems.
Introduction
Text classification, the problem of assigning documents to predefined categories, is an active research area in both information retrieval and machine learning. It plays an important role in information extraction and summarization, text retrieval, and question-answering. In general, text classification includes topicbased text classification and text genre-based classification. Topic-based text categorization, which is classifying documents according to their topics, has been intensively studied before [24, 26] . However, texts can also be written in many genres, for instance: scientific articles, news reports, movie reviews, and advertisements. Genre is defined on the way a text was created, the way it was edited and published, the register of language it uses, and the kind of audience to whom it is addressed [16] .
Previous work on genre classification recognized that this task differs from topic-based categorization [16, 7] . A single genre, such as "written newswire" may encompass a range of topics, e.g., sports, politics, crime, technology, economy and international events. On the other hand, many articles on the same topics can be written in different genres. Therefore, the genre-topic mapping is many to many. Genre collections, such as ours discussed later, contain different genre covering with the same topic, newswire, radio news and TV news, in order to evaluate automated genre classification independent of topic classification. One way in which these two classification problems differ is that in general genre classification seldom exhibits individual features that highly predict a category, unlike topic classification, where words such as "umpire" and "RBI" directly predict the "baseball" category and indirectly the "sports" category.
Given the task of genre classification, the next questions are: How can we build accurate methods according to the characteristics of the genre data? Can we partially reuse the extensive body of work on topic classification? This paper explores aspects of these questions.
There have been many attempts to extract meaningful linguistic features to improve the prediction accuracy, such as POS tagging, parsing, number of punctuation, and layout features. However, many of those features (such as POS tagging or parsing) require high computational costs with little performance improvement; furthermore, for some text sources such as video, capitalization, punctuation and other such information are lost in the automatically speechrecognized transcript from the audio stream. Therefore it is useful to address genre classification using "bag of words" features only, which is the same for topic-based classification. Thus, instead of extracting other potential features, we focus on identifying the characteristics of the data in genre classification and propose suitable learning models accordingly.
Typically, most data for genre classification are collected from the web, through newsgroups, bulletin boards, and broadcast or printed news. They are multi-source, and consequently have different formats, different preferred vocabularies and often significantly different writing styles even for documents within one genre. Namely, the data are heterogenous. To illustrate this point, we provide an excerpt of two documents from the same genre, "bulletin-board", in our collected corpus:
- Heterogeneity is an important property shared by many other problems, such as scene classification and handwritten digit recognition. However, typical studies in topic-based classification assume homogenous data and tight distributions 1 . Extending classification for high-variance heterogeneous data is an interesting topic that has not been investigated, and is the primary focus of this paper.
Since the data are acquired from different sources and thus rather heterogeneous, a single classification model might not be able to explain all the training data accurately. One apparent solution to this problem is to divide the heterogeneous data into a set of relatively homogeneous partitions, train a classification model over each partition and combine the predictions of individual models. In this way, each sub-model captures only one aspect of the decision boundary. The idea of creating multiple models on the training data and combining the predictions of each model is essentially the ensemble approach, and there have been many studies on this subject. Several ensemble approaches have been successfully applied to text classification tasks, including boosting [8] , Error-Correcting Output codes (ECOC) [6] , hierarchical mixture model [22] and automated survey coding [12] . Alternative approaches such as stacking [23] and earlier metaclassifier approaches [2] do not partition the data, but rather combine classifiers each of which attempts to classify all data over the entire category space.
In this paper, we examine different ensemble methods for text classification. In particular, we propose an "input dependent latent variable" approach for model combination, which automatically directs each test example to the most appropriate classification model within the ensemble. We use this method as the framework to solve genre classification problems. Although our discussion is focused on multi-class classification framework, it is not difficult to extend to multi-label classification problems. The rest of the paper is organized as follows: in Section 2 we give an in-depth discussion of the popular ensemble approaches for topic-based text classification. Then we present our pairwise ensemble approach in Section 3. We compare our method with other ensemble methods on four datasets, including one artificial dataset, two genre datasets and one topicbased classification data. Finally, we give conclusion and hint at future work.
Popular Ensemble Approaches for Text Classification
Generally speaking, an ensemble approach involves two stages, namely model generation and model combination. In this section, we examine the model generation and model combination strategies in the popular ensemble approaches for the topic-based classification. Since genre classification also uses "bag of words" features, hopefully we can reuse some of the successful learning methods from topic classification to help genre classification.
Bagging involves a "bootstrap" procedure for model generation: each model is generated over a subset of the training examples using random sample with replacement (the sample size is equal to the size of the original training set). From a statistical point of view, this procedure asymptotically approximates the models sampled from the Bayesian posterior distribution. The model combination strategy for bagging is majority vote. Simple as it is, this strategy can reduce variance when combined with model generation strategies. Previous studies on bagging have shown that it is effective in reducing classification errors [4] .
Boosting As a general approach to improving the effectiveness of learning, boosting [8] has been the subject of both theoretical analysis and practical applications. Unlike bagging, in which each model is generated independently, boosting forces the base classifier to focus on the misclassified examples in previous iterations. In this way, each new model can compensate for the weakness of previous models and thus correct the inductive bias gradually [17] . Applying boosting to text categorization tasks, Schapire and Singer evaluated AdaBoost on the benchmark corpus of Reuters news stories and obtained results comparable to Support Vector Machines and k-Nearest Neighbor methods [21] , which are among the top classifiers for text classification evaluation [24, 14] . Empirical studies on boosting and bagging show that while both approaches can substantially improve accuracy, boosting exhibits greater benefits [19, 9] . Therefore, we provide only the results of boosting in our comparative experiments.
ECOC is an ensemble approach for solving multiclass categorization problems originally introduced by Dietterich and Bakiri [6] . It reduces a k-class classification problem into L (L ≤ k) binary classification problems and combines the predictions of those L classifiers using the nearest codeword (for example, by Hamming distance). The code matrix R (an k × L matrix) defines how each sub-model is generated. There have been many code matrixes proposed, such as Dense matrix and BCH codes [20] . Recent work has demonstrated that ECOC offers improvement over the standard one-against-all method in text classification and provided theoretical evidence for the use of random codes [3, 11] .
Pairwise Ensemble Approaches
From the discussion in section 2, we can see that most of those methods have complex model generation procedures and demonstrate considerable empirical improvement. However, they may not be the best choices for classification problems with heterogeneous data for two reasons: 1) In order to capture the heterogeneous characteristics of the data, it would be desirable to divide the training data into several relatively homogenous subsets. However, most algorithms do not intentionally do so. 2) The combination strategies are rather simple. To better solve the heterogenous classification problems, we propose the pairwise ensemble approach. The key idea of our algorithm is:
-build pairwise classifiers to intentionally divide the training data into relatively less heterogeneous sets so that each base classifier focuses on only one aspect of the decision boundary; -combine the results using the "input-dependent latent variable" approach, which can consider the particular properties of each testing example and dynamically determine the appropriateness of each base classifiers.
Model Generation by Pairwise Classification
Since our data are quite heterogenous, it presents difficulties to the classical one-against-all method, which is implied in our experiment results in section 4. A natural idea would be applying pairwise classification method to discover the exact difference between each pair of genres and then combine the predictions of the individual classifiers. One big advantage of this approach is that each sub-classifier only need capture one local aspect of the training data while in the single model approach it has to fit all the aspects of the entire training data, which can average out important local distinctions. Building pairwise classifier for multi-class classification problems is not a new idea and many attempts have been made to build ensemble approaches, such as ECOC [6] , pairwise coupling [13] , and round robin ensemble [10] . However, there has been little prior work on automatically combining individual pairwise classifier results in a meaningful way.
A General "Latent Variable" Approach for Combining Models
After the pairwise classifiers have been built, the remaining problem is how to combine the results. Linear combination methods, such as weighted voting, are inappropriate for the pairwise classification because each individual classifier only captures local information. One sub-classifier may be good for some examples, but not necessarily for all the testing data. Thus, a better strategy is to build a set of "gates" on top of the individual models and ask the "gate" to tell whether the corresponding model is good at capturing the particular patterns of the input test data. We would call this "input-dependent latent variable" because those gates can be thought as latent variables that determine the right models for each input data. Next, we give a formal description of this strategy.
Given the input data x and a set of ensemble models M = {m 1 , m 2 , . . . , m n }, our goal is to compute the posterior probability P (y|x, M ). As shown in Figure-1 , each gate, i.e. hidden variable, is responsible for choosing whether its corresponding classifier should be used to classify the input pattern. More precisely, let h i stand for the hidden variable corresponding to the i th classification model; the value of h i can be 1 or 0, with 1 representing that the i th model is selected for classifying the input example and 0 otherwise. By using the hidden variables, we can expand the posterior probability as a sum as follows:
By assuming that the selection of a classification model is independent from the selection of another, we can simplify the joint probability as follows:
Consider building an exponential model with a set of features {ln P (y|x, m 1 
To incorporate h i into the equation above, we set α i to k i , with the intuition that the prediction of a model is given high weight if the model is suitable for the input pattern and low weight otherwise. In this way, we get
We drop the normalization factor Z, rewriting the previous equation as a proportionality, and then the joint probability can be derived as follows: Therefore
By assuming P (h
In this way we can further simplify by expanding only to the first order and ignoring the high order terms that usually express the interaction between different models, which are usually very small in value . At last, we get the approximation:
As indicated in (2), there are two major components: P (h i = 1|x, M ), i.e. the component describing how likely it is the i th classifier should be used for classifying the input example, and P (y|x, m i ), i.e. the component determining the likelihood that class y is the true class label given the input x and the classification model m i . At first glance, (2) looks very similar to the linear combination strategies except that the combination factor is P (h i = 1|x, M ). However, unlike the linear combination strategies whose combination weights is the same for all inputs, the weights in the latent variable approach are strongly connected with the input example by the conditional probability P (h i = 1|x, M ). Given the latent variable approach as the framework, the remaining problem is to estimate the conditional probability P (h i = 1|x, M ), i.e. the likelihood that the i th model should be used for class prediction given the input x. Since each individual classifier is a pairwise classifier to differentiate two classes, say C i and C j , a simple method to estimate P (h i = 1|x, M ) is to build a binary classifier on top of each base classifier to differentiate examples that belong to these two classes (C i and C j ) and those that do not. The underlying idea is that the likelihood for a model to be used for classifying an input datum x is equal to the likelihood that x is similar with the examples to train the model.
To make it more clear, let n be the number of classes and M Ci|Cj represent the pairwise classifier to differentiate class C i and C j . On the top level, we will have another classifier M Ci,Cj |Ci,j to differentiate whether the examples belong to one of classes C i , C j or not. Figure 2 shows the structure of the model for class C 1 . Compared with (2), for the pairwise ensemble approach
For each class C i , we build a structure like this and compute the corresponding score of the test examples. For multiclass problem, typical in genre classification, we can assign the test example to either the class label with the highest score (R-cut) or the classes whose scores are above some preset thresholds (S-cut) [26] . In this way, our approach can be extended to multi-label classification problems by assigning all the class labels above a given threshold to each test instance.
Related Work and Discussion
Our work is related to several approaches, including hierarchical mixture of experts (HME) [15] and pairwise coupling [13] . HME uses similar ideas to dynamically determine the most appropriate model for testing examples. However, it requires much higher computational costs because it applies an EM algorithm to estimate the latent variables. Pairwise coupling also incurs high costs in the test phase due to its iterative search procedures. Therefore it would be difficult to directly apply those two methods to text classification problems. In order to provide a rough idea on the efficiency and effectiveness of those ensemble methods, we followed the experiments in [13] and generated a synthetic dataset of 3 classes with the data in each class generated from a mixture of Guassians. We use Linear Discriminative Analysis (LDA) as base classifiers. The results and the decision boundary are shown in Figure 3 . From the results, we can see that pairwise ensemble and pairwise coupling are the best in terms of accuracy, and our method is much faster.
Empirical Validation
In our experiments we chose two datasets for genre-based classification evaluation. Collection I consists of 12,259 documents from 10 genres (for details see Table 1 ). We split the corpus into a training set of 9,236 documents and a test set of 3,023 documents. The Radio-news, TV-news and Newswire are part of the TDT2 [1] and we extracted documents from the same time period in order to ensure similar contents and thus minimize the information provided due to different topics instead of different genres. The rest of the documents were collected from the web. Collection II, provided by Nigel Dewdney, consists of about 3,950 documents from 17 genres (see Table 2 for details). We split the corpus into a training set of 3,000 documents and a test set of 950 documents. Compared with collection I, collection II contains more genres, but they are easier to distinguish. We pre-processed the documents, including down-casing, tokenization, removal of punctuation and stop words, stemming and supervised statistical features selection using the χ 2 max criterion. The optimal feature set size was chosen separately by 10-fold cross validation. Finally we chose 14,000 features and 10,000 features for Collection I and Collection II, respectively. Document vectors based on these feature sets were computed using the SMART ltc version of TF-IDF term weighting [5] . For the evaluation metric, we used error rate and a common effectiveness measure, F 1 , defined to be [26] :
r+p where F 1 is the harmonic average of precision p and recall r. To measure overall effectiveness we use both the micro-average (effectiveness computed from the sum of per-category contingency tables) and the macro-average (unweighted average of effectiveness across all categories). 
Experimental Results
In our experiments we used Support Vector Machines, one of the most powerful classifiers in previous text classification evaluation [26] , relying on the SV M Light package [14] . Table 3 We use the result of SVM with linear kernel, without any ensemble methods as baseline. For boosting, we use the AdaBoost algorithm with SVM, tuned for the optimal number of training iterations and report the best results (the corresponding training iteration is 10 and 5 respectively for collection I and II). For ECOC, we use SVM as the base classifier and apply a 63-bit random coding for both collections, which is also used in [11] for their experiments. SVM is used for both base classifiers and the top level gate classifier in pairwise ensemble.
From the results, we can see the pairwise ensemble approach performs consistently the best among the four methods in terms of error minimization and both Micro-F 1 and Macro-F 1 measurement. Boosting SVM decreased performance over the baseline for both collections, which is a sign of overfitting. In fact, we tried boosting other classifiers, such as Decision Tree and Naive Bayes. Although boosting SVM deteriorates the performance, it gives the best result compared to other boosted classifiers. ECOC method achieved some improvement on Collection II but decreased the performance for the other collection. This implies that ECOC is not a generally effective method to improve classification accuracy.
In order to more clearly evaluate automated genre classification, independent of topic classification, we listed in Table 5 the detailed results of three genres in Collection I, i.e., Newswire, Radio-news and TV-news, which have been intentionally collected on the same topics to minimize the information provided due to different topics instead of different genres. From the results, we can see that the performance on those three categories is much lower than the average result over the whole collection with ten categories. This implies that it is more difficult and challenging to distinguish genre within the same topic. On the other hand, our approach achieves the best performance on all the three categories, especially for TV-news, which improves abut 9% over the baseline in F 1 measure. 
Extension for Topic-based Text Classification
We have shown that the pairwise ensemble approach is effective to improve the performance of genre classification. Since we use only word features for genre classification, which is the same with the topic-based classification, it is a natural question to ask whether our method is also good for topic-based text classification. To answer the question, we tested our methods on the Newsgroups dataset [18] , one of commonly used datasets for text classification. The dataset contains 19,997 documents evenly distributed across 20 classes. We used the cleaned-up version of the dataset 3 , removed stop words as well as the words that occur only once, with the final vocabulary size being about 60,000. We randomly select 80% of the documents per class for training and the remaining 20% for testing (15199 training documents and 3628 test documents ). This is the same pre-processing and splitting as in the McCallum and Nigam experiments [18] . Table 6 lists the results of comparing different ensemble approaches on the newsgroup dataset. For boosting, the training iteration was 10 by cross-validation and all other parameter settings are the same with previous experiments. The results imply that the pairwise ensemble approach works well for this text classification dataset, in fact significantly better that baseline SVM or boosting SVM.
Conclusion and Future Work
In this paper, we identified the heterogeneity of genre data and presented our new pairwise ensemble approach to capture this characteristic. Empirical studies on two genre datasets and one topic-based datasets show that our method achieved the best performance among all the popular ensemble approaches we have tried, including boosting and ECOC. However, is pairwise ensemble truly dominant in general? Answering that question would require much larger scale empirical studies, but is definitely an important issue. Another line of research involves discovering the limitations of pairwise ensemble, such as the computational tractability as the category space grows and potential paucity of data to train all pairwise classifiers. One solution would be selecting only category pairs with sufficient training data and smoothing the decisions via the baseline classifier. Empirical validation for these extensions would be a natural next step.
