The long-wavelength instability for thermocapillary-driven convection in two dimensions is studied numerically. The system under consideration consists of a horizontal periodical liquid layer bounded from below by a rigid wall and from above by a deformable free surface. The liquid is heated from the bottom wall and cooled from above. The problem can be approximated by the Stokes equation and has two dimensionless parameters. One parameter is the dynamic Bond number which is the ratio between gravity and thermocapillary force. The other is the static Bond number, which describes the ratio between gravity and the surface tension. Using the boundary integral method we present full-scale direct numerical simulations of the long-wavelength Marangoni instability in two dimensions. The time evolution of the free surface leads to the formation of drained regions ͑so-called ''dry spots''͒. The simulations demonstrate a remarkable complexity of the touchdown process, involving a deep cascade from large to increasingly small structures. In the behavior of the minimum height of the interface h min at large time simple scaling dependence on time was not observed. Extrapolation of h min exhibits infinite-time singularity. The dependence of the size of drained region on the parameters is discussed.
I. INTRODUCTION
Surface-tension-driven phenomena occur under a wide range of circumstances. They play an important role in industrial technologies. The applications of these phenomena in chemical engineering, crystal growth, and materials processing are classical examples. Also in novel techniques such as the Marangoni drying of silicon wafers in semiconductor industry, 1,2 the surface-tension-driven flows are present. Marangoni convection is relevant not only in industrial applications. Several vital processes of our body depend on this phenomenon ͑for example, the diffusional gas exchange in the lungs͒. Moreover, surface-tension-driven flow is an interesting and important fundamental problem of fluid dynamics.
It is well known that a nonuniform surface tension distribution along an interface can drive a flow within a fluid. The nonuniformity of surface tension can be caused by the presence of a surfactant or by temperature variations on the interface. In the latter case the resulting flow is called thermocapillary flow. We will consider thermocapillary convection in a liquid layer heated from below and cooled from above. Bénard first observed onset of the convection as a hexagonal pattern on the free surface in such a system. Block 3 and Pearson 4 have shown that in thin liquid films the thermocapillary mechanism, rather than buoyancy, is the dominant source of convection. The linear stability theory for non-deformable interface developed by Pearson was verified and has shown a good agreement with experiment ͑see, for example, Ref. 5͒. Later Scriven and Sternling 6 and Smith 7 have repeated the analysis of Pearson but have taken into consideration the deformation of the free surface. They have found that for large values of the wave number q ϭ2d/L ͑for relatively thick liquid layer͒, where d is height of liquid layer and L is wavelength, both theories lead to the same results. In this case the deformation of the interface is not important. However, for q→0 ͑thin liquid layers͒ they have predicted a completely different instability. This instability has recently been observed experimentally by VanHook et al. 8 and manifests itself in the formation of a largescale drained region which is called ''dry spot. '' Applying the lubrication approximation to the NavierStokes equations Davis 9, 10 has developed a nonlinear evolution equation ͑amplitude equation͒ for the local liquid depth h(x ជ ,t). Weakly nonlinear analysis of this equation has shown the subcritical character of long-wavelength instability. Numerical simulations based on solving such simplified equations have studied the influence of various effects ͑such as evaporation, Van der Waals force and so on͒ on the longscale behavior in thin liquid films. To get an extended overview about dynamic phenomena in thin liquid films the reader is referred to the review paper of Oron et al. 11 In particular, the evolution of the free surface subject to the action of the thermocapillary force has shown spontaneous ruptures of the interface ͑see, for example, Joo et al. 12 ͒. The direct numerical simulations of the Navier-Stokes equation presented by Krishnamoorthy et al. 13 have established the occurrence of ruptures, showing that it is not a side effect of the long-wave theory.
In contrast to the previous works we devote our attention to the strongly nonlinear stage of evolution until the rupture of the shape occurs. Since the dynamic evolution of the surface is a very complex process we need a model which is simple but reflects correctly the dynamics of the surface. In the next section we present such a model. It is based on the Stokes equation ͑instead of the more difficult Navier-Stokes equations͒, contains a minimum number of parameters ͑two in contrast to five used by Krishnamoorthy͒ and permits us to study the long-wave regime of instability in its pure form without being supplanted by the short-wave instability. For full-scale numerical simulations we use the boundary integral method presented briefly in Sec. III. Numerical results are presented in Sec. IV. For the first time, we establish the long ͑possibly infinite͒ sequence of ruptures and also show the evolution of the minimum height h min (t) for large times.
In the conclusions we summarize our results and discuss the assumptions used in our model.
II. MODEL AND MATHEMATICAL FORMULATION
The system under consideration, shown in Fig. 1 , consists of a horizontal two dimensional periodical liquid layer of initial height d. The layer is bounded from below by a rigid wall and from above by a deformable free surface. The liquid is heated from the bottom wall and cooled from above. The surface tension changes with the temperature and can cause stresses along the surface. These stresses, called thermocapillary ͑Marangoni͒ forces, drive a flow in the liquid and present the destabilizing mechanism in our system. If thermocapillarity dominates the relevant stabilizing mechanisms ͑gravity and thermal diffusion͒, then the system becomes unstable. Depending on which of both stabilizing mechanisms is more important, one or another regime of instability will appear. When gravity is much stronger than the diffusion, the deformational instability is quickly damped so that the short-wavelength instability ͑hexagonal convective cells in 3D͒ becomes dominant ͑Ref. 4͒. When diffusion is the dominating stabilizing mechanism, then the temperature fluctuations are strongly damped. In this case convection originating from a small deformation of the free surface leads to formation of a large drained region ͑long-wavelength instability͒. The condition for the appearance of the long-wavelength instability can be written in terms of the dimensionless Galileo number as
where g is the acceleration of gravity, and and are the kinematic viscosity and the thermal diffusivity in the liquid, respectively. The Galileo number represents the ratio between stabilizing mechanisms in the system ͑diffusion and gravity͒. For more details on the physical mechanisms of instabilities the reader is referred to Ref. 14. Now we go over to discuss the models used in this work. For the thermal model we use the following assumptions.
͑1͒ Péclet number PeϭU 0 d/Ӷ1, where U 0 is a typical velocity of thermocapillary flow and is the thermal diffusivity of the liquid. ͑2͒ The thermal conductivity in the gas above the layer is equal to thermal conductivity in the liquid.
The first assumption expresses the fact that the heat transfer in the liquid is essentially diffusive. This implies the dominance of the diffusive stabilizing mechanism over gravity so that the long-wavelength instability becomes always dominant. where T 0 is the temperature of the lower boundary and ␤ is the strength of temperature gradient. The dependence of the surface tension on the temperature for small temperature differences can be approximately represented by a linear relation
If h(x,t) is the position of the free surface, then ͑1͒ gives
where ␣ 0 is the mean value of the surface tension and ␥ ϭϪ‫ץ‬ T ␣ is the coefficient of surface tension variation. In summary, the simplified thermal model reduces the problem into a Marangoni flow whose surface tension distribution is explicitly determined by the instantaneous position of the free surface. By eliminating the dynamics of the temperature field we have ''switched off'' the short-wavelength Marangoni instability and are able to study the long-wavelength instability in isolated form. In order to characterize the liquid motion in our system we notice that the liquid layer is assumed to be very thin and the induced thermocapillary flow is very slow. The velocity is estimated by U 0 ϳ␥␤d/, where is dynamic viscosity of the liquid. Taking into account these two facts we can approximate the liquid motion in the system by a creeping flow. This requires the Reynolds number Re to be very small ͑for instance in the experiment of VanHook Reϳ10 Ϫ4 ). The motion of the liquid is then governed by the Stokes equation. This equation together with the incompressibility condition for velocity can be written in dimensionless form as
where qϭ2d/L is the wave number and L is the length of the computational domain. The pressure p and the velocity field V are scaled by ␥␤ and ␥␤d/, respectively. The spatial coordinates x are measured in L/(2) so that the dimensionless period in the horizontal direction is 2 and the dimensionless mean position of the free surface is q. In addition to the periodical boundary condition at the sides of the layer we use a no-slip boundary condition on the bottom wall,
Vϭ0 at yϭ0, ͑3c͒
and describe the action of the free surface by the force f as
where K(x,t) is the curvature of the surface. B and Bo are two nondimensional parameters. The control parameter for the onset of the long-wavelength instability is the dynamic Bond number B. It is the ratio between the gravity and the thermocapillary force expressed by
The second parameter is the static Bond number Bo, which is the ratio between gravity and capillarity Boϭ gd
Taking into account validity of the approximation ͑2͒ for the surface tension we require B/BoϷ␣ 0 /␥⌬Tӷ1. The force defined in the condition ͑3d͒ contains three components which are gravity, capillarity ͑the two terms in parentheses͒ and thermocapillary force ͑the third term͒. In evaluating this condition the equation ͑2͒ has been applied. where the time is scaled by /q␥␤. As an initial condition we choose a wave with a small amplitude AӶq h͑x,0͒ϭqϩA cos͑x ͒. ͑8͒
The amplitude A will be defined in the following sections. Applying linear stability analysis to the system ͑3͒ and ͑7͒ we find expressions for the growth rate and the critical dynamic Bond number B c . The last equation reduces to the known expression B c ϭ3/2 in the limit q→0.
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In Table I we present material properties and values of parameters for which the long-wavelength instability is primary for two silicone oils. One silicone oil was used in experiments by VanHook et al. The properties of another, more viscous oil are closer to the values of the parameters used for the numerical calculations in this paper.
Some remarks need to be made in conclusion of this section. The mathematical model developed above does not take into consideration the Van der Waals forces. They become important when the liquid layer approaches the microscopic scale. One other important effect, namely evapora- tion, is also excluded. These two effects are not dominant in the onset of long-wavelength Marangoni instability. However, they can influence the dynamics of the free surface in the drained region, where the liquid film becomes very thin, and can lead to breaking of the continuous liquid film ͑see, for example, Refs. 16 and 17͒. By neglecting these effects in our system we can study whether the thermocapillary forces along can lead to the finite-time singularity. A second comment is in order concerning the symmetry of the problem.
Although the experiments show the cylindrical symmetry of the drained region, we will use the planar symmetry to model the long-wavelength regime of Marangoni instability for two reasons. First, most theoretical results are derived for the planar symmetry with periodic boundary conditions and will be directly used in our work. Second, a specification of any lateral boundary conditions for axisymmetrical flow leads to a much higher computational expense than for planar symmetry with periodic boundary conditions. Even in the planar geometry the simulations are quite expensive computationally.
III. NUMERICAL METHOD

A. Boundary integral representation
In order to solve the system of equations ͑3͒ we use the boundary integral method. 15 In this method the equations ͑3a͒ and ͑3b͒ are rewritten in an equivalent integral representation. The integral equation expresses the relation between velocity and force on the boundary D of a fluid domain,
where G i j (x,x 0 ) and T i jk (x,x 0 ) are the Green's functions which represent fundamental solutions of Stokes flow. The superscript PV on the second integral denotes the principal value of the integral. This representation is advantageous for two reasons. First, the dimension of the problem reduces by one. So, when we have to determine numerically a flow in a domain, we have to discretize the boundary of the domain only ͑not the domain itself͒. Second, properties of a flow in any part of the boundary ͑for instance, vanishing velocity on a solid wall͒ can be satisfied by choosing the appropriate Green's functions. These parts of the boundary can then be disregarded in the further analysis. For example, for our system we use the periodic character of the flow and the no-slip condition ͑3c͒ on the bottom. Choosing the periodic Green's functions which vanish also on the plane bottom (G i j WP , T i jk WP , where superscript WP stands for wall and periodic͒ we reduce the integration contour in the equation ͑11͒ to the free surface (Dϵ⌫). Furthermore, in this work we consider only surfaces symmetric in the horizontal direction relative to the middle of the periodic domain. This property can be satisfied by choosing symmetric Green's functions (G i j WPS , T i jk WPS ). In such a way the flow in the system can be determined from the velocity and the force on the half period of the free surface.
Applying the boundary condition ͑3d͒ for the surface force f the integral equation ͑11͒ can be solved for the surface velocity V. As V is known the pressure as well as the velocity field within the fluid domain can be calculated by integral equations analogous to ͑11͒. For more details on the derivation of the boundary integral equations and on the form of the Green's functions the reader is referred to the book by Pozrikidis, 15 where the method is thoroughly described.
B. Numerical implementation
The numerical algorithm proceeds as follows. Using the initial condition ͑8͒ we calculate the surface force from ͑3d͒. Knowing f, we solve the integral equation ͑11͒ for the surface velocity. As V is found, the new position of the interface can be determined by the kinematic boundary condition ͑7͒. This scheme is applied iteratively to the position of the surface, calculated from previous time step.
For the numerical calculation half of the curve ⌫ was discretized using linear elements. The number of elements was typically between 200 and 500. Throughout each element the velocity and the surface force were assumed to be constant. In order to compute the curvature K(x,t) the curve ⌫ was approximated by cubic splines. For evaluating the integrals of the equation ͑11͒ over each element we use the ten-point Gauss-Legendre method. On the elements where the kernels of integrals are singular ͑it is the case when x and x 0 are both on the same element͒ we expand the kernels into the Laurent series and integrate its suitably truncated version analytically. Equation ͑7͒ is discretized using Euler's method. For the choice of the time step ⌬t the authors have not found any comprehensive theoretical results. We know from experience that ⌬t depends on the length of elements discretizing the curve, on the value of modeling parameters and on effects considered in the system. For example, let ⌬t g be the time step to model the surface dynamics in the system under an influence of the gravity only. To consider additional Marangoni effects we need to reduce the time step by one order of magnitude. If capillary effects are to be included, the time step must be further reduced. This demonstrates that there is a direct connection between magnitude of the time step and the order of derivative of the curve entering the free surface force, since the Marangoni force is defined as a first derivative of the curve and capillarity as the second one. A good indicator for the choice, the ⌬t is the curvature K(x,t). Too large values of ⌬t lead during few time iterations to a sawtooth form of the curvature. Another useful check point arises from the mass conservation equation which in our system can be written in the following integral form
This condition expresses that the area of evolving layer remains constant. Numerically this condition is not exactly satisfied, but very small, IϽ10 Ϫ5 . The maximum change in the area was less then 1% during the entire simulation. Interestingly, I oscillates from step to step if the value of ⌬t is too large.
In the linear regime when the deformations of the interface are small the method was tested by comparing the numerical results with the analytic solution. For example, Fig.  2 shows the growth rate calculated by the equation ͑9͒ and using the boundary integral equation ͑11͒. Since the relation ͑9͒ is obtained in the limiting case A→0, the difference between numerical and analytical results depends on the amplitude of perturbations A. For A being 0.1% of the dimensionless height of the liquid layer, q the difference is about 0.5%. In order to test the method in the strongly nonlinear regime we performed some computations for fixed values of parameters with low and high numbers of elements discretizing the curve. Differences between results are a few percent.
When the liquid film in the drained region becomes very thin the velocity of the interface becomes very small. This leads to large rounding errors and the method becomes unstable. In our simulations the maximal difference between the undisturbed mean position of the surface and the minimal height of the liquid film is up to three orders. One typical simulation takes about two weeks real time on a SGI computer. The sequential code executes at approximately 50 M Flops on this machine.
IV. RESULTS
The numerical simulations were carried out for two values of the wave number qϭ0.1 and qϭ0.2 and for three values of the static Bond number Bo, namely 10q 2 , 20q 2 , 30q
2 . The dynamic Bond number B in most simulation was chosen to be 3.36% supercritical. The amplitude of the initial perturbation was Aϭ0.1q. It is interesting to note that in spite of the fact that B is only slightly supercritical, none of our simulations has lead to a stationary equilibrium state with deformed surface. This is in agreement with the finding of Krishnamoorthy 13 and VanHook.
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A. Evolution of the surface in time
This is the first full-scale simulation of long-wavelength Marangoni instability which extends sufficiently far into the strongly nonlinear regime to permit a detailed understanding of the touch-down process leading to the formation of a dry spot. Figure 3 shows a typical time evolution of the free surface. Let us have a close look at this process. In our system the temperature increases with decreasing distance to the plate. Due to the temperature dependence of the surface tension a small deformation of the free surface produces a flow which pumps the liquid from depressed regions to elevated regions. An increase in the deformation amplitude leads to the increase of the thermocapillary force at steeper parts of the surface and accelerates the pumping.
At the initial stage of the surface evolution the local height in the depressed region quickly decreases, developing a valley in the liquid. In the elevated region the local height increases slowly. When the surface tension is small enough ͑the static Bond number Bo is relatively large Boϭ30q 2 , B ϭ3.36% supercritical͒, the liquid pumped from the depressed region forms local bulges near the valley which exceed the liquid level in the elevated region ͓see Fig. 4͑a͔͒ . This is not observed for large values of the surface tension (Boϭ10q 2 is relatively small͒. The appearance of bulges near the edges of the dry spot is a nonlinear effect of interplay between capillarity and thermocapillarity.
Due to the presence of the bottom plate the viscous force under the depressed parts of the surface is larger than in higher regions. By contrast, the thermocapillary force on the lateral surfaces of the valley is larger than on its bottom surface. At some distance from the bottom this difference in acting forces causes the interface near the trough to flatten. Some time later the surface ruptures. This is the moment when the curvature in the middle point of the valley changes the sign. The rupture of the surface forms a bulge in the center of the trough ͓see Fig. 4͑b͔͒ . The structure of the part of the surface between two local minima is similar to the initial perturbation of the surface. However, there are some differences. In contrast to the initial deformation the new structure is located between two elevated regions which have an influence on its behavior. The interaction between elevated regions and local structure leads to the following interesting picture. The thermocapillary force acting on lateral surfaces of the valley tries to enlarge the local deformation further. The capillary force on the central bulge acts in the opposite direction and tries to flatten the local deformation. As a result we observe that the local structure grows, while the crest of the bulge sinks. With increasing amplitude of local deformation the thermocapillary force acting on the surface of the bulge increases, so that at some time this force together with the thermocapillary force on the lateral surface of the valley dominates over capillarity. At that moment the surface velocity on the crest of the bulge reverses its direction so that the central bulge grows upwards. We call this stage of the local deformation the secondary stage. The state between first rupture of the surface and the secondary stage will be called primary stage.
The following evolution of the free surface is more complicated. The lateral expansion of the ''dry spot'' becomes dominant. The distance between elevated regions and the bulge on the bottom of the valley increases. This leads to a decreasing interaction between them. However, the bulge is now large enough and can grow, due to the thermocapillary forces acting on its surface, independently from the thermocapillary forces acting on the lateral surfaces of the elevated regions. In the bottom region of the valley the surface approaches the bottom plate again and forms further bulges. Their number depends on both parameters. Large values of surface tension ͑small values of the static Bond number Bo͒ suppress the formation of bulges, while large temperature differences ͑small values of the dynamic Bond number B͒ enhance this process. It is interesting to notice that in the experiment the bulges were also observed as the bright rises in the dark drained region ͓see Ref. 8 , Fig. 5͑c͔͒ .
Unfortunately, to guarantee the accuracy of the numerical method we have to refine the discretization of the curve ⌫ and to reduce the time step, which leads to larger computational cost. Therefore, even the latest stage of the surface, presented in Fig. 4͑c͒ , is not a steady state, but an intermediate one. In order to see how the interface evolves after this moment we cut out a part of the interface in the middle of the drained region and compute only this part, applying artificial periodic boundary conditions at its sides. The inset in Fig.  4͑c͒ shows the extracted part of the interface ͑dashed line͒ and its evolution after some time ͑solid line͒. One can see that the interface produces new bulges. The simulation here again had to be stopped due to lack of computer resources as in the full problem. So, we did not find any steady state solutions. It should be noted that the evolution of the truncated interface alone is not exactly the same as the evolution observed in the full problem. Here we neglect the influence of the elevated region on the depressed region. However, the numerical study of the integral equation ͑11͒ shows that for a point in the center of the developed drained region only neighboring parts of the interface determine the flow. In contrast a point on the elevated region is affected by every other point of the surface. The major errors are produced by applying periodic boundary conditions at both sides of the extracted region. These errors disturb only a short part near the periodic sides and have negligible influence on the central part. In order to illustrate this we show in Fig. 5 the normal velocity on the truncated part of the interface calculated in the full problem ͑dashed line͒ and after extraction ͑solid line͒.
An interesting effect can be observed by considering the structure of the flow inside the liquid. At the beginning phase of the surface evolution the liquid is transported from the depressed region to the elevated region in a very thin film. In the rest of the liquid two relatively large vortices are developed. A typical picture of the flow at this stage is shown in Fig. 6͑a͒ . As the free surface approaches the bottom plate these vortices become smaller and move nearer to the valley ͓see Fig. 6͑b͔͒ . As the ''dry spot'' expands laterally, the vortices grow and occupy the elevated regions ͓see Fig.  6͑c͔͒ . In the film region under the middle bulge we see additional vortices. In the inset of Fig. 6͑c͒ an enlarged the film region is shown. The flow in this part is similar to the flow at the first rupture presented in Fig. 6͑b͒ .
In conclusion of this subsection we study the behavior of the minimum height h min of the surface in dependence on time. Up to the first rupture the surface has one minimum point located in the single trough. From the first rupture on the situation becomes intricate. At this time there are at least two minimum points, which are symmetric relative to the middle of the periodic domain. In dependence on both Bond numbers they can be located either in troughs around the middle bulge or at the edges on the lateral sides of the valley. For a certain set of parameters there are moments when both pairs of points present the minimum distance of the surface from the plate. For all locations of minimum points the structure of the curve h min (t) is essentially similar. Figure 7 shows a typical evolution of h min (t). One can see that at small time h min decreases exponentially. At this stage the initial perturbation grows forming a valley in the liquid. The flattening of the surface in the trough can be recognized on the characteristic slackening in development of h min . From the moment of the rupture the process accelerates again. In the inset of Fig.  7 we have shown an enlarged part of the curve h min (t), where the free surface ruptures. The two vertical dotted lines mark the moment of first rupture and the moment when the local perturbation reaches the secondary stage. From this consideration we can draw the conclusion that a rupture of the surface causes a characteristic hump on the curve h min (t). One next hump can be also identified for tϾ320 ͑see Fig. 7͒ .
The results shown in Fig. 7 present the case when h min is located in troughs around the middle bulge after ruptures. In the other case, when the minimum points are located at the edges on the lateral sides of the valley, the situation is similar to that considered above. However, in this case the surface near the minimum points deforms more slowly, so that second hump is spread out in time and cannot be seen clearly. Since the surface moving to the bottom plate deforms permanently we have not found a simple scaling behavior in evolution of h min for large times.
B. Formation of structures
A question arises in connection with the evolution of the surface: How long can the interface be ruptured? Is this process infinite or will it be stopped by capillarity? In this subsection we try to answer these questions. The systematic numerical investigation of formation and evolution of structures is difficult for the following reason. The development of the first structure occurs under symmetric conditions. This means that the flattening surface is located between two symmetric elevating regions and ruptures in the plane parallel to the bottom plate. The produced local perturbation consists essentially of one Fourier mode. For formation of the next structures all these conditions are broken. In this case it is not clear when the surface ruptures. The produced perturbations consist of more Fourier modes which interact with each other. Therefore, we study in detail only the first local perturbation and give but qualitative evidence of the secondary structures.
First we consider how the model parameters influence the rupture of the free surface. Our numerical simulations show that for given q and B the surface ruptures on some height from the plate independent of the static Bond number Bo. We denote this height as h r . Fixing now both Bond numbers and doubling the wave number q we find that h r doubles also. Instead of h r it is convenient to consider the ratio between the mean height of the liquid layer ͑in dimensionless variables it is simply the wave number q͒ and the height of surface rupture h r , 
where the ratio is written in terms of dimensionless variables ͑first equality͒ and in terms of dimensional variables (q ϭ2d/L,h r ϭd r 2/L). Summarizing the results discussed above, one can see that N r is independent of wave number q and static Bond number Bo. Variation of the dynamic Bond number B for given q and Bo leads to variation in N r . Namely, the ratio N r decreases with decreasing B. In other words, the larger the temperature difference between hot and cold, the higher from the wall the surface ruptures. The ratio N r is a function of dynamic Bond number only. Next we consider the moment when the local perturbation is in secondary stage. Figure 8 shows three interfaces at this moment for three values of the static Bond number Bo. In this case we introduce another ratio between mean height of the liquid layer d and mean height of liquid under the local perturbation d s as N s ϭd/d s ϭq/h s . Looking at Fig. 8 we can expect for N s a behavior similar to the behavior of N r . Our numerical investigations verify this assumption. The numerical results for the first rupture of the surface are summarized in Table II. To study local perturbations theoretically we remember that they are structurally similar to the initial perturbation. Therefore, the results of the linear stability analysis can be applied to the local perturbation in a modified form. For this purpose we turn to the equations ͑9͒ and ͑10͒ for the growth rate and the critical dynamic Bond number B c . These equations define whether a small surface deformation is unstable for a set of control parameters B,Bo,q ͑global parameters͒ or not. Using these expressions we can choose two parameters Bo,q arbitrarily. The third is then given by the equation for B c . Since both Bond numbers depend on the mean height of the liquid layer d ͓see Eqs. ͑4͒ and ͑5͔͒, their local values change with decrease in the local height of the surface. Therefore, the parameters Bo,B,q on local structures are not independent but are induced by values of the global parameters. So, if we want to use the equation ͑9͒ for local perturbations we need to replace the global control parameters by their local values. The local parameters will be denoted by the same letter as the global parameters with a tilde. In order to describe the functional dependence between global and local parameters we introduce the ratio between the mean height of liquid layer and a local height of the surface as Nϭd/d . The value Nϭ1 corresponds to the initial problem while for the surface in a drained region ͑small local value of d ) the ratio N grows without bound. The dependence between global and local Bond numbers can be written as
We can see that both local Bond numbers decrease with increasing N. With the above equations we obtain the local growth rate in dependence of the ratio N and local wave number q as Fig. 8 showing three surfaces for different values of Bo͒. In Fig. 9 we mark three points (N s ,q s ). These points present three local structures in the secondary stage given in Fig. 8 . On the stability diagram the points lie in the stable area ͑about 40% subcritically͒. However, as we have seen above, these deformations are unstable. This can be explained by two arguments. First, the long-wavelength Marangoni instability is subcritical. Second, all local surface deformations are surrounded by local elevated regions. The surface forces acting on these elevated parts support the instability since these forces cause the surface to flatten and to rupture.
For very large values of N ͑for very thin films in depressed region͒ the critical wave number can be approximated by
This expression can be rewritten as a condition for the length of the part of flat surface which is unstable against small deformations at a distance d from the plate:
Summarizing the results of our numerical simulations and the results of the local stability analysis we can conclude that the surface moving towards the plate will rupture indefinitely, producing a cascade of ever smaller local structures. Of interest is that a similar cascade of structures was observed experimentally by Shi et al. 18 in dripping liquid. They studied drops of moderately viscous liquid falling from a faucet. Shortly before the breakup point, due to viscous force, capillarity and gravity a thin neck of liquid is formed which connects the liquid column from faucet to the drop. Following the expansion of the neck a series of ever thinner necks is obtained.
C. Size of the drained region
In this subsection we will briefly analyze how the size of the drained region depends on the parameters Bo,B,q. Since we have not found any steady state solutions and cannot continue numerical simulations indefinitely, we consider an intermediate state. As the size of the drained region we define the horizontal length L d between two edges at sides of the ''dry spot.'' The ratio N for this local troughs is N ϭ125. First we discuss how L d depends on the dynamic Bond number B. Intuitively it is clear that L d increases with increasing thermocapillary forces ͑decreasing B͒. Our numerical simulations confirm this assumption. For B ϭ3.36% supercriticality the size of drained region is 34.6% of the periodicity length L of the liquid layer and for B ϭ15% supercriticality L d ϭ41.2%; all other parameters are equal for both cases (qϭ0.2, Boϭ0.4͒.
The dependence on the static Bond number Bo can also be guessed. With decreasing surface tension ͑increasing Bo͒ the lateral sides of the ''dry spot'' must become steeper so that L d must increase. In agreement with this assumption Fig. 10 The dependence on the wave number q is unexpected. L d in shallow liquid layers (qϭ0.1) was about 1% larger than in thicker liquid layer (qϭ0.2). This effect is probably connected with a nonlinear interaction between thermocapillarity and gravity. Since gravity acts slower in shallow liquid layers, the given thermocapillary force can push more liquid in the elevated region. 
V. CONCLUSION AND DISCUSSION
The main results of our numerical simulations for longwavelength Marangoni instability can be summarized as follows.
͑1͒
In agreement with previous works we have not found any steady state solution. ͑2͒ The height of the liquid film in the depressed region, where the surface initially ruptures, is independent of the capillary force or wave number q and depends on thermocapillarity only. The surface can rupture repeatedly producing a hierarchy of structures. ͑3͒ On the time evolution curve of the minimal height h min the ruptures cause characteristic humps. We have not found a simple scaling behavior of h min for large time.
Using the knowledge about the evolution of the surface and extrapolating numerical data we can conclude that our model does not exhibit a finite-time singularity. ͑4͒ The existence of the thin liquid film in the developed depressed region leads to very weak dependence of the flow in the middle of the ''dry spot'' on the flow in the elevated region. The flows in both regions can be considered independently. ͑5͒ The size of drained region L d depends on all parameters.
Increasing the thermocapillary force or the height of the liquid layer d leads to an increase of L d , while the increase of the capillary force causes decrease of the size of drained region.
The system developed in this work is based on a simplified thermal model. By prescribing the temperature field we reduce the number of parameters, simplify the model and can study the long-wavelength Marangoni instability in a pure form. However, this restricts the number of potential applications to the case of equal thermal conductivities in liquid and gas. Therefore, in the final part of our work we want to discuss qualitatively the question of how a realistic thermal model will influence the results. First we notice that the strength of the temperature gradient, assumed in our model to be constant, is a function of spatial coordinates. Here we consider an extended version of our model, where the periodic liquid layer of thickness d with thermal conductivity k is bounded below at a heated plane wall with temperature T b . Above the liquid we place another plate with temperature T t ϽT b , so that between the top plate and liquid there is a gas layer with thickness d g and thermal conductivity k g . The distance between plates is then Dϭdϩd g . In the first approximation the temperature difference across the liquid layer ⌬T can be expressed through the temperatures at top and bottom plates as 
͑16͒
One can see that the effect of different thermal conductivities in gas and liquid can play a role at the beginning phase of surface evolution, where Nϳ1. With decreasing local liquid height the ratio N increases, so that the second term in ͑16͒ quickly decreases. So, the influence of different thermal conductivities in liquid and gas becomes negligible for depressed region. Comparison of the results provided by our simulations with simulations using the full thermal model presented by Krishnamoorthy et al. 13 shows a good qualitative agreement, which confirms our qualitative discussion.
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