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RESUMEN 
 
Este trabajo de investigación desarrolla un modelo predictivo automatizado para la 
planificación de la producción de arroz en la región San Martín, para ello, se ha analizado 
la información histórica de la producción de arroz en la región San Martín, desde el año 
1990 hasta el año 2013.  Se ha analizado   técnicas de regresión lineal y polinomial, tomando 
este último como modelo para predecir la producción de arroz hasta en un escenario futuro 
de 5 años. Este resulta muy eficiente porque considera las fluctuaciones de la producción 
arrocera en periodos de largo plazo.  
El objetivo de esta investigación fue desarrollar un modelo predictivo automatizado para 
planificar mejor la producción de arroz en la región San Martín, ya que el margen de error 
en la predicción de la producción de arroz es considerado como demasiado impreciso e 
inexacto por los colaboradores de nivel de toma de decisiones, de las instituciones y 
organizaciones que usan estos indicadores para planificar y programar acciones relacionadas 
a la agricultura. 
Finalmente, se ha desarrollado pautas del modelo predictivo automatizado desde un pre-
experimento, para demostrar que un modelo basado en técnicas estadísticas es mucho mejor   
que los procedimientos empíricos o recurrentes y los antecedentes   cuando se trata de 
obtener indicadores en un escenario futuro.  Además, se presenta en un esquema simple la 
integración de este modelo en un entorno web. 
Palabras Clave: modelo predictivo automatizado, predicción de producción de arroz, 
modelo de regresión polinomial. 
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INTRODUCCIÓN 
 
El presente trabajo de investigación es del tipo aplicativo   que desarrolla pautas de un 
modelo predictivo automatizado   para la planificación de la producción de arroz en la región 
san Martín. 
 
En la parte I, se describe el problema que se caracteriza por usar una modalidad empírica o 
recurrente   para predecir la producción de arroz en la región San Martin del año siguiente, 
y se observa el desconocimiento y desaprovechamiento de los modelos predictivos 
adecuados, que permita predecir la producción de arroz en base a los datos estadísticos 
históricos. 
 
En la parte II, Se describe el marco teórico, que presenta conceptos básicos de regresión, 
producción de arroz y sobre el rol de la Dirección Regional de San Martín, estos conceptos 
y definiciones nos permiten respaldar   aspectos teóricos de los objetivos de nuestra 
investigación.  El objetivo general es desarrollar un modelo predictivo para planificar mejor 
la producción de arroz en la región San Martín. 
 
En la parte III, se describe los métodos y materiales. El tamaño de nuestra muestra de 
cuarenta colaboradores que usan la predicción de la producción de arroz para tomar 
decisiones   o para generar conocimiento. El tipo de investigación es aplicada con un diseño 
pre-experimental. 
 
En la parte IV, presentamos los resultados, donde se ha obtenido un modelo de regresión 
polinomial que es adecuado para predecir la producción de arroz en la región San Martin, y 
se presenta un esquema de datos para poder integrar en un entorno web. 
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Tabla 1: 
Producción de Arroz de la región San Martín período 1990-2013. 
N° Años Producción (TM)  
1 1990 99,652.00 
2 1991 132,655.00 
3 1992 163,147.00 
4 1993 192,647.00 
5 1994 140,972.00 
6 1995 185,814.00 
7 1996 243,272.00 
8 1997 242,336.55 
9 1998 324,255.00 
10 1999 327,980.64 
11 2000 304,099.61 
12 2001 305,203.00 
13 2002 309,043.40 
14 2003 260,243.70 
15 2004 416,777.50 
16 2005 523,534.02 
17 2006 472,094.06 
18 2007 394,746.46 
19 2008 506,693.45 
20 2009 561,672.57 
21 2010 500,284.27 
22 2011 521,840.00 
23 2012 560,581.00 
23 2013 620,250.02 
Fuente: DRASAM-DEA. 2016. 
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Figura 1: Serie histórica de la producción de arroz cáscara 1990-2012. 
Fuente: Elaboración propia, DRASAM-DEA. 2016. 
 
La Figura 1, refleja el comportamiento de la producción anual del arroz en 
toneladas métricas(Tm) en la región San Martín, desde el año 1990 al 2012, 
presentando una línea, con un patrón de tendencia positiva con subidas y bajas 
durante el periodo registrado por la DRASAM. 
Los datos, han sido tomados de las series históricas de cultivos de arroz, que son 
tablas en Excel, conteniendo información de productos prioritarios agrícolas, 
desde el año 1990 hasta 1996 y de las Dynas generadas del sistema de información 
transaccional agrícola SISAGRI desde el año 1997 hasta el 2012. 
 
En la tabla siguiente, se presenta mediante el método recurrente, las predicciones 
de producción por año y el cálculo de los márgenes de error. 
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Tabla 2: 
Producción vs Predicción de arroz 1990-2012 de la DRASAM. 
Años Producción(TM) Predicción(TM) Error(TM) 
1990 99,652.00 0.00 0.00 
1991 132,655.00 99,652.00 33,003.00 
1992 163,147.00 132,655.00 30,492.00 
1993 192,647.00 163,147.00 29,500.00 
1994 140,972.00 192,647.00 -51,675.00 
1995 185,814.00 140,972.00 44,842.00 
1996 243,272.00 185,814.00 57,458.00 
1997 242,336.55 243,272.00 -935.45 
1998 324,255.00 242,336.55 81,918.45 
1999 327,980.64 324,255.00 3,725.64 
2000 304,099.61 327,980.64 -23,881.03 
2001 305,203.00 304,099.61 1,103.39 
2002 309,043.40 305,203.00 3,840.40 
2003 260,243.70 309,043.40 -48,799.70 
2004 416,777.50 260,243.70 156,533.80 
2005 523,534.02 416,777.50 106,756.52 
2006 472,094.06 523,534.02 -51,439.96 
2007 394,746.46 472,094.06 -77,347.60 
2008 506,693.45 394,746.46 111,946.99 
2009 561,672.57 506,693.45 54,979.12 
2010 500,284.27 561,672.57 -61,388.30 
2011 521,840.00 500,284.27 21,555.73 
2012 560,581.00 521,840.00 38,741.00 
Promedio error 20,951.32 
Fuente: Elaboración propia, DRASAM-DEA. 2016. 
 
Tal como observamos en la Figura 1, a lo largo de los 23 últimos años, la 
producción de arroz ha tenido picos de alza y disminución en cada año subsiguiente, 
sin embargo, la tendencia ha sido creciente.  Respecto a los valores de predicción   
en la Tabla 2, podemos observar que el promedio de error en la predicción de la 
producción de arroz desde los años 1990 al 2012 en la región San Martín, ha sido 
de 20,951.32 toneladas métricas.   
 
La producción de arroz es una de las actividades agrícolas más importantes en la 
región San Martín y está considerado dentro de los productos prioritarios; para 
gestionar esta actividad la Dirección Regional de Agricultura de San Martín 
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(DRASAM) requiere de herramientas de gestión que tenga características 
innovadoras y que puedan servir   para tomar decisiones futuras a mediano plazo.  
El primer recurso de gestión importante es el presupuesto anual para gestionar 
actividades vinculadas a la producción de arroz en la región San Martín. 
 
Es precisamente, en la elaboración del presupuesto anual, que   para determinar la 
producción futura de la cantidad de arroz, se acude a un procedimiento empírico o 
recurrente, que consiste en tomar los indicadores de la producción regional de arroz 
del año anterior, como indicadores de línea basal para el presupuesto anual 
siguiente. En efecto, el procedimiento empírico o recurrente para tomar los 
indicadores de la producción regional de arroz del año anterior   como información 
referencial adecuada para la planificación   del año siguiente, carece   del rigor 
operativo   y estadístico que permita validar la predictibilidad que sirva como base 
para otras herramientas de gestión del conocimiento y de toma de decisiones en la 
DRASAM.  
 
1.2) Definición del problema 
Habiendo visto los datos de las tablas 1 y 2, podemos realizar tres planteamientos 
que definen el problema:  
 
 Se está desaprovechando la información estadística histórica sobre la 
producción de arroz, pues para la predicción solo se tiene en cuenta la 
información de la producción del año anterior y no la serie histórica que data 
desde 1990 al 2012 según la Tabla 2, y en la generalidad del caso se 
desaprovecha los datos de 26 años anteriores (1990-2016). 
 
 Se observa el desconocimiento y/o desaprovechamiento de modelo predictivo 
adecuado que permita predecir la producción de arroz en base a los datos 
estadísticos históricos con las que se cuenta. 
 
 Se está desaprovechando las tecnologías de información, que pueden permitir 
automatizar gran parte de este proceso en la DRASAM y cumplir con una 
función de manera eficiente e innovadora. 
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1.3) Formulación del problema 
La interrogante formulada en ésta investigación es: 
¿De qué manera el modelo predictivo automatizado permite planificar mejor la 
producción de arroz en la región San Martín? 
 
1.4) Justificación e importancia 
1.4.1)  Justificación  
Justificación teórica 
Esta investigación hace un abordaje en la solución de una mejor 
planificación de la producción de arroz, que consiste en presentar un 
modelo predictivo automatizado como herramienta de estimación de 
valores futuros que reemplazará a la modalidad de estimación anterior. 
Justificación práctica 
Esta investigación permite que la planificación de producción de arroz 
tenga un soporte con la mejor relación entre la teoría del análisis de 
regresión y su aplicación mediante tecnología de información.  
1.4.2) Importancia  
Un modelo predictivo automatizado de la producción de arroz en la región 
San Martín ayudará a planificar mejor actividades programáticas y 
operativas, y a la vez permitirá impulsar estrategias más efectivas, siendo 
la base para la integración de una herramienta que dispone de indicadores 
de esta actividad   para el público en general. 
La investigación sobre un modelo predictivo automatizado permitirá 
implementar un sistema con la garantía de la validación estadística, que 
producirá información para toma de decisiones de todos los actores 
involucrados en la producción de arroz. 
1.5) Alcance y limitaciones 
1.5.1) Alcance 
La presente investigación desarrolló un modelo predictivo usando técnicas 
de regresión lineal simple y polinómica. El trabajo de investigación se 
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centra exclusivamente en el diseño y la validación del modelo, presentado 
el algoritmo de regresión para su automatización. 
 
La investigación abarca únicamente el análisis de variables de la producción 
anual de arroz y la percepción de actores que toman decisiones con esta 
información. 
1.5.2) Limitaciones 
El periodo obtenido de datos de la producción de arroz en la región San 
Martín, dado que mayor sea el periodo, mayor será la predicción del modelo 
generado. 
  
Hay muy pocos antecedentes de trabajos de investigación nacionales, 
relacionados específicamente a nuestro tema de investigación. 
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de producción, cupos de importación, orientación de apoyos a la 
comercialización y asistencia a las regiones con siniestro agroclimático. 
 
Autores: Fernando Andrés Mosquera Navia. 
Título: “Diseño de un modelo de planificación de cultivos para mejorar el 
desempeño de pequeños y medianos productores de papa, en el municipio de Pasto, 
departamento de Nariño”. 
Lugar y año: Cundinamarca, Colombia. 2011. 
La investigación tiene como objetivo: 
o Diseñar una herramienta de planificación de cultivos del sistema productivo 
de papa, mediante modelos de optimización que permitan tomar decisiones 
para mejorar el desempeño de un clúster de pequeños y medianos productores 
de papa del Departamento de Nariño. 
Llegando a las siguientes conclusiones: 
• La investigación implementa la sistematización y automatización de la 
información, para el análisis de las variables cuantitativas y cualitativas, para 
la incorporación de un análisis multivariado. 
• La investigación aporta modelos de pronóstico de precios, desarrollados por 
regresión, permitiendo ofrecer a los productores información de precios 
futuros e incorporarlos en un modelo de planificación de optimización para 
la planificación productiva. 
 
2.2) Definición de términos 
• Automatización 
Según el diccionario de la Real Academia Española, Automatización es 
convertir movimientos corporales en movimientos automáticos o 
indeliberados, aplicando la automática a procesos, dispositivos u otros. 
(RAE, 2002). 
 
• Data predictivo 
Termino que usaremos en este trabajo para denominar a un prototipo de 
sistema que incorpora base de datos con tablas históricas y con tablas de 
ocurrencias ponderables que permitan elaborar tendencia. Además, incluye 
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la capa lógica de funciones y procedimientos del modelo predictivo. 
 
• Desarrollo 
Acción y efecto de incrementar, agrandar, extender, ampliar o aumentar 
alguna característica de algo físico (concreto) o intelectual (abstracto). (RAE, 
2002) 
Definición que hace referencia a realizar tareas de cálculo señaladas en una 
expresión con características analíticas; a encontrar los términos que forman 
una serie o una función. 
 
• Modelo matemático 
En ciencias aplicadas, un modelo matemático es uno de los tipos de modelos 
científicos que emplea algún tipo de formulismo matemático para expresar 
relaciones, proposiciones sustantivas de hechos, variables, parámetros, 
entidades y relaciones entre variables y/o entidades u operaciones, para 
estudiar comportamientos de sistemas complejos ante situaciones difíciles de 
observar en la realidad. (Rios, 1995). 
 
• Modelo predictivo 
Un modelo predictivo es una función en base dos o más variables que tienen 
la capacidad de caracterizar un comportamiento futuro de los mismos. Son la 
clave para poder, mediante un esfuerzo analítico, detectar oportunidades, 
conocer la previsión de una actividad o fenómeno, etc. 
• Planificación 
La planificación es un proceso sistemático en el que primero se establece una 
necesidad, y acto seguido, se desarrolla la mejor manera de enfrentarse a ella, 
dentro de un marco estratégico que permite identificar las prioridades y 
determina los principios funcionales. 
Planificar significa pensar en el futuro, de tal manera que se pueda actuar de 
inmediato. Esto no quiere decir que todo vaya a surgir según el plan 
establecido.  
De hecho, no será así con toda probabilidad. Pero si se ha planificado 
correctamente, la posibilidad de realizar ajustes, sin comprometer las metas 
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globales, resultará mucho más apropiada. (CIVICUS, 2015). 
 
• Predecir 
Predecir según la Real Academia de la Lengua es “Anunciar por revelación, 
ciencia o conjetura algo que ha de suceder”. 
Además “En ingeniería la predicción está encaminada al control, a la 
optimización y a la seguridad de operación. Las técnicas usadas involucran 
en la mayoría de los casos modelos formulados como ecuaciones en 
diferencias.” (Arahal, M. & Berenguel, M. & Rodríguez, F, 2006). 
 
• Regresión lineal 
Es un método para analizar el efecto de dos o más variables independientes 
sobre una dependiente. Sirve para predecir el valor de una variable 
dependiente conociendo el valor y la influencia de las variables 
independientes incluidas en el análisis. (Álvarez, 2012) 
 
• Sistema 
Según el diccionario de la Real Academia de la lengua, un sistema es un 
"Conjunto de cosas que ordenadamente relacionadas entre sí contribuyen a 
determinado objeto". 
"Un sistema es un objeto formado por un conjunto de cosas o partes, entre las 
cuales se establece alguna forma de relación que las articula en la unidad que 
es el sistema". (Arahal, M. & Berenguel, M. & Rodríguez, F, 2006) 
 
• Sistema Web 
Un "sistemas Web" o también conocido como "aplicaciones Web" son 
aquellos que están creados e instalados no sobre una plataforma o sistemas 
operativos (Windows, Linux). Sino que se alojan en un servidor en Internet 
o sobre una intranet (red local). Su aspecto es muy similar a páginas Web que 
vemos normalmente, pero en realidad los 'sistemas Web' tienen 
funcionalidades muy potentes que brindan respuestas a casos particulares. 
 Los sistemas Web se pueden utilizar en cualquier navegador Web (chrome, 
firefox, Internet Explorer, etc.) sin importar el sistema operativo. Para utilizar 
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las aplicaciones Web  no es necesario instalarlas en cada computadora ya que 
los usuarios se conectan a un servidor donde se aloja el sistema. (Knowdo, 
2016). 
• Datamart 
Una colección de datos relacionados de fuentes internas y externas, 
transformados, integrado y almacenado con el fin  de proporcionar  
información estratégica a un conjunto de usuarios en una empresa (Ponniah, 
2010). 
 
• Data Warehouse 
Una colección de datos transformados e integrados, almacenados para el 
propósito de proporcionar información estratégica a toda la empresa. En el 
enfoque de arriba hacia debajo de implementación, representa un repositorio 
centralizado junto con un conjunto de Datamarts (Ponniah, 2010). 
 
2.3.1) Regresión lineal 
Regresión lineal simple 
La regresión lineal es el estudio de la relación entre dos variables 
cuantitativas que buscan determinar: 
 Investigar si existe una asociación entre las dos variables testeando la 
hipótesis de independencia estadística. 
 Estudiar la fuerza de la asociación, a través de una medida de 
asociación denominada coeficiente de correlación. 
 Estudiar la forma de la relación. Usando los datos propondremos un 
modelo para la relación y a partir de ella será posible predecir el valor 
de una variable a partir de la otra. (Orellana, 2008). 
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Fuente: Regresión lineal. Liliana Orellana. 2008. 
 
Técnicas de regresión 
En la investigación se aplica: 
 
 Mínimos cuadrados ordinarios (MCO). -El criterio de mínimos 
cuadrados trata de minimizar la suma de cuadrados de los residuos, 
los cuales son definidos como la diferencia entre el valor observado 
de la variable que tratamos de explicar y el valor estimado por la 
recta ajustada. 
 
 Mínimos cuadrados generalizados (MCG). - En modelos que 
presentan heterocedasticidad y autocorrelación, no es posible aplicar 
directamente el método de MCO para estimar los coeficientes 
estructurales. Para ello, el método de MCG propone un 
procedimiento de transformación de las variables, de tal modo, que 
posterior a esta transformación, satisfagan los supuestos del modelo 
clásico y sea posible aplicar luego MCO. En otras palabras, MCG es 
Variables en regresión 
 
Variables independientes o 
Variables regresoras. 
Variables dependientes o 
Variables respuesta. 
Se usan como predictores o 
son variables de confusión 
que interesa controlar. 
Atributos sobre los cuales 
queremos medir cambios o 
hacer predicciones. 
Figura 2: Análisis de regresión. 
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MCO sobre las variables transformadas que satisfacen los supuestos 
estándar de mínimos cuadrados.  
Los estimadores obtenidos se conocen como estimadores MCG y 
estos estimadores poseen la propiedad de ser MELI (mejor 
estimador lineal insesgado). 
 
 Máxima verosimilitud (MV). - Corresponde a un método de 
estimación puntual, con algunas propiedades teóricamente más 
fuertes que las del método de MCO. El método de MV, se basa como 
su nombre lo indica, en la función de verosimilitud de la muestra. 
Dicha función es definida como la probabilidad de que se den las 
observaciones muestrales y depende, lógicamente, de los parámetros 
poblaciones. 
Modelos de regresión lineal múltiple 
El modelo de regresión múltiple puede ser aplicado tanto a datos de corte 
transversal como a datos provenientes desde series temporales. 
Generalmente se considera que el regresando es una función lineal de k-
1 regresores y de una perturbación aleatoria, existiendo además un 
regresor ficticio correspondiente al término independiente. Si 
designamos por  al regresando, por , , … , a los regresores, por 
	 a la perturbación aleatoria y T el tamaño de la muestra, el modelo 
teórico de regresión lineal viene dado, para la observación genérica t-
ésima, por la siguiente expresión: 
 
 =  +  +⋯+  + 	,  = 1,2, … ,  
 
La relación entre regresando, los regresores y la perturbación aleatoria 
es lineal. De este modo, el regresando y los regresores pueden ser 
cualquier función de la variable endógena o de las variables 
predeterminadas, respectivamente, siempre que entre regresando y 
regresores se mantenga una relación lineal (es decir, el modelo sea lineal 
en los parámetros). Por otro lado, el carácter aditivo de la perturbación 
aleatoria garantiza su relación lineal con el resto de los elementos. 
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Entre las relaciones funcionales de regresión lineal múltiple utilizadas 
comúnmente para la determinación de funciones de producción destacan 
las que se mencionan en los apartados a continuación. (Toro, P. & 
García, A. & Aguilar, C. & Acero, R. & Perea, J. & Vera, R., 2010). 
Funciones de regresión 
 Función lineal 
Corresponde a una función que asocia dos o más variables de forma 
que la dependiente se calcula a partir de las independientes Xs, del 
valor del término independiente α, del coeficiente β, y del error ε, 
siendo ε y β independientes de X e Y, y no pudiendo estar X elevada 
a ninguna potencia. 
 
 =  +  +  +  
 
Ejemplos del uso de esta función en sistemas agropecuarios se puede 
encontrar a través de modelos econométricos, funciones lineales para 
determinar la función de producción para diferentes variedades de 
maíz. 
 
 Función cuadrática 
El modelo que representa este tipo de frontera, queda expresado por: 
 
 =  +  + 
 +  
 
Donde α corresponde al intercepto o término independiente , es el 
coeficiente lineal o de primer grado, es el coeficiente cuadrático o 
de segundo grado (siendo siempre distinto de cero) y  corresponde al 
error. 
Esta función ha sido utilizada en sistemas agropecuarios, por ejemplo 
en la estimación de la cantidad de leche y carne producida en la 
ganadería de doble propósito, en la determinación de la producción de 
leche, en la determinación de la relación existente entre algunas 
características de calidad de la carne (como dressing out (%) y pH) y 
peso al sacrificio de corderos; en la estimación del rendimiento en 
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judías blancas en base a la utilización de distintos niveles de semilla 
y superfosfato y en la determinación de la producción de uva vinífera 
en función de la superficie plantada. 
 
 Función cúbica 
Una función de producción de un factor suele tener un rango de 
rendimientos crecientes, seguido por una etapa de rendimientos 
decrecientes y posteriormente por resultados negativos. La forma más 
sencilla de representar tal situación es la ecuación cúbica o también 
llamada polinomio de tercer grado, que puede ser representada por: 
 
 =  +  + 
 − 
 
 
Donde  corresponde al output,  es el factor de producción, 
corresponde al intercepto y ,  y son parámetros positivos. 
Aunque la función de producción cúbica suele estar presente en los 
libros teóricos, presenta escasa aplicación en la investigación 
económica profesional, mencionado la dificultad de trabajar 
matemáticamente con polinomios. 
 
 Función hiperbólica 
Las funciones hiperbólicas poseen propiedades similares a las 
cuadráticas, con la diferencia de presentar una mayor dificultad en la 
realización de su ajuste. La productividad marginal es creciente y 
luego decreciente para un solo input variable. 
El modelo de función hiperbólica lineal puede ser representado como: 
 
 =  +  + 
 
 
Donde,  es la variable dependiente, x es la variable independiente y 
b0, b1, b2 son los parámetros de cada función. (Toro, P. & García, A. 
& Aguilar, C. & Acero, R. & Perea, J. & Vera, R., 2010). 
2.3.2) Regresión polinómica 
Si una función media tiene un predictor X pueden usarse sus potencias 
enteras para aproximar E (Y |X). El caso más simple es la regresión 
cuadrática, cuya función media es: 
17 
 
 
 
E (Y |X = x) = β0 + β1x + β2x2  (I) 
 
Dependiendo de los signos de los coeficientes, la función media 
cuadrática puede tomar cualquiera de las formas mostradas en la Figura 
3 Se puede considerar usar este tipo de función cuando se tenga evidencia 
de que la media tome un valor máximo o mínimo en el rango del 
predictor. Este valor se obtiene cuando d/dx E (Y |X) = 0 y es tal que: 
 
xM = −β1 / 2β2    (II) 
 
Una función media cuadrática también puede usarse para modelar curvas 
sin necesidad de tener un valor máximo o mínimo en el rango del 
predictor. 
Por ejemplo, en la Figura 3(a) si el rango se encuentra entre las líneas 
punteadas se puede observar una función media no lineal decreciente, 
mientras que en la Figura 3(b) la función media es no lineal creciente. La 
regresión cuadrática es un caso especial de la regresión polinomial. Si se 
tiene un solo predictor, la función media polinomial de grado d es: 
 
E (Y |X = x) = β0 + β1x + β2x2+…+ βdxd       (III) 
 
Si d = 2 el modelo es cuadrático, si d = 3 es cubico y así sucesivamente.  
 
Cualquier función suave puede estimarse usando un polinomio de grado 
conveniente. La función media (III) puede estimarse usando mínimos 
cuadrados ordinarios con p’ = d + 1 términos dados por un intercepto y 
X, X2, · · ·, Xd. Si d es mayor que tres se podrían tener serios problemas 
numéricos con algunos paquetes de computación y en algunos casos no 
sería posible realizar la estimación directa de (III). Se puede obtener 
mayor exactitud en los cálculos centrando los términos, Zk = (X − x) k, 
k = 1, · · ·, d. Desarrolla un método eficiente usando polinomios 
ortogonales. (Seber, 1977). 
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Figura 3: Curvas cuadráticas. 
Fuente: Seber (1977). 
 
Una prueba de falta de ajuste podría indicar si la función media lineal 
simple no resultada adecuada para la data. Cuando no se pueda realizarse 
esta prueba se podría comparar el modelo cuadrático: 
 E (Y |X) = β0 + β1X + β2X 2 
 
Con el modelo de regresión lineal simple:  
E (Y |X) = β0 + β1X  
Usando una prueba t para β2 = 0.  
Una estrategia para escoger d consiste en agregar términos a la función 
media hasta que la prueba t para el termino de mayor grado resulte no 
significativa. También se puede utilizar una estrategia de eliminación en 
la que se fija un valor máximo para d y se eliminan los términos en la 
función media, uno a la vez empezando con el de mayor orden, hasta 
obtener un término con prueba t significativa. (Bancroft, 1971). Sugieren 
utilizar un nivel de significación del 10 % para este procedimiento. En la 
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mayoría de las aplicaciones para regresión polinomial solo se consideran 
d = 1 o d = 2. Para valores altos de d las curvas polinomiales estimadas 
tienen a sobreestimar la data modelando la variación aleatoria en lugar 
de la tendencia de la variable respuesta. 
Polinomios con varios predictores 
Con más de un predictor se puede considerar la posibilidad de agregar, 
además de las potencias, productos entre los predictores. Por ejemplo, en 
el caso de dos predictores la función media de segundo orden está dada 
por:  
 
E (Y |X1 = x1, X2 = x2) = β0+β1x1+β2x2+β11x21+β22x 22+β12x1x2(IV)  
El nuevo término en (IV), x1x2, es llamado interacción. Con k predictores 
se tiene un intercepto, k términos lineales, k términos cuadráticos y k (k 
+ 1) /2 términos de interacción. Si k = 5 se tienen 26 términos y con k = 
10 se tienen 76 términos. Una estrategia usual para el modelo de segundo 
orden es seleccionar sus términos usando la prueba t o algún proceso de 
selección para eliminar términos innecesarios. 
Factores 
Los factores permiten la inclusión de predictores cualitativos o 
categóricos en la función media de un modelo de regresión lineal 
múltiple. Los factores pueden tener dos niveles como hombre y mujer, o 
más de dos niveles como color de ojos, distrito de residencia, etc. 
 Para incluir factores en la función media de un modelo de regresión 
múltiple se necesita una forma de indicar que nivel particular del factor 
está presente para cada caso en la data. Para un factor con dos niveles 
puede usarse una variable dummy, es decir un término que toma el valor 
1 para una de las categorías y 0 para la otra. La asignación de la categoría 
que toma el valor 1 es arbitraria y no afecta el resultado del análisis. 
2.3.3) Sistemas, modelos estadísticos y predicción 
Sistemas 
Un sistema es una fuente de datos del comportamiento de alguna parte 
del mundo real. Está formado por elementos que interactúan para lograr 
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un objetivo, los cuales poseen características o atributos, parámetros y 
variables, que toman valores numéricos o lógicos.  
Un sistema puede ser natural o artificial, dinámico o estático, estable o 
inestable, adaptativo o no adaptativo, lineal o no lineal; puede tener 
variables independientes o dependientes, no controlables o controlables, 
continuas, discretas o mixtas, no observables u observables.  
Las reglas que especifican la interacción entre los elementos de un 
sistema, determinan la forma en que las variables descriptivas cambian 
con el tiempo. Las variables que describen las entidades, los atributos y 
las actividades de un sistema en un instante particular de tiempo, que 
permiten predecir su comportamiento futuro, se denominan variables de 
estado y sus valores proporcionan el estado del sistema en ese instante, 
además relacionan el futuro del sistema con el pasado a través del 
presente. Si el comportamiento de los elementos del sistema puede 
predecirse con seguridad, el sistema es determinístico, de lo contrario es 
estocástico.  
Si la probabilidad de encontrarse en alguno de los estados no cambia con 
el tiempo el sistema es estático, de lo contrario es un sistema dinámico. 
Si el estado de un sistema cambia sólo en ciertos instantes de tiempo se 
trata de un suceso discreto, de lo contrario de un suceso continuo. (OSSO 
Corporación, 2014). 
 
Modelo 
Un modelo es una representación formal de un sistema real, con el que 
se pretende aumentar, su comprensión, hacer predicciones y ayudar a su 
control. Los modelos pueden ser físicos (descritos por variables 
medibles), análogos (diagrama de flujo) y simbólicos (matemáticos, 
lingüísticos, esquemáticos).  
 
Los modelos matemáticos o cuantitativos son descritos por un conjunto 
de símbolos y relaciones lógico–matemáticas. Para la construcción de un 
buen modelo es necesario contar con leyes (por ejemplo, físicas) que 
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describan el comportamiento del sistema. También es importante la 
experiencia, la intuición, la imaginación, la simplicidad y la habilidad 
para seleccionar el subconjunto, más pequeño de variables. El primer 
paso es establecer el problema en forma clara y lógica delimitando sus 
fronteras; luego viene la recogida y depuración de datos; el diseño del 
experimento; las pruebas de contrastes; la verificación del modelo y la 
validación de las hipótesis. (OSSO Corporación, 2014). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fuente: Osso corporación. 2014. 
Modelo 
Relación entre datos y conocimiento (teoría). 
 
Sistema 
Variables de respuesta 
Variables de predicción 
Información no variable. 
 
Estocásticos Determinísticos 
Físicos Simbólicos 
Teórica inversa 
Busca estudiar los parámetros del modelo teórico que 
se ajusta mejor a los datos. 
Figura 4: Relación entre sistemas y modelos. 
Análogos 
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Relación entre sistemas y modelos 
Un sistema puede ser descrito mediante una función que relaciona un 
conjunto de datos u observaciones (d, variables de respuesta) con un 
grupo de parámetros P (m1, m2.); cada grupo de valores específicos de 
este grupo de parámetros proporciona un modelo (m) diferente. Si se 
dispone de un modelo físico (G) que obtenido a partir de la teoría 
relaciona los datos observados con los parámetros conocidos (variables), 
se tiene entonces una relación funcional: 
 
 G => F (d, m) 
 
 Esta relación describe el fenómeno; si esta relación es lineal, se define 
entonces como: 
 
 Gm = d.  
 
Aquí se pueden tener dos situaciones diferentes: se conocen los 
parámetros del modelo, pero es necesario conocer la respuesta de ese 
sistema, esta situación es conocida como el problema directo; o de lo 
contrario, se dispone de observaciones de las variables de predicción y 
de respuesta, pero se desconocen los parámetros del modelo que 
expliquen mejor la relación entre esas variables, aquí se habla del 
problema inverso, el cual se resuelve mediante regresión estadística.  
Resolver el problema inverso consiste en estimar los valores del modelo 
(m) que expliquen mejor las observaciones. (Tarantola, A. & Valette, B, 
1984). 
 
(Tarantola, A. & Valette, B, 1984) Proponen que antes de formular la 
solución a un problema inverso es necesario que sea: 
 
 Valida tanto para problemas lineales como para problemas no 
lineales, tanto para problemas bien determinados (suficientes datos 
para la estimación, matrices invertibles) como para problemas mal 
determinados (información insuficiente o inconsistente). 
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 Consistente con respecto a un cambio de variables –el cual no es el 
caso con aproximaciones ordinarias suficientemente general para 
permitir diferentes distribuciones para el error en los datos. 
 
Predicción 
La predicción es el proceso estadístico de estimación en situaciones de 
incertidumbre y establecido un patrón que se toma de datos históricos, 
este sirve para tomar decisiones. 
Tipos de predicción 
Según el horizonte:  
- A corto, medio o largo plazo 
- Longitud del plazo: concepto relativo  
Según el tipo de preguntas:  
- Resultados de un acontecimiento ganador de unas elecciones, nota 
de un examen A menudo basada en encuesta  
- Momento de un acontecimiento, Fecha elecciones, fecha próxima 
recesión, a menudo basada en indicadores adelantados. (Beyaert, 
2005). 
2.3.4) La automatización de un modelo predictivo 
Es un proceso de tratamiento de información para elaborar indicadores 
de variables que se miden con diversos instrumentos y que responden a 
objetivos institucionales o de diversa índole.  
Usualmente la automatización de un modelo predictivo es parte de la 
minería de datos; sin embargo, cuando no se cuenta con una base de datos 
grandes igualmente se puede desarrollar modelos predictivos con 
técnicas estadísticas. Es decir, estas técnicas no requieren grandes 
volúmenes de datos, ni la especificación de los factores que determinan 
el comportamiento de la variable, sino que se basan únicamente en la 
modelización del comportamiento sistemático de la serie de datos. Se 
consideran tres modelos posibles del comportamiento sistemático de una 
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serie temporal: modelo estacionario (sin tendencia), modelo con 
tendencia lineal y modelo con estacionalidad. La técnica de predicción 
adecuada dependerá del modelo de comportamiento de la serie. 
(Universidad de Barcelona, 2015). 
 
Un modelo predictivo es un mecanismo que predice el comportamiento 
de un individuo. Utiliza las características del individuo como entrada y 
proporciona una calificación predictiva como salida. Cuanto más elevada 
es la calificación, más alta es la probabilidad de que el individuo exhiba 
el comportamiento predicho. 
 
La calificación producida por cualquier modelo predictivo debe de ser 
tenida en cuenta con especial cuidado y puede requerir que se cruce con 
otro modelo o que se produzca un análisis adicional a la hora de aplicarla 
a un individuo concreto. Las calificaciones hablan de tendencias y 
posibilidades en un grupo lo suficientemente grande, pero no garantiza 
que la predicción se cumpla en cada caso individual, pues una 
probabilidad individual por naturaleza simplifica excesivamente la cosa 
del mundo real que describe. 
 
Los modelos predictivos son modelos de la relación entre el rendimiento 
específico de una unidad en una muestra y uno o más atributos o 
características conocidos de la unidad. El objeto del modelo es evaluar 
la probabilidad de que una unidad similar en una muestra diferente 
exhiba un comportamiento específico. 
 
Los modelos predictivos a menudo ejecutan cálculos durante las 
transacciones en curso, por ejemplo, para evaluar el riesgo o la 
oportunidad de un cliente o transacción en particular, de forma que 
aporte conocimiento a la horade tomar una decisión. Con los avances en 
la velocidad de computación, los sistemas de modelado de agentes 
individuales han sido capaces de simular el comportamiento humano o 
reacciones ante estímulos o escenarios específicos. 
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El análisis predictivo construye un modelo estadístico que utiliza los 
datos existentes para predecir datos de los cuales no se dispone. Como 
ejemplo del análisis predictivo se incluyen las líneas de tendencia o la 
puntuación de la influencia.  
 
Para la creación del modelo predictivo se utilizan unidades de muestra 
disponibles con atributos conocidos y un comportamiento conocido, a 
este conjunto de datos se le denomina conjunto de entrenamiento. Por 
otro lado, se utilizará una serie de unidades de otra muestra con atributos 
similares, pero de las cuales no se conoce su comportamiento, a este 
conjunto de datos se le denomina conjunto de prueba. (Siegel, 2013). 
 
2.3.5) Gestión de información estadística 
Es un proceso de tratamiento de información para elaborar indicadores 
de variables que se miden con diversos instrumentos y que responden a 
objetivos institucionales o de diversa índole.  
 
Para generar información estadística se requiere desarrollar un proceso 
de seis etapas que consisten en planeación, diseño, preparación, 
captación, procesamiento y resultados.  La validación es un 
procedimiento que se realiza entre la etapa de captación y procesamiento. 
 
La información estadística se obtiene de diversas fuentes y con diversas 
herramientas, éstas pueden ser: censos, conteos, encuestas, registros 
administrativos e indicadores socio demográficos o económicos. En la 
figura N° 5 podemos observar el esquema del proceso de generación de 
información estadística. 
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Fuente: DGITI 2015. Madrid, España. 
 
2.3.6) La producción de arroz 
El Arroz. - Es una entidad vegetal de alta variabilidad genética, que está 
representada por muchas especies y miles de formas cultivadas. Todas 
son el resultado de los procesos naturales de evolución y de los continuos 
progresos que el hombre ha logrado en un material vegetal original 
sometiéndolo a múltiples cruces artificiales y a procesos 
biotecnológicos. 
Planeación Diseño Preparación Procesamiento Captación Resultados 
Proceso de Generación de Información 
Estadística 
Validación 
Censos 
Indicadores Socio 
demográficos / Económicos 
Encuestas 
Conteos 
Registros 
Administrativos 
Figura 5: Elementos y componentes para  la generación de la  
información estadística. 
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La especie Oryza sativa L., como tal, no suscita controversia, al parecer, 
respecto a su origen asiático (a diferencia de su ancestro silvestre); sin 
embargo, no hay todavía un acuerdo sobre un lugar más preciso de su 
origen, que sería el oriente de la antigua península de Indochina (hoy 
ocupada por Vietnam, Camboya y Laos) o el valle del río Yang–Tse 
Kiang, en China. 
 
Es difícil establecer con exactitud la época en que se inició el cultivo del 
arroz. La literatura china menciona el arroz 3000 años antes de Cristo 
(AC), cuando se consideraba su siembra como una ceremonia religiosa 
importante, reservada al emperador.  
 
El primer cultivo de arroz se le atribuye al emperador Shen-Nung, quien 
ha sido considerado el padre de la agricultura y la medicina de su pueblo. 
Otros textos mencionan el arroz como el más importante de cinco 
cultivos en la alimentación de los chinos. En el valle del Yang–Tse Kiang 
se han encontrado restos de arroz que datan de 3000 a 4000 años AC. 
 
El arroz se cultiva en 113 países de todos los continentes del mundo (a 
excepción de la Antártida). De esos países, los 26 que pertenecen a la 
región de América Latina y el Caribe (ALC) producen 25 millones de 
toneladas de ‘paddy’ (arroz con cáscara) que representan el 4% 
(FAOSTAT, 2004) de la producción mundial de arroz, que es de 592 
millones de toneladas (promedio del período 2000-2002).  
 
El área cultivada con arroz en ALC es de 5.9 millones de hectáreas, 
aproximadamente. La tasa anual de crecimiento de la producción entre 
1961 y 1991 (2.9% anual) fue casi idéntica en Asia y en ALC. En Asia, 
la mayor parte de este crecimiento se debe al aumento de la 
productividad (79%); en ALC el aumento del rendimiento fue de 51%. 
Entre 1995 y 2005, la producción total del arroz en ALC mejoró un 1.9% 
y un 1.3% en Asia, mientras que los rendimientos por hectárea 
aumentaron 3.8% por año en ALC y 1.0% en Asia. En ALC, el área 
destinada al cultivo del arroz decreció en 1.8% por año. 
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Política económica. - Durante décadas, el arroz fue uno de los productos 
básicos más protegidos. Esta situación cambió desde los años 80, cuando 
algunos programas nacionales hicieron ajustes estructurales y se pactó el 
Acuerdo sobre Agricultura de la Organización Mundial del Comercio en 
1994.  
 
El comercio mundial del arroz se ha expandido en forma notable y pasó 
de 14 millones de toneladas de arroz blanco en el año 1994 a 27 millones 
de toneladas en la actualidad. Hoy en día, el arroz es el cultivo agrícola 
más subsidiado en el mundo, pues recibe más de US$20,000 millones al 
año. Aunque los beneficios derivados de esta política (especialmente el 
precio bajo por kilo) son disfrutados por los consumidores urbanos, 
muchos pobladores rurales (y algunos urbanos) de los países en 
desarrollo, enfrentan los efectos del desempleo asociado con la 
reducción, debida a la producción externa subsidiada, de la capacidad de 
producción nacional.  
 
Los países en desarrollo deben abogar por políticas comerciales más 
justas y por prácticas comerciales más abiertas, donde todos, productores 
y consumidores del arroz, puedan disfrutar de los beneficios asociados 
con una distribución más eficiente de los recursos. 
 
La producción de arroz en la región San Martín 
La región San Martín en el año 2016 contó con 101,255 hectáreas 
dedicadas al cultivo del arroz,  esto genera un movimiento comercial 
superior a los 350 millones de soles en esa zona selvática. (MINAGRI, 
2016). 
 
En la región San Martín el arroz constituye el principal cultivo 
alimenticio al que se dedican unos 14,500 productores y genera unos seis 
millones de jornales, de los que dependen miles de familias. (SENASA, 
2016). 
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Tabla 3:  
Producción de arroz en la región San Martín 2016. 
Dato Cantidad 
Hectáreas cosechadas(Hectáreas) 101 255 
Producción (Toneladas) 710 287 
Rendimiento (t/ha) 7.01 
Fuente: MINAGRI 2016. 
La cadena productiva de arroz en la región San Martín 
Las actividades planificadas para la producción de arroz en la región San 
Martín constan de cinco fases principales, aquí se toma como elemento 
central   la venta al consumidor: 
 
 Siembra de arroz 
 Producción de arroz en cáscara 
 Transformación de arroz en cáscara en arroz pilado 
 Comercialización del arroz 
 Gasto de consumo final 
 
Figura 6: Cadena productiva del arroz a precios del comprador (parte 
I). 
Fuente: MINAGRI 2015. 
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En la Figura 6 observamos los elementos que caracterizan esta parte de 
la actividad agrícola; para la siembra de arroz son los insumos (semillas, 
mano de obra y fertilizantes), y la maquinaria   para preparar el terreno.  
Estos primeros elementos permiten la producción de arroz (cosecha de 
arroz en cáscara). 
 
Figura 7: Cadena productiva del arroz a precios del comprador (parte 
II). 
Fuente: MINAGRI 2015. 
 
En la Figura 7, podemos observar que hay tres actividades importantes 
en la cadena productiva.  Con el acopio del arroz en cáscara se inicia la 
industria molinera.  Esta actividad consiste en el procesamiento para el 
secado de arroz, luego el pilado de arroz y la clasificación del arroz 
pilado. 
 
El producto final que se procesa en los molinos   es el arroz pilado, este 
finalmente   se comercializa.  La comercialización lo realizan los mismos 
agricultores, o bien lo realizan los molinos, que se encargan de llevarlos 
a los mercados principales, locales y nacionales. 
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Figura 8: Cadena productiva del arroz a precios del comprador (parte 
III). 
Fuente: MINAGRI 2015. 
 
En la Figura 8, observamos la actividad final de la cadena productiva del 
arroz, que consiste   en la comercialización del arroz pilado según la 
demanda.  
 
La demanda intermedia del arroz pilado, corresponde el 9.2% que 
incluye todas las categorías de calidad del arroz pilado, esto agrupa a 
restaurantes, asociaciones y otro tipo de actividades. La demanda final 
corresponde el 91.8%, agrupa gastos de consumo de familia, del 
gobierno y acumulación de inventarios. 
2.3.7) Toma de decisiones basados en modelo predictivo automatizados 
La toma de decisiones es un proceso muy repetitivo que, a menudo, 
ocurre muchas veces al día. En la toma de decisiones, pueden participar 
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personas, por ejemplo, empleados de call centers que realizan ventas 
incrementales o complementarias llamando por teléfono a clientes, o 
bien pueden ser decisiones completamente automatizadas, que simulan 
la lógica humana, por ejemplo, si se rechaza una compra con tarjeta de 
crédito. Sin embargo, una decisión operativa no tiene por qué afectar a 
un solo cliente, sino que puede hacer referencia al mejor grupo de 
clientes al que dirigir una determinada oferta. Este tipo de decisiones se 
meten en los sistemas de gestión de campañas cada semana o mes. 
Cuando los modelos analíticos predictivos están integrados en los 
sistemas de producción y cuando negocio usa los resultados para ofrecer 
respuestas al instante, has implementado eficazmente estos modelos 
analíticos automatizados. (SAS The power to know, 2013). 
 
Planteamientos   para adoptar un   modelo predictivo automatizado 
A muchas organizaciones les suena mucho este tipo de problemas con 
sus modelos. En un entorno de modelización variado y poco gestionado, 
a veces es muy difícil responder a preguntas muy importantes en relación 
a los modelos predictivos. Entre estas cuestiones, podemos encontrar las 
siguientes:  
 
- ¿Quién creó los modelos y por qué?  
- ¿Qué variables de entrada se usan para hacer predicciones y, en última 
instancia, tomar decisiones?  
-  ¿Cómo se usan los modelos?  
- ¿Cuál es el rendimiento de estos modelos y cuándo se actualizaron 
por última vez? 
- ¿Dónde se encuentra la documentación complementaria? 
- ¿Por qué se tarda tanto en poner en marcha modelos nuevos o 
actualizados?  
 
Las organizaciones que no pueden contestar con confianza a estas 
preguntas no pueden garantizar que sus modelos analíticos 
verdaderamente ofrecen buenos resultados.  
Durante todo el ciclo de vida. Los equipos analíticos y de TI necesitan 
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procesos eficaces y sistemáticos, así como una arquitectura fiable para 
gestionar datos y realizar el seguimiento de los modelos analíticos 
predictivos durante el ciclo de implementación. 
 
Y lo que es más importante: la clave para conseguir el éxito en materia 
de análisis es convertir rápidamente los datos en conocimiento y este, a 
su vez, en acciones, lo que implica que debes integrar con eficacia 
modelos predictivos precisos en sistemas de producción que impulsen la 
toma de decisiones de forma automatizada. 
Por ello, la capacidad de tomar rápidamente las decisiones operativas 
más adecuadas, al mismo tiempo que se aprovechan los crecientes 
volúmenes de información, puede traducirse en que se produzca un 
fraude o no, es decir, en fracaso o éxito empresarial. 
 
Por lo tanto, ¿qué hay que hacer para tomar rápidamente muchas 
decisiones adecuadas y alineadas con la estrategia? Algunos requisitos 
son: 
1. Aplicaciones operacionales que se basen en los datos para ofrecer 
respuestas a personas (o sistemas) con lo que garantizar una toma de 
decisiones optimizada. 
2. Modelos analíticos actualizados y basados en un conocimiento 
profundo que la empresa pueda emplear como material fiable a la hora 
de tomar decisiones acertadas en el momento adecuado. 
3. Integración de reglas empresariales y análisis predictivos en los 
procesos de toma de decisiones operativas que proporcionen la 
orientación necesaria para tomar decisiones basadas en datos reales. 
4. Un método para gestionar y supervisar los modelos analíticos con el 
fin de garantizar que son eficaces y siguen ofreciendo las respuestas 
acertadas. 
5. Una arquitectura y unos procesos que pueden crecer para satisfacer 
nuevas necesidades, como difundir datos y crear modelos predictivos 
más detallados de la forma más rápida posible. (SAS The power to 
know, 2013). 
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¿Cuáles son los retos? 
Retrasos: 
Debido a procesos que, a menudo, son manuales y ad hoc, la 
implementación de un modelo en los sistemas de producción puede 
tardar meses. Puesto que las fases de desarrollo y prueba de los modelos 
llevan demasiado tiempo, pueden quedarse obsoletos en el momento en 
el que alcanzan la fase de producción. O puede suceder que nunca 
lleguen a implementarse. Los problemas de cumplimiento. 
Dificultades para identificar los desencadenantes: 
La fase que implica convertir las respuestas de los modelos analíticos en 
decisiones operativas requiere reglas de negocio acordadas y claras. 
Estas reglas de negocio tienen que formar parte del entorno controlado, 
ya que determinan cómo se usan los resultados de los modelos. Por 
ejemplo, un modelo de detección de fraude podría identificar una 
calificación de riesgo de fraude como un número comprendido entre 100 
y 1000 (similar a la calificación crediticia FICO). La empresa tendrá que 
decidir qué nivel de riesgo implica llevar a cabo una acción. Si el nivel 
de un aviso defraude se establece en un nivel demasiado alto, el fraude 
podría pasar inadvertido. En cambio, si se establece en un nivel 
demasiado bajo, los avisos señalan demasiados falsos positivos. Ambas 
metodologías restan el valor aportado por estos modelos y disminuyen la 
confianza en los resultados. 
 
Resultados deficientes:  
Con demasiada frecuencia, los modelos de bajo rendimiento se quedan 
en la fase de producción, incluso si ofrecen resultados imprecisos que 
conllevan decisiones empresariales desacertadas. Los resultados de los 
modelos cambiarán a medida que los datos se adaptan a las nuevas 
condiciones y comportamientos. Las principales razones son la falta de 
un repositorio central de modelos y la inexistencia de métricas 
coherentes para determinar si un modelo necesita actualizarse o 
sustituirse. 
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Confusión:  
Las organizaciones actúan de forma reactiva, es decir, reaccionan con 
prisas cuando el regulador marca el momento de la entrega. Dado que 
cada departamento tiene una manera diferente de manejar y validar un 
modelo, las revisiones y ajustes de los modelos son complicados lo que 
dificulta enormemente el trabajo de TI. No se sabe con certeza por qué 
se seleccionó el modelo definitivo, cómo se calculó un determinado 
scoring ni por qué criterios se rigen las reglas empresariales que activan 
el modelo. 
Falta de transparencia:  
Hay poca visibilidad en las fases en las que se desarrollan los modelos o 
se desconoce quién está involucrado en ellos a medida que avanzan por 
su ciclo de vida. Por lo tanto, surgen presunciones conflictivas. Se debe 
recurrir a revisores imparciales para validar los modelos a medida que 
pasan por cada grupo, lo que supone un gran despilfarro de recursos. 
Pérdida de información importante acerca de los modelos: 
Si la información acerca de los modelos no está correctamente 
documentada, cuando los responsables se van se pierde la información. 
La propiedad intelectual también es un aspecto importante a tener en 
cuenta. 
Escasez de habilidades analíticas:  
Aunque haya un número creciente de científicos de datos que entran en 
el mercado, la escasez de habilidades analíticas necesarias para la 
creación e implementación de modelos supone aún un gran reto para 
muchas organizaciones. (SAS The power to know, 2013). 
2.3.8) La Dirección Regional Agraria de San Martín 
Misión: Nuestra misión promotora del desarrollo agrario integral y 
sostenible de la región, con la articulación de los agentes del proceso 
productivo y los Gobiernos Locales en beneficio de la sociedad. 
Visión: Nuestra visión al 2021 lideramos el desarrollo agrario 
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competitivo y sostenible, articulada con agentes económicos organizados 
en cadenas productivas. 
Política Agraria Nacional 
El objetivo de la política nacional agraria es lograr el incremento 
sostenido de los ingresos y medios de vida de los productores y 
productoras agrarios, priorizando la agricultura familiar, sobre la base de 
mayores capacidades y activos más productivos, y con un uso sostenible 
de los recursos agrarios en el marco de procesos de creciente inclusión 
social y económica de la población rural, contribuyendo a la seguridad 
alimentaria y nutricional, donde se establece de mandato obligatorio su 
cumplimiento y aplicación, la cual se detalla a continuación: 
Tabla 4:  
Política Agraria Nacional. 
N° Política 
1  Manejo sostenible de agua y suelos.  
2  Desarrollo Forestal y de Fauna Silvestre.  
3  Seguridad jurídica sobre la tierra.  
4  Infraestructura y tecnificación de riego.  
5  Financiamiento y seguro agrario.  
6  Innovación y tecnificación agraria.  
7  Gestión de Riesgo de Desastres en el sector agrario.  
8  Desarrollo de capacidades.  
9  Reconversión productiva y diversificación.  
10  Acceso a mercados.  
11  Sanidad Agraria e Inocuidad Agroalimentaria.  
12  Desarrollo Institucional.  
Fuente: Informe de gestión DRASAM 2016. 
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Articulación estratégica 
Se desarrolla un alineamiento a la base del modelo de desarrollo 
económico sostenible con enfoque territorial y gestión de cuencas, 
enmarcándose a las cadenas de valor y el modelo asociativo. 
Estos están alineado a las Políticas Agrarias Nacionales, el Plan de 
Desarrollo Regional Concertado San Martín al 2021 y el Plan Estratégico 
Institucional del Gobierno Regional de San Martín 2015-2017, para su 
operatividad en las Agencias de Desarrollo Económico Local (ADELs) 
a través de los Planes Operativos Institucionales (POI), todo ello 
enfocado a los programas presupuestales, con la finalidad de generar un 
desarrollo agrario sostenible en el tiempo. 
Visión regional: Al 2021 somos modelo de región en bienestar social, 
competitividad y valoración de nuestros recursos naturales y diversidad. 
Misión regional:  Promover el desarrollo integral y sostenible de la 
región, de manera inclusiva, competitiva y solidaria; en el marco de la 
modernización, con enfoque territorial y gestión de cuencas. 
Tabla 5:  
Articulación estratégica territorial. 
Componente Descripción 
Componente 4. Economía diversificada, competitividad y 
empleo 
OER.5:  Consolidar la competitividad de la región, 
fortaleciendo la diversificación productiva y de 
servicios, promoviendo la inversión pública - 
privada, la industrialización, innovación y 
empleo.  
EI04.01.  Optimizar las cadenas productivas.  
AE.5.4:  Promover el desarrollo de biocomercio en la 
región San Martín.  
Componente 4. Economía diversificada, competitividad y 
empleo 
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AE.5.5:  Oferta agroexportable diversificada y 
especializada.  
AEI04.01.01  Actores implementan alianzas estratégicas para el 
crecimiento económico sostenible en la región.  
AE.5.2:  Promover el desarrollo de la investigación e 
innovación y nuevas técnicas productivas y 
certificaciones de calidad amigables con el 
medioambiente.  
AEI04.01.02  Productores organizados con capacidades para la 
diversificación y especialización en la producción 
de origen agropecuario de forma integral.  
AEI04.01.03  Productores mejoran niveles de productividad y 
rentabilidad agropecuaria.  
AE.5.8:  Promover los servicios de desarrollo, 
asociatividad y el emprendimiento empresarial.  
AEI04.01.05  Productores organizados acceden al sistema 
financiero oportunamente.  
AE.5.7:  Productores fortalecidos con capacidades para dar 
valor agregado de sus productos.  
AEI04.01.07  Productores organizados reciben asistencia y 
orientación técnica de manera directa.  
AE.5.1:  Orientar el desarrollo de la actividad productiva 
en base a las políticas territoriales.  
AEI04.01.04  Productores reciben título de propiedad rural 
obteniendo seguridad jurídica sobre la tierra de 
manera priorizada.  
Componente 5. Desarrollo territorial e infraestructura 
productiva 
OER.6:  Desarrollar un territorio articulado y competitivo, 
a través de inversión pública y/o privada en 
infraestructura estratégica, que permita asegurar el 
acceso a los servicios y dinamizar las actividades 
económicas.  
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OEI05.02.  Mejorar la infraestructura tecnológica de soporte 
y la cobertura energética de las actividades 
productivas.  
AE.6.4:  Infraestructura de irrigación y de defensas 
ribereñas desarrolladas y mantenidas  
AEI05.02.02  Agricultores cuentan con infraestructuras de riego 
optimizado.  
Componente 6. Ambiente, diversidad biológica y gestión del 
riesgo de desastres  
OER.7:  Mejorar la sostenibilidad ambiental promoviendo 
el ordenamiento territorial y con enfoque de 
cuencas hidrográficas.  
OEI06.01.  Fomentar la conservación y aprovechamiento 
sostenible del bosque y su diversidad biológica.  
AE.7.1  Promover el uso y ocupación ordenada del 
territorio según sus potencialidades.  
AEI06.01.01  Población cuenta con implementación a nivel 
regional de inventarios forestales y de fauna 
silvestre de manera adecuada.  
OER.8:  Reducir los niveles de riesgos y emergencias 
frente a todo tipo de desastres.  
OEI06.04.  Promover la gestión de riesgo por desastres en un 
contexto de cambio climático.  
Componente 6. Ambiente, diversidad biológica y gestión del 
riesgo de desastres 
AE.8.2:  Instituciones y organizaciones fortalecidas en la 
cultura de estimación, prevención y reducción de 
riesgos.  
AEI06.04.01  Actores públicos y privados empoderan acciones 
para reducir la vulnerabilidad y las emergencias 
por desastres.  
Fuente: Informe de gestión DRASAM 2016. 
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Tabla 6:  
Leyenda de los componentes de la articulación estratégica territorial. 
Leyenda 
OER  Objetivo estratégico regional PDRC. 
AE  Acciones estratégicas PDRC. 
OEI  Objetivo estratégico institucional PEI. 
AEI  Acciones estratégicas institucionales PEI. 
Fuente: Informe de gestión DRASAM 2016. 
 
Cadenas productivas que la DRASAM prioriza 
La Dirección Regional de Agricultura San Martín, bajo el enfoque de 
cadenas productivas-valor busca el fortalecimiento de las organizaciones 
de productores, articulándolos con los demás agentes económicos y 
promoviendo la gestión empresarial que permita a las organizaciones 
producir en el campo con mayor eficiencia, logrando posicionar sus 
productos según las exigencias del mercado. 
Con Ordenanza Regional N° 008-2016-GRSM/CR, se aprueba la 
priorización de 10 cadenas productivas de la Región San Martín, como 
prioridad para ser promovidas en el mediano plazo, las cuales se 
encuentran concordadas y/o alineadas con el componente IV del Plan de 
Desarrollo Concertado San Martín 2021-PDRC “Economía 
diversificada, competitiva y empleo” 
Cadenas productivas priorizadas: 
1. Cadena productiva de arroz y maíz 
2. Cadena productiva de cacao 
3. Cadena productiva de café 
4. Cadena productiva de sacha inchi 
5. Cadena productiva de pijuayo para palmito 
6. Cadena productiva de plátano 
7. Cadena productiva de cítricos 
8. Cadena productiva de ganadería vacuno 
9. Cadena productiva de ganadería porcina 
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10. Cadena productiva de biocomercio (referido al conjunto de 
actividades de recolección y/o producción, procesamiento y 
comercialización de bienes y servicios derivados de la biodiversidad 
nativa (especies, recursos genéticos y ecosistemicos) bajo criterios 
de sostenibilidad ambiental, social y económica). 
 
Criterios que se tomaron en cuenta para seleccionar estas cadenas 
productivas: 
 Cultivos alternativos para desarrollar economía licita en el 
Departamento de San Martín. 
 Cultivos de agro exportación, que genera dinamismo económico y 
empleo en el Departamento de San Martín. 
 Existencia de mercado para comercializar la producción por 
volumen y calidad. 
 La región presenta condiciones edafoclimáticas favorables para 
producir estos cultivos, con alta calidad y armonía con el medio 
ambiente. 
 Cada cadena productiva presenta rentabilidad moderada y permite 
generar ambiente financiero favorable de familias del ámbito rural 
de la región. 
  
2.3.9) Modelo conceptual del diseño del cubo 
Modelo estrella 
La disposición de la colección de tablas de hechos y de dimensiones en 
el modelo de datos dimensionales, que se asemeja a una formación 
estelar, con la tabla de hechos colocada en el medio rodeada de tablas de 
dimensiones. Cada tabla de dimensiones está en uno a muchos en 
relación con la tabla de hechos (Ponniah, 2010). 
 
Minería de datos 
Un enfoque basado en datos, para el análisis y la predicción mediante la 
aplicación de sofisticados técnicas y algoritmos para descubrir el 
conocimiento (Ponniah, 2010). 
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Procesamiento analítico en línea multidimensional 
Una técnica de procesamiento analítico, en el que se crean cubos de datos 
multidimensionales y se almacenan por propiedades separadas en la base 
de datos (Ponniah, 2010). 
2.3) Hipótesis 
2.4.1) Hipótesis alterna 
H1: “El modelo predictivo automatizado permitirá planificar mejor la 
producción de arroz en la región San Martín”. 
2.4.2) Hipótesis nula 
H0: “El modelo predictivo automatizado no permitirá planificar mejor 
la producción de arroz en la región San Martín. 
2.4) Sistema de variables 
Variable independiente (X) 
- Modelo predictivo automatizado 
Variable dependiente (Y) 
- Planificación de la producción de arroz. 
Tabla 7:  
Variable 1 de Modelo predictivo automatizado 
Dimensiones Indicadores Ítem Escala de Valores Nivel y Rango 
D1: Modelo 
predictivo 
automatizado 
Prioridades 
del modelo 
de 
predicción 
X1P1,  
X1P2,  
X1P3 y 
X1P4 
Muy poco necesario(1) Bajo 
Poco necesario (2) 40-109 
 Medianamente 
necesario (3) 
 Regular 
Necesario (4) 110-139 
Muy necesario (5) Bueno 140-200 
Modelo de 
regresión 
Vc y 
Vt  
Cantidad numérica -- 
Fuente: elaboración propia. 
Vc: Cantidad de producción de arroz (Producción). 
Vt: Tiempo en unidad de años (Año). 
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Tabla 8:  
Variable 2 de  planificación de la producción de arroz. 
Dimensiones Indicadores Ítem Escala de Valores 
Nivel y 
Rango 
D1: 
Planificación 
Prioridades de 
la 
planificación 
Y1P1, 
Y1P2, 
Y1P3, 
Y1P4 
y 
Y1P5 
Muy poco/Muy poco 
relevante(1) 
Bajo 
Poco/Poco relevante (2) 40-109 
 Regular/Medianamente 
relevante (3) 
 Regular 
Mucho/Relevante (4) 110-139 
Demasiado/Muy relevante (5) 
Bueno 
140-200 
Predictibilidad 
en la 
planificación 
Vp Cantidad numérica - 
Fuente: elaboración propia. 
 
Vp = Margen porcentual de error de predictibilidad. 
 
Variable 2 de la tabla 8, de la planificación de la producción de arroz del nivel 
de conocimiento y toma de decisiones.  
        
2.5) Escala de medición 
Para indicadores X: 
- Valores categóricos para prioridades del modelo de predicción. 
- Valores numéricos para Modelo de regresión. 
Para indicadores Y: 
- Valores categóricos para prioridades de la planificación. 
- Valores porcentuales para los niveles de eficiencia de la predicción. 
 
2.6) Objetivos 
2.7.1) Objetivo general 
Determinar la influencia del modelo predictivo automatizado para 
planificar mejor la producción de arroz en la región San Martín. 
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2.7.2) Objetivos específicos 
1°. Analizar la información estadística histórica de la producción de 
arroz de la región San Martín. 
2°. Sistematizar el modelo predictivo de la producción de arroz de la 
región San Martín. 
3°. Automatizar el modelo predictivo para la planificación de la 
producción de arroz en la región San Martín. 
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En la tabla 9, se refleja los grupos involucrados, quienes a su vez 
requieren de predicción de producción, para diversos fines. 
3.1.2) Muestra 
La muestra aleatoria consta de 40 colaboradores de nivel conocimiento y 
nivel de toma de decisiones, que se obtuvo mediante la fórmula de muestreo, 
a esta muestra se aplicó una encuesta breve para recabar información sobre 
la percepción del uso y necesidades de información e indicadores para 
valores futuros (año siguiente) de la producción de arroz. 
 
Formula Usada: 
 
 
 
Donde:  
Población (N)= 180 
 Probabilidad de éxito (q)= 0.75 
 Probabilidad de fracaso (p)=0.25 
 Error muestral (e)=10% 
 Valor bajo la curva normal del nivel de confianza (k)=1.65 
Muestra obtenida (n)= 40 personas. 
 
3.2) Ámbito geográfico 
El ámbito geográfico de esta investigación abarca a la producción de arroz de la 
región San Martín. 
 
3.3) Diseño de la investigación 
Diseño: El diseño de la investigación corresponde a una investigación predictiva y 
pre-experimental. 
 Predictiva porque tiene como propósito prever o anticipar situaciones futuras, y 
requiere de la exploración, la descripción, la comparación, el análisis y la 
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explicación de variables de la producción de arroz. 
Pre-experimental porque se manipuló   la variable independiente y se observó 
cambios en la variable dependiente, con la aplicación de pre-test y pos-test. 
 
Tabla 10:  
Diseño de experimento. 
Secuencia de Registros 
Grupos Pre-test Tratamiento Post-test 
Pre-experimento OY1 X: Modelo 
predictivo 
automatizado 
OY1 
n 40 40 
Fuente: Elaboración propia. 
 
3.4) Procedimientos y técnicas 
3.4.1) Procedimientos  
Los procedimientos se realizaron en función a los objetivos que persigue 
esta investigación. 
 
a) Se realizó revisión y búsqueda de información relacionada con el tema 
de investigación, antecedente de investigación. 
b) Se usó instrumentos adecuados para la investigación y se organizó 
pasos para elaborar los resultados de investigación. 
3.4.1) Técnicas  
Las técnicas aplicadas son: 
Tabla 11:  
Técnicas, justificación e instrumentos de medición. 
Técnica Justificación Aplicado en… 
1. Observación 
indirecta  
1. Permite conocer los 
indicadores de las variables. 
1. A la muestra que es 
parte del estudio.  
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2. Registros  2. Proporciona la 
información del sistema. 
2. Procesos que se 
desarrollan dentro del 
sistema. 
3. Análisis de 
documentos 
3. Para obtener la 
información de las fuentes 
secundarias referentes a 
temas de la investigación. 
3. La bibliografía necesaria 
para desarrollar el marco 
teórico y la información 
complementaria. 
Fuente: Elaboración propia. 
 
3.5) Instrumentos 
3.5.1) Instrumento de recolección de datos 
Los instrumentos de recolección fueron los siguientes: 
Tabla 12:  
Técnicas, justificación e instrumentos de medición. 
Instrumentos Justificación Aplicado en… 
1. Cartilla de 
observación. 
1. Permite conocer 
los indicadores de las 
variables. 
1. A la muestra que es parte del 
estudio.  
2. Modelo 
predictivo 
automatizado 
de mínimos 
cuadrados. 
2. Proporciona la 
información del 
sistema. 
2. Procesos que se desarrollan 
dentro del sistema. 
3. Fichas 
bibliográficas. 
Subrayado. 
3. Para obtener la 
información de las 
fuentes secundarias 
referentes a temas de 
la investigación. 
3. La bibliografía necesaria para 
desarrollar el marco teórico y la 
información complementaria. 
Fuente: Elaboración propia. 
49 
 
 
 
3.5.2) Instrumento de procesamiento de datos 
El procesamiento de datos se realizará mediante software de cálculo, en este caso 
Excel, SPSS y R estadístico en cuanto a la presentación de los datos, se realizará 
de manera resumida con gráficos y tendencias explicadas. Así mismo incorporando 
el modelo estudiado.  
 
3.6) Prueba de hipótesis 
Para probar la hipótesis que se plantea en investigación, lo hacemos de dos formas: 
- La primera forma es aplicar estrictamente el método estadístico para la prueba 
de hipótesis. 
- La segunda forma es presentando estimaciones puntuales. 
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Tabla 13:  
Producción de arroz en la región San Martin 1990-2013. 
N° Año Producción(Tn) 
1 1990 99652 
2 1991 132655 
3 1992 163147 
4 1993 192647 
5 1994 140972 
6 1995 185814 
7 1996 243272 
8 1997 242336.55 
9 1998 324255 
10 1999 327980.64 
11 2000 304099 
12 2001 305203 
13 2002 309043.4 
14 2003 260243.7 
15 2004 416777.5 
16 2005 523534.02 
17 2006 472094.06 
18 2007 394746.46 
19 2008 506693.45 
20 2009 561672.57 
21 2010 500284.27 
22 2011 521840 
23 2012 560581 
24 2013 620250 
Fuente: DRASAM 2016. 
 
Dado que los datos de la Tabla 13, son variables continuas, se estimó el 
coeficiente de correlación de Person, para establecer el índice de grado de 
relación de las variables: 
 
r = 0.95711329 
 
Como el r de Person se aproxima a 1, existe una fuerte relación positiva entre 
ambas variables. 
 
Modelo de regresión lineal 
En este modelo matemático usamos la regresión lineal simple, en este caso, 
la tendencia es una línea recta que se ajusta a los valores de producción anual, 
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y que considera un conjunto de datos lineales simples. Aquí el patrón de 
normalidades adecuando cuando la producción anual de arroz aumenta o 
disminuye a un ritmo constante. 
Tomando la fórmula: 
 
Obtenemos la ecuación: 
y= mx + b 
Calculando, el modelo de prueba es el siguiente: 
y=21274.95x + 80304.53   
           Explicación: quiere que por cada unidad que se incrementa la producción de 
arroz, cada año el incremento medio (m) es de 21’275 unidades. 
Asimismo, presenta un coeficiente de correlación: 
R2=0.9161 
 
Figura 9: Tendencia de producción de arroz con MRL. 
Fuente: Prueba de R Statistical. 
 
En la figura 9, se muestra la ttendencia de la producción de arroz con el 
modelo de regresión lineal para los 3 años siguientes 2014, 2015 y 2016. 
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Modelo de regresión polinómica 
En este modelo matemático usamos la regresión polinómica, aquí la 
tendencia polinómica es una línea curva que caracteriza a los valores de 
producción de arroz que fluctúan. El orden del polinomio se determina 
mediante el número de fluctuaciones en los valores de producción en función 
al número de valores máximos y mínimos que aparecen en la curva.  
Tomando la fórmula: 
 =  +  +  +  +⋯+    
Donde ,	, ,  son parámetros desconocidos  de la variable predictora X. 
Calculando, los modelos de prueba son los siguientes: 
y = 99.331x2 + 18791.68x + 91065.38  
y = -0.1156x3 + 103.665x2 + 18747.44x + 91166.81 
y = -1.54051x4 + 76.9101x3 - 1151.853x2 + 26064.88x + 80352.41 
y = 0.301909x5 - 20.40984x4 + 500.9248x3 - 5259.076x2 + 42002.03x + 
63279.44 
y = 0.1987158x6 - 14.601778x5 + 407.00984x4 - 5345.3851x3 + 33389.147x2 
– 67523.81x + 155221.64 
           Explicación: quiere decir que por cada unidad que se incrementa la 
producción de arroz, cada año el incremento medio de unidades estará 
predicho en la función polinómica. 
Asimismo, los modelos de regresión polinómica, presentan los siguientes 
coeficientes de correlación: 
 
MRP 2° Grado: R2=0.9168  
MRP 3° Grado: R2=0.9168  
MRP 4° Grado: R2=0.9171  
MRP 5° Grado: R2=0.9174  
MRP 6° Grado: R2=0.9221  
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Figura 10: Tendencia de la producción de arroz con MRP. 
 
Fuente: Prueba de R Statistical. 
En la figura 10, se muestra la tendencia de la producción de arroz con el 
modelo de regresión polinómica para los 3 años siguientes 2014, 2015 y 
2016. 
 
Las pruebas en R Statistical para los modelos de regresión lineal simple y 
regresión polinómica nos permitió tener resultados que nos permite resolver    
cuál de ellos presenta la mejor solución de predicción. Se probó valores 
predictivos para tres años: 2014, 2015 y 2016. 
Predicción de la producción de arroz en la región San Martín para los años 
2014, 2015 y 2016 según Modelo de Regresión Lineal (MRL): 
Tabla 14:  
Predicción de la producción de arroz según el MRL. 
Año 
Producción real 
(Tn) 
Predicción  MRL  
(Tn) 
2014 647,449.00 612,178.28 
2015 669,600.00 633,453.23 
2016 710,287.00 654,728.18 
Fuente: Resultados de R Statistical. 
Predicción de la producción de arroz en la región San Martín para los años 
2014, 2015 y 2016 según Modelo de Regresión Polinómica (MRP): 
y = 99.332x2 + 18792x + 91065
y = -0.1156x3 + 103.67x2 + 18747x + 91167
y = -1.5405x4 + 76.911x3 - 1151.9x2 + 26065x + 80352
y = 0.3019x5 - 20.41x4 + 500.93x3 - 5259.1x2 + 42002x + 63279
y = 0.1987x6 - 14.602x5 + 407.01x4 - 5345.4x3 + 33389x2 - 67524x + 155222
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Tabla 15:  
Predicción de la producción de arroz según los modelos Polinómicos. 
Año 
Producción 
real  
(Tn) 
Predicción MRP 
2° Grado 
 (Tn) 
Predicción MRP 
3° Grado  
(Tn) 
Predicción MRP 
4° Grado  
(Tn) 
Predicción MRP 
5° Grado  
(Tn) 
Predicción MRP 
6° Grado 
 (Tn) 
2014 647,449.00 622,939.26 622,837.18 612,024.88 629,094.02 721,031.16 
2015 669,600.00 646,796.82 646,646.00 627,182.48 664,738.43 911,136.95 
2016 710,287.00 670,853.04 670,644.12 639,534.66 708,609.07 1,228,286.24 
Fuente: Resultados de R Statistical. 
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Resultados comparados de predicción entre Modelo de Regresión Lineal 
(MRL), Modelo de Regresión Polinómica (MRP) y la predicción 
referencial de la DRASAM 
 
De acuerdo al diseño de nuestro pre-experimento se observó la eficiencia de 
la predicción mediante pre-test y post-test. 
Pre-test: Aquí la medición se realizó mediante la predicción referencial de la 
DRASAM y se obtuvo el siguiente resultado en el intervalo siguiente, 3.31% 
<= Margen de error <= 5.73%. 
Post-test: Aquí la medición se realizó mediante las predicciones MRL y 
MRP y se obtuvo los siguientes resultados, para MRL el intervalo fue 5.40% 
<= Margen de error <= 7.82% y para MRP el intervalo fue, 0.24% <= Margen 
de error <= 2.83%, siendo el MRP de 5° grado el que presenta menos margen 
de error. 
y = 0.301909x5 - 20.40984x4 + 500.9248x3 - 5259.076x2 + 42002.03x + 
63279.44 
Con los resultados del pos-test, se demostró que la predicción mediante el 
modelo de regresión polinómica MRP es la más adecuada y eficiente para 
planificar la producción de arroz. 
Ahora   veamos la comparación entre la producción real de arroz, la 
predicción referencial del DRASAM, la predicción según Modelo de 
Regresión Lineal (MRL) y la predicción según el Modelo de Regresión 
Polinómica (MRP): 
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Tabla 16:  
Comparación entre producción real, predicción DRASAM, MRL y MRP. 
Año 
Producción 
real 
 (Tn) 
Predicción 
DRASAM 
(Tn) 
Predicción 
MRL   
(Tn) 
Predicción  
MRP 2° 
Grado (Tn) 
Predicción  
MRP 3° 
Grado (Tn) 
Predicción  
MRP 4° 
Grado (Tn) 
Predicción  
MRP 5° 
Grado (Tn) 
Predicción  
MRP 6° 
Grado (Tn) 
2014 647,449.00 620,250.00 612,178.28 622,939.26 622,837.18 612,024.88 629,094.02 721,031.16 
2015 669,600.00 647,449.00 633,453.23 646,796.82 646,646.00 627,182.48 664,738.43 911,136.95 
2016 710,287.00 669,600.00 654,728.18 670,853.04 670,644.12 639,534.66 708,609.07 1,228,286.24 
Fuente: Elaboración propia. 
 
Tabla 17:  
Márgenes de error de predicción DRASAM, MRL y MRP. 
Año 
Producción 
real (Tn) 
Predicción 
DRASAM 
(Tn) 
Predicción  
MRL  (Tn) 
Predicción  
MRP 2° 
Grado (Tn) 
Predicción  
MRP 3° 
Grado (Tn) 
Predicción  
MRP 4° 
Grado (Tn) 
Predicción  
MRP 5° 
Grado (Tn) 
Predicción  
MRP 6° 
Grado (Tn) 
2014 647,449.00 4.20% 5.45% 3.79% 3.80% 5.47% 2.83% 11.36% 
2015 669,600.00 3.31% 5.40% 3.41% 3.43% 6.33% 0.73% 36.07% 
2016 710,287.00 5.73% 7.82% 5.55% 5.58% 9.96% 0.24% 72.93% 
Fuente: Elaboración propia.  
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Figura 11: Gráfico de los márgenes de error entre predicción DRASAM, 
MRL y MRP. 
Fuente: Elaboración propia. 
En la Figura 11, observamos lo siguiente: 
Entre las tres modalidades de predicción, la predicción MRL, no se diferencia 
mucho de la predicción referencial que hace la DRASAM, incluso resulta con 
un margen de error levemente superior a la forma como lo hace la DRASAM, 
siendo el promedio de margen de error de 6.22%, frente a 4.41% del margen 
de error de la DRASAM.  
La predicción MRP tiene en promedio cuatro veces más precisión que la 
predicción que hace DRASAM sobre la producción de arroz del año 
siguiente; siendo el promedio de margen de error de 1.27%, frente a 4.41% 
del margen de error de la DRASAM. 
 
Vp = Margen porcentual de error de predictibilidad. 
 
Vp = Promedio de margen de error porcentual de los años 2014,2015 y 
2016, de la Tabla 17. 
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Conclusiones respecto al modelo de regresión a adoptar para el modelo 
predictivo automatizado, para la planificación de producción de arroz 
en la región San Martín. 
 
Se ha  visto  que el  MRL es menos  eficiente  que  el MRP para  predecir la 
producción  de arroz; pues, tal como vemos en la tabla 16,  el  margen  de 
error de la predicción DRASAM respecto  a la producción real  de los  años  
que se estimó, fluctúan entre 3.31% y 5.73%;  en  el  caso de la predicción 
MRL fluctúan entre  3.52% y 5.96%, quiere  que este modelo podría  resultar 
a veces  incluso  menos eficiente  que  la estimación que realiza la DRSAM;  
en el caso  del  MRP las  fluctuaciones  son 0.07% y 1.72%,  su  precisión 
resulta  interesante, y es debido   a que se ajusta  mejor  a los  cambios de 
subida  o  bajada  en  los valores de una variable. 
 
Entonces, para el modelo de predicción automatizado se eligió el MRP 
porque es el que mejor precisión y exactitud tiene, más adelante veremos 
cómo podríamos ajustarlo a mejores predicciones sí la añadimos a ésta una 
función de ocurrencias.   
 
Lo ideal sería que las predicciones solamente se hagan   para periodos de 
mediano y corto plazo, entre 1 y 5 años, ya que es muy complicado evaluar 
escenarios de la actividad agrícola arrocera, respecto al aumento o 
disminución de la producción. 
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Algoritmo del Modelo Regresión Polinómica 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fuente: Elaboración propia. 
En la figura 12 presentamos el algoritmo que permite calcular una regresión 
polinomial de dos variables (producción de arroz y años), este solo calcula la 
ecuación final de la tendencia, que es la base para poder estimar la predicción 
de la producción en los años futuros. 
NO 
NO 
Fin 
s2=s2(y(i)*(x(i)^(j-1)) 
B(j)=s2 
s1=s1+(x(i)^(j+k+2)) 
A(j,k)=s1 
s2=0 
For i=1:m 
SI 
Inicio 
For j=1: n+1 
x, y, m, i 
S1=0 
SI 
For j=1: n+1 
SI 
NO 
For i=1:m 
SI 
Num2str(a) 
Figura 12: Algoritmo para  calcular MRP. 
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Diseño del modelo de datos 
 
Figura 13: Modelo  de  Data  Predictivo. 
Fuente: Elaboración propia. 
El modelo de datos que observamos en la figura 13 contiene 3 tablas que 
almacena información histórica, las tablas sobre las que se hace consulta para 
predecir la producción de arroz son la tabla “ocurrencia”, la tabla “periodo” 
y la tabla “ubigeo”. 
 
Tabla “ocurrencia” 
Tiene las siguientes columnas: 
- CodOcurrencia es la columna que contiene el identificador único. 
- Producción, es la columna que almacena la cantidad ponderada de 
toneladas de arroz que pueden incrementarse o disminuir debido a un 
suceso futuro que es estimable. 
- CodUbigeo, es la columna que almacena el identificador del sector del 
distrito y de la provincia de la región. 
- CodPeriodo, es la columna que almacena el identificador de la campaña 
agrícola y el año respectivo. 
 
Estas tablas son el sustrato histórico y prospectivo que se obtienen del sistema 
transaccional, y es con estos datos que opera el modelo predictivo 
automatizado. 
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¿De qué manera se ajusta la predicción de la producción de arroz en 
una fecha con las ocurrencias? 
Pues, la estimación de un suceso que disminuya o aumente la producción de 
arroz lo harán los expertos en el ámbito de la actividad agrícola, estos datos 
se guardan en la tabla “ocurrencia” y sirve para el Data predictivo sume o 
reste la cantidad de producción estimada que se verá afectada por algún 
suceso, a la producción que haya predicho el MRP. 
 
Esquema de integración en la Web del Modelo Predictivo 
Automatizado 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fuente: Elaboración propia. 
SISTEMA 
TRANSACCIONAL 
 Registro de productores 
 Registro de producción 
agrícola 
 Encuesta de actividades 
agropecuarias 
DATA PREDICTIVO 
 Datos históricos de 
producción de arroz 
 Datos prospectivos de 
ocurrencias que 
afectarán la producción 
de  arroz. 
__________________ 
Aplicación Predictiva 
 
Reportes para Toma 
de Decisiones 
Consultas 
personalizadas en 
la Web 
Consultas 
personalizadas en 
APPs 
 
Figura 14: Esquema de integración en la  Web  del  Modelo Predictivo 
Automatizado. 
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En la figura 14 tenemos presentamos el esquema de integración en la Web del 
Modelo Predictivo Automatizado, como podemos observar los datos históricos 
serán obtenidos   del sistema transaccional del DRASAM, que ya cuenta con 
los respectivos formularios y registro, con las cuales obtiene información de la 
actividad agrícola en toda la región San Martín. El Data Predictivo cumple la 
función de soporte intermedio automático que estará en línea.  Este contiene 
tanto los datos históricos   y el servidor de aplicaciones donde se encuentra 
alojada las funciones y procedimiento que contienen al MRP y   todas las 
consultas SQL que permitirán realizar el cálculo de la producción futura para 
un determinado año, de toda la región o de una zona específica; al mismo 
tiempo estimar las ocurrencias   que se sumará o disminuirá el valor final 
predicho, tal como se observa en la figura 15. 
 
 
 
 
 
 
 
 
Fuente: Elaboración propia. 
 
4.2) Sistematización del modelo predictivo de la producción de arroz  
Dentro de la metodología de sistematización del modelo predictivo de la 
producción de arroz en la región San Martín, se consideró: 
4.2.1) Situación actual 
 La institución 
La Dirección Regional de agricultura de San Martín creada el 25 de Marzo 
SI 
NO 
Existe una 
ponderación 
significativa 
Identificar un suceso que afecta la 
producción futura 
Incorpora el valor de 
ocurrencia a la predicción 
Fin 
Inicio 
Figura 15: Algoritmo  para estimar una  ocurrencia  futura. 
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de 1969, mediante la Ley 17533- Ley orgánica del sector agrario, a través de  
su Oficina de Planificación y Estadística Agraria,  es la encargada de la 
información estadística de los productos prioritarios y de subsistencia de la 
Región, con el fin de proveer información a los diversos sectores interesados, 
tales son el caso: Proyectos especiales, INEI, DeVida, ONG’s, instituciones 
públicas gubernamentales, empresas privadas y/o interesados con fines 
investigativos. 
 
Asimismo, de elaborar la planificación de la producción del año siguiente, en 
base a los datos registrados en el sistema de información agrícola (SISAGRI), 
con el fin de recibir la subvención de las entidades participativas, tales como 
el Gobierno Regional, Ministerio de agricultura y DeVida. 
 
 Descripción de los procesos actuales 
El flujo de información de estadística agraria que se da actualmente, desde el 
tratamiento de la misma (reportes y elaboración de consolidados) por parte 
de la oficina de estadística agraria hasta la entrega a los interesados, es 
engorroso, tardío y no fiable. Ya que durante el proceso de generación de los 
consolidados y/o reportes, se generan resultados no coincidentes. 
Asimismo, se presenta demoras en la generación, ya que determinado 
procedimiento se realiza en forma manual. 
 
A continuación de detalla los procesos actuales: 
 
• La oficina de estadística agraria, elabora las Dynas, que son tablas 
dinámicas en Excel, los cuales conlleva a realizar el siguiente 
procedimiento: 
- Se crea una carpeta TREGIST, ubicado en C:\AGRICOLA 
- Luego a través del SISAGRI, se genera el archivo TXT, ubicado en la 
carpeta TREGIST. 
- Luego se renombra el archivo a sanmartín.txt 
- Luego se comprime el archivo sanmartín.txt. 
- Luego a través del SISAGRI, se carga el archivo comprimido al sistema 
- En la misma interfaz del SISGRI se genera la Dyna (archivo 
consolidado en Excel). 
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• Los interesados de la información, solicitan a través del área de estadística, 
mediante correo o documento, la información del sector y/o periodo del 
cual requieren. 
• La oficina de estadística, recepciona la solicitud.  
• Luego la oficina transcribe la información de la Dyna, hacia un nuevo 
archivo Excel, en base a los parámetros requeridos.  
• Posteriormente la oficina de estadística, remite a través de correo o 
documento, la información solicitada.  
 
Diagramado de procesos actuales 
Diagramación de procesos actuales, mediante el lenguaje de 
modelamiento unificado(UML). 
 
Procesos actuales tardíos, engorrosos y/o cálculos erróneos.  
 
Figura 16: Grafico de procesos actuales. 
Fuente: Elaboración propia. 
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4.2.2) Planteamiento del sistema 
Se propone diseñar e implementar procesos automatizados, mediante una 
plataforma basada en tecnologías de información, para lo cual se plantea lo 
siguiente: 
 
- Implementar la migración automatizada de datos, mediante un proceso 
de extracción y carga de datos (ETL). 
 
- Implementar un módulo de procesamiento automático de datos, mediante 
una plataforma web responsive, que proporcione la generación de un 
modelo predictivo, datos predictivos, graficación del modelo predictivo y 
el periodo de ocurrencias. 
 
Diagramado de procesos propuestos y/o mejorados 
Diagramación de procesos propuestos y/o mejorados, mediante el lenguaje 
de modelamiento unificado(UML). 
 
Procesos propuestos y/o mejorados.  
 
Figura 17: Gráfico de procesos mejorados. 
Fuente: Elaboración propia. 
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Detalle del diagramado de procesos propuestos y/o mejorados 
o Actualizar Datamart 
Migra los datos desde la base de datos del sistema SISAGRI, hacia la 
base de datos del Datamart producción. 
 
o Generación de información analítica. 
Se genera el modelo predictivo, el gráfico, la predicción y las 
ocurrencias de producción suscitada en un determinado periodo. 
 
4.2.3) Diseño y validación del modelo predictivo 
Para el caso presentado en la tesis, la investigación considera la prueba de 
Alfa de Cronbach, porque permite conocer el coeficiente de correlación de 
los valores de cada ítem de la encuesta presentada a los interesados de la 
información estadística predictiva, en la que si el coeficiente es mayor a 0.7, 
se considerará consistente. 
Prueba de fiabilidad Alfa de Cronbach de los instrumentos de medida 
Para realizar la prueba de consistencia interna de los ítems de nuestra 
encuesta se usó la siguiente fórmula de Alfa de Cronbach:  
 
K: Número de ítems. 
   : Sumatoria	de	Varianza	de	los	ítems. 
ST2 : Varianza de la suma de los ítems. 
El valor Alfa de Cronbach es: 0.76029 
En este caso nuestra encuesta consistió en 9 ítem, 5 ítems que corresponde a 
planificación y valoración de los colaboradores de nivel de toma de 
decisiones y conocimiento, y a la variable de Modelo predictivo 
automatizado.  
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Al calcular el valor de Alfa de Cronbach se obtuvo 0.76029, lo cual muestra 
una fiabilidad buena, ya que el rango es mayor a   0.65.   
 
Indicador de prioridades del modelo predictivo automatizado (X): 
Las prioridades del modelo predictivo es un indicador que se compone de 
cuatro ítems, que establecen características deseables de requerimientos, 
recursos y procedimientos para la predictibilidad de la producción de arroz. 
 
Tabla 18:  
Estadísticos descriptivos de la variable de Modelo automatizado. 
Medidas X1P1 X1P2 X1P3 X1P4 
N Válido 40 40 40 40 
Perdidos 0 0 0 0 
Media 4,825 4,600 3,350 4,800 
Varianza ,199 ,246 ,233 ,134 
Fuente: Elaboración propia. 
 
En la tabla 18 tenemos los estadísticos medidas de media y varianza. 
Podemos observar que la media es alta cercana al puntaje máximo (5), que se 
definió en nuestra escala de valores, y la varianza indica un resultado de 
valores muy uniformes. 
 
X1P1: Priorice la necesidad   de obtener indicadores a partir de un modelo 
predictivo para   medir de manera eficiente y adecuada la producción de arroz 
futura, desde sus propias metas y objetivos institucionales u organizacionales. 
 
X1P2: Priorice la valoración sobre características accesibilidad y usabilidad 
que debe tener la herramienta que proporciona indicadores a partir del modelo 
predictivo automatizado: [Web Responsive Amigable]. 
 
X1P3: Priorice la valoración sobre características accesibilidad y usabilidad 
que debe tener la herramienta que proporciona indicadores a partir del modelo 
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predictivo automatizado: [Debe tener capacidad de agrupar y desagrupar 
zonas por cada variable]. 
 
X1P4: Priorice la valoración sobre características accesibilidad y usabilidad 
que debe tener la herramienta que proporciona indicadores a partir del modelo 
predictivo automatizado: [Debe contener una metodología o técnica 
altamente sensible para presentar indicadores]. 
 
Tabla 19:  
Frecuencia de la variable X1P1. 
Categoría Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
Válido 
4,0 16 40,0 40,0 40,0 
5,0 24 60,0 60,0 100,0 
Total 40 100,0 100,0  
Fuente: Elaboración propia. 
 
 
Figura 18: Distribución de categorías de la variable X1P1. 
Fuente: Elaboración propia. 
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En la figura 18 y tabla 19, observamos que el 60% de los colaboradores de 
nivel de conocimiento y de toma de decisiones han priorizado como muy 
necesario que la producción de arroz se estime a partir de un modelo 
predictivo para poder planificar de acuerdo a sus metas y objetivos 
institucionales.  
 
Tabla 20:  
Frecuencia de variable X1P2 
Categoría Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
Válido 
3,0 1 2,5 2,5 2,5 
4,0 5 12,5 12,5 15,0 
5,0 34 85,0 85,0 100,0 
Total 40 100,0 100,0  
Fuente: Elaboración propia. 
 
 
 
Figura 19: Distribución de categoría de variable X1P2. 
Fuente: Elaboración propia. 
 
En la figura 19 y tabla 20 observamos que el 85% de colaboradores han 
priorizado que el modelo predictivo automatizado debe estar integrado en una 
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web responsive. Esto indica la necesidad de que los reportes de predicción 
también sean fáciles de ver a través de dispositivos móviles. 
 
Tabla 21:  
Frecuencia de la variable X1P3. 
Categoría Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
Válido 3,0 26 65,0 65,0 65,0 
4,0 14 35,0 35,0 100,0 
Total 40 100,0 100,0  
Fuente: Elaboración propia. 
 
 
 
 
Figura 20: Distribución de categorías de la variable X1P3. 
Fuente: Elaboración propia. 
 
En la figura 20 y tabla 21, observamos que el 65% considera medianamente 
necesario y 35% necesario que la herramienta pueda segmentar sus consultas 
sobre   predicción de la producción de arroz. Esto difiere un poco de los 
resultados anteriores donde se valora mejor las prioridades que se plantea. 
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Tabla 22:  
Frecuencia de la variable X1P4. 
 
Categoría 
Frecuen
cia 
Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
Válido 
4,0 8 20,0 20,0 20,0 
5,0 32 80,0 80,0 100,0 
Total 40 100,0 100,0  
Fuente: Elaboración propia. 
 
 
Figura 21: Distribución de categorías de la variable X1P4. 
Fuente: Elaboración propia. 
 
En la figura 21 y tabla 22, observamos que la mayoría (80%) de los 
colaboradores encuestados admiten la necesidad de que la herramienta tenga 
atributos de amigabilidad para el usuario. 
 
Indicador de prioridades de la planificación de producción de arroz 
(Y): 
Es un indicador que se compone de cinco ítems que miden la valoración en 
entorno a la gestión de indicadores resultantes que usan los actores 
involucrados e interesados en la actividad agrícola de producción de arroz. 
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Tabla 23:  
Estadísticos de las  variables de valoración  de los  colaboradores.  
Medidas Y1P1 Y1P2 Y1P3 Y1P4 Y1P5 
Válidos 40 40 40 40 40 
Perdidos 0 0 0 0 0 
Media 4,625 4,675 3,675 3,525 2,500 
Varianza ,292 ,225 ,276 ,256 ,256 
Fuente: Elaboración propia. 
 
La tabla 23, refleja las valoraciones de los colaboradores de nivel de toma 
de decisiones y conocimiento, y planificación de la producción de arroz. 
 
Y1P1: Qué nivel de imprecisión e inexactitud presenta los datos predichos 
de la producción de arroz de la DRSAM para la planificación de producción 
de arroz. (Aplicado en pre-test y pos-test). 
 
Y1P2: Uso que le da a los indicadores de producción de arroz en la región 
San Martín de acuerdo a sus necesidades. [Programar inversiones gastos 
operativos] (Aplicado en pre-test). 
 
Y1P3: Uso que le da a los indicadores de producción de arroz en la región 
San Martín de acuerdo a sus necesidades. [Evaluar el mercado agrícola] 
(Aplicado en pre-test). 
 
Y1P4: Uso que le da a los indicadores de producción de arroz en la región 
San Martín de acuerdo a sus necesidades. [Elaborar estudios prospectivos y 
de otros fines de investigación académica] (Aplicado en pre-test). 
 
Y1P5: Cómo valora la disponibilidad y presentación de los datos proyectados 
de la producción de arroz para el año siguiente en la planificación de arroz 
del DRASAM. (Aplicado en pre-test y pos-test). 
 
 
74 
 
 
Tabla 24:  
Frecuencia de la variable Y1P1 (pre-test). 
Categoría Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
 4,0 16 40,0 40,0 40,0 
5,0 24 60,0 60,0 100,0 
Total 40 100,0 100,0  
Fuente: Elaboración propia. 
 
 
Figura 22: Distribución de categorías de la variable Y1P1 (pre-test). 
Fuente: Elaboración propia. 
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Tabla 25:  
Frecuencia de la variable Y1P1 (pos-test). 
Categoría Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
 1,0 32 80,0 80,0 80,0 
2,0 8 20,0 20,0 100,0 
Total 40 100,0 100,0  
Fuente: Elaboración propia. 
 
 
Figura 23: Distribución de categorías de la variable Y1P1 (pos-test). 
Fuente: Elaboración propia. 
 
En la figura 22 y tabla 24, correspondiente al pre –test observamos que el 
60% de los encuestados admite que la predicción que hace la DRASAM para 
la producción de arroz del año siguiente, tiene demasiada imprecisión e 
inexactitud respecto a los valores reales. El 60% demasiado impreciso; en 
cambio, en la figura 23 y tabla 25, observamos que los resultados se revierten 
80% considera muy poco. 
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Tabla 26:  
Frecuencia de la variable Y1P2 (pre-test). 
Categoría 
Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
Válido 4,0 13 32,5 32,5 32,5 
5,0 27 67,5 67,5 100,0 
Total 40 100,0 100,0  
Fuente: Elaboración propia. 
 
 
Figura 24: Distribución de categorías de la variable Y1P2 (pre-test). 
Fuente: Elaboración propia. 
En la figura 24 y tabla 26 observamos que los encuestados consideran 
que el uso que le dan a los datos de predicción de la DRASAM   en la 
programación de inversiones y gastos operativos es medianamente 
necesario para 32.50% y necesario para el 67.50%. 
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Tabla 27:  
Frecuencia de la variable Y1P3 (pre-test). 
Categoría Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
Válido 3,0 14 35,0 35,0 35,0 
4,0 25 62,5 62,5 97,5 
5,0 1 2,5 2,5 100,0 
Total 40 100,0 100,0  
Fuente: Elaboración propia. 
 
 
Figura 25: Distribución de categorías de la variable Y1P3 (pre-test). 
Fuente: Elaboración propia. 
En la figura 25 y tabla 27 observamos que más del 62% de los encuestados 
considera que según el uso de los datos predichos por la DRASAM son 
necesarios   para fines de evaluación del mercado agrícola. 
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Tabla 28:  
Frecuencia de la variable Y1P4 (pre-test). 
Categoría Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
Válido 3,0 19 47,5 47,5 47,5 
4,0 21 52,5 52,5 100,0 
Total 40 100,0 100,0  
Fuente: Elaboración propia. 
 
 
Figura 26: Distribución de categorías de la variable Y1P4 (pre-test). 
Fuente: Elaboración propia. 
 
 
En la figura 26 y tabla 28 observamos que según el uso que les dan a los datos 
predichos por la DRASAM para fines de investigación académica, consideran 
medianamente necesario el 47.50% y necesario el 52.50% de los encuestados. 
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Tabla 29:  
Frecuencia de la variable Y1P5 (pre-test). 
Categoría Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
Válido 2,0 20 50,0 50,0 50,0 
3,0 20 50,0 50,0 100,0 
Total 40 100,0 100,0  
Fuente: Elaboración propia. 
 
 
Figura 27: Distribución de categorías de la variable Y1P5 (pre-test). 
Fuente: Elaboración propia. 
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Tabla 30:  
Frecuencia de la variable Y1P5 (pos-test). 
Categoría Frecuencia Porcentaje 
Porcentaje 
válido 
Porcentaje 
acumulado 
Válido 2,0 20 50,0 50,0 50,0 
3,0 20 50,0 50,0 100,0 
Total 40 100,0 100,0  
Fuente: Elaboración propia. 
 
 
Figura 28: Distribución de categorías de la variable Y1P5 (pos-test). 
Fuente: Elaboración propia. 
 
En la figura 27 y tabla 29, se observa que los resultados del pre-test que los 
encuestados valoran como poco necesario un 50%   y el otro 50% como 
medianamente necesario, la forma como presenta y dispone los datos para el 
año siguiente en la planificación de arroz del DRASAM; en cambio, en la 
figura 28 y tabla 30, en el post-test se observa que el 80% considera muy 
necesario. 
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Prueba de percepción rho de Spearman 
Para probar que la percepción de los colaboradores de nivel de conocimiento 
y de nivel de toma de decisiones, tiene una valoración positiva para el modelo 
predictivo automatizado y la precisión y exactitud de los valores predichos 
en la producción de arroz, se ha correlacionado las variables (Y1P1- X1P1) 
Tabla 31:  
Correlación rho Spearman (Y1P1 X1P1). 
Y1P1 X1P1 
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5 5 
5 5 
5 5 
5 4 
Fuente: Elaboración propia. 
 
 
Figura 29: Gráfica de correlación rho Spearman (Y1P1 X1P1). 
Fuente: Elaboración propia. 
 
En la figura 29 observamos la correlación es alta entre dos valores categóricos 
(4) y (5) entre la variable   Y1P1 y X1P1. 
 
Dado que nuestra encuesta se mide mediante una escala de Likert con 
variables cualitativa ordinales, rho de Spearman resultó adecuado   para 
valorar el modelo predictivo automatizado. 
Después de haber aplicado las pruebas del Alfa de Cronbach y rho Spearman 
se determinó, que: 
“El modelo predictivo tiene relación de valoración positiva en comparación 
a la modalidad de estimación referencial de la producción de arroz de la 
DRASAM” 
y = 3.8047ln(x) - 1.1976
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Modelo conceptual del diseño de cubo 
De acuerdo al estudio realizado, se aplica la siguiente metodología: 
• Metodología Bottom-up 
La metodología se basa en lo que Ralph Kimball denomina, Ciclo de 
Vida Dimensional del Negocio, con un enfoque de abajo hacia arriba, 
es decir comenzando por los datamart o ascendente o por todo el Data 
Warehousing desde el principio o descendente, optando para el diseño 
del datamart el modelo estrella compuesto de: 
 
Tablas de dimensiones: 
Periodo  : Año(Tiempo). 
Ubigeo : Distrito, Provincia, Departamento(Espacio) 
 
Tablas de hechos 
Ocurrencia : Ocurrencias de producción (Tn). 
 
 
 
 
 
 
 
 
 
 
Figura 30: Datamart Modelo estrella. 
Fuente: elaboración propia 
 
4.3) Automatización del modelo predictivo 
Dentro de la automatización del modelo predictivo para la planificación de 
la producción de arroz en la región San Martín se consideró: 
Ocurrencias de 
Producción(Tn
) 
Periodo(Tiempo) 
Ubigeo(Espacio) 
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4.3.1) Planteamiento metodológico 
 
 Objetivos 
• Objetivo General 
Automatización del modelo predictivo. 
 
• Objetivos Específicos  
o Obtener datos fiables de la información analítica de las estadísticas 
agrarias de la producción del arroz. 
o Implementar un modelo predictivo en la elaboración de la 
planificación del arroz en la Región San Martín. 
o Agilizar los procesos de información analítica, mediante el uso de 
tecnologías web responsive. 
 
4.3.2) Desarrollo del sistema 
 
 Tecnologías a usar 
• Herramienta Kettle, versión 5.0  
• Comunity de Pentaho. 
• Jdk 6u5. 
• PHP, Javascript, CSS3, HTML5 y Json. 
• Base de datos Mysql. 
• Librerías Jquery. 
• Librerías Echarts. 
• Framework Bootstrap. 
• Servidor web de plataforma Xampp 5.6. 
• Componente Microsoft Excel. 
• Framework CodeIgniter. 
 
 Arquitectura y patrón de desarrollo 
La solución está basada en un entorno web y móvil. 
• Arquitectura: Cliente-Servidor. 
• Patrón de desarrollo: Modelo Vista controlador(MVC). 
• Datamart: Modelo estrella. 
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 Diagramas de procesos propuestos y/o mejorados 
 
Casos de uso de requerimiento 
C.U.R 01: ACTUALIZAR DATAMART 
Versión 1.0 (23/12/2017) 
Dependencias . Servicio Interbase. 
. Servicio Kettle. 
. Servicio Tomcat. 
. Servicio Mysql. 
Precondición . Inicialización del Data Integración Comunity – 
Pentaho (Spoon). 
Descripción Ejecutar el Job en el Spoon, el cual realizará  la 
extracción y carga de datos (ETL), actualizando la 
tabla ocurrencias de la base de datos del datamart. 
Secuencia  
Normal 
Paso Acción 
1 El asistente de estadística, ejecutara el 
Job. 
Postcondición  
Excepciones Paso Acción 
  
Comentarios La ejecución del Job es cada fin de mes, ya que la 
actualización del sistema por parte de las agencias de 
desarrollo culmina una semana antes del fin de mes. 
 
 
Figura 31: Diagrama de CUR – Actualizar datamart. 
Fuente: Elaboración propia. 
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C.U.R 02: Generar información analítica 
C.U.R 02: GENERAR INFORMACIÒN ANALÌTICA 
Versión 1.0 (23/12/2017) 
Dependencias . Servicio Tomcat. 
. Servicio Mysql. 
Precondición  Cubo de datos producción actualizado. 
Descripción Procesar los datos almacenados en el Datamart, 
extrayendo las ocurrencias de acuerdo al sector, 
grado polinómico y periodo seleccionado; 
generando en la interfaz: El modelo predictivo, los 
datos predictivos, la graficación polinómica y las 
ocurrencias del periodo.  
Secuencia  
Normal 
Paso Acción 
1 El sistema solicita seleccionar los 
parámetros de consulta: Sector, grado 
polinómico y periodo.  
2 El Asistente de planificación y/o 
Investigador, selecciona los 
parámetros de consulta. 
3 El sistema proporciona el modelo 
predictivo, los datos predictivos, la 
graficación polinómica y las 
ocurrencias del periodo. 
Postcondición  
Excepciones Paso Acción 
 
Comentarios  
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Diagramado del proceso de generación automática de información. 
Descripción del proceso automatizado para generar información 
descriptiva y predictiva para análisis y toma de decisiones. 
 
 
Figura 32: Diagrama de CUR – Generar información analítica. 
Fuente: Elaboración propia. 
La figura 32, describe el proceso de generar información en tiempo real 
y en línea, plasma la sistematización y automatización de los procesos 
que actualmente se llevan a cabo. 
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Diagramas de colaboración 
C.U 01: Actualizar datamart 
El asistente de estadística, es el encargado de ejecutar el proceso de 
extracción y carga de datos. 
Del Formulario ETL, se ejecuta la extracción y carga de datos, la cual el 
objeto Datos, envía la petición de extracción con el código del producto 
del arroz hacia la tabla T_DIST, de la base de datos del SISAGRI, y se 
devuelve un array de registros hacia el objeto; luego éste array de registros, 
son cargados en la tabla producción de la base de datos del datamart.  
 
Figura 33: Diagrama de Colaboración – Actualizar Datamart. 
Fuente: Elaboración propia. 
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C.U 02: Generar información analítica 
El asistente de planificación y/o investigador, genera la información 
analítica. 
Del formulario generar información, se filtra en el encabezado, el ubigeo 
(departamento, provincia y distrito), grado polinómico (Lineal, segundo 
grado, tercer grado, cuarto grado, quinto grado o sexto grado) y periodo 
de ocurrencias( año inicial y año final) y se ejecuta la petición de carga, la 
cual el objeto ObjArroz, envía la petición de extracción con los parámetros 
del filtro, y se obtiene las ocurrencias en el objeto; luego se llama a los 
procedimientos mostrar producciones, generar modelo, procesar gráfico, 
obtener predicción y se visualizan en la interfaz. 
La carga de los datos se hace desde la tabla de hechos producción, creada 
en la base de datos cúbica bdestadisticaagraria. 
 
Figura 34: Diagrama de Colaboración – Generar información analítica. 
Fuente: Elaboración propia. 
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Diagramas de secuencia 
C.U 01: Actualizar datamart 
El presente diagrama, muestra la secuencia de los eventos suscitados, 
dentro de la interfaz. 
 
Figura 35: Diagrama de Secuencia – Actualizar Datamart. 
Fuente: Elaboración propia. 
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C.U 02: Generar información analítica 
El presente diagrama, muestra la secuencia de los eventos suscitados, 
dentro de la interfaz, en la que participan. 
 
Figura 36: Diagrama de Secuencia – Generar información analítica. 
Fuente: Elaboración propia. 
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Diagramas modelo objeto de negocio 
C.U 01: Actualizar datamart 
El presente diagrama, muestra la interacción con las tablas del base de 
datos. Lectura en la tabla T_DIST e inserción y lectura en la tabla 
producción. 
 
Figura 37: Diagrama de Modelo de Objeto de Negocio – Actualizar 
Datamart. 
Fuente: Elaboración propia. 
 
C.U 02: Generar información analítica 
El presente diagrama, muestra la interacción con las tablas del base de 
datos. Lectura en la tabla producción. 
 
Figura 38: Diagrama de Modelo de Objeto de Negocio – Generar 
información analítica. 
Fuente: Elaboración propia. 
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Diagramas de clases 
En el presente diagrama, se presenta las clases que interactúan con base 
de datos del datamart. 
Asimismo, representa las propiedades y métodos de cada clase. 
 
Figura 39: Diagrama de Clases. 
Fuente: Elaboración propia. 
La clase producción, actuará sobre la entidad producción (tabla de 
hechos). 
La clase ubigeo y periodo, actuarán sobre las entidades ubigeo y periodo 
respectivamente (tablas de dimensiones). 
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Diagramas de componentes 
En el presente diagrama, se presenta distribución de los componentes que 
conforman la solución web. 
 
Figura 40: Diagrama de Componentes. 
Fuente: Elaboración propia. 
 
La base de datos del SISAGRI diseñada sobre el gestor de base de datos 
Interbase externa al servidor físico, La interfaz del ETL, diseñada en el 
Kettle versión Comunity del Pentaho, la base de datos del Datamart 
diseñada en Mysql y la aplicación web cliente-servidor, implementada en el 
servidor web. 
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Diagramas de despliegue  
En el presente diagrama, se presenta la distribución del hardware 
requerido para el funcionamiento del sistema. 
 
Figura 41: Diagrama de Despliegue. 
Fuente: Elaboración propia. 
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 Interfaces de la solución  
C.U 01: Actualizar datamart 
Interfaz de ejecución del ETL, por parte del Asistente de estadística. En la cual, opcionalmente se puede establecer la fecha y 
hora de auto ejecución. 
 
Figura 42: Interfaz – Actualizar Datamart. 
Fuente: Elaboración propia. 
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C.U 02: Generar información analítica 
Interfaz de generación de información analítica, en la que, en el encabezado, filtra por ubigeo (departamento, provincia y 
distrito), grado polinómico y periodo. 
  
Figura 43: Interfaz – Generar información analítica. 
Fuente: Elaboración propia. 
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a. Modelo predictivo generado y = f(x), se posiciona sobre el gráfico. 
b. Predicción en Tn. se genera, dependiendo el año correspondiente solicitado. 
c. Línea del modelo predictivo generado en el gráfico, representa el 
comportamiento de las ocurrencias del periodo. 
d. Tabla de ocurrencias en el periodo seleccionado. 
e. Dato predictor. 
En el modelo de regresión polinómico, dado por la función y=f(x), donde: 
X = Número secuencial del Año. 
Y= Dato predictible. 
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Tabla 32:  
 Predicción por ocurrencia del modelo predictivo seleccionado(1990-2013). 
N° Año 
Producción 
Real(Tn) 
Predicción(Tn) 
MRP 5° Grado 
1 1990 99652.00 109956.39 
2 1991 132655.00 129046.06 
3 1992 163147.00 148334.40 
4 1993 192647.00 167821.40 
5 1994 140972.00 187507.06 
6 1995 185814.00 207391.38 
7 1996 243272.00 227474.36 
8 1997 242336.55 247756.00 
9 1998 324255.00 268236.31 
10 1999 327980.64 288915.28 
11 2000 304099.00 309792.91 
12 2001 305203.00 330869.20 
13 2002 309043.40 352144.16 
14 2003 260243.70 373617.78 
15 2004 416777.50 395290.06 
16 2005 523534.02 417161.00 
17 2006 472094.06 439230.60 
18 2007 394746.46 461498.86 
19 2008 506693.45 483965.79 
20 2009 561672.57 506631.38 
21 2010 500284.27 529495.63 
22 2011 521840.00 552558.54 
23 2012 560581.00 575820.12 
24 2013 620250.00 599280.36 
 
En la investigación, se emplea la prueba de T-Student, para la contrastación de 
hipótesis, aplicado en los resultados relacionados de la producción real y la 
predicción del modelo polinómico regresional, siendo las variables cuantitativas, 
en un periodo de ocurrencias igual a 24. 
Por lo que, para el caso, se aplica la normalidad para individuos <= 30, en la Prueba 
de T-Student. 
Asimismo, la obtención de resultados en la prueba de contrastación de hipótesis, 
con las herramientas informáticas, Excel, SPSS y R estadístico, muestra lo 
siguiente: 
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Resultados de la prueba T-Student. 
Tabla 33: 
Resultados de la prueba T-Student. 
Prueba de muestras relacionadas 
 Diferencias relacionadas  
t 
 
gl 
Sig. 
(bilateral) 
Media Desviación típ. Error típ. de la 
media 
95% Intervalo de confianza para la 
diferencia 
   
Inferior Superior    
P. Real  
P. Predictiva 
-19349594,5 20068190,66869 4096402,2666 -27823648,22414 -10875540,77586 -4,724 23 ,000 
 
 
 
 
 
 
 
 
 
 
102 
 
 
Tabla 34: 
Resultados de la prueba T-Student. 
 
Producción  
Real(Tn) 
Predicción(Tn) 
MRP 5° Grado 
Media 346241.4008 346241.4596 
Varianza 24704752464.4535 22649997892 
Observaciones 24.0000 24 
Coeficiente de correlación de Pearson 0.9575  
Diferencia hipotética de las medias 0.0000  
Grados de libertad 23.0000  
Estadístico t 0.0000  
P(T<=t) una cola 0.5000  
Valor crítico de t (una cola) 1.7139  
P(T<=t) dos colas 0.999995  
Valor crítico de t (dos colas) 2.0687   
 
 
Figura 44: Gráfico de prueba de T-Student. 
Fuente: Elaboración propia. 
 
Tal como se refleja en los resultados de la prueba T-Student, el valor de 
P=0.999995, lo que nos indica que si existe una significancia estadística en 
nuestra predicción de datos por el modelo de regresión polinomial de 5° grado. 
Región de rechazo Región de no rechazo 
Grados de libertad: 23    N. Confianza: 0.95% 95% 
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Con la prueba realizada T- Student, se comprueba que el modelo de regresión 
polinomial predictora para la información estadística agraria, es el modelo de 
regresión polinomial de 5° grado. 
De acuerdo al criterio 
Si la probabilidad obtenida P-Valor <= α, rechace H0 (Se acepta H1) 
Si la probabilidad obtenida P-Valor > α, no rechace H0 (Se acepta H0) 
 
 
P-Valor = 0.000(Sig. ) < α = 0.05 
 
5.2) Sistematización del modelo predictivo de la producción de arroz  
En los resultados de la sistematización del modelo predictivo de la producción de 
arroz de la región San Martín, se propone el ordenamiento de los procesos, 
modelándolos mediante el lenguaje de modelamiento unificado UML, obteniendo 
procesos optimizados, datos fiables en cada ocurrencia, y que luego brindan un 
modelo predictivo con mayor bondad de ajuste y predicción más acertada.  
5.3) Automatización del modelo predictivo 
En los resultados de automatización del modelo predictivo para la planificación de 
la producción de arroz en la región San Martín, el software diseñado e 
implementado, facilita en tiempo real, el modelo predictivo, la predicción, la 
visualización del ajuste del modelo en la data predictiva(graficación) y las 
ocurrencias del periodo histórico, asimismo, la eliminación de procesos manuales, 
engorrosos y erróneos. 
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 Recomendaciones 
• La investigación debe extenderse a otros productos agrícolas, incluyendo los 
productos prioritarios y de subsistencia de la región san Martín. 
• Se debe evaluar la actualización de la base de datos del SISAGRI, hacia 
versiones más recientes del SGBD, para aplicar mejoras en la carga y 
extracción de datos, hacia el datamart. 
• Difusión del modelo predictivo automatizado a todos los sectores 
interesados. 
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Planificación y valoración  de los  colaboradores de nivel de toma de decisiones valoración  de 
los  colaboradores de nivel de toma de decisiones y conocimiento, y  planificación de la 
producción de arroz (Pre-test y Pos-test) 
  
              
    1 2 3 4 5 
Qué  nivel  de imprecisión  e inexactitud presenta  los  
datos  predichos de la producción de arroz de la DRSAM 
para la planificación de producción de  arroz. 
            
    1 2 3 4 5 
Uso que le da a los indicadores de producción de arroz en 
la región San Martín de acuerdo a sus necesidades. 
[Programar inversiones gastos operativos]. 
            
    1 2 3 4 5 
Uso que le da a los indicadores de producción de arroz en 
la región San Martín de acuerdo a sus necesidades. 
[Evaluar el mercado agrícola]. 
            
    1 2 3 4 5 
Uso que le da a los indicadores de producción de arroz en 
la región San Martín de acuerdo a sus necesidades. 
[Elaborar estudios prospectivos y de otros fines de 
investigación académica]. 
            
    1 2 3 4 5 
Cómo valora  la disponibilidad y presentación de los datos 
proyectados de la  producción de arroz  para el año 
siguiente en la planificación de arroz del DRASAM. 
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Código R Statistical para ajustar varias regresiones polinomiales (Cortesía del 
centro de investigación estadística de la Universidad de Toronto) 
## generate some data 
x = seq(0,1, length=11) 
y = sin(2*pi*x) + rnorm(11, sd=0.3) 
## plot it 
plot(x,y) 
## fit a linear model 
lm1 = lm(y~x) 
## you can look at the output with, e.g. 
summary(lm1) 
## now fit everything 
lm10 = lm(y~x 
+I(x^2)+I(x^3)+I(x^4)+I(x^5)+I(x^6)+I(x^7)+I(x^8)+I(x^9)+I(x^10)) 
lm9 = lm(y~x 
+I(x^2)+I(x^3)+I(x^4)+I(x^5)+I(x^6)+I(x^7)+I(x^8)+I(x^9)) 
lm8 = lm(y~x+I(x^2)+I(x^3)+I(x^4)+I(x^5)+I(x^6)+I(x^7)+I(x^8)) 
lm7 = lm(y~x+I(x^2)+I(x^3)+I(x^4)+I(x^5)+I(x^6)+I(x^7)) 
lm6 = lm(y~x+I(x^2)+I(x^3)+I(x^4)+I(x^5)+I(x^6)) 
lm5 = lm(y~x+I(x^2)+I(x^3)+I(x^4)+I(x^5)) 
lm4 = lm(y~x+I(x^2)+I(x^3)+I(x^4)) 
lm3= lm(y~x+I(x^2)+I(x^3)) 
lm2 = lm(y~x+I(x^2)) 
## I want to plot nice smooth curves, so will evaluate these lms 
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## at a finer x-grid 
xplot=seq(0,1,length=200) 
# the next command adds to the current plot 
lines(xplot,predict(lm3,newdata=data.frame(x=xplot)), col="blue") 
# and so on 
lines(xplot,predict(lm2,newdata=data.frame(x=xplot)), col="red") 
lines(xplot,predict(lm5,newdata=data.frame(x=xplot)), col="green") 
lines(xplot,predict(lm10,newdata=data.frame(x=xplot)), 
col="purple") 
# Here is a better version, taken from Notes I found on-line 
for(degree in 1:10){ 
fm = lm(y~poly(x,degree)) 
assign(paste("y",degree,sep="."),fm) # this isn't needed, but 
handy 
lines(xplot,predict(fm,data.frame(x=xplot)), col=degree) 
} 
#truth 
lines(xplot,sin(2*pi*xplot),col="gray") 
#getting the test and training errors 
lms = list(lm1,lm2,lm3,lm4,lm5,lm6,lm7,lm8,lm9,lm10) 
# set up two null vectors for the errors 
train = test = rep(0,10) # train = vector(length=10) also works 
# this is SSE/10 
for(i in 1:10){train[i]=var(lms[i][[1]]$residuals)} 
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# now compute similarly scaled prediction error for test data 
newy = sin(2*pi*x)+rnorm(11,sd=.3) # note we used the same x's 
for(j in 1:10){test[j] = (1/10)*sum((newy-predict(lms[j] 
[[1]],newdata=data.frame(x)))^2)} 
plot(1:10,train, ylim=c(0,.5)) 
points(1:10,test,pch="X") 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
