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Abstract
Classical harmonic analysis says that the spaces of homogeneous harmonic poly-
nomials (solutions of Laplace equation) are irreducible modules of the corresponding
orthogonal Lie group (algebra) and the whole polynomial algebra is a free module
over the invariant polynomials generated by harmonic polynomials. In this paper,
we first establish two-parameter Z2-graded supersymmetric oscillator generaliza-
tions of the above theorem for the Lie superalgebra gl(n|m). Then we extend the
result to two-parameter Z-graded supersymmetric oscillator generalizations of the
above theorem for the Lie superalgebras osp(2n|2m) and osp(2n+ 1|2m).
1 Introduction
Harmonic polynomials are important objects in analysis, differential geometry and
physics. A fundamental theorem in classical harmonic analysis says that the spaces of ho-
mogeneous harmonic polynomials (solutions of Laplace equation) are irreducible modules
of the corresponding orthogonal Lie group (algebra) and the whole polynomial algebra is
a free module over the invariant polynomials generated by harmonic polynomials. Bases
of these irreducible modules can be obtained easily (e.g., cf. [X1]). The algebraic beauty
of the above theorem is that Laplace operator characterizes the irreducible submodules of
the polynomial algebra and the corresponding quadratic invariant gives a decomposition
of the polynomial algebra into a direct sum of irreducible submodules.
Cao [C] proved that the subspaces of homogeneous polynomial vector solutions of the
n-dimensional Navier equations in elasticity are exactly direct sums of three explicitly
given irreducible submodules when n 6= 4 and direct sums of four explicitly given irre-
ducible submodules if n = 4 of the corresponding orthogonal Lie group (algebra), and the
whole polynomial vector space is also a free module over the invariant polynomials gen-
erated these solutions. This is essentially a vector-function generalization of the classical
theorem on harmonic polynomials.
In [X2], the second author proved that the space of homogeneous polynomial solutions
with degree m for the dual cubic Dickson invariant differential operator is exactly a
direct sum of Jm/2K + 1 explicitly determined irreducible E6-submodules and the whole
polynomial algebra is a free module over the polynomial algebra in the Dickson invariant
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generated by these solutions. This gave a cubic E6-generalization of the classical theorem
on harmonic polynomials.
Lie algebras (Lie groups) serve as the symmetries in quantum physics (e.g., cf. [FC, L,
LF, G]). Their various representations provide distinct concrete practical physical mod-
els. Many important physical phenomena have been interpreted as the consequences of
symmetry breakings (e.g., cf. [LF]). Harmonic oscillators are basic objects in quantum
mechanics (e.g., cf. [FC, G]). Oscillator representations of finite-dimensional simple Lie
algebras are the most fundamental ones in quantum physics (e.g., cf. [DES, FSS]). Howe
[Ho] obtained a Z-graded multiplicity-free oscillator representation for sl(n,C). In [X1],
the second author found the methods of solving flag partial differential equations for
polynomial solutions. Moreover, we [LX] used a result in [X1] to prove two-parameter Z2-
graded oscillator generalizations of the classical theorem on harmonic polynomials for the
Lie algebra sl(n,C) and two-parameter Z-graded oscillator generalizations of the theorem
for the Lie algebra o(n,C).
The aim of this work is to establish two-parameter Z2-graded supersymmetric oscillator
generalizations of the classical theorem on harmonic polynomials for the Lie superalgebra
gl(n|m) and two-parameter Z-graded supersymmetric oscillator generalizations of the
theorem for the Lie superalgebras osp(2n|2m) and osp(2n + 1|2m). Below we give a
technical introduction.
Suppose that n ≥ 3 is an integer. Denote by Er,s the square matrix with 1 as its
(r, s)-entry and 0 as the others. The compact orthogonal Lie algebra
o(n,R) =
∑
1≤r<s≤n
R(Er,s − Es,r). (1.1)
It acts on the polynomial algebra A = R[x1, ..., xn] by (Er,s − Es,r)|A = xr∂xs − xs∂xr .
Recall the Laplace operator
∆ = ∂2x1 + ∂
2
x2
+ · · ·+ ∂2xn . (1.2)
Moreover, we have the fundamental invariant
η = x21 + x
2
2 + · · ·+ x
2
n. (1.3)
Denote by Ak the subspace of homogeneous polynomials in A with degree k. Classical
theorem on harmonic polynomials says that the subspace of harmonic polynomials
Hk = {f ∈ Ak | ∆(f) = 0} (1.4)
forms an irreducible o(n,R)-module and A =
⊕∞
i,k=0 η
iHk is a direct sum of irreducible
o(n,R)-submodules. The beauty of the above theorem is that the invariant differential
operator ∆ characterizes the irreducible submodules and its dual operator η gives the
complete reducibility.
Fix two positive integers m and n. Set
gl(n|m)0 =
n∑
i,j=1
CEi,j +
m∑
r,s=1
CEn+r,n+s (1.5)
and
gl(n|m)1 =
n∑
i=1
m∑
r=1
(CEi,n+r + CEn+r,i). (1.6)
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The Lie superalgebra gl(n|m) = gl(n|m)0 + gl(n|m)1 with the algebraic operation [·, ·]
defined by
[A,B] = AB − (−1)i1i2BA for A ∈ gl(n|m)i1 , B ∈ gl(n|m)i2. (1.7)
For convenience, we use the notion i, i+ j = {i, i+1, i+2, ..., i+ j} for integers i and
j with i ≤ j. Let A be the polynomial algebra in bosonic variables {xi | i ∈ 1, 2n} and
fermionic variables {θj | j ∈ 1, 2m}, i.e.,
xrxs = xsxr, θpθq = −θqθp, xrθp = θpxr (1.8)
for r, s ∈ 1, 2n and p, q ∈ 1, 2m. Set Θ =
∑2m
p=1Cθp. Write
A(0) =
m∑
q=0
C[x1, ..., x2n]Θ
2q, A(1) =
m−1∑
q=1
C[x1, ..., x2n]Θ
2q+1. (1.9)
Then A = A(0) ⊕A(1) is a Z2-graded algebra.
For r ∈ 1, n, the usual differential operator ∂xr acts on A as a derivation such that
∂xr(xs) = δr,s and ∂xr(θp) = 0 for s ∈ 1, 2n and p ∈ 1, 2m. Moreover, for p ∈ 1, 2m, we
define ∂θp as a linear operator on A with ∂θp(xr) = 0 and ∂θp(θq) = δp,q for r ∈ 1, n and
q ∈ 1, 2m, such that
∂θp(fg) = ∂θp(f)g + (−1)
ιf∂θp(g) for f ∈ A(ι), g ∈ A. (1.10)
For later notational convenience, we redenote
yi = xn+i, ϑj = θm+j for i ∈ 1, n, j ∈ 1, m. (1.11)
Define a representation of gl(n|m) on A determined by
Ei,j|A = xi∂xj − yj∂yi , Ei,n+r|A = xi∂θr − ϑr∂yi , (1.12)
En+r,i|A = θr∂xi + yi∂ϑr , En+r,n+s|A = θr∂θs − ϑs∂ϑr (1.13)
for i, j ∈ 1, n and r, s ∈ 1, m.
Write Θ1 =
∑m
r=1Cθr and Θ2 =
∑m
s=1Cϑs. Denote by N the set of nonnegative
integers. For ℓ1, ℓ2 ∈ N, we denote
Aℓ1,ℓ2 = Span{x
αyαΘ
ℓ′1
1 Θ
ℓ′2
2 | α, β ∈ N
n; ℓ′1, ℓ
′
2 ∈ N; |α|+ ℓ
′
1 = ℓ1, |β|+ ℓ
′
2 = ℓ2}, (1.14)
where |γ| =
∑n
i=1 γi for γ = (γ1, ..., γn) ∈ N
n. Let
∆ =
n∑
i=1
∂xi∂yi +
m∑
r=1
∂θr∂ϑr , η =
n∑
i=1
xiyi +
m∑
r=1
θrϑr. (1.15)
Moreover, we define
Hℓ1,ℓ2 = {f ∈ Aℓ1,ℓ2 | ∆(f) = 0}. (1.16)
Denote kℓ,ℓ′ = min{ℓ, ℓ
′}. The following is our first main result.
Theorem 1. Let ℓ, ℓ′ ∈ N. The space Hℓ,ℓ′ is an irreducible gl(n|m)-module if and
only if ℓ > m+ 1− n or ℓ′ > m+ 1− n or ℓ+ ℓ′ ≤ m+ 1− n. When |ℓ− ℓ′| > m+ 1− n
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or ℓ+ ℓ′ ≤ m+ 1− n, Aℓ,ℓ′ =
⊕kℓ,ℓ′
i=0 η
iHℓ−i,ℓ′−i is a decomposition of irreducible gl(n|m)-
submodules.
We remark that if ℓ, ℓ′ ≤ m+1−n and ℓ+ℓ′ > m+1−n, thenHℓ,ℓ′ is an indecomposable
gl(n|m)-module. In fact, Hℓ,ℓ′
⋂
ηAℓ−1,ℓ′−1 6= {0}. This also shows that Aℓ,ℓ′ is not
completely reducible when |ℓ− ℓ′| ≤ m+ 1− n and ℓ+ ℓ′ > m+ 1− n.
Fix 1 < n1 + 1 < n2 ≤ n. Note
[∂xr , xr] = 1 = [−xr, ∂xr ], [∂ys , ys] = 1 = [−ys, ∂ys ]. (1.17)
Changing operators ∂xr 7→ −xr, xr 7→ ∂xr for r ∈ 1, n1 and ∂ys 7→ −ys, ys 7→ ∂ys for
s ∈ n2 + 1, n in (1.12) and (1.13), we get a new representation of gl(n|m) on A determined
by
Ei,j|A = E
x
i,j − E
y
j,i, En+r,n+s|A = θr∂θs − ϑs∂ϑr (1.18)
with
Exi,j |A =


−xj∂xi − δi,j if i, j ∈ 1, n1;
∂xi∂xj if i ∈ 1, n1, j ∈ n1 + 1, n;
−xixj if i ∈ n1 + 1, n, j ∈ 1, n1;
xi∂xj if i, j ∈ n1 + 1, n
(1.19)
and
Eyi,j|A =


yi∂yj if i, j ∈ 1, n2;
−yiyj if i ∈ 1, n2, j ∈ n2 + 1, n;
∂yi∂yj if i ∈ n2 + 1, n, j ∈ 1, n2;
−yj∂yi − δi,j if i, j ∈ n2 + 1, n;
(1.20)
Ei,n+r|A =


∂xi∂θr − ϑr∂yi if i ∈ 1, n1;
xi∂θr − ϑr∂yi if i ∈ n1 + 1, n2;
xi∂θr + yiϑr if i ∈ n2 + 1, n;
(1.21)
En+r,i|A =


−xiθr + yi∂ϑr if i ∈ 1, n1;
θr∂xi + yi∂ϑr if i ∈ n1 + 1, n2;
θr∂xi + ∂yi∂ϑr if i ∈ n2 + 1, n
(1.22)
for i, j ∈ 1, n and r, s ∈ 1, m.
The related Laplace operator becomes
∆ = −
n1∑
i=1
xi∂yi +
n2∑
r=n1+1
∂xr∂yr −
n∑
s=n2+1
ys∂xs +
m∑
r=1
∂θr∂ϑr (1.23)
and its dual
η =
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys +
m∑
r=1
θrϑr. (1.24)
Denote
A〈ℓ1,ℓ2〉 = Span{x
αyβΘ
ℓ′1
1 Θ
ℓ′2
2 | α, β ∈ N
n; ℓ′1, ℓ
′
2 ∈ N;
n∑
r=n1+1
αr −
n1∑
i=1
αi + ℓ
′
1 = ℓ1;
n2∑
i=1
βi −
n∑
r=n2+1
βr + ℓ
′
2 = ℓ2} (1.25)
for ℓ1, ℓ2 ∈ Z. Again we set H〈ℓ1,ℓ2〉 = {f ∈ A〈ℓ1,ℓ2〉 | ∆(f) = 0}. The following is our
second main result.
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Theorem 2. Let ℓ, ℓ′ ∈ Z such that ℓ′ ≥ 0 if n2 = n. The gl(n|m)-module H〈ℓ,ℓ′〉 is
irreducible if and only if ℓ + ℓ′ ≤ n1 +m+ 1− n2 or ℓ 6∈ n1 + 1− n, n1 +m+ 1− n and
n2 = n. When ℓ + ℓ
′ ≤ n1 +m + 1 − n2, A〈ℓ,ℓ′〉 =
⊕∞
i=0 η
i(H〈ℓ−i,ℓ′−i〉) is the decomposi-
tion of irreducible gl(n|m)-submodules if n2 < n, and A〈ℓ,ℓ′〉 =
⊕ℓ′
i=0 η
i(H〈ℓ−i,ℓ′−i〉) is the
decomposition of irreducible gl(n|m)-submodules if n2 = n.
If ℓ + ℓ′ > n1 + m + 1 − n2 and ℓ ∈ n1 + 1− n, n1 +m+ 1− n when n2 = n, the
gl(n|m)-module H〈ℓ,ℓ′〉 is indecomposable. When n2 < n and ℓ + ℓ
′ > n1 +m + 1 − n2,
A〈ℓ,ℓ′〉 is not completely reducible.
We use (1.14) and (1.15) to define
Ak =
k⊕
ℓ=0
Aℓ,k−ℓ, Hk = {f ∈ Ak | ∆(f) = 0} (1.26)
for k ∈ N. Moreover, we use (1.23) and (1.25) to define
A〈k〉 =
⊕
ℓ∈Z
A〈ℓ,k−ℓ〉, H〈k〉 = {f ∈ A〈k〉 | ∆(f) = 0} (1.27)
for k ∈ Z. The above representations of gl(n|m) can be uniquely extended to the repre-
sentations of the Lie superalgebra osp(2n|2m).
Theorem 3. Suppose n > 1. For k ∈ N, Hk is an irreducible osp(2n|2m)-module if
and only if k ≤ m+1−n or k > 2(m+1−n). When k ≤ m+1−n, Ak =
⊕Jk/2K
i=0 η
iHk−2i
is a decomposition of irreducible osp(2n|2m)-submodules.
Let k ∈ Z. The osp(2n|2m)-module H〈k〉 is irreducible if and only if k ≤ n1+m+1−n2.
When k ≤ n1 +m + 1 − n2, A〈k〉 =
⊕∞
i=0 η
i(H〈k−2i〉) is the decomposition of irreducible
osp(2n|2m)-submodules.
Let x0 be a bosonic (commuting) variable. Set
B = A[x0] =
∞⊕
k=0
Bk, Bk =
k∑
i=0
Ak−ix
i
0. (1.28)
Moreover, the corresponding supersymmetric Laplace operator and invariant become
∆′ = ∂2x0 + 2
n∑
i=1
∂xi∂yi + 2
m∑
r=1
∂θr∂ϑr , η
′ = x20 + 2
n∑
i=1
xiyi + 2
m∑
r=1
θrϑr. (1.29)
Then the representation of gl(n|m) given in (1.12) and (1.13) can be uniquely extended
to a representation of osp(2n + 1|2m) on B such that ∆′ is an osp(2n + 1|2m)-invariant
operator and η′ is an osp(2n+ 1|2m)-invariant. Denote
H′k = {f ∈ Bk | ∆
′(f) = 0} (1.30)
for k ∈ N.
Similarly, the representation of gl(n|m) given in (1.18)-(1.22) can be uniquely extended
to a representation of osp(2n+ 1|2m) on B such that the operators
∆′ = ∂2x0 − 2(
n1∑
i=1
xi∂yi +
n2∑
r=n1+1
∂xr∂yr −
n∑
s=n2+1
ys∂xs +
m∑
r=1
∂θr∂ϑr) (1.31)
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and
η′ = x20 + 2(
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys +
m∑
r=1
θrϑr) (1.32)
are osp(2n+ 1|2m)-invariant operators. Set
B〈k〉 =
∞∑
i=0
A〈k−i〉x
i
0, H
′
〈k〉 = {f ∈ B〈k〉 | ∆
′(f) = 0}. (1.33)
Theorem 4. For any k ∈ N, H′k is an irreducible osp(2n+ 1|2m)-module. Moreover,
B =
⊕∞
ℓ,k=0(η
′)ℓHk is a direct sum of irreducible osp(2n+ 1|2m)-submodules.
For any k ∈ Z, H′〈k〉 is an irreducible osp(2n + 1|2m)-module. Moreover, B =⊕∞
ℓ,k=0(η
′)ℓH〈k〉 is a direct sum of irreducible osp(2n+ 1|2m)-submodules.
The first conclusion in Theorem 3 with n > m+1 and the first conclusion in Theorem
4 with n > m were obtained by Zhang [Z].
In Section 2, we give the proof of Theorem 1. We prove Theorem 2 in Section 3.
Section 4 is devoted to the proof of Theorem 3. We show Theorem 4 in Section 5.
2 Proof of Theorem 1
In this section, we want to prove Theorem 1. Recall the settings in (1.5)-(1.16).
Set
A¯ = C[x1, ..., xn, y1, ..., yn], Aˇ =
2m∑
i=0
Θ2m. (2.1)
Then A¯ and Aˇ are subalgebras of A, and A = A¯Aˇ. It is straightforward to verify
Ei,j∆ = ∆Ei,j , Ei,jη = ηEi,j for i, j ∈ 1, m+ n (2.2)
by (1.12), (1.13) and (1.15). Indeed, η is an invariant, that is, Ei,j(η) = 0 for any
i, j ∈ 1, m+ n. Write
G¯ =
n∑
i,j=1
CEi,j, Gˇ =
m∑
r,s=1
CEn+r,n+s. (2.3)
Then they are Lie subalgebras of gl(n|m). Let
H¯ =
n∑
i=1
CEi,i, Hˇ =
m∑
r=1
CEn+r,n+s, (2.4)
G¯+ =
∑
1≤i<j≤n
CEi,j, Gˇ+ =
∑
1≤r<s≤m
CEn+r,n+s. (2.5)
We take H¯ as a Cartan subalgebra of G¯ and G¯+ as the subalgebra spanned by positive root
vectors in G¯. Similarly, we take Hˇ as a Cartan subalgebra of Gˇ and Gˇ+ as the subalgebra
spanned by positive root vectors in Gˇ.
Let
∆¯ =
n∑
i=1
∂xi∂yi , η¯ =
n∑
i=1
xiyi. (2.6)
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Recall
xα = xα11 · · ·x
αn
n , y
β = yβ11 · · · y
βn
n for α = (α1, ..., αn), β = (β1, ..., βn) ∈ N
n. (2.7)
For ℓ1, ℓ2 ∈ N, we denote
A¯ℓ1,ℓ2 = Span{x
αyβ | α, β ∈ N n;
n∑
i=1
αi = ℓ1;
n∑
i=1
βi = ℓ2}. (2.8)
Define
H¯ℓ1,ℓ2 = {f ∈ A¯ℓ1,ℓ2 | ∆¯(f) = 0}. (2.9)
For i ∈ 1, n, we define εi ∈ H¯
∗ by
ε¯i(Ej,j) = δi,j for j ∈ 1, n. (2.10)
We have the following lemma (e.g., cf. [X1]):
Lemma 2.1. Suppose n > 1. For any ℓ1, ℓ2, H¯ℓ1,ℓ2 is a finite-dimensional irreducible
G¯-module with highest-weight vector xℓ11 y
ℓ2
n of weight ℓ1ε1 + ℓ2εn. Moreover,
A¯ =
∞⊕
ℓ1,ℓ2,ℓ3=0
η¯ℓ1H¯ℓ2,ℓ3 (2.11)
is a decomposition of irreducible G¯-submodules.
When n = 1, we have
H¯ℓ,0 = Cx
ℓ
1, H¯0,ℓ = Cy
ℓ
1 for ℓ ∈ N. (2.12)
Moreover,
A¯ =
∞⊕
ℓ1,ℓ2=0
(η¯ℓ1H¯ℓ2,0 ⊕ η¯
ℓ1H¯0,ℓ2+1). (2.13)
Denote
Θ1 =
m∑
i=1
Cθi, Θ2 =
m∑
i=1
Cϑi. (2.14)
For ℓ1, ℓ2 ∈ 1, m, we define
Aˇℓ1,ℓ2 = Θ
ℓ1
1 Θ
ℓ2
2 . (2.15)
Then Aˇℓ1,ℓ2 is a finite-dimensional Gˇ-module and
Aˇ =
m⊕
ℓ1,ℓ2=0
Aˇℓ1,ℓ2. (2.16)
Moreover, we define an ordering:
θ1 ≺ θ2 ≺ · · · ≺ θm ≺ ϑm ≺ ϑm−1 ≺ · · · ≺ ϑ1. (2.17)
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On the basis
{θi1 · · · θirϑj1 · · ·ϑjs | r, s ∈ 0, m;
1 ≤ i1 < i2 < · · · < ir ≤ m;m ≥ j1 > j2 > · · · js ≥ 1} (2.18)
of Aˇ, we define the partial ordering “≺” lexically.
Write
∆ˇ =
m∑
r=1
∂θr∂ϑr , ηˇ =
m∑
r=1
θrϑr. (2.19)
For r ∈ 1, m, we define
~θr = θ1 · · · θr, ~ϑr = ϑm · · ·ϑr. (2.20)
For convenience, we let
~θ0 = 1 = ~ϑm+1. (2.21)
It can easily proved that a minimal term of any singular vector in Aˇℓ1,ℓ2 is of the form
~θr~ϑs for some r ∈ 0, m and s ∈ 1, m+ 1 or
~θrθr+1 · · · θs1~ϑs2ϑs1 · · ·ϑr+1 (2.22)
for some 0 ≤ r < s1 < s2 ≤ m + 1. A Gˇ-singular vector v is a nonzero weight vector of
Gˇ such that Gˇ+(v) = 0. We count singular vector up to a nonzero scalar multiple. By
comparing minimal terms, we can prove that
{ηˇℓ~θr~ϑs | 0 ≤ r < s ≤ m+ 1; ℓ ∈ 0, s− r − 1; r + ℓ = ℓ1; ℓ+m− s+ 1 = ℓ2} (2.23)
is the set of all Gˇ-singular vectors in Aˇℓ1,ℓ2. Let Vr,s be the finite-dimensional irreducible
Gˇ-submodule generated by ~θr~ϑs ∈ Aˇr,m+1−s. By Weyl’s Theorem of complete reducibility
(e.g., cf. [Hu]),
Aˇ =
⊕
0≤r<s≤m+1
s−r−1⊕
ℓ=0
ηˇℓVr,s (2.24)
is a direct sum of irreducible Gˇ-submodules.
Define
Hˇ = {f ∈ Aˇ | ∆ˇ(f) = 0}. (2.25)
Note
En+r,n+s∆ˇ = ∆ˇEn+r,n+s, En+r,n+sηˇ = ηˇEn+r,n+s on A (2.26)
for r, s ∈ 1, m. Moreover,
∆ˇηˇ = ηˇ∆ˇ−m+
m∑
r=1
(θr∂θr + ϑr∂ϑr) (2.27)
by (2.19). Furthermore,
∆ˇ(~θr~ϑs) = 0 if r < s. (2.28)
Hence
Vr,s ⊂ Hˇ for 0 ≤ r < s ≤ m+ 1 (2.29)
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by (2.26). Suppose 0 ≤ r+1 < s ≤ m+1 and ℓ ∈ 1, s− r − 1. For any f ∈ Vr,s, we have
∆ˇ(ηˇℓf) = (
ℓ−1∑
p=0
(2p+ r + 1− s))ηˇℓ−1f = ℓ(ℓ+ r − s)ηˇℓ−1f. (2.30)
Therefore,
Hˇ =
⊕
0≤r<s≤m+1
Vr,s. (2.31)
In particular,
Hˇr,m+1−s = {f ∈ Aˇr,m+1−s | ∆ˇ(f) = 0} = Aˇr,m+1−s
⋂
Hˇ = Vr,s (2.32)
for 0 ≤ r < s ≤ m+ 1 and
Aˇℓ1,ℓ2
⋂
Hˇ = {0} if ℓ1 + ℓ2 ≥ m+ 1. (2.33)
For r ∈ 1, m, we define ε′r ∈ Hˇ
∗ by
ε′r(En+s,n+s) = δr,s for s ∈ 1, m. (2.34)
Moreover, we treat ε′0 = ε
′
m+1 = 0. Then we have:
Lemma 2.2. For 0 ≤ r < s ≤ m + 1, Hˇr,m+1−s is a finite-dimensional irreducible
Gˇ-module with the highest-weight vector ~θr~ϑs of weight
∑r
p=0 ε
′
p −
∑m+1
q=s ε
′
q. Moreover,
Aˇ =
⊕
0≤r<s≤m+1
s−r−1⊕
ℓ=0
ηˇℓHˇr,m+1−s. (2.35)
Recall
∆¯η¯ = η¯∆¯ + n +
n∑
i=1
(xi∂xi + yi∂yi) (2.36)
(e.g., cf. [X1]). Note ∆ = ∆¯+∆ˇ. For ℓ1, ℓ2, ℓ3 ∈ N, 0 ≤ r < s ≤ m+1 and ℓ ∈ 0, s− r − 1,
f ∈ H¯ℓ1,ℓ2 and g ∈ Hˇr,m+1−s, we have
∆(η¯ℓ3 ηˇℓfg) = ℓ3(n+ ℓ1 + ℓ2 + ℓ3 − 1)η¯
ℓ3−1ηˇℓfg + ℓ(ℓ+ r − s)η¯ℓ3 ηˇℓ−1fg. (2.37)
Suppose r + 1 < s and ℓ ∈ 1, s− r − 1. If
∆(
ℓ∑
p=0
apη¯
pηˇℓ−pfg) = 0, (2.38)
then
(ℓ− p)(p+ s− r − ℓ)ap = (p+ 1)(n+ ℓ1 + ℓ2 + p)ap+1 for p ∈ 0, ℓ− 1. (2.39)
Thus we can take a0 = (ℓ+ 1)![
∏ℓ+1
ι2=1
(ι2 + n+ ℓ1 + ℓ2 − 1)] and
ap+1 = [
p∏
ι1=0
(ℓ− ι1)(ι1 + s− r − ℓ)][
ℓ+1∏
ι2=p+2
ι2(ι2 + n+ ℓ1 + ℓ2 − 1)] (2.40)
9
for p ∈ 0, ℓ− 1. Denote
ℑ(ℓ1, ℓ2; r, s, ℓ) = (ℓ+ 1)![
ℓ+1∏
ι2=1
(ι2 + n+ ℓ1 + ℓ2 − 1)]ηˇ
ℓ +
ℓ−1∑
p=0
[
p∏
ι1=0
(ℓ− ι1)(ι1 + s− r − ℓ)]
×[
ℓ+1∏
ι2=p+2
ι2(ι2 + n+ ℓ1 + ℓ2 − 1)]η¯
p+1ηˇℓ−p−1. (2.41)
For convenience, we treat
ℑ(ℓ1, ℓ2; r, s, 0) = n+ ℓ1 + ℓ2. (2.42)
Write
G = G¯ + Gˇ ∼= gl(n,C)⊕ gl(m,C). (2.43)
Then
A =
∞⊕
ℓ1,ℓ2,ℓ3=0
⊕
0≤r<s≤m+1
s−r−1⊕
ℓ=0
(η¯ℓ1H¯ℓ2,ℓ3)(ηˇ
ℓHˇr,m+1−s) (2.44)
is a direct sum of irreducible G-submodules. By (2.2),
H = {f ∈ A | ∆(f) = 0} (2.45)
forms a gl(n|m)-submodule, and so it is a G-submodule. According to (2.37)-(2.42),
H =
∞⊕
ℓ2,ℓ3=0
⊕
0≤r<s≤m+1
s−r−1⊕
ℓ=0
ℑ(ℓ2, ℓ3; r, s, ℓ)(H¯ℓ2,ℓ3Hˇr,m+1−s) (2.46)
is a direct sum of irreducible G-submodules.
For ℓ, ℓ′ ∈ N, we let
Aℓ,ℓ′ =
∑
ℓ1,ℓ2∈N, ℓ3,ℓ4∈0,m; ℓ1+ℓ3=ℓ, ℓ2+ℓ4=ℓ′
A¯ℓ1,ℓ2Aˇℓ3,ℓ4 (2.47)
and
Hℓ,ℓ′ = Aℓ,ℓ′
⋂
H. (2.48)
Then Aℓ,ℓ′ and Hℓ,ℓ′ are gl(n|m)-submodules. Moreover,
Hℓ,ℓ′ =
⊕
ℓ1+r+ℓ3=ℓ, ℓ2+ℓ3+m+1−s=ℓ′
ℑ(ℓ1, ℓ2; r, s, ℓ3)H¯ℓ1,ℓ2Hˇr,m+1−s (2.49)
is a direct sum of irreducible G-submodules. Take the Cartan subalgebra H = H¯ + Hˇ of
G (cf. (2.4)) and the subspace G+ = G¯+ + Gˇ+ (cf. (2.5)) spanned by positive root vectors
in G. A G-singular vector v is a nonzero weight vector of G such that G+(v) = 0. We
count singular vector up to a nonzero scalar multiple. Hence we have:
Lemma 2.3. The set
{ℑ(ℓ1, ℓ2; r, s, ℓ3)(x
ℓ1
1 y
ℓ2
n
~θr~ϑs) | ℓ1, ℓ2 ∈ N; 0 ≤ r < s ≤ m+ 1;
ℓ3 ∈ 0, s− r − 1; ℓ1 + r + ℓ3 = ℓ, ℓ2 + ℓ3 +m+ 1− s = ℓ
′} (2.50)
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is the set of all the G-singular vectors in Hℓ,ℓ′, where ℓ1ℓ2 = ℓ
′
1ℓ
′
2 = 0 if n = 1.
Take H = H¯ + Hˇ as a Cartan subalgebra of the Lie superalgebra gl(n|m) and
gl(n|m)+ = G+ +
n∑
r=1
m∑
s=1
CEr,n+s (2.51)
as the subalgebra generated by positive root vectors. A gl(n|m)-singular vector v is a
nonzero weight vector of gl(n|m) such that gl(n|m)+(v) = 0. We count singular vector up
to a nonzero scalar multiple. Assume that x
ℓ′1
1 y
ℓ′2
n
~θr′~ϑs′ is a gl(n|m)-singular vector, where
ℓ′1ℓ
′
2 = 0 when n = 1. If r
′ 6= 0, then
E1,n+r′(x
ℓ′
1
1 y
ℓ′
2
n
~θr′~ϑs′) = (x1∂θr′ − ϑr′∂y1)(x
ℓ′
1
1 y
ℓ′
2
n
~θr′~ϑs′)
= (−1)r
′−1x
ℓ′
1
+1
1 y
ℓ′
2
n
~θr′−1~ϑs′ − δ1,nℓ
′
2x
ℓ′
1
1 y
ℓ′
2
−1
n ϑr′
~θr′~ϑs′ 6= 0 (2.52)
by the second equation in (1.12), which contradicts the definition of singular vector. So
r′ = 0. Suppose ℓ′2 > 0 and s
′ > 1. Again the second equation in (1.12) gives
En,n+s′−1(x
ℓ′1
1 y
ℓ′2
n
~ϑs′) = (xn∂θs′−1 − ϑs′−1∂yn)(x
ℓ′1
1 y
ℓ′2
n
~ϑs′)
= −ℓ′2x
ℓ′
1
1 y
ℓ′2−1
n
~θr′−1~ϑs′−1 6= 0, (2.53)
which is absurd. Thus x
ℓ′1
1 y
ℓ′2
n
~θr′~ϑs′ is a gl(n|m)-singular vector if and only if r
′ = 0 and
ℓ′2(s
′ − 1) = 0.
For ℓ1, ℓ2 ∈ N, 1 ≤ r < s− 1 ≤ m and ℓ ∈ 1, s− r − 1,
E1,n+s−1[ℑ(ℓ1, ℓ2; r, s, ℓ)] = (x1∂θs−1 − ϑs−1∂y1)[ℑ(ℓ1, ℓ2; r, s, ℓ)]
= x1ϑs−1{(ℓ+ 1)![
ℓ+1∏
ι2=1
(ι2 + n + ℓ1 + ℓ2 − 1)]ℓηˇ
ℓ−1 +
ℓ−2∑
p=0
[
p∏
ι1=0
(ℓ− ι1)(ι1 + s− r − ℓ)]
×(ℓ− p− 1)[
ℓ+1∏
ι2=p+2
ι2(ι2 + n+ ℓ1 + ℓ2 − 1)]η¯
p+1ηˇℓ−p−2
−
ℓ−1∑
p=0
(p+ 1)[
p∏
ι1=0
(ℓ− ι1)(ι1 + s− r − ℓ)][
ℓ+1∏
ι2=p+2
ι2(ι2 + n + ℓ1 + ℓ2 − 1)]η¯
pηˇℓ−p−1}
= ℓ(ℓ+ 1)(n+ ℓ+ ℓ1 + ℓ2 + r − s)ℑ(ℓ1 + 1, ℓ2; r, s− 1, ℓ− 1)x1ϑs−1. (2.54)
Moreover, (2.41) yields
ℑ(ℓ1, ℓ2; r, s, ℓ) = (ℓ+ 1)![
ℓ∏
ι1=0
(ι1 + s− r − ℓ)]η
ℓ if n+ ℓ+ ℓ1 + ℓ2 + r − s = 0. (2.55)
Suppose that ℑ(ℓ1, ℓ2; r, s, ℓ3)(x
ℓ1
1 y
ℓ2
n
~θr~ϑs) is a gl(n|m)-singular vector, then
n+ ℓ3 + ℓ1 + ℓ2 + r − s = 0 (2.56)
and
ℑ(ℓ1, ℓ2; r, s, ℓ3)(x
ℓ1
1 y
ℓ2
n
~θr~ϑs) = cη
ℓ3xℓ11 y
ℓ2
n
~θr~ϑs, (2.57)
where c = (ℓ3 + 1)![
∏ℓ
ι1=0
(ι1 + s− r − ℓ3)] by (2.55). Since
Ei,n+r(cη
ℓ3xℓ11 y
ℓ2
n
~θr~ϑs) = cη
ℓ3Ei,n+r(x
ℓ1
1 y
ℓ2
n
~θr~ϑs) (2.58)
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by (1.12), the arguments in (2.52) and (2.53) show r = ℓ2(s− 1) = 0. On the other hand,
1 ≤ 1 + r < s. So ℓ2 = 0. According to (2.56),
ℓ3 = s− ℓ1 − n. (2.59)
Thus we only get the singular vector
ηs−ℓ1−nxℓ11
~ϑs ∈ Hs−n,m+1−n−ℓ1 with s > ℓ1 + n. (2.60)
Note n ≤ m by ℓ3 > 0. Moreover, s ≤ m+ 1 implies
s− n,m+ 1− n− ℓ1 ≤ m+ 1− n. (2.61)
Furthermore,
(s− n) + (m+ 1− n− ℓ1) = m+ 1− n+ ℓ3 > m+ 1− n. (2.62)
This shows that
Hℓ,ℓ′ has a unique gl(n|m)-singular vector if
ℓ > m+ 1− n or ℓ′ > m+ 1− n or ℓ+ ℓ′ ≤ m+ 1− n. (2.63)
Suppose n ≤ m and ℓ, ℓ′ ∈ 0, m+ 1− n such that ℓ+ ℓ′ > m+ 1− n. We take
s = n+ ℓ, ℓ1 = m+ 1− n− ℓ
′, ℓ3 = ℓ+ ℓ
′ + n−m− 1. (2.64)
Then
ηℓ+ℓ
′+n−m−1(xm+1−n−ℓ
′
1
~ϑn+ℓ) ∈ Hℓ,ℓ′. (2.65)
Hence
Hℓ,ℓ′ has exactly two gl(n|m)-singular vectors if ℓ+ ℓ
′ > m+ 1− n. (2.66)
In summary, we have:
Lemma 2.4. Let ℓ, ℓ′ ∈ N. If ℓ > m+ 1− n or ℓ′ > m+ 1− n or ℓ+ ℓ′ ≤ m+ 1− n,
the gl(n|m)-module Hℓ,ℓ′ has a unique gl(n|m)-singular vector. When ℓ, ℓ
′ ≤ m + 1 − n
and ℓ+ ℓ′ > m+1−n, the gl(n|m)-module Hℓ,ℓ′ has exactly two gl(n|m)-singular vectors.
Fix ℓ, ℓ′ ∈ N. Let
vℓ,ℓ′ = x
ℓ
1y
ℓ1
n
~ϑs, ℓ1 +m+ 1− s = ℓ
′, ℓ1(s− 1) = 0, δn,1ℓℓ1 = 0. (2.67)
Lemma 2.5. The gl(n|m)-module Hℓ,ℓ′ is generated by vℓ,ℓ′.
Proof. Let M be the gl(n|m)-submodule of Hℓ,ℓ′ generated by vℓ,ℓ′. First consider
n > 1 or ℓ = 0. For any s′ ∈ s+ 1, m+ 1, we have
En+s′−1,nEn+s′−2,n · · ·En+s,n(vℓ,ℓ′) = x
ℓ
1y
ℓ1+s′−s
n
~ϑs′ ∈M (2.68)
by (1.13). In other words,
xℓ1y
ℓ2
n
~ϑs′ ∈M for any ℓ2 ∈ N and s
′ ∈ 1, m+ 1
such that ℓ2 +m+ 1− s
′ = ℓ′ and δn,1ℓℓ2 = 0. (2.69)
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If ℓ > 0, then for any 1 ≤ r ≤ min{ℓ, s′ − 1}, we have
En+1,1En+2,1 · · ·En+r,1(x
ℓ
1y
ℓ2
n
~ϑs′) = [
r−1∏
p=0
(ℓ− p)]xℓ−r1 y
ℓ2
n
~θr~ϑs′ ∈M (2.70)
by (1.13) again. Thus we have showed that
xℓ31 y
ℓ2
n
~θr~ϑs′ ∈M whenever r + ℓ3 = ℓ, ℓ2 +m+ 1− s
′ = ℓ′, δn,1ℓ2ℓ3 = 0 (2.71)
for ℓ2, ℓ3 ∈ N and 0 ≤ r < s
′ ≤ m + 1. Recall the Lie algebra G defined in (2.43). As
G-modules, ∑
r+ℓ3=ℓ, ℓ2+m+1−s′=ℓ′
Hˇℓ3,ℓ2H¯r,m+1−s′ ⊂M. (2.72)
For i ∈ N+ 1, we define
H
(i)
ℓ,ℓ′ = {f ∈ Hℓ,ℓ′ | ∆¯
i(f) = 0.} (2.73)
Then
H
(1)
ℓ,ℓ′ =
∑
r+ℓ3=ℓ, ℓ2+m+1−s′=ℓ′
Hˇℓ3,ℓ2H¯r,m+1−s′ ⊂M. (2.74)
Denote
kℓ,ℓ′ = min{ℓ, ℓ
′}. (2.75)
Then
H
(kℓ,ℓ′+1)
ℓ,ℓ′ = Hℓ,ℓ′ (2.76)
by (2.49). Let ℓ1, ℓ2,∈ N, 0 ≤ r
′ + 1 < s′ ≤ m + 1 and ℓ3 ∈ 1, s′ − r′ − 1 such that
ℓ1 + ℓ3 + r
′ = ℓ and ℓ2 + ℓ3 +m+ 1− s
′ = ℓ′. Then
ℑ(ℓ1, ℓ2; r
′, s′, ℓ3)(x
ℓ1
1 y
ℓ2
n
~θr′~ϑs′) ∈ H
(ℓ3+1)
ℓ,ℓ′ (2.77)
and
∆¯ℓ3ℑ(ℓ1, ℓ2; r
′, s′, ℓ3)(x
ℓ1
1 y
ℓ2
n
~θr′~ϑs′) = c(ℓ1, ℓ2; r
′, s′, ℓ3)x
ℓ1
1 y
ℓ2
n
~θr′~ϑs′ (2.78)
with
c(ℓ1, ℓ2; r
′, s′, ℓ3) = ℓ3(n+ ℓ1+ ℓ3+ ℓ3−1)(n+ ℓ1+ ℓ2+ ℓ3)(ℓ3+1)![
ℓ3∏
p=1
(s′− r′−p)] (2.79)
by (2.36) and (2.41). On the other hand,
xℓ1+ℓ31 y
ℓ2
n
~θr′~ϑs′−ℓ3 ∈M with δn,1ℓ2 = 0 (2.80)
by (2.71) and
M ∋ f = En+s′−1,1En+s′−2,1 · · ·En+s′−ℓ3,1(x
ℓ1+ℓ3
1 y
ℓ2
n
~θr′~ϑs′−ℓ3)
= (−1)r
′ℓ3xℓ1+ℓ31 y
ℓ3
1 y
ℓ2
n
~θr′~ϑs′ + y
ℓ2
n
ℓ3−1∑
i=0
ζiy
i
1 (2.81)
with ζ0, ..., ζℓ3−1 ∈ C[x1]Aˇ (cf. (2.3)). Moreover,
∆¯ℓ3 [(ℓ3!)
2
(
ℓ1 + ℓ3
ℓ3
)
ℑ(ℓ1, ℓ2; r
′, s′, ℓ3)(x
ℓ1
1 y
ℓ2
n
~θr′~ϑs′)− (−1)
r′ℓ3c(ℓ1, ℓ2; r
′, s′, ℓ3)f ] = 0.
(2.82)
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Hence
ℑ(ℓ1, ℓ2; r
′, s′, ℓ3)(H¯ℓ1,ℓ2Hˇr′,m+1−s′) ⊂ H
(ℓ3)
ℓ,ℓ′ +M. (2.83)
By (2.49) and induction on i, we have
H
(i)
ℓ,ℓ′ ⊂M for any i ∈ N+ 1. (2.84)
According to (2.86), Hℓ,ℓ′ = M . So Hℓ,ℓ′ is generated by vℓ,ℓ′. ✷
Proof of Theorem 1
According to (2.66), a necessary condition forHℓ,ℓ′ to be an irreducible gl(n|m)-module
is ℓ > m + 1 − n or ℓ′ > m + 1 − n or ℓ + ℓ′ ≤ m + 1 − n. To prove the sufficiency, we
suppose that ℓ > m+ 1− n or ℓ′ > m+ 1− n or ℓ+ ℓ′ ≤ m+ 1− n. Let V be a nonzero
gl(n|m)-submodule of Hℓ,ℓ′. According to Lemma 2.4, Hℓ,ℓ′ has a unique singular vector
vℓ,ℓ′ (cf. (2.67)). Since V is finite-dimensional, it contains a singular vector. So vℓ,ℓ′ ∈ V .
Lemma 2.5 says V = Hℓ,ℓ′. Hence Hℓ,ℓ′ is an irreducible gl(n|m)-module.
Let ℓ1, ℓ2 ∈ N and 0 ≤ r < s ≤ m+1 such that n+ ℓ1+ ℓ2+ r−s ≥ 0 and δn,1ℓ1ℓ2 = 0.
For any ℓ4 ∈ N+ 1 and ℓ3 ∈ 0, s− r − 1,
∆ℓ4+1(ηℓ4ℑ(ℓ1, ℓ2; r, s, ℓ3)x
ℓ1
1 y
ℓ2
n
~θr~ϑs) = 0 (2.85)
and
∆ℓ4(ηℓ4ℑ(ℓ1, ℓ2; r, s, ℓ3)x
ℓ1
1 y
ℓ2
n
~θr~ϑs)
= ℓ4![
ℓ4∏
i=1
(n+ i+ ℓ1 + 2ℓ3 + r − s)]ℑ(ℓ1, ℓ2; r, s, ℓ3)(x
ℓ1
1 y
ℓ2
n
~θr~ϑs) 6= 0 (2.86)
by (2.27) and (2.36). Thus the set
{ηℓ4ℑ(ℓ1, ℓ2; r, s, ℓ3)x
ℓ1
1 y
ℓ2
n
~θr~ϑs | ℓ4 ∈ N, ℓ3 ∈ 0, s− r − 1} (2.87)
is linearly independent.
Note that
ηˇs−rxℓ11 y
ℓ2
n
~θr~ϑs = 0 (2.88)
by (2.19) and (2.20). So for any k ∈ N,
Span{ηℓ4ℑ(ℓ1, ℓ2; r, s, ℓ3)x
ℓ1
1 y
ℓ2
n
~θr~ϑs | ℓ4 ∈ N, ℓ3 ∈ 0, s− r − 1; ℓ3 + ℓ4 = k}
⊂ Span{η¯ℓ5 ηˇℓ6xℓ11 y
ℓ2
n
~θr~ϑs | ℓ5 ∈ N; ℓ6 ∈ 0, s− r − 1; ℓ5 + ℓ6 = k}. (2.89)
But the linear independency of (2.87) implies that the above subspaces have the same
dimension. Thus
Span{ηℓ4ℑ(ℓ1, ℓ2; r, s, ℓ3)x
ℓ1
1 y
ℓ2
n
~θr~ϑs | ℓ4 ∈ N, ℓ3 ∈ 0, s− r − 1}
= Span{η¯ℓ5 ηˇℓ6xℓ11 y
ℓ2
n
~θr~ϑs | ℓ5 ∈ N; ℓ6 ∈ 0, s− r − 1}. (2.90)
Therefore, as G-modules,
s−r−1⊕
ℓ3=0
∞∑
ℓ4=0
ηℓ4ℑ(ℓ1, ℓ2; r, s, ℓ3)H¯ℓ1,ℓ2Hˇr,m+1−s =
s−r−1⊕
ℓ5=0
∞∑
ℓ6=0
η¯ℓ5 ηˇℓ6H¯ℓ1,ℓ2Hˇr,m+1−s. (2.91)
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Assume that |ℓ− ℓ′| > m+1−n or ℓ+ ℓ′ ≤ m+1−n. According to (2.44) and (2.90),
the G-module
Aℓ,ℓ′ = Span{η¯
ℓ5 ηˇℓ6H¯ℓ1,ℓ2Hˇr,m+1−s | ℓ1, ℓ2, ℓ6 ∈ N; 0 ≤ r < s ≤ m+ 1; ℓ5 ∈ 0, s− r − 1;
δn,1ℓ1ℓ2 = 0; ℓ1 + ℓ5 + ℓ6 + r = ℓ, ℓ2 + ℓ5 + ℓ6 +m+ 1− s = ℓ
′}
= Span{ηℓ4ℑ(ℓ1, ℓ2; r, s, ℓ3)H¯ℓ1,ℓ2Hˇr,m+1−s | ℓ1, ℓ2, ℓ6 ∈ N; δn,1ℓ1ℓ2 = 0; 0 ≤ r < s ≤ m+ 1;
ℓ5 ∈ 0, s− r − 1; ℓ1 + ℓ3 + ℓ4 + r = ℓ, ℓ2 + ℓ3 + ℓ4 +m+ 1− s = ℓ
′}. (2.92)
According to (2.49), (2.91) and (2.92),
Aℓ,ℓ′ =
kℓ,ℓ′⊕
i=0
ηiHℓ−i,ℓ′−i (2.94)
(cf. (2.75)). Let i ∈ 0, kℓ,ℓ′. If |ℓ− ℓ
′| > m+ 1− n, then
ℓ− i ≥ |ℓ− ℓ′| > m+ 1− n or ℓ′ − i ≥ |ℓ− ℓ′| > m+ 1− n. (2.95)
When ℓ + ℓ′ ≤ m+ 1− n,
(ℓ− i) + (ℓ′ − i) = ℓ+ ℓ′ − 2i ≤ m+ 1− n. (2.96)
Thus all Hℓ−i,ℓ′−i are irreducible gl(n|m)-submodules. Hence (2.94) is a direct sum of
irreducible gl(n|m)-submodules.
This completes the proof of Theorem 1. ✷
The following result will be used to obtain explicit bases for modules.
Lemma 2.6 (Xu [X1]). Let B be a commutative associative algebra and let A be a
free B-module generated by a filtrated subspace V =
⋃∞
r=0 Vr (i.e., Vr ⊂ Vr+1). Let T1 be
a linear operator on A with a right inverse T−1 such that
T1(B), T
−
1 (B) ⊂ B, T1(η1η2) = T1(η1)η2, T
−
1 (η1η2) = T
−
1 (η1)η2 (2.97)
for η1 ∈ B, η2 ∈ V , and let T2 be a linear operator on A such that
T2(Vr+1) ⊂ BVr, T2(fζ) = fT2(ζ) for r ∈ N, f ∈ B, ζ ∈ A. (2.98)
Then we have
{g ∈ A | (T1 + T2)(g) = 0}
= Span{
∞∑
i=0
(−T−1 T2)
i(hg) | g ∈ V, h ∈ B; T1(h) = 0}. (2.99)
Set
ǫi = (0, ..., 0,
i
1, 0, ..., 0) ∈ N n. (2.100)
For each i ∈ 1, n, we define the linear operator
∫
(xi)
on A by:
∫
(xi)
(xα) =
xα+ǫi
αi + 1
for α ∈ N n. (2.101)
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Furthermore, we let
∫ (0)
(xi)
= 1,
∫ (m)
(xi)
=
m︷ ︸︸ ︷∫
(xi)
· · ·
∫
(xi)
for 0 < m ∈ Z (2.102)
and denote
∂α = ∂α1x1 ∂
α2
x2
· · ·∂αnxn ,
∫ (α)
=
∫ (α1)
(x1)
∫ (α2)
(x2)
· · ·
∫ (αn)
(xn)
for α ∈ N n. (2.103)
Obviously,
∫ (α)
is a right inverse of ∂α for α ∈ N n.We remark that
∫ (α)
∂α 6= 1 if α 6= 0 due
to ∂α(1) = 0. In this paper, our T1’s are of the type ∂
α and the right inverse T−1 =
∫ (α)
.
Denote Γ0 = ∅ and
Γℓ = {~j = (j1, j2, .., jℓ) | 1 ≤ j1 < j2 < · · · < jℓ ≤ m} for ℓ ∈ 1, m. (2.104)
Moreover, we set
θ∅ = ϑ∅ = 1, θ~j = θj1θj2 · · · θjℓ , ϑ~j = ϑj1ϑj2 · · ·ϑjℓ . (2.105)
Then the set
{
∞∑
i=0
(−1)ixi1y
i
1∏i
r=1(α1 + i)(β1 + i)
(
n∑
s=2
∂x2∂y2 +
m∑
r=1
∂θr∂ϑr)
i(xαyβθ~jϑ~k) | α, β ∈ N
n;
~j ∈ Γℓ1;~k ∈ Γℓ2;α1β1 = 0; ℓ1, ℓ2 ∈ 0, m; |α|+ ℓ1 = ℓ; |β|+ ℓ2 = ℓ
′} (2.106)
forms a basis of Hℓ,ℓ′ by Lemma 2.6 with T1 = ∂x1∂y1 , T2 = ∆− T1 and T
−
1 =
∫
(x1)
∫
(y1)
.
Remark 2.7. If ℓ, ℓ′ ≤ m+1−n and ℓ+ℓ′ > m+1−n, then Hℓ,ℓ′ is an indecomposable
gl(n|m)-module by (2.66) and Lemma 2.5, and Hℓ,ℓ′
⋂
ηAℓ−1,ℓ′−1 6= {0}. This also shows
that Aℓ,ℓ′ is not completely reducible when |ℓ− ℓ
′| ≤ m+ 1− n and ℓ+ ℓ′ > m+ 1− n.
3 Proof of Theorem 2
In this section, we want to prove Theorem 2. Recall the settings in (1.5)-(1.11) and
(1.18)-(1.25).
The Laplace operator in (2.6) changes to
∆¯ = −
n1∑
i=1
xi∂yi +
n2∑
r=n1+1
∂xr∂yr −
n∑
s=n2+1
ys∂xs (3.1)
and its dual changes to
η¯ =
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys . (3.2)
We take (2.19) and then supersymmetric Laplace operator in (1.23) and its dual in (1.24)
can be written as:
∆ = ∆¯ + ∆ˇ, η = η¯ + ηˇ. (3.3)
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Then with respect to the representation in (1.18)-(1.22), we have
Ei,j∆ = ∆Ei,j, Ei,jη = ηEi,j for i, j ∈ 1, m+ n. (3.4)
Moreover, we take the settings in (2.1), (2.3)-(2.5) and (2.7).
Denote
A¯〈ℓ1,ℓ2〉 = Span{x
αyβ | α, β ∈ N n;
n∑
r=n1+1
αr −
n1∑
i=1
αi = ℓ1;
n2∑
i=1
βi −
n∑
r=n2+1
βr = ℓ2} (3.5)
for ℓ1, ℓ2 ∈ Z. Then A¯〈ℓ1,ℓ2〉 forms a G¯-submodule. Moreover, for ℓ, ℓ
′ ∈ Z, we let
A〈ℓ,ℓ′〉 =
∑
ℓ1,ℓ2∈Z, ℓ3,ℓ4∈0,m; ℓ1+ℓ3=ℓ, ℓ2+ℓ4=ℓ′
A¯〈ℓ1,ℓ2〉Aˇℓ3,ℓ4 . (3.6)
It can be verified that A〈ℓ,ℓ′〉 forms a gl(n|m)-submodule. Define
H = {f ∈ A | ∆(f) = 0}, H〈ℓ1,ℓ2〉 = H
⋂
A〈ℓ1,ℓ2〉. (3.7)
By (3.4), H〈ℓ,ℓ′〉 forms a gl(n|m)-submodule of A〈ℓ,ℓ′〉. According to [LX], we have:
Lemma 3.1. The nonzero vectors in
{C[η¯](xm1i y
m2
j ) | m1, m2 ∈ N; i = n1, n1 + 1; j = n2, n2 + 1− δn2,n} (3.8)
are all the singular vectors of G¯ (cf. (2.3)-(2.5)) in A¯ (cf. (2.1)).
Recall G = G¯ + Gˇ (cf. (2.3)). Take the Cartan subalgebra H = H¯ + Hˇ of G (cf. (2.4))
and the subspace G+ = G¯+ + Gˇ+ (cf. (2.5)) spanned by positive root vectors in G. Then
the nonzero vectors in
{C[η¯, ηˇ](xm1i y
m2
j
~θr~ϑs) | m1, m2 ∈ N; i = n1, n1 + 1;
j = n2, n2 + 1− δn2,n; 0 ≤ r < s ≤ m+ 1} (3.9)
are all the G-singular vectors in A. Choose H as a Cartan subalgebra of the Lie superal-
gebra gl(n|m) and gl(n|m)+ = G+ +
∑n
r=1
∑m
s=1CEr,n+s as the subalgebra generated by
positive root vectors.
Fix ℓ, ℓ′ ∈ Z. Then a gl(n|m)-singular vector in A〈ℓ,ℓ′〉 must be of the form
f =
min{s−r−1,ℓ1}∑
p=0
bpη¯
ℓ1−pηˇp(xm1i y
m2
j
~θr~ϑs), (3.10)
where ℓ1, m1, m2 ∈ N, 0 ≤ r < s ≤ m+ 1, bp ∈ C and
(i, j) ∈ {(n1, n2), (n1, n2 + 1− δn2,n), (n1 + 1, n2), (n1 + 1, n2 + 1− δn2,n)}. (3.11)
Suppose that ℓ1 = 0 or s− r− 1 = 0. Then we can assume f = x
m1
i y
m2
j
~θr~ϑs. If r 6= 0,
then (1.21) implies
En1+1,n+r(f) = (−1)
r−1xn1+1x
m1
i y
m2
j
~θr−1~ϑs 6= 0, (3.12)
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which is absurd. So r = 0. Assume that m2 > 0, s > 1 and j = n2. According to (1.21),
En2,n+1(f) = −m2x
m1
i y
m2−1
j ϑ1
~ϑs 6= 0, (3.13)
which leads a contradiction. Hence m2(s− 1) = 0 if j = n2. If n2 < n, then we have
En2+1,n+1(f) = x
m1
i y
m2
j yn2+1ϑ1
~ϑs 6= 0 (3.14)
by (1.21), which is absurd. Thus s = 1. In summary,
f = xm1i y
m2
j
~ϑs with s = 1 or n2 = n and m2 = 0. (3.15)
Consider the case ℓ1 > 0 and s−r−1 > 0. By (1.21) and the fact ηˇ
s−r−1ϑr+1~θr~ϑs = 0,
we have
0 = En1+1,n+r+1(f) = (xn1+1∂θr+1 − ϑr+1∂yn1+1)(f)
= [
min{s−r−1,ℓ1}∑
p=1
pbpη¯
ℓ1−pηˇp−1 −
min{s−r−1,ℓ1}−1∑
p=0
(ℓ1 − p)bpη¯
ℓ1−p−1ηˇp(xm1i y
m2
j
~θr~ϑs)]
×xn1+1ϑr+1x
m1
i y
m2
j
~θr~ϑs, (3.16)
which implies
f = b0(η¯ + ηˇ)
ℓ1(xm1i y
m2
j
~θr~ϑs) = b0η
ℓ1(xm1i y
m2
j
~θr~ϑs). (3.17)
The arguments in the previous paragraph and (3.4) give:
Lemma 3.2. Any gl(n|m)-singular vector in A〈ℓ,ℓ′〉 must be of the form:
ηℓ1(xm1i y
m2
j
~ϑs) with ℓ1, m1, m2 ∈ N, s ∈ 1, m+ 1 and (3.10) (3.18)
such that s = 1 or n2 = n and m2 = 0.
We define
♭ =
n∑
r=n1+1
xr∂xr −
n1∑
i=1
xi∂xi, ♭
′ =
n2∑
i=1
yi∂yi −
n∑
r=n2+1
yr∂yr. (3.19)
Then
A¯〈ℓ,ℓ′〉 = {f ∈ A¯ | ♭(f) = ℓf ; ♭
′(f) = ℓ′f}. (3.20)
We calculate
∆¯η¯ = η¯∆¯ + n2 − n1 + ♭+ ♭
′. (3.21)
For ℓ1 ∈ N+ 1 and f ∈ H〈ℓ,ℓ′〉 (cf. (3.7)), (2.27) and (3.21) imply
∆ηℓ1(f) = ℓ1(n2 − n1 −m+ ℓ+ ℓ
′ + ℓ1 − 1)η
ℓ1−1(f). (3.22)
Thus
∆ηℓ1(f) = 0⇐⇒ ℓ+ ℓ′ ≤ n1 +m− n2 and ℓ1 = n1 +m− n2 − ℓ− ℓ
′ + 1. (3.23)
If the condition holds, then
ηℓ1(f) ∈ H〈n1+m−n2−ℓ′+1,n1+m−n2−ℓ+1〉. (3.24)
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Moreover,
(n1 +m− n2 − ℓ
′ + 1) + (n1 +m− n2 − ℓ+ 1) ≥ n1 +m− n2 + 2. (3.25)
Observe that
xm1n1 y
m2
n2
~ϑs ∈ H〈−m1,m+1+m2−s〉, x
m1
n1
ym2n2+1
~ϑ1 ∈ H〈−m1,m−m2〉, (3.27)
xm1n1+1y
m2
n2
~ϑs ∈ H〈m1,m+1+m2−s〉, x
m1
n1+1
ym2n2+1
~ϑ1 ∈ H〈m1,m−m2〉. (3.28)
By Lemma 3.2,
any nonzero H〈ℓ,ℓ′〉 contains a singular vector of the form x
m1
i y
m2
j
~ϑs, (3.29)
where s = 1 or n2 = n and m2 = 0.
Now we consider f = xm1i y
m2
j
~ϑs with m1, m2 ∈ N, s ∈ 1, m+ 1 and (3.11) such that
s = 1 or n2 = n and m2 = 0. Assume ∆η
ℓ1(f) = 0 for some ℓ1 ∈ N+ 1.
Case 1. (i, j) = (n1, n2).
In this subcase, ℓ = −m1 and ℓ
′ = m2+m+1− s by (3.27). Thus m2−m1 +1− s ≤
n1 − n2 and ℓ1 = n1 +m1 + s− n2 −m2 by (3.23). So
ηℓ1(f) ∈ H〈n1+s−n2−m2,n1+m1−n2+m+1〉. (3.30)
Case 2. (i, j) = (n1, n2 + 1).
In this subcase s = 1, ℓ = −m1 and ℓ
′ = m−m2 by (3.27). Thus m1 +m2 ≥ n2 − n1
and ℓ1 = n1 +m1 +m2 − n2 + 1 by (3.23). Hence
ηℓ1(f) ∈ H〈n1+m2−n2+1,n1+m1−n2+m+1〉. (3.31)
Case 3. (i, j) = (n1 + 1, n2).
In this subcase, ℓ = m1 and ℓ
′ = m2+m+1−s by (3.28). Thusm2+m1+1−s ≤ n1−n2
and ℓ1 = n1 −m1 + s− n2 −m2 by (3.23). So
ηℓ1(f) ∈ H〈n1+s−n2−m2,n1−m1−n2+m+1〉. (3.32)
Case 4. (i, j) = (n1 + 1, n2 + 1).
In this subcase s = 1, ℓ = m1 and ℓ
′ = m −m2 by (3.28). Thus m1 −m2 ≤ n1 − n2
and ℓ1 = n1 −m1 +m2 − n2 + 1 by (3.23). Hence
ηℓ1(f) ∈ H〈n1+m2−n2+1,n1−m1−n2+m+1〉. (3.33)
Thus we obtain:
Lemma 3.3. A nonzero gl(n|m)-module H〈ℓ,ℓ′〉 has a unique singular vector if and
only if ℓ + ℓ′ ≤ n1 + m + 1 − n2 or ℓ 6∈ n1 + 1− n, n1 +m+ 1− n and n2 = n. If the
condition holds, the unique singular vector is of the form xm1i y
m2
j
~ϑs with (3.11), where
s = 1 or n2 = n and m2 = 0.
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Fix H〈ℓ,ℓ′〉 6= {0}. Assume
vℓ,ℓ′ = x
m1
i y
m2
j
~ϑs ∈ H〈ℓ,ℓ′〉 (3.34)
for some (i, j) in (3.11), m1, m2 ∈ N and s ∈ 1, m+ 1 such that s = 1 or n2 = n and
m2 = 0.
Lemma 3.4. As a gl(n|m)-module, H〈ℓ,ℓ′〉 is generated by vℓ,ℓ′.
Proof. Denote
Γ˜ = {α˜ = (αn1+1, ..., αn2) ∈ N
n2−n1}, |α˜| =
n2−n1∑
i=1
αn1+i. (3.35)
Set
A˜ = Aˇ[xn1+1, ..., xn2, yn1+1, ..., yn2], (3.36)
H˜〈ℓ1,ℓ2〉 = A˜
⋂
H〈ℓ1,ℓ2〉, (3.37)
∆˜ = −
n1∑
i=1
xi∂yi +
n2∑
r=n1+2
∂xr∂yr −
n∑
s=n2+1
ys∂xs + ∆ˇ. (3.38)
Then ∆ = ∂xn1+1∂yn1+1 + ∆˜. For any k1, k2 ∈ N, we define the operator
Tk1,k2 =
∞∑
i=0
(−1)ixk1+in1+1y
k2+i
n1+1∏i
r=1(k1 + r)(k2 + r)
∆˜i. (3.39)
Then Lemma 2.6 yields
H〈ℓ,ℓ′〉 = Span{Tαn1+1,βn1+1([
∏
i 6=n1+1
xαii y
βi
i ])θ~jϑ~k) | α, β ∈ N
n;
~j ∈ Γℓ1;~k ∈ Γℓ2; ℓ1, ℓ2 ∈ 0, m;αn1+1βn1+1 = 0;
n∑
s=n1+1
αs −
n1∑
r=1
αr + ℓ1 = ℓ;
n2∑
r=1
βr −
n∑
s=n2+1
βs + ℓ2 = ℓ
′}, (3.40)
H˜〈ℓ,ℓ′〉 = Span{Tαn1+1,βn1+1([
n2∏
i=n1+2
xαii y
βi
i ])θ~jϑ~k) | α˜, β˜ ∈ Γ˜;
~j ∈ Γℓ1 ;
~k ∈ Γℓ2 ;
αn1+1βn1+1 = 0; ℓ1, ℓ2 ∈ 0, m; |α˜|+ ℓ1 = ℓ; |β˜|+ ℓ2 = ℓ
′}. (3.41)
Write
G1 =
n1∑
i,j=1
CEi,j , G2 =
n∑
r,s=n2+1
CEr,s, (3.42)
G3 =
∑
n1+16=i,j∈1,n2
CEi,j, G4 =
n∑
r,s=n1+2
CEr,s. (3.43)
Then
ξ∆˜ = ∆˜ξ for ξ ∈ Gi, i ∈ 1, 4. (3.44)
Denote by V the gl(n|m)-submodule of H〈ℓ,ℓ′〉 generated by vℓ,ℓ′. By (1.18)-(1.20)
−En1+1,n1|A = xn1xn1+1 + yn1∂yn1+1 , En2+1,n2 |A = xn2+1∂xn2 + yn2yn2+1. (3.45)
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According to (1.21) and (1.22),
En2,n+r = −xn2∂θr + ϑr∂yn2 , En+r,n2 = θr∂xn2 + yn2∂ϑr for r ∈ 1, m. (3.46)
Repeatedly applying the operators in (3.45) and (3.46) to vℓ,ℓ′, we obtain
xp1n1x
p2
n1+1
yp3n2y
p4
n2+1
~ϑs′ ∈ V (3.47)
for pi ∈ N and s
′ ∈ 1, m+ 1 such that
p2 − p1 = ℓ, p3 − p4 +m+ 1− s
′ = ℓ′, p3(s
′ − 1) = 0. (3.48)
Lemma 2.5, (2.67), and (3.37) tell us that
xp1n1y
p4
n2+1H˜〈p2,p3+m+1−s′〉 ⊂ V. (3.49)
Let U(Gi) be the universal enveloping of the Lie algebra Gi. Applying U(G1) and U(G2)
to (3.49), we get
[
n1∏
ι1=1
x
αι1
ι1 ][
n∏
ι2=n2+1
y
βι2
ι2 ]H˜〈p2,p3+m+1−s′〉 ⊂ V (3.50)
for any (α1, ..., αn1) ∈ N
n1 and (βn2+1, ..., βn) ∈ N
n−n2 such that
∑n1
ι1=1
αι1 = p1 and∑n
ι2=n2+1
βι2 = p4. Applying U(G3) to (3.50), we obtain
Tαn1+1,βn1+1([
∏
i 6=n1+1
xαii y
βi
i ])θ~jϑ~k) ∈ V (3.51)
by (3.41) and (3.44), where α, β,~j,~k are as those in (3.40) and αn2+1 = · · · = αn = 0.
Finally, we get (3.51) with any α, β,~j,~k in (3.40) by (3.44) and applying U(G4). According
to (3.40), V = H〈ℓ,ℓ′〉. ✷
Proof of Theorem 2
Suppose ℓ + ℓ′ ≤ n1 +m+ 1 − n2 or ℓ 6∈ n1 + 1− n, n1 +m+ 1− n and n2 = n. Let
V be a nonzero submodule of H〈ℓ,ℓ′〉. According to Lemma 3.3, the vector vℓ,ℓ′ in (3.34)
is the unique singular vector of H〈ℓ,ℓ′〉. Since gl(n|m)+ in (2.51) is locally nilpotent by
(1.18)-(1.22), V contains a singular vector. So vℓ,ℓ′ ∈ V . By Lemma 3.4, V = H〈ℓ,ℓ′〉, that
is, H〈ℓ,ℓ′〉 is irreducible. The necessity also follows from Lemma 3.3.
Assume ℓ + ℓ′ ≤ n1 +m + 1 − n2. Since ∆ is locally nilpotent by (3.1) and (3.3), for
any 0 6= u ∈ A〈ℓ,ℓ′〉, there exists an element κ(u) ∈ N such that
∆κ(u)(u) 6= 0 and ∆κ(u)+1(u) = 0. (3.52)
Set
Ψ =
{ ∑∞
i=0 η
i(H〈ℓ−i,ℓ′−i〉) if n2 < n,∑ℓ′
i=0 η
i(H〈ℓ−i,ℓ′−i〉) if n2 = n.
(3.53)
Given 0 6= u ∈ A〈ℓ,ℓ′〉, κ(u) = 1 implies u ∈ H〈ℓ,ℓ′〉 ⊂ Ψ. Suppose that u ∈ Ψ whenever
κ(u) < r for some positive integer r. Assume κ(u) = r. First
v = ∆r(u) ∈ H〈ℓ−r,ℓ′−r〉 ⊂ Ψ. (3.54)
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Note
∆r[ηr(v)] = r![
r∏
i=1
(n2 − n1 −m+ ℓ+ ℓ
′ − r − i)]v (3.55)
by (3.22). Thus we have either
u =
1
r![
∏r
i=1(n2 − n1 −m+ ℓ+ ℓ
′ − r − i)]
ηr(v) ∈ Ψ (3.56)
or
κ
(
u−
1
r![
∏r
i=1(n2 − n1 −m+ ℓ+ ℓ
′ − r − i)]
ηr(v)
)
< r. (3.57)
By induction,
u−
1
r![
∏r
i=1(n2 − n1 −m+ ℓ+ ℓ
′ − r − i)]
ηr(v) ∈ Ψ, (3.58)
which implies u ∈ Ψ. Therefore, we have Ψ = A〈ℓ,ℓ′〉. Since all η
i(H〈ℓ−i,ℓ′−i〉) have distinct
highest weights, the sums in (3.53) are direct sums.
This completes the proof of Theorem 2. ✷
Remark 3.6. If ℓ+ ℓ′ > n1 +m+ 1− n2 and ℓ ≤ n1 +m+ 1− n2 when n2 = n, the
gl(n|m)-module H〈ℓ,ℓ′〉 is indecomposable. When ℓ + ℓ
′ > n1 +m + 1 − n2, A〈ℓ,ℓ′〉 is not
completely reducible.
Recall the notations in (2.104) and (2.105). The set
{
∞∑
i=0
(−1)ixin1+1y
i
n1+1∏i
r=1(αn1+1 + r)(βn1+1 + r)
(∆− ∂xn1+1∂yn1+1)
i(xαyβθ~jϑ~k)
| α, β ∈ Nn;~j ∈ Γℓ1 ;~k ∈ Γℓ2;αn1+1βn1+1 = 0; ℓ1, ℓ2 ∈ 0, m;
n∑
r=n1+1
αr −
n1∑
i=1
αi + ℓ1 = ℓ;
n2∑
i=1
βi −
n∑
r=n2+1
βr + ℓ2 = ℓ
′} (3.59)
forms a basis of H〈ℓ,ℓ′〉 by Lemma 2.6.
4 Proof of Theorem 3
In this section, we want to prove Theorem 3.
Set
K0 =
n∑
i,j=1
C(Ei,j − En+j,n+i) +
m∑
r,s=1
C(E2n+r,2n+s − E2n+m+s,2n+m+r), (4.1)
K1 =
n∑
i=1
m∑
r=1
[C(Ei,2n+r − E2n+m+r,n+i) + C(E2n+r,i + En+i,2n+m+r)]. (4.2)
Then K = K0+K1 forms a Lie sub-superalgebra of gl(2n|2m) isomorphic to gl(n|m). Let
osp(2n|2m)0 = K0 +
∑
1≤i<j≤n
[C(Ei,n+j − Ej,n+i) + C(En+i,j − En+j,i)]
+
∑
1≤r≤s≤m
[C(E2n+r,2n+m+s + E2n+s,2n+m+r)
+C(E2n+m+r,2n+s + E2n+m+s,2n+r)], (4.3)
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osp(2n|2m)1 = K1 +
n∑
i=1
m∑
r=1
[C(Ei,2n+m+r +E2n+r,n+i) +C(En+i,2n+r −E2n+m+r,i)]. (4.4)
The space osp(2n|2m) = osp(2n|2m)0+ osp(2n|2m)1 forms a simple Lie sub-superalgebra
of of gl(2n|2m). Moreover, its Lie subalgebra
osp(2n|2m)0 ∼= o(2n,C)⊕ sp(2n,C). (4.5)
Take settings in (1.8)-(1.11). Define a representation of osp(2n|2m) on A determined
by
(Ei,j−En+j,n+i)|A = xi∂xj−yj∂yi , (E2n+r,2n+s−E2n+m+s,2n+m+r)|A = θr∂θs−ϑs∂ϑr , (4.6)
(Ei,2n+r−E2n+m+r,n+i)|A = xi∂θr−ϑr∂yi , (E2n+r,i+En+i,2n+m+r)|A = θr∂xi+yi∂ϑr , (4.7)
(Ei,n+j−Ej,n+i)|A = xi∂yj−xj∂yi , (E2n+m+r,2n+s+E2n+m+s,2n+r)]|A = ϑr∂θs+ϑs∂θr , (4.8)
(En+i,j−En+j,i)|A = yi∂xj−yj∂xi , (E2n+r,2n+m+s+E2n+s,2n+m+r)|A = θr∂ϑs+θs∂ϑr , (4.9)
(Ei,2n+m+r+E2n+r,n+i)|A = xi∂ϑr+θr∂yi , (En+i,2n+r−E2n+m+r,i)|A = yi∂θr−ϑr∂xi (4.10)
for i, j ∈ 1, n and r, s ∈ 1, m.
Recall that we write Θ1 =
∑m
r=1Cθr and Θ2 =
∑m
s=1Cϑs. For k ∈ N, we denote
Ak = Span{x
αyαΘ
ℓ′
1
1 Θ
ℓ′
2
2 | α, β ∈ N
n; ℓ′1, ℓ
′
2 ∈ N; |α|+ ℓ
′
1 + |β|+ ℓ
′
2 = k}. (4.11)
Again we take
∆ =
n∑
i=1
∂xi∂yi +
m∑
r=1
∂θr∂ϑr , η =
n∑
i=1
xiyi +
m∑
r=1
θrϑr. (4.12)
Set
W = [
n∑
i=1
(Cxi + Cyi) +
m∑
r=1
(Cθr + Cϑr)][
n∑
j=1
(C∂x
j
+ C∂y
j
) +
m∑
s=1
(C∂θs + C∂ϑs)]. (4.13)
Then
osp(2n|2m)|A = {T ∈ W | T (η) = 0}. (4.14)
Moreover,
ξ∆ = ∆ξ, ξη = ηξ for ξ ∈ osp(2n|2m) (4.15)
as operators on A. For k ∈ N, the subspace
Hk = {f ∈ Ak | ∆(f) = 0} (4.16)
forms an osp(2n|2m)-submodule. First we prove the first conclusion in Theorem 3:
Theorem 4.1. Suppose n > 1. For k ∈ N, Hk is an irreducible osp(2n|2m)-module if
and only if k ≤ m+1−n or k > 2(m+1−n). When k ≤ m+1−n, Ak =
⊕Jk/2K
i=0 η
iHk−2i
is a decomposition of irreducible osp(2n|2m)-submodules.
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Proof. We take the subspace of diagonal matrices in osp(2n|2m) as a Carten subalge-
bras and the subspace
osp(2n|2m)+ =
∑
1≤i<j≤n
[C(Ei,j − En+j,n+i) + C(Ei,n+j − Ej,n+i)]
+
∑
1≤r<s≤m
C(E2n+r,2n+s − E2n+m+s,2n+m+r) +
∑
1≤r≤s≤m
C(E2n+r,2n+m+s + E2n+s,2n+m+r)
+
n∑
i=1
m∑
r=1
[C(Ei,2n+r −E2n+m+r,n+i) + C(Ei,2n+m+r + E2n+r,n+i)] (4.17)
as the space spanned by positive root vectors. An osp(2n|2m)-singular vector v is a
nonzero weight vector of osp(2n|2m) such that osp(2n|2m)+(v) = 0. We count singular
vector up to a nonzero scalar multiple.
Observe K|A = gl(n|m)|A. According to the arguments in (2.51)-(2.60), the homoge-
neous singular vectors of K are:
{ηℓ3xℓ11 y
ℓ2
n
~ϑs | ℓi ∈ N; s ∈ 1, m+ 1; ℓ2(s− 1) = 0}. (4.18)
By (4.10), (En,2n+m+s + E2n+s,2n)|A = xn∂ϑs + θs∂yn . Thus the homogeneous singular
vectors of osp(2n|2m) are {ηℓ2xℓ11 | ℓ1, ℓ2 ∈ N}. Moreover, (2.27) and (2.36) imply
∆(ηℓ2xℓ11 ) = ℓ2(n−m+ ℓ1 + ℓ2 − 1) = 0 =⇒ ℓ1 + n ≤ m and ℓ2 = m+1− n− ℓ1. (4.19)
In this case, ηm+1−n−ℓ1xℓ11 ∈ H2(m+1−n)−ℓ1 . Thus
Hk has a unique singular vector if and only if k ≤ m+1−n or k > 2(m+1−n), (4.20)
and
Hk has two singular vectors when m+ 1− n < k ≤ 2(m+ 1− n). (4.21)
Note xk1 ∈ Hk. Let U be the osp(2n|2m)-submodule generated by x
k
1. Repeatedly
applying (En+1,2n+r − E2n+m+r,1)|A = y1∂θr − ϑr∂x1 (cf. (4.10)), we get
xℓ1
~ϑs ∈ U for ℓ+m+ 1− s = k. (4.22)
According to (4.8), (En+1,n −E2n,1)|A = y1∂xn − yn∂x1 . Thus
xℓ11 y
ℓ2
n
~ϑ1 ∈ U for ℓ1 + ℓ2 +m = k (4.23)
when k ≥ m. Since
Hk =
k∑
i=0
Hi,k−i, (4.24)
Lemma 2.5, (4.22) and (4.23) imply U = Hk. So Hk is an osp(2n|2m)-module generated
by xk1 .
Suppose k ≤ m+1−n or k > 2(m+1−n). LetM be a nonzero osp(2n|2m)-submodule
of Hk. By (4.20), Hk contains a unique singular vector x
k
1. Thus x
k
1 ∈ M . By the above
paragraph, Hk ⊂M . Hence Hk is irreducible.
If Hk is irreducible, (4.21) implies k ≤ m+ 1− n or k > 2(m+ 1− n).
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Assume k ≤ m+ 1− n. Note
Aj =
j∑
ℓ=0
Aℓ,j−ℓ for j ∈ N. (4.25)
By Theorem 1,
Ak =
k⊕
ℓ=0
Aℓ,k−ℓ =
k⊕
ℓ=0
Jk/2K⊕
i=0
ηiHℓ−i,k−ℓ−i =
Jk/2K⊕
i=0
ηiHk−2i. ✷ (4.26)
Fix n1, n2 ∈ 1, n with n1 + 1 < n2. Changing operators ∂xr 7→ −xr, xr 7→ ∂xr for
r ∈ 1, n1 and ∂ys 7→ −ys, ys 7→ ∂ys for s ∈ n2 + 1, n in (4.6)-(4.10), we get a new
representation of osp(2n|2m) on A determined by
E2n+r,2n+s|A = θr∂θs , E2n+m+r,2n+m+s|A = ϑr∂ϑs , (4.27)
E2n+r,2n+m+s|A = θr∂ϑs , E2n+m+r,2n+s|A = ϑr∂θs , (4.28)
Ei,j |A =


−xj∂xi − δi,j if i, j ∈ 1, n1;
∂xi∂xj if i ∈ 1, n1, j ∈ n1 + 1, n;
−xixj if i ∈ n1 + 1, n, j ∈ 1, n1;
xi∂xj if i, j ∈ n1 + 1, n;
(4.29)
En+i,n+j|A =


yi∂yj if i, j ∈ 1, n2;
−yiyj if i ∈ 1, n2, j ∈ n2 + 1, n;
∂yi∂yj if i ∈ n2 + 1, n, j ∈ 1, n2;
−yj∂yi − δi,j if i, j ∈ n2 + 1, n;
(4.30)
Ei,n+j|A =


∂xi∂yj if i ∈ 1, n1, j ∈ 1, n2;
−yj∂xi if i ∈ 1, n1, j ∈ n2 + 1, n;
xi∂yj if i ∈ n1 + 1, n, j ∈ 1, n2;
−xiyj if i ∈ n1 + 1, n, j ∈ n2 + 1, n;
(4.31)
En+i,j|A =


−xjyi if j ∈ 1, n1, i ∈ 1, n2;
−xj∂yi if j ∈ 1, n1, i ∈ n2 + 1, n;
yi∂xj if j ∈ n1 + 1, n, i ∈ 1, n2;
∂xj∂yi if j ∈ n1 + 1, n, i ∈ n2 + 1, n;
(4.32)
Ei,2n+r|A =
{
∂xi∂θr if i ∈ 1, n1;
xi∂θr if i ∈ n1 + 1, n;
Ei,2n+m+r|A =
{
∂xi∂ϑr if i ∈ 1, n1;
xi∂ϑr if i ∈ n1 + 1, n;
(4.33)
E2n+r,i|A =
{
−xiθr if i ∈ 1, n1;
θr∂xi if i ∈ n1 + 1, n;
E2n+m+r,i|A =
{
−xiϑr if i ∈ 1, n1;
ϑr∂xi if i ∈ n1 + 1, n;
(4.34)
En+i,2n+r|A =
{
yi∂θr if i ∈ 1, n2;
∂yi∂θr if i ∈ n2 + 1, n;
(4.35)
En+i,2n+m+r|A =
{
yi∂ϑr if i ∈ 1, n2;
∂yi∂ϑr if i ∈ n2 + 1, n;
(4.36)
E2n+r,n+i|A =
{
θr∂yi if i ∈ 1, n2;
−yiθr if i ∈ n2 + 1, n;
(4.37)
E2n+m+r,n+i|A =
{
ϑr∂yi if i ∈ 1, n2;
−yiϑr if i ∈ n2 + 1, n;
(4.38)
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for i, j ∈ 1, n and r, s ∈ 1, m.
The related Laplace operator becomes
∆ = −
n1∑
i=1
xi∂yi +
n2∑
r=n1+1
∂xr∂yr −
n∑
s=n2+1
ys∂xs +
m∑
r=1
∂θr∂ϑr (4.39)
and its dual
η =
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys +
m∑
r=1
θrϑr. (4.40)
It can be verified that (4.15) holds again. Denote
A〈k〉 = Span{x
αyβΘ
ℓ′1
1 Θ
ℓ′2
2 | α, β ∈ N
n; ℓ′1, ℓ
′
2 ∈ N;
n∑
r=n1+1
αr −
n1∑
i=1
αi +
n2∑
i=1
βi −
n∑
r=n2+1
βr + ℓ
′
1 + ℓ
′
2 = ℓ2} (4.41)
for k ∈ Z.
Again we set H〈k〉 = {f ∈ A〈k〉 | ∆(f) = 0}. Next we prove the second conclusion in
Theorem 3:
Theorem 4.2. Let k ∈ Z. The osp(2n|2m)-module H〈k〉 is irreducible if and only
if k ≤ n1 + m + 1 − n2. When k ≤ n1 + m + 1 − n2, A〈k〉 =
⊕∞
i=0 η
i(H〈k−2i〉) is the
decomposition of irreducible osp(2n|2m)-submodules.
Proof. Observe K|A = gl(n|m)|A in terms the representation of gl(n|m) given in
(1.18)-(1.22). Lemma 3.2 says that the homogeneous singular vectors of K are of the
form:
ηℓ1(xm1i y
m2
j
~ϑs) with ℓ1, m1, m2 ∈ N, s ∈ 1, m+ 1 (4.42)
and
(i, j) ∈ {(n1, n2), (n1, n2 + 1− δn2,n), (n1 + 1, n2), (n1 + 1, n2 + 1− δn2,n)}. (4.43)
Claim 1. For k ∈ N, H〈k〉 is an osp(2n|2m)-module generated by x
k
n1+1 and H〈−k〉 is
an osp(2n|2m)-module generated by xkn1 .
Let V be the osp(2n|2m)-module generated by xkn1+1 ∈ H〈k〉. By (4.31),
(En2+1,n+n1+1 −En1+1,n+n2+1)|A = xn2+1∂yn1+1 + xn1+1yn2+1. (4.44)
Thus
(En2+1,n+n1+1 − En1+1,n+n2+1)
k1(xkn1+1) = x
k+k1
n1+1y
k1
n2+1 ∈ V. (4.45)
According to (4.32),
(En+n2,n1+1 −En+n1+1,n2)|A = yn2∂xn1+1 − yn1+1∂xn2 . (4.46)
Repeatedly applying (4.46) to xkn1+1, we obtain
xk1n1+1y
k2
n2 ∈ V for k1, k2 ∈ N such that k1 + k2 = k. (4.47)
Note that (4.34) and (4.35) imply
(En+n1+1,2n+r −E2n+m+r,n1+1)|A = yn1+1∂θr − ϑr∂xn1+1 (4.48)
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Applying (4.48) with various r to (4.45) and (4.47), we obtain
xℓ1n1+1y
ℓ2
j
~ϑs ∈ H〈k〉 with j ∈ {n2, n2 + 1} =⇒ x
ℓ1
n1+1
yℓ2j
~ϑs ∈ V. (4.49)
In terms of (3.34),
vℓ,ℓ′ ∈ V, ℓ+ ℓ
′ = k. (4.50)
By Lemma 3.4,
H〈ℓ,ℓ′〉 ⊂ V, ℓ+ ℓ
′ = k. (4.51)
Therefore
H〈k〉 =
⊕
ℓ,ℓ′∈Z; ℓ+ℓ′=k
H〈ℓ,ℓ′〉 ⊂ V. (4.52)
Suppose k > 0. Let U be the osp(2n|2m)-module generated by xkn1H〈−k〉. Observe
(En2+1,n+n1 − En1,n+n2)|A = xn2+1∂yn1 + yn2+1∂xn1 (4.53)
by (4.31), and
(En+n1,n2 − En+n2,n1|A = yn1∂xn1 + xn1yn1 (4.54)
by (4.32). Repeatedly applying the above two equations to xkn1 , we have
xk1n1y
k2
n2+1
, xk+k3n1 y
k3
n2
∈ U for k1, k2, k3 ∈ N such that k1 + k2 = k. (4.55)
According to (4.34) and (4.35),
(En+n1,2n+r − E2n+m+r,n1)|A = yn1∂θr + xn1ϑr. (4.56)
Applying (4.56) with various r to (4.55), we find
xℓ1n1y
ℓ2
j
~ϑs ∈ H〈−k〉 with j ∈ {n2, n2 + 1} =⇒ x
ℓ1
n1
yℓ2j
~ϑs ∈ V. (4.57)
In terms of (3.34),
vℓ,ℓ′ ∈ V, ℓ+ ℓ
′ = −k. (4.58)
Lemma 3.4 gives
H〈ℓ,ℓ′〉 ⊂ V, ℓ+ ℓ
′ = −k. (4.59)
Thus
H〈−k〉 =
⊕
ℓ,ℓ′∈Z; ℓ+ℓ′=−k
H〈ℓ,ℓ′〉 ⊂ V. (4.60)
This prove Claim 1.
Claim 2. For n1 +m + 1 − n2 ≥ k ∈ Z, any nonzero osp(2n|2m)-submodule of H〈k〉
contains xkn1+1 if k ≥ 0 or x
−k
n1
when k < 0.
Note
xm1n1 y
m2
n2
~ϑs ∈ H〈m+m2+1−s−m1〉, x
m1
n1 y
m2
n2+1
~ϑs ∈ H〈m+1−s−m1−m2〉, (4.61)
xm1n1+1y
m2
n2
~ϑs ∈ H〈m+m1+m2+1−s〉, x
m1
n1+1
ym2n2+1
~ϑs ∈ H〈m+m1+1−s−m2〉. (4.62)
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For ℓ1 ∈ N+ 1 and f ∈ H〈k′〉 with k
′ ∈ Z, (2.27) and (3.21) imply
∆ηℓ1(f) = ℓ1(n2 − n1 −m+ k
′ + ℓ1 − 1)η
ℓ1−1(f). (4.63)
Thus
∆ηℓ1(f) = 0⇐⇒ k′ ≤ n1 +m− n2 and ℓ1 = n1 +m− n2 − k
′ + 1. (4.64)
If the condition holds, then
ηℓ1(f) ∈ H〈2(n1+m+1−n2)−k′〉. (4.65)
Moreover,
2(n1+m+1−n2)− k
′ = n1+m+2−n2+(n1+m−n2− k
′) ≥ n1+m+2−n2. (4.66)
This shows that
H〈k1〉
⋂
(
∞⋃
i=1
ηi(H)) 6= {0} ⇐⇒ k1 ≥ n1 +m+ 2− n2. (4.67)
Suppose k ≤ n1 +m+ 1− n2. Then the singular vectors of K in H〈k〉 are of the form
xm1i y
m2
j
~ϑs with m1, m2 ∈ N, s ∈ 1, m+ 1 (4.68)
with (4.43). Observe that
(En1+1,n+n2 − En2,n+n1+1)|A = xn1+1∂yn2 − xn2∂yn1+1 (4.69)
by (4.29), and
(En+n2+1,n1 −En+n1,n2+1)|A = −xn1∂yn2+1 − yn1∂xn2+1 (4.70)
by (4.32). According to (4.33) and (4.37),
(En1+1,2n+m+r + E2n+r,n+n1+1)|A = xn1+1∂ϑr + θr∂yn1+1 . (4.71)
Let M be any nonzero osp(2n|2m)-submodule of H〈k〉. Then M contains at least one of
the K-singular vectors in (4.68). Applying (4.68)-(4.71), we get
xk1n1x
k2
n2 ∈M for some k1, k2 ∈ N such that k2 − k1 = k. (4.72)
By (4.29) and (4.30),
(En1,n1+1 −En+n1+1,n+n1)|A = ∂xn1∂xn1+1 − yn1+1∂yn1 . (4.73)
Repeatedly applying (4.73) to (4.72), we obtain xkn1+1 ∈ M if k ≥ 0 or x
−k
n1
∈ M when
k < 0.
The above claims show that H〈k〉 is an irreducible osp(2n|2m)-module if k ≤ n1+m+
1− n2.
Note
A〈j〉 =
∑
ℓ∈Z
A〈ℓ,j−ℓ〉, H〈j〉 =
∑
ℓ∈Z
H〈ℓ,j−ℓ〉 for j ∈ Z. (4.74)
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By (4.67), k ≤ n1+m+1−n2 if H〈k〉 is irreducible. When k ≤ n1+m+1−n2, Theorem
2 implies
A〈k〉 =
⊕
ℓ∈Z
A〈ℓ,k−ℓ〉 =
⊕
ℓ∈Z
∞⊕
i=0
ηiH〈ℓ−i,k−ℓ−i〉 =
∞⊕
i=0
ηiH〈k−2i〉. ✷ (4.75)
We remark that H〈k〉 is an indecomposable osp(2n|2m)-module if k ≥ n1+m+2−n2
by Claim 1 and (4.67). This also implies that A〈k〉 is not completely reducible osp(2n|2m)-
module when k ≥ n1 +m+ 2− n2.
5 Proof of Theorem 4
In this section, we want to prove Theorem 3.
Note
osp(2n+ 1|2m)0 = osp(2n|2m)0 +
n∑
i=1
[C(E0,i − En+i,0) + C(E0,n+i − Ei,0)], (5.1)
osp(2n+ 1|2m)1 = osp(2n|2m)1 +
m∑
r=1
[C(E0,2n+r − E2n+m+r,0)
+C(E0,2n+m+r + E2n+r,0)]. (5.2)
The Lie superalgebra osp(2n+ 1|2m) = osp(2n+ 1|2m)0 + osp(2n+ 1|2m)1 is a Lie sub-
superalgebra of gl(2n+ 1|2m). Take settings in (1.28) and (1.29). Now osp(2n|2m) acts
on B by the differential operators in (4.6)-(4.10), namely, we change the subindex |A to
|B. Extend the representation of osp(2n|2m) on B to a representation of osp(2n+ 1|2m)
on B by:
(E0,i − En+i,0)|B = x0∂xi − yi∂x0 , (E0,n+i − Ei,0)|B = x0∂yi − xi∂x0 , (5.3)
(E0,2n+r −E2n+m+r,0)|B = x0∂θr − ϑr∂x0 , (E0,2n++m+r +E2n+r,0)|B = x0∂ϑr + θr∂x0 (5.4)
for i ∈ 1, n and r ∈ 1, m.
Set
W ′ = [
n∑
i=0
(Cxi + Cyi) +
m∑
r=1
(Cθr + Cϑr)][
n∑
j=0
(C∂x
j
+ C∂y
j
) +
m∑
s=1
(C∂θs + C∂ϑs)]. (5.5)
Then
osp(2n+ 1|2m)|B = {T ∈ W
′ | T (η′) = 0}. (5.6)
Define
H′ = {f ∈ B′ | ∆′(f) = 0}, H′k = H
′
⋂
Bk. (5.7)
Again we take the subspace of diagonal matrices in osp(2n+ 1|2m) as a Cartan sub-
algebra and take the space spanned by positive roots:
osp(2n+ 1|2m)+ = C(E0,n+i −Ei,0) + C(E0,2n++m+r + E2n+r,0) + osp(2n|2m)+. (5.8)
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An osp(2n + 1|2m)-singular vector v is a nonzero weight vector of osp(2n + 1|2m) such
that osp(2n+ 1|2m)+(v) = 0. We count singular vector up to a nonzero scalar multiple.
According to the proof of Theorem 4.1, any singular vector of osp(2n+1|2m) must be in
C[x0, x1, η], where
η =
n∑
i=1
xiyi +
m∑
r=1
θrϑr. (5.9)
Note that η′ = x20+2η. By (5.8), x
k
1 is a singular vector of osp(2n+1|2m) for any k ∈ N.
Thus a homogeneous singular vector of osp(2n+ 1|2m) must be of the form
f =
ℓ∑
i=0
bix
2i+ι
0 η
ℓ−ixk1, (5.10)
where bi ∈ C, ℓ, k ∈ N and ι = 0, 1. Note
(E0,n+i − Ei,0)(f) = (x0∂yi − xi∂x0)(f) = 0⇐⇒ f = b0(η
′)ℓxk1. (5.11)
Thus {(η′)ℓxk1 | ℓ, k ∈ N} are all the homogeneous singular vectors of osp(2n + 1|2m) in
B.
Observe that
[∆′, η′] = 2 + 4(n−m) + 4[x0∂x0 +
n∑
i=1
(xi∂xi + yi∂yi) +
m∑
r=1
(θr∂θr + ϑr∂ϑr)] (5.12)
by (2.27) and (2.36). So
∆′((η′)ℓg) = 2ℓ(1 + 2(n−m+ k + ℓ− 1))(η′)ℓ−1g for g ∈ Hk (5.13)
Thus
H′k has a unique singular vector x
k
1 for any k ∈ N. (5.14)
Indeed we have the first conclusion in Theorem 4:
Theorem 5.1. For any k ∈ N, H′k is an irreducible osp(2n+1|2m)-module. Moreover,
B =
⊕∞
ℓ,k=0(η
′)ℓHk is a direct sum of irreducible osp(2n+ 1|2m)-submodules.
Proof. By the arguments in (3.52)-(3.58), we only need to prove thatH′k is an osp(2n+
1|2m)-module generated by xk1. For ι = 0, 1, we define
Tι =
∞∑
i=0
(−2)ix2i+ι0
(2i+ ι)!
∆i, ∆ =
n∑
i=1
∂xi∂yi +
m∑
r=1
∂θr∂ϑr . (5.15)
We take the notations in (2.104) and (2.105). By Lemma 2.6,
H′k = Span{Tι(x
αyβθ~jϑ~j′) | α, β ∈ N
n;~j ∈ Γk1, ~j
′ ∈ Γk2;
ι ∈ {0, 1}; |α|+ |β|+ k1 + k2 + ι = k}. (5.16)
Let U be the osp(2n + 1|2m)-module generated by xk1 ∈ Hk. Since o(2n + 1,C) is a
subalgebra of osp(2n+ 1|2m), the known results of the representation of o(2n+ 1,C) on
C[x0, x1, ..., x2n] show
Tι(x
αyβ) ∈ U for α, β ∈ Nn; |α|+ |β| = k. (5.17)
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Repeatedly applying (E2n+r,i +En+i,2n+m+r)|A = θr∂xi + yi∂ϑr to (5.17) with i ∈ 1, n and
r ∈ 1, m, we obtain
Tι(x
αyβθ~j) ∈ U for α, β ∈ N
n, ~j ∈ Γk1; |α|+ |β|+ k1 = k. (5.18)
Finally, we get U = H′k by repeatedly applying (Ei,2n+r − E2n+m+r,n+i)|B = xi∂θr − ϑr∂yi
to (5.18) with i ∈ 1, n and r ∈ 1, m. ✷
Next osp(2n|2m) acts on B via the differential operators in (4.27)-(4.38), namely, we
change the subindex |A to |B. Moreover, we extend the representation of osp(2n|2m) on
B to a representation of osp(2n+ 1|2m) on B by:
(E0,i − En+i,0)|B =


−x0xi − yi∂x0 if i ∈ 1, n1,
x0∂xi − yi∂x0 if i ∈ n1 + 1, n2,
x0∂xi − ∂x0∂yi if i ∈ n2 + 1, n;
(5.19)
(E0,n+i −En,0)|B =


x0∂yi − ∂xi∂x0 if i ∈ 1, n1,
x0∂yi − xi∂x0 if i ∈ n1 + 1, n2,
−x0yi − xi∂x0 if i ∈ n2 + 1, n;
(5.20)
(E0,2n+r−E2n+m+r,0)|B = x0∂θr−ϑr∂x0 , (E0,2n++m+r+E2n+r,0)|B = x0∂ϑr +θr∂x0 (5.21)
for i ∈ 1, n and r ∈ 1, m.
Now the corresponding Laplace operator becomes
∆′ = ∂2x0 + 2∆, ∆ = −
n1∑
i=1
xi∂yi +
n2∑
r=n1+1
∂xr∂yr −
n∑
s=n2+1
ys∂xs +
m∑
r=1
∂θr∂ϑr (5.22)
and its dual
η′ = x20 + 2η, η =
n1∑
i=1
yi∂xi +
n2∑
r=n1+1
xryr +
n∑
s=n2+1
xs∂ys +
m∑
r=1
θrϑr. (5.23)
We take the notation in (4.41) and set
B〈k〉 =
∞∑
i=0
A〈k−i〉x
i
0, H
′
〈k〉 = {f ∈ B〈k〉 | ∆
′(f) = 0}. (5.24)
Then we have the second conclusion in Theorem 4:
Theorem 5.2. For any k ∈ Z, H′〈k〉 is an irreducible osp(2n+ 1|2m)-module. More-
over, B =
⊕∞
ℓ,k=0(η
′)ℓH〈k〉 is a direct sum of irreducible osp(2n+ 1|2m)-submodules.
Proof. We define Tι as in (5.15) with ∆ in (5.22). By Lemma 2.6,
H′〈k〉 = T0(A〈k〉) + T1(A〈k−1〉) for k ∈ Z. (5.25)
Since ∆ξ = ξ∆ for ξ ∈ osp(2n|2m), we have
ξ(Tι(f)) = Tι(ξ(f)) for ξ ∈ osp(2n|2m), f ∈ A. (5.26)
First we consider H′〈k〉 with k ∈ N. Let V be any nonzero osp(2n+ 1|2m)-submodule
of H′〈k〉. According to the arguments in paragraph of (4.68)-(4.73), V contains some
Tι(η
ℓ(xk−ι−2ℓn1+1 )). According to (5.20),
(En1+1,0 − E0,n+n1+1)|B = xn1+1∂x0 − x0∂yn1+1. (5.27)
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Moreover, as operators on B,
[En1+1,0 − E0,n+n1+1, T0]
= [xn1+1∂x0 − x0∂yn1+1,
∞∑
i=0
(−2)ix2i0
(2i)!
∆i]
= [xn1+1,
∞∑
i=1
(−2)ix2i0
(2i)!
∆i]∂x0 + xn1+1
∞∑
i=1
(−2)ix2i−10
(2i− 1)!
∆i
= −[
∞∑
i=1
i(−2)ix2i0
(2i)!
∆i−1∂x0 +
∞∑
i=1
i(−2)ix2i−10
(2i− 1)!
∆i−1]∂yn1+1 − 2(T1∆)xn1+1, (5.28)
[En1+1,0 − E0,n+n1+1, T1]
= [xn1+1∂x0 − x0∂yn1+1 ,
∞∑
i=0
(−2)ix2i+10
(2i+ 1)!
∆i]
= [xn1+1,
∞∑
i=1
(−2)ix2i+10
(2i+ 1)!
∆i]∂x0 + xn1+1
∞∑
i=0
(−2)ix2i0
(2i)!
∆i
= −[
∞∑
i=1
i(−2)ix2i+10
(2i+ 1)!
∆i−1∂x0 +
∞∑
i=1
i(−2)ix2i0
(2i)!
∆i−1]∂yn1+1 + T0xn1+1. (5.29)
If T0(η
ℓ(xk−2ℓn1+1)) ∈ V for some ℓ ∈ N+ 1, we have
(En1+1,0 −E0,n+n1+1)T0(η
ℓ(xk−2ℓn1+1))
= ([En1+1,0 − E0,n+n1+1, T0] + T0(En1+1,0 − E0,n+n1+1))(η
ℓ(xk−2ℓn1+1))
= −[
∞∑
i=1
i(−2)ix2i−10
(2i− 1)!
∆i−1∂yn1+1 + x0T0∂yn1+1 + 2(T1∆)xn1+1](η
ℓ(xk−2ℓn1+1))
= [T1∂yn1+1 − 2(T1∆)xn1+1](η
ℓ(xk−2ℓn1+1))
= ℓ[1− 2(m+ n1 − n2 + ℓ− 1)](η
ℓ−1(x
k−2(ℓ−1)−1
n1+1
))
= ℓ[3− 2(m+ n1 − n2 + ℓ)]T1(η
ℓ−1(x
k−2(ℓ−1)−1
n1+1 )) ∈ V (5.30)
by (4.63), (5.27) and (5.28). So T1(η
ℓ−1(x
k−2(ℓ−1)−1
n1+1
)) ∈ V . When T1(η
ℓ(xk−2ℓ−1n1+1 )) ∈ V for
some ℓ ∈ N, (5.27) and (5.29) yield
(En1+1,0 −E0,n+n1+1)T1(η
ℓ(xk−2ℓ−1n1+1 )) = T0(η
ℓ(xk−2ℓn1+1)) ∈ V. (5.31)
By induction on ℓ, we have xkn1+1 = T0(x
k
n1+1) ∈ V .
Note
(En+i,n+n1+1 −En1+1,i)|B = yi∂yn1+1 + xixn1+1 for i ∈ 1, n1 (5.32)
and
(En2+r,n2 − En+n2,n+m2+r)|A = xn2+r∂xn2 + yn2yn2+r for r ∈ 1, n− n2 if n2 < n (5.33)
by (4.29) and (4.30). Repeatedly applying (5.32) and (5.33) to (5.31) with various i ∈ 1, n1
and r ∈ 1, n− n2 if n2 < n, we have
[
n1+1∏
i=1
xαii ][
n∏
j=n2
y
βj
j ] ∈ V for αi, βj ∈ N;αn1+1 + βn2 −
n1∑
i=1
αi −
n∑
r=n2+1
βr = k. (5.34)
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Denote
I = {0, n1 + 1, n2, n+ n1 + 1, n+ n2, 2n+ 1, 2n+ 2m}. (5.35)
Then the Lie subalgebra
G = osp(2n+ 1|2m)
⋂
(
∑
i,j∈I
CEi,j) ∼= osp(2(n2 − n1) + 1|2m). (5.36)
Applying Theorem 5.1 to G and C[x0, xn1+1, ..., xn2 , yn1+1, ..., yn2, θ1, ..., θm, ϑ1, ..., ϑm], we
get
Tι(x
αyβθ~jϑ~j′) ∈ V (5.37)
for α, β ∈ Nn, ~j ∈ Γk1 and ~j
′ ∈ Γk2 such that βi = 0 if i ≤ n1 and αj = 0 if j > n2, and
ι+ k1 + k2 +
n2∑
r=n1+1
(αr + βr)−
n1∑
i=1
αi −
n∑
j=n2+1
βj = k. (5.38)
Repeatedly applying (5.32) to (5.38) under above conditions with various i ∈ 1, n1, we
obtain (5.38) for α, β ∈ Nn, ~j ∈ Γk1 and ~j
′ ∈ Γk2 such that αi = 0 if i > n2, and
ι+ k1 + k2 +
n2∑
r=n1+1
αr +
n2∑
s=1
βs −
n1∑
i=1
αi −
n∑
j=n2+1
βj = k. (5.39)
Observe
(En2+r,n1+s −En+n1+s,n+n2+r)|B = yn1+syn2+r + xn2+r∂xn1+s (5.40)
for r ∈ 1, n− n2 and s ∈ 1, n2 − n1 by (4.29) and (4.30). Repeatedly applying (5.40) to
(5.38) with αi = 0 if i > n2, we obtain H〈k〉 ⊂ V by (5.25). So H〈k〉 is an irreducible
osp(2n+ 1|2m)-module.
Next we consider H〈−k〉 with k ∈ N + 1. Let U be any nonzero osp(2n + 1|2m)-
submodule ofH′〈−k〉. According to the arguments in paragraph of (4.68)-(4.73), U contains
some Tι(η
ℓ(xk+ι+2ℓn1 )). Observe Note
(En1,0 − E0,n+n1) = ∂x0∂xn1 − x0∂yn1 (5.41)
by (4.29) and (4.30). As operators on B,
[En1,0 − E0,n+n1, T0]
= [∂x0∂xn1 − x0∂yn1 ,
∞∑
i=0
(−2)ix2i0
(2i)!
∆i]
=
∞∑
i=1
(−2)ix2i−10
(2i− 1)!
∆i∂xn1 − ∂x0
∞∑
i=1
i(−2)ix2i0
(2i)!
∆i−1∂yn1
= −2T1∆∂xn1 −
∞∑
i=1
i(−2)ix2i−10
(2i− 1)!
∆i−1∂yn1 −
∞∑
i=1
i(−2)ix2i0
(2i)!
∆i−1∂yn1∂x0 , (5.42)
[En1,0 − E0,n+n1, T1]
= [∂x0∂xn1 − x0∂yn1 ,
∞∑
i=0
(−2)ix2i+10
(2i+ 1)!
∆i]
=
∞∑
i=0
(−2)ix2i0
(2i)!
∆i∂xn1 − ∂x0
∞∑
i=1
i(−2)ix2i+10
(2i+ 1)!
∆i−1∂yn1
= T0∂xn1 −
∞∑
i=1
i(−2)ix2i0
(2i)!
∆i−1∂yn1 −
∞∑
i=1
i(−2)ix2i+10
(2i+ 1)!
∆i−1∂yn1∂x0 . (5.43)
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If T0(η
ℓ(xk+2ℓn1 )) ∈ U for some ℓ ∈ N+ 1, we have
(En1,0 −E0,n+n1)T0(η
ℓ(xk−2ℓn1+1))
= [T1∂yn1 − 2T1∆∂xn1 ](η
ℓ(xk+2ℓn1+1))
= (k + 2ℓ)ℓ[1 + 2(n1 + k + ℓ− n2)]T1(η
ℓ−1(xk+2ℓ−1n1+1 )) ∈ V (5.44)
by (4.63), (5.41) and (5.42). So T1(η
ℓ−1(x
k+2(ℓ−1)+1
n1 )) ∈ U . When T1(η
ℓ(xk+2ℓ+1n1 )) ∈ V for
some ℓ ∈ N, (5.41) and (5.43) yield
(En1,0 −E0,n+n1)T1(η
ℓ(xk+2ℓ+1n1 )) = (k + 2ℓ+ 1)T0(η
ℓ(xk+2ℓn1 )) ∈ U. (5.45)
By induction on ℓ, we have xkn1 = T0(x
k
n1
) ∈ U .
According to (5.32) with i = n1,
xk+k
′
n1 x
k′
n1+1 ∈ U for k
′ ∈ N. (5.46)
Moreover,
(Ei,n1 − En+n1,n+i)|B = xi∂xn1 − yn1∂yi fori ∈ 1, n1 − 1 (5.47)
by (4.29) and (4.30). Repeatedly applying (5.47) to (5.46) with various i ∈ 1, n1 − 1, we
have
n1+1∏
i=1
xαii ∈ U for αi ∈ N;αn1+1 −
n1∑
i=1
αi = −k. (5.48)
Observe
(En2+r,n+1 −E1,n+n2+r)|A = xn2+r∂y1 + yn2+r∂x1 for r ∈∈ 1, n− n2 if n2 < n (5.49)
by (4.31). Repeatedly applying (5.49) to (5.48) with various r ∈ 1, n− n2 if n2 < n, we
find
[
n1+1∏
i=1
xαii ][
n∏
j=n2+1
y
βj
j ] ∈ U for αi, βj ∈ N;αn1+1 −
n1∑
i=1
αi −
n∑
j=n2+1
= −k. (5.50)
By the same arguments from (5.36) to the end of the paragraph below (5.40) with k
replaced by −k, we prove that H〈−k〉 is an irreducible osp(2n+ 1|2m)-module.
We calculate
[∆′, η′] = 2 + 4(n2 − n1 −m) + 4[x0∂x0 +
n∑
i=1
(xi∂xi + yi∂yi) +
m∑
r=1
(θr∂θr + ϑr∂ϑr)]. (5.51)
By the arguments in (3.52)-(3.58), B =
⊕∞
ℓ,k=0(η
′)ℓH〈k〉 is a direct sum of irreducible
osp(2n+ 1|2m)-submodules for any k ∈ Z. ✷
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