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Abstract. Analysis of the antivirus technologies, showed that they are not able 
to detect new spyware with high efficiency, which significantly reduces the re-
liability and efficiency of its identification. Techniques based on heuristic anal-
ysis have a high rate of false positives. The paper presents a new technique for 
the spyware detection method in computer systems that provides a principle of 
proactivity and is based on mechanisms machine learning with the reinforce-
mentlearning. The suggested method of spyware detection is based on software 
behavior analysis in computer systems. The suggested method involves the 
computer systems monitoring concerning the software, operates with the behav-
ior. 
Keywords: Spyware, Malware, Cyberattack, API, Machine Learning, Rein-
forcement Learning, Network, Cybersecurity, Computer system, Host, Detec-
tion 
1 Introduction 
Today spyware is one of the most common threats on the Internet to businesses and 
individual users, since it can steal sensitive information and harm the network [1-3]. 
Spyware is a type of malware that gathers and relays personal information it to adver-
tisers, data firms, or external users without the knowledge and consent of the data 
owners. There are four main types of spyware: adware, trojan, tracking cookies, sys-
tem monitors [1]. They use tracking functions to send various private information, 
such as a list of visited websites, user's contact email addresses or keystrokes on a 
keyboard, screenshots, online activities on computers or mobile devices. Meanwhile, 
data obtained by spyware may contain PIN codes, security codes, credit card num-
bers, etc. Also, spyware can activate cameras and microphones to watch and listen to 
users undetected [1-4]. Some types of spyware can use unauthorized analysis of the 
state of security systems, scan ports and vulnerabilities [1]. 
Some types of spyware are able to install other additional malware or removing 
certain programs and modify the parameters of the operating systems. In addition, this 
kind of malware can redirect browser activity, which entails visiting websites blindly 
with the risk of virus infection.  
Some types of viruses can bring spyware along for the ride as they spread [3]. Al-
so, spyware can be included with free versions of the program in order to study the 
requirements and interests of users and a revenue obtaining from software sales [1-3]. 
The main problem is that there is no clear border between benign and malicious 
spyware applications when the received information is used to the detriment. 
2 Related works 
Today solutions to the problems of security are widely presented in the literature. One 
of the ways to prevent and defend computer system from the spyware spread is to 
construct resilient systems [4], use honeynets [5], implement IDS and security case 
assessment [6]. The paper [7] presents a review of different spyware detection ap-
proaches and tools. Also, a behavioral-based machine learning technique which used 
high-level architecture for monitoring and filtering of outgoing packets was proposed. 
The work [8] is devoted to investigation concerning the undocumented API calls 
and middleware libraries, which are used by the malware creator to steal the user 
information remotely by injecting into the process and how hide them from the anti-
malware protector. The experimental results of the proposed work showed that the 
antimalware protector need to take more attention on API call hooking at network 
level injection by X-cross languages.  
In the paper [9] a cyber kill chain based taxonomy of banking trojans features was 
proposed. This threat intelligence is based on the taxonomy providing of a stage-by-
stage operational understanding of  a cyber-attack. It presented the beneficial to secu-
rity practitioners and the design of the evolutionary computational intelligence on 
trojans detection and mitigation strategy. 
The paper [10] provides a technique for detection the stealth and obfuscated spy-
ware and ransomware, including keyloggers, screen recorders, and blockers. The 
proposed method is based on a dynamic behavioral analysis through deep and trans-
parent hooking of kernel-level routines. This paper also presents the anti-spyware 
application to track spyware footprints in order to detect and force terminate running 
processes, eliminate executable files, and restrict network communications.  
The works [11-14] devoted to keyloggers spyware detecting. In [11] a new detec-
tion technique that is able to detect the present keyloggers in PC using Support Vector 
Machine learning algorithm was presented. In the paper [12] a logging and testing 
technique to detect the active keylogger attack was proposed. In the work [13] a strat-
egy based on the detection manner techniques for userspace keyloggers by matching 
I/O of all processes with some simulated activity of the user was proposed.  
The paper [14] presents a survey of keylogger and screenlogger attacks by the cov-
ering basic concepts related to bank information systems and explaining their func-
tioning, as it presents and discusses an extensive set of plausible countermeasures. 
The papers [15, 16] aim to detect spyware threat in mobile Android environment. 
The approach proposed in [15] based on model checking technique and involvement 
temporal logic formulae to identify spyware behaviors.  
In the work [16] Android spyware detection approach based on a feature transfor-
mation was proposed. This approach transmutes a known malware features into an-
other domain of features by means using of new feature transformations types. This 
allows distinguish three types of malware: rootkit, spyware, and banking trojans from 
other malware types and benign applications. 
The articles [17-19] present the approaches for malware detection based on the 
software obfuscation techniques and its behavior analysis. 
In [20] an approach concerning the modelling of the cyber-attacks’ effects on the 
software reliability is presented. In [21] sustainability issue related to software and IT 
reliability, safety and security are discussed.  
Nevertheless, the mentioned above approaches have common drawbacks: they 
don’t take into account a set of features, that may assign benign and malicious spy-
ware clearly. 
3 Spyware Detection Technique based on Reinforcement 
Learning 
A new spyware detection technique based on reinforcement learning is proposed. 
It is a proactive approach for the malware detection, and allows detecting all types of 
spyware. The technique is based on mechanisms machine learning and is able to de-
tect new unknown spyware. 
The suggested method of the spyware identification uses software behavior analy-
sis in the computer systems. 
The main steps of the proposed approach are presented below: 
1. Spyware sample construction. 
2. Usage of the reinforcement learning algorithm, the rewards evaluation. 
3. Computer systems monitoring concerning the software behavior. 
4. Features selection that may indicate the presence of spyware in the computer sys-
tems. 
5. Evaluation of the reward for research object. 
6. Comparison of the obtained rewards with the rewards values of the known spy-
ware. 
Let us consider the steps of the method in more detail. 
3.1 Computer systems monitoring concerning the software behavior 
In order to conduct the monitoring stage, we are to investigate the spyware function-
ing in the computer system. Thus, let us present it as a tuple:  
𝑁𝑁 = 〈𝑄𝑄1, 𝑆𝑆1,𝐻𝐻1,𝐺𝐺1, 𝐼𝐼1,𝐵𝐵1,𝑊𝑊1𝑀𝑀1,𝐸𝐸1〉,                                 (1) 
where 𝑄𝑄1 = �𝑞𝑞𝑗𝑗� – a set of malware’s actions that tells an attacker about its pres-
ence on the network; 𝑆𝑆1 = �𝑠𝑠𝑗𝑗� – a set of actions to penetrate the operation system of 
the computer system via copying its body into the system directory; 𝐻𝐻1 = �ℎ𝑗𝑗� – a set 
of actions that register the spyware’s body into the system registry in order to auto-
matically start after the operating system restarting; 𝐺𝐺1 = �𝑔𝑔𝑗𝑗�  – a set of actions for 
the messages sending, 𝑔𝑔𝑒𝑒 – via e-mail; 𝑔𝑔𝑚𝑚 – via  messengers, 𝑔𝑔𝑒𝑒 ,𝑔𝑔𝑚𝑚 𝜖𝜖 𝐺𝐺1; 𝐼𝐼1 – an 
operating memory of the computer system; 𝐵𝐵1 = �𝑏𝑏𝑗𝑗� – a set of actions when an at-
tacker  begins to tap a specified TCP port; 𝑊𝑊1 = �𝑤𝑤𝑗𝑗� – a set of actions by which 
spyware accesses the command line of the victim's computer (only works when re-
ceiving the message); 𝑀𝑀1 = �𝑚𝑚𝑗𝑗�𝑗𝑗=14 – a set of spyware lifecycle stages; 𝐸𝐸1 = �𝑒𝑒𝑗𝑗� – a 
set of spyware functions, which is determined by spyware lifecycle stages. Let us 
present the function of the infection, 𝑚𝑚11 ⇒ 𝑌𝑌  𝑓𝑓11→   {𝑡𝑡𝑖𝑖𝑖𝑖|𝑡𝑡𝑖𝑖𝑖𝑖  ∈ 𝑇𝑇},  where 𝑌𝑌 – a set of 
malicious spyware actions, T - a set of the computer systems in the network, 𝑡𝑡𝑖𝑖𝑖𝑖 – an 
infected computer system with the spyware. Let u present the function of copying to 
the operating system directory and register itself in the system registry 𝑚𝑚21 ⇒ 𝑆𝑆1  
𝑓𝑓2
1
→ {ℎ|ℎ  ∈ 𝐻𝐻1} ; a command to re-give the collected data an attacker to the  attacker to 
listen to the specified TCP/IP port, 𝑚𝑚31 ⇒ 𝐵𝐵1  𝑓𝑓31→ 𝐼𝐼2′ ; an access function to a command 
line of the victim computer 𝑚𝑚41 ⇒ 𝑊𝑊1   𝑓𝑓41→ {𝑔𝑔|𝑔𝑔  ∈ 𝐺𝐺1}. 
3.2 Usage of the Reinforcement Learning 
The proposed technique is based on the usage of the reinforcement learning. It is a 
new approach in the machine learning. The main idea of it is learn how a research 
object’s states are being changed under the specified action in the situation when there 
is a single reward feature. During the learning stage aims the achievement of the tar-
get via usage of a reinforcement factor finding the most optimal object’s action to be 
performed in each its state. The action is chosen anyway. And after that, the agent is 
receiving a new state or a reward. Iterating this process, the specified agent is being 
learned that the best action to be obtained is to the expect maximum value as in a 
form of rewards [22].  
Primarily, in each iteration the agent is to be changed its current states s, s∈S and is 
to select a specified action a, a∈A. During the state changes the actor also is able to 
receive some reward signal with value r, r∈R. In these iterations, in order to get a 
useful experience in regards to states, agent, the transition and reward values, the 
agent demands best action and the system evaluation corresponding to the learning 
procedure [22, 23]. 
An effective approach for the reinforcement learning usage is the temporal differ-
ence technique [24]. It doesn’t involve the environment model of learning and is able 
to evaluate the additive calculation with high efficiency.  
This approach operates with the agent which is everting to evaluate the value func-
tion on the base of getting the step-by-step reward and the defined reward for the 
further object’s state which it obtains.  
In this point of view, the most useful and simple method is the Q-learning ap-
proach [24, 25]. It employs the background information received from object’s state 
in the environment, and renews such information about its state in a special Q table. 
Such table presents the set of pairs - the state S and action a, and contains Q(S, a) for 
each pair. In addition, it involves information concerning each object’s state changes 
from St to St+1, and the reward value rt+1, renews the Q table according to formula: 
 Q(St, at) = Q(St, at) + α[rt+1 + γ maxa Q(St+1, at) − Q(St, at)].  (2) 
It means, that whether the agent is selecting the specified action a being in the 
specified state S and further is changing it to state S′, it is obtaining the maximum Q 
value of next state. 
The employment of the reinforcement learning enables the spyware detection via 
the usage of the feedback of the reward obtaining, which is able to present data in a 
form, that enables a high efficiency identification [24]. 
Spyware detection technique based on reinforcement learning operates with m 
specified research object’s states – the set of variants of the API functions, that per-
form malicious activity. Thus, the set of research object’s states can be presented as  
S={Si, | i = 1, m}. 
In this case, object’s states present the properties of the Markov chains, so it con-
tains the state’s information corresponding to the past and the present, and it is im-
portant for the training procedure. 
In order to perform spyware detection, the technique has to identify n actions – the 
changes concerning executable.  
In the approach we deal with the different categories API calls used for the spy-
ware execution in the computer system: 
1. Registry (registry manipulation for spyware installation, activation, stealth func-
tioning etc). 
2. Network management (managing the network related commands). 
3. Memory management (managing the system memory for its hiding, temporary 
presence in the system etc). 
4. File i/o (file management with stolen information). 
5. Socket (socket related commands). 
6. Processes and threads (operations with registers, threads for executing main spy-
ware functioning). 
7. Dynamically linked libraries (dll manipulations). 
After the agent has chosen the action it had obtained an answer from the environment 
- reward or punishment. It is a of the environment’s feedback corresponded with the 
mentioned system action. 
Reinforcement learning deals with quality function. It is the presentation of the op-
timal action’s state value, correlated with other actions’ states. The quality function 
value dependents on both the state’s and action’s values, e.g. Q(s, a) demonstrates the 
Q(s1,a2) the optimal action’s state value of action a2 in the state s1. 
Based on the quality function it's chosen the optimal action’s state value concern-
ing the current state, which is used for the learning process. 
Employing the reinforcement learning as the approach to the spyware detection, let 
us define the correspondence between its notions (environment, action, reward and 
agent) and spyware detection items.  
Let's assume the environment item as the representation of the system monitor, 
able to extract spyware’s features, which are to be analyzed. 
The result of the analysis is the conclusion about the spyware’s presence or ab-
sence in the computer system, and it is used for the reward definition. 
The reward approach in the reinforcement learning is able to categorize objects via 
supervised learning. It answers to agent a question in what way the learning process 
may move on concerning object’s actions.  
The mechanism of rewarding has to present the changes that the environment has 
executed subsequently the agent implements the action in the current state. Also. It 
demonstrates the achievement process to the target – maximum value of the detection 
efficiency.  
After that, the pair state/reward are sent to the agent. The agent obtains the set of 
features that may indicate the spyware’s presence and the reward and uses them for 
the system learning via Q-learning algorithm [26]. 
Algorithm 1 operates with the parameters α, which defines the learning speed. In 
practice, its optimal value is 0.1, is usually recommended for the learning rate, and we 
have used this value as well, and γ – the discount factor, which is used for the diver-
gence prevention with the value 0.9. The aim off learning is to achieve the optimal 
action’s quality value Qmax(s′,a′) for the new system’s states.  
The situation, when the agent has achieved needed values, that is object is the spy-
ware on benign. While these values haven’t achieved, the algorithm is repeated, oth-
erwise it is terminated.  
The Q-learning algorithm as a training tool involves the steps,  
1. Initialization of the Q(A, s) value to zero for all states and actions. 
2. Obtaining of the system’s current state. 
3. Choosing procedure for the object’s action on the base of algorithm. 
4. The object action performance and gathering of the information via monitoring and 
obtaining the rewards concerning this object’s action. 
5. The obtaining of the new system state (S') caused by the object’s action perfor-
mance. 
6. The evaluation of the values Q (A, s) using formula: 
 Q(St, at )=Q(St,at )+α[r(t+1)+γ maxa (Q(S(t+1),a_t )-Q(St,at))],  (3) 
where α=[0,1] is the learning rate. 
The scheme of the spyware detection process using the reinforcement learning 
functioning is presented in Fig.1. 
 
 
Fig. 1. The scheme of the spyware detection process using the reinforcement learning 
4 Experiments 
In order to assess the efficiency of the proposed technique a number of experi-
ments were carried out. For the purpose of the classifier training, the API call se-
quence of spyware samples and benign application from dataset [27, 28] were used. 
The training dataset included 16350 malicious samples and 14571 benign samples. 
All malicious samples were divided into 6 spyware classes: adware, keyloggers, in-
fostealers, red shell spyware, tracking cookies, rootkits.  
In order to determine effectiveness of the proposed spyware detection technique 
17231 spyware samples from evaluation dataset [29-32] were employed. Also, the test 
data contained 16298 samples of benign applications. 
The experimental results were estimated using standard detection metrics [33-40]: 
sensitivity (SN); specificity (SP); overall accuracy (E); True Positives (TP); True 
Negatives (TN);  False Positives (FP); False Negatives (FN). 
 SN =TP/(TP + FN), SP =TN/ (TN + FP), E=(TP + TN)/(TP + TN + FP + FN)  (4) 
Distribution of the malicious samples that involved the experiments by spyware 
classes and results of experiments are presented in the Table 1. 
The experimental results show that usage of the reinforcement learning demon-
strated ability to detect spyware with the efficiency in the range of 95,63 to 99,05% 
with the false positives in the range of 0,02 to 0,28%.  
 

















% TP FN TN FP 
adware 2419 2954 58 2872 7 98,07 99,76 98,90 
keyloggers 2693 2852 62 2639 4 97,87 99,85 98,81 
infostealers 2874 2937 41 2597 12 98,62 99,54 99,05 
red shell 
spyware 2941 3002 39 2853 36 98,72 98,75 98,74 
tracking 
cookies 2745 2787 24 2739 47 99,15 98,31 98,73 
rootkits 2678 2699 211 2598 31 92,75 98,82 95,63 
Total  




The work presents the technique for the spyware detection method in computer 
systems that provides a principle of proactivity and is based on mechanisms of ma-
chine learning with the reinforcement. The suggested method of spyware detection 
uses software behavior analysis in computer systems. The suggested method involves 
the computer systems monitoring concerning the software, operates with the behavior. 
Experimental research demonstrated a promising result of the detection ability of 
the proposed approach, while the false positives rate is low.  
The further work may be devoted to the development of the techniques that in-
volve other machine learning algorithms and spyware features analysis. 
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