We establish the existence of global weak solutions to the initial value problem for a nonlinear variational wave equation u tt − c (u) (c(u) 
Introduction
In this paper, we study the existence and regularity properties of weak solutions to the following nonlinear wave equation One motivation for study (1.1) comes from liquid crystals. We give a brief explanation of how the equation arises in that context. For further details, see [6, 8, 9] , and [14] . See [22] for modeling long waves on a dipole chain and [7] for another field. The mean orientation of the molecules in a nematic liquid crystal is described by a director field of unit vectors, n ∈ S 2 . We consider a regime in which inertia effects dominate viscosity. The propagation of orientation waves in the director field is then modeled by a constrained variational principle δ n t · n t − W (n, ∇n) dx dt = 0, n · n = 1,
where W is the Oseen-Franck potential energy density, W (n, ∇n) = α n × (n × n) 2 + β(∇ · n) 2 + γ (n · ∇ × n) 2 .
This potential energy is determined (up to a null Lagrangian) by the requirement that it is invariant under reflection n → −n and under simultaneous rotations of the spatial variables and the director field. The positive constants α, β, γ are elastic constants of the liquid crystal. A commonly used special case is the one-constant approximation in which α = β = γ . The potential energy density then reduces to W (n, ∇n) = α|∇n| 2 .
The associate variational problem is identical to the variational problem for wave maps from (1 + 3)-dimensional Minkowski space into two sphere. The simplest class of solutions for the orientational waves in a liquid crystal consists of planar deformations depending on a single space variable. The director field then has the special form n = cos u(t, x)e x + sin u(t, x)e y .
Here, the dependent variable u measures the angle of the director field to the x-direction, e x and e y are coordinate vectors in the x and y directions, respectively. In this case, the variational principle for n reduces to the Euler-Lagrange equation for this variational principle is (1.1). In the wave map case, we have α = β, and Eq. (1.1) reduces to the standard linear wave equation. We point out that, early in the study of (1.1), Hunter and Saxton [8] derived an asymptotic equation
for (1.1) via weakly nonlinear geometric optics. The global existence and uniqueness of solutions to the Cauchy problem is fairly complete, see [8, 9] and the authors' [19] . The study of (1.3) has been very beneficial for both the blow-up result [5] and the current global existence result for the wave Eq. (1.1).
In [5] , Glassey, Hunter, and Zheng have shown that singularities can form from smooth data for Eq. (1.1). When c (·) is of a single sign, some partial existence results are given in [18, 20] and [21] . In [18] , the authors prove the global existence of weak rarefactive solutions to (1.1) under the conditions c (·) 0, R 0 0, S 0 0, (R 0 , S 0 ) ∈ L p (R), p > 3. The notations here are that R and S are the Riemann invariants, see below. If the condition c (·) 0 is strengthed to c (·) > 0, then the condition p > 3 can be relaxed to p = 2. If, in addition, the initial data u 0 ∈ H k+1 (R), u 1 ∈ H k (R) for some k 1, then the solutions are in the same regularity class. In [20] , the condition R 0 0 is removed for the global existence of weak solutions. And in [21] , we completely remove the conditions that R 0 0, S 0 0, but with
, in the proof of the global existence of weak solutions to (1.1).
In this paper, we establish the global existence of weak solutions for (1.1) for the wave speed c(u) satisfying c (·) 0 and c (u 0 (·)) > 0, and general initial data
The difficulty is that the potential oscillations, in terms of DiPerna and Majda [2] , get amplified unboundedly by quadratic growth terms of the equation, and the possible concentrations in the approximate solutions. We use the generalized compensated compactness ( [4] or [16] ), the latest development in the L p Young measure method of Lions [13] and Joly, Metivier and Rauch [11] , the renormalization method in [1] , and the techniques used in our paper [21] to treat the oscillations. We obtain high regularity for the space derivative of the wave amplitude ∂ x u away from c (u) = 0, which is the corresponding version of a Strichartz type inequality for wave equations with constant wave speed, to control the possible concentrations.
Before we present our main result, let us first give the following definition. Our notations are R + = (0, ∞), Lip stands for Lipschitz, and
With the above notations, we can also write (1.1) in the following form:
(1.5) Definition 1.1. We call u(t, x) an admissible weak solution of (1.1) if
, and
(3) (The entropy condition) For any (t 0 , x 0 ) with t 0 > 0, there always exists a positive constant M(t 0 , x 0 ) such that
We shall always assume that there exist two positive constant C 1 , C 1 such that
for some positive constants M l . 
where Ω is a small neighborhood of any point (t, x) ∈ R + × R at which c (u(t, x)) = 0, and C Ω,p is a positive constant which depends only on Ω, p, u 0 H 1 , and u 1 L 2 . 
(1.11)
But here as the initial data (R 0 , S 0 ) ∈ L 2 (R), the entropy condition (1.8) is not enough to prove this result for (1.11). Actually we do not even know that (1.11) has solutions Φ
Remark 1.3. Motivated by [9] and [19] , we point out that we expect multiple weak solution to problem (1.1). Our weak solutions in Theorem 1.1 are solutions of the dissipative type, because the entropy condition (1.8) guarantees that: On almost all the blow-up points (τ, y), R(t, x) → +∞ as (t, x) → (τ, y), and similarly for S. But in the construction of the conservative weak solutions to (1.3) (see [9] ), v(t, x) → −∞ as t → τ − and v(t, x) → +∞ as t → τ +, if τ is the blow-up time of the solution. We plan to explore the uniqueness issue in future work.
In the following, we will try to present our proof as general as we can. Actually only one step in the proof of Theorem 1.1 uses the assumptions that c (·) 0 and c (u 0 (·)) > 0. We will point the step later (see Remark 3.1).
Approximate solutions and uniform estimates
Similar to [19] [20] [21] , let us define for ε > 0
Let us also use the notation ζ + := max(0, ζ ) and ζ − := min(0, ζ ). We now define the approximate solution sequence by the equations Lemma 2.1 (Solution of (2.2) with smooth data).
, which satisfies the energy inequalities
where Proof. It is standard to prove the local existence of Lipschitz solutions to (2.2) with smooth initial data. Now, we let T * be the life span of a Lipschitz solution to (2.2). It can be proved exactly as that in the proof of Lemma 6 of [18] 
Moreover, if we introduce the plus and minus characteristics
Hence, in order to establish the global existence, it suffices to show that
We establish the estimates (2.3), (2.4), (2.6) for 0 t < T * . Multiplying the first equation of (2.2) with R(t, x), we find
Similarly, we find
Adding (2.8) and (2.9), we find
By integrating (2.10) over R with respect to x, we deduce (2.3) and (2.4). Integrating (2.10) over the characteristic
) in order to utilize the asymmetry in the chop-off of the equations. If t 0 = 0, then for t ∈ [0, t 1 ), we have 12) which directly implies that
we can repeat the above procedure to yield the same lower bound for R(t, Φ − t (x)) for 0 t < T * . Since the solution (R, S, u) is sufficiently smooth, this implies that
We have similarly obtain from (2.2) that
Thus, by repeating the proof of (2.14), we can prove
Similarly, we can obtain an ε-dependent bound for S. This completes the proof of Lemma 2.1. 2
Now we can see from Lions-Aubin's Lemma, see Lemma 3 of [18] for details, that there exists a subsequence of the approximate solutions {u ε } which converges in the maximum norm on any compact domain of the upper half plane to a continuous function u(t, x):
We can use the continuity of u(t, x) and c (u) to obtain uniform estimates on
and
where Ω is a small neighborhood of any point (t, x) at which c (u(t, x)) = 0, α ∈ (0, 1), and C Ω,α is independent of ε.
Proof. We assume without loss of generality that
where d 2 is an even positive integer and d 1 an odd positive integer. We then multiply the first equation of (2.2) with R α (t, x) to yield
and regrouping, we have
Similarly we have for S: , x) ) c 0 . Using the uniform convergence of u ε , and the continuity of c , we can find a small neighborhood Ω 1 of (t, x) such that c (u ε (t, x)) c 0 /2 in Ω 1 for all sufficiently small ε. Next we take an arbitrary open subset Ω of Ω 1 with Ω ⊂ Ω 1 , and a cutoff function χ(t, x) ∈ C ∞ c (Ω 1 ) with χ(t, x) = 1 on Ω. Then multiplying χ to both sides of (2.18) and integrating the resulting identity over Ω, we use integration by parts and the energy bounds in Lemma 2.1 to obtain
Regrouping the integrand in (2.23), we obtain (2.19) by the definition of χ . 2
To prove the precompactness of the approximate solutions {R ε , S ε }, we need the following type of entropy condition for {R ε , S ε }:
Proof. Without loss of generality, we may assume that c (u(t
for all sufficiently small ε.
, the plus and minus 
Let us divide the equation by (R ε ) 2 and then integrate it over [t 1 , t] to obtain 
Similarly, we can prove 
Proof. For any compact subset C 1 of R, there exists a constant c 0 > 0 such that
Thus by (2.17), we find that for sufficiently small t 0 , there holds
Hence in particular, (2.24) and its proof imply that
where M 0 (t 0 ) depends only on the L 2 norm of (R 0 , S 0 ), t 0 , and c 0 . Then, (2.40) and a proof similar to that of (2.29) imply that
Now let us take a countable compact subsets C i such that
Then by a proof similar to that of (2.41), we can find for each i a constant M i (t 0 ) > 0, which depends only on the L 2 norm of (R 0 , S 0 ) and c 0 , such that
On the other hand, as (t, Φ ,− t (y)) can pass through any point in the upper half plane, for any (t,x) ∈ (t 0 , ∞) × R, we can always find a neighbourhood N (t,x) such that every point of N (t,x) can be reached by a characteristic curve (t, Φ ,− t (y)) starting from y ∈ C i for some fixed i. Hence by (2.42), we have R (t, x) −M i (t 0 ), (t, x) ∈ N (t,x).
(2.43) Similar argument for S yields a similar inequality as (2.43) for S . The proof of the lemma is complete. 2
Precompactness
Let j ε (x) be the standard Friedrichs' mollifier, and χ (x) = χ( x ) with χ(x) ∈ C ∞ c (R) and χ(x) = 1 around x = 0. We denote R ε 0 = (R 0 χ ) * j ε and S ε 0 = (S 0 χ ) * j ε . Then by Lemma 2.1, problem (2.2) has a global smooth solution (R ε , S ε , u ε ) with the initial data (R ε 0 , S ε 0 ). Moreover, we have
We shall also use energy estimate (2.6) and (2.19) in this new setting. We establish the precompactness of {(R ε , S ε , u ε )(t, x)} in this section. Next, for the convenience of the reader, we recall the following lemma (see Lemmas 9-10 of [18] ).
Lemma 3.1 (Time-distinguished Young measure [17,15,11,3]). There exist a subsequence of the solution sequence {R ε (t, x), S ε (t, x)}, which we still denote by {R ε (t, x), S ε (t, x)} for convenience, and three families of Young measures ν 1 tx (ξ ) on R, ν 2 tx (η) on R, and µ tx (ξ, η) on R 2 , such that for all continuous functions f (λ)
∈ C ∞ c (R), ψ(x) ∈ C ∞ c (R), g(ξ, η) ∈ C ∞ (R 2 ) with g(ξ, η) = o((|ξ | + |η|) p ) as |ξ | + |η| → ∞ for some p < 2, and ϕ(t, x) ∈ C ∞ c (R + × R), there hold lim ε→0 R f R ε (t, x) ψ(x) dx = R×R f (ξ)ψ(x) dν 1 tx (ξ ) dx, lim ε→0 R f S ε (t, x) ψ(x) dx = R×R f (η)ψ(x) dν 2 tx (η) dx,(3.
2)
uniformly in every compact subset of [0, ∞), and
Moreover,
4)
Furthermore, by Proposition 3.1.3 of [11] and Lemma 3.1, we find that
We remark that (3.5) implies directly that
in the sense of distributions. Glassey, Hunter and Zheng [6] have derived (3.7) by applying the div-curl lemma for a sequence of energy conservative weak solutions {u ε (t, x)} of (1.1), assuming that {u ε (t, x)} is uniformly bounded in W 1,p (R + × R) for some p > 2. Here we have provided a local version of this uniform estimate, but we do not need the energy conservation assumption for the approximate solutions. We shall use the notation
Thus, (R, S) represents the weak star limit of {R
With the above preparation, we can now establish the precompactness of {R ε , S ε }.
Lemma 3.2 (Precompactness of {(R ε , S ε )}). Let c (·) 0, c (u 0 (·)) > 0, and (R
Proof. Since the proof of ν 1 tx (ξ ) = δ R(t,x) (ξ ) is the same as that of ν 2 tx (η) = δ S(t,x) (η), we present only the proof for the former.
The idea is to derive an evolution equation (inequality) for the quantity R 2 − R 2 , so that it is zero for all positive time if it is zero at time zero which is true in our case. In the derivation of the evolution equation we need to cut off desired multipliers and mollify various equations that are true only in the weak sense. We will present the proof of Theorem 1.1 as general as we can. The assumptions that c (·) 0 and c (u 0 (·)) > 0 will only be used in step 6.
Step 1. Derivation of the equation for R. We write the first equation of (2.2) in the form
We claim that there holds in the sense of distributions
The claim will follow from Lemma 3.1 and estimate (2.19) . At a point (t, x) where c (u(t, x)) = 0, we assume without loss of generality that c (u(t, x)) > 0. We take a neighborhood Ω of (t, x) where c (u ε (t, x)) > M 0 > 0 for all small ε > 0. We take a smooth cut-off function ψ(ξ ) with ψ(ξ ) = 1 for |ξ | 1 and supp ψ ⊂ {ξ | |ξ | 2}. Then, by (2.19), we have 
By summing up (3.6), (3.10), (3.11) and Lebesgue Dominated Convergence Theorem as k → ∞, we find
A similar proof yields that
It follows from (3.12) and (3.13) that Claim (3.9) holds for all test functions ϕ ∈ C ∞ c (Ω (t, x) ). , x) )| a} is a compact subset of G, it can be covered by a finite union of Ω(t i , x i ), i = 1, . . . , N. By basic topology, we can take a partition of unity subordinate to
Now let us denote G := {(t, x), c (u(t, x)) = 0}. For any (t, x) ∈ G, let us denote Ω(t, x) a neighborhood of (t, x) such that (3.9) holds for all test functions ϕ ∈ C ∞ c (Ω(t, x)). Then for any test function ϕ(t, x) ∈ C ∞ c (R + ×R) and any a > 0, as H = supp ϕ ∩ {(t, x)|c (u(t
Next, let us decompose the left-hand side of (3.9) in the following form: 14) and 15) and trivially by (3.1), we have
By summing up (3.14)-(3.16), we take ε → 0 then a → 0 in (3.14), we prove claim (3.9). Now, from (2.4), we find easily that
Thus, again by (3.5)-(3.6), (3.9), and (3.17), we have
Step 2. Cut-off of (R ε ) 2 .
Similarly to [19] , let us define for λ > 0
We multiply the first equation of (2.2) with T λ (R ε ) to obtain
By Lemma 3.1, a similar proof of (3.9) and (3.17), we find that
Taking ε → 0 in (3.19), we obtain
Step 3. Cut-off of R 2 .
Convolving (3.18) with the standard Friedrichs' mollifier j ε , we find
where
. By DiPerna-Lions renormalization Lemma 2.3 of Lions [12] and Lebesgue Dominated Convergence Theorem in the time direction, we have γ ε → 0 in L 1 loc (R + × R) (or see Lemma 2.1 of [1] ). Again, we multiply (3.21) with T λ (R ε ) to find
Taking ε → 0 in (3.22), we find
Step 4. Evolution equation for "R 2 − R 2 ".
By subtracting (3.23) from (3.20), we find
But, by the explicit structures of S λ (·) and T λ (·), we find
we have
Summing up (3.24)-(3.27), we find that
We comment that the term (T λ (R) − T λ (R))S 2 is difficult. We will use renormalization to handle it. The term
will be shown to be nonpositive. The remaining term of product in (3.28) is not hard. In step 5 we do some preparation for handling the two difficult terms.
Step 5a. An inequality. We claim that
In fact, by Cauchy inequality, we have
Using the identities
we then by (3.33) have
where in the last step of the above we used the fact that (R − λ)| R λ is a convex function and (R + λ)| R −λ is a concave function. This proves (3.30).
Step 5b. A convergence. We shall need the almost everywhere convergence:
as λ → ∞. We first have by Cauchy-Schwarz inequality that
This together with (3.6) yield that
Similarly, we can prove that
Then by the triangle inequality, we obtain
Step 5c. Another inequality. Let (t 0 , x 0 ) ∈ R + × R such that c (u(t 0 , x 0 )) > 0, we claim that there is a neighborhood N (t 0 , x 0 ) of (t 0 , x 0 ) and some positive constant M(t 0 , x 0 ) such that whenever λ M(t 0 , x 0 ), the term G λ defined in (3.29) satisfies
In fact, by Lemma 2.3, we find that there is a smaller neighborhood N (t 0 , x 0 ) of (t 0 , x 0 ) and some positive constant
Thus by taking λ > M(t 0 , x 0 ) in the above, we find
which is a concave function. Trivially, there holds
Summing up (3.36)-(3.39), we prove (3.35). Exactly similarly to the proof of (3.35), we can prove that (3.35) still holds when c (u(t 0 , x 0 )) < 0.
Step 6a. Renormalization.
We let f λ (t,
Thus by DiPernaLions folklore Lemma 2.3 (Lions [12] ) and Lebesgue Dominated Convergence Theorem in the time direction again, we have
where f ε λ (t, x) := R f λ (t, y)j ε (x − y) dy and γ ε → 0 in L 1 loc (R + × R). For any η > 0, we multiply the above equation (3.40) with
By taking ε → 0 in (3.41), we find
Moreover, by (3.30), we find that
Thus, by (3.34) and Lebesgue Dominated Convergence Theorem, we find for any T > 0 that
Trivially, by (3.6) and Lebesgue Dominated Convergence Theorem, we have
Moreover, by summing up (3.42) with (3.43), we find that:
) with respect to λ and η for all T > 0. Thus by a diagonal process for T , we can find two sequences, {λ i }, {η j }, with λ i → ∞, η j → 0 as i, j → ∞, such that for all T > 0, there holds
in the sense of distributions as i → ∞, j → ∞. Thus by summing up (3.42)-(3.46), taking λ = λ i , η = η j in (3.42), and let i → ∞, then j → ∞, we find
Step 6b. Nonpositivity of G. Now let us assume that c (·) 0 and c (u 0 (·)) > 0. By Lemma 2.4 and a similar proof of (3.35), for any small enough t 0 and any (t,x) ∈ R + × R witht > t 0 , there is a neighborhood N (t,x) such that (3.35) holds for λ > M. Thus for all test function 0 ϕ ∈ C ∞ c (N (t,x) ), we have 
Step 6c. Re-renormalization. Notice that 
where 0 g ε (t, x) := g(t, y)j ε (x − y) dy and γ ε (t, x) → 0 in L 1 loc (R + × R). On the other hand, parallel to the proof of (3.18), we can prove that Step 6d. The precompactness.
Firstly by the definition of g(t, x), we have g(t, x) ∈ L ∞ (R + , L 2 (R)). So, if we take φ(x) ∈ C ∞ c (R) with φ(x) = 1 for |x| 1 and φ(x) = 0 for |x| > 2, then c −1/2 gφ( x n ) ∈ L ∞ (R + , L 1 (R)). We note then that almost all t ∈ R is a Lebesgue point of R (c −1/2 (u)g)(t, x)φ( x n ) dx. By the energy inequality (3.1) and the proof of (6.39) in [18] , which imply that Furthermore, motivated by [10] and [13] , let us taket to be one of its Lebesgue point of R (c −1/2 (u)g)(t, x) × φ( Taking δ → 0 in (3.59) and using (3.58), we find
which together Fatou's Lemma yields that hold in the sense of distributions. Summing up the two equations of (3.63) and using (3.62), we find that there holds (1.7). Moreover, by (3.1) and (3.62), there holds (1.6). By (2.19) and (3.53), there holds (1.10). This completes the proof of Theorem 1.1. 2
