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Symbols and abbreviations
Symbols
θ azimuth, horizontal angle
δ elevation, vertical angle
= corresponds to
x arithmetic mean (average)
σ standard deviation
Abbreviations
AEF auditory-evoked field
AEP auditory-evoked potential
ANOVA analysis of variance
EEG electroencephalography
EOG electrooculogram
ERF event-related field
ERP event-related potential
fMRI functional magnetic resonance imaging
HPI head position indicator
HRTF head-related transfer function
ILD interaural level difference
ISI interstimulus interval
ITD interaural time difference
MEG magnetoencephalography
N1 the largest negative deviation of the ERP
N1m the magnetic counterpart of the N1
Nd(m) negative difference
PET positron emission tomography
PN(m) processing negativity
SNR signal-to-noise ratio
SQUID superconducting quantum interference device
1 Introduction
Compared to vision and touch, the processing of spatial information is not a trivial
task for the human auditory system. In vision, the image of the world is depicted
on the retina, and the spatial relations of the objects that we are looking at are
readily available for the neurons connected to the retina. Similarly to vision, the
spatial information of an object causing, for example, pain in the skin is available
for the neurons having touch receptors in the painful area. For audition, however,
the neurons in the inner ear are specialized in processing the frequencies of sounds
rather than determining the direction of a sound source. The ability to determine
the location of a sound source is, therefore, a result of complex computations based
on frequencies, and the intensity and the time differences between the two ears.
Previous studies on spatial processing in human and primate auditory cortices
have found evidence that sound source locations are coded with the relative activity
of two opponent populations of neurons: one activated by sounds coming from the
left and the other by those coming from the right hemifield [1, 2]. This is known
as the population rate code of auditory space [2]. The code was first found in the
monkey auditory cortex by using invasive brain imaging methods not applicable in
human subjects. Until recent years, there had been very few findings which would
have proved that the code actually exists also in the human auditory cortex. It
has been proposed that the differences in the level of activation between the two
populations of neurons are so small that the non-invasive brain imaging methods are
not able to detect them [1]. Proving the existence of the code has been challenging
also due to the fact that the auditory cortical neurons that code the auditory space
seem to be intermingled rather than clustered together. Current non-invasive brain
imaging methods are not able to detect the activity of individual neurons but rather
the combined activity of a group of neurons.
In a recent magnetoencephalography study [2], the existence of the population
rate code in human auditory cortex was successfully revealed by using the stimulus-
specific adaptation paradigm, introduced by Robert A. Butler in 1968 [3]. In this
paradigm, the level of neuronal adaptation to repeated sounds is used as an indi-
cator of how much the neuronal populations activated by the sounds overlap in the
cortex. It was found that two sounds, presented repeatedly in different locations,
caused less adaptation to the neural responses than sounds presented in the same lo-
cation, suggesting that the auditory cortical neurons are selective to different sound
locations [2].
Selective attention is a cognitive process that allows us to focus on relevant inputs
and ignore irrelevant ones. Selective attention can be either overt or covert. In overt
attention the sense organs (e.g., eyes) are directed toward the attended stimulus.
Covert attention, in contrast, means the ability of mentally focusing on a relevant
stimulus without changing the position of the sense organs.
It is well known that selective attention increases the neural activity in cortical
areas related to the attended modality (e.g., auditory, or visual cortices). Studies on
dichotic listening and auditory spatial attention have reported that selective atten-
tion has unimodal effects, enhancing the brain responses to the attended stimulus
2type. In dichotic listening experiments the subject was typically presented with
independent auditory streams simultaneously at both ears and asked to attend to
deviant sounds at one ear only (e.g., [4, 5]). It was found that the attended stimuli
received enhanced processing. Similar results were found in experiments studying
auditory spatial attention, suggesting that the stimuli presented at attended loca-
tions elicit larger responses than those occurring at unattended locations (e.g., [6]).
Selective attention can also have cross-modal (involving more than one sense)
effects on the processing of unattended auditory stimuli. Previous studies have pro-
vided evidence that directing attention to a specific location within vision or touch
increases the brain responses to the simultaneously presented auditory stimuli oc-
curring at that location, even if the auditory modality was unattended [7, 8]. Con-
tradicting findings have also been found, showing that the activity of the auditory
cortical neurons decreased when attention was directed toward another modality
[9, 10]. However, results of the suppressive effects of selective attention are contro-
versial, because the referenced experiments did not use auditory stimuli to assess
the unattended auditory modality.
The primary interest of this thesis was to investigate using the magnetoen-
cephalography whether visual spatial attention can modulate the neural coding
of sound source location (the population rate code) in the human auditory cor-
tex. Based on the knowledge from previous studies, the stimulus-specific adaptation
paradigm was chosen to reveal the population rate code of auditory space. To see
the possible modulation effects of visual spatial attention on this code, the subjects
were given a visual task that would direct their attention either to the left or to
the right side. In order to determine whether visually attending to the location of
the sound increases the brain responses elicited by the sounds, the subjects were
presented with task-irrelevant sounds that were asynchronous with the visual stim-
uli. The subjects were, thus, performing the visual task either in the same or in the
opposite side as the sounds while asked to ignore the sounds. The magnetic brain
responses elicited by the sounds were measured from the auditory cortical areas to
determine whether attending to the visual task modulates the population rate code
of auditory space.
32 Auditory Space Perception
The auditory system plays an important role for both humans and animals not
only in communication but also in localizing sound sources that surround us. The
ability to localize the direction from where a sound is coming helps us in seeking
and avoiding objects even when they are out of sight. It also helps us direct our
visual attention toward the appropriate direction. Human auditory system is based
on complex mechanisms and is capable of localizing sounds surprisingly accurately,
providing valuable information about the locations of objects and events. To give
insight into the mechanisms that the human auditory system employs to determine
the direction of a sound, the basics of sound localization will be explained first.
2.1 Coordinates for Sound Source Localization
The directions of sound sources in space are often defined by three planes that in-
tersect each other in the center of the head as illustrated in Figure 1 [11, 12]. The
horizontal plane can be defined roughly by the two ear canals and the tip of the
nose. The median plane bisects the head vertically through the nose and divides
the head in two equal parts (left and right). The frontal plane is perpendicular to
the previous two planes, and it intersects the entrances to the ear canals, dividing
the head vertically into anterior and posterior sections.
Figure 1: The direction of a sound source is defined by three planes (horizontal,
median and frontal) that are perpendicular to each other. The horizontal plane (solid
red line), intersects the entrances to the ear canals and divides the head horizontally
into upper and lower parts. The median plane (dashed blue line) bisects the head
vertically through the nose and divides the head in two equal parts. The frontal
plane (dashed green line) intersects the entrances to the ear canals, dividing the
head vertically into anterior and posterior sections. In addition to the planes, two
angular measures are defined: azimuth θ (the horizontal angle) and elevation δ (the
vertical angle).
4The direction of a sound source can now be specified by two angular measures:
azimuth θ and elevation δ. Azimuth, or the horizontal angle, is the angle produced
by the projection of a sound source onto the horizontal plane. It describes in degrees
(0–180◦) how much the sound source has rotated around the listener’s head. Azimuth
is 0◦ in front of the listener and 180◦ behind the listener. The angle increases
negatively for leftward directions and positively for rightward directions.
Elevation, or the vertical angle, is the angle produced by the projection of a sound
source onto the median plane. In other words, it is the angle between the sound
source and the horizontal plane. It describes how many degrees (0–90◦) the sound
source is above or below the horizontal plane. Elevation is positive for sound sources
that lie above the horizontal plane and negative for those below the horizontal plane.
For example, a sound source with 0◦ azimuth and 0◦ elevation lies directly in front
of the listener. A sound source with 90◦ azimuth and 0◦ elevation lies directly on
the right side of the listener. A sound source with 0◦ azimuth and 90◦ elevation lies
directly above the listener.
Human listeners perceive the direction of a sound source the most accurately
when the source is placed directly in front of them, that is, when azimuth is 0◦.
Errors in judgment of direction vary from 2◦ to 3.5◦ for sources in front [13]. When
the sound source is moved to the side of, or behind the listener, the direction is
estimated wrong even by 20◦. An error as high as 20◦ sounds big and it seems
that human auditory system does not perform as accurately at localizing objects
as vision. However, before making hasty comparisons between auditory and visual
systems, one should remember that vision covers only half (ca. 180◦) of the full
360◦ circle that auditory system is able to cover, and the biggest errors in auditory
localization occur for rear locations that are not even accessible for vision. Thus, the
auditory system covers actually a wider area than vision, even if not accurately for
all locations in space. In addition, one should keep in mind the physical properties
of the ear and how they differ from those of the eye.
The difference between ears and eyes in the accuracy of localizing objects orig-
inates from the physical properties of these two organs. The image of the visual
world is focused onto the surface of the retina by the optics of the eye. The neurons
connected to the retina have an instant access to the spatial information about the
objects that we see. An analogous way of processing the locations of sounds can-
not be found in the ear because the neuronal representation of hearing begins with
neurons in the ear that are specialized in processing frequencies of the sound rather
than in extracting information about the location of sound sources [13]. Thus, the
processing of the direction of a sound source has to be done in the brain by using
completely different approaches compared to those of vision. The auditory system
overcomes these challenges by making use of auditory cues, differences between the
signals reaching each ear.
52.2 Auditory Cues for Localization
Consider a sound approaching the listener in a free sound field, that is, when the
listener is not surrounded by walls or other hard objects that might reflect or diffract
sounds. Depending on the direction of the sound source the approaching sound has
to interact more or less with obstacles such as the listener’s head, pinnae, and
shoulders before reaching the eardrums. If the sound source is off to the side of the
listener, the sound will also have to travel longer to reach the farther ear. Each
obstacle modifies the frequency spectrum of an audio signal in a unique way and,
thus, the sound detected by the left ear and the sound detected by the right ear are
not identical. In addition, the distance delays the sound traveling to the farther ear
more compared to the nearer ear, making the sound reach the ears asynchronously.
These spectral and interaural differences are called auditory cues, and they are used
by the auditory system in determining the directions of sound sources.
Sound localization relies on binaural and monaural cues. Binaural cues involve
two ears, while monaural cues need only one ear. Binaural localization is based
on the comparison of an audio signal detected by the two ears, and it is the most
reliable way of localizing sound sources. To some extent it is also possible to localize
sounds with one ear only. [11]
2.2.1 Interaural Time Difference and Interaural Level Difference
Interaural time difference (ITD) is the difference in the arrival time of a sound at
each ear [11, 13]. Consider a sound coming from a sound source that is placed di-
rectly in front of the listener (Figure 2a). Since the sound source is at equal distance
from both ears, the sound reaches the ears simultaneously. There is no time differ-
ence between the two ears and, thus, the ITD is 0. Now, assume that the sound
source is moved closer to the right ear than to the left ear (Figure 2b). Since the
path from the source to the left ear is longer than the path to the right ear, the
sound reaches the left ear later resulting in a time difference between the two ears.
(a) (b)
Figure 2: (a) The sound coming from the sound source in front of the listener
reaches both ears simultaneously, and there is no time difference between the two
ears (ITD = 0). (b) The sound coming from the sound source on the right side
of the listener reaches the right ear before reaching the left ear. The sound signal
reaching the left ear is delayed in time, resulting in an interaural time difference.
6The ITD ranges from 0 to 690 µs depending on the location of the sound source.
As stated above, the ITD is 0 for sound sources that lie directly in front of the
listener. In fact, the ITD is 0 at any point on the median plane, because points on
that plane are always at equal distance from the ears. When the sound source is
moved more to the sides of the listener, the ITD increases, reaching its maximum
value directly on the left and on the right side of the listener (azimuth is −90◦ or 90◦
and elevation is 0◦). The value of the ITD decreases again when the source is moved
from the side toward the back of the listener. Since the ITD varies as a function of
sound source position, it can be used as an auditory cue to determine the direction
of a sound source. [11]
The other binaural cue, the interaural level difference (ILD), is the difference
in sound pressure level of a sound reaching the two ears. When not specified in
decibels, it is referred to as interaural intensity difference (IID). ILD is not constant
for all frequencies. Low-frequency sounds stay mostly unaffected by the listener’s
head because their wavelengths are longer than the dimensions of the head, as shown
in Figure 3a. This is due to the diffraction of the sound which allows the sound
waves to ’bend’ around the listener’s head. Frequencies that are low enough to pass
the head unaffectedly are approximately equally intense at each ear. [11, 13]
However, the head casts an acoustic shadow for high-frequency sounds that have
equal or shorter wavelengths compared to the dimensions of the head, preventing the
sound waves from reaching the shadowed area (Figure 3b). High-frequency sounds
do not get as close to the ear on the shadowed side as they do on the other side
of the head. Higher frequencies attenuate at the shadowed ear and are, therefore,
perceived less intense than on the opposite side of the head. [11, 13]
(a) (b)
Figure 3: (a) Low-frequency sounds pass the listener’s head unaffectedly. (b) High-
frequency sounds are blocked by the listener’s head, resulting in an acoustic shadow.
In the shadowed area high frequencies are less intense compared to those on the right
side of the head. The arrow indicates the direction of an incoming sound.
Like ITD, ILD is 0 when the sound source is directly in front of, behind, or
above (or, less likely, directly below) the listener. This has to do with the nearly
symmetric shape of the head and pinnae; when the paths from the sound source to
the eardrums of the listener are nearly symmetric, differences in the levels of the
7incoming sounds are inevitably nonexistent. For low-frequency sounds (< 500 Hz)
the ILD is negligible, but it can be as large as 20 dB for higher frequencies. [11]
The theory behind ITD and ILD assumes that the head is a sphere with no
external ears or asymmetry. Thus, there are several points in the coordinate sys-
tem around the listener’s head where both ITD and ILD are identical and cannot,
therefore, be used to determine the direction of a sound source. When these points
are mapped into the coordinate system, they form a cone that has its apex at the
ear of the listener (Figure 4). This cone is called the cone of confusion. All sounds
placed on the surface of this cone have the same ITD and ILD, so their locations
cannot be distinguished. [11]
Figure 4: Cone of confusion. ITD and ILD are identical at all points on the surface of
the cone. The locations of the sound sources placed on this surface cannot, therefore,
be distinguished based on the interaural difference cues.
In summary, ITD is an important binaural cue in localizing sounds at low fre-
quencies, while ILD provides more accurate information at high frequencies. The
idea that the auditory system uses ITD at low frequencies and ILD at high fre-
quencies to determine the direction of a sound source is often referred to as duplex
theory, proposed by Lord Rayleigh in the beginning of the 20th century. It does
not, however, explain how the auditory system discriminates the front-versus-back
locations, the directions on the surface of the cone of confusion, or the elevation of
the sound. [14, 11]
2.2.2 Spectral Cues
The two binaural cues, ITD and ILD, are useful for the auditory system especially
in determining the azimuth of a sound source. However, they are not enough for
determining the elevation of a sound source. For instance, for sounds located in
front of or behind the listener (0◦ or 180◦ azimuth), both ITD and ILD are zero
regardless of the elevation angle. This happens because the paths from the sound
source to each ear are equally long when the sound source is at any point on the
median plane (Figure 1, dashed blue line). To obtain more accurate information
about the elevation of a sound source, the auditory system relies mostly on spectral
cues. Spectral cues also help to resolve the direction of the sound source on the
surface of the cone of confusion.
Spectral cues are changes in the spectrum of an incoming sound, created by
diffraction and reflection of a sound by the listener’s head, pinnae and shoulders.
8The interaction with the head, pinnae and shoulders causes the intensity of some
frequencies to decrease and others to enhance. High frequencies (especially > 6 kHz)
that have short wavelengths relative to the size of the listener’s head are influenced
by the head and especially by the small folds of the pinnae. Low frequencies are
affected mostly by the shoulders of the listener. [11, 13]
The spectrum of a sound at the eardrums of the listener is unique for all directions
of sound sources, because every combination of azimuth and elevation makes the
sound reflect and diffract from the pinnae in a different way. Since the spectrum
changes systematically as a function of the location of a sound source, spectral
changes, or spectral cues, can be used by the auditory system in determining the
direction of a sound source also when ITD and ILD yield unambiguous cues. [11]
2.3 Head-Related Transfer Function
The combination of the effects of ITD, ILD, and spectral cues on a sound com-
ing from any given angle can be modeled with the head-related transfer function
(HRTF). It is the Fourier transform of the head-related impulse response (HRIR)
from the sound source to the eardrum, and it describes how the sound at the lis-
tener’s eardrums has changed compared to the original sound. Since the size and
the shape of the head and pinnae vary between individuals, the HRTF for a specific
angle is slightly different for every listener. [11]
dummy head
and torso
360°
loudspeaker
microphones
in both ears
rotatable stand
adjustable
stand
(a)
(b)
loudspeaker azimuth −90°
loudspeaker elevation 0°
loudspeaker
loudspeaker azimuth 0°
loudspeaker elevation 0°
horizontal
plane
Figure 5: (a) HRTFs can be measured in an anechoic chamber using a dummy head
and torso placed on a rotatable stand. Miniature microphones are placed at the ear
canals of the dummy head. A full range of HRTFs for any elevation can now be
recorded by playing sounds from the loudspeaker (adjusted to the desired height)
and by rotating the dummy head in desired increments until the full circle (360◦) of
HRTFs has been measured. (b) An example of measuring the HRTFs at elevation 0◦
for azimuth 0◦ (left) and azimuth −90◦ (right).
9HRTFs can be measured in an anechoic chamber with small microphones placed
at the entrances of the listener’s ear canals. Sounds are then played from loudspeak-
ers located at different angles around the listener’s head. The recordings result in
HRTF pairs (for left and right ears) for each recorded angle. Even though there
is variation in the shape and the size of the pinnae between individuals, HRTFs
are often measured with a dummy head, an artificial head and torso with pinnae
(Figure 5). Dummy head measurements yield fairly good HRTFs that can be used
to model the HRTFs of most listeners without having to measure them individually
for everybody. [15]
2.3.1 Spatial Sound Synthesis
For a sound presented over headphones, the interaural differences (ITD and ILD)
can be controlled accurately by simply adjusting the sound level and the delay
between the left and right channels (the two ears). However, the sound usually
lacks information about the shape of the listener’s head, pinnae and shoulders,
because it originates from the headphones and does not interact with the head,
pinnae or shoulders. Without these spectral cues needed for localizing the direction
of a sound source properly, the sound is perceived as having its origin within the
listener’s head rather than outside the head, typically somewhere along an imaginary
line connecting the two ears. This phenomenon is called lateralization, in contrast
to the term localization which refers to the more natural situation where the sound
can be perceived as coming from any direction. [11]
Since HRTFs contain all the information needed for proper sound localization,
they can be used to synthesize realistic 3D sound fields with spatial sounds that have
a direction [16]. Any monaural source sound can be converted into a spatial sound
by convolving it with the left and right HRTFs of the desired angle (Figure 6). The
convolved pair is then presented binaurally to the listener over headphones, resulting
in virtual spatial sound.
Convolution with
the right ear HRTF
Monaural sound
Convolution with
the left ear HRTF
Figure 6: The principle of synthesizing spatial sounds. The original monaural source
sound is convolved with the head-related transfer function (HRTF) pair of the de-
sired angle separately for the left and right ears. The resulting sounds are presented
binaurally to the listener over headphones.
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Synthesized spatial sounds have some limitations. If the source sound is con-
volved with HRTFs that were obtained from dummy head recordings or with HRTFs
designed for another person, the resulting 3D sound field may not be completely ide-
alistic for a particular listener. All directions may not be recognized correctly. This
is due to the differences between the shape of the listener’s head and the head the
HRTFs were designed for. However, the ability to localize sound sources correctly
in the horizontal plane (azimuthal angles) does not deteriorate significantly even
if non-individualized HRTFs, recorded either with a dummy head or with another
person’s head, were used [17]. Another problem related to the use of synthesized
spatial sounds arises when the listener moves their head. Head movements distort
the illusion of the 3D sound field, unless this is taken care of by constantly tracking
the head movements [18].
It is also possible to synthesize a 3D sound field with a pair of loudspeakers. In
this case a method called crosstalk cancellation must be used to prevent the un-
wanted signals from each loudspeaker from reaching the opposite ear. The problem
in using loudspeakers is, however, that the auditory 3D illusion can be perceived
only in a certain spot, called the sweet spot. Outside the sweet spot the illusion is
lost. [18]
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3 Functional Brain Imaging Techniques
Studying the functionality of the brain, the organ with billions of neurons, is a
challenging task. Single-unit recording that gives the most accurate information
about the firing of an individual neuron is a problematic recording method, because
it is invasive and requires surgical operations. It is not painful, because the brain
has no pain receptors, but it is potentially harmful to the brain. Therefore, it can
only be applied on experimental animals, or on humans during brain surgeries that
require single-unit recording due to medical reasons. Moreover, one cannot be sure
how well the activity of a single neuron represents the activity of larger populations
of neurons.
Several alternative, non-invasive brain imaging techniques have been developed
to make it possible to observe the living brain without surgeries, and to reveal the
activity in bigger neuronal populations than what single-unit recordings would allow.
Some of these imaging techniques are direct measures of the brain activity, while
others are indirect. Single-unit recording is a direct measure of the activity of a
neuron, as the electrode measures the firing of an individual neuron. [19]
Electroencephalography (EEG) was the first non-invasive imaging technique. Like
single-unit recording, EEG is a direct measure of neuronal activity. Unlike in single-
unit recording, EEG measures the electric fields generated by the neuronal activity
in the brain with electrodes that are placed on the scalp rather than inside the brain.
The temporal resolution of EEG is excellent, because the electrical activity can be
observed almost instantly. However, the spatial resolution is quite limited, because
it is difficult to precisely locate the active neurons. In addition, it is not possible to
measure the brain activity deep in the brain with EEG, because the electrodes will
only detect the activity close to the surface of the scalp. [19]
Indirect brain imaging techniques such as functional magnetic resonance imaging
(fMRI) and positron emission tomography (PET) provide better spatial resolution
than EEG, but their temporal resolution is limited. This is because these techniques
measure the brain activity indirectly, revealing the active areas by measuring the
changes in the cerebral blood flow and blood oxygenation. This is based on the
fact that the blood flow and the consumption of oxygen of active neurons increase.
However, these changes are slow, occurring after a delay, which is why the temporal
resolution of fMRI and PET is not good. [19]
None of the above recording methods can provide both temporally and spatially
high resolutions at the same time. Sometimes different recording methods are used
together to obtain the best aspects of certain techniques. There is, however, one
method that has excellent temporal resolution and better spatial resolution than the
EEG. This method is called magnetoencephalography.
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3.1 Magnetoencephalography (MEG)
Magnetoencephalography (MEG) is a non-invasive brain imaging technique that
measures the weak magnetic fields produced by the electrical activity of the neu-
rons in the brain. MEG is the magnetic counterpart of the EEG, representing the
magnetic fields produced by the brain rather than electric potentials. Like electric
potentials in EEG, magnetic fields in MEG reflect the activity in the brain directly.
[19, 20]
The temporal resolution of MEG is excellent (milliseconds). Similarly to EEG,
MEG cannot measure areas deep in the brain and, thus, cannot compete with the
spatial resolution of fMRI or PET, but its spatial resolution comes down to a few
millimeters, which makes it spatially more accurate than EEG. This is because
compared to electric fields, magnetic fields are less distorted by the resistance of the
skull and the tissues.
In MEG, the brain activity is recorded from outside the skull with a helmet-
shaped sensor array (Figure 7). The sensor array consists of superconducting quan-
tum interference devices (SQUID) that are used to detect the extremely weak mag-
netic fields produced by a group of neurons. The magnetic fields are generated as a
result of the changing electric currents in the neurons, much like the electric current
in a wire induces a magnetic field around the wire.
Figure 7: The helmet-shaped MEG measuring unit consists of dozens of super-
conducting quantum interference devices (SQUID) that are able to detect the weak
magnetic fields of the brain. Each SQUID is responsible for recording multiple MEG
channels. Image courtesy of Elekta.
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Magnetic fields generated by the brain are considerably weak, only a few pi-
coTeslas (1 pT = 10-12 T), or, as more commonly expressed, a few femtoTeslas per
centimeter (1 pT = 1000 fT = 10 fT/cm). The SQUID sensors are able to detect
these faint magnetic fields, but they will also pick up noise from the surrounding en-
vironment. That is why MEG is typically recorded in a magnetically shielded room,
which eliminates most of the magnetic fields of the environment. For example, the
magnetic field of the Earth alone is 108 times stronger (microTeslas, 1 µT = 10-6 T)
than the magnetic fields produced by the brain. However, the magnetic field of a
single neuron is too weak to be detected even with the extremely sensitive SQUIDs
and proper shielding. Therefore, each SQUID sensor within the MEG helmet mea-
sures actually a detectable combined magnetic field from a group of approximately
50 000 neurons. [19]
Despite the advantages, MEG also has some disadvantages compared to EEG.
First, since the electrical activity of a neuron generates a magnetic field perpendic-
ularly rather than in all directions around the neuron, only the neurons that are
parallel to the skull produce a magnetic field that can be observed outside the head.
Thus, MEG is able to detect only the magnetic fields generated by neurons (such
as pyramidal neurons) that are in the correct orientation in relation to the skull,
whereas EEG detects the electric currents of all neurons located near the scalp [19].
Second, the measuring equipment including the magnetically shielded room is ex-
pensive and cannot be moved around. That is one of the reasons why MEG is not
as widely available as EEG.
3.2 Event-Related Fields
Event-related field (ERF) is a brain response, a faint magnetic field recorded from
the scalp as a function of time, that is typically evoked by sensory, motor, or cog-
nitive events. It is the magnetic counterpart of the event-related potential (ERP),
the method used with the EEG. ERFs can provide valuable information about the
functionality of the brain, because the magnitude of the evoked response is linked
to the level of activity of the brain. Thus, ERFs allow us to study which brain areas
are affected by different stimuli and what the level and the timing of this evoked
brain activity is. [21, 22]
ERFs are relatively small in amplitude compared to the MEG signal, so they
cannot be observed from an ongoing MEG signal [21]. As explained in the previous
section, magnetic fields of the brain are extremely weak. If we present a stimulus to
a subject and observe the continuous MEG signal measured by one SQUID sensor,
we will see a graph that represents the current magnetic activity of the brain area
covered by that sensor (Figure 8). It is hard to detect an ERF in the signal, because
the neurons fire even when no stimuli are present. In addition, the SQUIDs are
extremely sensitive and they pick up noise, no matter how properly the recording
room was shielded from magnetic fluctuations of the environment.
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Figure 8: The helmet-shaped sensor array of the MEG device can consist of dozens
of superconducting quantum interference devices (SQUID), each of them being re-
sponsible for recording multiple MEG channels. Here, a single MEG channel is
shown. Due to noise and the background activity of the brain, no significant change
can be seen in the amplitude of the magnetic field after presenting the stimulus
(shaded area).
To make the small ERF responses visible, the activity of the brain is usually
measured in relation to some event, for example, a sound presented to the subject.
The same sound stimulus is typically repeated 100 times or more, and each time only
the relevant time window, the section of the signal (between, for instance, 100 ms
before and 500 ms after the stimulus onset) is analyzed (Figure 9a). Brain responses
to the stimulus that are within the selected time window are then averaged with
each other. Averaging makes the responses related to the stimulus emerge from the
background activity of the brain and also cancel out the noise, leaving the ERF
(Figure 9b). [21, 22]
ERFs that are evoked by auditory stimuli (auditory evoked fields, AEF ) have
typically a large component called the N1m (sometimes called the N100m according
to its typical latency), which occurs approximately 100 ms after the stimulus pre-
sentation (Figure 9b). For the ERP, an equivalent peak is called the N1 or N100.
N1m is usually the largest deviation in the amplitude of the response evoked by
an auditory stimulus and it is believed to reflect early sensory processes and the
allocation of neuronal resources. The amplitude of the N1m response can be mod-
ulated by various factors (physical parameters of the stimuli). For example, the
intensity, the location, and the presentation rate of the stimulus can affect the mag-
nitude of the amplitude [23, 2, 24]. Loud sounds, for example, elicit stronger N1m
peaks compared to quieter sounds. Also selective attention is known to modulate
the amplitude of the N1m [4].
The ERF has also other components, such as P1m and P2m, but they are less fre-
quently used in studies involving the MEG. Peaks that occur after N1m (ca. 100 ms)
but prior to 200 ms have been associated with late sensory and early perceptual pro-
cesses, while cognitive processes such as language and memory are thought to be
related to the peaks after 200 ms. The terminology of the ERF is derived from
ERPs in EEG studies, where P1 and P2 denote the first and the second positive
peaks of the ERP and N1 respectively the first negative peak. For the EEG the N1
peak is always negative, but for MEG it can be either negative or positive. [21, 22]
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Figure 9: (a) The same stimulus (e.g., a sound) is presented in several trials (up to
150 times) and the relevant time window is analyzed for each trial. (b) An event-
related field (ERF) is obtained by averaging brain responses to the stimulus over
150 trials within the stimulus-locked time window. The largest deviation occurring
approximately at 100 ms after stimulus onset is called the N1m.
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4 The Neuronal Representation of Auditory Space
As explained in Chapter 2, the human auditory system uses auditory cues such
as ITD, ILD and spectral cues to determine the direction of a sound source. The
neuronal representation of hearing begins with sensory neurons in the ear that are
specialized in processing frequencies of the sound signal. The auditory nerve carries
the signal from the inner ear to subcortical auditory nuclei and finally to the primary
auditory cortex, where the frequencies are represented tonotopically by neighboring
groups of neurons, much like the frequencies are represented in the basilar membrane
of the cochlea of the inner ear [13].
In vision and touch the spatial receptive fields of sensory neurons are mapped in
the primary cortices (primary visual cortex and primary somatosensory cortex) to-
pographically in the same manner as frequencies are represented in primary auditory
cortex. For example, if a certain area of the somatosensory cortex is stimulated, the
person can feel their hand being touched. However, the role of the auditory cortex
in extracting information about the locations of sound sources has been unclear, and
it seems that there are not specific areas in the auditory cortex for specific sound
locations. This is fundamentally different from other senses.
This chapter focuses on explaining how the auditory cortex participates in spa-
tial processing of auditory stimuli, how the neurons sensitive to auditory cues are
organized in the cortex, and how spatial location is encoded in the neuronal ac-
tivity. In addition, the challenges and solutions for studying spatial sensitivity are
discussed.
4.1 The Rate Code for Sound Azimuth in Monkey Auditory
Cortex
Primates, such as monkeys, are used in brain experiments to get an insight into the
functioning of the human brain. In a previous experiment, single-unit recordings
were conducted in monkeys to study whether the spatial information carried by a
sound signal is represented in the primary auditory cortex of monkeys [1]. Moreover,
responses of individual neurons to different azimuths were studied.
The spatial sensitivity of several left and right primary auditory cortical neurons
of three monkeys was measured while sounds with different azimuths were played
from loudspeakers located around the monkey’s head. The firing rates of individual
neurons occurring during the stimulus presentation were used as a metric of neural
activity. It was found that the spatial information carried by a sound signal is
represented in primary auditory cortex of monkeys, but not in the same way as the
spatial information of vision and touch are represented in the respective cortices.
Two different hypotheses for the neural coding of sound location in monkey
auditory cortex were proposed. First, sound locations could be encoded in accor-
dance with the place code hypothesis. In the place code hypothesis the neurons are
assumed to be tuned to narrow ranges of, e.g., azimuths. This means that each
neuron responds only to the auditory stimuli coming from a direction that falls in
the particular neuron’s narrow receptive field, i.e., within the range of sound az-
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imuths that the particular neuron is specialized in recognizing. This would resemble
the way vision and touch are represented in the respective primary cortices, with
the only exception that the neurons in primary auditory cortex are assumed to be
intermingled, rather than clustered together with similarly tuned neurons.
The second hypothesis proposed that sound locations could be encoded in ac-
cordance with the rate code hypothesis. The rate code hypothesis assumes that each
spatially sensitive cortical neuron is tuned to one of two possible wide ranges of az-
imuths: the left or the right hemifield. In addition, each neuron codes the azimuth
by firing at the fastest rate for auditory stimuli presented in the preferred hemifield
and gradually slower as the sound source is moved farther to the non-preferred hemi-
field (i.e., lateral locations in the non-preferred hemifield). Similarly to the place
code hypothesis, the rate code hypothesis assumes that the populations of neurons
with distinct tuning properties (left and right hemifields) are intermingled.
The study indicated that the spatial sensitivity of auditory cortical neurons most
closely resembled the rate code. All studied neurons within one hemisphere re-
sponded to nearly every sound location (all locations in both left and right hemi-
fields), but the majority were more tuned to contralateral sound locations (sounds
presented in the opposite hemifield) than ipsilateral sound locations (sounds pre-
sented in the same hemifield). This was seen also in the overall level of activity
(averaged firing rate) of all recorded neurons within each hemisphere: the level of
activity was higher for contralateral locations than for ipsilateral locations. How-
ever, the difference in the level of activity was not big (8–15%). It was also found
that the neurons were indeed intermingled and not clustered together like spatially
sensitive neurons are for other senses. Similar results have been found also in other
experiments investigating the monkey auditory cortex [25, 26].
4.2 Challenges in Studying Spatial Sensitivity in Human
Auditory Cortex
Studying the neuronal representation of sound source location in the human brain
in a single-neuron level is challenging, because the most accurate results would re-
quire single-unit recording which cannot be applied to humans (see Chapter 3). The
currently available non-invasive imaging techniques such as EEG, MEG, fMRI and
PET measure the combined activity of larger groups of neurons. The spatial reso-
lution of these imaging methods is not sufficient to detect the activity of individual
neurons.
Problems arise especially when similarly responding neurons are not organized
in clusters in the brain. First, the combined activation may not be straightforward
to interpret if the proportions and the levels of activation of the underlying two
populations of neurons are not known. Second, like in the study in monkeys, the
difference in the combined level of activation may be so small that it might not be
detectable with non-invasive imaging methods such as EEG and MEG [1]. This was
suggested to be the reason for why previous studies in humans have failed to detect
18
any difference in the amplitude of evoked potentials as a function of sound source
location. One solution to study the spatial sensitivity in human auditory cortex is
to use the stimulus-specific adaptation paradigm.
4.3 Stimulus-Specific Adaptation Paradigm
The stimulus-specific adaptation paradigm provides a framework for measuring the
brain responses (ERF and ERP) of two spatially overlapping populations of neurons
with non-invasive brain imaging methods such as MEG and EEG that measure the
combined activity of a group of neurons. In stimulus-specific adaptation neurons
are thought to habituate to identical, repeated stimuli, resulting in smaller brain
responses to the repeated stimulus, whereas novelty stimuli elicit larger brain re-
sponses. This paradigm has been used successfully in previous studies to measure
the effects of frequency, intensity and sound source location on the ERP and ERF
[27, 3, 2]. The paradigm is especially useful for studying the spatially sensitive au-
ditory cortical neurons, because, unlike in vision and touch, auditory neurons with
similar spatial receptive fields are not clustered together in the cortex [1, 2].
In a previous experiment, Butler used the stimulus-specific adaptation paradigm
to study with EEG how varying the sound stimulus frequency and intensity affect
the human vertex potential [27]. Two sound stimuli, a test stimulus and an in-
tervening stimulus, were used in his study. He discovered that when a sequence
of test stimuli was presented with occasionally occurring intervening stimuli, both
having similar physical characteristics (constant frequency and intensity), the N1
responses to the test stimulus attenuated. In contrast, when either the frequency or
the intensity of the intervening stimulus was changed, the N1 responses to the test
stimulus increased. Butler concluded that stimuli with similar physical characteris-
tics activated the same neural units. Thus, by sequentially presenting identical test
and intervening stimuli, the activated neural units habituated to the sounds, which
could be observed in attenuated N1 responses to the test stimulus. On the contrary,
sound stimuli with different properties activated different neural units. Therefore,
no habituation occurred and the N1 responses to the test stimulus remained strong.
In another experiment, Butler used the stimulus-specific adaptation paradigm
to study how the location of a sound source affected the N1 responses of the test
stimulus. He presented two sounds, a standard and a variable stimulus, sequentially
to the subject. The standard stimulus was always in the same location, while the
location of the variable stimulus was altered. The results were similar to his pre-
vious studies: when the two auditory stimuli were near one another, the response
amplitudes were smaller than those of the stimuli that were widely separated in
space. [3]
The basic interpretation of the stimulus-specific adaptation paradigm for sound
source location is illustrated in Figure 10. Assume that there are two equally large
populations of spatially selective auditory cortical neurons in each hemisphere. One
population responds to sounds presented in the left hemifield (red), while the other
one responds to sounds presented in the right hemifield (blue). When two identical
sounds are presented sequentially in the same location (left–left), they activate the
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same neurons (Figure 10a, middle). The neurons adapt to the first sound by de-
creasing their level of activity, so when the sound is presented for the second time,
the neurons do not respond as actively as to the first sound. With MEG this is per-
ceived as an attenuated N1m response to the second sound (Figure 10a, bottom).
Similar results are obtained when the two sounds are presented in the right side
(right–right, Figure 10c).
In contrast, when the two sounds are presented in different locations (left–right),
they activate different neurons (Figure 10b, middle). The N1m response to the sec-
ond sound stays large, because the population activated by the second sound has not
been activated recently and, thus, no adaptation has occurred (Figure 10b, bottom).
neural
activity
The activity of single neurons selective to the two stimulus
categories (left and right) measured from one hemisphere
The N1m responses to the second sound (the combined response of all activated neurons)
response
amplitude
L L L R R R
timetimetime
Stimulus-speci!c adaptation paradigm
(a) (b) (c)
Figure 10: Stimulus-specific adaptation paradigm: (a) When two sounds are pre-
sented in the same location (left–left), they activate the same neurons (red). Due
to the adaptation the neurons will not respond to the second sound presented in
the same location as actively as to the first sound. This leads in maximal attenua-
tion of the N1m response (bottom) measured for the second sound. (b) When the
two sounds are presented in different locations (left–right), they activate different
neurons (red and blue). The response is now larger, because the neurons that are
activated by the sound coming from right have not been recently activated and,
thus, no adaptation occurs. (c) Similarly to the left–left condition, the attenuation
is maximal when the sounds are presented in the same location (right–right).
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Finally, let us forget Figure 10b for a moment. We will notice that when the
two sounds are presented in the same location (left–left or right–right), the N1m re-
sponses are equally large. This can happen even though different neurons are causing
the activation, because both populations are of the same size, causing similar overall
activations. Thus, by simply comparing these two N1m responses it is impossible
to conclude whether there are spatially selective neurons in auditory cortex that
would respond to the sound location as a function of azimuth. However, when the
sounds are presented in different locations, the existence of these populations can
be revealed with MEG (Figure 10b).
4.4 The Population Rate Code in Human Auditory Cortex
Similar results to the study in monkeys (see Section 4.1) were obtained in a re-
cent experiment where the spatial sensitivity of human auditory cortex was mea-
sured non-invasively with MEG. The stimulus-specific adaptation paradigm (see
Section 4.3) was successfully used to confirm that there are indeed two spatially
selective populations of neurons in the human auditory cortex, one responding pref-
erentially to sounds to the left and the other to the right of the listener. The major-
ity of the neurons were found to be tuned to sounds presented in the contralateral
hemifield. [2]
The procedure of the experiment was similar to the previous study conducted by
Butler [3] with varying sound source locations. Two sounds, an adaptor and a probe,
were presented sequentially to the subject from two locations, and the N1m response
to the probe sound was measured. It was found that the N1m response varied sys-
tematically as a function of the spatial separation between the two stimuli. However,
sounds originating from the same hemifield caused similar attenuation to the N1m
response independent of the spatial separation. In contrast, the N1m response was
the most prominent when the sounds were presented in different hemifields.
It was proposed that the population rate code of auditory space exists in human
auditory cortex. That is, the sound locations are encoded in the relative level of
activity of the two neuronal populations, one activated preferentially by sounds to
the left of the listener and the other by the sounds to the right of the listener,
as illustrated in Figure 11. The majority of the neurons within one hemisphere
are tuned to contralateral sound locations and, thus, the effect of the ipsilateral
preferring population to the overall activity is smaller.
The population rate code is consistent with the generally accepted fact that
the discrimination of sound source locations is the most accurate for frontal loca-
tions [13]. When two sounds are presented in different locations in front of the
listener where the curves are the steepest, even a small separation between the
sounds makes a big difference in the level of activity of the neurons. In contrast,
for two sounds with a similar separation presented more to the left or right side of
the listener the difference in the activation of the neurons is not as large, so the
spatial separation is more difficult to detect. The population rate code is, however,
only suitable for explaining the coding of sound source locations in the horizontal
plane [2].
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Figure 11: The population rate code. The human auditory cortex has two spatially
sensitive populations of neurons: one is activated preferentially by sounds coming
from the right hemifield (red) and the other by sounds coming from the left hemifield
(blue; for simplicity, only three neurons from each population are presented). The
majority of the neurons are tuned to the contralateral hemifield. Therefore, if these
curves represented the neuronal populations in the right auditory cortex, most of the
neurons would belong to the left-favoring blue population. The discriminability of
the directions of two sound sources is the best straight in the front (at azimuth 0◦),
where the curves are the steepest. When two sounds are presented close to the
midline, they fall at different heights of the curves. When the same sounds are
presented more to the side of the listener, where the curve is more flat, they activate
the main population of that hemifield nearly equally intensively, making it difficult
to tell apart the directions.
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5 Selective Attention and Auditory Cortical Pro-
cessing
Selective attention is a cognitive process that enables one to process relevant inputs
and ignore irrelevant ones. Perhaps the most commonly cited example of selective
attention is the cocktail party effect, studied by the British psychologist E. C. Cherry
in 1953. Cocktail party effect means the ability of selectively attending to one
speaker in a crowd while ignoring the others, even though multiple competing and
equally intense speech inputs reach the ears simultaneously. [22]
Attention can be divided into two main categories: top-down voluntary atten-
tion (endogenous or task-dependent process), and bottom-up involuntary attention
(exogenous or stimulus-driven process). Attention is voluntary when it is directed
to something under control of an individual and involuntary when it is attracted
by a sudden external stimulus. In addition, the terms overt and covert attention
are used. Overt attention means directing the sense organs toward the stimulus,
for example, by turning the head (ears), or by shifting the gaze (moving the eyes)
toward the location of interest. In contrast, covert attention is the act of mentally
focusing on a relevant stimulus despite the position of the sense organs. [22]
5.1 The Effects of Unimodal Selective Attention
It is well known that when attention is directed within a single modality (i.e., uni-
modally), the neuronal activity in the corresponding modality-specific areas of the
cortex increases compared to the unattended condition. For example, selectively at-
tending to auditory stimuli increases the activity in the auditory cortex. In voluntary
selective attention, the increased neuronal activity often correlates with improved
behavioral performance, such as shortened reaction times and better stimulus dis-
crimination of the attended stimuli. Such correlations have been found in both
monkeys [28] and humans [29]. The increased neuronal activity is believed to reflect
the enhanced neural processing reserved for the relevant stimuli.
5.1.1 Attention in Dichotic Listening
The effects of auditory selective attention on the neural activity in human auditory
cortex have been studied extensively. In many ERP and ERF experiments attention
was studied using the oddball detection task (e.g., [4, 5]). An auditory oddball detec-
tion task typically consists of randomly presented sounds of which the majority are
standard stimuli (e.g., a 1000 Hz tone) and a fraction target stimuli (e.g., a 1050 Hz
tone). Usually two competing auditory streams with unique standard and target
stimuli are delivered dichotically over headphones to the listener’s ears while only
one ear is attended at a time. The electroencephalogram or the magnetoencephalo-
gram is recorded while the subject is responding to the target stimuli whenever they
appear at the attended ear, for example, by pressing a button.
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In EEG and MEG studies, the attentional modulation of information processing
is often investigated with the ERP (ERF for MEG) subtraction waves, such as the
negative difference (Nd) and the processing negativity (PN) [30, 31, 32]. Nd and PN
represent the difference of the ERP waveforms between attended and unattended
conditions. Subtracting the ERP evoked by an unattended stimulus from the ERP
evoked by an attended stimulus gives the Nd (or PN) differential (Figure 12). Nd
and PN are often seen as indicators of attention-related enhancement in the neural
processing. However, the effect of attention can also be measured as the amplitude
of the N1 (N1m for MEG) peak itself.
EEG studies using variations of the oddball detection task have shown that the
N1 responses peaking typically at 100 ms after stimulus onset are larger for attended
auditory stimuli and smaller for unattended auditory stimuli (or the Nd/PN differ-
ence waves show a change between attended and unattended conditions) [4, 33, 34].
Similar results have been found in MEG studies for the N1m [5, 35]. Signs of in-
creased activity in the auditory cortex have also been reported in studies using the
fMRI [36, 37, 38] and the PET [39, 40].
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Figure 12: (a) Event-related fields (ERF) to an auditory stimulus recorded with
MEG in attended and unattended conditions. These waveforms have also negative
components, because they have not yet been summed with adjacent channels (see
Figure 23). The first prominent peak is the N1m. (b) The magnetic counterpart
of the negative difference, Ndm (also known as the processing negativity, PNm), is
obtained by subtracting the ERF evoked by an unattended stimulus from the ERF
evoked by an attended stimulus.
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5.1.2 Auditory Spatial Selective Attention
As stated before, auditory selective attention can be directed covertly (i.e., men-
tally, without turning the head toward the stimulus) to a certain spatial location in
auditory space. The above experiments, however, studied the influences of selective
attention on auditory cortical activity using dichotic listening where independent
streams of auditory stimuli were delivered to the listener’s ears over headphones.
These experiments did not use real spatial sounds as the stimuli but sounds that
lack the auditory cues (see Section 2.2).
Other previous studies have, in contrast, used an array of loudspeakers in order
to investigate spatial auditory attention with real spatial sounds [41, 42, 6]. These
studies have provided evidence that sounds that are presented in an attended lo-
cation evoke larger N1 amplitudes than sounds presented in unattended locations.
These results were found by delivering tones or noise bursts (of which, e.g., 90%
were standard, and 10% deviant stimuli) to the subject in random order via an ar-
ray of loudspeakers placed at equal distance around the subject’s head. In a typical
experiment, the subject’s task was to attend to one of the loudspeakers (e.g., left-
most, center-most, or rightmost) and press a button to the deviant stimuli whenever
they were presented at the attended location. At the same time, event-related brain
responses (ERP) were measured using the EEG from the subject’s scalp. In all of
these studies the main finding was that the amplitude of the N1 peak was larger for
stimuli that occurred at attended locations than for those occurring at unattended
locations. Thus, attending to a specific location in auditory space seems to enhance
the processing of auditory stimuli occurring in the attended location.
5.2 Cross-Modal Attention between Audition and Vision
Studies on selective attention have traditionally focused on a single sensory modality
at a time, although in most everyday situations it is rare that we would have to direct
attention within just one modality, e.g., within just hearing or just vision. Indeed,
we are typically surrounded by multiple stimuli competing for the attention of our
sense organs at the same time. Let us revisit the cocktail party effect mentioned in
the beginning of this chapter. In a crowded and noisy place one has to selectively
attend to the most relevant stimuli in order to successfully follow a person speaking.
In such situation, the relevant stimuli probably consist of both the lip movements
(reading from the lips) and the speech signal originating from the speaker’s mouth.
In this example, cross-modal (i.e., involving more than only one sense) interactions
between hearing and vision are needed to successfully combine the attended signals
into a speaking and moving person.
As explained in Section 5.1, selectively attending to stimuli within a single modal-
ity strongly modulates the neural activity in the respective modality-specific cortical
area. For example, attending to sounds increases the activity in the auditory cortex.
However, there have been mixed results about what kind of cross-modal links exist
between visual selective attention and auditory cortical activity.
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5.2.1 Cross-Modal Auditory Spatial Selective Attention
Unimodal studies have proven that spatial selective attention exists within the audi-
tory modality, but these studies did not shed light on whether cross-modal links in
spatial attention between audition and vision exist. Links similar to the unimodal
findings have been found between audition and vision in one of the first cross-modal
ERP studies [8]. In that study, flashes and sound bursts were presented to the sub-
ject either in the left or the right side. The subject’s task was to attend to one side,
and one stimulus type (flashes or sound bursts) at a time. It was found that sounds
that were presented at the attended location elicited enhanced negative deviations
regardless of which modality was used to direct attention to that location. In con-
trast, the negative deviations were smaller for the sounds that were presented at
unattended locations.
Similar results have been found in a more recent ERP study where cross-modal
links in spatial attention between vision, audition, and touch were extensively inves-
tigated [7]. An enhanced negativity of the early negative difference (Nd), occurring
before 200 ms, was found in the auditory-evoked potential (AEP), not only when
attention was directed to a specific location within the auditory modality, but also
when visual stimuli occurring at spatially congruent locations with the auditory
stimuli were attended. Since the early Nd is thought to originate from the auditory
cortex, it was suggested that attention-related changes in this negativity proved that
visual spatial attention has an effect on auditory cortical processing. In addition,
similar results were found for touch and audition, implying that cross-modal links
in spatial attention exist also from touch to audition.
5.2.2 Cross-Modal Effects Between Synchronized Auditory and Visual
Stimuli
Presenting visual stimuli synchronized with auditory stimuli can have unexpected
effects. First, when a visual stimulus is presented synchronized with a spatially
disparate auditory stimulus, it can have a strong biasing effect on one’s ability to
correctly localize the auditory stimulus. This is called the ventriloquism effect and
it leads to mislocalization of the sound toward the location of a simultaneously
presented visual stimulus [43, 44]. The ventriloquism effect was reported to bias
the ability of correctly localizing the auditory stimuli even with disparities as great
as 20◦ [44]. Moreover, it was found that the bias was the greatest when the visual
stimuli were in the center of the visual space.
Second, synchronized visual and auditory stimuli tend to form multisensory ob-
jects. It has been proposed that attention can spread across modalities and even
space if the attended modalities are a part of a multisensory object defined by syn-
chronous but spatially disparate auditory and visual stimuli. In a previous study it
was found that attending to visual stimuli enhanced the neuronal responses to the
simultaneously presented auditory stimuli even though the auditory stimuli were
task-irrelevant and presented in an unattended location [45]. It was concluded that
when one modality of a multisensory object is attended, also other modalities related
to this object receive enhanced processing. This result implicates that presenting
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stimuli from one modality synchronized with spatially disparate stimuli from another
modality is enough to form multisensory objects.
5.2.3 The Effect of Short-term Memory Load
In a previous MEG study it has been proposed that the level of short-term memory
load, rather than visual attention, enhances brain responses to unattended auditory
stimuli [46]. The subjects were instructed to memorize visually presented digits ac-
companied with irrelevant tones while the N1m response amplitudes to the irrelevant
tones were measured with MEG. It was found that the N1m response amplitudes
elicited by task-irrelevant auditory stimuli were larger during the visual memory
task compared to a no-memory-task condition. In addition, it was found that the
processing of auditory stimuli depended on the level of short-term memory load:
easy memory tasks enhanced the auditory N1m response amplitudes less than diffi-
cult memory tasks. The enhancing effect of the visual short-term memory task was
present even though the subjects were instructed to ignore the auditory stimuli. The
results indicated that the short-term memory task presented in the visual modality
increased the neuronal activity in the auditory cortex, enhancing brain responses to
unattended auditory stimuli.
5.2.4 Findings of the Suppressing Effects of Attention
In some previous studies using fMRI and PET it was reported that attending to a
visual task decreased the neuronal activity in the auditory cortex [10, 9]. The writ-
ers of the latter study concluded that attending selectively to visual stimuli may be
linked to the decreased activity in areas that process stimuli from unattended modal-
ities [9]. However, this claim is controversial, and less clear results about decreased
activity in task-irrelevant cortical areas have been found in other studies, suggesting
that the possible decrease in the task-irrelevant modality may be associated with
other factors such as arousal rather than stimulus processing [47, 48]. It has also
been noted that in studies where the suppression of the unattended modality was
proposed, either no stimuli were presented in the unattended modality to assess the
unattended modality, or the increased activity in the attended modality was not
distinguished from persistent activity (i.e., information being processed in working
memory) [48, 49].
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6 The Aims and Hypotheses of the Study
The primary interest of this thesis was to investigate how attending to visual stimuli
affects spatial processing in human auditory cortex. As the experiment involved
human subjects, the invasive single-unit study was not an option in exploring the
activity of the brain. Of the non-invasive brain imaging methods, the MEG was
used, because its spatial resolution is better than that of the EEG, and its temporal
resolution is excellent compared to that of other brain imaging methods, such as
fMRI and PET.
In this study, brain responses to auditory stimuli were measured with and without
the presence of visual selective attention. To draw the visual attention overtly to the
appropriate direction (by moving the eyes either toward or away from the auditory
stimuli), a visual 1-back task was used. To ensure that the level of attention was
sufficient for the purposes of the experiment, the task was designed to be challenging
enough. Thus, if necessary, the brain responses recorded from subjects who failed
in the task could then be discarded due to the poor level of attention.
In a previous study it was found that when sounds and visual stimuli were pre-
sented synchronously in time but in disparate locations, the perceptual origin of
the sounds was shifted toward the visual stimuli (ventriloquism effect) [43, 44]. In
addition, another study reported that visual and auditory stimuli can form multi-
sensory objects if presented synchronously [45]. This was found to lead to enhanced
neuronal processing in the unattended modality even though the stimuli were spa-
tially disparate compared to those of the attended modality. In the present study,
auditory and visual stimuli were deliberately presented asynchronously to avoid the
ventriloquism effect and the formation of multisensory objects caused by the syn-
chronization.
The present experiment was designed to activate primarily neurons in the right
auditory cortex, because previous studies have shown that the right auditory cor-
tex is more sensitive to the spatial sound stimulation, leaving the responses mea-
sured from the left auditory cortex usually weaker [50, 51]. To activate the right-
hemispheric neurons, most of the auditory stimuli were presented in the left side of
the listener, because it has been previously shown that the majority of the spatially
selective neurons within one hemisphere are activated preferably by contralateral
sounds (sounds presented in the opposite hemifield) [1, 2]. Thus, the brain re-
sponses recorded from each hemisphere are expected to be stronger for contralateral
sounds and weaker for ipsilateral sounds. Furthermore, the brain responses recorded
from the left hemisphere are expected to be weaker than those recorded from the
right hemisphere.
Stimulus-specific adaptation paradigm was chosen as the method to reveal the
possible effect of visual attention on spatial processing in the auditory cortex. This
paradigm has been used previously to reveal the otherwise invisible neural coding
(population rate code) of the auditory space [2]. In this paradigm, two sounds,
an adaptor and a probe, are presented in two different locations. The effect of
the preceding adaptor on the response to the subsequent probe depends on the
separation between these two sounds: the bigger the separation, the larger the brain
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responses to the probe will be. Thus, this paradigm provides a frame of reference
for the present study, making it possible to elicit auditory brain responses, affected
by attention, in a spatial context. Without this or a similar paradigm it would be
difficult to tell to what extent the possible variation in the amplitude of the N1m is
caused by the two opponent spatially sensitive neuronal populations, and to what
extent it is modulated by attention.
The probe will be presented in the left side of the subject throughout the ex-
periment, while the location of the adaptor will vary (left–center–right). The brain
responses to the adaptor are expected to be weaker in the right hemisphere than the
responses to the probe, because only one of the possible adaptor locations (left) is
clearly supposed to activate the majority of the contralaterally tuned neurons in the
right hemisphere. Similarly, the responses to the probe are likely to be nonexistent
in the left hemisphere but prominent in the right hemisphere, because the probe is
always presented in the left hemifield and, thus, supposed to maximally activate the
dominating left-tuned population in the right hemisphere.
The effect of the population rate code is expected to be seen clearly in the brain
responses elicited by the probe when no attention to visual stimuli is present, as
this will resemble the experimental set-up from a previous study [2]. When visual
attention is present, it is possible that the pattern of the population rate code is
modulated. Based on the knowledge from previous studies, such as [7, 8], it is
likely that attending to the visual stimuli presented either in the same or disparate
location with the auditory stimuli will increase the brain responses (the N1m) to
spatially coincident auditory stimuli and, on the other hand, decrease the responses
to spatially disparate auditory stimuli. Thus, since the probe is presented in the
left, it is likely that the responses to the probe are larger when attention is directed
to the left than when it is directed to the right.
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7 Materials and Methods
This chapter will describe the present experiment that was conducted in order to
find answers to the questions arisen in the previous chapter. The participants, the
stimuli, and finally the task and procedure will be described in detail in the following
sections.
7.1 Participants
Fourteen paid, healthy volunteers participated in the experiment. A written in-
formed consent was obtained from each subject. All subjects reported having nor-
mal hearing and normal vision (or corrected to normal with contact lenses). Two
subjects were excluded due to the poor signal-to-noise ratio (SNR), that is, the
brain responses recorded from the cortex by the sensors of the MEG device were
too weak. Twelve subjects of which seven were male were taken in the final analysis
(ages 20–30 years, x = 24, σ = 2.8). One of the subjects was left-handed.
7.2 Stimuli
Both auditory and visual stimuli were used in the experiment. The stimuli were pre-
sented to the subject by using the Presentation software (Neurobehavioral Systems,
Inc.).
7.2.1 Auditory Stimuli
The auditory stimuli used in the experiment consisted of two alternating spatial
sound stimuli, an adaptor and a probe, that were presented to the subject over ear-
phones. The adaptor had three possible azimuths (−20◦, 0◦ and 20◦), while the
probe was presented in a fixed location (azimuth −20◦) as illustrated in Figure 13.
The elevation was 0◦ for both the adaptor and the probe.
adaptor probe
−20° 20°0° −20°
Figure 13: The possible azimuth angles for the adaptor (−20◦, 0◦ or 20◦) and the
probe (−20◦). The probe is identical with the adaptor presented in −20◦. The
elevation for both the adaptor and the probe was 0◦.
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All adaptor and probe stimuli were 200-ms sound bursts (44.1 kHz, 16 bit, stereo)
of white Gaussian noise (including 20 ms linear rise and fall time), delivered to the
subject over earphones. For the purposes of the experiment, it was seen as necessary
to be able to present the auditory stimuli in the same virtual spatial location with the
visual stimuli. Regular stereo sounds (sounds with ITD and ILD) lack the spectral
cues and would, thus, be located within the head. Therefore, spatial sound stimuli
were used. Another way to present sounds with the essential auditory cues is to
use an array of loudspeakers placed at equal distance around the subject’s head.
However, this was not an option, because loudspeakers would have interfered with
the MEG recording.
The spatial sound stimuli were generated in Matlab (The MathWorks, Inc.) by
convolving white Gaussian noise with the HRTF of the desired angle. The HRTFs
were obtained from the open HRTF database provided by Massachusetts Institute of
Technology [52, 15]. The HRTFs in this database were recorded with the KEMAR
Dummy-Head Microphone. The database contained two extensive sets of HRTFs
for different elevation and azimuth combinations: the full data set recorded with
both a small and a big ear, and the compact data set recorded with a small ear
only. The compact data set was used in the present experiment, because the data
in that set had already been equalized to compensate the non-uniform response of
the loudspeaker used in the HRTF recording.
Special auditory tubes with tips resembling foam earplugs were used to present
the auditory stimuli, because regular earphones would have interfered with the MEG
recording (Figure 14). The auditory stimuli were set at a comfortable sound pres-
sure level (well above threshold). To minimize the level difference that placing the
earplugs asymmetrically might have caused between the left and right channels, the
volume was adjusted individually for both channels up until the subject reported
that both channels sounded equally loud.
Figure 14: Special MEG-compatible auditory tubes with disposable foam tips were
used to deliver the auditory stimuli to the subject’s ears.
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The presentation of the sounds followed the principle of the stimulus-specific
adaptation paradigm (see Section 4.3). The two auditory stimuli, the adaptor and
the probe, were presented repeatedly in sequential adaptor-probe pairs with an
onset-to-onset interstimulus interval (ISI) of 1 s. In total, three possible adaptor-
probe pairs were obtained by combining the possible angles of the probe and the
adaptor (Figure 15). These three pairs were exclusionary, that is, the pairs were
never mixed during one trial.
left–left front–left right–left
time time time
−20°−20° −20° −20°20°0°
Figure 15: The three different adaptor-probe pairs used in the experiment: left–left,
front–left and right–left. The adaptor (red) was presented either from the left, front,
or the right side of the listener, while the probe (blue) was always presented from
the left side. The ISI (onset-to-onset) of any two sounds was a constant 1 s.
7.2.2 Visual Stimuli
The visual stimuli were rear-projected through a hole in the wall of the magnetically
shielded room onto a translucent white projection screen (93×70 cm) placed inside
the magnetically shielded room. The visual stimuli consisted of six solid-color circles
that were projected with a black background on the screen. The colors of the circles
were chosen so that they would be easy to distinguish (Figure 16). Each circle was
approximately 3.7◦ in diameter (visual angle).
Figure 16: The visual stimuli consisted of six colored filled circles (white, red, purple,
blue, green, and yellow). Each circle was approximately 3.7◦ in diameter (visual
angle).
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The circles were presented sequentially on the screen in a rapid pace with a
constant onset-to-onset ISI of 650 ms. Each circle was visible on the screen for
150 ms. The order of the circles was randomized with one limitation: two consecutive
circles were allowed to have the same color only with a 5% probability.
In order to direct the attention of the subject to a desirable direction, the circles
were presented on the screen either on the left or the right side of the subject but
never on both sides within the same trial (Figure 17). The circles were positioned in
a 20◦ viewing angle on either side to align them with the outermost auditory stimuli
in space. In addition to the circles, a fixation point (a white cross) was shown on
the screen during the entire trial to mark the center of the screen.
Due to the zooming limitations of the projector, the screen was placed at 93 cm
distance from the subject’s eyes in order to obtain the desired 20◦ viewing angle.
The circles were aligned vertically with the subject’s ear level, which resulted in the
circles being slightly below the horizontal midline of the screen.
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Figure 17: The visual stimuli (colored filled circles) were presented on a black back-
ground in a 20◦ viewing angle either on the left or on the right side of the subject.
In addition, a fixation point (white cross) was shown on the screen during the entire
trial to mark the center of the screen.
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7.3 Task and Procedure
The experiment consisted of three conditions: attend to left, attend to right, and
a passive condition, during which the subjects read silently a book of their choice.
Due to the three possible adaptor-probe angle combinations (Figure 15) and the
three different conditions, nine trials (nine different angle-condition combinations)
were obtained (Table 1). Each trial lasted approximately five minutes.
Table 1: The nine trials of the experiment: the azimuth angles for the adaptor
and the probe, and the condition. The trials were obtained by combining the three
conditions (attend to left, attend to right, and passive) with the three different
adaptor-probe pairs.
Trial Adaptor Probe Condition
1 −20◦ −20◦ Attend to left
2 0◦ −20◦ Attend to left
3 20◦ −20◦ Attend to left
4 −20◦ −20◦ Attend to right
5 0◦ −20◦ Attend to right
6 20◦ −20◦ Attend to right
7 −20◦ −20◦ Passive
8 0◦ −20◦ Passive
9 20◦ −20◦ Passive
In trials where attention was required, colored circles were presented sequentially
on the screen in 20◦ viewing angle in random order either on the left side of the
subject (attend to left) or on the right side of the subject (attend to right). The
subject was instructed to point their nose toward the fixation point located in the
middle of the screen, but they were allowed to move their eyes toward the appropriate
direction (overt attention). At the same time the two alternating sounds, the adaptor
and the probe, were presented repeatedly to the subject over earphones, as illustrated
in Figure 18.
The subject’s task was to react to the target stimuli (two consecutive circles
having the same color, a 1-back task) by lifting their left or right index finger briefly
off the response pad. The subject was under the instruction to ignore the auditory
stimuli. In trials where attention was not required (passive), the screen was turned
off and only the auditory stimuli were delivered to the subject’s ears over earphones.
The subject was under the instruction to silently read a book or other material of
their choice and ignore the auditory stimuli.
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auditory
stimuli
(ISI = 1 s)
visual stimuli
(ISI = 650 ms)
condition:
attend left
0 1 2
0.65 1.3 1.95
time (s)
20˚ −20˚ 20˚ −20˚ 20˚ −20˚
Figure 18: An example of a temporal sequence of the stimulus-presentation order in
attend to left condition (Table 1, Trial 3). The auditory stimuli were presented in
adaptor-probe pairs (right–left) with an onset-to-onset ISI of 1 s. The visual stimuli
were randomized and presented with an onset-to-onset ISI of 650 ms on the left
side of the subject. The subject was instructed to ignore the auditory stimuli and
respond with the response pad to any two consecutive circles having the same color.
The order of the nine trials was carefully randomized for each subject and run
successively with only the necessary breaks. However, the presentation order was
locked to one of the two possible types illustrated in Figure 19. The first three trials
and the last three trials always required attention either to the left or to the right,
and the three trials in between always consisted of the trials with passive condition.
The passive trials were placed in the middle of the experiment, because more
than three consecutive conditions requiring attention would have strained the eyes
unnecessarily. Due to the limited time reserved for each measurement, the passive
conditions were not placed for example after every two trial requiring attention,
because the door to the magnetically shielded room would have had to be opened
each time. This would have prolonged the experiment unnecessarily. Thus, the
passive trials were placed in the middle of the experiment. In addition, two trials
requiring attention to the same direction (e.g., attend to left – attend to left) never
followed each other.
The experiment lasted approximately two hours including preparations. The
MEG measurement itself lasted on average 65 minutes including short pauses during
which the subject was allowed to fix their position or have a short break.
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Trial order (type I)
Trial order (type II)
1 2 3 4 5 6 7 8 9
R L R
R L PASSIVER PASSIVE PASSIVE L R L
1 2 3 4 5 6 7 8 9
Figure 19: The presentation order of the trials (Table 1) was carefully randomized for
each subject, but the three conditions (attend to left, attend to right, and passive)
were locked to either trial order type I or II. Trials requiring attention to the left (L)
or right (R) alternated so that two similar conditions never followed each other.
Passive conditions were placed in the middle of the experiment.
7.4 MEG Acquisition
The MEG responses were recorded with a 306-channel (204 gradiometers and
102 magnetometers) whole-head magnetometer (Vectorview, Elekta Neuromag, Fin-
land) in a three-layer magnetically shielded room at Low Temperature Laboratory,
Aalto University School of Science and Technology. Before the actual MEG mea-
surement, three electrooculogram (EOG) electrodes and four head position indicator
(HPI) coils were attached to the subject’s cheek, forehead and behind the ears (Fig-
ures 20 and 21). The EOG electrodes were used to detect vertical eye movements
in order to remove eye blink artifacts from the MEG signal. The HPI coils were
used to control the position of the head within the MEG measuring unit during the
measurement.
Figure 20: An electrooculogram (EOG) electrode (left) and head position indica-
tor (HPI) coils (right).
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Figure 21: Three EOG electrodes and four HPI coils were attached to the subject’s
cheek, forehead and behind the ears to detect eye blinks and to control the position
of the head within the helmet-shaped MEG sensor array.
It was ensured that at this point the subject was not wearing or carrying any
metal objects. When the electrodes and coils were in place, the subject was taken
inside the magnetically shielded room and seated under the MEG unit in a com-
fortable position. The head was positioned within the helmet-shaped MEG sensor
array so that it touched lightly the surface of the helmet.
7.5 MEG Analysis
Only auditory-evoked responses were analyzed in the present study. Each auditory
stimulus (adaptor and probe) was repeated 150 times for each condition and adaptor
location (in total 9 trials, Table 1). The MEG signal was recorded for each repeated
stimulus within a fixed time window (epoch) time-locked to 100 ms before and
500 ms after the stimulus onset. The recorded data within the epochs was averaged
online. Vertical eye blink artifacts were measured with the EOG electrodes and
epochs with deviations exceeding 150 µV were automatically discarded from the
averaged data. The sampling rate was 1000 Hz with a bandwidth of 0.1–330 Hz.
The averaged responses were filtered at 1–30 Hz and baseline corrected with respect
to the 100-ms prestimulus period.
Forty-four gradiometer channels were picked from each temporal lobe for further
analysis (Figure 22). The chosen channels were further analyzed in Matlab (The
MathWorks, Inc.). The 20-ms latency caused by the audio system to the stimulus
onset was corrected before the analysis. To average the data in channel pairs, vector
sums were taken of each gradiometer channel pair, resulting in 22 vector sums for
each hemisphere (Figure 23). The N1m peaks were then searched between 80 ms
and 120 ms in each vector sum.
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right temporal
lobe
front
back
left temporal
lobe
Figure 22: For each temporal lobe, 44 gradiometer channels (22 channel pairs) were
recorded simultaneously with the MEG sensor array (left) and picked for further
analysis. The 88 gradiometer channels of interest are marked approximately with
the red rectangles. Image on the left courtesy of Elekta.
Prominent N1m peaks were found only in the vector sums of the right temporal
lobe channels. For most subjects (83.3%), the N1m peaks recorded from the left
temporal lobe either were so weak that they could not be reliably extracted from
the data, or the N1m peak could not be distinguished from other peaks occurring
around 100 ms. Therefore, the vector sums were further analyzed for the right tem-
poral lobe only.
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Figure 23: The vector sum of one gradiometer channel pair (left) is presented on the
right. The 20-ms latency caused by the audio system to the stimulus onset was taken
into account before computing the vector sums. In the vector sum, the amplitude of
the N1m peak is approximately 30 fT/cm, and it occurs with approximately 100 ms
latency.
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For each subject, three best vector sums (vector sums with the largest N1m
peaks) were picked from the right temporal lobe. The selected vector sums were
averaged for each auditory stimulus (the adaptors and the probe) and trial to repre-
sent the subject’s average N1m responses of the trials. The amplitudes of the N1m
peaks and their latencies were saved for further analysis.
The location of the largest N1m amplitude peaks in the right temporal lobe did
not vary much between the subjects. For 83.3% of the subjects the largest peaks were
all among the four most popular vector sums. For the rest of the subjects (16.7%),
one of the chosen channel pairs was among the four most popular channel pairs.
7.6 Statistical Analysis
The N1m peak amplitudes and latencies were statistically analyzed using a 3-way
repeated-measures analysis of variance (ANOVA). The following dependent factors
were used: sound type (adaptor, probe), condition (attend to left, attend to right,
passive) and adaptor location (−20◦, 0◦, 20◦). In addition, Newman-Keuls post hoc
tests were performed when deemed necessary.
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8 Results
8.1 Behavioral Performance
The visual task was difficult (mean hit rate 68.0%). Three of the subjects were only
able to correctly identify a little less than half of the presented targets, and only two
of the subjects identified them with more than 80% accuracy. However, none of the
subjects were excluded due to poor behavioral performance, because the proportion
of correct hits was clearly higher than that of false alarms, suggesting that the
subjects had understood the task. In addition, 41.7% of the subjects systematically
mixed blue with purple due to the proximity of the colors, which caused 68.5% of
all false alarms.
8.2 MEG Results
Due to poor SNR, it was not possible to reliably determine the auditory-evoked
N1m peaks recorded from the left hemisphere. In contrast, distinguishable N1m
response amplitudes were found for all subjects in the right hemisphere for both the
adaptor and the probe in all conditions and all adaptor locations. The amplitude
of the N1m was significantly stronger for the probe (x = 23.9 fT/cm) than for the
adaptor (x = 17.9 fT/cm; F[1,11] = 20.5, p < 0.001).
8.2.1 The Effect of Adaptor Location
The amplitude of the N1m response varied strongly with the adaptor location
(F[2,22] = 17.0, p < 0.0001), as seen in Figure 24 and Figure 27. This effect
was stronger for the probe than for the adaptor. When the adaptor was moved
from −20◦ to 0◦, the N1m responses to the probe increased from 16.3 fT/cm
to 25.5 fT/cm (p < 0.001). When the adaptor was moved even farther from the
probe, from 0◦ to 20◦, the amplitude of the N1m response to the probe increased
further to 29.8 fT/cm (p < 0.01).
In contrast, the amplitude of the N1m response to the adaptor did not vary
with the adaptor location as strongly as it did for the probe. Moving the adaptor
from −20◦ to 0◦ (amplitudes 16.3 fT/cm and 17.3 fT/cm, respectively) did not
elicit a significantly larger N1m response amplitude (p = n.s.). However, a slightly
significant increase was detected when the adaptor was moved further to 20◦, as the
amplitude of the N1m response to the adaptor increased to 20.2 fT/cm (p < 0.05).
As expected, both the probe and the adaptor elicited equally large N1m amplitudes
at the adaptor location −20◦ (16.3 fT/cm), because they were identical.
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Figure 24: Left: The probe was always presented at the same location (−20◦),
while the adaptor had three possible locations (−20◦, 0◦, or 20◦). Right: The
N1m response amplitudes for the probe (dashed line) and the adaptors (solid line)
at different adaptor locations. The amplitude of the N1m response to the probe
increased systematically as the spatial separation between the adaptor and the probe
increased (p < 0.0001). The amplitude of the N1m response to the adaptor showed
a similar but a more moderate pattern. The increase in the N1m amplitude to the
adaptor was only slightly significant when the adaptor was moved from 0◦ to 20◦
(p < 0.05), failing to be significant for the other two adaptor locations.
8.2.2 The Effect of Visual Attention on the Responses to the Probe
The effect of attention on the responses to the probe depended on the location of
the adaptor. When the adaptor was presented at 20◦, attending to visual stim-
uli presented either on the left or right yielded significantly larger response ampli-
tudes (31.3 fT/cm and 32.0 fT/cm, respectively) compared to the passive condition
(26.2 fT/cm, p < 0.002). Interestingly, the amplitude of the N1m was modulated
equally by both attention conditions (attend to left and attend to right). In other
words, attending visually toward (left) or away (right) from the probe equally in-
creased the amplitude of the N1m response to the probe. This happened even though
the probe was always presented in the left side and was, thus, outside the spatial
focus of attention when visual attention was directed to the right (Figure 29).
However, when the adaptor was presented at −20◦ or 0◦, attending to visual
stimuli presented either on the left or right did not significantly modulate the N1m
response to the probe compared to the passive condition (F[4,44] = 2.4, p = n.s.).
The amplitude of the N1m response to the probe did not vary significantly between
the three different conditions (attend to left, attend to right, and passive) when
the adaptor was located at −20◦ (15.6–17.1 fT/cm) or at 0◦ (23.2–26.8 fT/cm)
(Figure 25).
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Figure 25: Left: The probe was always presented at the same location (−20◦), while
the adaptor had three possible locations (−20◦, 0◦, or 20◦). Right: The amplitudes of
N1m response to the probe in different conditions (passive, attend to left, and attend
to right) and adaptor locations. When the adaptor was located at 20◦, conditions
requiring visual attention to the left or right evoked significantly larger amplitudes
than the passive condition (p < 0.002). For other adaptor locations (−20◦ and 0◦)
the attention conditions did not have a significant effect to the amplitude. In all
three conditions, the amplitude of the N1m response to the probe increased as the
adaptor was moved farther away from the probe.
8.2.3 The Effect of Visual Attention on the Responses to the Adaptors
The amplitudes of the N1m responses to the adaptors were not the primary interest
of this experiment, because the experiment was not designed to capture responses
to sounds presented in the right hemifield. Attending to the visual stimuli presented
either on the left or right did not have a significant effect on the amplitude of the N1m
responses in any of the three conditions (attend to left, attend to right, and passive)
at any adaptor angles (F[4,44] = 2.4, p = n.s.), as can be seen in Figures 26 and 28.
8.2.4 The Effect of Visual Attention on the N1m Peak Latencies
The mean latency of the N1m peak was 101 ms for both the probe and the adaptor.
The latency did not vary systematically depending on the sound type, condition,
or adaptor location. The latency of the N1m peak did not depend on, e.g., the
condition when the location of the adaptor was altered (F[4,44] = 1.2, p <n.s.).
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Figure 26: Left: The probe was always presented at the same location (−20◦), while
the adaptor had three possible locations (−20◦, 0◦, or 20◦). Right: The amplitudes
of N1m response to the adaptor at different locations and in different conditions
(passive, attend to left, and attend to right). Attending to the left or right did not
have an effect on the N1m responses compared to the passive condition.
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9 Discussion
The purpose of this thesis was to investigate how spatially attending to visual stimuli
affects auditory spatial processing in human auditory cortex. In a recent study it
was found that the spatially selective human cortical neurons code the auditory
space (sound source locations) with the relative activity of two opponent neuronal
populations: one tuned to the left and the other to the right hemifield [2]. In
addition, it was proposed that the majority of the neurons within one hemisphere are
tuned to contralateral sound locations. In the present study, a similar experimental
paradigm based on stimulus-specific adaptation was used to investigate whether this
neural coding can be modulated by visual spatial attention.
In this study, the subjects were presented with unsynchronized streams of visual
and auditory stimuli, and the brain responses to the auditory stimuli were recorded
with the MEG. The impact of visual attention was measured under two different
conditions: attend to left, and attend to right. In both conditions, the subject was
instructed to attend to the visual stimuli (by doing a 1-back task) on the appropriate
side. In addition, a third, passive condition (no attention), where the subject was
silently reading a book of their choice, served as a baseline condition for the study.
In all of the three conditions, the subject was instructed to ignore the sounds. It
was found that the amplitude of the N1m response to the probe depended on two
distinct factors: 1) visual spatial attention and 2) the separation between the probe
and the adaptor.
9.1 The Spatial Selectivity of Auditory Cortical Neurons
A typical auditory-evoked field (AEF) with an N1m response peaking systematically
around 100 ms after stimulus onset was found for most subjects, suggesting that
the obtained MEG data represented the brain responses to the auditory stimuli
as intended. As expected, the N1m responses measured from the left hemisphere
were weaker than those recorded from the right side. The left-hemispheric data
was, therefore, excluded from the results. It is very likely that the responses were
weak mainly due to the fact that the majority of the sounds in the present study
were presented in the left hemifield. Since the spatially selective auditory cortical
neurons mostly consist of contralaterally tuned neurons, ipsilateral sounds do not
evoke large N1m responses [2]. In addition, it was expected that the probe would
elicit large N1m responses in the right hemisphere. The present results are in line
with this hypothesis. As the probe was always presented in the left (at −20◦), it
activated the dominating contralateral-favoring left-tuned neuronal population in
the right hemisphere, which lead to large response amplitudes.
As illustrated in Figure 27, the N1m response amplitudes increased systemati-
cally for the probe in all three conditions (attend to left, attend to right, and passive)
in the right hemisphere, as the adaptor was moved farther away from the probe. This
finding is consistent with a previous study where the stimulus-specific adaptation
paradigm was used to reveal the population rate code of auditory space [2]. Ac-
cording to that study, the increasing pattern of the N1m amplitude indicates the
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Figure 27: Grand-averaged event-related fields measured for the probe from the
right hemisphere in different conditions. For the probe and the adaptor located
at −20◦ and 20◦ (the third column), the N1m responses increased significantly in
the two attention conditions compared to the passive condition. The effect of at-
tention to the probe was equally prominent regardless of the direction of attention.
The amplitudes increased systematically when the adaptor was moved farther away
from the probe, an effect that has been proposed to indicate the existence of two
opponent populations of neurons coding the auditory space. When the sounds were
presented from the same location, they activated the same neuronal population and
the adaptation was maximal (the first column). In contrast, when the sounds were
presented in different hemifields, they activated different populations and no or very
little adaptation occurred (the third column).
existence of the two neuronal populations, one tuned to sounds coming from the left
and the other from the right hemifield. In addition, the population favoring con-
tralateral sounds was found to dominate in each hemisphere. Based on the results of
the previous study, the present results could be interpreted as follows: Two sounds
that are presented in the same location activate the same neuronal population in
the right hemisphere, leading to a maximal attenuation of the N1m response (the
first column in Figure 27). In contrast, when the probe is presented in the left and
the adaptor in the right hemifield, they activate different neuronal populations in
the right hemisphere (mainly left-tuned and right-tuned populations, respectively).
The adaptor does not, therefore, maximally activate the probe-preferring left-tuned
population, which is why adaptation in the responses to the probe does not occur.
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Thus, the attenuation of the N1m response is minimal, leading to large amplitudes
of the response (the third column in Figure 27).
As expected, the brain responses in the right hemisphere were weaker to the
adaptor than to the probe. Based on similar results reported in a previous study [2],
it is justified to believe that the adaptors that might have activated the domi-
nating contralaterally tuned neuronal population in the right hemisphere (at loca-
tions −20◦ and 0◦, the first and the second column in Figure 28) failed to elicit
large response amplitudes, because they were presented sequentially with the probe
(located at−20◦). The proximity of these two sounds caused nearly maximal adapta-
tion in the responses of the adaptors, and the responses remained small. In contrast,
for the third adaptor location (20◦, the third column in Figure 28), no or only lit-
tle adaptation occurred, because the sounds were presented in opposite hemifields.
However, the increase in the amplitude was not as large as for the probe with a
similar adaptor-probe angle combination (the third column in Figure 27), because
the adaptor was presented in the same side (right) compared to the hemisphere that
was being measured. Ipsilateral sounds do not activate the auditory cortical neurons
as strongly as contralateral sounds, as shown in an earlier study [1, 2].
9.2 The Effects of Attention
The main interest of this thesis was to investigate whether the spatial processing in
the human auditory cortex can be modulated by attending to visual stimuli. The
principal finding of this study was that attending to visual stimuli indeed increased
the amplitude of the N1m response elicited by the probe sound compared to the
passive condition during which the subject was reading a book (Figure 29). This
finding suggests that the increase in the amplitude was somehow related to attending
to the visual stimuli. However, against all expectations, the amplitude of the N1m
response to the probe increased equally in both attention conditions (attend to left,
and attend to right) regardless of whether the attended visual stimuli were presented
in the same or in the opposite side as the probe. This is a surprising finding, because
the probe was outside the focus of visual spatial attention half of the time, i.e.,
when attention was directed to the opposite (right) side. The effect was visible
and significant especially when the probe and the adaptor were presented in the
opposite hemifields, although a similar increase, albeit smaller and not statistically
significant, could also be seen when the adaptor was presented directly in front of
the subject (Figure 25, adaptor azimuth 0◦). However, no attentional effect could
be observed when the adaptor was presented in the same location with the probe
(Figure 25, adaptor azimuth −20◦). The results indicate that the effect of visual
attention increases when the separation of the probe and adaptor grows.
In the light of previous studies, it does not seem plausible that directing visual
attention away from the probe (to the right side) would produce equally prominent
N1m responses to the probe as directing visual attention toward the probe (to the left
side). Several studies concerning cross-modal spatial attention have reported that
visual attention increased the brain responses to task-irrelevant auditory stimuli only
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Figure 28: Grand-averaged event-related fields measured for the adaptors from the
right hemisphere in different conditions. The adaptors did not elicit large N1m
responses. The adaptation caused by the probe diminished the activation for the
adaptors presented at −20◦ and 0◦, whereas the third adaptor was presented at an
ipsilateral location compared to the currently measured hemisphere and, thus, was
not able to maximally activate the neurons in the right hemisphere.
when the visual target stimuli were spatially coincident with the auditory stimuli
(i.e., presented in the same location) [8, 7]. Conversely, in the same studies it was
found that when visual attention was directed away from the auditory stimuli, the
brain responses to the auditory stimuli decreased. The present results are only
partly in line with the previous studies, that is, when the attention was visually
directed to the side of the probe (attend to left). In this condition, an increase
in the amplitude of the N1m response to the probe could be seen, as reported in
previous studies. However, the present results contradict with the previous findings
about that visually attending to the opposite side would decrease the amplitudes
in the unattended modality. In the present study, attention increased the N1m
response to the probe even when the side where the probe was presented was visually
unattended.
There are some factors that could have had an effect on the results of the present
study. First, similar effects to the brain responses of unattended auditory stimuli
have been found in previous experiments considering multisensory objects. In a
previous study it was found that attention can spread cross-modally, forming multi-
sensory objects consisting of features from different modalities [45]. It was proposed
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Figure 29: The effect of attention on the N1m response amplitudes in different
conditions for the probe. Attending visually to the left or right equally increased
the N1m responses compared to the passive condition, when the probe and the
adaptor were in their most lateral positions (probe: −20◦, adaptor: 20◦). The effect
of visual attention to the N1m response amplitudes was present even when attention
was directed away (attend to right) from the location of the probe.
that attention that spreads this way may modulate the brain responses to unat-
tended features of the multisensory object, even if these features were spatially dis-
parate. However, in studies concerning this phenomena, auditory and visual stimuli
were typically presented synchronized in time, which was probably enough to create
an illusion of an multisensory object, albeit consisting of spatially disparate features.
In contrast, the auditory stimuli in the present study were not related with the vi-
sual stimuli in time or any other meaningful way, other than that in the attend to
left condition the auditory stimuli were spatially congruent with the visual stimuli.
The auditory stimuli in the present study were designed in such way that temporally
coinciding occurrences with visual stimuli were rare (the presented sounds coincided
with only 5% of all presented visual stimuli), to prevent the stimuli from forming
multisensory objects. Therefore, it is not likely that the sounds occurring on one
side would have been merged into a multisensory object with the visual stimuli of
the opposite side, and, thus, caused equally large N1m responses regardless of the
direction of visual attention.
Second, it is well known that the ability to localize sounds can be biased toward
synchronously presented visual stimuli if the visual stimuli are presented not more
than 20◦ from the auditory stimuli (ventriloquism effect) [43, 44]. In the present
study, the auditory and the visual stimuli were not synchronous. In addition, when
visual attention was directed to the opposite side as the probe (attend to right),
the distance between the visual and auditory stimuli (40◦) exceeded the limit set
for the ventriloquism effect (20◦) in the previous studies. Thus, it is unlikely that
such effect influenced the results even if it actually did affect asynchronous stimuli
as well.
Third, in a previous study it was found that short-term memory load of a visual
task can have similar enhancing effects to the auditory N1m as what was found in the
present study [46]. If the modulation of the auditory N1m was caused purely by the
short-term memory load of the visual task, the increase of the N1m should be visible
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at all adaptor angles in the responses of the adaptor and the probe when the visual
1-back task was present, i.e., in the conditions involving visual attention. However,
no attention-related increase in the N1m amplitudes of the probe could be seen for
the adaptor location −20◦ compared to the passive condition (Figure 25). Similarly,
attending to the left or right did not enhance the N1m responses to the adaptor
for any adaptor location (Figure 26). Thus, even if the visual task itself had some
influence on the N1m response, something else is modulating the response even more
and covering the memory load effects of the visual task. Also opposite results have
been found where the visual task decreased the responses to the irrelevant auditory
stimuli [53], but no such decrease was observed in the present results compared to
the passive condition.
Finally, it is worth considering that overt attention, involving shifting the gaze
toward the attended visual stimuli, was used in the present study instead of covert
attention (mentally focusing on a location in visual space, without moving the eyes).
Let us imagine that overtly attending to a visual stimulus presented either in the
left or right would shift that stimulus into the spatial center of the visual atten-
tional space, leaving the auditory attentional space untouched. This would lead to
different coordinate systems between the auditory and visual modalities; the audi-
tory modality would be head-centered, whereas the visual modality would depend
on the movements of the eyes, being eye-centered. If this was true, the probe sound
would always be presented in its original location (−20◦), because it is not possible
to turn the head within the MEG measuring unit, while the visual stimuli would
be presented at 0◦ due to the eye movement toward the visual stimuli. This would
result in equally large N1m responses to the probe in both conditions involving
attention, because there would be no difference between attending to the left and
attending to the right. Moreover, the separation between the probe sound and the
visual stimuli would be a constant 20◦ (the upper limit for the ventriloquism ef-
fect), making mislocalizing the sounds toward the visual stimuli possible and, thus,
leading to enhanced N1m responses. However, as stated before, it is unlikely that
the ventriloquism effect influenced the results, because the visual and the auditory
stimuli of the present study were unsynchronized.
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10 Conclusions
The results of this thesis implicate that the neural coding of the auditory space can
be modulated by attending to visual stimuli. Visual attention was found to increase
the overall sensitivity of spatially selective auditory cortical neurons regardless of
the direction of the visual attention. The effect of visual attention on this neural
coding appeared to be dependent on the spatial separation between the probe and
the adaptor. No effect was observed when the probe and the adaptor were presented
at the same location, whereas the effect was the largest when the two sounds were
presented in opposite hemifields (Figure 25).
It is likely that the brain responses to the auditory stimuli were mainly mod-
ulated by visual attention and not, for example, by multisensory object forming
or by the short-term memory load caused by the visual task. However, it is also
possible that overtly attending to the visual stimuli shifted the eye-centered coor-
dinates in relation to the head-centered coordinates, making no difference between
the attended locations and contributing, thus, to the enhanced N1m responses in
both conditions. Further experiments will be required in order to tell whether overt
and covert attention would have produced different results.
It is difficult to say why the present results contradict with some previous studies
[8, 7] where unattended locations did not receive enhanced neuronal processing.
However, the differences in the results could be due to the fact that different brain
imaging methods (EEG and MEG) were used in different studies. On the one hand,
the EEG is not spatially as accurate as the MEG, but on the other hand, the
MEG does not measure the activity of all the neurons that the EEG is capable of
measuring.
Finally, the population rate code investigated in the present study is suitable for
modeling the spatial coding of auditory space in the horizontal plane only. Little
is known about the neural basis of auditory spatial coding in the vertical direction
and, thus, the effects of visual attention on the neural coding of the full auditory
space remain unknown.
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