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In this paper we prove that the Hirzebruch surface F2,(2,2) embedded in CP17 supports
the conjecture on the structure and properties of fundamental groups of complement of
branch curves of generic projections, as laid out in [M. Teicher, New Invariants for surfaces,
Contemp. Math. 231 (1999) 271–281]. We use the regeneration from [M. Friedman, M.
Teicher, The regeneration of a 5-point, Pure and Applied Mathematics Quarterly 4 (2)
(2008) 383–425. Fedor Bogomolov special issue, part I], the van Kampen theorem and
properties of B˜n-groups [M. Teicher, On the quotient of the braid group by commutators
of transversal half-twists and its group actions, Topology Appl. 78 (1997) 153–186], where
B˜n is a quotient of the braid group Bn, for n = 16.
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1. Introduction
Let X be an algebraic non-singular surface in a projective space CPn. Projecting X onto CP2, we get its branch curve S.
The fundamental group pi1(CP2 − S) (or pi1(C2 − S), where S is an affine portion of S) of the complement of S in CP2 is
an important topological invariant of X itself (see [1]). Indeed, if two fundamental groups pi1(CP2 − S1) and pi1(CP2 − S2)
(or pi1(C2 − S1) and pi1(C2 − S2)) are not isomorphic, then the related surfaces X1 and X2 are not projective deformation
equivalent to one another.
In this paperwe compute the groups G = pi1(CP2−S) and G = pi1(C2−S), where S is the branch curve of the Hirzebruch
surface F2,(2,2) (where F2 is the Hirzebruch surface embedded w.r.t. the linear system |2E0+ 2C |, where C is a fiber and E0 is
the zero section). There are a few factors which motivate this paper.
The main motivation is a lack of information on fundamental groups of complements of branch curves. Moishezon [2],
Moishezon and Teicher [3–5] and Teicher and Friedman [6] proved that the groups pi1(CP2 − S), pi1(C2 − S) are almost
solvable, where S is a branch curve of the Veronese surface V3 or the surface CP1 × CP1 (embedded w.r.t. certain linear
systems) or the Hirzebruch surface F1,(a,b), ∀a, b > 1. Other works such as [7–10] computed the related fundamental group
of the Galois covers of a K3 surface of degree 16, Hirzebruch surface F1,(2,2),CP1 × T and T × T (T is a complex torus), the
presentation of pi1(CP2 − S) (by the van Kampen Theorem), and properties of certain quotients, rather than properties of
pi1(CP2 − S) (or pi1(C2 − S)) itself.
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Anothermotivation is that this paper presents the properties that are induced from a new kind of local braidmonodromy
factorization, for the regeneration of the 5-point (five planes intersecting in one point), while previous works dealt with the
properties that were induced from the factorization of points which were 3-points, 4-points and 6-points.
In this paperwe use and continue thework of [11].We find a presentation of the groupG = pi1(C2−S)— the fundamental
group of the complement of the branch curve S of the Hirzebruch surface F2,(2,2).
The paper is divided up as follows. In Section 2, we present the results from [11] and apply the van Kampen Theorem to
get a list of generators and relations for pi1(C2− S). In Section 3.1, we give a definition of B˜n, which is a quotient of the braid
group Bn, and some important theorems and notation concerning this groupwhichwe need in Section 3.2 and the Appendix.
In Section 3.2, we show that pi1(C2 − S) is isomorphic to (B˜16 o P˜16,0)/N16, where P˜16,0 is the pure braid subgroup of degree
0, and N16 is a certain normal subgroup of this semidirect product. In Appendix, we use [12] to deduce some properties of
pi1(C2 − S).
2. Computation of G by the van Kampen Theorem
In this section, we compute the fundamental group G = pi1(C2 − SF2,(2,2)) by applying the van Kampen Theorem
to the branch monodromy factorization (BMF) of the branch curve S = SF2,(2,2) of the Hirzebruch surface F2,(2,2). Note
that deg S = 36; this can be computed using the known invariants of F2,(2,2) (see, for example, [13]). Recall that in
order to compute G and the BMF of S, we degenerate the surface F2,(2,2) into a union of planes (as described in [14]).
Then we regenerate the resulting BMF (of the degenerated branch curve) in order to get the BMF of the original branch
curve (regeneration is locally the inverse of the degeneration, at the level of the BMFs; see [4] for further definitions and
explanations).
2.1. Braid monodromy factorization
In order to define the braid monodromy factorization (BMF) we recall the following notation and definitions from [15]:
Definition (u,Cu, K ). Choose u in the x-axis of C2 far away from the x-projection singularities of the x-projection of the
branch curve S of F2,(2,2) and its degeneration. Denote by S0 the branch curve of the degeneration of F2,(2,2) (see Section 2.2
and [14]), which is a union of lines. Let Cu = u× C, K = Cu ∩ S, K0 = Cu ∩ S0. Note that during the regeneration process
we get from each point qj ∈ K0 two points: qt , qt ′ ∈ K (which are close to each other). Since degS = 36, we assume that
K = {qi, qi′}18i=1 where qi, qi′ are real.
Definition (`(γ )). Let D be a disc in Cu. Let wi, i = 1, . . . , 36, be small discs in Int(D) such that wi ∩ wj = ∅ for i 6= j, and
such that if K = {qt}36t=1; then for every qt there exist a unique wt such that qt ∈ wt . Let u0 ∈ ∂D and γ be a simple path
connecting u0 with one of thewi’s, saywi0 , which does not meet anywj, j 6= i0. We assign to γ a loop (actually an element of
pi1(D− K , u0)) as follows. Let c be a simple loop equal to the (oriented) boundary of a small neighborhood V ofwi0 chosen
such that γ ′ = γ − V ∩ γ is a simple path. Then `(γ ) = γ ′ ∪ c ∪ γ ′−1. We also use the same notation `(γ ) for the element
of pi1(D− K , u0) corresponding to `(γ ).
Definition (g-Base (Good Geometric Base)). Let D be a disc, K ⊆ D, a set of points, #K < ∞. Let u0 ∈ D − K . Let {γi} be
a bush in (D, K , u0), i.e., ∀i, j γi ∩ γj = u,∀i γi ∩ K = one point, and the γi’s are ordered counterclockwise around u0. Let
Γi = `(γi) ∈ pi1(D− K , u0) be the loop around K ∩ γi determined by γi. {Γi} is a called g-base of pi1(D− K , u0).
Definition (Braid Group Bn = Bn[D, K ]). Let D be a closed disc in R2, K ⊂ D, K finite. Let B be the group of all
diffeomorphisms β of D such that β(K) = K , β|∂D = Id∂D . For β1, β2 ∈ B, we say that β1 is equivalent to β2 if β1 and
β2 induce the same automorphism of pi1(D− K , u0). The quotient of B by this equivalence relation is called the braid group
Bn[D, K ] (n = #K). We sometimes denote by β the braid represented by β . The elements of Bn[D, K ] are called braids.
Definition (H(V ), Half-twist Defined by V ). Let D, K be as above. Let a, b ∈ K , Ka,b = K − a − b and V be a simple path in
D− ∂D connecting a with b s.t. V ∩ K = {a, b}. Choose a small regular neighborhood U of V and an orientation preserving
diffeomorphism f : R2 → C1 (C1 is taken with the usual ‘‘complex’’ orientation) such that f (V ) = [−1, 1], f (U) = {z ∈
C1||z| < 2}. Let α(r), r ≥ 0 be a real smooth monotone function such that α(r) = 1 for r ∈ [0, 32 ] and α(r) = 0 for≥ 2.
Define a diffeomorphism h : C1 → C1 as follows. For z ∈ C1, z = reiϕ , let h(z) = rei(ϕ+α(r)). It is clear that on
{z ∈ C1||z| ≤ 32 }, h(z) is the positive rotation by 180◦ and that h(z) = Identity on {z ∈ C1||z| ≥ 2}, in particular, on
C1 − f (U). Considering (f ◦ h ◦ f −1)|D (we always take composition from left to right), we get a diffeomorphism of Dwhich
switches a and b and is the identity on D− U . Thus, it defines an element of Bn[D, K ] called the half-twist defined by V and
denoted as H(V ).
Notation. [A, B] = ABA−1B−1.
〈A, B〉 = ABAB−1A−1B−1.
(A)B = B−1AB.
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Theorem 2.1 (E. Artin’s Braid Group Presentation). Bn is generated by the half-twists Hi = H(Vi), where {Vi} is an ordered set of
n − 1 consecutive simple paths between the points of K , such that Vi ∩ Vi+1 = pt ∈ K and if |i − j| > 1, Vi ∩ Vj = ∅. All the
relations between H1, . . .Hn−1 follow from{[Hi,Hj] = 1 if |i− j| > 1,
〈Hi,Hj〉 = 1 if |i− j| = 1, 1 ≤ i, j ≤ n− 1.
We denote by Zij the counterclockwise half-twist of i and j along a path below the real axis. Denote by Z
(2)
i,jj′ the product
Z2ij′ · Z2ij , and by Z (2)ii′,jj′ the product Z2i′j′ · Z2i′j · Z2ij′ · Z2ij . Likewise Z (3)i,jj′ denotes the product (Z3ij )Zjj′ · (Z3ij ) · (Z3ij )Z−1jj′ .We also have the
following notation:
z ij = zij = a path below the real line from qi to qj,
Zij = H(zij).
z ij = a path above the real line from qi to qj,
Z ij = H(z ij).
(a)
z ij = a path above qa and below the real line elsewhere from qi to qj (when i < a < j),
(a)
Z ij = H(
(a)
z ij).
z ij
(a)(b)
= a path below qa and qb above the real lines from qi to qj (when i < a < b < j),
Z ij
(a)(b)
= H(z ij)
(a)(b)
.
Define also Z ij
{k}
= H(z ij)
{k}
, where z ij
{k}
is the path from point i to point j, when the path which is between i and j is below the
X-axis, and it surrounds point k from the left (if k < i) or from the right (if j < k).
Notation. ρi = Zii′ = H(zii′) = half-twist corresponds to the shortest line between qi and qi′ .
Wenowpresent the definition of braidmonodromy factorization; for this, we shall need somenotation. Define p = deg S,
pi : C2 → C, pi(x, y) = x is the first-coordinate projection (in a generic coordinate system defined over the reals),
K(x) = {y|(x, y) ∈ S}, N = {x|#K(x) < p},M ′ = {(x, y) ∈ S|pi is not étale at (x, y)} (clearly, pi(M ′) = N and by genericity
#(pi−1(x) ∩M ′) = 1,∀x ∈ N). Let E (resp. D) be a closed disc on the x-axis (resp. y-axis) s.t.M ′ ⊂ Int(E × D),N ⊂ Int(E).
We choose u ∈ ∂E (clearly, #(pi−1(u) ∩ S) = p), K = K(u) = {q1, . . . , qp}. In such a situation, we are going to introduce
braid monodromy.
Definition 2.2. Braid monodromy of a curve S w.r.t. E × D, pi, u.
Every loop in E \ N starting at u has liftings to a system of p paths in ((E \ N)× D) ∩ S starting at q1, . . . , qp. Projecting
them horizontally to D, we get p paths {q1(t), . . . , qp(t)} in D, each one starting and ending in K , which together can be
referred to as a motion. This motion defines a braid in Bp[D, K ] (see [3]). Thus we get a map ϕ : pi1(E \ N, u) → Bp[D, K ].
This map is evidently a group homomorphism, and it is the braid monodromy of S w.r.t. E × D, pi, u.We sometimes denote
ϕ by ϕu.
Definition 2.3. Braid monodromy factorization (associated with a curve).
Braid monodromy factorization (BMF) associated with a plane curve is a product of the form∆2p =
∏
i ϕ(δi),where ϕ is
the braid monodromy of the curve and {δj} is a g-base of pi1(E \ N1, u).
2.2. BMF of the branch curve S of F2,(2,2)
From now on, we denote by S a generic affine piece in C2 of the branch curve, and S will be the branch curve in CP2.
We present here the degeneration of F2,(2,2) as described in [14]. We denote by Lj the lines whose union is the branch curve
S0 of the degenerated surface; by vj we denote the singular points of this branch curve; and by Pj we enumerate the planes
whose union is this degeneration.
Remark 2.4. Recall that a k-point is a singular pointwhich is locally an intersection of kplanes. Thus, the points v1 and v12 are
2-points, the points v2, v3, v4, v8, v9, v10, v11 and v13 are 3-points and the points v5, v6 and v7 are 6-points. The regeneration
of a local neighborhood of v5 and v6 (and the relations induced from the regenerated BMFs) were studied thoroughly in [2].
Thus, in this work, we call v5 and v6 regular 6-points. The investigation of the 6-point v7 and of the relations induced from
its local BMF is done in Proposition 2.1 (see also Remark 2.12). We call v7 a special 6-point since the two lines that are
regenerated first (i.e. L15 and L17) are arranged differently from the regular 6-point ones.
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In the next theorem we recall (a part of) the braid monodromy factorization (BMF) of S from [11]. We denote the
factorization by ε(36), to remind ourselves that it is coming from a 36-degree curve. The general form of the factorization
is
∏
C ′iϕi, where ϕi is the braid monodromy of S around a regenerated neighborhood of vi, and C
′
i are braids corresponding
to parasitic intersection points. These are points which are not singular points of the ramification curve; hence we get them
as a result of the projection to CP2. Explicitly, each C ′i is a regeneration of a BMF of a node of S0, which is an intersection of
two lines of S0 in CP2 which do not come from the (degenerated) ramification curve.
The full BMF can be found at [11, p. 222]. We cite here only the local BMF ϕ7 of the neighbourhood of the point v7, since
we will use it explicitly to induce the some relations in G.
ϕ7 = Z (3)16 16′,17 (ϕ˜)•
∏
i=7′,7,8′,8
Z
2
i 17
(10−14′ 16−16′)
(15−15′)
Z (3)9 9′,17
∏
i=7′,7,8′,8
Z
2
i 17′
(10−14′)
Z˜17,17′
˜˜Z215′,17′ ˜˜Z
2
15,17′ Z
2
15′,17 Z
2
15,17
where ˜˜Z15 17′ , ˜˜Z15′ 17′ , Z˜17 17′ are as in the following figure:
where ( )• is conjugation with Z216′,17Z
2
16,17,
and ϕ˜ = Z29′ 15 Z29 15 Z (3)15′,16 16′Z (3)8 8′,15
(15)
Z29′ 15′
{16′}
(15)
Z29 15′
{16′}
ˆˆZ15 15′ Z27′ 15′
{16′}
Z27 15′
{16′}
Z27′ 15 Z
2
7 15 (B˜)
•• where ˆˆZ15 15′ corresponds to the path
where ( )•• is conjugation with Z−215,16Z
−2
15,16′ ,
and B˜ = F˜(F˜)ρ−1 where
F˜ = Z (3)7′,8 8′ Z (3)9 9′,16 Zˇ8′ 9 Zˇ8 9′
(8−8′)
Z27′,16 Z
2
7′,16′
(10−15′)
ρ = Z7 7′Z16 16′
and Zˇ8 9′ , Zˇ8′ 9 are
2.3. The van Kampen Theorem
Let {Γi} be a g-base of pi1(Cu − S, u). We cite now the van Kampen Theorem and then rephrase it for cuspidal curves in
order to compute the relations between the generators in G.
Theorem 2.5 (van Kampen Theorem). Let S ⊂ CP2 be a projective curve, which is transversal to the line at infinity. Let
S = S ∩ C2. Let ϕ : pi1(C− N, u)→ Bm[C1u,C1u ∩ S] be the braid monodromy w.r.t. S, pi, u. Then:
(a) pi1(C2 − S, ∗) = pi1(Cu − Su, ∗)/{β(V ) = V |β ∈ Imϕ, V ∈ pi1(C1u − S)}.
(b) pi1(CP2 − S) ' pi1(C2 − S)/〈Γ 〉 where Γ is a simple loop in C1u − S around S ∩ C1u = {q1, . . . , qm}.
Definition 2.6. The image of a generator of pi1(Cu − Su, ∗) in pi1(C2 − S) is called the geometric generator.
Theorem 2.7 (van Kampen (Cuspidal Curves Version)). Let S be a cuspidal curve in CP2. Let S = C2 ∩ S. Let ε be a braid
monodromy factorization w.r.t. S and u. Let ε =∏pj=1 V νjj , where Vj is a half-twist and νj = 1, 2, 3.
For every j = 1 . . . p, let Aj, Bj ∈ pi1(Cu−S, u) be such that Aj, Bj can be extended to a g-base of pi1(Cu−S, u) and (Aj)Vj = Bj.
Let {Γi} be a g-base of pi1(Cu − S, u). Then pi1(C2 − S, u) is generated by the images of {Γi} in pi1(C2 − S, u) and the only
relations are those implied from {V νjj }, as follows:Aj · B
−1
j if νj = 1[Aj, Bj] = 1 if νj = 2
〈Aj, Bj〉 = 1 if νj = 3.
pi1(CP2 − S, ∗) is generated by {Γi} with the above relations and one more relation:∏i Γi = 1.
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We need the following notation:
Notation. Γi = any element of the set {(Γi)miρi },mi ∈ Z, ρi = H(zi,i′).
It is easy to see the following:
Remark 2.8. (a) [Γi′ ,Γj] = [Γi,Γj] = 1⇒ [Γi,Γj] = 1
(b) [Γi,Γj] = [Γ −1i Γi′Γi,Γj] = 1⇒ [Γi,Γj] = 1.
2.4. Finite presentation of pi1(C2 − S)
We start by defining a new set of generators.
Definition 2.9. Ei, Ai.
Ei =
{
Γi i 6= 1, 4, 7, 11, 13
Γi′ i = 1, 4, 7, 11, 13
and Ei′ = (Ei)ρi , Ai = Ei′E−1i .
It is easy to see that the set {Ei, Ei′} also generates G.
Definition. θ is the monodromy homomorphism G θ→ S16 induced by the projection F2,(2,2) → CP2.
Lemma 2.1. (1) θ(Γi) = θ(Γi′) = θ(Ei) = θ(Ei′) = (ki, `i) where Li = Pki ∩ P`i and {Lj}, {Pj} are as in Fig. 2.1.
(2) The transpositions of θ(Ei) are
θ(E1) = (1 2), θ(E2) = (2 3), θ(E3) = (1 8), θ(E4) = (3 4)
θ(E5) = (4 5), θ(E1) = (3 10), θ(E7) = (5 6), θ(E8) = (5 12)
θ(E9) = (6 15), θ(E10) = (7 8), θ(E11) = (8 9), θ(E12) = (9 10)
θ(E13) = (10 11), θ(E14) = (11 12), θ(E15) = (12 13), θ(E16) = (13 14)
θ(E17) = (14 15), θ(E18) = (15 16).
Moreover, θ(Ei) and θ(Ej) have one common index⇔ Li, Lj are edges of some triangle in Fig. 2.1.
Proof. Both (1) and (2) can easily be seen from Fig. 2.1 (Section 2.2) and from the enumeration of the planes. See also [5,
Lemma II.3]. 
Proposition 2.1. The following relations hold in G:
(1) 〈Ei, Ej〉 = 1 ∀i, j s.t. θ(Ei), θ(Ej) have exactly one common index,
(2) [Ei, Ej] = 1 ∀i, j s.t. θ(Ei), θ(Ej) have no common index,
(3) 1 = (E11E6E−12 E−13 E1E3E2E−16 E−111 E−112 )(ρ2ρ11)i(ρ3ρ6)j∀i, j ∈ Z,
1 = (E13E8E−15 E−16 E4E6E5E−18 E−113 E−114 )(ρ5ρ13)i(ρ6ρ8)j∀i, j ∈ Z,
(4) 1 = (E8E7E−19 E−116 E17E16E9E−17 E−18 E−115 )(ρ16ρ7)i(ρ8ρ9)j∀i, j ∈ Z,
(5) Ei = Ej′EjE`′E`Ei′E−1` E−1`′ E−1j E−1j′ where (i, j, `) = (1, 3, 2) or (4, 6, 5),
Ei′ = E−1j E−1j′ E−1` E−1`′ EiE`′E`Ej′Ej where (i, j, `) = (12, 6, 11) or (14, 8, 13),
(6) Ei = Ej′EjE`′E`Ei′E−1` E−1`′ E−1j E−1j′ where (i, j, `) = (15, 8, 16) or (17, 16, 9),
(7) Eβ ′ = E−1α E−1α′ EβEα′Eα where (α, β) = (3, 10) = (2, 4) = (5, 7) = (9, 18),
Eα = Eβ ′EβEα′E−1β E−1β ′ where (α, β) = (10, 11) = (12, 13) = (14, 15) = (17, 18).
Proof. In the course of the proof,weuse a fewmethods in order to obtain relations on thewhole set {(Ei)ρmii }. Thesemethods
include the van Kampen Theorem (Theorem 2.7), the complex conjugation technique (see [4, Lemma 19]) and the invariance
rules.
Remark 2.10 (Invariance Rules of ε(36)). Let Et = (t1, . . . , tm) ∈ Gm. We say that Es = (s1, . . . , sm) ∈ Gm is obtained from Et
by the Hurwitz move Rk (or Et is obtained from Es by the Hurwitz move R−1k ) if
si = ti for i 6= k, k+ 1, sk = tktk+1t−1k , sk+1 = tk.
Let t = t1 · . . . · tm be a factorized expression in a group G. We say that t is invariant under h ∈ G if (t1)h · . . . · (tm)h can be
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Fig. 2.1.
Fig. 2.2.
obtained by a finite number of Hurwitz moves from t1 · . . . · tm. Let
ρ = (ρ1ρ12)m1(ρ2ρ11)m2(ρ3ρ6)m3(ρ4ρ14)m4(ρ5ρ13)m5(ρ6ρ8)m6(ρ7ρ16)m7(ρ8ρ9)m8(ρ15ρ17ρ27 )m9ρm1010 ρm1118 ,
wheremi ∈ Z. Then, by [11, Subsection 3.3.1], ε(36) is invariant under ρ for everymi ∈ Z.
During the regeneration process, we get the point v7 which is a special 6-point (see Remark 2.4). It is the intersection
point of {Li}, i = 7, 8, 9, 15, 16, 17 (see Fig. 2.1). The points of other types and the relations induced from them are treated
in [2], i.e., relations (3), (5), (7) and parts of relations (1), (2) in Proposition 2.1 are proven there.
We are left with proving the relations induced from the v7 (as all the other singular points of S0 are 2-points/3-
points/regular 6-points); i.e., relations (4), (6) and the rest of relations (1), (2). We enumerate the lines of this v7 locally,
as in Fig. 2.2
Remark 2.11. The invariance rules of v7 are slightly different from the rules of the points v5, v6: if ϕ7 is the local BMF of v7
then ϕ7 is invariant under (ρ2ρ3)p(ρ4ρ6ρ21 )
q(ρ1ρ5)
r , p, q, r ∈ Z (see [11, Corollary 3.10]).
Remark 2.12. Note that for i = 8, 9, 15, 16, 17, Ei = Γi, so we actually have to prove the following relations (whenwe look
at the local enumeration):
(i) [Γ1,Γ6] = [Γ2,Γ6] = [Γ4,Γ6] = [Γ1,Γ4] = [Γ3,Γ4] = [Γ1,Γ5] = [Γ2,Γ3] = [Γ3,Γ5] = [Γ2,Γ5] = 1,
(ii) 〈Γ1,Γ2〉 = 〈Γ1,Γ3〉 = 〈Γ2,Γ4〉 = 〈Γ3,Γ6〉 = 〈Γ5,Γ6〉 = 〈Γ4,Γ5〉 = 1,
(iii) Γ4 = (Γ4′)Γ−15 Γ−15′ Γ−12 Γ−12′ , Γ6 = (Γ6′)Γ−13 Γ−13′ Γ−15 Γ−15′ ,
(iv) Γ4 = Γ2Γ1′Γ −13 Γ −15 Γ6Γ5Γ3Γ −11′ Γ −12 .
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Fig. 2.3.
From now on until the end of the proof, we denote Γi as i,Γi′ as i′, Γi as i and 1 (= Id ∈ G) as e.
We divide the proof into the following claims:
Claim 2.1. We get the following relations directly from the van Kampen Theorem:
〈5, 6〉 = [1, 6] = [2, 6] = [4, 6] = [3, 4] = [1, 4] = 〈2, 4〉 = e.
Proof. We get 〈5, 6〉 = [4, 6] = [3, 4] = [1, 4] = 〈2, 4〉 = e directly from the van Kampen Theorem, after operation on
the induced relation of certain invariance properties. For example, from the 2-paths:
corresponding to the braid Z244′,6, we get [4, 6] = [4′, 6] = e. By Lemma 2.1: [4, 6] = e. We apply the invariance property
(ρ4ρ6ρ
2
1 ) (see Remark 2.11) on [4, 6] = e to get [4′, 6′] = e. Thus, [4, 6] = e. We get [1, 6] = [2, 6] after applying complex
conjugation on the corresponding paths. We get 〈2, 4〉 from the braid (Z (3)22′,4)Z
2
5,6,Z
2
5′,6 = Z (3)22′,4. 
Notation. ( )·: conjugation by Z25,6Z
2
5′,6.
( )···: conjugation by Z25,6Z
2
5′,6Z
−2
4,5Z
−2
4,5′ .
Claim 2.2. 〈3, 6〉 = 〈4, 5〉 = e.
Proof. The braid
(4−4′)
Z (3)33′,6 induces the relations (by van Kampen) 〈(3)4−14′−1 , 6〉 = 〈(3′)4−14′−1 , 6〉 = e. Since [4, 6] = e, we
have 〈3, 6〉 = e; thus, 〈3, 6〉 = e. We get 〈4, 5〉 = e from the braid (Z (3)4′,55′)· in the same way. 
Claim 2.3. 〈1, 2〉 = e.
Proof. (Z (3)1′,22′)
··· = Z (3)1′,22′ (the paths are not affected). So by van Kampen, we are done. 
Claim 2.4.
(5)··· = 64−1546 (5′)··· = 64−15′46.
Proof. This can be verified by a geometric observation. For example, for the generator 5, see Fig. 2.3. 
Claim 2.5. (`)··· = ` for ` = 1, 2, 3.
Proof. Trivial. 
Write from now on (`)··· = ˜`.
Claim 2.6. 2′1′2′−1 = 5˜3′5˜−1.
Proof. From the braid (Zˇ23′)···, we get the relation 2′21′2(1′)−12−1(2′)−1 = 5˜3′5˜−1. By 〈2, 1〉 = e, we are done. 
Claim 2.7. 〈3, 5˜〉 = e.
Proof. Induced from (Z (3)33′,5)
··· by van Kampen. 
Claim 2.8. [1′, 5′] = e.
Proof. The complex conjugation of (Z21′,5′)
··· induces the relation [1˜′, 5˜′] = e. By Claims 2.5, 2.4 and 2.1, we get [1˜′, 5˜′] =
[1′, 64−15′46−1] = [1′, 5′] = e. 
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Claim 2.9. [1, 5] = e.
Proof. By the braid Z21′,4′
{5′}
, we get the relation
e = [1′, 5′54′5−15′−1] Claim 2.8= [1′, 54′5−1] 〈4,5〉=e= [1′, 4′−154′] [1,4]=e= [1′, 5],
so by Claim 2.8 and the invariance relation, we are done. 
Claim 2.10. 〈1, 3〉 = e.
Proof. By Claim 2.3, e = 〈1, 2〉 Claim 2.5= 〈1˜, 2〉. Choose representatives of 1, 2 to get
e = 〈 ˜1′11′−1, 2′〉 = 〈 ˜1, 1′−12′1′〉 [1,5]=e= 〈 ˜1, 5−11′−12′1′5〉 Claim 2.6= 〈1˜, 3′〉 = 〈1, 3′〉.
Applying invariance, we are done. 
Claim 2.11. 〈2, 5˜〉 = e.
Proof. By Claim 2.7,
e = 〈3, 5˜′−155′〉 = 〈 ˜5′35′−1, 5〉 [1,5]=e= 〈 ˜5˜, 1−1(5′)−135′1〉 Claim 2.6= 〈5˜, 2〉.
In the same way, we get 〈5˜′, 2〉 = e. 
Claim 2.12. [2, 3] = e.
Proof. From the braid (
(2−2′)
Z21′,5 )
···,we induce the relation e = [5˜, 2′21′2−12′−1]; or
e = [2′−15˜2′, 21′2−1] Claim 2.11= [5˜2′5˜−1, 21′2−1] Claims 2.5 and 2.3= [5˜2′5−1, 1˜′−121′]
Claims 2.6 and 2.3+invariance= [5˜2′5−1, 5˜35−1] = [2′, 3].
From the braids Z
2
2 2′,6
(5−5′)
and the fact that [4, 6] = e (Claim 2.1), we get
e = [2′, 3−13′−163′3] [2′,3]=e= [2′, 3′−163′] 〈3′,6〉=e= [2′, 63′6−1] [2′,6]=e= [2′, 3′],
so by the invariance relation we are done. 
Claim 2.13. [2, 5] = e.
Proof. By Claims 2.1 and 2.5,
e = [1˜′, 4] Claim 2.6= [2−13−15˜32, 4] ([3,4]=[3,2]=e)= [2−15˜2, 4] = [5˜, 242−1] Claim 2.4= [64−1546−1, 242−1]
[5,2]=[5,4]=e= [4−154, 242−1] 〈2,4〉=e= [4−154, 4−124] = [5, 2].
By invariance⇒ [2, 5] = e. 
Claim 2.14. [3, 5] = e.
Proof.
[5, 3] = [5, 3˜] Claim 2.6= [5, 5˜−11′−121′5˜] [1′,5]=[1′,5˜]=e= [5, 5˜−125˜] = [5, 64−15−146−1264−1546−1]
[2,6]=e= [6−156, 4−15−1424−154] 〈4,5〉=〈5,6〉=e= [565−1, 54−15−12545−1] = [6, 4−15−1254]
[4,6]=e= [6, 5−125] = [565−1, 2] 〈5,6〉=e= [6−156, 2] [2,6]=e= [5, 2] Claim 2.13= e.
By invariance⇒ [3, 5] = e. 
Claim 2.15. 4 = (4′)5−15′−12−12′−1 .
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Proof. From the braid ( ˆˆZ4,4′)·, we get the following relation:
42′242−12′−14−1 = 65′56−14′65−15′−16−1
(e = [2, 6] = [4, 6]) 42′242−12′−14−1 = 5′54′5−15′−1
(〈2, 4〉 = e) 42′4−1242′−14−1 = 5′54′5−15′−1
2′−142′22′−142′ = 5′54′5−15′−1
(〈2′22′−1, 4〉 = e) 2′−12′2−12′−142′22′−12′ = 5′54′5−15′−1
2−12′−142′2 = 5′54′5−15′−1. 
Claim 2.16. 6 = (6′)3−13′−15−15′−1 .
Proof. Same as for Claim 2.15, using the braid Z˜6,6′ (one needs to use the invariance relation at the end of the proof). 
Claim 2.17. 4 = 21′3−15−16531′−12−1.
Proof. By Claim 2.6, we have 21′2−1 = 3−15˜3 or
21′2−1 = 3−16545−16−13
321′2−13−1 = 64−1546−1 (〈4, 5〉 = 3)
321′2−13−1 = 4−1656−14 ([4, 6] = e)
421′2−14−1 = 3−1656−13 ([3, 4] = e)
41′−121′4−1 = 3−15−1653 (〈1, 2〉 = 〈5, 6〉 = e)
1′−1424−11′ = 3−15−1653 ([4, 1] = e)
1′−12−1421′ = 3−15−1653 (〈2, 4〉 = e)
4 = 21′3−15−16531′−12−1.
The relation set (i) follows from Claims 2.1, 2.9 and 2.12–2.14.
The relation set (ii) follows from Claims 2.1–2.3 and 2.10.
The relation set (iii) follows from Claims 2.15 and 2.16.
The relation set (iv) follows from Claim 2.17.
Now the proposition has been proven since E7 = Γ7′ . 
Recalling the definition of Ei, Ei′ , we see that {Ei, E−1i′ } generates G; therefore, since E ′i = AiEi, {Ei, Ai} also generates G.
Corollary 2.1. All the relations between Ai, Ei, induced from the 3-point or from the regular 6-point are presented in [2, Remarks
30, 31], so the relations induced from v7 are (when enumerating the lines around v7 locally):
(i) A1 = (A5)E4E−16 E3E2
A2 = (A3)E−16 E5E4E−11
A4 = (A6)E5E3E−11 E−12 .
(ii) (A2)E−14 E−12
= E22A5E25A4(E−25 )E−14 (A
−1
5 )E−14
(E−22 )E−14 .
Proof. (i) The proofs for all three relations are the same; thus, we shall consider only the first. By Claim 2.17 with our
notation,
E1 = (E5)E4E−16 E3E2 .
Apply ρ1ρ5 to get E1′ = (E5′)E4E−16 E3E2 and multiply the two results to finish.
(ii) By Claim 2.15, we have
E4 = E2′E2E5′E5E4′E−15 E−15′ E−12 E−12′ .
By E ′i = AiEi, we get
E4 = A2E22A5E25A4E4E−25 A−15 E−22 A−12
⇒ A−12 E4A2 = E22A5E25A4E4E−25 A−15 E−22
⇒ A−12 (A2)E−14 = E
2
2A5E
2
5A4(E
−2
5 A
−1
5 E
−2
2 )E−14
.
By [5, Lemma II.4(h)],
(A2)E−14 E−12
= E22A5E25A4(E−25 )E−14 (A
−1
5 )E−14
(E−22 )E−14 . 
32 M. Amram et al. / Topology 48 (2009) 23–40
3. Explicit presentation of G
3.1. The group B˜n
In order to present G = pi1(C2 − S) and to check that it is almost solvable (as in the conjecture in [16]), we recall a few
facts concerning the group B˜n.
Recall that there are two known homomorphisms on the braid group Bn: the first is the degree homomorphism deg :
Bn → Z, such that if b = ∏ X tii ∈ Bn, Xi are the standard generators of Bn, then deg(b) = ∑ ti. The second one is the
induced permutation homomorphism σ : Bn → Sn such that σ(Xi) = (i i+ 1). We define Pn = ker σ , Pn,0 = Pn ∩ ker(deg).
Definition (B˜n [2, Definition 2]). Let B˜n be the quotient of Bn by the following commutator, B˜n = Bn/〈[X2, (X2)X1X3 ]〉, that is,
by the normal closure of the commutator of two half-twists intersecting transversally.
The homomorphisms defined above induce also homomorphisms on B˜n, which we also denote by deg and σ . Let
P˜n = ker(σ : B˜n → Sn), P˜n,0 = P˜n ∩ ker(deg : B˜n → Z).
We recall the following definitions from [17, Section 1]:
Definition 3.1. Let x, y ∈ B˜n be two half-twists.
(1) If x, y have only one endpoint in common (and they can intersect each other transversally), we say x and y are adjacent.
(2) x is polarized if we choose an order on the endpoints of x. The order is called the polarization of x.
(3) Assume that x, y are adjacent polarized half-twists. We say that x, y are orderly adjacent if their common point is the
‘‘end’’ of one of them and the ‘‘origin’’ of another.
For Section 3.2 we need the definition of a prime element in a B˜n-group. The following lemmas are proven also in [5,
Section 3].
Definition (B˜n-group). A group G is called a B˜n-group if there exists a homomorphism ι : B˜n → Aut(G). We denote (ι(b))(g)
by gb.
Definition (Prime Element, Supporting Half-twist (s.h.t.) Corresponding Central Element). Let G be a B˜n-group.
An element g ∈ G is called a prime element of G if there exists a half-twist X ∈ Bn and τ ∈ Center(G) with τ 2 = 1 and
τb = τ ∀ b ∈ B˜n such that:
(1) gX˜−1 = g−1τ .
(2) For every half-twist Y adjacent to X we have
gX˜ Y˜−1X˜−1 = g−1X˜ gX˜ Y˜−1
gY˜−1X˜−1 = g−1gY˜−1 .
(3) For every half-twist Z disjoint from X, gZ˜ = g.
The half-twist X (or X˜) is called the supporting half-twist of g (X is the s.h.t. of g).
The element τ is called the corresponding central element.
The following two definitions ([2, Section 1.3]) are used to present the group pi1(C2 − S) as a quotient of the B˜n-group.
Definition 3.2. (1) Let G be a B˜n-group, h a prime element of G, X its supporting half-twist. If X is polarized, we say that
(h, X) (or (h, X˜)) is a polarized pair with central element τ , τ = hhX˜−1 .
(2) We say that two polarized pairs (h1, X˜1) and (h2, X˜2) are coherent if ∃b˜ ∈ B˜n such that (h1)b˜ = h2, (X˜1)b˜ = X˜2, and b˜
preserves the polarization.
Definition 3.3 (Lh,X˜ (T˜ )). Let (h, X) be a polarized pair T˜ ∈ B˜n. Lh,X˜ (T˜ ) is the unique prime element s.t. (L(h,X˜)(T˜ ), T˜ ) is
coherent with (h, X˜).
3.2. Computation of G
First we define a map from B˜16 to G; then surjective homomorphism B˜16 o P˜16,0 ↪→ G is built, from which we induce an
isomorphism.
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Fig. 3.1. The points in K .
Fig. 3.2. The paths ti .
Fig. 3.3.
Consider the following geometric model (D, K) for #K = 16 as in Fig. 3.1. Let I = {1 < i < 18, i 6= 3, 6, 8, i ∈ Z}, {ti}i∈I
be paths connecting different paths in K as in Fig. 3.2 and Ti = H(ti).
Fig. 3.2 is a maximal spanning subtree, whose edges correspond to neighboring planes in the degeneration of F2,(2,2) (see
Fig. 3.3).
Lemma 3.1. B16 can be presented as follows:
B16 = {Ti|i ∈ I}
s.t. the relations between the Ti’s are:
(1) 〈Ti, Tj〉 = 1 if Ti, Tj are consecutive,
(2) [Ti, Tj] = 1 if Ti, Tj are disjoint,
(3) [T9, (T18)T17 ] = 1.
Proof. Relations (1) and (2) follow from Artin’s presentation of the braid groups (see Theorem 2.1). (3) follows from the fact
that (T18)17 and T9 are disjoint. 
Definition. T8 := (T9)T−117 T16T15T−17 .
T6 := (T8)T−114 T13T−15 T4 .
T3 := (T6)T−112 T11T−12 T1 .
Let B˜16 = B16/T , T = 〈[X, Y ]〉,where X, Y are transversal. Let T˜i be the images of Ti in B˜16.
Lemma 3.2. B˜16 is generated by 〈T˜i|1 ≤ i ≤ 18}, and the only relations are:
〈T˜i, T˜j〉 = 1, Ti, Tj are consecutive, i, j 6= 3, 6, 8,
[T˜i, T˜j] = 1, Ti, Tj are disjoint, i, j 6= 3, 6, 8,
[T˜9, (T˜18)T˜17 ] = 1,
T˜8 = (T˜9)T˜−117 T˜16 T˜15 T˜−17 ,
T˜6 = (T˜8)T˜−114 T˜13 T˜−15 T˜4 ,
T˜3 = (T˜6)T˜−112 T˜11 T˜−12 T˜1 .
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Fig. 3.4.
Proof. By Lemma 3.1, B˜16 is generated by {T˜i}i∈I . We add three generators and express them in terms of the other ones. 
Lemma 3.3. T˜16 = (T˜7)T˜−18 T˜−19 T˜17 T˜−115 .
T˜17 = (T˜15)T˜8 T˜7 T˜−19 T˜−116 .
Proof. It is actually true for Ti instead of T˜i, and can be verified geometrically using the definition of T8. 
Lemma 3.4. Let Ei be a subset of the generators of G as defined above. We have the following:
(1) [Ei, Ej] = 1 if Ti, Tj are disjoint, i, j 6= 3, 6, 8.
(2) 〈Ei, Ej〉 = 1 if Ti, Tj are adjacent, i, j 6= 3, 6, 8.
(3) [E9, E−117 E18E17] = 1.
(4) E8 = (E9)E−117 E16E15E−17 , E3 = (E6)E−112 E11E−12 E1 , E6 = (E8)E−114 E13E−15 E4 .
Proof. (1) and (2) follow from Proposition 2.1. (4) follows from the cyclic relations induced from the points v5, v6, v7. We
shall prove (3). We know (from Proposition 2.1(4)) that
E8 = E7E−115 E−116 E17E9E−117 E16E15E−17 .
So E17E9E−117 = (E8)E7E−115 E−116 . Since E18 commutes with E8, E7, E15, E16 (by Proposition 2.1), we have [E17E9E
−1
17 , E18] = 1 or
[E9, E−117 E18E17] = 1. 
Lemma 3.5. There exist a homomorphism α : B˜16 → G such that α(T˜i) = Ei.
Proof. Define α(T˜i) := Ei. By Lemmas 3.2 and 3.4, the relations are satisfied when T˜i is replaced by Ei. 
We recall that {Ei, Ai} are also the generators of G; see Definition 2.9.
Claim 3.1. (1) Let H be the subgroup of G generated by the B˜n-orbit of h2 := E ′2E−12 . SoH is a primitive B˜n-group with prime
element h2 and supporting half-twist T2.Moreover, h2 is a prime element of Gwith supporting half-twist T2, and a central element
ν := A2 · (A2)E−12 .
Proof. As in [2, Lemma 17]. 
Definition. Define ∀1 ≤ i ≤ 18, hi := L{h2,T2}(Ti) (see Definition 3.3).
Remark. By [5, Prop. IV.6.2], if hi, hj have adjacent supporting half-twist, [hi, hj] = ν.
Consider again B˜16 and P˜16 := ker(B˜16 → S16) as B˜16-groups, and T˜i, i ∈ I,with the chosen polarization as in Fig. 3.4.
So ξ2 := (T˜2)2T˜−14 T˜
−2
4 is a prime element in P˜16 with supporting half-twist T˜2 with c := [T 22 , T 24 ] as the central element
(by [5, Lemma IV.4.B]).
Definition. Define ξi
.= L{ξ2,T2}(Ti) ∀ 1 ≤ i ≤ 18 (see Definition 3.3).
For future purposes, we cite the following claim, which explains how to calculate ξi.
Claim 3.2. Let X = H(x), Y = H(y) be two half-twists, Ti = H(ti) s.t. x, y, ti have a triangle in common. x ∩ y = v, and a
counterclockwise rotation around v inside the triangle meets x before it meets y.
(1) If the polarization of Ti goes from x to y, ξi = X˜2Y˜−2.
(2) If the polarization of Ti goes from y to x, ξi = X˜−2Y˜ 2.
Proof. See [5, Claim IV.4.1]. 
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Fig. 3.5. The bold lines can be regarded as the degenerated ramification curve of X3,2 .
Considering G as a B˜16-group, let η2 = α(ξ2) be a prime element of Gwith supporting half-twist T˜2 and central element
µ = α(c).
Definition. Define ηi
.= L{η2,T2}(Ti)∀ 1 ≤ i ≤ 18.
It follows that ηi = α(ξi) ∀ 1 ≤ i ≤ 18.
Our task now is to express Ai in terms of hi and ηi. Looking at the singular points in the branch curve of the degeneration
of F2,(2,2), one can see that the set {Ai}, when 1 ≤ i ≤ 8 or 10 ≤ i ≤ 14, can be obtained when we look at it as a part of the
degenerated branch curve of X3,2 (X3,2 is the embedding of CP1 × CP1 in PN w.r.t. the linear system |3`1 + 2`2|; `i is the
factor (i = 1, 2) corresponding to the first/second CP1); see Fig. 3.5 for a visual presentation.
These Ai’s (when 1 ≤ i ≤ 8, 10 ≤ i ≤ 14) were already computed in [2, Proposition 10], so we cite its results when we
convert the notation used there to ours.
Claim 3.3.
Ai =

1 i = 1, 12
hi i = 2, 3, 6, 8, 11
hiη−1i µν i = 4, 14
h2i η
−1
i µν i = 5, 13
A7 = h27η−27 µν
A10 = h−110 η10.
Proof. By [2, Proposition 10]. 
Claim 3.4. (1) A15 = µh15η−215 .
(2) A16 = µνh216η−216
A9 = h9
A17 = µh17η−217 .
(3) A18 = νh18η−318 .
Proof. (1) Since v11 is a 3-point, we have (see [2, p. 65])
A15 = E−214 (A14)E−115 E−114 (E
2
14)E−115
Claim 3.3= E−214 (h14η−114 µν)E−115 E−114 (E
2
14)E−115
µ,ν∈Center(G)= µνE−214 (h14)E−115 E−114 (η
−1
14 )E115E
−1
14
(E214)E−115
.
We use now the following facts:
(i) If Ti, Tj are orderly adjacent,
(hj)EiEj = hi, (ηj)EiEj = ηi by [5, Lemma IV.6.3])
(ii) E−214 (E
2
14)E−115
= µη−115 . (By Claim 3.3 and the constructed homomorphism α; see also [5, IV.4.1].)
(iii) If hi (ηi) is adjacent to Z˜ ∈ B˜16, then (hi)Z˜2 = νhi, (ηi)Z˜2 = νηi (by [5, IV.6.1]).
(iv) µ2 = ν2 = 1. Therefore
A15
(i)=µνE−214 h15η−115 (E214)E−115
(iii),(iv)= h15η−115 E−214 (E214)E−115
(ii)= νh15η−215 .
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(2) We shall prove the claim for A17; the other proofs are the same. By Lemma 3.3, (h15, T˜15) is coherent with
((h15)E8E7E−19 E−116
, T˜17). But (h17, T˜17) is coherent with (h2, T˜2). Thus, ((h15)E8E7E−19 E−116
, T˜17) is coherent with (h2, T˜2). By
uniqueness, (h15)E8E7E−19 E−116
= h17. Similarly, (η15)E8E7E−19 E−116 = η17. By the cyclic relation (Corollary 2.1(ii), when
exchanging the enumeration to a global one),
A17 = (A15)E8E7E−19 E−116 = (µh15η
−2
15 )E8E7E
−1
9 E
−1
16
= µh17η−217 .
(3) This proof is similar to the proof of (1): v13 is a 3-point, and thus
A18 = E−217 (A17)E−118 E−117 (E
2
17)E−118
= µE−217 h18η−218 (E−217 )E−118 = µνh18η
−2
18 E
−2
17 (E
2
17)E−118
= νh18η−318 . 
Lemma 3.6. ∀ 1 ≤ i ≤ 18 we have h2i = µ, ν2i = µ.
Proof. By the factor ϕ14 = Z7,7′ in the factorization, we have the relation E7 = E7′ , or A7 = 1. Thus h27η−27 µν = 1. Since
(η7, T˜7) is coherent with (ηi, T˜i), (h7, T˜7) is coherent with (hi, T˜i), ∀i ∃b˜i ∈ B˜16 s.t. ηi = (η7)b˜i , hi = (h7)b˜i (by [5, III.3.5]).
Thus, h2i η
−2
i µν = 1 ∀i.
Since v9 is a 3-point, we have
A11 = E−210 (A10)E−111 E−110 (E
2
10)E−111
Claim 3.4(iii)= µνh−111 η11E−210 (E210)E−111
Claim 3.2= µνh−111 η11µη−111 = νh−111 .
So A11 = νh−111 . By Claim 3.3, h11 = νh−111 or h211 = ν. By the argument above, ∀i h2i = ν. Thus νη−2i µν = 1, or η2i = µ∀i. 
Claim 3.5. Let Ai = E ′iE−1i ; then
Ai =

1 i = 1, 7, 12, 16
hi i = 2, 3, 6, 8, 9, 11, 15, 17
hiη−1i µν i = 4, 14, 18
η−1i µ i = 5, 13
A10 = h−110 η10.
Proof. By Lemma 3.6 and Claims 3.3 and 3.4. 
The following definitions and propositions in the rest of this section are very similar to those defined in [2,5]. Thus, we
refer the reader to these sources for elaborated proofs of the propositions.
Definition (G0(16)). Let G0(16) be the group generated by the generators {gi}i∈I . Define τ = [g2, g4], and define G0(16) as〈
gi|i ∈ I, [gi, gj] =
{
τ Ti, Tj are adjacent
1 Ti, Tj are disjoint
〉
.
G0(16) can be considered as a B˜16-group; it is actually B˜n-isomorphic to P˜16,0. See [2, Remark 8] for the definition of the
actions and [2, Theorem 1] for the proof of the isomorphism. Therefore we can consider the semidirect product B˜16oG0(16).
Definition. α : B˜16 o G0(16)→ G. Define this homomorphism by
α|B˜16 := α, α(T˜i) = Ei, α(ξi) = ηi, α(c) = µ,
α|G0(16)(gi) = hi, α|G0(16)(τ ) = ν.
Note that α|G0(16) is compatible with the action of B˜16 on G0(16).
Definition. Let N16 = 〈µη2i , νh2i |i ∈ I}.
G16 = (B˜16 o G0(16))/N16.
By Lemma 3.6, η2i = µ, h2i = ν, so α(N16) = 1. Thus, α induces a map on G16 to G; define αˆ : G16 → G.
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Definition 3.4. βˆ : G→ G16. Looking at G as a group generated by {Ei, Ai}, we define
βˆ(Ei) = T˜i ∀ 1 ≤ i ≤ 18
βˆ(Ai) = 1 i = 1, 7, 12, 16
βˆ(Ai) = giξ−1i cτ i = 4, 14, 18
βˆ(Ai) = ξ−1i i = 5, 13
βˆ(A10) = g−110 ξ10
βˆ(Ai) = gi i = 2, 3, 6, 8, 9, 11, 15, 17.
Theorem 3.5. βˆ is well defined.
Proof. To prove that βˆ is well defined, we prove that all the relations induced by the van Kampen Theorem are valid when
each generator in a relation is replaced by its image under βˆ . As G is generated by {Ei, Ai}, we define
ti = βˆ(Ei) = T˜i, ti′ = βˆ(E ′i ), ti′′ = βˆ(EiE ′iE−1i ), ai = βˆ(Ai) = β(E ′iE−1i ) = ti′ t−1i .
We have the following expressions for ai in terms of gi, ξi, τ , c:
ai = 1 i = 1, 7, 12, 16
ai = giξ−1i cτ i = 4, 14, 18
ai = ξ−1i i = 5, 13
a10 = g−110 ξ10
ai = gi i = 2, 3, 6, 8, 9, 11, 15, 17.
Then ti = T˜i, ti′ = aiti, ti′′ = ti(ai)t2i = tiai by [5, Thm IV.6.1.(ii)].
Lemma 3.7. (ai)ti = (ai)t−1i =
{
1 i = 1, 7, 12, 16
a−1i i = 4, 10, 14, 18
τa−1i otherwise.
Proof. Exactly as in [5, Theorem V.1, Lemma 1]. 
Again, define i = i or i′, j = j or j′.
Lemma 3.8. If Ti and Tj are adjacent and di = ai or (ai)ti then (di)t−1j t−1i = d
−1
i (di)t−1j
for tj or tj′ or tj′′ .
Proof. By the above list, ai is a product of g±1i , ξ
±1
i , c and τ . We notice that c and τ are in Center(G), and therefore we can
use the proof of [5, Theorem V.1, Lemma 2] without any change. 
For Ti and Tj adjacent, 〈ti, tj〉 = 1. We use the above lemma to deduce that 〈diti, tj〉 = 1 where j = j, j′, j′′. Since di = ai
or (ai)ti , we get 〈ti, tj〉 = 1. This covers all the triple relations in ε(36).
We now show that all the commutation relations induced from ε(36) are satisfied, using the following two lemmas.
Lemma 3.9. For i, j such that Ti and Tj are disjoint or transversal, we have [ai, tj] = 1 and [ti, tj] = 1.
Proof. Exactly as in [5, Theorem V.1, Lemma 3]. 
Lemma 3.10. We look at B36 = B36[D, K ], where D is a disc in R2, K is a set of 36 points on the real line. Let Z˜2i,j be a braid in B36
such that Z˜i,j connects qi or qi′ with qj or qj′ where outside of two small discs centered at qi, qi′ and qj, qj′ respectively, the path
goes below the real line, except when it goes above some of the pairs qk, qk′ (for i < k < j, k ∈ K). Assume Ti and Tj are disjoint
or transversal. Then the relation induced by Z˜2i,j via the van Kampen method is mapped to 1 under β .
Proof. Note that the relation induced from Z˜2i,j is[
Γi,
(∏
k∈K
Γ −1k Γ
−1
k′
)
Γj
(∏
k∈K
ΓkΓk′
)]
= 1
where Γi = (Γi)ρmii for somem ∈ Z.
Since ai is a product of g±1i , ξ
±1
i , c and τ , we can use the proof of [5, Theorem V.1, Lemma 4], where the only things that
change in this proof are the powers of c, τ in the following calculation, which is the right side of the relation after operating
with β:
β
((∏
k∈K
Γ −1k Γ
−1
k′
)
Γj
(∏
k∈K
ΓkΓk′
))
= ctτ s(tj′ t−1j )δ ·
(∏
(prime elements supported on tj)
)
· tj.
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This commutes with β(Γi) by the same reasoning as in [5]. 
This covers all degree 2 elements that appear in ε(36), but we still have to check the degree 1 elements that appear in
ε(36).
We apply β on each of the sides of the induced relation from degree 1 elements in ε(36) in order to prove that we get
the same element of G.
Note that we have degree 1 elements in ε(36) in the terms ϕi, where ϕi corresponds to a 3-point, to a regular 6-point or to
the special 6-point (i.e. the degree 1 elements from ϕ7). The degree 1 elements arising from 3-points or from the regular 6-
points were already investigated in [5, Theorem V.1] and [2, Theorem 3]. So we only have to consider the degree 1 elements
in ϕ7, or the relations in Corollary 2.1.
We start with the second relation in Corollary 2.1(i). Since all three relations in Corollary 2.1(i) are induced from relation
(4) in Proposition 2.1, we can indeed verify what we need only for one relation from this group. In global enumeration,
this relation is A7 = (A16)E15E−117 E9E8 . Operating with β on the two sides, we have to prove that a7 = (a16)t15t−117 t9t8 . But
a7 = a16 = 1, so we are done.
The other relation in Corollary 2.1(ii) is (when enumerating globally):
(A8)E−115 E−18
= E28A16E216A15(E−216 )E−115 (A
−1
16 )E−115
(E−28 )E−115 .
Operating with β on both sides we get (a8)t−115 t−18
= t28 · 1 · t216g15(t−216 )t−115 · 1 · (t
−2
8 )t−115
.
Note that (a8)t−115 t−18
= (g8)t−115 t−18 = g15, by [5, Lemma IV.6.3]. On the other hand, we have the following equalities:
t28 · 1 · t216g15(t−216 )t−115 · 1 · (t
−2
8 )t−115
= ([t8, t16] = 1)
t216t
2
8g15(t
−2
16 )t−115
(t−28 )t−115 = (t
2
8g15 = τg15t28 , by [5, Lemma IV.6.1])
t216τg15t
2
8 (t
−2
16 )t−115
(t−28 )t−115 = ([t8, t16] = 1, τ ∈ Center)
τ t216g15t
2
8 (t
−2
8 )t−115
(t−216 )t−115 = (by Claim 3.2, t
2
8 (t
−2
8 )t−115
= g15)
τ t216g
2
15(t
−2
16 )t−115
= (by [5, Lemma IV.6.3], t216g215 = g215t216)
τg215t
2
16(t
−2
16 )t−115
= (by Claim 3.2; see also by [5, Lemma IV.4.1(6)], t216(t−216 )t−115 = g
−1
15 τ
−1)g15. 
Thus, as in [5, Lemma V.2] we can conclude that αˆβˆ = βˆαˆ = Id and the following:
Theorem 3.6. G ' G16.
Definition 3.7 (σ˜ , d˜eg,H16,H16,0). Recall from Section 3.1 the homomorphisms σ : B˜n → Sn, deg : B˜n → Z. By
abuse of notation, we define σ˜ : G → S16 by σ˜ (α, β) = σ(α); and d˜eg : G → Z by d˜eg(α, β) = deg(α). Define
H16 = ker σ˜ ,H16,0 = H16 ∩ ker d˜eg.
Proposition 3.1. There exists a series 1 B H ′16,0 B H16,0 B H16 B G where G/H16 ' S16,H16/H16,0 ' Z,H16,0/H ′16,0 '
(Z2 ⊕ Z2)15,H ′16,0 = Z2 ⊕ Z2.
Proof. The first and second isomorphisms are induced from the structure of G and H16. The third and the fourth
isomorphisms are induced fromLemma3.6 and the fact thatµ, ν ∈ H ′16,0. See [18] for elaborated proofs of a similar case. 
Define G = pi1(CP2− S). By the projective van Kampen Theorem (Theorem 2.7), we can prove, in the same way as in the
proof of [19, Theorem 5.0], the following proposition:
Proposition 3.2. There exists a series 1 B H ′16,0 B H16,0 B H16 B G where G/H16 ' S16,H16/H16,0 ' Z18,H16,0/H ′16,0 '
(Z2 ⊕ Z2)15,H ′16,0 = Z2 ⊕ Z2.
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Appendix. Certain quotients of G
The purpose of this appendix is, in the spirit of [12], to show another way to calculate certain quotients induced from G.
We begin by citing a definition from [12] concerning an image of a homomorphism from H2(X,Z), where X is a complex
projective surface, embedded in CPN with respect to a linear system |L|.
Definition ([12, Definition 1.4]). LetΛ be the image of the map λ : H2(X,Z)→ Z2 defined by λk(α) = (α · L, α · R), where
L and R = c1(KX ) + 3L are the classes in H2(X,Z), Poincaré dual to a hyperplane section and to the ramification curve
respectively.
We recall the following definition from [12]:
B˜(2)n = {(x, y) ∈ B˜n × B˜n such that deg x = deg y and σ(x) = σ(y)}.
Let G be the fundamental group of the complement of the branch curve of X , with respect to a generic projection, and let
θ : G→ Sn be the geometric monodromy representation (n = deg X).
Definition ([12, Definition 3.6]). We say that G satisfies property (∗) if there exists an isomorphism βˆ from G to a quotient of
B˜(2)n such that, for any generator γ ∈ G there exist twohalf-twists x, y ∈ B˜n such thatσ(x) = σ(y) = θ(γ ) and βˆ(γ ) = (x, y).
Since G = pi1(C2 − S), we can define the homomorphism δ : G→ H1(C2 − S) = Z (as S is irreducible). This can also be
thought of as the degree homomorphism d˜eg: sending each geometric generator of G (see Definition 2.6) to 1 ∈ Z.
Let us define H0
.= ker(θ : G → Sn) ∩ ker(δ : G → Z), and let H ′0 be its commutator. Then we have the following
proposition.
Proposition A.1. If G satisfies property (∗) then
H0/H ′0 = (Z2/Λ)n−1
Proof. See [12, Proposition 3.8] and [12, Theorem 1.5]. 
Remark A.1. One can already notice that for X = F2,(2,2), G satisfies property (∗) — the homomorphism βˆ is defined in
Definition 3.4. Thus, we can indeed verify, using Proposition A.1, that Proposition 3.1 is correct. However, we emphasize
that the methods introduced in [12] hold good only for finding the quotients above — and not the fundamental group G
itself — and only after proving that the fundamental group G satisfies property (∗). In order to do this, one has to investigate
the local fundamental groups of the singular points, as was done is Section 3.2.
Remark A.2. Note that finding the global braid monodromy of the Hirzebruch surface F2,(a,b),∀a, b > 1 (where F2,(a,b) is
the surface F2 embedded w.r.t. the linear system |aEo + bC |), can be handled using only the formulas for the local braid
monodromy of 3-point and 6-point. Property (∗) holds for the fundamental group G of the complement of the branch
curve of F2,(a,b), since we only have to investigate the local fundamental groups of the singular points. Thus, we can use
Proposition A.1 to induce the quotient H0/H ′0. For example, for F2,(a,b) as above, one can find that
H0/H ′0 =
(Z/2Z⊕ Z/aZ)
n−1 a = b
(Z/2Z⊕ Z/bZ)n−1 a 6= b a is even
(Z/2bZ)n−1 a 6= b a is odd.
Using the calculation of the monodromy for the (k+1)-point given in [11, Section 2.3] and the methods outlined above, one
can easily find the quotients for every Fk,(a,b),∀k,∀a, b > 1.
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