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ABSTRACT

Increased electricity production from intermittent renewables presents a challenge to utilities. Since the grid has little ability to store energy, ﬂuctuations in solar
and wind generation require either an increase in generation from expensive sources or
a reduction of demand. Demand Response (DR) programs focus on the latter and are
designed to increase grid ﬂexibility by allowing grid operators to modify when or how
customers use electricity. For residential customers, this typically means shedding
load during periods of high demand through a central controller temporarily shutting
oﬀ air conditioning (AC) compressors. This type of DR can cause spikes in demand
after the units come back online.
As the communication and computational capabilities of smart meters and smart
thermostats grow, so does the potential to create more decentralized approaches to DR
programs. This thesis presents novel thermostat on/oﬀ criteria that rely on limited
peer to peer communication between a network of residential thermostats. Agent
based modeling (ABM) software was used to simulate the emergent behavior that
results from thermostat interactions. To demonstrate the beneﬁt of communicating
thermostats, the criteria were tested as a means to improve the response following an
AC shut oﬀ DR event and as an alternative to such events.
The introduced criteria, by sharing only the state of neighboring compressors,
improved the overall demand proﬁle following a DR event by reducing peak demand
up to 21%. However, it was also found to increase the number of cycles an AC
unit experiences by 36%, which can reduce its lifetime. Additionally, the stability
implications of this approach are explored.
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CHAPTER 1

INTRODUCTION

In response to continued and increasing climate change, the United States and the
world continue on a path toward a carbon free energy system, at least as generation
capacity growth suggests [2]. According to the Bloomberg New Energy Finance
report, renewables will account for 50% of global electricity generation by 2050 due
to continued reduction in the cost of solar and wind technology [3]. In the US, 55%
of electricity generation will come from renewable sources.
While increasing the use of solar and wind power are an integral part of the solution
to climate change, increased penetration of these particular sources introduces other
challenges. As a result, it is well understood that a truly carbon-free electric grid
will require both more energy storage and greater ﬂexibility from energy consumers
[4]. Increased storage, in the form of grid-scale batteries, continues to be the focus of
signiﬁcant investment from both the public and private sectors. On the other hand,
eﬀorts to increase grid ﬂexibility, often in the form of programs to encourage and
enable electric users to alter their usage in a way to improve overall grid performance,
have seen limited investment or deployment.
Demand response (DR), is an approach to increasing grid ﬂexibility by allowing
the grid operator to control when or how electricity is consumed by certain customers.
DR is well-proven yet its deployment has been limited to programs that shed load
during periods of very high demand, when additional generating capacity is scarce
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and therefore expensive. The rollout of the Advanced Metering Initiative (so-called
smart meters), the rapid growth of computational and communication capabilities in
everyday devices (i.e. the Internet of Things), and the increased public support for
action to combat climate change, creates an environment conducive to the development of a more robust set of programs that can engage a broader sector of society,
greatly increase grid ﬂexibility and by doing so, enable a much higher penetration of
wind and solar generation into the grid.

1.1

Challenges to Utilities

Electric utilities have their origins in the late 19th century and have evolved in
the technological and social environment of the early 20th century. This has led to
the current situation in which consumers have come to expect that electricity will
always be available, regardless of when and how a consumer requires it, and utilities
accept the responsibility of meeting those requirements. Utilities pull from a variety
of generation sources to produce the required power. A subset of these generation
sources (i.e nuclear, coal) continually operate, utilizing large thermal masses that are
cost eﬃcient at supplying a constant amount of power to the grid, but are unable to
respond quickly to changes in demand.
The rapid deployment of intermittent renewable energy generation on the electric
grid has presented signiﬁcant challenges to the entities that are responsible for maintaining the reliability of our electric distribution system. Since the grid has very little
inherent ability to store energy, the variable nature of wind and solar energy forces
the utility to constantly compensate for those variations by modifying the output of
the resources they do control. Typically, this compensation is done by changing the
output of hydropower or natural gas generators, which can reach full generation in a
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matter of minutes, allowing for tracking of peak loads or ﬁlling in the valleys caused
by a renewable generation source suddenly losing power production (e.g. cloud covers
solar farm, wind quickly dies down, etc.).
To better explain the nature of the problem, Figure 1.1, which is commonly
referred to as the duck curve [1] explains one scenario that causes concern for the
California Independent System Operator (CAISO, an independent system operator
responsible for the California electric grid). While results come from the speciﬁc
California study, it is well-understood that the challenges revealed here are widely
applicable to any region where solar generation is being added to the system. For
this reason, the duck curve has become emblematic of the problems associated with
high penetration of wind and solar generation in general [5].

Figure 1.1: The Duck Curve [1]
Figure 1.1 shows a series of lines, each representing the net energy demand in the
California grid during a spring day (31 March) on each of 8 years. Net energy is
the energy provided by the electric utilities, which is equal to the energy consumed
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minus the solar energy produced by distributed (non-utility owned) solar resources.
The base line of the graph (labeled 2012 (actual)) is prior to California’s incentives to
promote installation of customer-owned solar generation. The general shape of that
line, with a minimum around 3 AM, a peak mid morning, a lull in mid-afternoon and
a high peak around dinner time, is typical of an aggregated electrical demand curve
throughout the developed world. Additional lines show the impact that the increasing
penetration of solar (2013) and that of the growth of solar penetration predicted at
the time of the study. As solar generation increases (because more facilities are built)
the net demand that utilities must meet changes drastically during the daylight hours.
However, the load required at night is not impacted.
There are two major areas of concern that the duck curve highlights. One is that
the greatly reduced net demand at mid-day might lead to over generation due to other
constraints on grid operation. Over generation is an issue because the so-called base
load generating stations cannot be economically ramped up and down to meet this
relatively short period of high solar generation. The second issue is a rapid change
in demand that utilities must compensate for as the sun sets across the region. Even
those generators that can change their output have limitations as to how fast those
changes can occur. Therefore, the concern is that there can come a time when the
steepness of the ramp exceeds the ability of utilities to meet rapidly changing needs.
The duck curve was ﬁrst introduced in 2013, and experience since then has shown
that it has actually under-predicted the nature of the problems [6].
In addition to these problems exposed by California and other system operators relative to solar energy, other utilities and independent operators ﬁnd related
challenges to the growing impact of wind generation capacity. These concerns are
the main motivations for developing grid-level energy storage solutions in the form of
electro-chemical batteries. Grid-scale battery deployment is seen as the main solution
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to these problems, although they come at considerable expense and the long-term
environmental impacts and costs associated with these technologies remain uncertain
[7].

1.2

New Technologies and Electrical Distribution Models

Batteries are only one way to tame the duck curve. A growing number of energy
observers are pointing out that by enlisting the cooperation of electricity users, and
incentivizing changes in their behavior, we can impact the problem by changing
consumption at critical times of the day [8]. Increasing development of the electrical
smart grid oﬀers unprecedented opportunity for more complex electrical supply and
demand interactions in a relationship that has been historically unilateral. The
smart grid allows for the application of modern communication technology, such as
the internet of things, to improve or modify widespread electrical transmission and
distribution.
In addition to developments related to the smart grid, utilities have begun to
embrace Demand Side Management (DSM) as a way of helping it meet customer
needs. In the broadest sense, DSM refers to those programs implemented by a
utility (or independent grid operator) in which they endeavor to modify (or manage)
customer use of electricity in some way. DSM programs mainly fall into two categories:
(1) Energy Eﬃciency programs such as LED lighting or insulation upgrades, and (2)
Demand response programs utilities use to incentivize deferral of energy consumption
during times of high demand.
This shift in the utility-customer relationship has led observers to speculate that
we are at the dawn of a new era in which the relationship between energy providers
and customers is re-deﬁned in a way that empowers individual consumers to provide
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services back to the grid in addition to simply consuming. The terms used to describe
this new relationship include the producing consumer, or prosumer [9], and the Energy
Internet [10]. The speculation around the future of the prosumer is, until now, limited
to the relationships between individual prosumers and the utility (or with third party
aggregators acting on behalf of the utility).
Much of this activity is focused on thermostatically-controlled loads (TCLs) such
as those systems used for space heating and cooling, hot water or refrigeration and
food storage. Systems that use electricity in this manner are normally designed
to maintain temperature, not at a single constant set point, but within a range of
temperatures, known as the thermostat deadband.
In a typical DR application, residential air conditioning (AC) compressors (but
not the circulating fan) are temporarily turned oﬀ under control of the utility, allowing
the inside temperature to rise above the thermostat setting. The grid is relieved of
the load that the AC compressor would have drawn and the homeowner (if present)
experiences a small and possibly noticeable increase in indoor temperature. These
programs are nearly universally used to shed load at times of very high demand, but
they can also be used to increase consumption at times of energy surplus, resulting in
a somewhat cooler home than the set point would imply. A common interpretation
of this eﬀect is that energy is being stored in the thermal mass of the home. In this
respect, the home acts like a thermal battery, albeit a leaky one with limited storage
capacity.
The ability of any individual TCL to impact the energy balance of the grid is
limited. Therefore, most applications entail the aggregation of many hundreds and
thousands of loads, coordinated by a central controller. The dynamics and control of
such aggregated loads is the subject of signiﬁcant research [8], [11], [12] and grid
operators across the country have signiﬁcant experience using aggregated DR to
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manage peak loads.
Agent-based Modeling (ABM) has been a ﬁxture of the social sciences for many
years and has proven to be an eﬀective means of understanding emergent behavior
from a large number of individual actors. More recently, ABM has been identiﬁed
as a means of understanding complex physical systems, such as the electric grid,
where large numbers of individual homes or even appliances can be modeled in a
coherent framework that allows for easy control of the statistical distribution of agent
parameters and behavior [13].
The thesis of this work is to use ABM to develop distributed decentralized criteria
that rely on limited communication between neighboring residential thermostats to
implement a robust DR program for residential AC systems. While this work could be
applied to commercial or industrial settings, that is outside the scope of this research.
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CHAPTER 2

BACKGROUND

2.1
2.1.1

Demand Response Methods
Economic

One method of demand response is to inﬂuence residential customers to shift their
electricity usage from peak times to oﬀ-peak hours by oﬀering consumers real-time
pricing (RTP) or Time-of-Use (TOU) pricing. Instead of charging the customer a ﬂat
rate for electricity, the price changes throughout the day, encouraging consumers to
use energy during times of less load. The eﬀectiveness of this method has been widely
studied in a range of diﬀerent settings. The results have been mixed. Typically, RTP
does reduce peak demand, but the amount diﬀers.
Sweden reached full smart meter coverage in 2009, which resulted in regulations
giving consumers the option to have their electricity metered hourly [14].

This

hourly data led utilities to oﬀer variable-pricing contracts, which can be economically
beneﬁcial to the electricity consumer compared to ﬂat rate contracts. They also enable
greater adoption of other smart grid storage technologies, such as electric vehicle (EV)
charging control schemes, since owners can charge overnight while prices are lower.
In the study by Nilsson et al. [15], half of the participating Swedish households were
given RTP, and the other half had a conventional ﬁxed rate. The results showed that
the RTP households shifted an average of 5% of their total daily energy consumption
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to oﬀ peak hours. However, during non-peak night hours, Sweden utilizes more coal
and gas to meet energy needs. This resulted in an increase of almost 3% in annual
CO2eq emissions for the RTP households.
In Japan, Zhang et al. [16] found dynamic electricity pricing can reduce peak
demand by 6% to 14%, depending on factors such as the outside temperature and
ﬂoor area of the households.
There has also been some research done on this topic in the United States, where
a majority of customers pay a ﬁxed rate for their electricity. Allcott [17] found that
RTP results in households reducing overall energy consumption by about 5% through
energy conservation during peak hours. However, Lutzenhiser et al. [18] examined
the results of a pilot program in California and found that implementing a TOU price
scheme resulted in minimal load reduction.

2.1.2

Energy Storage

Smoothing the demand curve can be achieved by utilizing energy storage methods.
While demand is low, energy storage systems can draw power to “charge” their
reservoir. This stored energy can respond quickly when extra power is needed during
peak demand.
The most common utility-scale method to store energy is in the form of water,
using pumped hydroelectric energy storage (PHES). During periods of low demand,
water is pumped uphill into a reservoir. At times of high demand, that water is
dropped through turbines to generate power. To be economical, these reservoirs
must be large in size, which limits PHES to mountainous or hilly regions. Despite
this geographical constraint, PHES accounts for about 98% of bulk electricity storage
globally, according to the Electric Power Research Institute (EPRI) [19].
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Another large scale energy storage technique is compressed air energy storage
(CAES). A CAES system utilizes gas turbine technology. When the cost of electricity
is low, the system compresses air and pumps it into a large storage reservoir. When
additional power is desired during peak demand, the compressed air is heated and
expanded through the turbine. Since being introduced in the 1940s, a number of
CAES systems have been installed around the world, with the largest plants able to
generate around 300 MW [20].
Electric battery storage became a viable option for energy storage in recent years
as the cost of batteries continues to decline. California is leading the way, with three
large storage facilities installed within the last year totaling 77.5 MW [21]. While
charging and discharging these batteries is an eﬀective means of DR, the battery
production process can negatively impact the environment [7].

2.1.3

Thermostatically Controlled Loads

A well-established tool to provide DR is through TCLs, which can be manipulated
such that they can serve as thermal batteries. This type of control usually refers to
space conditioning appliances, such as air conditioning units and furnaces [22], but it
can be extended to smaller demand appliance such as water heaters and refrigerators
[23]. By specifying when a population of TCLs are consuming power, demand can be
controlled. As discussed later in section 2.3, this can be achieved through a centralized
controller directing all TCLs within the population or through decentralized control,
where the individual TCLs coordinate directly with each other.
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2.2

Agent Based Modeling

Agent Based Models (ABMs) of Multi-Agent Systems (MAS) have been used as
a simulation tool to model a variety of problems, covering a wide array of disciplines.
An ABM consists of a population of unique and autonomous entities, known as agents,
that interact with each other and the environment through a set of rules. These agents
may be animals, humans, institutions, vehicles, or anything whose behavior can be
described by a mathematical model. Agents act as individuals and can communicate
and exchange information with each other, but typically the interaction is local,
meaning the agents only share information with their neighbors rather than the whole
population.
One of the key features of an ABM is the ability to capture and reproduce the
phenomenon of weak emergence, which is the development of complex and unexpected
behaviors that result from the interaction of a number of simple (but often nonlinear)
agents and the enveloping system [24]. Unlike the concept of strong emergence, the
aggregate behavior of weak emergence can be derived with adequate computational
capabilities [25].
In recent years, ABMs have been used to model how diseases like cholera [26] and
Zika [27] are spread in population centers. To develop drought management plans,
researchers have used ABMs to simulate an urban water supply [28]. Sociologically,
ABMs have been used to simulate problems from tax compliance and evasion [29] to
the spread of opinions among members of a society [30]. Another common area of
agent based modeling is to model market behavior, whether that be how the behavior
of stock traders inﬂuences the overall market [31] or determining the cause of the
housing bubble that led to the US ﬁnancial crisis [32].
As it relates to energy, ABMs can be used to optimize building climate control
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strategies by predicting occupant behavior and room usage [33]. Concerning demand
response, there are a number of papers that focus on centrally controlled aggregated
models of HVAC (Heating, Ventilation, and Air Conditioning) MAS [13, 22, 34].
These models focuses on keeping track of the overall system behavior, rather than
looking at how individual loads interact with each other. An ABM was used to
develop decentralized DR through price signaling that led to ”emergent coordination”
among the agents, even though the agents don’t interact with each other directly [35].
Alternatively, communication between agents has been used to model the charging
scheduling for electric vehicles as a means to reduce peak demand and follow renewable
generation sources [36].

2.3

Control of Distributed Systems

While centralized control of TCLs is more common, due to simpler implementation, experts have noted a number of potential problems with grid stability and
higher peaks before or after a DR event [37]. Also, as the number of loads being
controlled increases, so does the computational power and required infrastructure to
eﬀectively communicate in a reliable and timely manner. In centralized control, cyber
security is an issue because of its vulnerability to single point failure such as a targeted
cyber attack against the central controller that can disrupt the control system and
expose customer data [38]. Decentralized control has the potential to overcome these
shortcomings.

2.3.1

Centralized Control

Grid operators typically exert central control over large populations of TCLs
through radio links or power line carrier protocols. For example, Idaho Power has
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an AC Cool Credit program where individual consumers, in exchange for a small
reduction in their monthly electric bill, give the utility permission to install equipment
on their AC unit [39]. This equipment can receive a signal from Idaho Power that
shuts oﬀ the unit’s compressor for a short period of time. After that time has expired,
the unit is allowed to turn back on while another population is disconnected, thus
reducing the overall demand for as long as required and preventing uncomfortable
conditions from occurring within any individual homes.
Another common method of controlling TCLs is through set-point control. Callaway [8] makes the case that changing thermostat set-points of a population of TCLs
can be used to follow the variability of wind generation. Building on this work,
Bashash and Fathy [22, 40] developed a model that uses a centralized controller
to broadcast a uniform signal to vary the thermostat set-point temperature of the
population of TCLs. This enables the tracking of a real wind power trajectory.
A centralized controller can coordinate many agents without knowing individual
agent states. By comparing a reference to a received aggregate output value, the
controller determines what signal to broadcast to all agents. Each agent then makes
a decision based on the signal and deﬁned probabilities [41].
Similarly, Zhang et al. [13] developed a control scheme where the centralized
control signal is broadcast to all agents. The agents then decide how to implement
the signal based on their local temperature and power state.
A priority-stack-based control strategy can be an eﬀective way to control TCLs
[34]. Sorting the population of TCLs by temperature into two stacks, one where the
TCLs are oﬀ and the other where the TCLs are on, allows for the most appropriate
selection of the next TCL to turn on or oﬀ. When the grid has excess power, perhaps
due to an increase in wind generation, the centralized controller can send a signal to
the TCLs. The TCL with the highest priority in the oﬀ stack will turn on ﬁrst and
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then continue down the stack until the excess power is being utilized. This also works
the other way. When the grid is trying to reduce load, the TCLs in the on column
turn oﬀ sequentially, in order of priority, until the desired reduction has been met.
The downside of this model is the need to have the information of all agents in the
system accessible to the central controller to sort correctly.

2.3.2

Decentralized Control

In decentralized control, agents take in information and make decisions as individuals, rather than being told what to do by one controller.
One method of decentralized demand response is to use price signalling and
adaptive mechanisms, coupled with smart meters, to prevent loads from syncing up
and creating high peak demand [35].
With the rising number of electric vehicles, an opportunity for demand response
has been created. EV charging management allows for the vehicles to charge at times
of low demand or to match renewable energy production. Xydas et al. [36] developed a
model to demonstrate the eﬀectiveness of ”responsive” EVs. These vehicles determine
their charging schedule according to a signal that takes power demand and generation
forecasts into account. Their model demonstrated that responsive EVs could reduce
the peak charging demand of all EVs, including unresponsive EVs, by shifting demand
to a time when the unresponsive EVs were ﬁnished charging. They also demonstrated
the ability of responsive EVs to charge in response to a real time photovaltic (PV)
generation proﬁle.
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CHAPTER 3

AGENT BASED MODEL DEVELOPMENT

The agents in the model are residential houses equipped with a smart thermostat
that controls the air conditioning unit. These agents interact with the environment
(outside temperature) and can communicate with neighboring houses.

3.1

Thermal Dynamics of HVAC Systems

In order to understand how the environment and the house interact, the heat
transfer mechanics between them must be examined. Building oﬀ of the work of
Bashash and Fathy [22], the thermal dynamics of a house can be approximated as a
ﬁrst-order ordinary diﬀerential equation:



1
Ṫ (t) =
T∞ − T (t) + R QI − m(t)Q
RC

(3.1)

Here, T and T∞ correspond to the internal and the ambient temperatures (◦ C),
respectively. The thermal capacitance, C (kWh/◦ C), and thermal resistance, R
(◦ C/kWh), are properties related to factors such as building insulation and materials.
QI (kW) is the heat generated by internal loads and Q (kW) is the load’s cooling
power when ON. The ON/OFF signal m(t) is controlled by the thermostat and the
corresponding temperature limits

16

m(t) =

⎧
⎪
⎪
⎪
0,
⎪
⎪
⎪
⎨

if m(t) = 1 & T (t) ≤ Tmin

1,
if m(t) = 0 & T (t) ≥ Tmax
⎪
⎪
⎪
⎪
⎪
⎪
⎩unchanged, otherwise

(3.2)

where Tmin and Tmax are the lower and upper limits of the thermostat deadband, δ.
The setpoint temperature, Tsp , is related to these limits as follows:

δ
Tmin = Tsp − ,
2

Tmax = Tsp +

δ
2

(3.3)

Considering a population containing N TCLs, the total load can be expressed as
N
X
1
PTCL (t) =
Qi mi (t)
η
i
i=1

(3.4)

where ηi is the coeﬃcient of performance (COP) of the ith load.

3.2

Agent Development

There exist numerous ABM software currently available to the general public,
such as AnyLogic, NetLogo, MASON, Repast, and AgentSheets [42]. While the
mathematics that drive an agent based model can be developed using line-by-line
code (eg. MATLAB), these platforms are useful as they allow for rapid development
of a large number of simple agents, control of the statistical spread of parameters,
and ease of result reporting. For this research, AnyLogic is used because it allows
for combination of agent-based modeling, discrete events, and system dynamics in
a visually clear manner [43]. First, the individual agent is modeled and then a
population of agents can be generated to simulate the aggregate dynamics.
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Figure 3.1: AnyLogic Stock and Flow Diagram
3.2.1

System Dynamics

To represent diﬀerential equations, AnyLogic makes use of ”Stock and Flow Diagrams” which are typical in economics, accounting, and related disciplines. The
Stock represents a reservoir, or continuous state, that is changing with the incoming
and outgoing Flows. Figure 3.1 shows the house dynamics described in Equation
3.1, where the continuous state is the indoor temperature, which increases due to
the incoming ﬂow of heat transfer and decreases due to the AC unit’s ability to
remove heat. Therefore, the heating rate consists of the heat transfer due to the
diﬀerence between outdoor and indoor temperature,

1
(T∞
RC

− T ), and the internal

heat generation, QI /C. For this model, the internal loads are treated as a disturbance
similarly to Hao et al. [34]. The cooling rate resulting from the AC unit is P/C when
ON and 0 when OFF.

3.2.2

State Charts

Individual AC unit state behavior is modeled using a state chart. The state chart
keeps track of what state the AC unit is in and transitions between states if certain
thermostat criteria are met. As seen in Figure 3.2, the AC has three states (ON,
OFF, Locked). The Locked state represents the compressor time relay delay, which
prevents damage due to rapid ON/OFF cycling. The compressor ”locks” for 3-10
minutes, during which a switching signal from the thermostat is ignored [13]. A
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Figure 3.2: AC unit state chart
lockout time of 7 minutes, the middle of this range, is used for this research. This
locked state does not impact the building comfort level, but it can aﬀect the aggregate
response if the control frequently switches states of participating units. In normal
thermostat operation, the transition from OFF to ON and ON to Locked occurs when
the indoor temperature reaches the upper or lower limit of the thermostat deadband.
The additional transitions from the diamond state to ON and OFF determine the
initial state of the AC unit.

3.3

Agent Parameters

Both homogeneous and heterogeneous population of agents are modeled in this
research. Bashash and Fathy [22] assumed homogeneous house parameters (Table
3.1). This a good representation assuming the modeled population of houses is tract
housing, sometimes referred to as cookie cutter neighborhoods, where all the houses
are very similar in design (Figure 3.3a).
Many neighborhoods contain a mix of houses that vary in age, size, and building

19

(a)

(b)

Figure 3.3: Example of (a) Homogeneous Neighborhood and (b) Heterogeneous
Neighborhood in Boise, Idaho via Google Earth.
Table 3.1: Population Parameter Values
Parameter
R, Thermal resistance
C, Thermal capacitance
P , Energy transfer rate
η, Load eﬃciency
Tsp0 , Initial setpoint temperature
T∞ , Ambient temperature
δ, Thermostat deadband

Value
2 ◦ C/kW
10 kWh/◦ C
14 kW
2.5
20 ◦ C
32 ◦ C
0.5 ◦ C

Standard Deviation
(Heterogeneous)
0.1 ◦ C/kW
0.5 kWh/◦ C
0.125
1 ◦C
0.025 ◦ C

materials (Figure 3.3b). To develop a model for these neighborhoods, a heterogeneous
set of parameters must be used. This can be done by creating a statistical distribution
around the homogeneous values. A parameter spread of ±15% is desired, which results
in the normal standard deviations found in Table 3.1.
As a precaution, a lognormal distribution is calculated from the normal distribution values. For this application, these lognormal distributions are essentially the
same as the normal distributions upon which they are based, but they ensure that
all parameters are positive, since it doesn’t make sense for certain parameters to be
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negative (e.g thermal resistance and deadband). Details of this distribution can be
found in Appendix B.
The energy transfer rate of a house’s AC unit is sized depending upon the thermal
dynamics of the house. The homogeneous population of houses’ 14 kW is equivalent
to a 4 ton unit (1 ton = 3.5 kWth ), which, for these parameters, means that the
cooling rate is 0.8 ◦ C/hr, or the temperature moves from the upper limit of the
deadband to the lower limit in about 37.5 minutes. The necessary tonnage to achieve
this cooling time for the heterogeneous population was calculated and then rounded
up to the nearest half-ton to reﬂect sizes commercially available. The resulting range
in unit sizes is 3.5-5 tons (12.25-17.5 kWth ). Rounding up of the unit size results
in slight over sizing, which means some houses will cooler faster than 37.5 minutes
and therefore cycle more often than their homogeneous counterpart. The minimum
cooling time for a heterogeneous house is 30.4 minutes.
Bashash and Fathy’s model [22] maintained a constant ambient temperature,
which is not realistic, since temperature can drastically increase from morning to
evening during the summer months (e.g. Figure 3.4). To improve upon their model,

Temperature (°C)
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35
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25
20
15
12AM

3AM

6AM

9AM
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6PM

9PM

12AM

Time of Day

Figure 3.4: Example of hourly TMY data for Boise (July 21st) ﬁtted with a spline.

hourly typical meteorological year (TMY) data for Boise, Idaho [44] for the week
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of July 21 to July 28 is used to represent a realistic summer temperature proﬁle.
AnyLogic applies a spline ﬁt to the data and passes it to the model.

3.4

Agent Population

An agent population of 100 houses is used in this research. This is a large enough
number to produce meaningful results, but small enough for rapid simulation testing
in AnyLogic. Each house is randomly assigned parameters and the start state of ON
or OFF is evenly split among them.

3.4.1

Baseline Behavior

Baseline behavior occurs when each house maintains its desired temperature,
independently from the rest of the population. As seen in Figure 3.5, the indoor
temperature oscillates back and forth between the limits of the deadband in response
to the changing ambient temperature.
Indoor Temperature

Deadband

Temperature (°C)

20.5

20

19.5
12AM

3AM
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Time of Day

6PM

9PM

12AM

Figure 3.5: Example of individual homogeneous house indoor temperature proﬁle for
the day of July 21st.
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Figure 3.6: Demand proﬁle for population of homogeneous houses over the course of
one week.

Figure 3.7: Demand proﬁle for population of heterogeneous houses over the course of
one week.

Running this simulation over the course of one week results in a measurement
of what would be considered normal operation for a neighborhood where there are
no attempts to regulate demand. For a homogeneous set of houses (Figure 3.6),
the identical system dynamics of the thermal load result in a syncing up of AC
units. The heterogeneous population’s spread of parameters creates system dynamics
with various time constants that prevents all units from cycling ON at the same
time (Figure 3.7). In both cases, the demand proﬁle follows the changing ambient
temperature, peaking in the early evening and reaching a minimum of zero at night
when the temperature drops below the thermostat set point.
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Assessing the performance of the simulations is based upon four indices, the peak
demand, the total energy, the number of times an AC unit cycles ON, and the time
spent above the deadband. The indices for the baseline week can be found in Table
3.2. The number of cycles is important because an increase in cycling can result in a
reduced lifetime of the unit. The average number of cycles of all the AC units and the
value of the AC unit that cycles the most are included. The time above the deadband
gives a rough idea of the cost to comfort level. The longer a house stays above the
desired set point temperature, the more likely the occupants’ dissatisfaction. All of
these indices are calculated for a given time window: a week for typical operation
and 24 hours (6am-6am) for DR events. For the baseline week and DR event with no
participation, the time spent outside the deadband is zero due to typical thermostat
operation.
Table 3.2: Indices of Performance - Baseline Week
Population
Homogeneous
Heterogeneous

3.4.2

Peak Demand
(kW )
504
446.9

Total Energy
(kWh)
21738
21974

Cycles/week
Avg Max
62.78
63
64.89
92

Demand Response Event

Typically DR events are scheduled during times of peak load. Focusing on the
ﬁrst day (July 21) of baseline results, a peak of 504 kW occurs at 5:31 PM for
the homogeneous population. For the heterogeneous population, a peak of 447 kW
occurs at 4:42 PM. To prevent these peak demand values, a DR event is initiated six
minutes before each peak time and lasts ﬁfteen minutes. During this time a speciﬁed
percentage of the houses are forced OFF. A DR program is simulated using three
levels of participation (10%, 20%, 30%). The extreme limit of DR event participation
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is 100%, which also represents complete neighborhood power failure. The demand
proﬁle post DR event for the population of homogeneous houses is shown in Figure
3.8.

(a) 10% OFF

(b) 20% OFF

(c) 30% OFF

(d) 100% OFF

Figure 3.8: Homogeneous population DR event response for various percentages of
participating homes. Blue is the baseline demand proﬁle, the red area represents the
energy saved during the DR event, and green is the demand proﬁle post DR event.

The data compiled in Table 3.3 shows the homogeneous population DR program
responses reduce the peak demand and total energy during the 6am-6am time window
when compared to no participation. The full participation event causes the houses
to sync up even further, resulting in a larger peak demand, but because all houses
were oﬀ for 15 minutes the energy consumed was 104 kWh less than the baseline. All
events had similar average number of times the units turned ON.
The heterogeneous population DR event responses (Figure 3.9) have a damping
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Table 3.3: Indices of Performance - Homogeneous DR Events
Turn OFF
None
10%
20%
30%
100%

Peak Demand
(kW )
504.0
492.8
492.8
492.8
560.0

Total Energy
(kWh)
4918.5
4907.1
4897.0
4882.9
4803.7

Cycles/day
Avg Max
12.94 13
12.93 13
12.93 13
12.93 13
12.89 13

Time above δ (min)
Avg
Max
1.8
40.1
1.4
37.0
2.2
41.6
8.1
41.6

eﬀect due to the parameter spread. This is most noticeable in the 100% participation
case, where the response returns to baseline levels within a few hours of spiking.

(a) 10% OFF

(b) 20% OFF

(c) 30% OFF

(d) 100% OFF

Figure 3.9: Heterogeneous population DR event response for various percentages of
participating homes. Blue is the baseline demand proﬁle, the red area represents the
energy saved during the DR event, and green is the demand proﬁle post DR event.

The indices of performance for the heterogeneous population (Table 3.4) show
the DR program simulations resulted in a smaller peak demand and the total energy
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stayed approximately the same. As expected, due to the AC sizing diﬀerences the
number of cycles per day is increased relative to the homogeneous population.
Table 3.4: Indices of Performance - Heterogeneous DR Events
Turn OFF
None
10%
20%
30%
100%

Peak Demand
(kW )
446.9
423.5
428.0
440.6
597.1

Total Energy
(kWh)
4901.6
4905.2
4904.5
4906.0
4902.6

Cycles/day
Avg Max
13.27 18
13.31 18
13.28 18
13.36 18
13.50 18

Time above δ (min)
Avg
Max
1.4
32.2
2.5
36.5
3.1
33.4
9.8
42.0
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CHAPTER 4

DYNAMICS AND STABILITY OF
AGGREGATED AGENTS

4.1

Agent Connection

There are various network types for connecting agents within AnyLogic, such as
random, distance based, ring lattice, and scale free. The ring lattice network (Figure
4.1) is used for this model because an equal number of connections per agent is desired.
A ring lattice is also an approximation of a nearest neighbors network, where each
house is connected to the speciﬁed number of closest agents.

Figure 4.1: Ring lattice example containing ten houses, each connected to its four
closest neighbors. Colors correspond to the state of that agent (See Figure 3.2).
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4.1.1

Agent Communication

AnyLogic has built-in messaging ability, which allows information to be shared
among connected agents. For this research, messages containing relevant parameters
are sent at a rate of once per minute to ensure behavior reacts in a timely manner to
changes in the system. The agent can then use that information to drive its behavior.

4.1.2

Graph Theory Basics

Graph theory is the mathematical lens through which this network of connected
houses is viewed. As Barabási [45] explains, in graph theory the network (or graph)
is described as a set of nodes (the agents) and edges (links between agents). The
degree, d, of a node describes the number of connections that node has to other
nodes. These connections between agents can be directed or undirected. In a directed
link, connection is established in one direction from one agent to another, similar
to citations in a paper or a webpage linking to another webpage. Other networks
utilize undirected links, like the power grid where transmission line current can ﬂow
both directions. The connections between residential thermostats in this model are
assumed to be undirected because connected houses know the ON/OFF state of each
other’s AC units.
Networks of connections are often represented as an adjacency matrix, A . For
a network containing N nodes, the adjacency matrix has N rows and N columns
containing elements that follow the rules:

Aij =

⎧
⎪
⎪
⎨0, if nodes i and j are not connected to each other

(4.1)

⎪
⎪
⎩1, if nodes i and j are connected to each other
For an undirected network the adjacency matrix is symmetric, Aij = Aji , and since a
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house is not connected to itself, the diagonal consists of zeros. The adjacency matrix
can be used to ﬁnd the degree of house i by summing either the column or the row
corresponding to that house:

di =

N
X
j=1

4.1.3

Aij =

N
X

Aji

(4.2)

j=1

Network Connectedness

A graph is considered connected in graph theory, when a path exists between every
pair of nodes. A lack of connectedness means there is more than one graph with no
means of information sharing between them. Whether or not a graph is connected
can be determined by examining the eigenvalues of the graph’s Laplacian matrix:

L=D−A

(4.3)

where D is the matrix whose diagonal contains the degree of each node, d1 , ..., dn . By
deﬁnition, the Laplacian matrix always has a zero eigenvalue. The second smallest
eigenvalue, known as the algebraic connectivity of the graph, is greater than zero if
and only if the graph is connected [46]. For the purposes of this research, a ring lattice
network with d = 4 (e.g. Figure 4.1) and 100 houses is used. The second smallest
eigenvalue for this network conﬁguration is 0.0197, so the graph is connected.

4.2

Additional Parameters

Consider a new non-dimensional temperature parameter, θi , where the bottom of
the deadband is θi = 0 and the top of the deadband is θi = 1.

θi =

Ti − (Tsp,i −
Ti − Tmin,i
=
δi
Tmax,i − Tmin,i

δi
)
2

(4.4)
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Now typical thermostat behavior can be described in terms of this normalized
parameter instead of individual house temperatures and deadbands:

m(t) =

⎧
⎪
⎪
⎪0,
⎪
⎪
⎪
⎨

if

θ≤0

1,
if θ ≥ 1
⎪
⎪
⎪
⎪
⎪
⎪
⎩unchanged, otherwise

(4.5)

Consider a situation in which the m of each house can be broadcast from its
thermostat to connected thermostats, allowing for the calculation of an average
ON/OFF state of connected houses. This value is calculated by each load, excluding
its own m value. The adjacency matrix representing connected agents can be used to
easily calculate these values:

1
m̃ = A m
d

(4.6)

Let us also consider the variable, λ, which represents a willingness to participate.
The λ parameter allows the homeowner to change their participation level in the same
manner as changing their thermostat set point. This parameter has a value from 0
to 1, where a setting of 0 means the homeowner is not willing to participate and
setting of 1 corresponds to maximum participation level. In order to get customers to
increase their willingness to participate, the utility may have to use incentives such as
diﬀerent price schedules depending on participation levels (similar to TOU pricing).
Each house knows the state and willingness to participate of its connected neighbors.
Developing state transition criteria based on this information is used to drive desired
aggregate responses.
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4.3
4.3.1

Criteria Development
Emergent Behavior

One of the goals of this work is to use ABM to look for beneﬁcial emergent behavior
from this connected network. By developing criteria that rely on information sharing
between the network of thermostats, there is potential for complex aggregate behavior
to emerge that reduces peak demand while smoothing the demand proﬁle. The key
to unlocking emergent behavior is the non-linear nature of the thermostats. Linear
systems produce predictable results, since superposition applies. Non-linear systems
are less predictable, which can lead to unexpected results.

4.3.2

The m̃ Model

Here, a new addition to the thermostat model is proposed which uses the average
state of the surrounding units, m̃, to inhibit operation based on the number of
connected units that are operating.
⎧
⎪
⎪
⎪
0,
if θ − km̃ ≤ 0
⎪
⎪
⎪
⎨
m(t) = 1,
if θ − km̃ ≥ 1
⎪
⎪
⎪
⎪
⎪
⎪
⎩unchanged, otherwise

(4.7)

The addition of the average ON/OFF state of connected neighbors allows agents to
reduce overall demand by causing an earlier entry to the OFF state if a larger number
of neighbors turn ON. For example, consider a house where two of its neighbors are
ON, resulting in a m̃ of 0.5. Assuming k = 1, this house will turn OFF as soon as
θ = 0.5, instead of the standard θ = 0.
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This unbounded m̃ criteria (Equation 4.7) is the more general approach and lends
itself to linearization. However, this criteria also changes the upper limit at which a
unit will turn ON, from 1 to 1 + km̃, which results in the houses spending more time
at warmer temperatures above the deadband. Replacing θ − km̃ ≥ 1 with the θ ≥ 1
criterion from the standard thermostat criteria (Equation 4.5) bounds the response
and reduces the time spent outside the deadband. The lower deadband limit, θ ≤ 0,
is redundant and therefore not included in the bounded m̃ criteria (Equation 4.8).

m(t) =

⎧
⎪
⎪
⎪
0,
⎪
⎪
⎪
⎨

if

θ − km̃ ≤ 0

1,
if θ ≥ 1
⎪
⎪
⎪
⎪
⎪
⎪
⎩unchanged, otherwise

(4.8)

The bounded m̃ criteria produces a more desirable demand response and therefore
is the criteria used for simulation testing.

4.3.3

Determination of k

In order to implement the bounded m̃ criteria, a value for the gain, k, must be decided upon. This was done by running multiple simulations of the 100% participation
DR event for the homogeneous population, where the deadband bounded m̃ criteria
was implemented upon completion of the DR event. Table 4.1 shows the results of
the simulation for a spread of k values, indicating that the region from 0.8 to 0.9 is
worthy of further exploration.
As k increases, the number of cycles and time spent above the deadband increases,
but the peak demand levels out to 492.8 kW somewhere between k = 0.8 and k = 0.9.
The demand value of 492.8 kW is the value at initiation of the DR event and the peak
proceeding the DR event. A peak demand value of 492.8 kW demonstrates successful
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Table 4.1: Indices of Performance - k values from 0.5 to 1.5
k
0.5
0.8
0.9
1.0
1.1
1.5
2.0

Peak Demand
(kW )
560.0
560.0
520.8
492.8
492.8
492.8
492.8
509.6

Total Energy
(kWh)
4803.7
4875.0
4862.2
4865.2
4858.9
4846.3
4822.6
4718.1

Cycles/day
Avg Max
12.89 13
14.47 15
16.70 19
17.99 21
19.42 22
21.03 24
32.41 44
68.43 85

Time above δ (min)
Avg
Max
8.1
41.6
8.1
41.7
8.5
41.7
16.5
71.0
50.1
124.7
73.1
114.4
258.9
376.7
605.5
754.7

criteria implementation, because the response to the DR event is prevented from
spiking above the pre-DR event levels. Since fewer cycles and less time spent outside
the deadband is desired, further gain values were tested. As shown in Table 4.2,
the desired peak demand of 492.8 kW is reached at k = 0.86, but the Total Energy,
average and max Cycles ON over the course of the day, and time spent above the
deadband are lower for k = 0.87. Therefore, a gain constant of k = 0.87 is used for
this research.

Table 4.2: Indices of Performance - k values from 0.8 to 0.9
k
0.8
0.85
0.86
0.87
0.88
0.89
0.9

Peak Demand
(kW )
520.8
498.4
492.8
492.8
492.8
492.8
492.8

Total Energy
(kWh)
4862.2
4868.4
4857.4
4856.2
4862.5
4852.9
4865.2

Cycles/day
Avg Max
16.70 19
17.39 19
17.47 19
17.45 19
17.70 19
17.71 20
17.99 21

Time above δ (min)
Avg
Max
8.5
41.7
11.4
41.7
12.5
52.5
12.4
45.4
12.8
51.2
14.0
59.0
16.5
124.7
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4.3.4

Stability

The addition of the m̃ criteria introduces a potentially destabilizing inﬂuence and
rigorous stability criteria need to be developed. Attempts to mathematically ﬁnd
a stability limit for the gain, k, were unsuccessful. Simulations don’t show a clear
stability limit, only that there is a degradation in performance as k increases, which
can be seen in the demand proﬁles following the 100% DR event for the homogeneous
population (Figure 4.2). When k = 1.0, the demand proﬁle stays below the pre-DR
event peak value with little oscillation. At k = 2.0 the demand spikes above the
pre-DR event level and the rapid oscillations cause the proﬁle to appear as a thick
band.
600
k=2.0
k=1.5
k=1.0

Demand (kW)

500

400

300

200

100

0
06:00

09:00

12:00
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18:00
Time

21:00

00:00

03:00

06:00

Figure 4.2: 100% DR event for homogeneous population at various gain values.

This degradation is also visible when examining the average time spent above the
deadband and the average number of cycles (Figure 4.3). Around k > 1, the number
of cycles and time above the deadband increase at a faster rate.
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Figure 4.3: Average cycles and average time above deadband over course of 24 hours
for various gain values.
4.3.5

The Addition of λ

Allowing homeowners to change their willingness to participate, λ, reduces the
eﬀectiveness of the m̃ criteria. λ is added to the m̃ criteria to dilute the eﬀect the
gain has on the response.
⎧
⎪
⎪
⎪
0,
if θ − k mλ
˜ ≤0
⎪
⎪
⎪
⎨
m(t) = 1,
if θ ≥ 1
⎪
⎪
⎪
⎪
⎪
⎪
⎩unchanged, otherwise

(4.9)

Completely opting out, λ = 0, cancels out the m̃ criteria and reverts the thermostat
criteria to Equation 4.5. Any level of willingness less than λ = 1 lowers the θ at
which early entry to the OFF state occurs, meaning the house spends more time
concurrently cooling with its neighbors, resulting in higher peak demands than full
participation.
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CHAPTER 5

SIMULATION RESULTS

The results of testing the m̃ criteria are broken into three categories: homogeneous
DR events, heterogeneous DR events, and continual operation of the criteria. These
m̃ criteria results are compared to the baseline results from Chapter 3.
First, simulations which support the claim that the bounded m̃ criteria produces
better results than the unbounded m̃ criteria are presented. Here the criteria is
implemented directly after conclusion of the DR event shut oﬀ period and compared
to the baseline response. This section is followed by examination of the eﬀectiveness
of implementing the m̃ criteria in place of homogeneous population DR events. An
abrupt switch from typical thermostat criteria to the m̃ criteria produces a reduction
in demand, which allows for the possibility of using this criteria as an alternative to
a typical DR event. Then various levels of willingness to participate are simulated to
get a better understanding of the parameter’s importance to the criteria response.
Next, the heterogeneous population undergoes the the same simulations: implementation of criteria after DR event, implementation as an alternative to such events,
and examination of willingness to participate.
Finally, the results of implementing the m̃ criteria continually over the course of
a week are simulated for both the homogeneous and heterogeneous populations. This
provides insight into the ability of the m̃ to improve typical demand behavior for both
populations in the absence of DR events.
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5.1
5.1.1

Homogeneous Population DR Results
Implementation of m̃

Focusing on the 100% particpation DR event for the homogeneous population,
the emergent behavior that results from the unbounded m̃ criteria greatly smooths
and reduces the demand following the DR event (Figure 5.1).

Figure 5.1: 100% DR event proﬁle comparison between normal thermostat operation
(Green) and implementation of unbounded m̃ criteria from Equation 4.7 (Orange).

This is possible due to individual houses spending a considerable amount of
time above their deadband in the hours immediately following the DR event, as
demonstrated by the indices in Table 5.1. Applying the bounded m̃ criteria (Equation
4.8) limits the time spent above the deadband. Looking at the position of the
population’s θ values within the deadband over the course of the 24 hour time period
oﬀers the best contrast of this diﬀerence. The unbounded m̃ criteria (Figure 5.2)
maximum θ values spike above the upper deadband limit after the DR event begins,
before slowly returning to the deadband. Compare this to the bounded criteria
(Figure 5.3) θ values that brieﬂy spike during the forced oﬀ-period, but quickly return
to the deadband.
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Figure 5.2: θ response of all houses where unbounded m̃ criteria is applied after 100%
DR event occurs at 17:31.

Figure 5.3: θ response of all houses where bounded m̃ criteria is applied after 100%
DR event occurs at 17:31.
While both sets of m̃ criteria have the same peak demand over the course of
the the day, it is worth noting that after the DR event, the unbounded m̃ criteria
reaches a maximum demand of 392 kW, whereas the bounded criteria reaches 492.8
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kW (Figure 5.4). However, the unbounded criteria are less desirable, since it causes
houses to spend, on average, approximately 2.5 hours above the deadband, while the
bounded average is just over 12 minutes spent outside the deadband. Based on this
data, the bounded m̃ criteria will be used for the remainder of this research.

Figure 5.4: 100% DR event proﬁle comparison between unbounded m̃ criteria from
Equation 4.7 (Orange) and bounded m̃ criteria from Equation 4.8 (Yellow).

Table 5.1: Indices of Performance - m̃ Criteria for 100% DR event (6am-6am)
Criteria
None
Unbounded
Bounded

5.1.2

Peak Demand
Post DR (kW )
560.0
392.0
492.8

Total Energy
(kWh)
4803.7
4852.8
4856.2

Cycles/day
Avg Max
12.89 13
13.17 14
17.45 19

Time above δ (min)
Avg
Max
8.1
41.6
155.6
206.3
12.4
45.4

Criteria Created DR Event

The m̃ criteria has shown an ability to respond to a DR event where houses are
forced oﬀ for a set period of time. Now, instead of reacting to a DR event, let the DR
event be created by engaging the m̃ criteria. The initial start time of the DR event
remains the same, but rather than turning oﬀ all AC units, the thermostats switch
from typical thermostat criteria to m̃ criteria.
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This switch in criteria results in many thermostats entering the oﬀ state earlier,
which sheds approximately 80% of the load shed during a typical DR event (Figure
5.5). However, the load of the criteria created event starts increasing immediately
and by the end of the 15 minute event reaches 50% of load typically shed. It takes the
criteria created event 19 minutes to return to 75% of the pre-DR event load, while
implementation of the criteria post-DR requires less than three minutes to reach the
same level.

Figure 5.5: Comparison between m̃ criteria implemented after DR event (Yellow) and
m̃ criteria implemented in place of DR event (Purple).

As seen in Table 5.2, compared to the baseline DR event with typical thermostat
operation, the criteria created event reduces peak demand post DR event by 27% and
only increases total energy by 1.07%. There is an uptick in the number of cycles, 32%
increase from baseline, as thermostats are brieﬂy restricted to the upper region of the
deadband (Figure 5.6).
Previously, turning oﬀ 100% of homes for 15 minutes caused many to heat up
past the upper limit of the deadband. Utilizing the m̃ criteria means the 7 minute
compressor lockout is the only time a house can coast above the deadband. Since this
time is shorter, the deviation from the deadband is less severe. With an average of
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Figure 5.6: θ response of all houses where m̃ criteria is implemented in place of DR
event.
1.9 minutes spent outside of the deadband over a period of one day, a 76% reduction
from baseline, it can be argued that this slight deviation from normal thermostat
behavior would go unnoticed by occupants.
Table 5.2: Indices of Performance - m̃ created DR event compared to m̃ 100% OFF
DR event (6am-6am)
Simulation
Baseline DR
m̃ - Post DR
m̃ - Replace DR
Simulation
Baseline DR
m̃ - Post DR
m̃ - Replace DR

Peak Demand
% from
Post DR (kW ) Baseline
560.0
492.8
-12.0%
408.8
-27.0%
Cycles/day
Avg
% from
(Max)
Baseline
12.89
(13)
17.45
35.38%
(19)
(46.15%)
17.07
32.43%
(19)
(46.15%)

Total Energy
(kWh)
4803.7
4856.2
4855.1
Time above
Avg
(Max)
8.09
(41.6)
12.37
(45.4)
1.9
(18.5)

% from
Baseline
1.09%
1.07%
δ (min)
% from
Baseline
52.92%
(9.07%)
-76.48%
(-55.67%)
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5.1.3

DR Program Alternative

The utilization of criteria to instigate a DR event can be extended to the DR
program percentages (10%, 20%, and 30%), where only the percentage of houses
participating in the program switch to the m̃ criteria at the DR start time. All the
homes still share state information, but the rest of the homes use typical thermostat
criteria for the duration of the simulation. Table 5.3 and Figure 5.7 show the criteria
initiated DR event has similar results to the criteria implemented post DR event.
Overall, the energy consumed by each method is approximately equal and the
peak demand is less than or equal to the baseline DR program values. This shows
that there is potential to use implementation of the criteria as an alternative to typical
DR programs. Looking at the criteria created DR event alternative, the peak demand
reduction increases with the percentage of homes utilizing the criteria. As expected,
the main diﬀerence between the DR events is the time spent above the deadband.
While the averages are all fairly low, with a maximum average of about 4 minutes
spent outside the deadband, the maximum time a house spends outside the deadband
is considerably lower for the criteria created DR event. The inherent cost of utilizing
the m̃ criteria is visible in the 2.40% to 8.97% increase in the average number of times
the AC units must turn on.
It should be noted that this is not a direct comparison to DR programs, because
while only a certain percentage of the homes switch to the m̃ criteria, that criteria
is based on state sharing of non-participating houses. In a typical DR program,
non-participating houses do not allow the utility access to the AC unit.
However, it does demonstrate that incremental amounts of demand response
can be produced by engaging only a portion of the population. It also acts as
an introduction into willingness to participate. For the percentage of homes that
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(a) 10% Participation

(b) 20% Participation

(c) 30% Participation

Figure 5.7: Comparison between m̃ criteria implemented after DR event (Yellow)
and m̃ criteria implemented in place of DR event (Purple) for various percentages of
participating homogeneous population homes.
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switched to the m̃ criteria, λ = 1. All other homes ignored the criteria and continued
operating with normal thermostat behavior (λ = 0).

Table 5.3: Indices of Performance - Homogeneous m̃ DR events (6am-6am)
% CC
10

20

30

% CC

Simulation
Baseline DR
m̃ - Post DR
m̃ - Replace DR
Baseline DR
m̃ - Post DR
m̃ - Replace DR
Baseline DR
m̃ - Post DR
m̃ - Replace DR
Simulation
Baseline DR

10

m̃ - Post DR
m̃ - Replace DR
Baseline DR

20

m̃ - Post DR
m̃ - Replace DR
Baseline DR

30

m̃ - Post DR
m̃ - Replace DR

Peak Demand
% from
Post DR (kW ) Baseline
492.8
492.8
0%
487.2
-1.14%
487.2
487.2
0%
481.6
-1.15%
492.8
492.8
0%
476.0
-3.41%
Cycles/day
Avg
% from
(Max)
Baseline
12.93
(13)
13.24
2.40%
(18)
(38.46%)
13.27
2.63%
(17)
(30.77%)
12.93
(13)
13.65
5.57%
(18)
(38.46%)
13.73
6.19%
(19)
(46.15%)
12.93
(13)
14.07
8.82%
(18)
(38.46%)
14.09
8.97%
(18)
(38.46%)

Total Energy
(kWh)
4907.1
4909.1
4907.9
4897.0
4910.8
4910.7
4882.9
4902.6
4900.9
Time above
Avg
(Max)
1.85
(40.1)
2.65
(51.7)
1.06
(26.8)
1.39
(37.0)
2.45
(37.1)
1.39
(19.3)
2.24
(41.6)
3.86
(51.0)
1.52
(19.6)

% from
Baseline
0.04%
0.02%
0.28%
0.28%
0.40%
0.37%
δ (min)
% from
Baseline
43.59%
(28.96%)
-42.61%
(-33.29%)
76.5%
(0.04%)
0%
(-48.0%)
72.51%
(22.48%)
-32.17%
(-53.04%)
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5.1.4

The Eﬀect of Willingness to Participate

Now consider a population of houses that have a non-uniform value for willingness
to participate. To examine how a decrease in the population’s average willingness to
participate inﬂuences results, three normal distributions of λ values were randomly
assigned to houses. The averages of the distributions are 0.25, 0.50, and 0.75. Each
distribution has the same standard deviation of 0.1. Simulations run using these
distributions and the λ thermostat criteria described in Equation 4.9, show that as
the level of willingness to participate falls, so does the performance of the criteria to
prevent spiking immediately after the 100% shut oﬀ DR event (Figure 5.8). However,
over time the responses seem to even out and approach similar behavior regardless
of the average willingness to participate. The lower the average λ value, the longer
the criteria takes to exert its damping eﬀect on the population demand proﬁle. This
demonstrates the inherent beneﬁt of having communication among houses, because
even an average willingness to participate of 0.25 was able to prevent the large
oscillations seen in the case where no m̃ criteria is active (λ = 0).

Figure 5.8: Comparison between various average λ values (0.25, 0.5, 0.75), each with
a standard deviation of 0.1, the case of no participation (λ = 0), and full participation
(λ = 1).
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5.2
5.2.1

Heterogeneous Population DR Results
Implementation of m̃

Similar to the homogeneous population results, the m̃ criteria prevents the oscillations in demand that results from thermostats following typical deadband criteria
(Figure 5.9). The same gain value of k = 0.87 is also used for the heterogeneous
population m̃ criteria. As seen in Table 5.4, the resulting spike in demand, once units
turn back on after the 15 minute DR event, is slightly larger than the load pre-DR
event, but still remains considerably less, about 21%, when compared the baseline
DR peak value. The m̃ criteria response cycles approximately 36% more times and
spends just over 3 more minutes above the deadband limit than the baseline results.

Figure 5.9: 100% DR event proﬁle comparison between normal thermostat operation
(Green) and implementation of m̃ criteria (Yellow).

5.2.2

Criteria Created DR Event

Again, switching the heterogeneous population to the m̃ criteria instead of forcing
oﬀ the homes results in a drop in demand (Figure 5.10). This drop isn’t as pronounced
as the homogeneous population’s response, only shedding approximately 45% of the
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load shed during the typical DR event, which by the end of the 15 minute DR event
has climbed to 35% of load typically shed. It takes the criteria created event 24
minutes to return to 75% of the pre-DR event load, while implementation of the
criteria post-DR requires less than one minute to reach the same level.

Figure 5.10: Comparison between m̃ criteria implemented after DR event (Yellow)
and m̃ criteria implemented in place of DR event (Purple).
Table 5.4: Indices of Performance - Heterogeneous m̃ 100% DR event (6am-6am)
Simulation
Baseline DR
m̃ - Post DR
m̃ - Replace DR
Simulation
Baseline DR
m̃ - Post DR
m̃ - Replace DR

Peak Demand
% from
Post DR (kW ) Baseline
597.1
472.0
-20.95%
404.2
-32.31%
Cycles/day
Avg
% from
(Max)
Baseline
13.50
(18)
18.38
36.15%
(23)
(27.78%)
18.05
33.70%
(23)
(27.78%)

Total Energy
(kWh)
4902.9
4883.2
4872.4
Time above
Avg
(Max)
9.78
(42.0)
13.1
(42.5)
0.72
(12.0)

% from
Baseline
-0.40%
-0.62%
δ (min)
% from
Baseline
34.28%
(1.35%)
-92.59%
(-71.50%)

Comparing relative to the baseline DR event with no m̃ criteria implementation,
the m̃ criteria implemented instead of the DR event outperforms the post DR im-
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plementation in all indices of performance, as seen in Table 5.4. This is especially
noticeable in the average time spent above the deadband (-92.59% vs +34.28%). The
criteria created event is also able to reduce the peak demand after the start of the
DR event to 404.2 kW from the baseline’s 597.1 kW, which is approximately a 32%
reduction. The reduction in demand and energy does come at a cost to the number of
cycles the AC unit experiences. To produce this desired response, the AC unit cycles
almost 34% more times than normal daily operation.

5.2.3

DR Program Alternative

Now the m̃ criteria is implemented instead of the forced oﬀ DR program for the
heterogeneous parameters (Figure 5.11). The same three levels of participation as
the homogeneous results (10%, 20%, 30%) are simulated and the results compiled in
Table 5.5. The same houses that participated in the DR shut oﬀ baseline results from
Chapter 3 are the houses that switch to the m̃ criteria at the beginning of the DR
event.
Overall, the two methods of implementing the m̃ criteria have similar results, with
the exception being the time spent above the deadband, where implementing the m̃
criteria in place of the DR program shut oﬀ outperforms the post DR implementation.
Otherwise, both m̃ criteria methods similarly reduce total energy and increase the
number of cycles per day experienced by the AC units.

At the lower levels of

participation, implementing the criteria does not improve the peak demand following
the DR event. It isn’t until 30% of the houses turn oﬀ that a reduction in demand
is observed. This could mean that a minimum level of participation is required to
achieve a response with lower peak demand post DR event.
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(a) 10% Participation

(b) 20% Participation

(c) 30% Participation

Figure 5.11: Comparison between m̃ criteria implemented after DR event (Yellow)
and m̃ criteria implemented in place of DR event (Purple) for various percentages of
participating heterogeneous population homes.
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Table 5.5: Indices of Performance - Heterogeneous m̃ DR events (6am-6am)
% CC
10

20

30

% CC

Simulation
Baseline DR
m̃ - Post DR
m̃ - Replace DR
Baseline DR
m̃ - Post DR
m̃ - Replace DR
Baseline DR
m̃ - Post DR
m̃ - Replace DR
Simulation
Baseline DR

10

m̃ - Post DR
m̃ - Replace DR
Baseline DR

20

m̃ - Post DR
m̃ - Replace DR
Baseline DR

30

m̃ - Post DR
m̃ - Replace DR

5.2.4

Peak Demand
% from
Post DR (kW ) Baseline
419.0
428.1
2.19%
436.6
4.20%
429.0
455.1
6.09%
457.0
6.54%
440.6
420.5
-4.56%
419.1
-4.88%
Cycles/day
Avg
% from
(Max)
Baseline
13.31
(18)
13.69
2.86%
(20)
(11.11%)
13.72
3.08%
(20)
(11.11%)
13.28
(18)
14.07
5.95%
(20)
(11.11%)
14.11
6.25%
(20)
(11.11%)
13.36
(18)
14.65
9.66%
(22)
(22.22%)
14.62
9.43%
(21)
(16.67%)

Total Energy
(kWh)
4905.2
4899.9
4899.8
4904.5
4897.5
4898.8
4906.0
4898.0
4897.0
Time above
Avg
(Max)
1.41
(32.2)
2.12
(43.2)
0.95
(21.7)
2.49
(36.5)
2.98
(39.1)
0.48
(24.5)
3.14
(33.4)
4.53
(38.8)
1.17
(21.5)

% from
Baseline
-0.11%
-0.11%
-0.14%
-0.12%
-0.16%
-0.18%
δ (min)
% from
Baseline
50.63%
(33.95%)
-32.59%
(-32.68%)
19.43%
(7.11%)
-80.95%
(-32.86%)
44.31%
(16.09%)
-62.71%
(-35.81%)

The Eﬀect of the Willingness to Participate

The heterogeneous population was assigned the same distributions of λ values as
the homogeneous population; three distributions with average values of 0.25, 0.50,
and 0.75 and a standard deviation of 0.1.

The results seen in Figure 5.12 are
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nearly identical to the eﬀect the willingness to participate had on the homogeneous
population. The higher the average willingness to participate, the better the response.
However, this response is only better for the initial post DR event response. By
midnight, the heterogeneous population with no participation (λ = 0) is essentially
the same as all other levels of particpation, which is a result of the heterogeneous
parameters inherent ability to negate the eﬀects of a DR event.

Figure 5.12: Comparison between various average λ values (0.25, 0.5, 0.75), each with
a standard deviation of 0.1, the case of no participation (λ = 0), and full participation
(λ = 1).

5.3

Continual Operation Results

Now let’s consider a period of longer operation without DR events, where the m̃
criteria takes the place of typical thermostat criteria and the simulation is run over
the course of the baseline week (July 21 - July 28).

5.3.1

Homogeneous Population

Starting with the homogeneous set of houses, the continuous operation of the m̃
criteria drastically improves the demand proﬁle by eliminating the large oscillations
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Figure 5.13: Demand proﬁle for population of homogeneous houses over the course
of one week.
Table 5.6: Indices of Performance - Homogeneous Baseline vs m̃ criteria (Week)
Simulation
Baseline
m̃ Criteria
Simulation
Baseline
m̃ Criteria

Peak Demand
(kW )
560.0
425.6
Avg
62.78
96.66

% from Total Energy
Baseline
(kWh)
21738
-24.0%
21554
Cycles per Week
% from
Max
Baseline
63
53.97%
100

% from
Baseline
-0.85%
% from
Baseline
58.73%

of the baseline proﬁle (Figure 5.13).
As seen in Table 5.6, comparison of the maximum demand over the course of the
week shows the m̃ criteria is 24% less than the baseline. The m̃ peak demand value of
425.6 kW occurs on the ﬁrst day of the week, but later in the week the daily maximum
demand stays closer to 300 kW, so this reduction is greater on certain days. The total
energy is approximately the same with a reduction of 0.85% for the m̃ criteria, but to
obtain these power and energy results requires an average increase of about 54% in
the number of cycles. The time outside the deadband was not included in Table 5.6
since the average total time the m̃ criteria spent above the deaband is right around
2.5 minute and can be considered negligible over the course of a week. The maximum
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total time was closer to 20 minutes, which is less than one percent of the week.

5.3.2

Heterogeneous Population

The m̃ criteria has less of an eﬀect on the heterogeneous population than it did on
the homogeneous population. This is expected with the diﬀerence in heterogeneous
time constants preventing the sizable oscillations caused by grouping up of the AC
units. Looking at the demand proﬁle (Figure 5.14) the criteria does prevent the larger
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Figure 5.14: Demand proﬁle for population of heterogeneous houses over the course
of one week.

Table 5.7: Indices of Performance - Heterogeneous Baseline vs m̃ criteria (Week)
Simulation
Baseline
m̃ Criteria
Simulation
Baseline
m̃ Criteria

Peak Demand
(kW )
446.9
425.6
Avg
64.89
96.23

% from Total Energy
Baseline
(kWh)
21974
-6.76%
21827
Cycles per Week
% from
Max
Baseline
92
48.30%
123

% from
Baseline
-0.67%
% from
Baseline
33.70%
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When compared to the baseline data found in Table 5.7, the reduction in peak
demand is 6.8%, while using 0.67% less energy. The increase in average number of
cycles is 48.3%, which is less than the homogeneous increase of 54%. The average time
spent outside the deadband is 0.99 minutes, which is even less than the homogeneous
result and is considered negligible.
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CHAPTER 6

DISCUSSION AND CONCLUSIONS

6.1

Summary of Findings

This research has demonstrated that limited local communication among neighboring thermostats produces emergent behavior, which has the potential to improve
post DR event aggregate demand behavior by simply sharing the state of AC units
with four connected neighbors. This novel criteria can be used in conjunction with
current DR event methods or as an alternative to such programs. In the most extreme
case, where all houses are shut oﬀ, the criteria is eﬀective at preventing the large
oscillations expected for typical thermostat operation.
This criteria is eﬀective for both homogeneous and heterogeneous populations of
houses. Looking at the 100% DR shut oﬀ event response, the criteria was more
eﬀective for the heterogeneous population, where the post DR event peak demand
was 21% less than the baseline, while the homogeneous population only achieved a
12% reduction in peak demand. The heterogeneous population also used less energy
than baseline (-0.4%) while the homogeneous population used more (+1.09%). Both
sets of parameters resulted in an increase in the number of cycles of approximately
36%. One possible explanation for the better heterogeneous response is the spread
of parameters inherently working to damp the oscillations that result from the shut
oﬀ event. The heterogeneous population parameter spread results in diﬀerent cycle
times, which prevent syncing up. The homogeneous population, once synced up,
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would stay synced up if not for the criteria. These ﬁndings point to both populations
beneﬁting from implementation of the criteria.
It was also discovered that implementing the criteria, instead of shutting oﬀ all the
houses, produced better results than implementing the criteria in response to the shut
oﬀ event. For the heterogeneous parameters, the peak demand reduction from baseline
was 32%, while it was 27% for the homogeneous. Since the houses aren’t being forced
oﬀ for 15 minutes, there is limited time spent above the deadband. Compared to
baseline, the heterogeneous population average time above the deadband over the
course of the day was 0.72 minutes or almost a 93% reduction. For the homogeneous
population the average was 1.9 minutes or about 76% less. This is important because
excessive amounts of time outside the deadband may be noticeable by the consumer
and reduce their satisfaction and willingness to be a part of the program. This
research shows that using the criteria to create a DR event, rather than respond to
one, is a viable option.
As a result of the success of the criteria created DR event, the criteria was tested
as a replacement to DR programs. Smaller percentages of the population initiated use
of the criteria to create a DR event and it was assumed that even if a house was not
switching to the m̃ criteria, their state was available to their neighbors. The results
are mixed. The homogeneous population used the approximately same amount of
energy and maintained a lower peak demand. On the other hand, the heterogeneous
population had a higher peak demand for the lower participation levels (10% and 20%)
and used approximately the same amount of energy. Perhaps this is a byproduct of
the parameters of the random houses chosen to participate. It could also point to a
certain level of participation (30%) is needed to produce a desired demand response.
Continual operation of the m̃ criteria, over the course of a week of summer
temperatures, proved eﬀective in reducing the peak demand and total energy relative
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to typical thermostat operation. The homogeneous results show this most clearly
with a reduction in peak demand of 24% and reduction in total energy of 0.85%.
Looking at the demand proﬁle, it can be seen that the criteria is able to prevent
syncing up from occurring, instead providing smoother daily demand proﬁles. The
heterogeneous population results are less pronounced with only a 6.8% reduction in
demand and a 0.67% reduction in total energy. In both cases, the m̃ criteria has the
potential to replace typical thermostat criteria.
The underlying cost that runs through all the simulations is the increase in the
average number of cycles the AC units experience. Since the bounded m̃ criteria forces
units oﬀ sooner than typical thermostat operation, this increase is to be expected.
The percent increase varies depending on the simulation, but can get as high as the
54% increase for the continual operation of the homogeneous population. Since AC
units are designed to operate under typical thermostat criteria, further examination
is needed to determine how this increase aﬀects the lifetime performance of the units.
A reduction in lifetime of the units may oﬀset any savings resulting from a reduction
in demand.
Another variable, the willingness to participate, was introduced to represent a
more realistic situation where consumers have some control over the extent to which
the m̃ criteria aﬀects their comfort. As would be expected, the eﬀectiveness of the
criteria deteriorates as the average willingness to participate drops. However, even
the lower levels of willingness to participate achieved better results than simulations
with no communication.
Eﬀorts to mathematically prove stability for the new criteria were unsuccessful.
Empirical data from simulations show that as the gain increases, the response deteriorates, but there is no clear stability limit. Further research will need to explore this
area.
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6.2

Future Work

Beyond what has already been discussed, there are a number of diﬀerent ways to
expand upon the work of this thesis. One of the larger changes could be to the model
used to calculate the thermal dynamics of the home. This research assumed a ﬁrst
order model was adequate to describe the thermal dynamics of the houses. It would
be worth checking to see if a second order model produces similar results, therefore
supporting that claim.
Increasing the number of houses modeled will improve the results by reducing
sensitivity to noise. Only 100 houses were used in this research, due to software
limitations and the complexity of the model. Utilizing another software that can
handle 10,000 houses may oﬀer further insight into the emergent behavior.
The ring lattice with four connections per agent was the only graph used in this
research, but diﬀerent number of connections and other graph layouts, such as a
square lattice, may show how the network shape aﬀects performance. It may also
be practical to explore a distance based graph, where agents are only connected to
agents within a certain distance. This would be the network to use if the ability for
thermostat to communicate depends on distance limited technology.
Speciﬁcs of the technology necessary to facilitate connections between thermostats
requires further examination. This research assumed the technology was in place to
allow for the sharing of information.
A network robustness analysis of the population network would provide insight
into how lost connections impact the response. In this research it was assumed that
all thermostats would be able to communicate with all its connected neighbors at all
times, but this won’t always be the case in real world implementation. Sometimes
a thermostat may unexpectedly stop communicating with its neighbors due to cyber
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security intrusions, equipment failure, weather, or other circumstances. When this
happens, how will the system handle it? This analysis could point to a rate of
degradation in performance as the graph deteriorates.
Along similar lines, the rate that thermostats send messages should be explored.
This research had all thermostats send a message every minute and assumed 100%
of messages were received to ensure behavior followed the criteria closely. But what
happens if the message is sent at a slower or faster rate? Perhaps there is a rate that
must be maintained to retain criteria eﬀectiveness. Furthermore, perhaps the rate can
be changed throughout the day depending on the need to for neighbor information,
where rates would increase in the evening when temperature peaks. It would also be
useful to explore the eﬀects of only a certain percentage of messages reaching their
intended target. Assigning probabilities that a message will be sent successfully will
create a more realistic system.
Further research into the parameters of houses would help support this model.
This thesis built on the parameters established by Basash and Fathy [22], which
are rather constricted and are not representative of many houses. Empirical data of
diﬀerent houses would help solidify the model. Broadening the scope of the population
could allow for the application of this model to other demand response options such
as apartment or oﬃce buildings.
The proposed criteria could be integrated with machine learning, where thermostats learn over time how to optimize their behavior. There’s also the potential
to include renewable tracking into the criteria, which would allow the population to
ramp up or down with changes in wind and solar production.
This research assumed constant set point temperature, which is not typically the
case for smart programmable thermostats. Therefore, the impact of temperature
setbacks on overall performance should be explored. Similarly, allowing individual
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willingness to participate to be changed over the course of a day would be more
realistic and should be explored.
As variable speed AC units become more popular this model will need to be
updated. With variable speed units, instead of the common ON/OFF control of
traditional units, a controller modulates the compressor output allowing for improved
eﬃciency and comfort. This allows for the option to model m as a continuous variable
on the range from 0 to 1.
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[45] A. Barabási and M. Pósfai, Network Science. Cambridge University Press, 2016.
[46] M. Fiedler, “Algebraic connectivity of graphs,” Czechoslovak mathematical journal, vol. 23, no. 2, pp. 298–305, 1973.

65

APPENDIX A
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Homogeneous Parameters

Figure A.1: Homogeneous Parameters
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APPENDIX B

68

Heterogeneous Parameters
The parameters for the heterogeneous population of houses are randomly generated using a lognormal distribution and MATLAB’s lognrnd function, which uses the
lognormal standard deviation, σl , and lognormal mean, µl :
v
!
u
u
2
σ
σl = tln 1 + n2
µn

(B.1)

1
µl = ln µn − σl2
2

(B.2)

where σn and µn are the normal standard deviation and mean, respectively.
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Figure B.1: Heterogeneous Parameters Houses 1-50
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Figure B.2: Heterogeneous Parameters Houses 51-100

