Sparse process flexibility and long chain has became an important concept in design flexible manufacturing systems since the seminal paper of Jordan and Graves (1995) . In this paper, we study the performance of long chain in comparison to all designs with at most 2n edges over n supply and n demand nodes. We show that, surprisingly, long chain is not optimal in this class of networks even for i.i.d. demand distributions. In particular, we present a family of instances where a disconnected network with 2n edges has a strictly better performance than long chain even for i.i.d. demand distributions. This is quite surprising and contrary to the intuition that a connected design performs better than a disconnected one for symmetric distributions. Moreover, our family of instances show that the optimal design depends on the particular demand distribution.
Introduction
Process flexibility has been an important operational strategy to enable manufacturing plants to better fulfill the uncertain product demand. Also known as capacity flexibility, process flexibility is firm's ability to switch its manufacturing capacity from one product to another within the same production resource. It reflects the systems' capability to respond to variability in demand mix with little penalty in time, effort or cost. In the last twenty years, many major manufacturing industries, such as automobile, textile, electronics and semiconductor industry, has adopted the process flexibility to hedge against the increasing demand uncertainty.
In this paper, we consider the process flexibility model of Jordan and Graves (1995) where the flexibility design is represented by a directed bi-partite graph G = (U, V, A) where U and V are the sets of supply and demand nodes and A ⊂ U × V is the set of flexibility arcs. We will always assume that any node in G is incident to at least one arc in A. Under this assumption, for each A, both U and V are uniquely defined and as a result, we will use A to represent a flexibility design.
A directed arc (s, t) ∈ A denotes that the supply node s ∈ U can satisfy the demand of node t ∈ V . We consider a balanced and symmetrical system where |U |= |V |= n, plant nodes have equal capacities and demand nodes have exchangeable demand distributions (i.e. the distributions do not change when products are relabelled). Without loss of generality we can scale the parameters so each supply node has a capacity of one unit. For the rest of the paper, we will use {s 1 , ..., s n } and {t 1 , ..., t n } to denote the sets of product and product nodes from 1 to n.
For a given flexibility design A and a demand realization d = (d 1 , . . . , d n ), we use P (A, d) to denote the performance of A. The performance, measured by the the satisfied demand of A, can be computed by solving the following maximum flow problem, where
(1)
The goal in a process flexibility design problem is to design a network that maximizes the expected performance, E D [P (A, D)] (or expected satisfied demand) over the given demand distribution D. Clearly, a full-flexibility design, where (s i , t j ) ∈ A for all s i ∈ U, t j ∈ V , maximizes the expected satisfied demand irrespective of the underlying demand distribution. However, constructing a full-flexibility design is very costly and often not feasible. Therefore, it is an important problem to study the construction of good sparse design whose expected performance is as close as possible to the full-flexibility design.
One of the most important sparse flexibility designs is the long chain. In a long chain design, n supply and n demand nodes are linked into a single cycle using 2n arcs. This design was introduced in the seminal paper of Jordan and Graves (1995) . They show in a simulation study that the performance of the long chain is quite close to the full-flexibility design for certain independent and identically distributed (i.i.d.) demand distributions with a small coefficient of variation. They also show that the performance of union of short chains (a design with 2n arcs that consists of several cycles) can be significantly worse than that of the long chain. As a result, Jordan and Graves (1995) are the first to study the problem of constructing good sparse flexible designs that have performance comparable to the full-flexibility design.
Since the work of Jordan and Graves (1995) , the concepts of sparse process flexibility have became widely applicable. For instance, process flexibility has been applied by Graves and Tomlin (2003) in multistage supply chains, Iravani et al. (2005) in queueing networks, Hopp et al. (2004) in production lines, Wallace and Whitt (2005) in call centers, Bassamboo et al. (2010 Bassamboo et al. ( , 2012 in optimal capacity and flexible technology selection in newsvendor networks and parallel queuing systems, and Tanrisever et al. (2012) in a make-to-order environment of an electronics manufacturer. We refer the readers to the surveys by Chou et al. (2008) and Buzacott and Mandelbaum (2008) , and Wei (2013) for a detailed review of process flexibility and its applications.
To gain better understanding in process flexibility, researchers have also extensively analyzed the model proposed in Jordan and Graves (1995) , especially focusing on the performance of the long chain and other sparse flexibility designs. Chou et al. (2010) present the first method to compute the effectiveness of long chain with respect to the full-flexibility design for asymptotically large systems given an i.i.d. demand distribution. Simchi-Levi and Wei (2012) generalize the results to finite systems, and characterizes the rate of convergence for the long chain fill rate as the system size grows. Wang and Zhang (2013) provides a distribution-free bound on effectiveness of the long chain when only the mean and the standard deviation of the demand are known. All of the aforementioned papers show that the long chain is almost as effective as full flexibility when the variation of the demand is medium or low. When the variation of the demand is high, the performance of long chain deteriorates as compared to the full-flexibility design, as highlighted in Chou et al. (2008) and Wang and Zhang (2013) .
The problem of constructing more general sparse flexibility designs with performance close to the full flexibility design has also been extensively studied in the literature. Chou et al. (2011) identify a class of expander graphs with O(n/ ) arcs that have achieve at least (1 − ) fraction of the performance of the full flexibility for a class of bounded i.i.d. demand distributions. Recently, Chen et al. (2014) improve upon the result of Chou et al. (2011) . In particular, Chen et al. (2014) introduce the concept of probabilistic expanders, and show that they achieve (1 − ) fraction of the performance of full flexibility with high probability with only O(n log( 1 )) arcs for a class of bounded i.i.d. demand distributions. While for demand distributions with a small coefficient of variation, ratio of the expected performance of the long chain design and full-flexibility design is close to one, this ratio can be arbitrarily close to zero in general. For example, consider the instance where each of the n demand nodes come from the following i.i.d. demand distribution:
n with probability 1 n 0 with probability 1 − 1 n
For sufficiently large n, P ( at least one of the demands is n)
This implies that the expected performance of the full flexibility design is at least n(1 − 1/e) = Θ(n). It is easy to observe that the expected performance of the long chain is bounded by 2. Therefore, the ratio of the expected performance of long chain and the full-flexibility design is O(1/n).
In view of the above example, it is not reasonable to compare the long chain design with the full-flexibility design in general. The full-flexibility design has significantly higher number of arcs (n 2 arcs as compared to 2n arcs of the long chain design) and therefore, can be a very optimistic benchmark in general. The demand distribution in the above example is not bounded (as the support grows with n); therefore, the sparse designs of Chou et al. (2011) and Chen et al. (2014) also may not perform well as compared to the full-flexibility design. This motivates us to consider benchmarks other than the full-flexibility design. A natural benchmark is the performance of the best sparse design with a bounded number of arcs. Several papers have studied the construction of good sparse designs with with a bounded number of arcs. For instance, the randomized sampling method of Chou et al. (2010) , the node expansion method of Chou et al. (2011) , the unbalanced design guideline of Deng and Shen (2013) and the plant cover method of Simchi-Levi and Wei (2014) . These papers describe heuristics to construct good sparse designs but do not provide any theoretical guarantees.
Our Contributions
Long chain design (with 2n arcs over n supply and n demand nodes) is one of the most important and widely studied sparse flexibility design. Therefore, the class of sparse flexibility designs with at most 2n arcs is particularly interesting. In this paper, we consider the performance of long chain design among all sparse flexibility designs with at most 2n arcs. For such designs, the average degree of a node is equal to 2. Simchi- Levi and Wei (2012) show that under exchangeable demand, the long chain design is optimal among all designs where the degree of each supply and demand node is exactly 2 (2-flexibility designs). However, their result does not imply anything about the optimality of the long chain design if the 2-flexibility restriction is relaxed. Our main contributions are the following.
Non-optimality of Long Chain. We show that surprisingly, long chain is not optimal among the class of sparse flexibility design with at most 2n arcs even for i.i.d. demand distributions. In particular, we present a family of instances of demand distributions where the expected performance of disconnected design with 2n arcs is strictly better than the expected performance of the long chain for sufficiently large n. In particular, we have the following theorem. Theorem 1.1. There exists a constant n 0 such that for all n ≥ n 0 there is an i.i.d. demand distribution and a disconnected design with 2n arcs over n supply and n demand nodes with expected performance strictly better than the long chain.
The disconnected design with 2n arcs consists of a single dedicated arc that is disconnected from a long chain on (n − 1) supply and (n − 1) demand nodes with an extra arc. Furthermore, the demand distribution is i.i.d., discrete, and has support only at {0, 1, 2}.
This family of instances shows that in general the optimal flexibility design depends on the particular distribution even for i.i.d. or exchangeable distributions.
The result in Theorem 1.1 is quite surprising. For i.i.d. demand distributions, long chain has been observed empirically as a superior sparse flexibility design. Simchi- Levi and Wei (2012) further strengthened this observation by proving that long chain is optimal among 2-flexibility designs under any exchangeable demand distribution. Intuitively, under any i.i.d. or exchangeable demand distribution, designs with "symmetric" structures should perform better. So it is not unreasonable to conjecture that in the optimal design with 2n arcs, all of the product and plant nodes have degrees equal to 2 and therefore, long chain is an optimal design. Jordan and Graves (1995) also propose a guideline to connect as many plants and products nodes as possible to construct good sparse flexible designs. The intuition behind the guideline is that connected designs would allow the the supply nodes to send the available capacity to a larger set of demand nodes through a connected path. However, Theorem 1.1 shows that contrary to our intuitions, a disconnected design with unequal node degrees performs strictly better than than the long chain (and hence any 2-flexibility design) even for an i.i.d. or exchangeable demand distributions.
We would like to note that the expected performance of long chain in the instance in Theorem 1.1 is only slightly lower than the expected performance of the disconnected design. It is an interesting open problem to prove a sub-optimality bound on the performance of long chain compared to the optimal flexibility design with at most 2n arcs.
Optimality of Long Chain among Connected Networks. Long chain is an important sparse flexibility design that performs as well as the full-flexibility design for demand distributions with a small coefficient of variation. Therefore, it is important to study the class of sparse designs where long chain remains optimal to better understand the power of the long chain design. Theorem 1.1 shows that the long chain design is not necessarily optimal among sparse flexibility designs with at most 2n arcs. Note that the counter-example to the optimality of the long chain design is a disconnected network. Therefore, it is natural to consider the class of connected networks on n supply and n demand nodes with 2n arcs. A flexibility design is connected if the network is connected when the arcs are considered in an undirected sense. Interestingly, for the class of connected designs, we prove that long chain maximizes the expected performance under any exchangeable demand distribution. In particular, we have the following theorem. Theorem 1.2. For any n ∈ N and for any exchangeable demand distribution, the long chain design maximizes the expected performance among the class of connected networks with 2n arcs over n supply and n demand nodes.
Our proof is based on a combinatorial analysis of the structure of augmenting paths and maximum flow in directed graphs. We establish the following important structural result in order to prove the above theorem. Given any connected network A 1 with 2n arcs that is not a long chain, we show that we can swap at most two arcs to get a network A 2 with strictly smaller number of degree one nodes and the expected performance at least as large as that of A 1 . Proving the existence of such a swap in all cases is challenging mainly because we need to compare the expected performance of the two networks. The expected performance is a difficult objective; in fact, even computing the expected performance of a given network is not necessarily easy in terms of computational efficiency. However, in comparing networks A 1 and A 2 , we do not necessarily need to compute the expected performance of any of these networks.
We prove the structural swapping result using a new coupling argument that exploits the structure of augmenting paths in max-flow computations. In particular, we reduce the comparison of the expected performance of the two networks to a path-wise comparison of flows over a transformed networks under an appropriate coupling of demand realizations. Our analysis provides useful insights towards not just understanding the optimality of long chain but also towards designing more general sparse flexibility networks. In particular, our structural swap lemmas can be applied more generally to any flexibility design to obtain better designs. For instance, as a consequence of our analysis, we show that the long path is optimal among the class of connected networks with (2n − 1) arcs over n supply and n demand nodes. Theorem 1.2 is analogous to the result in Simchi-Levi and Wei (2014) who consider the worst-case performance objective instead of expected performance. In particular, SimchiLevi and show that the long chain is optimal among all 2-flexibility designs as well as all connected designs with 2n arcs for the worst-case objective when an adversary selects the demand from a symmetric (or permutation-invariant) uncertainty sets. Theorem 1.2 matches this result for the expected performance objective, thereby, providing a stronger theoretical justification about long chain being a good sparse flexibility design.
Outline. The rest of the paper is organized as follows. In Section 2, we present the family of instances where the long chain is not necessarily optimal among networks with at most 2n arcs. In Section 3, we present the high level ideas and the roadmap to prove the optimality of long chain among connected networks. We present the structural swap lemmas in Section 4 and complete the optimality proof in Section 5.
Notations in the paper. Throughout the paper, R, Z, and Z + are used to denote the sets of reals, integers, and positive integers. Bold letters are reserved for vectors, matrices and stochastic vectors. In particular, the bold uppercase letter D is reserved for the random demand vector, where D i is used to denote the demand for product i. The bold lowercase letter d is reserved to denote a deterministic demand instance. The probability and expectation functions of random variables are denoted by P[.] and E[.], respectively.
We use [n] to denote the integers from 1 to n. Given a vector d ∈ R n and any permutation π of [n], we use d π to denote the vector where
In the balanced system of size n, LC n is used to denote the long chain, where
}, where t 0 is conveniently chosen to denote t n . Calligraphic letter A is reserved to denote a general flexibility design. Because flexibility designs are represented by bipartite networks, A is sometimes also called as a flexibility network.
Non-optimality of Long Chain Design
In this section, we show that long chain is not optimal among sparse flexible designs with at most 2n edges even for i.i.d. demand distributions. We present a family of instances where the expected performance of a disconnect network is strictly better than that of the long chain. For any n ∈ Z + , we assume that D i is i.i.d. according to the following distribution for some p < 0.5:
0 with probability p 1 with probability 1 − 2p 2 with probability p .
(2)
Lemma 2.1. If the demands are i.i.d. and each D i follows the probability distribution defined by (2) for i = 1, 2 · · · , n, then
Proof. From Simchi-Levi and Wei (2012), we know that
where W i is defined recursively as,
It is clear that W i is a random variable following a two-point distribution whose support is {0, 1}. Denote
for 0 ≤ k ≤ n − 1, where q 0 = 1 0 and
In order to compute q k , we diagonalize A as
such that
Thus, it follows from (6) that
With q k , the probability mass of W k , fully derived, we can now derive the analytical expression of E[min(D k+1 , 1 + W k )], which gives us
This, together with (3), completes the proof.
We note that Lemma 2.1 has also appeared in Bidkhori et al. (2014) , where the authors use the lemma to derive a distribution-free bound on the expected sales of the long chain. Now we are ready to prove Theorem 1.1. (2) where p = 1/n. Then we show that there exists a constant n 0 such that for all n ≥ n 0 ,
The expected performance of LC n is given by Lemma 2.1. However, it is not easy to derive an exact analytical expression for the expected performance of A. Instead, we provide a lower bound for the expected performance of A that is strictly better than
Clearly, the performance of A is greater than or equal to LC n−1 . We show that there is a non-zero constant probability (independent of n) such that the performance of A is at least one unit higher than the performance of LC n−1 . Let
Consider the set of demand realizations, E where d ∈ E if and only if
For any d ∈ E, we construct a feasible flow solution for design A as follows.
Then consider the following flow solution f ∈ R |A | :
It is easy to verify that f is a feasible solution to the linear program defining P (A , d) .
Let S = {i 1 , i 1 + 1, ...i 2 }. From the max-flow min-cut theorem,
Therefore, for any d ∈ E, P (A , d) − P (LC n−1 , d) ≥ 1, and hence
Also,
for some constant τ > 0. Therefore,
where the last inequality follows from (7) and (8). Now,
where ∆ n → 0 as n does to infinity. Inequality (10) follows from (9), and (11) follows from Lemma 2.1. Therefore,
as n goes to infinity which implies that there exists n 0 ∈ N such that for all n ≥ n 0 ,
We can summarize the following intuition for this family of counter-examples. For the demand distribution given by (2) with p = 1/n, the difference between the expected performance of LC n and LC n−1 ∪{s n , t n } goes to 0 as n goes to infinity. Furthermore, when we add an additional arc {{(s n 4 , t 3n 4 )} to LC n−1 , we show that the expected performance increases by a non-zero constant independent of n. In particular, we exhibit a constant probability event where the increase in performance is at least one unit. Therefore, for sufficiently large n, E[P (A, D)] > E[P (LC n , D)] for the above demand distributions. Note that A is not necessary an optimal design for the above demand distribution.
The above result is quite surprising and contrary to the intuition and empirical observations in the literature. Following Jordan and Graves (1995) and Simchi-Levi and Wei (2012), it would not have been unreasonable to conjecture that a connected, symmetric design is optimal for i.i.d. or exchangeable demand distributions. However, the above theorem shows that contrary to our intuitions, a disconnected design with unequal node degrees performs strictly better than the long chain even for i.i.d. or exchangeable demand distributions. Theorem 1.1 contains several interesting insights for designing sparse flexible systems. It shows that in the set of flexibility designs with 2n arcs, the optimal design may change under different i.i.d. or exchangeable demand distribution. Also, it illustrates that adding one extra arc to a big chain, e.g., in Theorem 1.1 we added (s n 4 , t 3n 4 ) to LC n−1 , may provides significant increase in expected sales.
We would like to note that the performance of long chain in the above instances is still near optimal and therefore, long chain is a good flexibility design for these instances. It is an interesting open problem to prove a sub-optimality bound on the performance of long chain compared to the optimal flexibility design with at most 2n arcs.
Optimality of Long Chain in Connected Networks
In this section, we consider the class of connected networks and show that long chain is optimal among all connected bipartite networks with 2n arcs over n supply and n demand nodes for exchangeable demand distributions. Recall that a design is connected if it is connected when considering arcs in the undirected sense. Any connected bipartite network A with |A|= 2n over n supply and n demand nodes has exactly one cycle containing 2k nodes (k supply and k demand nodes) for k ≤ n. The long chain is a cycle of 2n nodes.
Roadmap of Proof of Theorem 1.2
Our proof is based on the following important structural result. Given any connected network A 1 with 2n arcs that is not a long chain, we show that we can swap at most two arcs to get a connected network A 2 with strictly smaller number of degree one nodes and the expected performance at least as large as that of A 1 . For instance, consider the design A 1 illustrated on the left in Figure 2 . In this figure and also other figures in the paper, a supply node is represented by a square and a demand node is represented by a circle. In the design A 1 , there is a degree one supply node v and a degree three supply node u. Let r be the degree one demand node connected to u. We show that by swapping edge (u, r) with (v, r), i.e., removing edge (u, r) and adding edge (v, r), we obtain a new connected design A 2 with strictly smaller number of degree one nodes and the expected performance at least as large as A 1 . Note that if we establish the existence of such an edge swap in all cases, then we can always reduce the number of degree one nodes if there exists one without decreasing the expected performance. Therefore, we can always obtain an optimal connected design with 2n arcs without any degree one nodes, where such a design must be a long chain. The main challenge in proving the existence of such a swap in all cases is to compare the expected performance of the two networks. The expected performance is a complex objective; in fact, as we mention earlier, even computing the expected performance of a given network is not necessarily easy in terms of computational efficiency. However, in comparing networks A 1 and A 2 , we do not necessarily need to compute the expected performance of any of these networks. Instead, we will prove the structural swap lemmas using a coupling argument that exploits the structure of augmenting paths in max-flow computations. In particular, we reduce the comparison of the expected performance of the two networks to a scenario-wise comparison of max-flow augmentations over a transformed networks under an appropriate coupling of demand realizations.
Properties of Maximum Flow
Before proving the structural swap, we introduce several useful properties of the maximum flow algorithms. In the rest of the paper, we will use the following notations in the analysis of the augmenting path algorithm. For all i, j, (s i , t j ) denotes the forward arc from s i to t j and (t j , s i ) the residual arc from t j to s i , if it exists. Also, u(t j , s i ) denotes the residual capacity on arc (t j , s i ) (note that all the forward arcs (s i , t j ) have infinite capacity), e(s i ) the excess of supply at the supply node s i and e(t j ) the unsatisfied demand at demand node t j . Finally, note that since f i,j denotes an actual flow and f i,j always represents the flow on arc (s i , t j ).
Definition 3.1. A path is balanced (unbalanced, respectively) if it has equal (unequal, respectively) number of supply and demand nodes.
Note that in an unbalanced path, the number of supply and demand nodes differs by exactly one. We first consider the maximum flow problem on an unbalanced path. It is well known that such a problem can be solved by a simple greedy algorithm. In particular, consider an unbalanced path U k defined by the sequence of nodes s 1 , t 1 , · · · , s k , t k , s k+1 , where k is any given integer in [n − 1]. If the demand of node t i is d i , then Algorithm 1 solves the maximum flow problem on U k .
Algorithm 1 Greedy Algorithm
We have the following lemma.
Lemma 3.1. Let U k be an unbalanced path and f ∈ R 2k be the flow returned by Algorithm 1. Let V be another configuration that includes a demand node u, and such that the node sets of V and U k are disjoint. If we solve the maximum flow problem on U k ∪ V ∪ {(s k+1 , u)} using the augmenting path algorithm starting from f together with an optimal flow V , then all possible augmentations start at s k+1 .
Proof. We first consider the flow f . Assume that the excess supply of node s i is positive, i.e., e(s i ) > 0, for some integer i ∈ [1, k]. By the nature of Algorithm 1, we must have f i+1,i = 0. That is, there is no residual arc from t i to s i+1 . It follows that there is no path from s i to s k+1 in the residual network. Therefore, when starting with the flow f on U n , the only possible augmentations on U k ∪ V ∪ {(s k+1 , u)} have to start at s k+1 .
Note that the choice of the supply node in U k connecting to u is important in Lemma 3.1. If we make the same assumptions as those in Lemma 3.1 but consider the maximum Lemma 3.2. Let G = (V, E) be a network with the node set V , the arc set E, and capacities on the arcs. Let s, t ∈ V and h be a s-t maximum flow in G. Consider any e / ∈ E and G = (V, E ∪ {e}). Suppose we compute a s-t max-flow in G using the augmenting path algorithm starting from h and the corresponding residual network. Then all augmenting paths must include arc e.
Proof. Consider the s-t max flow, h in G and let G R be the corresponding residual network. Note that there is a s-t cut in G R , (S,S) where s ∈ S, t ∈S and there is no forward arc from S toS in G R . We can assume without loss of generality that e = (u, v) is a forward arc for the cut (S,S) where u ∈ S and v ∈S (otherwise, the max flow does not change after adding e and the claim is vacuously true)
Suppose for the sake of contradiction, the claim is not true. Suppose the algorithm augments along k paths P 1 , P 2 , . . . , P k to obtain the new max flow g starting from h. Note that every augmenting path P , = 1, . . . , k is a simple path without any cycles. We claim that no augmenting path introduces a new forward arc across the cut (S,S).
Suppose not. Consider the first s-t augmenting path, say P in our augmentations that introduces another forward arc e = (u , v ) across cut (S,S) with u ∈ S, v ∈S, say P . Therefore, P must use the reverse arc (v , u ). Since there is no forward arc other than e across the cut (S,S) when we augment on P , P must use arc e twice which implies that P contains a cycle; a contradiction since P is a simple path.
Therefore, no augmenting path introduces a new forward arc across the cut (S,S) which implies that all augmenting paths must use arc e.
Structural Swap Lemmas
We now present two structural results that describe permissible edge swaps that decrease the number of degree one nodes in the network without decreasing the expected performance. First, we describe the high level ideas in proving these structural results.
Consider any connected network A 1 = N ∪ S 1 (with at least one degree one node), and a network A 2 = N ∪ S 2 obtained from A 1 by swapping edges S 1 with S 2 such that the number of degree one nodes in A 2 is strictly smaller than A 1 . In order to prove the structural swap result, we need to show that
for any exchangeable demand distribution. In general, it is difficult to analytically express E[P (A i , D)]. Therefore, we use a coupling argument to prove the above equation. In a standard coupling argument, we try to find a coupling between demand realizations given by a permutation π ∈ S n (where S n is the set of permutations of [n]) such that
Because D is exchangeable, we have
Unfortunately, Equation (13) does not hold for the edge swaps we consider. This motivates us to consider a different coupling argument, which can be viewed as a modified version of (13). For the new coupling argument, for any demand realization d, we define
Note that ∆(A i , d) represents the increase in performance when adding the set of edges S i to N for demand vector d. To prove Equation (12), we present a coupling argument on ∆(A i , d). In particular, we find a permutation π ∈ S n such that
which implies
and therefore (12). The comparison in (14) uses the structure of the augmenting path algorithm for the maximum flow problem. In particular, we compare ∆(A 2 , d) and ∆(A 1 , d π ) as follows. We first consider a particular optimal flow solution g 1 for the configuration N and demand d π , and g 2 for configuration N and demand d. The max flow for A 1 and demand d π can be computed using an augmenting path algorithm starting from the max flow g 1 and the corresponding residual network. We show that all the augmentations are simultaneously feasible in A 2 (for demand d) starting from the max flow g 2 and the corresponding residual network after adding edges S 2 .
Next, we formally state and prove the structural swapping lemmas.
Lemma 4.1. Let U k be an unbalanced path for some 1 ≤ k ≤ n on the nodes s 1 , t 1 , . . . , s k , t k , s k+1 . Additionally, let A be a network of the form (s k+1 , t k+1 ) ∪Ã where for all (s i , t j ) ∈Ã, i ≥ k + 2 and j ≥ k + 2. We define
Then, Note that A ∪ U k corresponds to the common part N of the previous section, while S 1 and S 2 correspond to (s k+1 , t k+2 ) and (s 1 , t k+2 ).
Proof. We follow the general framework described in the previous section. In particular, we use the following bijection π:
Let g 1 and g 2 in R |A∪U k | be the flows obtained by procedures in Table 1 . Note that g 1 is an optimal flow for d π on A ∪ U k and g 2 is an optimal flow for d on A ∪ U k . Now, let f 1 be the optimal flow obtained when adding (s k+1 , t k+2 ). In particular, f 1 is obtained by a sequence of augmentations from g 1 . Our goal is to prove that any augmentation belonging to the sequence of augmentations from g 1 to f 1 when adding (s k+1 , t k+2 ) is simultaneously feasible starting from g 2 and adding (s 1 , t k+2 ). We begin by characterizing those augmentations. In particular, we first show that any augmenting path from g 1 to f 1 must start at some s j with 1 ≤ j ≤ k + 1. By contradiction, suppose there exists an augmenting path that starts at some supply s j with j > k + 1. Since the path uses edge (s k+1 , t k+2 ), it must use the residual arc (t k+1 , s k+1 ). Therefore, before Step 3 in Table 1 • e(t k+1 ) > 0 (for the residual arc (t k+1 , s k+1 ) to exist)
• there is an augmenting path in the residual network from s j to t k+1 . This implies that we can find an augmenting path from s j to t k+1 before Step 3 of Table 1 . This is a contradiction with the choice of max-flow in Step 1 of Table 1 . Therefore, any augmentation must start at some s j with 1 ≤ j ≤ k + 1 and use arc (s 1 , t k+2 ) to finish into a demand node t i with i > k + 1. We consider the following two cases: i) augmentations starting at some s j with 2 ≤ j ≤ k + 1, and ii) augmentations starting from s 1 .
Case 1 (Augmentations starting at s j , 2 ≤ j ≤ k +1). Consider the residual networks: let u 1 (u 2 ) be the residual capacities and e 1 (e 2 ) the excess of supply and demand after assigning g 1 (g 2 ). Since t k+1 is least satisfied in Step 1 of Table 1 , all the augmentations in Step 3 of Table 1 end at t k+1 . Consequently, the residual networks on A are the same
Compute a max flow on A\(s k+1 , t k+1 ) such that t k+1 is least satisfied.
2. Apply Algorithm 1 on U k starting at s k+1 .
3. Compute any augmentation to get an optimal flow (starting with s 1 ).
1. Compute a max flow on A\(s k+1 , t k+1 ) such that t k+1 is least satisfied.
2. Apply Algorithm 1 on U k starting at s 1 .
3. Compute any augmentation to get an optimal flow. 
From Lemma 3.2, the augmentation in Step 3 of Table 1 for g 2 only uses arc (s k+1 , t k+1 ). Therefore, the residual network on U k only changes for the excess supply at s k+1 for g 2 and
This shows that any augmenting path from g 1 to f 1 that starts at some s j with 2 ≤ j ≤ k+1 and uses arc (s k+1 , t k+2 ) is feasible starting from g 2 starting at s k−i+1 and using (s 1 , t k+2 ).
Case 2 (Augmentations starting at s 1 ). It remains to be shown that any augmenting path from g 1 to f 1 starts at s 1 has a corresponding augmenting path from g 2 to f 2 that starts at s k+1 . Assume there exists an augmenting path starting at s 1 among the augmenting paths from g 1 to f 1 . This implies that we have an augmenting path from s 1 to s k+1 (and then to t k+2 ) after we augmented from s 1 to s k+1 (and then to t k+1 ) at Step 3 of Table 1 for g 1 . In this case, demand at t k+1 must be completely satisfied after we augmented from s 1 to t k+1 , which implies that e 1 (s 1 ) after the augmentation in Step 3 is exactly e 1 (s 1 ) − e 1 (t k+1 ), where e 1 denotes the excess of supply and demand at the end of Step 2 of Table 1 for g 1 . Note that this is because we start the augmentations with s 1 in Step 3 of Table 1 .
Let e 2 denotes the excess of supply and demand at the end of Step 2 of Table 1 for g 2 . Note that e 2 (s k+1 ) = e 1 (s 1 ), e 2 (t k+1 ) = e 1 (t k+1 ) because of the demand permutation. Moreover, because the augmentation for g 2 in Step 3 only involves arc (s k+1 , t k+1 ), e 2 (s k+1 ) after the augmentation in Step 3 is exactly e 2 (s k+1 ) − e 2 (t k+1 ), and therefore, we must have e 2 (s k+1 ) = e 1 (s 1 ) if there exists an augmenting path starting at s 1 from g 1 to f 1 . With this final case, we have that all augmenting paths from g 1 that starts at s 1 also have a corresponding augmenting path from g 2 . Therefore, any feasible augmentation in A 1 after adding S 1 is feasible in A 2 after adding S 2 , and
This concludes the proof.
Note that applying the exactly same argument, we can show that Lemma 4.1 is still valid if the demand node t k+2 is replaced by several demand nodes and the dashed arc replaced by arcs to all these demand nodes.
Lemma 4.2. Consider a network A that contains a balanced path on the nodes t 1 , s 1 , . . . , t k , s k , another balanced path on the nodes t 2k , s 2k , . . . , s k+1 , t k+1 , and all other edge (s i , t j ) ∈ A satisfies i > 2k and j ≥ 2k (Note that the first path is disconnected from the rest of the network). Let s n be a supply node and t n a demand node in A. We define
Then,
Here, network A 2 may have a shorter cycle than network A 1 . Proof. The permutation we use is to exchange the demands on the two balanced paths. More precisely, Let B 1 = (s k , t k , . . . , s 1 , t 1 ). Let s 2k+1 be the supply node such that removing (s 2k+1 , t 2k ) disconnects B 2 = (t 2k , s 2k , . . . , t k+1 , s k+1 ). Let g 1 ∈ R |A| (resp. g 2 ∈ R |A| ) be the optimal flow for d π (resp. d) on A described in Table 2 . Let f 1 be an optimal flow when adding the edges (s n , t 2k ) and (s k , t n ). Consider any augmentation belonging to the sequence of augmentations from g 1 to f 1 . We want to show Max Flow g for A 1. Delete (s 2k+1 , t 2k ).
2. Use Algorithm 1 starting at s k to t 1 on B 1 .
3. Use Algorithm 1 starting at s k+1 to t 2k on B 2 .
4. Compute a max flow on A\(B 1 ∪ B 2 ) such that s 2k+1 has the most remaining supply.
5. Add (s 2k+1 , t 2k ) and compute any augmentation to get an optimal flow. Table 2 : Choices of max flow that it is also feasible starting from g 2 and adding the edges (s k+1 , t n ) and (s n , t 1 ). We first characterize the possible augmenting paths. Because of the construction, any augmenting path must starts at a supply node s i such that i ≤ k or i > 2k + 1 and it must ends at a demand node t i with i ≥ 2k.
We now look at the residual networks. Note that when adding (s 2k+1 , t 2k ) in the last step of Table 2 , the only possible augmenting path starts at s 2k+1 and ends at t 2k . Therefore, the residual network on A\(B 1 , B 2 , (s 2k+1 , t 2k )) are the same for g 1 and g 2 . In particular,
Finally, because of the permutation and the last step of Table 2 , we have
Therefore, any augmenting path starting at a supply node s i and using edge (s k , t n ) starting with g 1 can start at s 2k−i+1 and use arc (s k+1 , t n ) starting with g 2 . Moreover, if there is an augmenting path that ends at t 2k using edge (s n , t 2k ) starting from g 1 , there is an augmenting path that ends at t 1 using edge (s n , t 1 ) starting from g 2 . Consequently,
This shows that starting from g 1 all feasible augmenting paths when adding S 1 are simultaneously feasible for g 2 when adding S 2 and it concludes the proof.
The above lemma shows that it is possible for a network with a shorter cycle to have a better performance a compared to a network with a longer cycle (see Figure 8 ). This is Figure 8 : Using Lemma 4.2, the right network has a better performance although it has a shorter cycle quite surprising and contrary to the intuition developed through past work on the analysis of the long chain design which seemed to imply that longer chains are better than shorter chains. Similarly to the previous result, Lemma 4.2 still holds when the supply node s n is replaced by several supply nodes and t n is replaced by several demand nodes.
We would like to emphasize that while our proofs are based on the particular choices of initial max-flows and augmenting paths, the demand scenario-wise dominance of augmentation is independent of these choices (but depends on π).
Proof of Theorem 1.2
We can now formally prove Theorem 1.2. Suppose the long chain is not optimal. Consider an optimal connected network, A with the smallest number of degree one nodes. Because A is not a single cycle, there is at least one node v with degree 1. Consider a BFS numbering of A starting at v. Let u be the smallest numbered node with degree at least three. Assume that u is of the same type. Without loss of generality, assume that both v and u are supply nodes. We label the path from v to u by the following nodes v = s 1 , t 1 , . . . , s k , t k , s k+1 = u. Let t k+1 be such that (s k+1 , t k+1 ) ∈ A. From Lemma 4.1, swapping (s k+1 , t k+1 ) with (s 1 , t k+1 ) (see Figure 9 ) we obtain a network A 1 with a strictly lower number of degree one nodes and performance as least as high as A which is a contradiction.
Therefore, u is a demand node with degree at least three. Consequently, there exist a demand node w with degree one. Consider a BFS numbering of A starting at w. Let z be the smallest numbered node with degree at least three. From Lemma 4.1, we can assume that z is a supply node. Consequently, the two paths (from v to u and from w to z) are both balanced. Without loss of generality, assume that the first one is the shortest. We label the path from v to u by the nodes s k+1 , t k+1 , . . . , s 2k , t 2k and the path containing the first 2k nodes from w toward z by the nodes t 1 , s 1 , . . . , t k , s k . Let s n and t n be nodes such that (s n , t 2k ) and (s k , t n ) belong to A. From Lemma 4.2, swapping (s n , t 2k ) and (s k , t n ) with (s n , t 1 ) and (s k+1 , t n ) (see Figure 10) we obtain a network A 1 with a strictly lower number of degree one nodes and performance as least as high as A; a contradiction. This concludes the proof. Figure 10: Swapping (s n , t 2k ) and (s k , t n ) with (s n , t 1 ) and (s k+1 , t n ) Using the same proof technique, we can also show that a single balanced path is optimal among all connected networks with 2n − 1 edges. Corollary 5.1. A path is optimal among all connected trees with 2n − 1 edges.
Proof. Let A be the optimal design among all connected trees with (2n − 1) edges with the smallest number of degree one nodes. If A contains no degree three node, then it must be a path and we are done. Suppose A contains at least one degree three node. Because A is bipartite and has 2n − 1 arcs, there exists at least one supply node and one demand node with degree one. Let v be a degree one supply node and w be a degree one demand node in A. Let u and z be the smallest numbered degree three nodes from BFS numberings of A starting from v and w respectively (u and z may coincide). If u is a supply node, then we can apply Lemma 4.1 and obtain a contradiction; if z is a demand node, then we can also apply Lemma 4.1 and obtain a contradiction; and finally, if u is a demand node and z is a supply node, we can apply Lemma 4.2 to derive a contradiction. Therefore, we must have that A contains no degree three node, and this completes the proof.
Conclusions
We study the performance of the long chain among flexibility designs with at most 2n arcs over n supply and n demand nodes. Given the empirical performance of long chain and the optimality of the long chain among 2-flexibility designs under exchangeable demand, one may expect that a similar and stronger result should hold when the long chain is compared with all designs with at most 2n arcs. Surprisingly, the conjecture that the long chain is optimal among flexibility designs with 2n arcs is not true in general. In this paper, we present a family of instances where a disconnected design with 2n arcs is strictly better than the long chain even for a i.i.d. demand distribution. This is quite surprising and contrary to the intuition that a connected design has a better performance.
In order to understand the long chain better, we study its performance in the class of all connected designs with at most 2n edges. We prove that long chain is optimal in this class of designs under any exchangeable demand distribution. In particular, we establish the following structural result: given any connected design with 2n arcs that is not a long chain, we can swap at most two arcs such that the expected performance of the new design does not decrease and the number of degree one nodes is strictly smaller. Our proof is based on a new coupling argument that uses the structure of augmenting paths in max-flow computations to reduce the comparison of expected performance of two networks to a comparison of augmentations on the non-common parts of the networks under deterministic demand scenarios. These results provide a significantly better understanding of the performance of sparse flexibility designs and can serve as a theoretical benchmark for flexibility design guidelines and heuristics. We would like to emphasize that a design with a shorter cycle may have a better performance as compared to a design with a longer cycle as illustrated in Lemma 4.2. This is quite surprising and contrary to the intuition implied in the literature.
The structural swapping results are applicable more generally as illustrated by Corollary 5.1 where we show that a path is optimal among all connected designs with 2n − 1 arcs. The swapping results can serve as a general guidelines for practitioners to identify and fix sub-optimalities in a given flexibility design under exchangeable demand. It is an interesting open problem to generalize the swapping results and making it applicable to analyze more general process flexibility designs.
