In the first part of this work, the empirical correlation of stellar surface brightness F V with I c 2 K broad-band colour is investigated by using a sample of stars cooler than the Sun. A bilinear correlation is found to represent well the brightness of G, K and M giant stars. The change in slope occurs at I c 2 K , 2X1 or at about the transition from K to M spectral types. The same relationship is also investigated for dwarf stars and found to be distinctly different from that of the giants. The dwarf star correlation differs by an average of 20X4 in I c 2 K or by a maximum in F V of , 20X1, positioning it below that of the giants, with both trends tending towards convergence for the hotter stars in our sample. The flux distribution derived from the F V 2 I c 2 K relationship for the giant stars, together with that derived from an F V 2 V 2 K relationship and the blackbody flux distribution, is then utilized to compute synthetic light V and colour V 2 R c Y V 2 I c and V 2 K curves of cool spotted stars. We investigate the effects on the amplitudes of the curves by using these F V ±colour relations and by assuming the effective gravity of the spots to be lower than the gravity of the unspotted photosphere. We find that the amplitudes produced by using the F V 2 I c 2 K relationship are larger than those produced by the other two brightness correlations, meaning smaller and/or warmer spots.
I N T R O D U C T I O N
The calibration of the surface brightness against colour index has a very wide range of applicability, amongst which is the evaluation of various stellar parameters. The author who first determined the surface brightness was Wesselink (Wesselink 1969) , who calibrated the brightness of 18 stars against B 2 V. Since only two measurements of stars of spectral type later than the Sun were then available, the use of his relationship was limited to stars of early spectral type. Later, Barnes & Evans (1976) obtained several such relationships against various colour indices and discussed their usefulness. They used angular diameters derived mainly from lunar occultations, and found a linear relationship with the V 2 R colour which was independent of the stellar luminosity. Since then, many other authors have undertaken such calibrations against optical and infrared colour indices, with improved and more accurate data obtained by means of Michelson interferometry or by using model atmospheres (Barnes, Evans & Moffett 1978; Bell & Gustafsson 1980; Moon 1984) .
One of the applications of the calibration of the visual surface brightness against colour index is to determine the flux ratio between the photosphere and spots of active variable stars. Since 1970, many authors have undertaken photometry of variable stars (RS CVn, BY Dra, FK Com and wT Tau type stars) and have developed geometrical models, usually invoking circular spots, to explain their light and colour variations. There have been many studies of non-eclipsing active stars assuming these kinds of models. The most important and widely used technique is that for deriving the temperature of spots. Areas and temperatures of these spots are estimated from light and colour curves via models that depend critically on the calibration of surface brightness and effective temperature, T eff , with colour index. Vogt (1981) first used this approach to derive the effective temperatures and area coverage of spots on three active stars: II Pegasi, BY Draconis and HK Lacertae.
In this paper, the calibration of the monochromatic surface brightness against the broad-band colour I c 2 K is undertaken for a range of effective temperatures appropriate to the study of spots on active late-type stars. The aim is to compare several spot flux distributions and their effects on the spot solutions.
T H E S U R FAC E B R I G H T N E S S ± C O L O U R R E L AT I O N S H I P
The Barnes±Evans relationship is the calibration of the visual surface brightness parameter F V (meaning flux averaged over the disc of the star) against the V 2 R broad-band colour index derived by Barnes & Evans (1976) , where the surface brightness F V is defined as F V 4X2207 2 0X1V 0 2 0X5 log f H log T eff 2 0X1BCY 1 in which V 0 is the unreddened apparent magnitude in the Johnson system, f H is the stellar angular diameter expressed in milliarcseconds (mas) and BC is the bolometric correction. Barnes & Evans found that this relationship, which adopts the form
is independent of the luminosity class and is also valid for M, carbon and S-type stars as well as for a wide range of variable stars.
Since the I c 2 K colour is more sensitive to the low temperatures of the latest type stars (Johnson 1966) and to the low temperatures of starspots, we decided to determine a new calibration for the surface brightness parameter given by equation (1) against this colour index.
Angular diameters and photometry
The angular diameters for the calibration of this relationship were taken from the literature (Blackwell & Shallis 1977; Ridgway et al. 1980; Tsuji 1981; Leggett, Mountain & Selby 1986; Di Benedetto & Rabbia 1987; Blackwell, Petford & Shallis 1980; Richichi et al. 1992) . The data were obtained from lunar occultations (10 measurements), Michelson interferometry (nine measurements) and the infrared flux method (IFM) (Blackwell & Shallis 1977) as explained by Amado & Byrne (1996) .
The uncertainties given in Table 1 for F V take into account only the contribution arising from the uncertainties in f H in equation (1), because these dominate over those in the photometry.
Johnson UBVRIK photometry for the giant stars was taken from the UBVRIJKLMNH Photoelectric Photometric Catalogue (Morel & Magnenat 1978) , and transformed to the Cousins system by using the equations from Bessell (1979) . Most of these data did q 1999 RAS, MNRAS 310, 1023±1032 a The key for the references is as follows: BS Blackwell & Shallis (1977) ; B79 Blackwell et al. (1979) ; B80 Blackwell et al. (1980) ; B86 Blackwell et al. (1986) ; DB Di Benedetto & Rabbia (1987) ; L Leggett et al. (1986) ; Ri Richichi et al. (1992) ; R Ridgway et al. (1980) ; T Tsuji (1981) ; WK White & Kreidl (1984) . Downloaded from https://academic.oup.com/mnras/article-abstract/310/4/1023/1073253 by guest on 01 January 2019 not need to be corrected for interstellar extinction because of the small distances involved.
Calibration of the surface brightness±colour relationship
In total, 73 angular diameters for giant stars of spectral type from G to M were obtained, or derived from the literature. Making use of equation (1), the surface brightness parameter was calculated; this, along with the colour indices, permitted us to obtain the calibration for this parameter. The surface brightnesses parameter, the photometric data, effective temperatures and spectral types for all the stars used in this calibration are given in Table 1 . In Fig. 1 , the surface brightness parameter for giants is plotted against the I c 2 K colour index. The solid line is the best bilinear fit to the data for the giants, and its coefficients are given in Table 2 along with the coefficients of a cubic polynomial fit to the complete sample and the multiple-correlation coefficient, R 2 . The calibration is valid for a range in I c 2 K of between 1.0 and 3.5 mag, yielding a range in F V of 3.00±3.75. The range in the colour index translates into a range in spectral types from G8 to M6.
The original calibration of the surface brightness parameter against the V 2 R colour index appeared to be valid for all stellar luminosity classes, and for carbon stars and S-type stars (Barnes & Evans 1976) . It is not obvious that this validity should hold when a different colour index is used. Different colour indices have different temperature and luminosity sensitivities. It also seems that infrared colours with long wavelength baselines are better able to delineate different luminosity classes on T eff ±colour plots for effective temperatures lower than ,4000 K, although for higher temperatures most of the colour indices are insensitive to gravity (Bessell, Castelli & Plez 1998; Amado, Doyle & Byrne 1999, hereafter Paper II) . To check whether the calibration derived above was still valid for different stellar luminosity classes, we carried out the same kind of investigation for a number of dwarf stars.
Angular diameters: dwarf stars
With currently available techniques, it is impossible to measure q 1999 RAS, MNRAS 310, 1023±1032 Figure 1 . Calibration of the surface brightness parameter F V against the I c 2 K colour index. The solid line represents the best bilinear fit to the giant stars (open square symbols). Filled squares and crosses are dwarf single stars and unresolved binaries respectively, with radii determined from model atmospheres or blackbody curves. The Sun is represented by ( and YY Gem and CM Dra by filled circles (radii determined from eclipses). The error bars shown by the smaller symmetrical cross represent a maximum for the errors introduced in the F V determination and in the I c 2 K colour of YY Gem and CM Dra by the errors in the radii and distance and the standard errors in the photometry. The errors given by the larger asymmetrical cross represent an estimate of the indeterminacy introduced in F V and the colour by starspots on these two stars. the radii of single dwarf stars directly. Apart from the Sun, only two such measurements have been obtained for two eclipsing binaries, so semi-empirical or fully theoretical methods have to be utilized. The problem worsens for the cooler stars since they are too faint at the shortest wavelengths to get a precise enough spectral energy distribution for the IFM. Another semi-empirical method that has been used to obtain T eff s of M dwarfs is to fit Planck curves to the stellar spectral energy distribution obtained by measuring broad-band magnitudes (Veeder 1974; Berriman & Reid 1987) . None the less, current model atmospheres are certainly closer to the actual spectra of M dwarfs than are blackbodies, and should be used in preference to blackbody curves.
Once the T eff of the star has been determined using one of these methods, radii can be computed by means of
where f H is in mas, s is the Stefan±Boltzmann constant in erg cm 22 s 21 K 24 and F bol is the apparent bolometric flux received at the Earth in erg cm 22 s
21
. This was done, for instance, by Leggett et al. (1996) who calculated the effective temperatures by using the phoenix model atmospheres developed by Allard, Hauschildt and collaborators (Allard et al. 1994; Allard & Hauschildt 1995a,b) . They compared, independently, molecular features in the red and infrared spectra of 16 M dwarfs with synthetic spectra, and looked for the best fits. In this way, they obtained T eff s that gave them an uncertainty in the radius determinations of between 2 and 20 per cent when the parallax error was included. Kirkpatrick et al. (1993) worked basically in the same way with eight M dwarfs and the models developed by Allard (1990) . They did not calculate the radii for their sample of stars, but they have been computed here using equation (2), the observed luminosities (see table 6 in their paper) and distances (Table 3 ). Since they included some of the stars studied by Berriman & Reid (1987) and Veeder (1974) , their radii, totalling 29 measurements, were also computed.
Finally, a small set of G-type dwarfs has been included from the work of Bell & Gustafsson (1989) , to compare their behaviour with that of the giants in the F V 2 I c 2 K plot.
In this way, a total of 60 angular diameters for dwarf stars of spectral type from G0 to around M7 were obtained or derived from the literature. The surface brightnesses for the dwarf stars, together with their spectral types, effective temperatures, V magnitudes, I c 2 K colours, parallaxes and angular diameters, are given in Tables 3 and 4 .
Photometry: dwarf stars
For the dwarfs, UBV(RI) c K CIT photometry was obtained from Leggett (1992) . The K CIT -band magnitudes were transformed to the Johnson system using the equations of Bessell & Brett (1988) , which, together with the I c magnitudes, allowed us to calculate the I c 2 K colours listed in Table 3 . For the G dwarfs, Johnson photometry was obtained from the simbad data base and, again, transformed to the Cousins system with Bessell's equations.
Calibration of the surface brightness±colour relationship for dwarf stars
The trend followed by the dwarf stars in Fig. 1 , where they have been plotted with filled squares and crosses (for the unresolved binary systems), differs from that of the giants by an average of 20X4 in I c 2 K or a maximum difference in F V of ,20X1, although it seems that for hotter stars both trends tend to converge. Since the errors in the photometry should not be larger than 0.03 mag (this is the standard error measured in K), this difference is either real or produced by systematic errors in the computation of the dwarf radii from the model atmospheres.
3.4 YY Gem, CM Dra and the Sun YY Gem and CM Dra are the only two eclipsing binary systems with M-dwarf components for which empirical determinations of radii exist. YY Gem is probably at the end of the pre-mainsequence contraction phase, with a metallicity of MaH , 0X1±0X2 and a helium abundance of Y , 30 per cent, and CM Dra is an old-disc Population II star, as suggested in particular by its spatial velocity and its low flaring rate, with MaH , 0X5 and Y , 25 per cent (Chabrier & Baraffe 1995) . CM Dra, the latest main-sequence eclipsing binary known to date, and YY Gem, together with the Sun offer, therefore, an excellent opportunity to test the F V 2 I c 2 K calibration for dwarfs.
In Fig. 1 , the large filled circles represent the positions of CM Dra and YY Gem on the plot. The I and K Johnson magnitudes were obtained for YY Gem from the SIMBAD data base, the I magnitude being transformed to the Cousins system with the equations of Bessell (1979) . For CM Dra, the I magnitude in the Cousins system and the K magnitude in the CIT system were obtained from Leggett (1992) , with the latter transformed to the standard Johnson system with the equations of Bessell & Brett (1988) .
To compute the surface brightness parameter for these two binary systems, we proceeded as follows. For CM Dra, we computed the angular diameter by adopting the radii (R A 0X2516^0X0020 R ( Y R B 0X2347^0X0019 R ( ) and distance d 14X49 pc given by Viti et al. (1997) . In order to correct the observed visual magnitude for binarity, we assumed the same luminosity for both components, which increased V 0 from 12.87 mag to 12X87 2X5 log 2 13X62 mag for each component. For YY Gem, we adopted values for the radii of R A 0X660
X02 R ( and R B 0X58^0X02 R ( from Chabrier & Baraffe (1995) , and the Hipparcos distance d 15X805^0X307 pc. As for CM Dra, equal luminosities for both components were assumed, which yielded a corrected V 0 of 9.79. For a listing of the parameters of these two systems see Table 5 . In Fig. 1 , we also give the error bars for YY Gem (smaller cross), which represent the errors introduced in F V from the errors in the radii and distance, and those introduced in I c 2 K from the standard photometric errors. CM Dra yielded much smaller errors.
For the Sun, we adopted the photometric data and angular radius from Allen (1973) . The photometry was once again transformed to the Cousins system with Bessell's equations.
D I S C U S S I O N O F T H E
As explained above, one method for evaluating fluxes emitted by both the unspotted photosphere and the spots is by using the calibration of the surface brightness parameter against a colour index. Owing to the very low temperatures of the starspots, a calibration optimized to reproduce accurately the fluxes of the spotted and unspotted photosphere was needed.
An optimum temperature-sensitive colour index should employ two filters, each encompassing little line absorption, at wavelengths of similar continuous opacity but differing temperature sensitivity to the Planck function. An index that satisfies these criteria rather well for very cool stars is I 2 L, which was recommended by Johnson (1966) . Unfortunately, the L filter is very sensitive to changes in the atmospheric water vapour content and brightness of the sky, making it difficult to obtain L measurements with good accuracy. Therefore the I c 2 K colour seemed a more reliable option. Furthermore, as for the I 2 L colour, the combination of the K magnitude with the V, R or, as in this case, I band produces longer baselines than for other colours. This, in turn, results in large colour differences for late-type stars which overcome uncertainties in the individual magnitudes and enable precise colour temperature estimates. Another advantage of using the I c 2 K colour is that, unlike the V 2 I colour, it increases continuously with decreasing temperature for the coolest M dwarfs.
q 1999 RAS, MNRAS 310, 1023±1032 For this first determination of an F V 2 I c 2 K calibration for giants, angular diameters derived from various methods have been used, as explained above. The relationship shows a break in the slope of the linear fit at around the colour, I c 2 K , 2X1, at which the transition between K and M spectral types occurs.
The possible systematic errors in the determination of the dwarf star radii from model atmospheres that could produce the displacement of their relationship with respect to that of the giants could have two different sources: (i) the determination of T eff by fitting either molecular features or the continuum in the infrared regions of the synthetic spectrum, or by fitting blackbody curves to the monochromatic fluxes; or (ii) the integration of the flux distributions to obtain the total emitted flux. The temperatures derived from fitting blackbody curves to the normalized spectral flux distribution of the star are ,10 per cent (,300 K lower than those predicted by models of low-mass stars (see e.g. Berriman, Reid & Leggett 1992; Tinney, Mould & Reid 1993; Jones et al. 1994 ). This systematic effect translates to a lower surface brightness of about 0.046 mag, which is not sufficient to explain the larger displacement of the dwarfs, even if the temperatures for all the dwarfs were derived by fitting blackbody curves. Furthermore, the fact that the dwarfs follow the giant (F V , V 2 R) relationship quite tightly implies that, if a result of systematic errors, these errors arise when using either I c or K fluxes from the models (Amado 1997) .
No change in slope can be identified, although the spread of the points and the errors introduced by the T eff and radius determinations make it difficult to find one.
It should be noted that some of the dwarfs used in this investigation are unresolved binaries. Unresolved multiple systems appear to be over-luminous for their T eff ; an equalcomponent binary would appear to have a radius too large by a factor of 2 1/2 . However, correcting for this effect and the effect on V, i.e. V star V bin 2X5 log 2 with V star being the visual magnitude of one of the components and V bin the visual magnitude of the binary, for equal-luminosity components, would only increase the separation of their position on the plot with respect to that of the giants by displacing the points downwards.
As can be seen in Fig. 1 , the only three empirical determinations of F V for dwarfs, i.e. those for YY Gem, CM Dra and the Sun, do not help in deciding whether there exists a distinctly different F V 2 I c 2 K relationship for dwarf stars since, although the positions of CM Dra and the Sun do indeed suggest so, YY Gem lies on the giant locus.
Finally, it must be said that these stars are active and their spottedness might affect the calibration by diminishing the value of the surface brightness and by moving the star towards a redder value of the I c 2 K colour. This was taken into account by choosing the brightest value of V which, supposedly, gives the unspotted brightness, and by assuming that the effect on the colour was small. In any case, we did some calculations to estimate the errors (larger, asymmetric error cross in Fig. 1) introduced by a circular spot of 308 radius and an effective temperature 600 K lower than the photospheric temperature, and found that the effect was similar on both the colour and F V . This result indicates that spots would shift the position of the star on the plot almost parallel to the dwarf locus, and would not help to explain the shift towards below the giant locus.
This issue, although beyond the scope of this paper, needs further investigation, perhaps by using better model atmospheres and more eclipsing binary data, and will be addressed elsewhere. It should be pointed out, however, that this difference between the calibrations for dwarf and giant stars could influence the correct evaluation of the relative fluxes between the unspotted photosphere and spots on active stars. This would occur if the effective surface gravity of the spots were assumed to be lower than that of the surrounding photosphere, as we will see below.
P H O T O S P H E R E A N D S P O T F L U X D I S T R I B U T I O N S
Several authors have studied the impact on the theoretical light curves of spotted stars of changing the spot and stellar parameters (especially the inclination of the star, i). Strassmeier (1987) , for instance, performed this kind of study for his formulation of the starspot problem, which allowed for an arbitrary number of individual spots with irregular shapes. He showed that unique solutions can be recovered if VRI light curves and line profiles are observed simultaneously, and that one of the most important unknown parameters in the spot modelling process is the inclination of the star. Eker (1994 Eker ( , 1995 Eker ( , 1996 has also contributed to that investigation with a thorough study of the influence of the spot parameters on light curves and their uniqueness. Ko Èva Âri & Bartus (1997) used the analytic expressions of Budding (1977) to test how the various restrictions imposed on the parameters, like the intrinsic scatter of the observed data or the accuracy with which the angle of inclination is known, affect the inverse problem of determining starspot parameters from the observed light curves. However, very little has been said on the effects of using a particular spectral flux distribution to compute theoretical light and colour curves of spotted stars.
Given the effective temperatures of the spot and unspotted photosphere, colours can be computed by using colour±T eff relations. The ratios of the fluxes of the photosphere to those of the spot in several passbands can then be synthesized by applying the calibration of the visual surface parameter against a broadband colour, and the following equation (see the appendix of Paper II): where p V and p n and V and m n are, respectively, the surface fluxes and magnitudes in the V and n passbands for the photosphere (p) and the spot (s).
In this section, we will show the effects on the maximum amplitude of the theoretical light and colour curves of a star of photospheric temperature T ph 4700 K resulting from the use of certain spectral flux distributions to represent the light coming from the spot and the unspotted photosphere. Another parameter that will be included in this study is the effective surface gravity of the spot, i.e. the`gravity' of the spot once the magnetic pressure is taken into account. Owing to the presence of strong magnetic fields inside the spot, the gas pressure is lowered in order to keep pressure balance, leading to a different value of the surface gravity with respect to that of the unspotted photosphere (see also Paper II for a physical justification).
We will compare, therefore, the amplitudes computed using the following three different physical assumptions:
(i) the colour±T eff relationships derived in Paper II and the F V 2 I c 2 K calibration for giant stars derived above (the relationship for dwarfs is still a preliminary result and has not been used in this investigation);
(ii) the colour±T eff and F V 2 V 2 K relationships derived by Amado & Byrne (1996) ; and (iii) the colour±T eff relationships derived by Amado & Byrne (1996) and the blackbody flux distribution.
The main difference between the colour±T eff relation developed by Amado & Byrne (1996) and that in Paper II is that the former was obtained by using observational data from giant stars alone, while the latter included observational data from dwarfs and theoretical data from the phoenix model atmospheres. This enabled us to obtain three different calibrations for stars of gravity log g 3, 4 and 5.
Maximum amplitudes of theoretical light and colour curves
In Figs 2 and 3, the amplitudes produced by a 208-radius spot in the synthetic V light curve (left panel of Fig. 2 ) and in the V 2 R c (right panel of Fig. 2) , V 2 I c (left panel of Fig. 3 ) and V 2 K (right panel of Fig. 3 ) colour curves are shown in threedimensional plots for the three different physical assumptions mentioned above. The curves computed using the blackbody spectral energy distribution are shown in the bottom panels (c) in both figures, those computed with the flux distribution numbered (ii) above are shown in the middle plots (b), and those computed with the flux distribution (i) are shown in plots (a) at the top of the figures. In all cases, the inclination angle of the star i 908, the photospheric temperature T ph 4700 K, the radius of the spot r sp 208 and the position of the spot, i.e. the latitude b 08, and the phase f 0X5 were kept fixed in the computations. The surface gravity of the star and the spot temperature were allowed to vary along the x-and y-axes respectively. The gravity of the star was varied along the axis labelled`log(g*)' from log g* 5X0 to 3.5, and the spot temperature T sp runs from 4200 down to 3000 K along the axis labelled`Tsp'. This range in temperature contains all spot temperatures found in the literature. Note that the axes x and y in the plot of the amplitudes in V (left panel of Fig. 2 ) are swapped with respect to those in the other panels of Figs 2 and 3 for the sake of clarity of the three-dimensional plot. The amplitudes of the light and colour curves are displayed along the z-axis.
In the model depicted in plots (a), the effective gravity of the spot was taken to be lower than the photospheric surface gravity log g sp log g* 2 0X5. For comparison, the amplitudes of the curves when the spot effective gravity was set to be the same as that of the unspotted photosphere log g* log g sp for the cases log g* 5X0 and 3.5 were also computed, and are shown by the dotted lines in plots (a). These amplitudes were not plotted for the full range of log g* to allow for a clearer plot. In the models shown in panels (b) and (c), no different surface gravity was allowed for the spots, i.e. the values of surface gravity for the spot and the unspotted photosphere were the same.
Implications for photometric spot modelling
The results are very different when various spot and photospheric flux distributions are considered. Obviously, blackbody curves are not a good representation of the light coming from late-type stars, and theoretical light modelling codes using them are bound to give unreasonably high filling factors or low effective temperatures in order to reproduce the light and colour variations. However, even using surface brightnesses obtained from two different broad-band colours [V 2 K and I c 2 K] produces significant differences in the magnitude and colour amplitudes for the same star and spot parameters. This might be due to the fact that I c 2 K is more sensitive towards lower effective temperatures, where the dissimilarities in the plots become larger, and to the fact that the T eff ± colour relations used to obtain plots (a) allowed for different gravities whereas the relations used to obtain plots (b) did not.
Following the spot temperature axis, it can be seen in Fig. 2 that the variation in the amplitude of the V curve as the spot becomes cooler is similar for all three plots. It is not relevant which flux distribution is used or whether the spot has the same effective gravity as the photosphere: the results are the same, taking into account the observational photometric errors, at least for lower gravity stars. There seem to be some differences for the higher gravity stars in the behaviour of the amplitude as the temperature of the spot gets lower: e.g., for intermediate spot temperatures DT eff 1200 K and log g* 5X0, the amplitude in Fig. 2(a) seems to be smaller than in plots (b) and (c).
However, the situation is very different for the colours. The variations obtained from the blackbody distributions in all three colours as the spot temperature decreases are very small. This can probably explain, in part at least, the indeterminacy in recovering spot temperature and sizes. Within the observational errors, there is a whole set of T eff ±area solutions that would simultaneously fit the V band and the generally used V 2 R c colour. This is also true for the other two models if only one colour is considered, hence the importance of having multi-colour photometric observations. Nevertheless, for these two models, i.e. when the F V 2 I c 2 K and F V 2 V 2 K relationships are used to determine the flux distributions, the variations become larger [plots (a) and (b)] than for the blackbody model, helping, in this way, to break the interplay between the effective temperature and the area.
If the log g* axis is now followed, it is clear that the curves modelled with the F V 2 V 2 K relation (plots b) and the blackbody flux distributions (plots c) do not change with gravity. This is simply a consequence of these flux distributions not having any gravity-dependent term, i.e. they are functions only of the effective temperature. Plots (a), however, do vary along the gravity axis because we have different T eff ±colour relationships when modelling stars of different surface gravity. The amplitudes of the light and colour curves of a star with log g* log g sp will vary as log g is varied from 5.0 to 3.0, with a smaller effect added if log g* . log g sp , since two different T eff ±colour relationships will then be in use, one for the photosphere and another one for the spot. The variations in V are relatively small but those in the colours are substantial. It is also interesting to note how the maximum amplitude changes in the colours from cooler to warmer spot temperatures when the gravity decreases. This means that spots of the same temperature on photospheres of the same temperature will not produce the same deepening in the light curve if the surface gravities of the stars are different.
In all (a) plots, the effect of assuming the same gravity for spot and unspotted photosphere is also shown (dotted line). The effect in V is to decrease the amplitude for any spot temperature, whereas the effect in the colours is the opposite. The amplitudes of the V 2 R c colour are always the smallest, the largest amplitudes being achieved by V and V 2 K. Figure 2 . Left-hand panels: the maximum DV (along the z-axis) against T sp (x-axis) and log g* (y-axis) for a T ph 4700 K star and a 208 spot. Panel (a) is for fluxes derived from a F V Y I c 2 K relation and a spot effective gravity 0.5 dex lower than in the unspotted photosphere (the dotted lines are the amplitudes when the spot effective gravity and the unspotted photospheric gravity are the same). Panel (b) is for fluxes derived from a F V Y V 2 K relation and the same surface gravity for the unspotted and spotted photospheres. Panel (c) is for a blackbody spectral energy distribution. Right-hand panels: the maximum DV 2 R (along the z-axis) against T sp (y-axis) and log g* (x-axis).
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C O N C L U S I O N S
A new Barnes±Evans-like calibration has been derived by using empirically determined radii of cool giant stars and the I c 2 K colour index. The surface flux parameter has been recompiled from published values or computed using lunar occultation, or interferometric or IFM-derived measurements of stellar radii. The use of the I c 2 K colour is justified because the combination of the K magnitude with the I band produces a longer baseline than for other colours. This, in turn, results in a larger colour difference for late-type stars which overcomes uncertainties in the individual magnitudes and enables precise colour temperature estimates. Another advantage is that, unlike the V 2 I colour, it increases continuously with decreasing temperature for the coolest M dwarfs. Therefore the new calibration should be more sensitive to the low effective temperatures of the latest-type stars, and can also be used for computing flux ratios between the unspotted photosphere and the spots of active cool stars.
A similar calibration has been deduced for dwarf stars. Surprisingly, and in disagreement with the original Barnes± Evans relationship, the locus of the dwarfs in the F V 2 I c 2 K plot did not follow that of the giant stars. This result, however, should be treated with caution as the method for obtaining the dwarf radii was based on the use of model atmospheres, which are still not very accurate in the infrared part of the spectrum. In order to shed some light on this issue, we plotted the positions of the only stars known to have empirical determinations of radii: namely YY Gem, CM Dra and the Sun. Although the positions of CM Dra and the Sun lent some support to this conclusion, the position of YY Gem did not. An estimate of the effect of the presence of starspots on these two binary stars was computed in order to check whether this could influence their position on the plot. The effect tends to move the position of a star almost by the same amount towards the red in I c 2 K and towards lower surface brightness, producing a net shift nearly parallel to the giant locus and failing, therefore, to explain the discrepancy between YY Gem and CM Dra.
If the new calibration, together with the assumption of a lower surface gravity for the spot than for the unspotted photosphere, is used to compute theoretical light and colour curves of spotted stars, owing to the larger amplitudes generated, the theoretical spots will have to be either warmer or smaller, or even both, to fit the observed curves. This could have significant implications if we find that starspots are not as large and cool as we believe they are. Therefore it is of the utmost importance that the spectral energy distributions of the light emitted by the unspotted photospheres and spots be modelled more realistically than has been the case up to now, in order to determine reliable estimates of the geometrical and physical parameters of spots. It is necessary to investigate, as has partly been done here, the effects on the light and colour curves of changes in the physical assumptions of those energy distributions, as well as of the geometrical parameters of the spots and the stellar parameters.
AC K N OW L E D G M E N T S
Research at Armagh Observatory is grant-aided by the Department of Education for Northern Ireland. This work has used computer hardware and software provided by the UK Starlink Project which is funded by the UK PPARC. PJA acknowledges financial support from Armagh Observatory, Northern Ireland, and computing and technical support from the Instituto de Astrofõ Âsica de Andalucõ Âa, Spain. This research has made use of the SIMBAD data base, operated at CDS, Strasbourg, France. The authors thank the referee for constructive comments.
