Graphical condensation for enumerating perfect matchings  by Yan, Weigen & Zhang, Fuji
Journal of Combinatorial Theory, Series A 110 (2005) 113–125
www.elsevier.com/locate/jcta
Graphical condensation for enumerating
perfect matchings
WeigenYana,b, Fuji Zhangc
aSchool of Sciences, Jimei University, Xiamen 361021, P.R.China
bInstitute of Mathematics, Academia Sinica, Nankang, Taipei, Taiwan 11529, R.O.China
cDepartment of Mathematics, Xiamen University, Xiamen 361005, P.R.China
Received 10 May 2004
Available online 16 December 2004
Abstract
The method of graphical condensation for enumerating perfect matchings was found by Propp
(Theoret. Comput. Sci. 303 (2003) 267), and was generalized by Kuo (Theoret. Comput. Sci. 319
(2004) 29). In this paper, we obtain some more general results on graphical condensation than Kuo’s.
Our method is also different from Kuo’s. As applications of our results, we obtain a new proof of
Stanley’s multivariate version of the Aztec diamond theorem and we enumerate perfect matchings of
a type of molecular graph. Finally, a combinatorial identity on the number of plane partitions is also
given.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper, we suppose that G = (V (G),E(G)) is a simple graph with
the vertex set V (G) = {v1, v2, . . . , vn} and the edge set E(G) = {e1, e2, . . . , em}, if not
speciﬁed. A perfect matching of G is a set of independent edges of G covering all vertices
of G. We denote the set of perfect matchings of G byM(G) and the number of perfect
matchings of G byM(G). If G is a weighted graph, the weight of a perfect matching P of
 This work is supported by NSFC (10371102), FMSTF(2004J024) and FJCEF(JA03131).
E-mail address: weigenyan@263.net
0097-3165/$ - see front matter © 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcta.2004.10.005
114 W. Yan, F. Zhang / Journal of Combinatorial Theory, Series A 110 (2005) 113–125
G is deﬁned to be the product of weights of edges in P . We also denote the sum of weights
of perfect matchings of G byM(G). Let A be a subset of the vertex set V (G). By G− A
we denote the induced subgraph of G by deleting all vertices in A and the incident edges
from G.
Zeilberger [15] gave a bijective proof of the Dodgson’s determinant-evaluation rule:
det
[
(aij )
1 jn
1 in
]
det
[
(aij )
2 jn−1
2 in−1
]
= det
[
(aij )
1 jn−1
1 in−1
]
det
[
(aij )
2 jn
2 in
]
− det
[
(aij )
2 jn
1 in−1
]
det
[
(aij )
1 jn−1
2 in
]
.
Zeilberger’s proof involves superimposing a perfect matching of one bipartite graph onto
a perfect matching of another, and then partitioning that union into perfect matchings of
two other bipartite graphs. Kuo [8] called this procedure, for enumerating perfect match-
ings, “graphical condensation”. In terms of this idea, Propp [11] proved the following
result.
Proposition 1.1 (Propp [11]). LetG = (U, V ) be a plane bipartite graph in which |U | =
|V |. Let vertices a, b, c, and d form a 4-cycle face in G, a, c ∈ U , and b, d ∈ V . Then
M(G)M(G− {a, b, c, d})=M(G− {a, b})M(G− {c, d})
+M(G− {a, d})M(G− {b, c}).
Kuo [8] generalized Propp’s above result as follows.
Proposition 1.2 (Kuo [8]). LetG = (U, V ) be a plane bipartite graph in which |U | = |V |.
Let vertices a, b, c, and d appear in a cyclic order on a face of G.
(1) If a, c ∈ U and b, d ∈ V , then
M(G)M(G− {a, b, c, d})=M(G− {a, b})M(G− {c, d})
+M(G− {a, d})M(G− {b, c}).
(2) If a, b ∈ U and c, d ∈ V , then
M(G− {a, d})M(G− {b, c})=M(G)M(G− {a, b, c, d})
+M(G− {a, c})M(G− {b, d}).
In this paper, we use Ciucu’s matching factorization theorem in [1] to prove some more
general results on graphical condensation for enumerating perfect matchings than Kuo’s.
As applications of our results, we obtain a new proof of Stanley’s multivariate version
of the Aztec diamond theorem and we enumerate perfect matchings of a type of molec-
ular graph. Finally, a combinatorial identity on the number of plane partitions is also
given.
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Fig. 1. (a) A symmetric graph G. (b) The cutting operations of symmetric graph G.
2. Some results on graphical condensation
We say a plane graph G is symmetric if it is invariant under the reﬂection across some
straight line  (say symmetry axis). Fig. 1(a) shows an example of a symmetric plane graph.
A weighted symmetric graph is a symmetric graph equipped with weights on every edge
of G that is constant on the orbits of the reﬂection. The width of a symmetric graph G,
denoted by (G), is deﬁned to be half the number of vertices ofG lying on the symmetric
axis. Clearly, if (G) is not an integer, thenM(G) = 0. Hence, we suppose that there are
even number of vertices of G lying on the symmetry axis.
Let G be a plane bipartite weighted symmetric graph with symmetry axis , which we
consider to be horizontal. Let s1, t1, s2, t2, . . . , sk, tk be the vertices lying on  as they occur
from left to right. Let us color the vertices of G in two bipartition classes black and white.
For deﬁniteness, choose the leftmost vertex lying on the symmetric axis  to be white. We
deﬁne two subgraphs G+ and G− as follows. Perform cutting operations above all white
si’s and black ti’s and below all black si’s and white ti’s. Note that this procedure yields
cuts of the same kind at the endpoints of each edge lying on . Reduce the weight of each
such edge by half, leave all other weights unchanged. SinceG is a plane bipartite weighted
symmetric graph, after removing the vertices on the symmetry axis the graph produced by
the process above is disconnected into one component lying above , which we denote by
G+, and one below , denoted by G−. Fig. 1(b) illustrates this procedure for the graph
pictured in Fig. 1(a) (the edges whose weights have been reduced by half are marked by
1
2 ).
Now we can state the matching factorization theorem from [1] as follows.
Theorem 2.1 (Ciucu [1]). Let G be a plane bipartite weighted symmetric graph with even
number of vertices, which splits into two parts G+ and G− after removing the vertices on
the symmetry axis. Then
M(G) = 2kM(G+)M(G−),
whereG+ andG− denote the upper and lower half obtained by the procedure of separating
G as described above and k is half the number of vertices of G lying on the symmetry axis.
Now we are in the position to prove our main results.
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(a) (b)
Fig. 2. (a) The graph G. (b) The graph G˜.
Theorem 2.2. LetG = (U, V ) be a plane-weighted bipartite graph in which |U | = |V | =
n. Let vertices a1, b1, a2, b2, . . . , ak, bk (2kn) appear in a cyclic order on a face of
G, and let A1 = {ai | ai ∈ U, 1 ik}, A2 = {ai | ai ∈ V, 1 ik}, B1 = {bi | bi ∈
V, 1 ik}, and B2 = {bi | bi ∈ U, 1 ik}. If |A1⋃B2| = |A2⋃B1| = k, then
2kM(G− A1 − B1)M(G− A2 − B2)
=
∑
(X,Y )⊆(A1∪B2)×(A2∪B1),|X|=|Y |
M(G−X − Y )M(G−X − Y ),
where the sum ranges over all subsets (X, Y ) of (A1∪B2)× (A2∪B1) such that |X| = |Y |,
and X ⊆ (A1 ∪ B2), Y ⊆ (A2 ∪ B1),X = (A1 ∪ B2)\X, Y = (A2 ∪ B1)\Y .
Proof. Since G is a plane graph, for an arbitrary face F of G there exists a planar em-
bedding of G such that the face F is the unbounded one. Hence, we may assume that
vertices a1, b1, a2, b2, . . . , ak, bk appear in a cyclic order on the unbounded face of G.
Take two copies of the weighted graph G, denoted by G1 = (V (G1), E(G1)) with the
vertex set V (G1) = U1 ∪ V1, U1 = {u(1)i |1 in}, V1 = {v(1)i |1 in}, and G2 =
(V (G2), E(G2)) with the vertex set V (G2) = U2 ∪ V2, U2 = {u(2)i |1 in}, V2 =
{v(2)i |1 in}, respectively, and leave weights of all edges unchanged. Hence a(1)1 , b(1)1 ,
a
(1)
2 , b
(1)
2 , . . . , a
(1)
k , b
(1)
k appear in a cyclic order on the unbounded face ofG1 and a
(2)
1 , b
(2)
1 ,
a
(2)
2 , b
(2)
2 , . . . , a
(2)
k , b
(2)
k appear in a cyclic order on the unbounded face of G2. Construct a
new plane-weighted, bipartite graph with 4n+2k vertices, denoted by G˜ = (V (G˜), E(G˜)),
such thatV (G˜) = V (G1)∪V (G2)∪W ,E(G˜) = E(G1)∪E(G2)∪{a(1)i si , a(2)i si , b(1)i ti , b(2)i
ti |1 ik}, whereW = {s1, t1, s2, t2, . . . , sk, tk}. Let the weight of every edge in {a(1)i si ,
a
(2)
i si , b
(1)
i ti , b
(2)
i ti |1 ik} in G˜ be one and leave all other weights unchanged. The re-
sulting weighted graph is G˜. Fig. 2(a) and (b) show this procedure constructing the new
weighted graph G˜ from the weighted graph G.
Obviously, G˜ is a plane-weighted bipartite graph. Furthermore, by the deﬁnition of the
symmetric graph, G˜ is a symmetric weighted, bipartite plane graph with symmetry axis ,
which can be separated into two parts G˜+ and G˜−. Fig. 3(a) and (b) show this separating
procedure for the extremal case ai ∈ U and bi ∈ V for 1 ik. Hence, by Ciucu’s
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Fig. 3. (a) The graph G˜ for the extremal case ai ∈ U and bi ∈ V, 1 ik. (b) The graphs G˜+ and G˜− for the
extremal case ai ∈ U and bi ∈ V, 1 ik.
matching factorization theorem, we have
M(G˜) = 2kM(G˜+)M(G˜−).
It is not difﬁcult to see that after removing the forced edges we have the following:
M(G˜+) = M(G− A2 − B2) and M(G˜−) = M(G− A1 − B1).
Hence,
M(G˜) = 2kM(G− A1 − B1)M(G− A2 − B2). (1)
On the other hand, we can partition the setM(G˜) of perfect matchings of G˜ such that
M(G˜) =M0 ∪M1 ∪ · · · ∪Mk,
whereMi denotes the set of perfect matchings of G˜ containing exactly i edges in subset
{a(1)j sj | a(1)j ∈ A(1)1 , 1jk} ∪ {b(1)j tj | b(1)j ∈ B(1)2 , 1jk} of E(G˜) and exactly i
edges in the subset {a(1)j sj | a(1)j ∈ A(1)2 , 1jk} ∪ {b(1)j tj | b(1)j ∈ B(1)1 , 1jk} of
E(G˜), and A(1)1 = {a(1)j | a(1)j ∈ U1, 1jk}, A(1)2 = {a(1)j | a(1)j ∈ V1, 1jk},
B
(1)
1 = {b(1)j | b(1)j ∈ V1, 1jk}, B(1)2 = {b(1)j | b(1)j ∈ U1, 1jk}. It is obvious that,
for any i (0 ik), we have
|Mi | =
∑
(X,Y )⊆(A1∪B2)×(A2∪B1),|X|=|Y |=i
M(G−X − Y )M(G−X − Y ),
where the sum ranges over all subsets (X, Y ) of (A1 ∪ B2) × (A2 ∪ B1) such that |X| =
|Y | = i, and X ⊆ (A1 ∪ B2), Y ⊆ (A2 ∪ B1),X = (A1 ∪ B2)\X, Y = (A2 ∪ B1)\Y .
Hence, we have
M(G˜)= |M(G˜)| =
k∑
i=0
|Mi |
=
∑
(X,Y )⊆(A1∪B2)×(A2∪B1),|X|=|Y |
M(G−X − Y )M(G−X − Y ). (2)
The theorem thus follows from (1) and (2). 
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If we set ai ∈ U and bi ∈ V for 1 ik in Theorem 2.2, then we obtain the following.
Corollary 2.3. Let G = (U, V ) be a plane-weighted bipartite graph in which U =
{ui |1 in} and V = {vi |1 in}. Let vertices a1, b1, a2, b2, . . . , ak, bk appear in a
cyclic order on a face of G. If A = {ai |1 ik} ⊆ U and B = {bi |1 ik} ⊆ V , then
2kM(G)M(G− A− B)
=
∑
(X,Y )⊆A×B,|X|=|Y |
M(G−X − Y )M(G−X − Y ),
where the sum ranges over all subsets (X, Y ) of A × B such that |X| = |Y | and X ⊆
A, Y ⊆ B,X = A\X, Y = B\Y .
Similarly, we can obtain the following:
Corollary 2.4. Let G = (U, V ) be a plane-weighted bipartite graph in which U =
{ui |1 in} and V = {vi |1 in}. Let vertices a1, a2, . . . , ak, b1, b2, . . . , bk appear
in a cyclic order on a face of G. If A = {ai |1 ik} ⊆ U and B = {bi |1 ik} ⊆ V ,
then
2kM(G− A1 − B1)M(G− A1 − B1)
=
∑
(X,Y )⊆A×B,|X|=|Y |
M(G−X − Y )M(G−X − Y ),
where A1 = {a2, a4, . . . , a2[ k2 ]}, and B1 = {b1, b3, . . . , bk−1} if k is even, and B1 =
{b2, b4, . . . , b2[ k2 ]} otherwise; A1 = A\A1, B1 = B\B1; the sum ranges over all subsets
(X, Y ) of A× B such that |X| = |Y |, and X ⊆ A, Y ⊆ B,X = A\X, Y = B\Y .
Remark 1. Proposition 1.2 follows from Corollaries 2.3 and 2.4. Furthermore, the follow-
ing corollaries are immediate from Corollaries 2.3 and 2.4, respectively.
Corollary 2.5. Let G = (U, V ) be a plane-weighted bipartite graph in which |U | = |V |.
Let vertices a1, b1, a2, b2, a3, b3 appear in a cyclic order on a face of G. If a1, a2, a3 ∈ U
and b1, b2, b3 ∈ V , then
3M(G)M(G− {a1, a2, a3, b1, b2, b3})
=
∑
1 i,j3
M(G− {ai, bj })M(G− {ai, bj }),
where {ai, bj } = {a1, a2, a3, b1, b2, b3}\{ai, bj }.
Corollary 2.6. Let G = (U, V ) be a plane-weighted bipartite graph in which |U | = |V |.
Let vertices a1, a2, a3, b1, b2, b3 appear in a cyclic order on a face of G. If a1, a2, a3 ∈ U
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(a) (b)
Fig. 4. (a) The weighted Aztec diamond (AD4; 1 i4). (b) The weighted Aztec diamond (AD3; 2 i4).
and b1, b2, b3 ∈ V , then
3M(G− {a2, b2})M(G− {a1, a3, b1, b3})
= M(G)M(G− {a1, a2, a3, b1, b2, b3})
+
∑
1 i,j3,(i,j) =(2,2)
M(G− {ai, bj })M(G− {ai, bj }),
where {ai, bj } = {a1, a2, a3, b1, b2, b3}\{ai, bj }.
3. Applications
As applications of some results in Section 2, we enumerate perfect matchings of the
weighted Aztec diamond in Section 3.1 and a type of molecular graph in Section 3.2.
Finally, we obtain a combinatorial identity on the number of plane partitions.
3.1. Enumerating perfect matchings of the weighted Aztec diamond
The Aztec diamond of order n, denoted ADn, is deﬁned to the graph whose vertices
are the white squares of a (2n+ 1)× (2n+ 1) chessboard with black corners, and whose
edges connect precisely those pairs of white squares that are diagonally adjacent (Fig. 4(a)
illustratesAD4). Authors in [5] presented four proofs thatM(ADn) = 2n(n+1)/2. Ciucu [2]
showed thatM(ADn) = 2nM(ADn−1), which clearly implies the previous formula (since
M(AD1) = 2). Kuo [8] proved that the cardinality ofM(ADn) ×M(ADn−2) is twice
that ofM(ADn−1)×M(ADn−1). This shows that
M(ADn) = 2M(ADn−1)
2
M(ADn−2)
(3)
which, in turn, implies thatM(ADn) = 2n(n+1)/2.
Now regard the Aztec diamond of order n as a weighted graph and weight every 4-cycle
in ith vertical line by assigning the variables xi, yi, wi , and zi to its four edges, starting
with the northwestern edge and going clockwise. We denote this weighted Aztec diamond
of order n by (ADn; 1 in) (the case n = 4, i.e. (AD4, 1 i4), is illustrated in Fig.
4(a); the array on the right indicates the weight pattern on edges). We weight every 4-cycle
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of ADn in the ith vertical line by assigning the variables xi+1, yi+1, wi+1, and zi+1 to its
four edges, starting with the northwestern edge and going clockwise. Denote this weight
Aztec diamond of order n by (ADn; 2 in + 1) (the case n=3, i.e. (AD3, 2 i4), is
illustrated in Fig. 4(b); the array on the right indicates the weight pattern on the edges).
Theorem 3.1.
M(ADn; 1 in)M(ADn−2; 2 in− 1)
= (x1wn + ynz1)M(ADn−1; 1 in− 1)M(ADn−1; 2 in). (4)
Proof. Let G = (ADn; 1 in). For the sake of convenience, we rotate clockwise ADn
by 45◦ so that their edges are horizontal and vertical. Let a, b, c, and d be the vertices,
which are the right vertex of the horizontal edge in the northern corner, the top vertex of
the vertical edge in the western corner, the left vertex of the horizontal edge in the southern
corner, and the bottom vertex of the vertical edge in the eastern corner, respectively (the
cases n = 3 and 4 rotated by 45◦ are illustrated in Fig. 4(b) and (a), respectively). Obviously,
the vertices a, c share one color, and b, d have another color. Then, by Proposition 1.2 or
Remark 1, we have
M(G)M(G− {a, b, c, d})=M(G− {a, b})M(G− {c, d})
+M(G− {a, d})M(G− {b, c}). (5)
Note that, after the removing the forced edges, we have
M(G− {a, b, c, d})
= (z1yn)n−1x2x3 . . . xnw1w2 . . . wn−1M(ADn−2; 2 in− 1); (6)
M(G− {a, b}) = zn−11 w1w2 . . . wnM(ADn−1; 2 in); (7)
M(G− {c, d}) = yn−1n x1x2 . . . xnM(ADn−1; 1 in− 1); (8)
M(G− {a, d}) = zn1x2x3 . . . xnM(ADn−1; 2 in); (9)
M(G− {b, c}) = ynnw1w2 . . . wn−1M(ADn−1; 1 in− 1). (10)
Hence, by (5)–(10), equality (4) holds. The theorem has been proved. 
Remark 2. If we set xi = yi = wi = zi = 1 for 1 in in Theorem 3.1, then the equality
(3), which was previously proved by Kuo [8], follows from Theorem 3.1.
Theorem 3.2 (Stanley [13] and Ciucu [3]). The sum of weights of perfect matchings of the
weighted Aztec diamond (ADn; 1 in) of order n
M(ADn; 1 in) =
∏
1 i jn
(xiwj + ziyj ).
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Proof. We prove the theorem by induction on n. It is not difﬁcult to see that if n = 1 or 2
the theorem holds. Suppose that if n < m the result holds. Hence,
M(ADm−2; 2 im− 1) =
∏
2 i jm−1
(xiwj + ziyj ); (11)
M(ADm−1; 1 im− 1) =
∏
1 i jm−1
(xiwj + ziyj ); (12)
M(ADm−1; 2 im) =
∏
2 i jm
(xiwj + ziyj ). (13)
By (11)–(13) and Theorem 3.1, we have
M(ADm; 1 im)
= (x1wm + ymz1)M(ADm−1; 1 im− 1)M(ADm−1; 2 im)
M(ADm−2; 2 im− 1)
=
∏
1 i jm
(xiwj + ziyj ).
The theorem thus follows. 
Remark 3. If we set xi = yi = wi = zi = 1 for 1 in, then, by Theorem 3.2, we have
M(ADn) = 2n(n+1)/2.
3.2. Enumerating perfect matchings of a type of molecular graph
A hexagonal system [6] is a ﬁnite connected graph without cut vertices in which every
interior face is bound by a regular hexagon of side length 1. Hexagonal systems are the nat-
ural graph representations of benzenoid hydrocarbons. This topic can be found in numerous
books on chemistry [4,6,7,10,14]. There are strong connections between combinatorial and
chemical properties for such molecular graphs; for instance, those edges that are present
in comparatively few of the perfect matchings of a graph turn out to correspond to the
bonds that are least stable, and the more perfect matchings a hexagonal system possesses,
the more stable is the corresponding molecule. Since hexagonal rings are so predominant
in the structure of hydrocarbons, chemists gave most of their attention to counting perfect
matchings of benzenoids (see [12]). The number of perfect matchings of a hexagonal sys-
tem is an important topological index that had been applied for estimation of the resonant
energy and total -electron energy and calculation of pauling bond order (see [7,10,14]).
In this subsection, we consider a type of hexagonal systems L(m, n) (see Fig. 5(a)), which
is called a parallelogram in [6]. If we cut two “corners” (see Fig. 5(a)) of L(m, n), another
hexagonal system is obtained, which is denoted by CL(m, n) (see Fig. 5(b)).
Lemma 3.3 (Gutman and Cyvin [6]). For the parallelogram L(m, n),
M(L(m, n)) =
(
m+ n
m
)
.
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(a) (b)
Fig. 5. (a) The parallelogram L(m, n). (b) The hexagonal system CL(m, n).
Theorem 3.4. For the hexagonal system CL(m, n),
M(CL(m, n)) =
(
m+ n− 1
m
)2
−
(
m+ n− 2
m
)(
m+ n
m
)
. (14)
Proof. Consider the parallelogram L(m, n) (see Fig. 5(a)). Let a, b, c, and d be the four
vertices of L(m, n) shown in Fig. 5(a), which appear in a cyclic order of the unbounded
face of L(m, n). Furthermore, a and b share one color, and c and d share another color.
Hence, by Proposition 1.2, we have
M(L(m, n)− a − d)M(L(m, n)− b − c)
= M(L(m, n))M(L(m, n)− a − b − c − d)
+M(L(m, n)− a − c)M(L(m, n)− b − d).
Hence,
M(L(m, n)− a − c)
= M(L(m, n)− a − d)M(L(m, n)− b − c)−M(L(m, n))M(L(m, n)− a − b − c − d)
M(L(m, n)− b − d) .
(15)
Note that, by Lemma 3.3, after removing the forced edges we have
M(L(m, n)) =
(
m+ n
m
)
, M(L(m, n)− b − d) = 1,
M(L(m, n)− a − d) = M(L(m, n)− b − c) =
(
m+ n− 1
m
)
,
M(L(m, n)− a − b − c − d) =
(
m+ n− 2
m
)
.
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Hence, we have
M(L(m, n)− a − c) =
(
m+ n− 1
m
)2
−
(
m+ n− 2
m
)(
m+ n
m
)
.
By the deﬁnition of CL(m, n),M(CL(m, n)) = M(L(m, n)− a− c). Hence, the equality
(14) has been proved. 
3.3. A combinatorial identity on the number of plane partitions
The a, b, c semiregular hexagon is the hexagon whose side lengths are in cyclic order,
a, b, c, a, b, c. Lozenge tilings of this region are in correspondence with plane partitions
with at most a rows, at most b columns, and no part exceeding c. MacMahon [9] showed
the number of such plane partitions, here denoted by Ta,b,c, is
a∏
i=1
b∏
j=1
c∏
k=1
i + j + k − 1
i + j + k − 2 . (16)
With the help of our Corollary 2.5, we will prove the following combinatorial identity.
Theorem 3.5. Let Ta,b,c (a, b, c2) be the number of plane partitions with at most a rows,
at most b columns, and no part exceeding c. Then
3Ta,b,cTa−1,b−1,c−1
= 2(Ta,b,c−1Ta−1,b−1,c + Ta,b−1,cTa−1,b,c−1 + Ta−1,b,cTa,b−1,c−1)
+Ta+1,b−1,c−1Ta−2,b,c + Ta−1,b+1,c−1Ta,b−2,c + Ta−1,b−1,c+1Ta,b,c−2. (17)
Proof. Let us consider the dual graph (denoted G = G(a, b, c)) of a hexagonal region of
triangles in which a is the length of the bottom right side, c is the length of the bottom
left side, and b is the height of the vertical side (the case G(4, 3, 4) is illustrated in Fig.
6). Obviously,M(G(a, b, c)) = Ta,b,c. For the sake of convenience, we take G(3, 4, 3) as
an example. Let a1, b1, a2, b2, a3, and b3 be the six vertices as shown in Fig. 6. Note that
vertices ai’s share one color and bi’s have another color. Then, by Corollary 2.5, we have
3M(G)M(G− {a1, a2, a3, b1, b2, b3})
=
∑
1 i,j3
M(G− {ai, bj })M(G− {ai, bj }), (18)
where {ai, bj } = {a1, a2, a3, b1, b2, b3}\{ai, bj }. Note that, after removing the forced
edges, we have
M(G− {a1, a2, a3, b1, b2, b3}) = M(G(a − 1, b − 1, c − 1)) = Ta−1,b−1,c−1;(19)
M(G− {a1, b1}) = M(G− {a3, b2}) = M(G(a, b, c − 1)) = Ta,b,c−1; (20)
M(G− {a1, b3}) = M(G− {a2, b2}) = M(G(a, b − 1, c)) = Ta,b−1,c; (21)
M(G− {a2, b1}) = M(G− {a3, b3}) = M(G(a − 1, b, c)) = Ta−1,b,c; (22)
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Fig. 6. The graph G(a, b, c) with a = 4, b = 3, and c = 4.
M(G− {a1, b1}) = M(G− {a3, b2}) = M(G(a − 1, b − 1, c)) = Ta−1,b−1,c; (23)
M(G− {a1, b3}) = M(G− {a2, b2}) = M(G(a − 1, b, c − 1)) = Ta−1,b,c−1; (24)
M(G− {a2, b1}) = M(G− {a3, b3}) = M(G(a, b − 1, c − 1)) = Ta,b−1,c−1; (25)
M(G− {a1, b2}) = Ta+1,b−1,c−1; M(G− {a1, b2}) = Ta−2,b,c; (26)
M(G− {a2, b3}) = Ta−1,b−1,c+1; M(G− {a2, b3}) = Ta,b,c−2; (27)
M(G− {a3, b1}) = Ta−1,b+1,c−1; M(G− {a3, b1}) = Ta,b−2,c. (28)
It is not difﬁcult to see that (17) follows from (18)–(28). The theorem thus holds. 
Remark 4. In terms of recurrence (17) we can prove MacMahon’s formula (16) by induc-
tion on a + b + c.
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