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Abstract
We provide necessary and sufficient conditions on the derived type of a vector
field distribution V in order that it be locally equivalent to a partial prolongation
of the contact distribution C
(1)
q , on the 1st order jet bundle of maps from R to Rq,
q ≥ 1. This result fully generalises the classical Goursat normal form. Our proof is
constructive: it is proven that if V is locally equivalent to a partial prolongation of
C
(1)
q then the explicit construction of contact coordinates algorithmically depends
upon the integration of a sequence of geometrically defined and algorithmically
determined integrable Pfaffian systems on the ambient manifold.
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keywords: Goursat normal form, derived type, contact distribution, partial pro-
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2 PETER J. VASSILIOU
1. Introduction.
The last two decades have witnessed substantial progress in the creation of geo-
metric characterisations of contact distributions over jet bundles [1,8,4]. The prob-
lem of obtaining a simple, invariant characterisation of the corresponding partial
prolongations has apparently remained open, even in the case of partial prolonga-
tions of jet bundles of maps from the line. That is, partial prolongations of the
contact distribution C
(1)
q over the first order jet bundle of maps R→ Rq, q ≥ 1.
Finding a simple characterisation of the partial prolongations turns out to be
a problem with many applications. For instance, a version of it has been the
focus of considerable attention in nonlinear control theory where the equivalence
group is not the full diffeomorphism group of the ambient manifold but rather a
subgroup preserving the form of the control system [3]. There are also applications
to partial differential equations (PDE) where there is a precise sense in which
certain integrable hyperbolic PDE systems can be canonically associated to partial
prolongations of C
(1)
q and thereby shown to be explicitly integrable.
For the purposes of such applications, it is desirable not only to solve the recog-
nition problem for partial prolongations but additionally, to find a method for ex-
plicitly constructing an equivalence between a differential system and a partial
prolongation, whenever one is known to exist.
In this paper we give a solution to both the characterisation and construction
problem for partial prolongations of C
(1)
q . Specifically, we give simple geometric
conditions, expressed in terms of the derived type of V ⊂ TM guaranteeing the ex-
istence of some local diffeomorphism from M which identifies V with some partial
prolongation of C
(1)
q . This result fully generalises the classical Goursat normal form
from the theory of exterior differential systems [2, 6]. For the purpose of construc-
tion, we identify canonical and algorithmically determined integrable distributions
over the ambient manifold whose invariants supply local equivalences.
2. Preliminaries
2.1. The derived flag. Recall that the structure tensor of a sub-bundle V ⊂ TM
over manifold M is a map
δ0 : V × V → TM/V,
defined by
δ0(X, Y ) = p0([X, Y ])
where
p0 : TM → TM/V
3is the natural projection. If δ0 has constant rank on M we define the first derived
bundle V(1) of V as the maximal sub-bundle of TM such that
p0(V
(1)) = Im δ0.
In the constant rank case, we can iterate this procedure, obtaining the sequence of
structure tensors
δi : V
(i) × V(i) → TM/V(i), i ≥ 1
each assumed to have constant rank onM . Define the sub-bundle V(i) ⊂ TM , i ≥ 1,
as the maximal sub-bundle of TM satisfying pi−1(V
(i)) = Im δi−1 where pi−1 : TM
→ TM/V(i−1) is the natural projection. The sub-bundle V(i) ⊂ TM is the ith
derived bundle of V. We call a bundle V ⊂ TM regular if the ranks of all structure
tensors are constant on M . In this regular case, for dimension reasons there is an
integer k ≥ 0 such that V(k+1) = V(k). The smallest such integer is called the
derived length of V and we evidently have a flag of sub-bundles
V ⊂ V(1) ⊂ V(2) ⊂ · · · ⊂ V(k)
called the derived flag of V. Plainly, the numbers dimV(i) are diffeomorphism
invariants of V.
2.2. Cauchy bundles. The Cauchy system or characteristic system χ(V) of V is
defined by
χ(V) =
{
X ∈ Γ(V) | [X,Γ(V)] ⊆ Γ(V)
}
.
Even if V is regular, its Cauchy system need not have constant rank onM . However,
if it does, there is a sub-bundle Char V ⊆ V, the Cauchy bundle, whose space of
smooth sections is χ(V).
Definition 2.1. If a regular bundle V ⊂ TM satisfies the condition that χ(V(i))
is constant on M for each i ≥ 0 then V is said to be totally regular. For each i, the
bundle Char V(i) is defined and called the Cauchy bundle or characteristic bundle
of V(i). The elements of Char V(i) are called Cauchy vectors.
It is easy to show that any Cauchy bundle is integrable.
Definition 2.2. Let V ⊂ TM be a totally regular bundle. By the derived type of
V we shall mean the list of sub-bundles
{
V(l),Char V(l)
}
for all l ≥ 0.
2.3. The singular variety of a sub-bundle. The final tool we require is less well
known than the derived type of a bundle, at least in the form in which we shall use
it, so we discuss this in more detail in the remainder of this section.
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Let V ⊂ TM be such that its structure tensor δ0 has constant rank on M .
For the remainder of this section we will not need to retain the subscript 0. For
simplicity of notation, we will henceforth cease to distinguish between a bundle and
its module of smooth sections. By PV we denote the projectivisation of V.
Fix a basis X1, . . . , Xn for V. If Z1, . . . , Zs complete X1, . . . , Xn to a frame on
M , then there are functions ckαβ on M , antisymmetric in lower indices, such that
δ(Xα, Xβ) = c
k
αβZ¯k.
where Z¯k is the coset with representative Zk. The elements of PV are lines deter-
mined by elements eαXα ∈ V and will be denoted by the symbol E = [e
αXα]. If E
is a fixed direction in V then we may seek directions F = [fαXα] such that
δ(eαXα, f
βXβ) = 0. (2.1)
Equation (2.1) can be expressed in the form
n∑
α<β=2
(eαfβ − eβfα)ckαβ = 0, 1 ≤ k ≤ s, (2.2)
viewed as a homogeneous linear system for F and in the alternative form
σ(E) · f = 0, (2.3)
where f = (f1, f2, . . . , fn). Letting e = (e1, e2, . . . , en) we have clearly that f = e
is always a solution of (2.3).
Definition 2.3. The matrix σ(E) in (2.3) determined by equations (2.2) will
be called the polar matrix of the point E ∈ PV. Such a line will be called singular
if its polar matrix has less than generic rank. The set of all singular lines in V will
be denoted by the symbol Sing(V). We will denote the set of singular lines in V
over a point x ∈M , by Sing(V)(x).
Lemma 2.1. For each x ∈ M , Sing(V)(x) ⊂ PVx, is a linear determinantal
variety.
Proof. On the one hand, for each x ∈M , the polar matrix σ(Ex) has entries which
are linear functions of the affine coordinates in PVx. On the other, Sing(V)(x) is
determined by equating the minors of σ(Ex) to zero. 
Definition 2.4. The set Sing(V) of all singular points of PV, will be called the
singular variety of V.
5We now describe a very useful invariant associated to each point of PV.
The structure tensor δ of V ⊂ TM induces a map
degV : PV → N
well defined by
degV([X ]) = dim Image ∆X , [X ] ∈ PV
where for each X ∈ V,
∆X : V → TM/V.
is defined by
∆X(Y ) = δ(X, Y ), Y ∈ V.
Definition 2.5. Let V ⊂ TM be a sub-bundle and [X ] ∈ PV. The integer
degV([X ]) will be called the degree of [X ].
Lemma 2.2. For any E ∈ PV, degV(E) is a diffeomorphism invariant.
Note that if degV([X ]) = 0, then X is a Cauchy vector and hence Lemma 2.2
implies, as a special case, the elementary fact that Char V is an invariant sub-bundle
of V.
Lemma 2.3. For any point E ∈ PV, degV(E) = rank σ(E).
Proof. In fixed bases for V and TM/V, the polar matrix σ(E) is the matrix of the
vector bundle morphism ∆X . 
Remark 2.1. Amplifying Lemma 2.2, Sing(V) is a diffeomorphism invariant
in the sense that if V1,V2 are sub-bundles over M1,M2, respectively and there is
a diffeomorphism φ : M1 → M2 that identifies them, φ∗V1 = V2, then Sing(V2)
and Sing(φ∗V1) are equivalent as projective subvarieties of PV2. That is, for each
x ∈ M1, there is an element of the projective linear group PGL(V2|φ(x) ,R) that
identifies Sing(V2)(φ(x)) and Sing(φ∗V1)(φ(x)).
We hasten to point out that the computation of the singular variety for any
given sub-bundle V ⊂ TM is algorithmic. That is, it involves only differentiation
and commutative algebra operations. In practice, one computes the determinantal
variety of the generic polar matrix σ(E) as a sub-variety of PV.
2.4. The singular variety in positive degree. One frequently encounters bundles
possessing non-trivial Cauchy bundles and it is then natural and prudent to consider
the notion of degree of a line in the quotient by Char V. Continue with sub-bundle
V ⊂ TM and let
π̂ : TM → TM/Char V := T̂M
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be the standard projection assigning an element of TM to its coset. The structure
tensor δ of V drops to the quotient bundle V̂ := V/Char V, leading to a tensor
δ̂ : V̂ × V̂ → T̂M/V̂
well defined by
δ̂(X̂, Ŷ ) = π̂
(
[X, Y ]
)
mod V̂, ∀ X̂, Ŷ ∈ V̂
where X̂ = π̂(X), Ŷ = π̂(Y ). By analogy, we call δ̂ the structure tensor of V̂. As
before, we are able to introduce a map
degV̂ : PV̂ → N
well defined by
degV̂([X̂]) = dim Image ∆̂X̂
where for X̂ ∈ V̂,
∆̂
X̂
(Ŷ ) = δ̂(X̂, Ŷ ), Ŷ ∈ V̂.
Here, by [X̂] we denote the distribution spanned by X ∈ V and Char V. Again, by
analogy we call degV̂([X̂]) the degree of [X̂] ∈ PV̂.
Remark 2.2. All definitions and results of subsection 2.3 hold mutatis mutandis
when the structure tensor δ is replaced by δ̂. In particular, we have notions of polar
matrix and singular variety, as before. Note however, that each point of PV̂ has
degree one or more.
2.5. The resolvent bundle. We now specialise the discussion of the previous
subsections to introduce an associated sub-bundle which is geometrically and algo-
rithmically determined by V and that will play a pivitol role in the present work.
Suppose a totally regular sub-bundle V ⊂ TM of rank c+ q + 1, q ≥ 2, c ≥ 0 is
defined on manifold M , dimM = c + 2q + 1. Suppose further that V satisfies the
following additional properties:
i) dimChar V = c, V(1) = TM
ii) Σ̂ := Sing(V̂) = PB̂ ≈ RPq−1 for some rank q sub-bundle B̂ ⊂ V̂
Definition 2.6. We will call (V,PB̂) (or (V, Σ̂)) satisfying the above conditions
a Weber structure on M .
Given a Weber structure (V,PB̂), let RΣ̂(V) ⊂ V, denote the largest sub-bundle
such that
π̂
(
RΣ̂(V)
)
= B̂. (2.8)
7Definition 2.7. The rank q+c bundle RΣ̂(V) will be called the resolvent bundle
associated to the Weber structure (V, Σ̂). The bundle B̂ determined by the singular
variety of V̂ will be called the singular sub-bundle of the Weber structure. A Weber
structure will be said to be integrable if its resolvent bundle is integrable.
Remark 2.3. Note that an integrable Weber structure descends to the quotient
of M by the leaves of Char V to be the contact bundle on J1(R,Rq). The term
‘Weber structure’ honours Eduard von Weber (1870 - 1934) who, as far as I can
tell, was the first to publish a proof of the Goursat normal form [7].
Proposition 2.7. Let (V, Σ̂) be a Weber structure on M and B̂ its singular
sub-bundle. If q ≥ 3, then the following are equivalent
1) Its resolvent bundle RΣ̂(V) ⊂ V is integrable.
2) Each point of Σ̂ = Sing(V̂) has degree one
3) The structure tensor δ̂ of V̂ vanishes on B̂
Proof.
1) ⇒ 2): It follows from (2.8) that Char V ⊂ RΣ̂(V). Suppose that RΣ̂(V) is
integrable and spanned by ξ1, . . . , ξc, β1, . . . βq. Let ξ1, . . . , ξc, β1, . . . βq , X span V.
For each i in the range 1 ≤ i ≤ q there must be elements Zi of TM such that
[βi, X ] ≡ Zi mod V (2.9)
and Z1 . . . , Zq complete ξ1, . . . , ξc, β1, . . . βq , X to a frame on M . If Ẑk := π̂(Zk)
denotes the coset with representative Zk then by (2.9) we have
δ̂(β̂k, X̂) = Ẑk. (2.10)
If Ê = [e0X̂+e1β̂1+· · ·+e
q β̂q] is an arbitrary element of PV̂ then as in our previous
discussion, we can write
degV̂(Ê) = dim
{ q∑
k=1
(e0fk − ekf0)Ẑk | f
k arbitrary
}
.
Thus, generically, degV̂(Ê) = q. To compute the singular lines in V̂ we seek those
points Ê ∈ PV̂ whose polar matrix has rank less than q. In this case, since (2.10)
is the only non-zero structure, the analogue of equation (2.5) is
e0fk − ekf0 = 0, 1 ≤ k ≤ q, (2.11)
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leading to polar matrix
σ(Ê) =

−e1 e0 0 0 0 · · 0
−e2 0 e0 0 0 · · 0
−e3 0 0 e0 0 · · 0
· · · · · · · ·
· · · · · · · ·
−eq 0 0 0 0 · · e0
 .
Clearly, rank σ(Ê) < q only if e0 = 0 in which case σ(Ê) has rank 1. Thus, by
Lemma 2.3 and Remark 2.2, degV̂(Ê) = 1.
2) ⇒ 3): Suppose each point of PB̂ has degree 1 and let {β̂k}, 1 ≤ k ≤ q be a
basis for B̂. Then there is an element 〈Ẑ〉 ∈ T̂M/V̂ such that
Image ∆̂
β̂1
= {〈Ẑ〉}. (2.12)
It follows that there are functions fkl satisfying fkl + flk = 0 such that
δ̂(β̂k, β̂l) = fkl〈Ẑ〉, k, l = 1, 2 . . . , q. (2.13)
Suppose f12 6= 0. In view of (2.13) and the fact that each β̂k has degree 1, there
must be functions a, b on M such that
δ̂(β̂1, X̂) = a〈Ẑ〉, δ̂(β̂2, X̂) = b〈Ẑ〉, (2.14)
where X̂ completes the β̂k to a basis for V̂. Equations (2.13) and (2.14) imply that
dimV(1) − dimV =1 + dim {[β3, X ], [β4, X ], . . . , [βq, X ]}
≤1 + q − 2 = q − 1 < q,
a contradiction. Hence f12 = 0. It follows that δ̂(B̂, B̂) = 0.
3) ⇒ 1): The fact that δ̂ vanishes on B̂ implies that [βk, βl] ∈ V. Since
[Char V,Char V] ⊂ V and [βk,Char V] ⊂ V, resolvent bundle RΣ̂(V) satisfies
[RΣ̂(V),RΣ̂(V)] ⊂ V. Since q ≥ 3, a theorem of R. Bryant [1] (see also [4]), guar-
antees that RΣ̂(V) is integrable. 
Proposition 2.8. Let (V, Σ̂) be an integrable Weber structure on M . Then its
resolvent bundle RΣ̂(V) is the unique, maximal,integrable sub-bundle of V.
9Proof. We first note that for any integrable Weber structure (V, Σ̂), if B̂′ ⊂ V̂ is
another rank q sub-bundle such that each point in PB̂′ has degree 1 then B̂′ = B̂.
Suppose on the contrary that such a sub-bundle B̂′ ⊂ V̂, B̂′ 6= B̂ exists. It follows
that there is an element β̂ ∈ B̂′ not in B̂ such that degV̂([β̂]) = 1. Since the resolvent
bundle RΣ̂(V) is integrable, the proof of implication 1) ⇒ 2) of Proposition 2.7
shows that every point of PB̂ has degree 1. If β̂1, . . . , β̂q is a basis for B̂ then
β̂, β̂1, . . . , β̂q is a basis for V̂ and it follows that
δ̂(β̂, β̂k) = akẐ, 1 ≤ k ≤ q (2.15)
for some functions ak on M and element Ẑ ∈ T̂M . By the proof of Proposition 2.7
we have δ̂(β̂k, β̂l) = 0; this and (2.15) give the contradiction dimV
(1) − dimV = 1.
Thus, B̂′ = B̂.
Next, suppose there is a bundle E ⊂ V which is integrable, of rank q + c and
E 6= RΣ̂(V). It is easy to show that Char V ⊂ E , else V is integrable. Also, one
can check that in view of the integrability of E , each line in the rank q sub-bundle
Ê := π̂(E) has degree 1. It follows that Ê = B̂. By hypothesis there is an element
ε ∈ E such that ε /∈ RΣ̂(V). But we’ve shown that π̂(ε) ∈ B̂ and by the surjectivity
of π̂ there is a β ∈ RΣ̂(V) such that π̂(ε) = π̂(β). Hence for some ξ ∈ Char V,
ε = β + ξ ∈ RΣ̂(V). This contradiction proves that E = RΣ̂(V). 
Remark 2.4. Note that checking the integrability of the resolvent bundle is
algorithmic. One computes the singular variety Sing(V̂) = PB̂. In turn, the singular
bundle B̂ algorithmically determines RΣ̂(V).
We conclude this section by mentioning some notation. Firstly, we note that in
this paper we work exclusively in the smooth (C∞) category and all objects and
maps will be assumed to be smooth without further notice. Secondly, we will often
denote sub-bundles V ⊂ TM by a list of vector fields X, Y, Z, . . . on M enclosed by
braces,
V =
{
X, Y, Z, . . .
}
.
This will always denote the bundle V whose space of sections is the C∞(M)-module
generated by vector fields X, Y, Z, . . . .
3. Partial prolongations and Goursat bundles.
In this section we give a brief coordinate description of partial prolongations and
introduce the notion of a Goursat bundle.
10 PETER J. VASSILIOU
The contact distribution on the 1st order jet bundle of maps from R → Rq,
J1(R,Rq), q ≥ 1 will be denoted by the symbol C
(1)
q and locally expressed in
contact coordinates as
C(1)q =
{
∂x +
q∑
j=1
zj1∂zj , ∂zj1
}
. (3.1)
A partial prolongation of C
(1)
q may be expressed in contact coordinates as a distri-
bution on Jk(R,Rq) of the form
C(τ) =
{
∂x +
t∑
a=1
qa∑
ja=1
ka−1∑
la=1
za,jala+1∂za,jala
, ∂
z
a,ja
ka
}
. (3.2)
Here and elsewhere in this paper, the symbol τ denotes the type of the partial
prolongation which is specified by an ordered list of ordered pairs
τ = 〈q1, k1; q2, k2; . . . ; qt, kt〉 (3.3)
indicating that there are qa variables of order ka and we use the convention 1 ≤
k1 < k2 < · · · < kt; the qi are any positive integers. The positive integer t will be
called the class of C(τ).
It will sometimes be convenient to express the type of a partial prolongation as
an ordered list of kt non-negative integers
τ = 〈ρ1, ρ2, . . . , ρkt〉 (3.4)
where the jth element ρj indicates the number of variables of order j. In this
notation, if each variable zj , 1 ≤ j ≤ q has the same order kj = k then the contact
distribution (3.2) has class 1 and its type is 〈0, 0, . . . , 0, q〉, where k−1 zeros precede
entry q. Such a contact system is a total prolongation of C
(1)
q , denoted, C
(k)
q , an
instance of a partial prolongation. Note that, in the general case, the derived length
of a partial prolongation of type τ is k = kt.
For any totally regular sub-bundle V ⊂ TM , we have the notion of its derived
type. In section 2, we defined the derived type of a bundle as the list of all derived
bundles together with their corresponding Cauchy bundles. We shall frequently
abuse notation by using the term ‘derived type of V’ for the ordered list of ordered
pairs of the form
[[m0, χ
0], [m1, χ
1], . . . , [mk, χ
k]]
where mj denotes the rank of the j
th derived bundle V(j) of V and χj denotes the
rank of its Cauchy bundle, Char V(j).
11
It is important to relate the type of a partial prolongation to its derived type.
For this it’s convenient to introduce the notions of velocity, acceleration and deccel-
eration of a sub-bundle.
Definition 3.1. Let V ⊂ TM be a totally regular sub-bundle with derived type
δV = [[m0, χ
0], [m1, χ
1], . . . , [mk, χ
k]]. (3.5)
The velocity of V is the ordered list of k integers
vel(V) = 〈∆1,∆2, . . . ,∆k〉,
where,
∆j = mj −mj−1, 1 ≤ j ≤ k.
The acceleration of V is the ordered list of k integers
accel(V) = 〈∆22,∆
2
3, . . . ,∆
2
k,∆k〉,
where
∆2i = ∆i −∆i−1, 2 ≤ i ≤ k.
The decceleration of V is the ordered list of k integers
deccel(V) = 〈−∆22,−∆
2
3, . . . ,−∆
2
k,∆k〉.
Note total prolongations C
(k)
q have accelerations of the form
〈0, 0, . . . , 0, q〉, q ≥ 1,
where there are k − 1 zeros before the last entry q. The classical Goursat normal
form is the case q = 1 in this family of deccelerations. The main aim of this paper
is to generalise this classical result to completely arbitrary decclerations.
To recognise when a given sub-bundle has or has not the derived type of a partial
prolongation (3.2) we introduce one further canonically associated sub-bundle that
plays a crucial role.
If V has derived length k we let Char V
(j)
j−1 denote the intersections V
(j−1) ∩
Char V(j), 1 ≤ j ≤ k − 1. It is easy to see that in every partial prolongation these
sub-bundles are non-trivial and integrable.
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Proposition 3.1. Let sub-bundle V ⊂ TM be totally regular with velocity
and acceleration 〈∆1, . . . ,∆k〉 and 〈∆
2
2, . . . ,∆
2
k,∆k〉, respectively. Then V has the
derived type of a partial prolongation C(τ) of some type τ if and only if
m0 = 1 + P, m1 = 1 + 2P,
ml = 1 + (1 + l)P +
l∑
j=2
(l + 1− j)∆2j , 2 ≤ l ≤ k,
χj = 2mj −mj+1 − 1, 0 ≤ j ≤ k − 1,
χii−1 = mi−1 − 1, 1 ≤ i ≤ k − 1.
(3.6)
where, P =
∑k
i=1 ρl, and
ml = dimV
(l), χl = dimChar V(l), χll−1 = dimChar V
(l)
l−1.
The type τ in C(τ) is given by the decceleration, τ = deccel(V).
Proof. The equations (3.6)1 are easily deduced from the local form (3.2). Equation
(3.6)2 is obtained by solving the initial value problem
mj+1 = ∆
2
j+1 + 2mj −mj−1,
m0 = 1 + P, m1 = 1 + 2P.
For the final two equations it follows from the local normal form (3.2) that χj
satisfies the recurrence relation χl+1 = χl+∆l+1−∆
2
l+2, 0 ≤ l ≤ k−2, with χ
0 = 0;
and that χll−1 satisfies χ
l+1
l = χ
l
l−1 + ∆l+1 −∆
2
l+1, 1 ≤ l ≤ k − 2 with χ
1
0 = ∆1.
From these the remaining equations in (3.6) are readily deduced. Finally, observe
that the number of variables of order l in (3.2) is given by χl − χll−1 = −∆
2
l+1, for
1 ≤ l ≤ k− 1 and that there are ∆k variables of order k. This shows that the type
of a partial prolongation is given by τ = deccel(V). .
Definition 3.2. A totally regular sub-bundle V ⊂ TM of derived length k will
be called a Goursat bundle of type τ if
[i] V has the derived type of a partial prolongation whose type is τ = deccel(V)
[ii] Each intersection Char V
(i)
i−1 is an integrable sub-bundle whose rank, assumed to
be constant on M , agrees with the corresponding rank in C(τ)
[iii] In case ∆k > 1, then V
(k−1) determines an integrable Weber structure on M ,
with singular sub-bundle PB̂ ≈ RP∆k−1.
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4. Geometric characterisation of partial prolongations.
In this section we establish our main result by giving a constructive solution to
the recognition problem for partial prolongations of the contact distribution C
(1)
q
on the jet space J1(R,Rq).
Theorem 4.1. [Generalised Goursat Normal Form]. Let V ⊂ TM be a Goursat
bundle over manifold M , of derived length k > 1 and type τ = deccel(V). Then
there is an open, dense subset Mˆ ⊆M such that the restriction of V to Mˆ is locally
equivalent to C(τ). Conversely any partial prolongation of C
(1)
q is a Goursat bundle.
Proof. Firstly, by application of the Jacobi identity, it is easily shown that any
Goursat bundle overM induces a filtration of TM by integrable sub-bundles. There
is a distinction between the cases ∆k > 1 and ∆k = 1. We begin with the former
case for which we have
Char V
(1)
0 ⊆ Char V
(1) ⊂ · · · ⊂ Char V
(j)
j−1 ⊆ Char V
(j) ⊂ · · ·
· · · ⊂ Char V
(k−1)
k−2 ⊆ Char V
(k−1) ⊂ RΣ̂k−1(V
(k−1)) ⊂ TM
where RΣ̂k−1(V
(k−1)) is the resolvent bundle of the integrable Weber structure
(V(k−1), Σ̂k−1). Note that for j in the range 1 ≤ j ≤ k− 1, Char V
(j)
j−1 = Char V
(j)
if and only if ∆2j+1 = 0.
We will use the convenient notation
νj = ∆j , 1 ≤ j ≤ k,
ni = νi+1, 0 ≤ i ≤ k − 1,
Nl = dimM −ml, 0 ≤ l ≤ k,
(4.1)
in terms of which we have
Lemma 4.2. Let V be a Goursat bundle on M of derived length k with type
deccel(V). Then
[i] Nj+1 = Nj − nj , 0 ≤ j ≤ k − 1,
[ii] Char V(l) has Nl + nl + 1 = Nl−1 + 1 independent invariants, 1 ≤ l ≤ k − 1,
[iii] Char V
(l)
l−1 has Nl+νl+1 = Nl−1+1+∆
2
l+1 independent invariants, 1 ≤ l ≤ k−1.
Proof. Elementary calculation using (4.1) and Proposition (3.1). 
In section 3 we constructed an explicit bijection between the set of all derived
types δV of Goursat bundles and the set of all types τ for partial prolongations.
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We now make use of this and Lemma 4.2 in the first of three steps in our proof of
Theorem 4.1 by establishing a crucial semi-canonical form.
Lemma 4.3. Let V ⊂ TM be a Goursat bundle over manifold M of derived
length k and type τ = 〈ρ1, ρ2, . . . , ρk〉=deccel (V). Then there are local coordinates
x, x1, x2, . . . , xN0 , xN0+1, . . . , xN0+ν1
and vector fields X, ∂N0+1, . . . , ∂N0+ν1 , on M which generate V. Here and else-
where, ∂α denotes the vector field ∂xα and X has the local form
X = ∂x +
N0∑
α=1
ξα∂α (4.2)
where the functions ξα satisfy
∂ξα
∂xσ
= 0, Nj + nj + 1 ≤ σ ≤ dimM − 1, 1 ≤ α ≤ Nj ,
1 ≤ j ≤ k − 1
(4.3)
and ∣∣∣ ∂(ξNj−1−nj−1+1, . . . , ξNj−1)
∂(xNj−1+1, . . . , xNj−1+nj−1)
∣∣∣ 6= 0, 1 ≤ j ≤ k. (4.4)
Finally, the derived bundles V(j) of V have local form
V(j) = {∂x +
Nj∑
α=1
ξα∂α, ∂Nj+1, . . . , ∂Nj+nj ;
∂Nj+nj+1, . . . , ∂Nj+νj} ⊕ Char V
(j)
j−1
(4.5)
for j in the range 1 ≤ j ≤ k − 1.
Proof. By induction on the order j of the derived bundles V(j) of V. Begin by
introducing coordinates
x, x1, . . . , xN0 , xN0+1, . . . , xN0+ν1
adapted to the filtration of TM induced by V. Specifically, for 0 ≤ j ≤ k − 2,
functions
x, x1, . . . , xNj
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span the invariants of Char V
(j+1)
j and
x, x1, . . . xNj+∆2j+2
span the invariants of Char V(j+1). Finally,
x, x1 . . . , xNk−1
span the invariants of the resolvent bundle RΣ̂k−1(V
(k−1)).
Since dimChar V
(1)
0 = m0 − 1 we deduce that in these adapted coordinates V
has the local form {
ξ0∂x +
N0∑
α=1
ξα∂α, ∂N0+1, . . . , ∂N0+ν1
}
for some collection of functions ξα on M . But ξ0 cannot be generically zero, else V
would have the regular invariant x. Consequently, there is a generic subset Mˆ ⊆M
in which V has the local form
{
X = ∂x +
N0∑
α=1
ξα∂α, ∂N0+1, . . . , ∂N0+ν1
}
. (4.6)
Hence
V(1) =
{
X,
N0∑
α=1
∂ξα
∂xN0+j1
∂α, ∂N0+j1
}ν1
j1=1
.
Since dimChar V
(2)
1 = m1−1 and because x is an invariant of Char V
(2)
1 , we deduce
that
Char V
(2)
1 =
{
N0∑
α=1
∂ξα
∂xN0+j1
∂α, ∂N0+j1
}ν1
j1=1
.
But we recall that the invariants of Char V
(2)
1 are x, x1, . . . , xN1 and hence
∂ξα
∂xN0+j1
= 0, 1 ≤ α ≤ N1, 1 ≤ j1 ≤ ν1. (4.7)
and
Char V
(2)
1 =
{
N0∑
α=N1+1
∂ξα
∂xN0+j1
∂α, ∂N0+j1
}ν1
j1=1
(4.8)
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in which case we deduce, in view if the rank of Char V
(2)
1 that∣∣∣ ∂(ξN0−n0+1, . . . , ξN0)
∂(xN0+1, . . . , xN0+n0)
∣∣∣ 6= 0. (4.9)
Consequently,
V(1) = {∂x +
N1∑
α=1
ξα∂α, ∂N1+1, . . . , ∂N1+n1 ;
∂N1+n1+1, . . . , ∂N1+ν1} ⊕ Char V
(1)
0
(4.10)
since, by construction, the vector fields ∂N0+j1 , 1 ≤ j1 ≤ ν1 form a basis for
Char V
(1)
0 . By virtue of our coordinate system, we have
Char V(1) = {∂N1+n1+1, . . . , ∂N1+ν1} ⊕ Char V
(1)
0
and consequently
∂ξα
∂xN1+i1
= 0, 1 ≤ α ≤ N1, n1 + 1 ≤ i1 ≤ ν1. (4.11)
Combining (4.7) and (4.11) we have
∂ξα
∂xσ
= 0, N1 + n1 + 1 ≤ σ ≤ dimM − 1, 1 ≤ α ≤ N1. (4.12)
Equations (4.12) and (4.9) establish Lemma 4.3 in the case j = 1.
Suppose now that (4.3)-(4.5) hold for all j = 1, 2, . . . , l−1 < k−2. Consequently,
we have, in particular,
∂ξα
∂xσ
= 0, Nl−1 + nl−1 + 1 ≤ σ ≤ dimM − 1,
1 ≤ α ≤ Nl−1
(4.13)
and
V(l−1) =
{
∂x +
Nl−1∑
α=1
ξα∂α, ∂Nl−1+1, . . . , ∂Nl−1+nl−1 ;
∂Nl−1+nl−1+1, . . . , ∂Nl−1+νl−1
}
⊕ Char V
(l−1)
l−2 .
(4.14)
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Because of (4.14), we have
V(l) =
{
∂x +
Nl−1∑
α=1
ξα∂α,
Nl−1∑
α=1
∂ξα
∂xNl−1+il−1
∂α,∂Nl−1+il−1 ,
}nl−1
il−1=1
⊕ Char V(l−1).
(4.15)
By Proposition 3.1, Char V
(l+1)
l has codimension 1 in V
(l) and invariant x and so
Char V
(l+1)
l =
{Nl−1∑
α=1
∂ξα
∂xNl−1+il−1
∂α, ∂Nl−1+1, . . . ,
. . . , ∂Nl−1+nl−1
}
⊕ Char V(l−1).
(4.16)
By Lemma 4.2, Char V
(l+1)
l has Nl+1 + νl+1 + 1 = Nl−1 − nl−1 + 1 invariants
x, x1, . . . , xNl−1−nl−1 .
Consequently,
∂ξα
∂xNl−1+il−1
= 0, 1 ≤ α ≤ Nl−1 − nl−1, 1 ≤ il−1 ≤ nl−1 (4.17)
and so the sub-bundle{Nl−1∑
α=1
∂ξα
∂xNl−1+il−1
∂α
}nl−1
il−1=1
⊂ Char V
(l+1)
l
has the form { Nl−1∑
α=Nl−1−nl−1+1
∂ξα
∂xNl−1+il−1
∂α
}nl−1
il−1=1
. (4.18)
But as nl−1 = νl = ml −ml−1, it follows that (4.18) has full rank nl−1 and hence∣∣∣ ∂(ξNl−1−nl−1+1, . . . , ξNl−1)
∂(xNl−1+1, . . . , xNl−1+nl−1)
∣∣∣ 6= 0. (4.19)
Because of (4.19), we can express V(l) in (4.15) in the form
V(l) =
{
∂x +
Nl−1−nl−1∑
α=1
ξα∂α, ∂Nl−1−nl−1+1, . . . , ∂Nl−1 ;
∂Nl−1+1, . . . , ∂Nl−1+nl−1
}
⊕ Char V(l−1).
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However, because of (4.17) and the fact that nl−1 = νl, we can express V
(l) in the
form
V(l) =
{
∂x +
Nl∑
α=1
ξα∂α, ∂Nl+1, . . . , ∂Nl+νl
}
⊕ Char V
(l)
l−1
=
{
∂x +
Nl∑
α=1
ξα∂α, ∂Nl+1, . . . , ∂Nl+nl ;
∂Nl+nl+1, . . . , ∂νl
}
⊕ Char V
(l)
l−1.
(4.20)
Since Char V(l) = {∂Nl+nl+1, . . . , ∂Nl+νl} ⊕ Char V
(l)
l−1, we have that
∂ξα
∂xNl+jl
= 0, 1 ≤ α ≤ Nl, nl + 1 ≤ jl ≤ νl. (4.21)
Combining (4.21), (4.17) with the inductive hypothesis gives that
∂ξα
∂xσ
= 0, Nl + nl + 1 ≤ σ ≤ dimM − 1, 1 ≤ α ≤ Nl.
This equation together with (4.19) and (4.20) constitute the predicate for j = l and
Lemma 4.3 is proved up to j = k− 2. Thus, we can assert that (4.3)-(4.5) hold for
j = k − 2 and hence
V(k−1) =
{
∂x+
Nk−2∑
α=1
ξα∂α,
Nk−2∑
α=1
∂ξα
∂xNk−2+ik−2
∂α, ∂Nk−2+1, . . . ,
. . . , ∂Nk−2+nk−2
}
⊕ Char V(k−2)
where 1 ≤ ik−2 ≤ nk−2. Property [iii] of the definition of a Goursat bundle implies
that its resolvent bundle RΣ̂k−1(V
(k−1)) has co-dimension 1 in V(k−1). Since x is
one of its invariants, we must have that
{Nk−2∑
α=1
∂ξα
∂xNk−2+ik−2
∂α
}nk−2
ik−2=1
⊂ RΣ̂k−1(V
(k−1)). (4.22)
But the resolvent bundle has invariants x, x1, . . . , xNk−1 and since Nk−1 = Nk−2−
nk−2, we deduce from (4.22) that
∂ξα
∂xNk−2+ik−2
= 0, 1 ≤ α ≤ Nk−1, 1 ≤ ik−2 ≤ nk−2, (4.23)
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in which case the lower limit in the left hand side of (4.22) becomes α = Nk−2 +
nk−2 + 1. But the bundle on the left hand side of (4.22) must have rank mk−1 −
mk−2 = νk−1 = nk−2 and hence we deduce that (4.4) holds for j = k− 1. This fact
and Proposition 3.1 enables us to express V(k−1) in the form
V(k−1) =
{
∂x +
Nk−2−nk−2∑
α=1
ξα∂α, ∂Nk−2−nk−2+1, . . . , ∂Nk−2 ;
∂Nk−2+1, . . . , ∂Nk−2+nk−2
}
⊕ Char V(k−2)
=
{
∂x +
Nk−1∑
α=1
ξα∂α, ∂Nk−1+1, . . . , ∂Nk−1+nk−2
}
⊕ Char V
(k−1)
k−2 .
(4.24)
Because nk−2 = νk−1, by virtue of our coordinate system, we have that
Char V(k−1) = {∂Nk−1+nk−1+1, . . . , ∂Nk−1+νk−1} ⊕ Char V
(k−1)
k−2
and hence from (4.24) we deduce that
∂ξα
∂xNk−1+jk−1
= 0, 1 ≤ α ≤ Nk−1, nk−1 + 1 ≤ jk−1 ≤ νk−1. (4.25)
Combining (4.23), (4.25) with (4.3) for j = k− 2 permits us to conclude that (4.3)
holds for j = k − 1. From this fact and (4.24) we deduce that
V(k) =
{
∂x+
Nk−1∑
α=1
ξα∂α,
Nk−1∑
α=1
∂ξα
∂xNk−1+ik−1
∂α, ∂Nk−1+1, . . . ,
. . . , ∂Nk−1+nk−1
}
⊕ Char V(k−1)
(4.26)
with 1 ≤ ik−1 ≤ nk−1. But as nk−1 = νk = mk −mk−1, the bundle
{Nk−1∑
α=1
∂ξα
∂xNk−1+ik−1
∂α
}nk−1
ik−1=1
(4.27)
must have rank nk−1. But note that, in fact nk−1 = Nk−1 and this implies that
(4.4) holds for j = k. Lemma 4.3 is now proved in case ∆k > 1.
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Now suppose ∆k = 1. In this case the resolvent bundle is not defined and the
second last bundle in the filtration induced by V is Char V(k−1), in which case
Lemma 4.3 holds for all orders up to and including j = k − 2. Hence, from (4.5)
with j = k − 2 we deduce that
V(k−1) =
{
∂x +
Nk−2∑
α=1
ξα∂α, Xik−2 , ∂Nk−2+ik−2
}nk−2
ik−2=1
⊕ Char V(k−2)
where
Xik−2 =
Nk−2∑
α=1
∂ξα
∂xNk−2+ik−2
∂α.
It is easy to deduce from Proposition 3.1 that if ∆k = 1 then χ
(k−1) = mk−1 − 2.
This together with the fact that x is an invariant of Char V(k−1) implies that the
later is a codimension 1 subspace of
Πk := {Xik−2 , ∂Nk−2+ik−2}
nk−2
ik−2=1
⊕ Char V(k−2)
Furthermore, we have
Char V
(k−1)
k−2 = {∂Nk−2+ik−2}
nk−2
ik−2=1
⊕ Char V(k−2).
Suppose
Yl = η
ik−2
l Xik−2 mod Char V
(k−1)
k−2 , 1 ≤ l ≤ nk−2 − 1,
is a basis for Char V(k−1)/Char V
(k−1)
k−2 and Y ∈ Π
k does not belong to Char V(k−1).
It follows that
[Y, Yl] = aX + b
r
l Yr mod Char V
(k−1)
k−2
for some functions a, brl . As x is an invariant of [Y, Yl] we must have a = 0, showing
that Πk is integrable and has rank mk−1 − 1.
By similar reasoning, we easily deduce that
Πk+1 := Im δk−1 ⊕ Char V
(k−1)
is integrable and has dimension mk − 1.
We have shown that if ∆k = 1, then in coordinates adapted to the filtration
up to Char V(k−1), there are locally defined integrable bundles Πk,Πk+1 of ranks
mk−1 − 1, mk − 1, respectively which refine the filtration to be
Char V
(1)
0 ⊆ Char V
(1) ⊂ · · · ⊂ Char V
(j)
j−1 ⊆ Char V
(j) ⊂ · · ·
· · · ⊂ Char V
(k−1)
k−2 ⊆ Char V
(k−1) ⊂ Πk ⊂ Πk+1 ⊂ TM.
(4.28)
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We may now choose a coordinate system adapted to filtration (4.28). In particular,
Πk has invariants
x, x1, . . . , xNk−1 .
But 1 = mk − mk−1 = dimM − mk−1 − (dimM − mk) = Nk−1, so we have
that Πk has 2 invariants, x, x1. Furthermore Char V
(k−1) has invariants x, x1, . . . ,
xNk−2+∆2k . But Nk−1 +∆
2
k = Nk−1 + 1 = 2. We deduce that
Πk :=
{ Nk−2∑
α=Nk−1+1
∂ξα
∂xNk−2+ik−2
∂α, ∂Nk−2+ik−2
}nk−2
ik−2=1
⊕ Char V(k−2).
Now, Nk−2 −Nk−1 = Nk−2 − (Nk−2 − nk−2) = nk−2. Since Π
k has rank mk−1 − 1
we deduce that (4.4) holds in the case j = k − 1 and consequently
V(k−1) = {∂x + ξ
1∂x1 , ∂Nk−1+1, . . . , ∂Nk−2 , ∂Nk−2+1,
. . . , ∂Nk−2+nk−2} ⊕ Char V
(k−2).
Since Char V(k−1) has invariants {x, x1, . . . , xNk−1+1} = {x, x1, x2}, it follows that
Char V(k−1) = {∂x3 , ∂x4 , . . .}
and hence
∂ξ1
∂xσ
= 0, 3 ≤ σ ≤ dimM − 1. (4.29)
Since V(k−1) is not integrable, it follows that
∂ξ1
∂x2
6= 0. (4.30)
Equation (4.29) is the predicate (4.3) in the case j = k−1 and (4.30) is the predicate
(4.4) in the case j = k. Lemma 4.3 is now proved. 
With this control over the local form of V, we are ready to construct contact
coordinates. We define vector-valued functions Fl, 0 ≤ l ≤ k, inductively, by
F0 =

x1
x2
·
·
xNk−1
 , Fp+1 =

XFp
xNk−(p+1)+nk−(p+1)+1
·
·
xNk−(p−1)+νk−(p−1)
 , 0 ≤ p ≤ k − 1. (4.31)
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Definition 4.1. We will say that a locally defined real-valued function φ on
M has rank σ if φ depends at most upon the coordinates x, x1, . . . , xσ for some
σ ≤ dimM .
Lemma 4.4. Let V ⊂ TM be a Goursat bundle over manifold M of derived
length k and type deccel(V). Suppose
V = {X, ∂N0+1, . . . , ∂N0+ν1}
is its semi-canonical form. Then the functions Fl, defined by (4.31) have the form
Fl =Ml

ξNk−(l−1)+1
·
·
ξNk−l
xNk−l+nk−l+1
·
·
xNk−l+νk−l

+ f[Nk−(l−1)+nk−(l−1)] (4.32)
for 2 ≤ l ≤ k − 1, where,
Ml =
(
Ml−1Γ̂l−1 0νk−(l−1)×ρk−l
0ρk−l×νk−(l−1) Iρk−l
)
, 2 ≤ l ≤ k − 1, (4.33)
Γ̂l−1 =
(
Γl−1 0nk−(l−1)×ρk−l
0ρk−l×nk−(l−1) Iρk−l
)
, 2 ≤ l ≤ k. (4.34)
The symbol f[σ] indicates functions of rank σ and ρa = νa − na is the a
th entry
in the decceleration vector of V. The entries of matrix Ml are functions of rank
Nk−(l−1) + nk−(l−1) and Γk−(j−1) is the j
th matrix in the sequence (4.4).
Proof. By induction over l. The symbol 0a×b in (4.33) and (4.34) denotes a zero
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matrix and Ic denotes the c× c identity matrix. By (4.31)
F1 =

ξ1
·
·
ξNk−1
xNk−1+nk−1+1
·
·
xNk−1+νk−1

, F2 =

Xξ1
·
·
XξNk−1
ξNk−1+nk−1+1
·
·
ξNk−1+νk−1
xNk−2+nk−2+1
·
·
xNk−2+νk−2

. (4.35)
By Lemma 4.3, equation (4.3), the functions ξ1, . . . , xNk−1 have rank Nk−1+nk−1.
So if h ∈ {1, . . . , Nk−1} then
Xξh =
∂ξh
∂x
+
Nk−1+nk−1∑
α=1
ξα
∂ξh
∂xα
=
∂ξh
∂x
+
Nk−1+nk−1∑
α=1
ξα
∂ξh
∂xα
=
∂ξh
∂x
+
Nk−1∑
α=1
ξα
∂ξh
∂xα
+
Nk−1+nk−1∑
α=Nk−1+1
ξα
∂ξh
∂xα
.
Consequently,
X~ξ1 = f[Nk−1+nk−1] + Γ1
~ξNk−1
where Γ1 is the matrix in (4.4) with j = k and
~ξ1 = ( ξ
1 · · ξNk−1 )
T
,
~ξNk−1 = ( ξ
Nk−1+1 · · ξNk−1+nk−1 )
T
.
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Thus,
F2 =

Γ1~ξNk−1
ξNk−1+nk−1+1
·
·
ξNk−1+νk−1
xNk−2+nk−2+1
·
·
xNk−2+νk−2

+ f[Nk−1+nk−1]
and hence
F2 =

Γ̂1xNk−1
xNk−2+nk−2+1
·
·
xNk−2+νk−2
+ f[Nk−1+nk−1]
where
Γ̂1 =
(
Γ1 0nk−1×ρk−1
0nk−1×ρk−1 Iρk−1
)
,xNk−1 =

ξNk−1+1
·
·
ξNk−2
 .
Consequently,
F2 =M2

xNk−1
xNk−2+nk−2+1
·
·
xNk−2+νk−2
+ f[Nk−1+nk−1] (4.36)
where
M2 =
(
M1Γ̂1 0νk−1×ρk−2
0νk−1×ρk−2 Iρk−2
)
.
and M1 = Iνk−1 . Equation (4.36) is the predicate in case l = 2 since the entries of
matrix M2 are functions of rank Nk−1 + nk−1.
Suppose the inductive hypothesis is satisfied for all s ≤ l for some l < k − 1.
Then
Fl = Ml

xNk−(l−1)
xNk−(l−1)+nk−(l−1)+1
·
·
xNk−l+νk−l
+ f[Nk−(l−1)+nk−(l−1)] (4.37)
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where
xNk−(l−1) = ( ξ
Nk−(l−1)+1 · · ξNk−l )
T
and the entries of matrixMl are functions of rankNk−(l−1)+nk−(l−1). The following
is easily established, using equation (4.3).
Claim : If a function φ on M has rank Nk−(l−1) + nk−(l−1) then Xφ has rank
Nk−l + nk−l.
Using this Claim and equation (4.37) we deduce that
Fl+1 =

MlXΞl
xNk−(l+1)+nk−(l+1)+1
·
·
xNk−(l+1)+νk−(l+1)
+ f[Nk−(l−1)+nk−(l−1)] (4.38)
where
Ξl =

xNk−(l−1)
xNk−l+nk−l+1
·
·
xNk−l+νk−l
 .
By Lemma 4.3, equation (4.3) and the Claim, we deduce that
XxNk−(l−1) = f[Nk−l+nk−l] + Γl
~ξNk−l
where
~ξNk−l = ( ξ
Nk−l+1 · · ξNk−l+nk−l )
T
.
We compute that
XΞl = Γ̂lxNk−l + f[Nk−l+nk−l] (4.39)
where
Γ̂l =
(
Γl 0νk−l×ρk−l
0ρk−l×νk−l Iρk−l
)
.
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By (4.38) and (4.39) we have
Fl+1 =

MlΓ̂lxNk−l
xNk−(l+1)+nk−(l+1)+1
·
·
xNk−(l+1)+νk−(l+1)
+ f[Nk−l+nk−l]
=Ml+1

xNk−l
xNk−(l+1)+nk−(l+1)+1
·
·
xNk−(l+1)+νk−(l+1)
+ f[Nk−l+nk−l]
where
Ml+1 =
(
MlΓ̂l 0νk−l×ρk−(l+1)
0ρk−(l+1)×νk−l Iρk−(l+1)
)
.
This proves Lemma 4.4. 
We conclude the proof of Theorem 4.1 by showing that the components of the
vector-valued functions Fl, 0 ≤ l ≤ k − 1 constructed in Lemma 4.4, together with
the functions xN0+1, . . . , xN0+ν1 determine a local coordinate system on M .
Lemma 4.5. Let V ⊂ TM be a Goursat bundle over M of derived length k, type
deccel(V) and Fl, 0 ≤ l ≤ k the collection of vector valued functions constructed
in Lemma 4.4. Let xN0+1, . . . , xN0+ν1 be the functions constructed in Lemma 4.3.
Define differential forms ωj for 0 ≤ j ≤ k − 1 inductively by
ω0 = dF
1
0 ∧ dF
2
0 ∧ · · · ∧ dF
νk
0 , ωj = ωj−1 ∧ dF
1
j ∧ dF
2
j ∧ · · · ∧ dF
νk−j
j . (4.40)
Then
ωj ≈ (det Γ1)
j(det Γ2)
j−1 · · · (det Γj)volNk−(j+1) , 0 ≤ j ≤ k − 1 (4.41)
where volσ = dx ∧ dx1 ∧ · · · ∧ dxσ, F
i
j denotes the i
th component of Fj and ‘≈’
stands for “up to sign”.
Proof. By induction over j. By definition of F0, we have ω0 = volNk−1 . Suppose
(4.41) holds for all j ≤ l < k − 1. We compute
ωl+1 = ωl ∧ dF
1
l+1 ∧ dF
2
l+1 ∧ · · · ∧ dF
νk−(l+1)
l+1 .
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By Lemma 4.4,
Fl+1 =Ml+1

ξNk−l+1
·
·
ξNk−(l+1)
xNk−(l+1)+nk−(l+1)+1
·
·
xNk−(l+1)+νk−(l+1)

+ f[Nk−l+nk−l] (4.42)
and we recall that the entries ofMl+1 are functions of rank Nk−l+nk−l. By the in-
ductive hypothesis, (4.41) with j = l, we need only consider the exterior derivatives
dF il+1 modulo ΩNk−(l+1) , where Ωσ denotes the sub-bundle {dx, dx1, . . . , dxσ} ⊆
T ∗M . By (4.42), we deduce that
dFl+1 =Ml+1

dξNk−l+1
·
·
dξNk−(l+1)
dxNk−(l+1)+nk−(l+1)+1
·
·
dxNk−(l+1)+νk−(l+1)

mod ΩNk−(l+1) . (4.43)
By Lemma 4.3, for h in the range Nk−l+1 ≤ h ≤ Nk−(l+1), ξ
h has rank Nk−(l+1)+
nk−(l+1) and we therefore compute that
dξh ≡
Nk−(l+1)+nk−(l+1)∑
α=Nk−(l+1)+1
∂ξh
∂xα
dxα mod ΩNk−(l+1) .
From this and (4.43), we calculate that
dFl+1 =Ml+1Γ̂l+1

dxNk−(l+1)+1
dxNk−(l+1)+2
·
·
dxNk−(l+2)
 mod ΩNk−(l+1) .
Consequently,
ωl+1 = ωl ∧ detMl+1 det Γ̂l+1dxNk−(l+1)+1 ∧ · · · ∧ dxNk−(l+2) . (4.44)
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Recalling the definition of Ml and that M1 = Iν1 , an easy induction verifies that
detMl = det Γ1 det Γ2 · · ·det Γl−1, 2 ≤ l ≤ k − 1. (4.45)
Since det Γ̂l+1 = det Γl+1, the inductive hypothesis, together with (4.44) and (4.45)
shows that
ωl+1 ≈ (det Γ1)
l+1(det Γl2) · · · (det Γ1)
2(det Γl+1) volNk−(l+2)
which proves Lemma 4.4. 
Thus we have shown that ωk−1 = ΦvolN0 where, by Lemma 4.3, Φ is a generically
nonzero function. Consequently,
ωk−1 ∧ dxN0+1 ∧ · · · ∧ dxN0+ν1 6= 0,
as we wanted to show. By their definition, the components of Fl are contact coor-
dinates. Moreover, V is locally equivalent to the partial prolongation C〈deccel(V)〉.
Theorem 4.1 is now proved. 
Remark 4.1. Theorem 4.1 reduces to the classical Goursat normal form, char-
acterising the contact distribution on the jet bundle Jk(R,R), in the special case
when the Goursat bundle V has decceleration vector deccel(V) = 〈0, 0, 0, . . . , 0, 1〉,
where k − 1 zeros precede the final entry, one.
We conclude by presenting some simple illustrative examples. We preface this
by mentioning that we have thus far left open the question of the most efficient
means of constructing contact coordinates for a given partial prolongation. The
proof of Theorem 4.1 is extravagant with respect to the number of integrations
that are carried out in order to construct a coordinate system adapted to the
natural filtration induced by V. This number can be considerably reduced, making
for an efficient algorithm. However, to keep this report within bounds we will not
go on to discuss this important question here. Thus, in these examples we shall
be somewhat informal, being content simply, to illustrate the various constructions
that we’ve encountered in the proof of the main result, Theorem 4.1.
Example 4.1. Consider the distribution
V =
{1 + x2x6
x6
∂x3 + (1 + x3)∂x4 + ∂x5 +
1
x1
∂x6 , ∂x5 − x
2
1∂x1 , ∂x2
}
defined on a generic subset of R6. The derived type of V is
[[3, 0], [5, 3], [6, 6]]. (4.46)
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A calculation shows that
Char V
(1)
0 = {∂x5 − x
2
1∂x1 , ∂x2},Char V
(1) = {∂x5 − x
2
1∂x1 , ∂x2 , ∂x6} (4.47)
From (4.47), and (4.46) it is easy to verify, using Proposition 3.1, that V has the
derived type of the partial prolongation C〈1, 1〉. Since ∆2 = 1, we have verified
that V determines a Goursat bundle of this type. By Theorem 4.1, V is locally
equivalent to the partial prolongation C〈1, 1〉 on a generic subset M ⊂ R6. This
settles the recognition problem for V.
Going further to compute an equivalence, the proof of Theorem 4.1, shows that
this may achieved by constructing the locally defined bundle Π2 since ∆2 = 1, in
this case. To do this we must compute the invariants of Char V(1) and choose, from
any one of these, one that will be taken to be the independent variable, x. The
invariants in question are spanned by x3, x4 and x5−1/x1. If we take x = x5−1/x1,
then we find that
Π2 = {∂x5 − x
2
1∂x1 , ∂x2 , ∂x6 , ∂x3}.
The invariants of Π2 are spanned by x5 − 1/x1 and x4. From (4.47) and the
invariants of Π2, we deduce that z1 = x6 is the coordinate that is differentiated once,
while z2 = x4 is the coordinate that is differentiated twice. The total differential
operator is any element X ∈ V that satisfies X(x5−1/x1) = 1. A convenient choice
is
X =
1 + x2x6
x6
∂x3 + (1 + x3)∂x4 + ∂x5 +
1
x1
∂x6
from which we compute the functions
z11 = Xz1, z
2
1 = Xz
2, z22 = Xz
2
1 .
Theorem 4.1 asserts that the functions x, z1, z11 , z
2, z21 , z
2
2 are generically indepen-
dent and are therefore contact coordinates for V. Indeed, we find by explicit com-
putation that the map
φ : M → J (1,1)(R,R2)
defined by
x = x5 − 1/x1, z
1 = x6, z
1
1 = 1/x1, z
2 = x4, z
2
1 = 1 + x3, z
2
2 =
1 + x2x6
x6
satisfies
φ∗V = {∂x + z
1
1∂z1 + z
2
1∂z2 + z
2
2∂z21 , ∂z11 , ∂z22}
as we wanted.
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Example 4.2. Some of the contructions we’ve encountered in this paper are nicely
illustrated by the toy control system in 3 states x1, x2, x3 and 2 controls u1, u2, due
to R. Marino (see [5]).
x˙1 = x2 + u2x3, x˙2 = x3 + u2x1,
x˙3 = u1, x˙4 = u2.
The corresponding vector field distribution is
V =
{
∂t + (x2 + u2x3)∂x1 + (x3 + u2x1)∂x2 + u1∂x3 + u2∂x4 , ∂u1 , ∂u2
}
(4.48)
whose derived type is
[[3, 0], [5, 2], [7, 7]].
Thus, the derived length is 2 and easy calculation shows that
Char V
(1)
0 = Char V
(1) = {∂u1 , ∂u2}.
From this we verify, by Proposition 3.1, that V has the derived type of the partial
prolongation C〈0, 2〉. Since ∆k = ∆2 = 2 > 1, we must next compute the singular
variety of
V̂(1) := V(1)/Char V(1) = {∂t + (x2+u2x3)∂x1 + (x3 + u2x1)∂x2 ,
∂x3 , ∂x4} = {M1,M2,M3}.
The polar matrix of a point E = [a1M1 + a2M2 + a3M3] ∈ PV̂
(1) is
σ(E) =
(
−a2 a1 − a3/x1 a2/x2
−a3 −a3x2/x1 a1 + a2x2/x1
)
.
We compute that the singular variety of σ(E) is
Σ̂1 = P{x1M2 − x2M1,M1 + x1M3} ≈ RP
1.
Consequently, the resolvent bundle is
RΣ̂1(V
(1)) = {x1M2 − x2M1,M1 + x1M3, ∂u1 , ∂u2},
which is integrable. Thus, we’ve shown that V determines a Goursat bundle of type
〈0, 2〉. By Theorem 4.1, V is locally equivalent to the partial prolongation C〈0, 2〉.
That is, V ≈ C
(2)
2 , the contact distribution on jet bundle J
2(R,R2).
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To construct an equivalence to C
(2)
2 , one may follow the proof of Theorem 4.1 and
compute a complete set of invariants of the resolvent bundle from which one builds
a coordinate system adapted to the filtration induced by V. We refrain from writing
out the details of this and merely remark that the transformation so constructed is
an equivalence but not a static feedback equivalence. That is, an equivalence that
preserves the form of the control system and the physical distinction between time
t, states xi and controls uα (see [3,5] for details). Indeed, it is not difficult to prove
that there is no static feedback equivalence between the Marino distribution (4.48)
and any partial prolongation of C
(1)
q .
However, it is known that a certain Cartan prolongation (see, for example, [5]) of
(4.48) is static feedback equivalent to a partial prolongation of C
(1)
q for some q > 1.
We will consider this example as our final illustration of Theorem 4.1.
A certain Cartan prolongation of the Marino system can be taken to be
x˙1 = x2 + v1x3, x˙2 = x3 + v1x1, x˙3 = u1,
x˙4 = v1, v˙1 = v2, v˙2 = v3, v˙3 = u2,
obtained from the Marino system by “differentiating u2 three times” (and making
a slight change of notation). Here, the new state variables are x1, x2, x3, v1, v2, v3.
The new control variables are u1 and u2. The associated distribution prV of the
Cartan prolonged Marino system is
prV =
{
∂t + (x2 + v1x3)∂x1 + (x3 + v1x1)∂x2 + u1∂x3+
v1∂x4 + v2∂v1 + v3∂v2 + u2∂v3 , ∂u1 , ∂u2
} (4.49)
whose derived type is
[[3, 0], [5, 2], [7, 4], [9, 7], [10, 10]] (4.50)
and consequently the decceleration vector is
deccel(prV) = 〈0, 0, 1, 1〉.
We compute that prV induces the filtration
Char (prV)(1) ⊂ Char (prV)(2) ⊂Char (prV)
(3)
2 ⊂ Char (prV)
(3)
⊂ Π4
(4.51)
32 PETER J. VASSILIOU
where
Char (prV)(1) = {∂u1 , ∂u2},Char (prV)
(2) = {∂u1 , ∂u2 , ∂x3 , ∂v3},
Char (prV)
(3)
2 = Char (prV)
(2) ⊕ {∂v2 , v1∂x1 + ∂x2},
Char (prV)(3) = Char (prV)
(3)
2 ⊕ {(1− v2)∂x1 + v
2
1∂x2},
Π4 = Char (prV)(3) ⊕ {∂v1}
and
(prV)(3)/Char (prV)(3) = {∂t + v1∂x4 , ∂v1}
The above data verifies, via Proposition 3.1, that prV has the derived type of the
partial prolongation C〈0, 0, 1, 1〉 and that Char (prV)
(3)
2 is integrable. Consequently,
since ∆k = ∆4 = 1, we have verified that prV is a Goursat bundle on R
10 of type
τ = 〈0, 0, 1, 1〉. By Theorem 4.1, the Cartan prolonged Marino distribution prV is
locally equivalent to the contact distribution C〈0, 0, 1, 1〉. But is it static feedback
equivalent?
Taking coordinates adapted to filtration (4.51) reveals that t may be taken to be
the independent variable x, while x4 may be taken to be the coordinate that must
be differentiated 4 times. Finally x1− v1x2 may be taken to be the variable that is
differentiated 3 times. Consequently, the total derivative operator is
X = ∂t + (x2 + v1x3)∂x1 + (x3 + v1x1)∂x2 + u1∂x3+
v1∂x4 + v2∂v1 + v3∂v2 + u2∂v3
and we construct contact coordinates as in Theorem 4.1:
x = t, z1 = x1 − v1x2, z
1
1 = Xz
1, z12 = Xz
1
1 , z
1
3 = Xz
1
2 ,
z2 = x4, z
2
1 = Xz
2, z22 = Xz
2
1 , z
2
3 = Xz
2
2 , z
2
4 = Xz
2
3
(4.52)
leading to the equivalence
ψ : R10 → J (3,4)(R,R2),
defined by
x = t,
z1 = x1 − v1x2,
z11 = x2 − x1v
2
1 − v2x2,
z12 = −v
2
1x2 − v
3
1x3 + x3 − x3v2 + x1v1 − 3v2x1v1 − v3x2,
z13 = v1x2 − 5x2v2v1 − 6x3v
2
1v2 − 2x3v3−
x1v
3
1 − 4x1v1v3 − u1v
3
1 + u1 − u1v2 + v2x1 − 3v
2
2x1 − u2x2,
z2 = x4, z
2
1 = v1, z
2
2 = v2, z
2
3 = v3, z
2
4 = u2.
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By Theorem 4.1, ψ is a local diffeomorphism. Indeed the determinant of the Ja-
cobian matrix of ψ is −(−1 + v2 + v
3
1)
3. By its construction, ψ is an equivalence
between prV, the prolonged Marino distribution (4.49) and the partial prolonga-
tion C〈0, 0, 1, 1〉, of C
(1)
2 . From the form of ψ, we observe that it’s a static feedback
equivalence. This then reveals the fact, well known for this example, that while the
Marino distribution (4.48) is not static feedback equivalent to a partial prolonga-
tion of C
(1)
q for some q ≥ 1, nevertheless, some Cartan prolongation of it does admit
such an equivalence.
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