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SUMMARY
Portfolio performance evaluation is one of the most important areas in invest-
ment analysis. In order to compare the different performance among portfolios
several statistics have been applied to this question. Among them one of the most
commonly used statistics is the Sharpe ratio (Sharpe [1966], [1994]), the ratio of
the excess expected return of an investment to its return volatility or standard
deviation.
Though the Sharpe ratio has been widely used and myriadly interpreted, little
attention has been paid to its statistical properties. Because expected returns and
volatilities are quantities that are generally not observable, they must be estimated
Summary viii
from the return serials. Frequently used a method is to compare portfolios’ sample
Sharpe ratio without considering this measure’s precision. Some papers such as
Jobson and Korkie [1981], Lo [2002] and Memmel [2003] have checked Sharpe and
Treynor measure’s statistical properties under large samples. Nevertheless, it is
important in finance to test the performance among assets for small samples. To
serve this purpose, in this thesis we develop both one-sided and two-sided mean-
variance ratio statistics to evaluate the performance among the assets for small
samples. In this thesis we further prove that our proposed statistics are uniformly
most powerful unbiased tests. For purpose of multiple comparison we also derive
a likelihood ratio test to compare the performance of multiple portfolios.
We illustrate the superiority of our proposed test over the traditional Sharpe
ratio test by applying both tests to analyze the funds from Commodity Trading
Advisors. Our findings show that the traditional Sharpe ratio test concludes that
most of the CTA funds being analyzed are indistinguishable in their performance
while our proposed statistic shows that some outperform other funds. On the other
hand, when we apply the Sharpe ratio statistic on some other funds, we find that
the statistic indicates that one fund significantly outperforms another fund even
those the difference of the two funds become insignificantly small or even change
directions. However, when applying our proposed mean-variance ratio statistic,
we could reveal such changes. This shows the superiority of our proposed statistic
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in detecting short term performance and in return enables the investors to make
better decision in their investment.
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Portfolio performance evaluation is one of the most important areas in invest-
ment analysis. By evaluating performance in specified ways, a client can forcefully
communicate his or her interests to the investment manager and affect the way in
which his/her portfolio is managed in the future. Moreover, an investment man-
ager, by evaluating his/her own performance, can identify sources of strength or
weakness. Specially, Portfolio performance evaluation can be viewed as a feedback
and control mechanism that can make the investment management process more
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effective.
Several measures about portfolio performance have been developed. Sharpe
(Sharpe [1966]) developed a measure, originally termed as reward-to-variability, for
evaluating and predicting the performance of mutual fund managers. Subsequently,
under the name of Sharpe Ratio, it has become one of the most popular indices
widely used in practical applications. The other two commonly used measures
of portfolio performance are the ’reward-to-volatility’ index (Treynor [1965]) and
the ’alpha index’ (Jensen [1968]). In the last fifty years, a variety of different
criteria, for optimal portfolio selection have been proposed: Stable ratio, MiniMax
ratio, MAD ratio, Farinelli-Tibiletti ratio, Sortino-Satchell ratio and others (Young
[1998], Ortobelli et al. [2003], Farinelli and Tibiletti [2003], Sharpe [1994], Dowd
[2001], Sortino [2000], Pedersen and Satchell [2002], Pedersen and Rudholm-Alfvin
[2003], Szego¨ [2004]). All of them are theoretically valid and lead to different
optimal solutions.
Sharpe ratio, the ratio of the excess expected return of an investment to its
return volatility or standard deviation, has been widely used in the mean-variance
framework since the seminal work of Markowitz in the 1950’s. For example,
Hodges et al. [1997] apply the Sharpe ratio to investigate the investment hori-
zon for portfolios of small stocks, larger stocks, and bonds. Leggio and Lien [2003]
apply the Sharpe ratio as well as the Sortino ratio and the Upside Potential ratio to
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study the dollar-cost averaging investment strategy. Maller and Turkington [2002]
compute the maximum Sharpe ratio from the assets and study the properties of
such measure. Lien [2002] finds portfolios with sufficiently large Sharpe ratios will
have the opposite ranking using both the Sortino ratio and the Upside Potential
ratio when compared to the Sharpe ratio. Edwards and Ajay [2003] use Sharpe
ratio to evaluate risk-adjusted performance of socially responsible mutual funds
during the period 1991 to 2000.
Though Sharpe ratio has been used in many different contexts in Finance and
Economics, from the evaluation of portfolio performance to tests of market ef-
ficiency for risk management (Jorion [1991], A-Petersen and Singh [2003]), little
attention has been paid to its statistical properties. Because expected returns
and volatilities are quantities that are generally not observable, they must be es-
timated and thus, the inevitable estimation errors arise in the estimation of the
Sharpe ratio. Jobson and Korkie [1981] is the first paper to study the asymptotic
distribution of empirical Sharpe ratios and develop a statistic to test the equality
of two Sharpe ratios while Memmel [2003] simplifies their test. Thereafter, Cadsby
[1986] gives a comment for performance hypothesis testing with the Sharpe and
Treynor measures. On the other hand, Lo [2002] derives the statistical distribution
of the Sharpe ratio using standard econometric methods under several different sets
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of assumptions for the statistical behavior of return series on which the Sharpe ra-
tio is based. Under this statistical distribution, he shows that confidence intervals,
standard errors can be computed for the estimated Sharpe ratio in the same way.
As the performance comparison (especially of mutual funds and of trading strate-
gies) is an important topic in finance, this test is widely used in the economic
literature (e.g., Cerny [2003], Leggio and Lien [2003], Ofek [2003], Albrecht [1998],
Ortobelli et al. [2003]).
The Sharpe ratio test statistics developed by Jobson and Korkie [1981], Lo
[2002] and Memmel [2003] are important as they provide a formal statistical com-
parison for portfolios. However, we only know the large sample property of Sharpe
ratio at most. It is very important in finance to test the performance difference
among portfolios for small examples as this will provide investors useful informa-
tion to make decisions in their investment, especially before and after the market
changes direction that only small samples could be used or are available for the
analysis. Also, sometimes it is not so meaningful to measure Sharpe ratios for too
long period as the means and standard deviations of the underlying assets could
be empirically nonstationary over time.
The main obstacle to develop the Sharpe ratio test for small samples is that it
is impossible to obtain a uniformly most powerful unbiased (UMPU) test to test
for the equality of Sharpe ratios for small samples. To circumvent this problem, in
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this thesis we propose to use mean-variance ratio instead of using the Sharpe ratio
for the comparison. With this suggestion, we could fill in the gap in the literature
to evaluate the performance of assets for small samples by invoking both one-sided
and two-sided UMPU mean-variance ratio tests.
To demonstrate the superiority of our proposed test over the traditional Sharpe
ratio test, we apply both tests to analyze the funds from Commodity Trading
Advisors (CTAs) which involve the trading of commodity futures, financial futures
and options on futures (Elton et al. [1987], Kat [2004]). There are many studies
analyzing CTAs, in which some (see, for example, Elton et al. [1987]) conclude that
CTAs offer neither an attractive alternative to bonds and stocks nor a profitable
addition to a portfolio of bond and stocks while some other (see, for example, Kat
[2004]) conclude that CTAs produce favorable and appropriate investment returns.
We choose analyzing CTAs as the illustration of this paper as CTAs become one of
the most popular funds that many investors, including many university endowment
funds, have increased their allocations to CTAs significantly recently (Kat [2004]).
Applying the traditional Sharpe ratio test, we fail to reject to have any signif-
icant difference among most of the CTA funds; implying that most of the CTA
funds being analyzed are indistinguishable in their performance. This conclusion
may not necessarily be correct as the insensitivity of the Sharpe ratio test is well
known due to its limitation on the analysis for small samples. Thus, we invoke
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our proposed statistic to the analysis as our proposed test is valid for small sam-
ples, the conclusion drawn from our proposed test will then be meaningful. As
expected, contrary to the conclusion drawn by applying Sharpe ratio test, our pro-
posed mean-variance ratio test shows that the mean-variance ratios of some CTA
funds are different from the others. This means that some CTA funds outperform
other CTA funds in the market. Thus, the tests developed in our paper provide
more meaningful information in the evaluation of the portfolios’ performance and
enable investors to make wiser decisions in their investment.
On the other hand, when we apply the Sharpe ratio statistic on some other
funds, we find that the statistic indicates that one fund significantly outperforms
another fund even those the difference of the two funds become insignificantly small
or even change directions. This shows that the Sharpe ratio statistic may not be
able to reveal the real short run performance of the funds. On the other hand, in
our analysis, we find that our proposed mean-variance ratio statistic could reveal
such changes. This shows the superiority of our proposed statistic in detecting short
term performance and in return enables the investors to make better decision in
their investment.
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1.2 Main objectives of this thesis
We start with an introduction of several performance measures. For simplicity,
in this thesis we assume that different portfolios considered are independent and the
excess returns are serially independent and identically distributed (iid) as normal
distribution respectively and not subject to change through time. we derive a new
measure (mean-variance ratio) and give the hypothesis testings (UMPU) with this
measure. We also derive the likelihood ratio test to make multiple comparison
among several assets by using bootstrap method. At last we illustrate our test
to CTA funds and compare the results obtained from Sharpe ratio tests and our
mean-variance ratio tests.
1.3 Organization of this thesis
We organize this thesis into five chapters. In the next chapter, chapter two, we
give an introduction of several performance measures, and discuss their properties.
In chapter three, we introduce and evaluate the statistics of Sharpe ratio and derive
the new performance measure (mean-variance ratio) and UMPU tests. In chapter
four, we give the likelihood ratio test for performance comparison among multiple
populations by using bootstrap methodology. In the last chapter, chapter five,
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we apply our performance measure to commodity trading advisors (CTAs) and
demonstrate that the mean-variance ratio test developed in our thesis could be
useful for investors to make a good decision while the usual Sharpe ratio can not.
9CHAPTER 2
Several Performance Measures
Performance comparison mainly considers the following three aspects: measures
of return, measures of total risk, measures of risk-adjusted return. They will be
introduced below respectively.
2.1 Measures of return
(1) Time-Weighted
Time-Weighted Return (TWR) is the standard method when one wants to
compare the performance with that of indices or other fund managers. It is
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the return on one unit invested at the start of the period, assuming no further
investment or disinvestment over the period. The TWR is straightforward





where UPend is the unit price at end of period, and UPstart is unit price
at start of period.
(2) Dollar-Weighted
Dollar-weighted return is equivalent to the internal rate of return (IRR) used
in several financial calculations. This method has been used for calculating
a portfolio’s return when deposits or withdrawals occur sometime between
the beginning and end of the period. The IRR measures the actual return
earned on a beginning portfolio value and on any net contributions made
during the period.
MV0(1 +R




whereMVt is the market value at time t, and CFj is the net cash-flow at time
tj (between 0 and T ). In the above formula R
MWR is the annualized money-
weighted return over the period 0 to T . The two methods described, the
dollar-weighted return and the time-weighted return, can produce different
2.1 Measures of return 11
results, and at times these differences are substantial. The time-weighted
return captures the rate of return actually earned by the portfolio manager,
while the dollar-weighted return captures the rate of return earned by the
portfolio owner.
It can also be shown that the MWR is the same as the TWR over the
sub-periods where there is no new investment or disinvestment (that is, no
change in the number of units).
(3) Compounding Returns
For time-weighted returns, returns over periods longer than the return mea-
surement frequency are obtained by chain-linking returns.







that is, the TWR between 0-n is simply the product of 1 plus the TWRs
over all the sub-periods that comprise 0-n. The sub-periods need not be of
equal length.
(4) Annualizing Returns
Let r0−T be the return over T years. Then the annualized return is given
by rann where
rann = (1 + r0−T )
1
T − 1
(5) Geometric Means and Arithmetic Means
2.2 Measures of total risk 12
One thing a little odd happens in performance calculations because of the
way that the time-weighted return compounds. For periods of greater than
one year, one generally reports the annualized time-weighted return which,
because of the above equations, is also referred to as the ’geometric mean
return’. This contrasts with the ordinary average return or arithmetic mean
return, which is simply the return over each equal period of time added and
then divided by the number of periods. It can be shown that the geometric
mean return is always equal to or smaller than the arithmetic mean return.
2.2 Measures of total risk
(1) The Return Distribution
The concept of investment risk is generally identified with the uncertainty
of the future return. This uncertainty is, in turn, equated with the observed
variability of the return. So, at the very heart of the concept of investment
risk is the return distribution - the probability of a return of any given mag-
nitude. It is helpful to have a picture in mind of typical return distributions.
A histogram is a straightforward manner to capture the historic variability
of the return from a fund or index.
(2) Standard Deviation of Returns or Volatility
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The concept of risk is a picture. However, like return, one ideally wants a
single number to capture the essence of the picture. By far the most popular
single measure of risk is the standard deviation of returns, also known as








where T is the number of returns over a given time interval (e.g., monthly
returns) and µ is the arithmetic mean of the same returns. If the return is
measured over months then we call it the volatility of monthly returns or,
simply, the monthly volatility. The square of the volatility is known as the
variance of returns.
(3) Skewness
The skew or skewness measures the lack of symmetry in the return distribu-
tion, taking the value 0 for a symmetrical distribution. The skew is positive
if the distribution tapers off to the right slower than to the left. The formal











This measures to extent to which the tails of the distribution are thicker or
thinner than the tails of a Normal distribution. The Normal has an excess
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kurtosis of 0, so a distribution with a positive kurtosis has a thicker tail
than the Normal. Typically, return distributions have a positive kurtosis.
The higher the kurtosis is, the more likely extreme ,that is, a return in a
single period that is very much worse or better than the average return. It
is, accordingly, better to report a low kurtosis.
(5) Asymmetrical Risk (Semi-variance, Downside Deviation)
Asymmetric measure of risk includes semi-Volatility and downside deviation.
2.3 Measures of risk-adjusted return
We have measures of return and measures of risk, from earlier. It is now a
simple matter to standardize the return per unit of risk - simply divide the total
return by the total risk. Return has come to mean TWR but, as noted earlier, no
consensus has emerged on the definition of investment risk. Accordingly, there are
many risk-adjusted return measures. We give some of the more important below.
(1) Sharpe Ratio
A ratio developed by William F. Sharpe to measure risk-adjusted perfor-
mance. It is calculated by subtracting the risk free rate from the rate of
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return for a portfolio and dividing by the standard deviation of the portfo-
lio returns.
Sj = (Rj −Rf )/σj
where Rj = return on investment j, Rf = return on a risk-free investment,
and σj = standard deviation of the return on j. The difference Rj − Rf
is ”the excess return” due to risk and σj is a measure of the total risk of
the investment. This gives the return above the risk-free return per unit of
risk undertaken (where risk is taken as the standard deviation of returns).
Clearly, the higher the Sharpe Ratio the better the fund appears. This
thesis is related to this risk-adjusted performance and it will be introduced
more in Chapter 3.
(2) Treynor Index
Treynor index, a measure of a portfolio’s excess return per unit of risk,
equals to the portfolio’s rate of return minus the risk-free rate of return,
divided by the portfolio’s beta.





and Rm =return on the market portfolio. The treynor index also attempts
to measure ”excess return per unit of risk”, but in this case risk is defined as
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beta-risk, which can be estimated (for example) from market model regres-
sions. This is a similar ratio to the Sharpe ratio, except that the portfolio’s
beta is considered the measure of risk as opposed to the variance of portfo-
lio returns. This is useful for assessing the excess return from each unit of
systematic risk, enabling investors to evaluate how structuring the portfolio
to different levels of systematic risk will affect returns.
(3) Jenson index
Jenson’s model proposes another risk adjusted performance measure. This
measure was developed by Michael Jenson and is sometimes referred to as
the Differential Return Method. This measure involves evaluation of the
returns that the fund has generated vs. the returns actually expected out of
the fund given the level of its systematic risk. The surplus between the two
returns is called Alpha, which measures the performance of a fund compared
with the actual returns over the period. In computing the Jensen’s Alpha,
the excess return of portfolio p is regressed against the excess return of the
market portfolio:
(Rp −Rf ) = αˆp + (Rm −Rf )βˆp + et
where
Rp = return on portfolio p,
Rf = risk-free return,
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αˆp = intercept,
βˆp = beta for portfolio p,
Rm = return on the market portfolio,
et = error term.
The intercept, αˆp, is Jensen’s Alpha and is based on the excess return of a
security or portfolio relative to that of the excess return of the market. The
interpretation of Jensen’s Alpha is based on the sign of αˆp and its statistical
significance. For a portfolio to have a risk-adjusted return superior to the
market, αˆp must be positive and statistically significant. A negative and
significant αˆp indicates performance below that of the market portfolio. If
αˆp is statistically insignificant, the portfolio has performed as well as the
market.
(4) Sortino Ratio
The Sortino Ratio is a variation of the Sharpe Ratio but the definition of
excess return is now excess return over the minimum acceptable rate (RMAR)




The justification for this ratio is that there is a minimum return that must
be earned to accomplish some goal (called the minimal acceptable return
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(MAR)). Any return below the MAR is an unfavorable outcome. Risk is
associated only with unfavorable outcomes; therefore, only returns below
the MAR represent risk. So downside deviation is used.
To calculate this ratio therefore requires specification of RMAR. We can
take, for instance, RMAR to be the cash return over the month (i.e., the risk
free rate).
(5) Information Ratio
A more general and versatile measure of risk-adjusted return than either the
Sharpe Ratio or the Sortino Ratio is the Information Ratio, again developed
by Sharpe. Here excess returns are defined as the return on the fund less
the return on some benchmark fund. This is the fund’s added value relative
to the benchmark. The standard deviation of the excess returns is called
tracking error. Tracking error gives us an estimate of the risk the manager
takes in deviating from the benchmark. Now simply divide the total excess
return by the tracking error to get the excess return added per unit of risk.
This ratio is called the Information Ratio.
In short, the information ratio is the excess return of an active manager
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This ratio is called information ratio because it focuses on the risk and return
generated from the manager’s ability to use their information to deviate from
the benchmark.
A higher information ratio indicates a higher degree of manager skill. Some
people say that an information ratio of 0.50 is good, 0.75 is excellent, and
1.00 is exceptional.
The information ratio is particularly versatile as we can specify any bench-
mark. If we specify the benchmark to be cash then the information ratio
is almost the same as the Sharpe ratio. The value of the ratio depends
crucially on the benchmark selected.
20
CHAPTER 3
The New Performance Measure
(Mean-Variance ratio) and
Hypothesis Testings
Sharpe ratio is one of the measures of portfolio performance. Almost forty
years ago, Sharpe [1966] developed this measure, originally termed as reward-to-
variability. In fact, the Sharpe ratio is a measure of the risk-adjusted return.
The larger the Sharpe ratio (Sharpe [1994]), the better the performance. It is
for this reason that the performance of different portfolios is often compared by
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their Sharpe ratios. Furthermore, Jobson and Korkie [1981] got the asymptotic
distribution of empirical Sharpe ratios. Out of these results they developed a
statistic to test whether two Sharpe ratios are statistically different.
However, we only know the large sample property of Sharpe ratio at most.
This will be imprecise when the sample size is small if we still use the asymptotic
distribution properties. It is very important in finance to test the performance
difference among portfolios for small examples as this will provide investors useful
information to make decisions in their investment, especially before and after the
market changes direction that only small samples could be used or are available
for the analysis. Also, sometimes it is not so meaningful to measure Sharpe ratios
for too long period as the means and standard deviations of the underlying assets
could be empirically nonstationary over time.
To circumvent this problem, in this thesis we propose to use mean-variance
ratio instead of using the Sharpe ratio for the comparison. With this suggestion,
we could fill in the gap in the literature to evaluate the performance of assets for
small samples by invoking both one-sided and two-sided UMPU mean-variance
ratio tests.
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3.1 An introduction to Sharpe ratio
An investor obviously wants to maximize return, while at the same time mini-
mizing risk. The Sharpe ratio measures the relationship between the excess return
of the fund and the risks the fund took to achieve that return. The higher the
Sharpe ratio, the more return achieved per unit of risk. Funds that achieve high
Sharpe ratios are therefore more efficient in their use of risk than funds that achieve
low Sharpe ratios.
The calculation is pretty straightforward. You invest money in some investment.
You then calculate the value of your investment account (including the initial
investment plus the profit/loss) periodically, say for example, every month. You
then calculate the percentage return in each month. It doesn’t matter what kind of
investment. It could be simply buying and holding a single stock, or trading several
different commodities with several different trading systems. All that matters is
the account value at the end of each month.
Then calculate the average monthly return over some number of months, say
for example, 24 months, by averaging the returns for the 24 months. You also
calculate the standard deviation of the monthly returns over the same period.
Then annualize the numbers by multiplying the average monthly return by 12 and
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multiplying the standard deviation of the monthly returns by the square root of
12.
You also need a number for the ’risk-free return’ which is the annualized return
currently available on ’risk-free’ investments. This is usually assumed to be the
return on a 90-day T -Bill.
You now calculate the ’Excess return’ which is the annualized return achieved
by your investment in excess of the risk-free rate of return available. This is the
extra return you receive by assuming some risk. Risk is measured by the standard
deviation of the returns, which is actually the ’variability’ of the returns.
Excess Return = Annualized Annual Return− Risk Free Return
Then one can calculate the Sharpe ratio as follows:
Sharpe =
Excess Return
Annualized Return’s Standard Deviation
In order to express Sharpe ratio clearly. An example is given below.
Buy/Hold Example:
Assume we established an account in June, 1996 and bought 5000 SPDRs (S&P
depository receipts). The total value of what we bought would be about $335, 000
at that time ($67× 5000). If our account increased to 479, 000 over the two years
(not the real numbers), the average return would be $6, 000 per month or about
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1.80% per month of the original $335, 000. Annualized, this would be about 21.5
% (1.80%× 12). Assume the standard deviation of monthly returns in our account
is 2.4 %. Annualizing this we get 8.31%(2.4×√12).
Excess return (excess over risk-free return) = 21.5%− 5.0% = 16.5%
Sharpe Ratio = 16.5%/8.31% = 1.99
3.2 Hypothesis testing with Sharpe ratio
Sharpe ratio is a measurement of return per unit of risk. The larger the Sharpe
ratio, the better the performance. It is for this reason that the performance of
different portfolios is often compared by their Sharpe ratios. However, the Sharpe
ratio is one of the population properties so it can not be observed directly. It has to
be estimated from time series data before we use it. Jobson and Korkie [1981] got
the asymptotic distribution of empirical Sharpe ratios. Out of these results they
developed a statistic to test whether two Sharpe ratios are statistically different. As
the performance comparison (especially of mutual funds and of trading strategies)
is an important topic in finance, this test is widely used in the economic literature
(e.g., Jorion [1991]). For completion, we will introduce the main result of Jobson
and Korkie’s.
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(1) Notation and statistical properties
There are two portfolios i and n, whose excess returns over the risk free
interest rate at time t are rti and rtn. We assume that the excess returns are
serially independent and normally distributed. The return distribution is




n are the expected excess
returns and the return variances of the two portfolios. σin is the covariance
of the two portfolio returns. The Sharpe ratio Sh is defined as the expected
excess return divided by the return standard deviation. There are T return




n) and let uˆ be its
empirical counterpart, that is,





























then the following large sample result can be derived:
√
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The Sharpe ratio is a function of u, denoted by c(u) where c(u) is a differen-
tiable function of u. By δ-method, we can derive the asymptotic distribution
of sharpe ratio as well.
√
T (c(uˆ)− c(u))⇒ N(0, cTuΩcu)
(2) The test statistic
For two portfolios i and n we wish to test the hypotheses:

















Then the intuitive choice for the test statistic is the sample differences
Ŝhi − Ŝhn
The transformed difference for the Sharpe measure
Ŝhin = snµˆi − siµˆn
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Jobson and Korkie focus essentially on the transformed difference in their


























Under H0, Z follows asymptotic standard normal distribution.
Jobson and Korkie give us the statistic Z to test the Sharpe ratio. They use the
large sample property of normal portfolio. So their test can be appropriate when
the sample size is large enough. However, it is very important in finance to test
the performance difference among portfolios for small samples as this will provide
investors useful information to make decisions in their investment, especially before
and after the market changes direction that only small samples could be used or
are available for the analysis. Also, sometimes it is not so meaningful to measure
Sharpe ratios for too long period as the means and standard deviations of the
underlying assets could be empirically nonstationary over time. So we will give a
new performance measure in the next section.
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3.3 Hypothesis testings with the new performance
measure
3.3.1 Introduction of some concepts and theorems
Let us introduce some related concepts first.
(1) Complete
A family P is complete if EP [f(X)] = 0 for all P ∈ P implies f(x) = 0
a.e. P. In applications,P will be the family of distributions of a sufficient
statistic.
(2) Similar test
If the test φ satisfies Eθφ(X) = α, for all distributions of X belonging to
a given family PX = {Pθ, θ ∈ ω}, then such a test is called similar with
respect to PX or ω.
(3) UMPU test
The critical region is a uniformly most powerful (UMP) critical region of
size α for testing the simple hypothesis H0 against an alternative composite
hypothesis H1 if the set is a best critical region of size α for testing H0
against each simple hypothesis in H1. That is, the form of the rejection
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region for the most powerful (MP) test does not depend on the particular
choice in H1. A test φ defined by this critical region is called a uniformly
most powerful (UMP) test, with significance level α for testing the simple
hypothesis H0 against the alternative composite hypothesis H1. Further, If
φ is unbiased, that is, the power function βφ(θ) = Eθφ(X) satisfies βφ(θ) ≤ α
if θ ∈ H0 and βφ(θ) ≥ α if θ ∈ H1 then the test φ is called uniformly most
powerful unbiased (UMPU) test.
Theorem 3.1 (Lehmann) Let X be a random vector with probability distribution






and PT be the family of distribution of T = (T1(X), ..., Tk(X)) as θ ranges over
the set ω. Then PT is complete provided ω contains a k-dimensional rectangle.
Proof: By making a translation of the parameter space one can assume without
loss of generality that ω contains the rectangle
I = {(θ1, ..., θk) : −a ≤ θj ≤ a, j = 1, ..., k}.
Let f(t) = f+(t)− f−(t) be such that
Eθf(T ) = 0 for all θ ∈ ω.
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Dividing f by a constant, one can take the common value of these two integrals to
be 1, so that
dP+(t) = f+(t)dν(t) and dP−(t) = f−(t)dν(t)








for all θ in I. Changing the point of view, consider these integrals now as functions
of the complex variables θj = ξj+iηj, j = 1, ..., k. For any fixed θ1, ..., θj−1, θj+1, ..., θk,
with real parts strictly between −a and +a, they are analytic functions of θj in the
strip Rj : −a < ξj < a, −∞ < ηj < ∞ of the complex plane. For θ2, .., θk fixed,
real, and between −a and a, equality of the integrals holds on the line segment
{(ξ1, η1) : −a < ξ1 < a, η1 = 0} and can therefore be extended to the strip R1, in
which the integrals are analytic. By induction the equality can be extended to the
complex region {(θ1, ..., θk) : (ξj, ηj) ∈ Rj for j = 1, ..., k}. It follows in particular








These integrals are the characteristic functions of the distributions P+ and P−
respectively, and by the uniqueness theorem for characteristic functions, the two
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distributions P+ and P− coincide. From the definition of these distributions it
then follows that f+(t) = f−(t), a.e. ν, and hence that f(t) = 0 a.e. PT , as was
to be proved.
Let X be distributed according to







dµ(x), (θ, ϑ) ∈ Ω,
and let ϑ = (ϑ1, ϑ2..., ϑk) and T = (T1, T2, ..., Tk).
As to this exponential family, an important class of hypotheses related to one
of the parameters θ, ϑ1, ϑ2, ..., ϑk has been studied by Lehmann [1986]. I will recite
the theorem here in order to be convenient.(for proof, see Appendix A)
In the following two theorems, we shall assume that the parameter space Ω is
convex, and that it has dimension k+1, that is that it is not contained in a linear
space of dimension < k + 1. This is the case in particular when Ω is the natural
parameter space of the exponential family. We shall also assume that there are
points in Ω with θ both < and > θ0.
Theorem 3.2 (Lehmann) Define the critical function φ1 by (3.1), (3.2).Then φ1
constitutes UMPU(uniformly most powerful unbiased) level-α test for testing the
hypothesis H0 : θ ≤ θ0 H1 : θ > θ0 when the joint distribution of U and T is given











dν(u, t), (θ, ϑ) ∈ Ω,
where T = (T1, T2, ... Tk) (Lehmann [1986]).
φ1(u, t) =

1, when u > C0(t),
γ0(t) when u = C0(t),
0, when u < C0(t).
(3.1)
where the functions C0 and γ0 are determined by
Eθ0 [φ1(U, T ) | t] = α for all t. (3.2)
Theorem 3.3 (Lehmann) Define the critical function φ2 by (3.3),(3.4) and (3.5).
Then φ2 constitutes UMPU(uniformly most powerful unbiased) level-α test for test-











dν(u, t), (θ, ϑ) ∈ Ω
where T = (T1, T2, ... Tk) (Lehmann [1986]).
φ2(u, t) =

1, when u < C1(t) or > C2(t),
γi(t) when u = Ci(t),i=1,2,
0, when C1(t) < u < C2(t).
(3.3)
where the functions C’s and γ’s are determined by
Eθ0 [φ2(U, T ) | t] = α (3.4)
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and
Eθ0 [Uφ2(U, T ) | t] = αEθ0 [U | t] (3.5)
3.3.2 Hypothesis testing with mean-variance ratio
Let Xi and Yi (i = 1, 2, · · · , n) be independent excess returns drawn from the
corresponding normal distributions N(µ, σ2) and N(η, τ 2) with joint density p(x, y)
such that



















To evaluate the performance of the prospects X and Y , financial practitioners

















, the ratio of the excess
expected returns to their standard deviations.
Rejecting H∗0 implies X to be the better investment prospect with larger Sharpe
ratio that X has either larger excess mean return or smaller standard deviation
or both. Jobson and Korkie [1981] and Memmel [2003] develop test statistics to
test the hypotheses in (3.7) for large samples but their tests are not appropriate to
3.3 Hypothesis testings with the new performance measure 34
test for small samples as the distribution of their test statistics only valid asymp-
totically, but not valid for small samples. It will be important in finance to test
the hypotheses in (3.7) for small samples as this will provide investors useful infor-
mation to make decisions in their investment, especially before and after markets
change directions that only small samples could be used or are available for the
analysis. Also, sometimes it is not so meaningful to measure Sharpe ratios for too
long period as the means and standard deviations of the underlying assets could be
empirically nonstationary over time. As it is impossible to obtain any UMPU test
statistic to test the inequality of the Sharpe ratios (mean-stand deviation ratios)
in (3.7) for small samples, in this thesis we propose to alter the hypothesis to test













and develop a UMPU test statistic to test the above hypotheses in the paper.
Rejecting H0 suggests X to be the better investment prospect as X possesses either
smaller variance or bigger excess mean return or both. As, sometimes, investors
do conduct a two-sided test for the mean-variance ratios, we also consider the













Remark 1 It seems that the mean-variance ratio is less favorable than Sharpe ratio
as the former is not scale invariant while the latter is. However, in some financial
3.3 Hypothesis testings with the new performance measure 35
processes, the mean change of the process within short time period is proportional
to its variance change. For example, many financial processes can be characterized





(see Cheridito et al. [2003]), where µP is an N dimensional function, σ is an N×
N matrix function and W Pt is an N-dimensional standard Brownian motion under
the objective probability measure P . Under this model, the conditional mean of the
increment dYt given Yt is µ
P (Yt)dt and the covariance matrix is σ(Yt)σ
T (Yt)dt.
When N = 1, the Sharpe ratio will be close to 0 while the mean-variance ratio
will be independent of dt. Thus, when the time period dt is small, it is better to
consider the mean-variance ratio rather than the Sharpe ratio.
The following optimal solution problem can also shed light on the preference of
mean-variance ratio.
Suppose that there are p-branch of assets S = (s1, ..., sp)
T , whose returns
are denoted by r = (r1, ..., rp)
T with mean µ = (µ1, ..., µp)
T and covariance matrix
Σ = (σij). In addition, we suppose an investor will invest capital C on the p-branch
of securities S such that she/he wants to find out her/his optimal investment plan
c = (c1, ..., cp)
T to allocate her/his investable wealth on the p-branch of securities
to obtain maximize return subject to a given level of risk.
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The above maximization problem can be formulated to the following optimiza-
tion problem:
maxR = cTµ, subject to cTΣc ≤ σ20 (3.10)
where σ20 is a given risk level. We call R satisfying (3.10) to be optimal return
and c to be its corresponding allocation plan. One could obtain the solution to
equation (3.10) from the following lemma:
Lemma 3.4 For the optimization problem shown in (3.10), the optimal return, R,









Proof: Define the inner product
< a,b >= aTΣb, for any vectors a,b.
Then it is equivalent to solve the following maximum problem
max
c
{R =< c,Σ−1µ > | < c, c >≤ σ20}.
By Cauchy inequality, it is obviously that
< c,Σ−1µ >≤ √< c, c >
√
< Σ−1µ,Σ−1µ > = σ0
√
< Σ−1µ,Σ−1µ >.




{R =< c,Σ−1µ > | < c, c >≤ σ20} ≤ σ0
√
< Σ−1µ,Σ−1µ >.






< Σ−1µ,Σ−1µ > = σ0
√
µTΣ−1µ









We get the result that the investment plan, c is proportional to mean-variance
ratios when Σ is a diagonal matrix.
In this thesis, we develop both one-sided UMPU test and two-sided UMPU test
to test the equality/inequality of the mean-variance ratios for prospect performance
comparison with hypotheses stated in (3.8) and (3.9) respectively. We first state
the one-sided UMPU test for the mean-variance ratios as follows:
Theorem 3.5 Let Xi and Yi (i = 1, 2, · · · , n) be independent excess returns with
joint distribution function defined in (3.6). Then, for the hypotheses setup in (3.8),
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there exists a UMPU level-α test with the critical function φ(u, t) such that
φ(u, t) =

1, when u ≥ C0(t),
0, when u < C0(t)
(3.11)
where C0 is determined by ∫ ∞
C0
f ∗n,t(u) du = K1 ; (3.12)
with



























Yi , T2 =
n∑
i=1
X2i , T3 =
n∑
i=1
Y 2i , T = (T1, T2, T3) ;
with Ω = {u|max(−√nt2, t1−
√




nt3)} to be the support
of the joint density function of (U, T ).
Proof: To complete the proof, we have to apply the results in Theorem 3.2 as









, ϑ2 = − 1
2σ2
, and ϑ3 = − 1
2τ 2
. (3.13)
Then, the joint density function of (X,Y ) in (3.6) becomes:







× exp(θu+ ϑ1t1 + ϑ2t2 + ϑ3t3) ,
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and the hypothesis in (3.8) becomes
H0 : θ ≤ 0 versus H1 : θ > 0 .
According to Theorem 3.2, the critical function
φ(u, t) =

1, when u ≥ C0(t)
0, when u < C0(t)
(3.14)
is the UMPU test where C0 is determined by
∫ ∞
C0(t)
fθ=0(u|t) du = α . (3.15)
The value C0 can be solved and thereafter the critical function can be determined
provided that we know the conditional distribution f(u|t). Thus, we are now


















Noting that as {Zi : i = 1, 2, 3, 4} are independent, their joint density function
can then be expressed as
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We define (U, T1, T2, T3) to be functions of (Z1, Z2, Z3, Z4) and utilize the transfor-
mation as shown in the following:
U = nZ1


























This, the Jacobian from (Z1, Z2, Z3, Z4) to (U, T1, T2, T3) becomes
J =
∂(U, T1, T2, T3)
∂(Z1, Z2, Z3, Z4)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n 0 0 0
n n 0 0
2nZ1 0 σ
2 0
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with
(−√nt2 ≤ u ≤ √nt2) and [(t1 −√nt3) ≤ u ≤ (t1 +√nt3)].
Since







f(u, t) du ,






Equation (3.18) can further be simplified into (3.12) in which for every fixed t and
n, the value of C0 can then be determined by∫ ∞
C0
f ∗n,t(u) du = K1
where
















f ∗n,t(u) du .
We call the U in Theorem 3.5 to be the mean-variance ratio one-sided test
statistic or simply the mean-variance ratio test statistic if no confusion for the
hypotheses setup in (3.8). Next, we introduce the UMPU statistic as stated in
the following theorem to test for the equality of the mean-variance ratios listed in
(3.9).
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Theorem 3.6 Let Xi and Yi (i = 1, 2, · · · , n) be independent excess returns with
joint distribution function defined in (3.6). Then, for the hypotheses setup in (3.9),
there exists a UMPU level-α test with critical function
φ(u, t) =

1, when u ≤ C1(t) or ≥ C2(t)
0, when C1(t) < u < C2(t)
(3.19)
in which C1 and C2 satisfy 
∫ C2
C1
f ∗n,t(u) du = K2∫ C2
C1
uf ∗n,t(u) du = K3
(3.20)
where




K3 = (1− α)
∫
Ω
uf ∗n,t(u) du .
The terms f ∗n,t(u), Ti (i = 1, 2, 3), and T are defined in Theorem 3.5.
Proof: Using the transformation in (3.13), the hypotheses setup in (3.9) become
H0 : θ = 0 versus H1 : θ 6= 0 .
Applying Theorem 3.3, we obtain the critical function
φ(u, t) =

1 when u ≤ C1(t) or ≥ C2(t)
0 when C1(t) < u < C2(t)
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which is the UMPU test with C’s determined by
Eθ=0[φ(U, T ) | t] = α and Eθ=0[Uφ(U, T ) | t] = αEθ=0[U | t] .
Making use of the joint density function f(u, t) in (3.16) and conditional density
function f(u|t) in (3.17) derived in the proof of Theorem 3.5, the critical function
is then equivalent to the following:
φ(u, t) =

1, when u ≤ C1(t) or ≥ C2(t),




fθ=0(u|t) du = 1− α, and∫ C2(t)
C1(t)
ufθ=0(u|t) du = (1− α)
∫
Ω
ufθ=0(u|t) du . (3.21)





= 1− α , and∫ C2(t)
C1(t)
ufθ=0(u, t) du = (1− α)
∫
Ω
ufθ=0(u, t) du . (3.22)
Equations in (3.22) can be further simplified as follows: For every fixed t and for
each n, the values of (C1, C2) can be determined by
∫ C2
C1
f ∗n,t(u) du = K2∫ C2
C1
uf ∗n,t(u) du = K3
(3.23)
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where
K2 = (1− α)
∫
Ω
f ∗n,t(u) du and K3 = (1− α)
∫
Ω
uf ∗n,t(u) du .
We call U in Theorem 3.6 to be the mean-variance ratio two-sided test statistic
or simply the mean-variance ratio test statistic if no confusion for the hypotheses
setup in (3.9). As equations in (3.23) are complicated integral equations, their exact
solution cannot be solved mathematically. Thus, we turn to look for the numerical
solution to these equations and apply numerical method to solve equations in (3.23)
as stated in the following problem:
Problem 1 To solve the values of the constants C1 and C2 in Ω = [Id, Iu] such
that ∫ C2
C1
f ∗n,t(u) du = K2 (3.24)
and ∫ C2
C1
uf ∗n,t(u) du = K3 (3.25)
where


















K3 = (1− α)
∫
Ω
uf ∗n,t(u) du .
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To solve this problem, we have to conduct the following steps:
Step 1: We first let
δ0 = (Iu − Id)/K, and C1 = Id (3.26)
where Id and Iu are two end points of the support interval defined in Problem
(1). Here, K is an integer chosen to be big enough, say for example, 400,
such that (Iu − Id)/K is set to be a small increment.
Step 2: Thereafter, we let
C1 = C1 + kδ0, k = 0, 1, ..., K.
For each C1, we are going to solve equations in (3.24) and (3.25) to obtain two
values of C2’s approximately, one obtained by solving (3.24) and another obtained
by solving (3.25). If the values of two C2’s obtained above are approximately equal,
they could be used as the approximate solution to equations in (3.24) and (3.25).
If not, we move on to let k = k + 1 and continue the process in Step 2 till the
values of two C2’s are approximately equal. In this procedure, we can achieve
the appropriate precision of calculation by controlling the precision of solutions to
equations (3.24) and (3.25) respectively. We note that one could choose a very
large value for K so as to get δ0 as small as possible. However, it is not necessary
to do so because too big value of K could not improve the precision of calculation





In this chapter we will use bootstrap method to give the test for performance
comparison among multiple portfolios. Consider k portfolios with expected excess




k. We assume these portfolios are independent
each other. For simplicity, in this thesis we demonstrate the case for k = 3. The
test set forth here is also valid when k > 3.
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4.1 Likelihood ratio test for the new performance
measure
Let X = (X1, X2, ..., Xn), Y = (Y1, Y2, ..., Yn) and Z = (Z1, Z2, ..., Zn) be indepen-





2) and N(µ3, σ
2
3) with joint density p(x, y, z) such that











































The (generalized) likelihood ratio(GLR) test
H0 : θ ∈ Ω0 versus H1 : θ ∈ Ω\Ω0
is defined to be






Reject H0 if λ ≤ k where k is chosen to give a size α test.
P (λ ≤ k0;H0) = maxθ∈Ω0P (λ ≤ k0; θ) = α
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which is equivalent to
P (−2 lnλ ≥ k;H0) = maxθ∈Ω0P (−2 lnλ ≥ k; θ) = α (4.3)
4.1.1 Bootstrap estimate
There are two main approaches for bootstrap procedure, the nonparametric
and parametric methods, refer to Hall [1992] for more details. The basic idea
in the nonparametric bootstrap technique is using the empirical distribution to
replace the unknown population distribution. Given a sample of n iid random
variables X1, X2, ..., Xn and a real-valued estimator θ(X1, X2, ..., Xn) (denoted by
θˆ) of the unknown parameter θ, the bootstrap procedure is to construct another
estimator θˆ∗ which is similar to the original estimator θˆ based on a resample from
the empirical distribution function Fn of the original sample. In this thesis we will
use nonparametric method of bootstrap methodology.
Another approach is the parametric method of the bootstrap methodology de-
scribed as follows: Suppose that χ = {X1, · · · , Xn} is a sample drawn from the
population Fθ where θ is the parameter to be estimated. Let θˆ = θ(X1, · · · , Xn) be
an estimator of θ. Then, a sample χ∗ = {X∗1 , · · · , X∗n} is drawn from the population
Fθˆ. Thereafter, another estimator, θˆ
∗ = θ(X∗1 , · · · , X∗n), of θˆ can be constructed
from the resample χ∗. If the dimension of X is fixed, by the law of large numbers,
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θˆ is close to θ and hence the Fθˆ is close to Fθ by continuity of distributions. As a
result, the distribution of θˆ − θ will be similar to that of θˆ∗ − θˆ. Repeat this re-
sampling procedure, we can get as many iid bootstrap estimators θˆ∗ as desired. As
such, we could use the empirical distribution of θˆ− θˆ∗ to approximate the unknown
distribution of θ − θˆ.
Under mild regularity conditions, the bootstrap yields an approximation to the
distribution of an estimator or test statistic that is at least as accurate as the
approximation obtained from first-order asymptotic theory. Thus, the bootstrap
provides a way to substitute computation for mathematical analysis if calculat-
ing the asymptotic distribution of an estimator or statistic is difficult. In fact,
the bootstrap is often more accurate in finite samples than first-order asymptotic
approximations but does not entail the algebraic complexity of higher-order ex-
pansions. Thus, it can provide a practical method for improving upon first-order
approximations. First-order asymptotic theory often gives a poor approximation
to the distributions of test statistics with the sample sizes available in applications.
As a result, the nominal levels of tests based on asymptotic critical values can be
very different from the true levels. The bootstrap often provides a tractable way
to reduce or eliminate finite-sample distortions of the levels of statistical tests.
UnderH0, −2lnλ in (4.3) follows χ2 distribution asymptotically under regularity
conditions. In our test −2lnλ follows χ2(2) distribution asymptotically under H0.
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We give the plot of Kernel density estimate for χ2(2) distribution and the plot of
Kernel density estimate for our bootstrap samples under H0 in Figure 4.1 (on page
51) and Figure 4.2 (on page 52).
From Figure 4.1 (on page 51) and Figure 4.2 (on page 52) we can see that this
two plots are highly similar which shows that bootstrap sampling is reasonable and
effective.
Our test consists of carrying out the following steps:
(1) Generate three samples of size 5000 from normal distribution under H0.
(2) Generate three bootstrap samples of size 5000 from the samples generated
in step 1.
(3) Calculate k in (4.3), where k is critical value under test level 0.05.
(4) Generate three bootstrap samples of size 5000 from our data set and calcu-
late the statistic −2 lnλ and then calculate 95% percentile p95 in this 5000
statistics. Reject H0 at level 0.05 based on the bootstrap critical value if
p95 > k.
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Figure 4.1 Plot of Density Estimate Using Kernel Smoothing Method
for Exponential Distribution with Mean 2
4.2 Illustration
The data illustrated in this section are the monthly returns of 61 indices from
Commodity Trading Advisors (CTAs) for the sample period from January 2001
to December 2004 in which the data from Jan 2001 to Dec 2003 to compute the
mean-variance ratio in Jan 2004, from Feb 2001 to Jan 2004 to compute the mean-
variance ratio in Feb 2004, and so on.
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Figure 4.2 Plot of Density Estimate Using Kernel Smoothing Method
for Bootstrap Samples
For simplicity, in our illustration we only report the comparison of one pair of
indices with largest mean, smallest variance and largest Sharpe ratio from Jan-
uary 2004 to December 2004. They are: AIS Futures Fund LP (maximum mean,
X1),Worldwide Financial Futures Program (minimum variance, X2) and LEHMAN
US UNIVERSAL: HIGH YIELD CORP(maximum Sharpe ratio, X3). Let ri,t be
the excess return of Xi over the risk-free interest rate at time t with mean µi
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Table 4.1 The Results of the Mean-Variance Ratio Test for AIS Futures Fund
LP, Worldwide Financial Futures Program and LEHMAN US UNIVERSAL:
HIGH YIELD CORP in 2004
Time Jan Feb Mar Apr May Jun
−2lnλ 20.2512 19.1159 18.1579 18.6109 19.3059 17.1413
Time Jul Aug Sep Oct Nov Dec
−2lnλ 17.9307 16.9756 14.4131 16.5775 15.1995 14.3349
−2lnλ is 95% percentile statistic
and variance σ2i for i = 1, 2, 3 respectively. The 3-month Treasure Bill rate ob-












Under test level 0.05, we get the critical value k = 13.5040 by bootstrap method.
The test results are shown in Table 4.1 (on page 53).
From Table 4.1 (on page 53) we know that all of the results are significant which
means that we should reject the hypothesis of equal mean-variance ratio.
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CHAPTER 5
Applying Our Test to CTAs and
Making Comparison with Sharpe
Ratio Test
5.1 Several different definitions of return
Before we apply our test to the data set, we must know the different definitions
of asset return(Tsay [2002]). Let Pt be the price of an asset at time index t.
(1) One-Period Simple Return
Holding the asset for one period from date t− 1 to date t would result in a





or Pt = Pt−1(1 +Rt)




− 1 = Pt − Pt−1
Pt−1
(2) Multiperiod Simple Return

















Thus the k-period simple gross return is just the product of the k one-period
simple gross returns involved. This is called a compound return. The k-
period simple net return is Rt[k] = (Pt − Pt−k)/Pt−k.
In practice, the actual time interval is important in discussing and comparing
returns (e.g.,monthly return or annual return). If the time interval is not
given, then it is implicitly assumed to be one year. If the asset was held for
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This is a geometric mean of the k one-period simple gross returns involved








where exp(x) denotes the exponential function and ln(x) is the natural log-
arithm of the positive number x. Because it is easier to compute arithmetic
average than geometric mean and the one-period returns tend to be small,







Accuracy of the approximation in above equation may not be sufficient in
some applications,however.
(3) Continuous Compounding
Before introducing continuously compounded return, we discuss the effect
of compounding. Assume that the interest rate of a bank deposit is 10%
per annum and the initial deposit is $1.00. If the bank pays interest once a
year, then the net value of the deposit becomes $1(1 + 0.1) = $1.1 one year
later. If the bank pays interest semi-annually, the 6-month interest rate is
10%/2 = 5% and the net value is $1(1 + 0.1/2)2 = $1.1025 after the first
year. In general, if the bank pays interest m times a year, then the interest
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Table 5.1 The Results for Some Commonly Used Time Intervals on a Deposit
of $1.00 with Interest Rate 10% per annum
Type Number of payments Interest rate per period Net Value
Annual 1 0.1 $1.10000
Semiannual 2 0.05 $1.10250
quarterly 4 0.025 $1.10381








rate for each payment is 10%/m and the net value of the deposit becomes
$1(1 + 0.1/m)m one year later.
Table 5.1 (on page 57) gives the results for some commonly used time in-
tervals on a deposit of $1.00 with interest rate 10% per annum.
In particular, the net value approaches $1.1052, which is obtained by exp(0.1)
and referred to as the result of continuous compounding. The effect of com-
pounding is clearly seen.
In general the net asset value A of continuous compounding is
A = C exp(r × n),
where r is the interest rate per annum, C is the initial capital, and n is the
number of years. From above equation, we can get
C = A exp(−r × n)
which is referred to as the present value of an asset that is worth A dollars n
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years from now, assuming that the continuously compounded interest rate
is r per annum.
(4) Continuously Compounded Return
The natural logarithm of the simple gross return of an asset is called the
continuously compounded return or log return:
rt = ln(1 +Rt) = ln
Pt
Pt−1
= pt − pt−1
where pt = ln(Pt). Continuously compounded returns rt enjoy some advan-
tages over the simple net returns Rt. First, consider multiperiod returns.
We have
rt[k] = ln(1 +Rt[k]) = ln[(1 +Rt)(1 +Rt−1)...(1 +Rt−k+1)]
= ln(1 +Rt) + ln(1 +Rt−1) + ...+ ln(1 +Rt−k+1)
= rt + rt−1 + ...+ rt−k+1
Thus, the continuously compounded multiperiod return is simply the sum of
continuously compounded one-period returns involved. Second, statistical
properties of log returns are more tractable.
(5) Excess Return
Excess return of an asset at time t is the difference between the asset’s
return and the return on some reference asset. The reference asset is often
taken to be riskless, such as a short-term U.S. treasury bill return. The
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simple excess return and log excess return of an asset are then defined as
Zt = Rt −R0t, zt = rt − r0t,
where R0t and r0t are the simple and log returns of the reference asset,
respectively. In the finance literature, the excess return is thought of as the
payoff on an arbitrage portfolio that goes long in an asset and short in the
reference asset with no net initial investment.
5.2 Illustration
In this section, we demonstrate the superiority of the mean-variance tests de-
veloped in this paper over the traditional Sharpe ratio tests by illustrating the
applicability of our tests to the decision making on investing commodity trad-
ing advisors (CTAs). For simplicity, we only demonstrate the two-sided UMPU
test.1 The data analyzed in this section are the monthly returns of 61 indices from
Commodity Trading Advisors (CTAs) for the sample period from January 2001 to
December 2004 in which the data from Jan 2003 to Dec 2003 are used to compute
the mean-variance ratio in Jan 2004, the data from Feb 2003 to Jan 2004 are used
to compute the mean-variance ratio in Feb 2004, and so on. However, using too
short period to compute the Sharpe ratio could not be meaningful as discussed in
1The results of the one-sided test drawn a similar conclusion is available on request.
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our previous sections. Thus, we utilize a longer period from Jan 2001 to Dec 2003
to compute the Sharpe ratio in Jan 2004, from Feb 2001 to Jan 2004 to compute
the Sharpe ratio in Feb 2004, and so on.2
For simplicity, in our illustration we only report the comparison of three pairs of
indices with largest or smallest means, variances, or mean-variance ratios respec-
tively from January 2004 and December 2004. They are: AIS Futures Fund LP
(maximum mean, X11) versus Beacon Currency Fund (minimum mean, denoted by
X12), JWH Global Financial & Energy Portfolio (maximum variance, X21) versus
Worldwide Financial Futures Program (minimum variance, X22), Oceanus Fund
Ltd (maximum mean-variance ratio, X31) versus Beacon Currency Fund (mini-
mum mean-variance ratio, X32). Let rij,t be the excess return of Xij over the
risk-free interest rate at time t with mean µij and variance σ
2
ij for i = 1, 2, 3 and
j = 1, 2 respectively. The 3-month Treasure Bill rate obtained from Datastream is












for i = 1, 2, 3. (5.1)
To test the hypotheses in (5.1), we first compute the values of the test function
U for the mean-variance ratio statistic shown in (3.21) developed in our thesis for
each pair of funds and display the values in Table 5.2 (on page 63), Table 5.3 (on
2We note that actually we should use even longer period to compute the Sharpe ratio but the
data are not available. Also, the results for too long period are expected to yield insignificant
difference for all comparison, which is not useful to investors.
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page 64) and Table 5.4 (on page 67) respectively. We then compute the critical
values C1 and C2 under the test level of 0.05 for each pair of funds to test the
hypotheses in (5.1). In addition, in order to illustrate the performance of the funds
and their corresponding test results visually, we exhibit the returns of the two
funds and their corresponding values of U with C1 and C2 for each pair of funds
in Figure 5.1 (on page 62), Figure 5.2 (on page 65), and Figure 5.3 (on page 66)
respectively.
For comparison, we also compute the corresponding Sharpe ratio statistic de-








































for i = 1, 2, 3. (5.3)
Different from using one-year data to compute the values of our proposed statistic,
we use the overlapping three-year data to compute the Sharpe ratio statistic for
year 2004 as this statistic is only valid asymptotically. The results are also reported
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Figure 5.1 Plots of Monthly Excess Returns for AIS Futures Fund
LP and Beacon Currency Fund and Corresponding Mean-Variance Ratio
Test U and Sharpe Ratio Test Statistic Z
Note: The Mean-Variance Ratio test U is defined in Theorem 3.5 with C1 and
C2 defined in (3.20) and the Sharpe ratio test statistic Z is defined in (5.2).
in Table 5.2 (on page 63), Table 5.3 (on page 64) and Table 5.4 (on page 67) next
to the results for our proposed statistic while their plots and their critical values
are depicted in Figure 5.1 (on page 62), Figure 5.2 (on page 65) and Figure 5.3 (on
page 66) for comparison.
We first examine the performance between the returns of AIS Futures Fund
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Table 5.2 The Results of the Mean-Variance Ratio Test and Sharpe Ratio Test
for AIS Futures Fund LP versus Beacon Currency Fund in 2004
Mean-Variance Ratio Test Sharpe ratio Test
Time X11 −X12 U C1 C2 Z p-value
Jan 0.0580 0.5368 0.4501 0.7574 -0.3717 0.71
Feb 0.1923 0.4943 0.3938 0.6860 -0.2634 0.79
Mar 0.2153 0.4692 0.3311 0.6315 0.0291 0.98
Apr -0.0412 0.8881 0.6969 0.9963 0.4823 0.63
May -0.0104 0.8691 0.4846 0.9127 0.8899 0.37
Jun -0.0107 0.7300 0.2861 0.7310 1.2447 0.21
Jul 0.0851 0.7234* 0.2424 0.7013 1.3469 0.18
Aug 0.0697 0.7190* 0.2647 0.7130 1.4847 0.14
Sep 0.0513 0.6762 0.2381 0.6817 1.5838 0.11
Oct 0.1166 0.6545 0.2441 0.6812 1.6034 0.11
Nov 0.0251 0.6813 0.2618 0.6971 1.5911 0.11
Dec -0.1639 0.6784* 0.2471 0.6760 1.5783 0.11
* p < 5%, the Mean-Variance Ratio Test U is defined in (3.19)
while the Sharpe ratio Test Z is defined in (5.2).
LP, the fund with the largest mean, and that of Beacon Currency Fund, the fund
with the smallest mean. As shown in Table 5.2 (on page 63) and Figure 5.1 (on
page 62), we cannot detect any significant difference between their Sharpe ratios,
implying that the performances of these two funds are indistinguishable. We note
that the three-year monthly data being used to compute the Sharpe ratio statistic
could still be too short to satisfy the asymptotic statistical properties for the test
but still we cannot find any significant difference between the performance of these
two funds. If we use any longer period, the result is expected to be insignificant
as the high means in some sub-periods could be offset by the low means in other
sub-periods. Thus, this limitation of applying the Sharpe ratio test could usually
conclude indistinguishable performances among the funds but actually they may
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Table 5.3 The Results of the Mean-Variance Ratio Test and Sharpe Ratio Test
for JWH Global Financial & Energy Portfolio versus Worldwide Financial Futures
Program in 2004
Mean-Variance Ratio Test Sharpe ratio Test
Time X21 −X22 U C1 C2 Z p-value
Jan 0.0542 0.1125 0.1103 0.1932 -1.2710 0.20
Feb 0.1188 -0.0455 -0.0465 0.0366 -1.0933 0.27
Mar -0.0616 -0.0507 -0.0538 0.0253 -0.8457 0.40
Apr -0.0514 -0.0115 -0.0153 0.0581 -1.0057 0.31
May 0.0082 -0.0773 -0.0775 0.0101 -1.0128 0.31
Jun -0.1350 -0.0814* -0.0757 0.0116 -1.0132 0.31
Jul 0.0664 -0.1188* -0.1157 -0.0062 -1.1002 0.27
Aug 0.0597 -0.0464 -0.0504 0.0381 -1.0017 0.32
Sep 0.2215 -0.0879 -0.1143 0.0032 -0.7042 0.48
Oct 0.1690 0.2671 0.2124 0.3086 -0.3144 0.75
Nov -0.0011 0.6918 0.6276 0.7242 -0.0742 0.94
Dec -0.1143 0.5415 0.4828 0.5787 0.0165 0.99
* p < 5%, the Mean-Variance Ratio Test U is defined in (3.19)
while the Sharpe ratio Test Z is defined in (5.2).
not. In this connection, looking for a statistic to evaluate performance among
assets for short periods is essential. In this paper, we adopt our proposed statistic
to do the analysis, hopefully it could do the job well. As shown in Table 5.2 (on
page 63) and Figure 5.1 (on page 62), we find that our proposed statistic does not
disappointed us that it does show significant different performance between these
two funds in some periods. This information will be useful to investors for their
decisions.
Similar conclusion could be drawn for the comparison between JWH Global
Financial & Energy Portfolio, fund with maximum variance, and Worldwide Fi-
nancial Futures Program. The former is the fund possesses the maximum variance
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Figure 5.2 Plots of Monthly Excess Returns of JWH Global Financial
& Energy Portfolio and Worldwide Financial Futures Program and Cor-
responding Mean-Variance Ratio Test U and Sharpe Ratio Test Statistic
Z
Note: The Mean-Variance Ratio test U is defined in Theorem 3.5 with C1 and
C2 defined in (3.20) and the Sharpe ratio test statistic Z is defined in (5.2).
while the latter attains the minimum variance – applying the Sharpe ratio test con-
cludes that the performance between these two funds are indistinguishable while
invoking our proposed statistic enables us to detect the significant difference.
We turn to investigate the performance between Oceanus Fund Ltd and Beacon
Currency Fund in 2004 with the former possessing the maximum mean-variance
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Figure 5.3 Plots of the Monthly Excess Returns for Oceanus Fund Ltd
versus Beacon Currency Fund and Corresponding Mean-Variance Ratio
Test U and Sharpe Ratio Test Statistic Z
Note: The Mean-Variance Ratio test U is defined in Theorem 3.5 with C1 and
C2 defined in (3.20) and the Sharpe ratio test statistic Z is defined in (5.2).
ratio while the latter attaining the minimum mean-variance ratio. From Table 5.4
(on page 67), we find that the difference of these two funds becomes very small
after June 2004 and even turn positive to negative in September 2004. However,
the Sharpe ratio test cannot reveal this change and indicates that Oceanus Fund
Ltd performs significantly better than Beacon Currency Fund in the entire 2004.
While applying our proposed mean-variance ratio test could reveal the change that
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Table 5.4 The Results of the Mean-Variance Ratio Test and Sharpe Ratio Test
for Oceanus Fund Ltd versus Beacon Currency Fund in 2004
Mean-Variance Ratio Test Sharpe ratio Test
Time X31 −X32 U C1 C2 Z p-value
Jan -0.0003 0.0801* -0.0320 0.0711 2.0180 0.04*
Feb 0.0315 0.0707* -0.0362 0.0635 2.1148 0.03*
Mar 0.0477 0.0789* -0.0434 0.0644 2.2311 0.03*
Apr 0.0858 0.0913* -0.0478 0.0662 2.6265 0.01*
May 0.0396 0.0795* -0.0602 0.0586 3.0249 0.00*
Jun 0.0166 0.0718* -0.0602 0.0524 3.1306 0.00*
Jul 0.0002 0.0535 -0.0690 0.0543 3.6708 0.00*
Aug 0.0075 0.0444 -0.0722 0.0566 3.3177 0.00*
Sep -0.0074 0.0410 -0.0701 0.0563 3.2926 0.00*
Oct 0.0010 0.0195 -0.0584 0.0488 3.2088 0.00*
Nov 0.0278 0.0231 -0.0602 0.0490 3.0957 0.00*
Dec 0.0049 0.0481 -0.0911 0.0666 3.1418 0.00*
* p < 5%, the Mean-Variance Ratio Test U is defined in (3.19)
while the Sharpe ratio Test Z is defined in (5.2).
its value become insignificant after June 2004. This information could be useful
for investors to their investment decisions.
5.3 Concluding remarks
To evaluate the performance among the assets for small samples, in this thesis
we develop both one-sided and two-sided mean-variance ratio statistics to test the
hypothesis of the equality of mean-variance ratios between two assets. In addition,
we prove that our proposed statistics are uniformly most powerful unbiased tests.
We illustrate the superiority of our proposed test over the traditional Sharpe ratio
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test by applying both tests to analyze the funds from Commodity Trading Advisors.
Our findings show that the traditional Sharpe ratio test concludes that most of
the CTA funds being analyzed are indistinguishable in their performance while
our proposed statistic shows that some outperform other funds. On the other
hand, when we apply the Sharpe ratio statistic on some other funds, we find that
the statistic indicates that one fund is significantly outperform another fund even
those the difference of the two funds become insignificantly small or even change
directions. However, when applying our proposed mean-variance ratio statistic,
we could reveal such changes. This shows the superiority of our proposed statistic
in detecting short term performance and in return enables the investors to make
better decision in their investment.
We note that our proposed test statistic developed could also be used in many
different contexts in Finance and Economics. For example, the statistic could be
used to extend the work of Levy [1972], Cumby and Glen [1990], Jorion [1991],
Grinblatt and Titman [1994] and MacKinlay and Pastor [2000] in the evaluation
of portfolio performance, which, in turn, could be used in risk management and in
testing market efficiency which could shed new light on asset investments.
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APPENDIX A
Proof of Theorem 3.2 and
Theorem 3.3




(θ, ϑ) : (θ, ϑ) ∈ Ω, θ = θ0
}
,
The associated family of distributions of T is given by





dvθ0(t), (θ0, ϑ) ∈ ω0
Since by assumption Ω is convex and of dimension k + 1 and contains points on
both sides of θ = θ0 , it follows that ω0 is convex and of dimension k. Thus ω0
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contains a k-dimensional rectangle; by Theorem 3.1 the family
PT0 =
{
PTθ0,ϑ : (θ, ϑ) ∈ ω0
}
is complete; and similarity of a test φ on ω0 implies
Eθ0 [φ(U, T )|t] = α
Consider first 3.2. The power function of all tests is continuous for an exponential
family. It is therefore enough to prove φ1 to be UMP among all tests that are
similar on ω0, and hence among those satisfying (2). On the other hand, the
overall power of a test φ against and alternative (θ, ϑ) is







One therefore maximizes the overall power by maximizing the power of the con-
ditional test, given by the expression in brackets, separately for each t. Since φ1
has the property of maximizing the conditional power against any θ > θ0 subject
to (2), this establishes the desired result.
For 3.3, unbiasedness of a test of this hypothesis implies similarity on ω0 and
∂
∂θ
[Eθ,ϑφ(U, T )] = 0
on ω0.
The differentiation on the left-hand side of this equation can be carried out under
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the expectation sign, and by the computation the equation is seen to be equivalent
to
Eθ,ϑ[Uφ(U, T )− αU ] = 0
on ω0.
Therefore, since PT0 is complete, unbiasedness implies (4). As in the preceding
cases, the test, which in addition satisfies (3), is UMP among all tests satisfying
these two conditions. That it is UMP unbiased now follows by comparison with
the test φ(u, t) ≡ α.
The functions φ1, φ2 were obtained above for each fixed t as a function of u. To
complete the proof it is necessary to show that they are jointly measurable in u
and t, so that the expectation (*) exists. We shall prove this here for the case of
φ1. It is similar for the case of φ2.
To establish the measurability of φ1, on needs to show that the functions C0(t)
and γ0(t) defined by (1) and (2) are t-measurable. Omitting the subscript 0, and
denoting the conditional distribution function of U given T = t and for θ = θ0 by
Ft(u) = Pθ0{U ≤ u|t},
one can rewrite (2) as
Ft(C)− γ[Ft(C)− Ft(C − 0)] = 1− α.
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Here C = C(t) is such that Ft(C − 0) ≤ 1− α ≤ Ft(C), and hence
C(t) = F−1t (1− α)
where F−1t (y) = inf{u : Ft(u) ≥ y}. It follows that C(t) and γ(t) will both be
measurable provided Ft(u) and Ft(u − 0) are jointly measurable in u and t and
F−1t (1− α) is measurable in t.
For each fixed u the function Ft(u) is a measurable function of t, and for each
fixed t it is a cumulative distribution function and therefore in particular nonde-
creasing and continuous on the right. From the second property it follows that
Ft(u) ≥ c if and only if for each n there exists a rational number r such that
u ≤ r < u+1/n and Ft(r) ≥ c. Therefore, if the rationals are denoted by r1, r2, ...,






(u, t) : 0 ≤ ri − u < 1
n
, Ft(ri) ≥ c
}
This shows that Ft(u) is jointly measurable in u and t. The proof for Ft(u− 0)
is completely analogous. Since F−1t (y) ≤ u if and only if Ft(u) ≥ y, F−1t (y) is




B.1 Programme to solve C1, C2 in (3.23)
% definition of density function
function df = df(U)
if 0 < U < 100*(randdatum(6) - randdatum(5))
f=((randdatum(3) - ((U/100 + randdatum(5)).^ 2)/randdatum(1))
.^ ((randdatum(1)-1)/2-1)).*((randdatum(4)-((randdatum(2)-(U/100 +
randdatum(5))).^ 2)/randdatum(1)).^ ((randdatum(1)-1)/2-1));
% f=((T2 -(U.^ 2)/n).^ ((n-1)/2-1)).*((T3-((T1-U).^ 2)/n).^ ((n-1)/2-1));
end
B.1 Programme to solve C1, C2 in (3.23) 80
df = real(f);
function ef = ef(U)
if 0 < U < 100 *(randdatum(6) - randdatum(5))
% ((-sqrt(n*T2) < U < sqrt(n*T2)) & (T1-sqrt(n*T3) < U < T1+sqrt(n*T3)))
f=((randdatum(3) - ((U/100 + randdatum(5)).^ 2)/randdatum(1)).^
((randdatum(1)-1)/2-1)).*((randdatum(4)-((randdatum(2)
-(U/100 + randdatum(5))).^ 2)/randdatum(1)).^ ((randdatum(1)-1)/2-1));
% f=((T2 - (U.^ 2)/n).^ ((n-1)/2-1)).*((T3-((T1-U).^ 2)/n).^ ((n-1)/2-1));
end
df = real(f);
% input data set
function randdatum = randdatum(x) if x==1
randdatum = 12;
elseif x == 2
randdatum = -0.131987397;
elseif x == 3
randdatum = 0.001889054;
elseif x == 4
randdatum = 0.013903871;
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elseif x == 5
randdatum = -0.150561114;
elseif x == 6
randdatum = 0.150561114;
end
% Find C1 and C2
function solutionn = solutionn(alpha)
alpha = 0.05;
K0 = 100*(randdatum(6)-randdatum(5));
K1 = (1 - alpha)*quad(@df,0,K0)







delta 0 = 5;
delta 1 = K0/400
delta = 1;
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if randdatum(5) >=0
for solutiondown = 0:delta 1:K0
solutionup = K0;
y = quad(@df,solutiondown,solutionup);
while y - K1 > K1/400
solutionup = max(solutionup - delta 1,solutiondown + delta 1);
y = quad(@df,solutiondown,solutionup);





while z - K2 > K2/400
solutionup = max(solutionup - delta 1,solutiondown + delta 1);
z = quad(@ef,solutiondown,solutionup);
if z - K2 <= K2/400,break,end
end
c4 = solutionup;
delta 0 = abs(c3 - c4);
if c3 + c4 > 2*K0 - 3*delta 1,break,end
if delta 0 <= delta
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delta = delta 0
c1 = solutiondown
c2 = (c3 + c4)/2
end
if delta < (randdatum(6) - randdatum(5))/10,break,end
end
[ quad(@df,c1,c2) K1 ]
[ quad(@ef,c1,c2) K2 ]
[ c1/100+randdatum(5) c2/100+randdatum(5) ]
elseif randdatum(6) <=0
for solutiondown = 0:delta 1:K0
solutionup = K0;
y = quad(@df,solutiondown,solutionup);
while y - K1 > K1/400
solutionup = max(solutionup - delta 1,solutiondown + delta 1);
y = quad(@df,solutiondown,solutionup);
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while K2 - z > abs(K2)/400
solutionup = solutionup - delta 1;
z = quad(@ef,solutiondown,solutionup);
if z - K2 <= abs(K2)/400,break,end
end
c4 = solutionup
delta 0 = abs(c3 - c4);
if c3 + c4 > 2*K0 - 3*delta 1,break,end
if delta 0 <= delta
delta = delta 0
c1 = solutiondown
c2 = (c3 + c4)/2
end
if delta < (randdatum(6) - randdatum(5))/10,break,end
end
[ quad(@df,c1,c2) K1 ]
[ quad(@ef,c1,c2) K2 ]
[ c1/100+randdatum(5) c2/100+randdatum(5) ]
elseif ((randdatum(6) >0) & (randdatum(5) < 0))
for solutiondown = 0:delta 1:K0
solutionup = K0;
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y = quad(@df,solutiondown,solutionup);
while y - K1 > K1/400
solutionup = max(solutionup - delta 1,solutiondown + delta 1);
y = quad(@df,solutiondown,solutionup);





while z - K2 > K2/400
solutionup = max(solutionup - delta 1,solutiondown + delta 1);
z = quad(@ef,solutiondown,solutionup);
if z - K2 <= K2/400,break,end
if solutionup <= solutiondown + 50*delta 1,break,end
end
c4 = solutionup
delta 0 = abs(c3 - c4);
if c3 + c4 > 2*K0 - 3*delta 1,break,end
if delta 0 <= delta
delta = delta 0
c1 = solutiondown
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c2 = (c3 + c4)/2
end
if delta < (randdatum(6) - randdatum(5))/10,break,end
end
[ quad(@df,c1,c2) K1 ]
[ quad(@ef,c1,c2) K2 ]
[ c1/100+randdatum(5) c2/100+randdatum(5) ]
end









statsx=bootstrp(m,@(x) [mean(x) var(x) sumsq(x)],x);
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statsy=bootstrp(m,@(x) [mean(x) var(x) sumsq(x)],y);








laltp=-n*log(8*pi^ 3*h1*h2*h3)-3*n; % 2log maxlikehood
fn=@(r) laltp + 2*(n/2*(log(2*pi*r(1)^ 2)+log(2*pi*r(2)^ 2)+
log(2*pi*r(3)^ 2))+ n*r(4)^ 2*r(1)^ 2/(2*r(2)^ 4)+n*r(4)^ 2/(2*
r(2)^ 2)+n*r(4)^ 2*r(3)^ 2/(2*r(2)^ 4)-
r(4)*n*statsx(i,1)/r(2)^ 2 + statsx(i,3)/(2*r(1)^ 2)-
r(4)*n*statsy(i,1)/r(2)^ 2 + statsy(i,3)/(2*r(2)^ 2)-
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statsx=bootstrp(m,@(x) [mean(x) var(x) sumsq(x)],x);
statsy=bootstrp(m,@(x) [mean(x) var(x) sumsq(x)],y);
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h2=(n-1)/n*statsy(i,2);
h3=(n-1)/n*statsz(i,2);
laltp=-n*log(8*pi^ 3*h1*h2*h3)-3*n; % 2log maxlikehood
fn=@(r)laltp+2*(n/2*(log(2*pi*r(1)^ 2)+log(2*pi*r(2)^ 2)+log(2*pi
*r(3)^ 2))+ n*r(4)^ 2*r(1)^ 2/(2*r(2)^ 4)+n*r(4)^ 2/(2*r(2)^ 2)+n*
r(4)^ 2*r(3)^ 2/(2*r(2)^ 4)-
r(4)*n*statsx(i,1)/r(2)^ 2 +statsx(i,3)/(2*r(1)^ 2)-
r(4)*n*statsy(i,1)/r(2)^ 2 +statsy(i,3)/(2*r(2)^ 2)-
r(4)*n*statsz(i,1)/r(2)^ 2 + statsz(i,3)/(2*r(3)^ 2));
[r,fval(i,j),exitflag,output] =fminsearch(fn,[0.1,0.002,0.02,0]);
end
pct=prctile(fval,95)
