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Resumo
Inu´meros protocolos de roteamento para redes ad hoc sem fios veˆm
sendo propostos, principalmente motivados pelos variados cena´rios em que podem ser
implantados, pelos desafios introduzidos pelas potencialmente frequentes mudanc¸as de
topologia, restric¸a˜o de recursos como bateria e memo´ria, bem como diferentes neces-
sidades funcionais de cada aplicac¸a˜o. Cada qual se mostra melhor em determinadas
me´tricas e cena´rios. As propostas que procuram permitir maior flexibilidade abrangendo
maiores possibilidades de configurac¸a˜o e/ou o emprego de um nu´mero maior de es-
trate´gias geralmente carregam sobrecusto para o tempo de execuc¸a˜o sob a forma de
tamanho de co´digo ou gerenciamento do chaveamento de estrate´gias no caso dos pro-
tocolos dinaˆmicos. Propusemos enta˜o, neste trabalho, um sistema composto por um con-
junto de estrate´gias recorrentes em protocolos de roteamento para redes ad hoc sem fios
em que e´ possı´vel selecionar e combina´-las da forma que melhor convier a uma deter-
minada aplicac¸a˜o em especı´fico e gerar um protocolo completo, pronto para ser avaliado
em campo ou em simulac¸o˜es. O sistema proposto combina as estrate´gias em tempo de
compilac¸a˜o, na˜o carregando qualquer sobrecusto advindo da arquitetura para o co´digo ob-
jeto final. Apresentamos a proposta atrave´s da modelagem de 3 estrate´gias e as validamos
atrave´s de simulac¸o˜es e execuc¸a˜o em nodos sensores reais. Os resultados corroboram a
viabilidade e vantagens de um sistema flexı´vel de gerac¸a˜o de protocolos de roteamento
para redes ad hoc sem fios que, ainda assim, na˜o incorre em sobrecusto em tempo de
execuc¸a˜o.
Abstract
A large number of routing algorithms for wireless ad hoc networks are
being proposed, mainly motivated by the variety of deployment scenarios, the challenges
introduced by potentially frequent topology changes, restriction of resources such as bat-
tery and memory, as well as different functional application’s needs. Each approach shows
better performance in some specific metrics and scenarios. Proposals seeking greater flex-
ibility allowing broader configuration possibilities and/or that uses more strategies usu-
ally carry the overhead to execution time, even by increasing the code size or by having
to manage the switching of strategies in dynamic protocols. We propose in this work
a system composed by a set of recurring strategies in routing protocols for wireless ad
hoc networks, where it is possible to select and combine them in the way that best suits
a specific application, generating a complete protocol, ready to be evaluated in field or
simulations. The proposed system combines the strategies in compilation time, not carry-
ing any overhead from the architecture to the final object code. We present the proposal
by modeling 3 strategies and validate the system through simulation executions and real
sensor nodes deployment. The results confirm the viability and advantages of a flexible
system to generate routing protocols for ad hoc wireless networks and yet that does not
carry any overhead to execution time.
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Capı´tulo 1
Introduc¸a˜o
Os avanc¸os de hardware em sistemas embarcados e dispositivos com
comunicac¸a˜o sem fios e as inu´meras aplicac¸o˜es dessa tecnologia teˆm impulsionado sua
utilizac¸a˜o em larga escala. Uma nova gama de aplicac¸o˜es na a´rea de monitoramento
e controle, que se enquadram nos mais diversos domı´nios, empregam um conjunto de
nodos autoˆnomos equipados com sensores que se comunicam atrave´s de enlaces sem fios.
Pelos variados cena´rios passı´veis da implantac¸a˜o dessas redes, muitas
propostas focam em soluc¸o˜es que na˜o dependem de uma infra-estrutura fixa, pre´-existente
antes do estabelecimento da rede. Sa˜o as chamadas redes espontaˆneas, ou ad hoc. Em
geral, a na˜o existeˆncia de infra-estrutura pre´-estabelecida adve´m de questo˜es que en-
volvem o local de implantac¸a˜o, como, por exemplo, sensores distribuı´dos em uma floresta
para monitoramento ambiental; a temporalidade da rede, como situac¸o˜es de resgate em
escombros, campos de batalha ou reunio˜es; e seguranc¸a, onde a infra-estrutura disponı´vel
na˜o e´ confia´vel.
O meio fı´sico de transmissa˜o de dados sem fios pode se dar atrave´s de
ondas de ra´dio e microondas ou meios o´ticos. Estes u´ltimos sa˜o utilizados principalmente
para comunicac¸a˜o de curta distaˆncia, por exigirem que os dispositivos tenham uma linha
de visa˜o entre si. Embora ondas de ra´dio e microondas permitam comunicac¸a˜o onidire-
cional, elas teˆm alcance limitado. Esta restric¸a˜o traz a necessidade de que, caso existam
na rede dois nodos cuja distaˆncia seja superior ao alcance de um dos transmissores e que
7se queira que eles possam se comunicar em ambas as direc¸o˜es, haja retransmisso˜es de
mensagens.
Entende-se por roteamento o ato ou efeito de determinar o caminho, ou
rota, em que os dados trafegam em uma rede. Existem va´rias abordagens sobre como
determinar as rotas. Em especial, para redes ad hoc sem fios, foram propostos inu´meros
protocolos. Normalmente, as propostas se ateˆm a determinados cena´rios e me´tricas, de-
monstrando maior desempenho em determinadas condic¸o˜es. Tamanha heterogeneidade
em cena´rios e soluc¸o˜es reflete os desafios introduzidos por redes desse tipo.
1.1 Proposta
Em vista a` falta de definic¸a˜o sobre o papel de determinadas estrate´gias
na determinac¸a˜o de rotas e retransmissa˜o de pacotes em face a`s caracterı´sticas men-
sura´veis das redes ad hoc sem fios, como lateˆncia e sobrecusto, propomos, neste trabalho,
um sistema de selec¸a˜o e configurac¸a˜o das diversas estrate´gias de escolha e manutenc¸a˜o
das rotas. Atrave´s dele, e´ possı´vel escolher as caracterı´sticas deseja´veis de acordo com
a aplicac¸a˜o alvo, configura´-las e gerar um protocolo completo, que pode ser avalaliado
em campo e ajustado da maneira que melhor convier a uma aplicac¸a˜o em especı´fico.
Os trabalhos na a´rea geralmente apresentam abordagens que incorrem em sobrecusto ex-
cessivo em tempo de execuc¸a˜o, como no gerenciamento da troca de estrate´gias em pro-
tocolos dinaˆmicos. Nossa proposta, diferentemente, monta os protocolos em tempo de
compilac¸a˜o, sem incluir sobrecusto ao co´digo objeto final e tambe´m na˜o e´ dependente de
uma plataforma ou sistema operacional.
Utilizamos, como suporte, a infra-estrutura disponibilizada pelo frame-
work metaprogramado para protocolos leves de comunicac¸a˜o [dS 05a]. Nele, um
nu´cleo ba´sico, que corresponde ao driver do dispositivo de comunicac¸a˜o em rede, de-
fine uma se´rie de pontos extensı´veis1 a serem implementados por cada estrate´gia de
comunicac¸a˜o, que seriam as caracterı´sticas funcionais dos protocolos de comunicac¸a˜o,
como fragmentac¸a˜o de pacotes, entrega segura atrave´s de confirmac¸a˜o de recebimento,
1pointcuts, em AOP (Aspect Oriented Programming [KIC 97]), ou hotspots em Frameworks [JOH 97]
8entre outras. Estas caracterı´sticas podem ser ativadas ou desativas conforme a necessi-
dade, gerando um protocolo completo somente com o co´digo selecionado.
Atrave´s da engenharia de domı´nio dos protocolos de roteamento para
redes ad hoc sem fios, identificamos e caracterizamos as principais estrate´gias uti-
lizadas na detecc¸a˜o de erros, definic¸a˜o e manutenc¸a˜o das rotas. Isolamos os compo-
nentes de software e os implementamos adaptados ao contexto do framework metapro-
gramado de protocolos leves. A avaliac¸a˜o se deu atrave´s de ana´lise sobre a execuc¸a˜o
de uma implementac¸a˜o de refereˆncia em Linux e em nodos sensores reais. Os resulta-
dos mostraram que as estrate´gias utilizadas influenciam diretamente no desempenho dos
protocolos, ale´m de comprovar a viabilidade do projeto, implementac¸a˜o e execuc¸a˜o de
estrate´gias passı´veis de serem compostas a fim de gerar protocolos funcionais.
1.2 Objetivos
O principal objetivo deste trabalho e´ prover um sistema que permita,
atrave´s da simples selec¸a˜o e configurac¸a˜o das caracterı´sticas dos protocolos de rotea-
mento para redes ad hoc sem fios, gerar um protocolo completo e funcional que possa ser
implantado em um ambiente real. De posse do protocolo gerado, seria possı´vel avalia´-lo,
tanto em um ambiente simulado quanto real, e realizar um ajuste mais fino dos paraˆmetros
de configurac¸a˜o bem como comparar seu desempenho com outras instaˆncias geradas pelo
sistema, a fim de definir o protocolo cujas caracterı´sticas e desempenho sejam os que
melhores se encaixem na situac¸a˜o.
Ale´m do objetivo principal, pretendemos ainda:
• Analisar os principais algoritmos e me´todos de escolha, manutenc¸a˜o e trata-
mento de erros em protocolos de roteamento para redes ad hoc sem fios. Esta
ana´lise servira´ para definir as estrate´gias a serem disponibilizadas para selec¸a˜o e
configurac¸a˜o do sistema.
• Modelar, implementar e testar o sistema de selec¸a˜o e configurac¸a˜o das carac-
terı´sticas dos protocolos de roteamento para redes ad hoc sem fios. O sistema sera´
9composto por um conjunto de classes em C++ que podera´ ser configurado e execu-
tado em um simulador, sistemas operacionais para sistemas embarcados ou ainda
ligado a bibliotecas que deem acesso a` transmissa˜o de dados e utilizac¸a˜o de timers
em qualquer plataforma de implantac¸a˜o.
• Validar o sistema proposto atrave´s da execuc¸a˜o de uma implementac¸a˜o de re-
fereˆncia em PC, assegurando a corretude dos protocolos.
• Portar o co´digo para mo´dulos sensores reais, corroborando a adequac¸a˜o do sistema
em dispositivos com restric¸a˜o de memo´ria.
1.3 Organizac¸a˜o do Texto
Na pro´ximo capı´tulo apresentamos uma su´mula dos principais protoco-
los de roteamento propostos na literatura, evidenciando suas caracterı´sticas funcionais.
Concluı´mos o capı´tulo com trabalhos que fazem a comparac¸a˜o entre esses protocolos e
trabalhos correlatos com o que propusemos.
O Capı´tulo 3 detalha a estrutura e funcionamento do framework
metaprogramado de protocolos leves.
No Capı´tulo 4 mostramos a fatorac¸a˜o das estrate´gias em protocolos de
roteamento para redes ad hoc sem fios e suas implementac¸o˜es sobre o framework.
Ana´lises das execuc¸o˜es sa˜o apresentados no Capı´tulo 5.
Finalmente, no Capı´tulo 6, fazemos as considerac¸o˜es finais e comenta-
mos sobre trabalhos futuros e possı´veis adendos e melhorias no sistema.
Capı´tulo 2
Roteamento em Redes Ad Hoc Sem Fios
Redes ah hoc sem fios, diferentemente de redes estruturadas, geral-
mente sa˜o formadas por dispositivos que fazem papel tanto de roteador quanto de nodo1.
Ale´m disso, em redes desse tipo, mudanc¸as de topologia na˜o sa˜o consideradas falhas, mas
uma caracterı´stica comum, que deve ser prevista no projeto do protocolo de roteamento.
Os nodos vizinhos na˜o sa˜o necessariamente fixos, podendo mover-se fisicamente para
fora do alcance do transmissor local ou se tornarem inativos ou com o raio de alcance
diminuı´do por falta de energia, ja´ que geralmente sa˜o alimentados por baterias. Tambe´m
por esses motivos os canais de comunicac¸a˜o podem se tornar unidirecionais, quando o
alcance do sinal de ra´dio de um dos nodos em um par de comunicac¸a˜o e´ insuficiente para
que os dados cheguem ao outro nodo.
Tamanho dinamismo desencoraja a utilizac¸a˜o de roteamento orientado
a conexa˜o, onde a rota e´ definida no inı´cio da transmissa˜o de dados e supostamente per-
manece va´lida indefinidamente ate´ que a conexa˜o seja desfeita, fazendo com que qualquer
alterac¸a˜o de topologia ocorrida entre emissor e receptor a torne inconsistente. O rotea-
mento e´ feito pacote a pacote. Entretanto, o estado das rotas na˜o e´ perdido entre um pacote
e outro. Geralmente existe algum mecanismo de manutenc¸a˜o das rotas e procedimentos
de atualizac¸a˜o quando mudanc¸as na topologia sa˜o detectadas.
A descoberta, manutenc¸a˜o e atualizac¸a˜o das rotas demandam que um
1Ponto final de comunicac¸a˜o em uma rede. Geralmente uma ma´quina com recursos compartilhados ou
com intenc¸a˜o de utilizar recursos providos por outras ma´quinas
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certo nu´mero de mensagens de controle sejam trocadas e, conforme mencionado, a econo-
mia de energia e´ um fator de grande importaˆncia nesses protocolos. A comunicac¸a˜o e´
uma das caracterı´sticas de maior consumo energe´tico e, portanto, quanto menor o nu´mero
e tamanho de mensagens extras a serem trocadas, potencialmente maior sera´ o tempo de
vida do sistema. Processamento e´ um outro fator que deve ser levado em considerac¸a˜o
quanto ao consumo de energia.
Algoritmos de Roteamento podem ser divididos em duas classes gerais
[TAN 02]: adaptativos e na˜o adaptativos. A divisa˜o se da´ em func¸a˜o de basear ou na˜o
as deciso˜es de roteamento em estimativas como tra´fego e topologia. Um me´todo na˜o
adaptativo, ou esta´tico, seria o processamento off-line das rotas e posterior carregamento
aos roteadores. Outra estrate´gia pertencente a essa categoria seria a inundac¸a˜o (sec¸a˜o
2.2). Redes com o dinamismo das ad hoc sem fios requerem algoritmos de roteamento
adaptativos.
Ale´m dessa divisa˜o, os algoritmos de roteamento adaptativos podem
ainda ser classificados por uma se´rie de caracterı´sticas, tais quais:
• origem das informac¸o˜es em que se baseiam (local, nodos vizinhos, todos os nodos
da rede);
• momento em que atualizam as rotas (perio´dicos, quando mudanc¸as de topologia
sa˜o detectadas);
• me´tricas utilizadas para otimizac¸a˜o (distaˆncia, nu´mero de saltos, tra´fego);
• disponibilidade das rotas (pro´-ativos, reativos); e
• agrupamento (plano, hiera´rquico).
A seguir descrevemos a camada de Enlace de Dados, que funciona
como suporte aos protocolos de roteamento. Na sec¸a˜o 2.2, apresentamos a estrate´gia
“inundac¸a˜o” que, apesar de simples, e´ u´til para estabelecer um paraˆmetro de comparac¸a˜o
com os demais algoritmos. Em seguida, sob a classificac¸a˜o conforme a` disponibilidade
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das rotas por ser um dos paraˆmetros mais utilizados na literatura, apresentamos inicial-
mente, nas sec¸o˜es 2.3.1 e 2.3.2, as estrate´gias e os protocolos utilizados em redes infra-
estruturadas. Na sec¸a˜o 2.3.3 e a partir da sec¸a˜o 2.4, discutimos os principais algoritmos,
protocolos e estrate´gias de roteamento propostos para redes ad hoc sem fios. A sec¸a˜o 2.7
apresenta alguns estudos comparativos encontrados na literatura. Finalmente, na sec¸a˜o
2.8, discutimos as semelhanc¸as e diferenc¸as de abordagens semelhantes a` nossa proposta.
2.1 A Camada de Enlace de Dados
A camada de enlace de dados, no modelo de refereˆncia OSI (Open Sys-
tems Interconnection) [ZIM 80, DAY 83], e´ responsa´vel por prover comunicac¸a˜o ponto
a ponto em uma rede. Suas func¸o˜es incluem detecc¸a˜o de erros, controle de fluxo e, em
redes de difusa˜o (broadcast networks) como Ethernet e redes sem fios, o controle de
acesso ao meio. Esta u´ltima e´ usualmente realizada por uma subcamada referida como
MAC (Medium Access Control). Ela e´ responsa´vel pela alocac¸a˜o de um u´nico canal de
comunicac¸a˜o compartilhado entre usua´rios concorrentes.
A Figura 2.1 mostra as primeiras camadas do modelo de refereˆncia OSI,
as que correspondem a` sub-rede de comunicac¸a˜o [TAN 02]. A camada fı´sica trata a
transmissa˜o de dados brutos em um canal de comunicac¸a˜o, lidando com as interfaces
mecaˆnicas, ele´tricas e de sincronizac¸a˜o. A camada de enlace de dados serve como base
de comunicac¸a˜o fim a fim, transformando o canal de transmissa˜o bruto em uma linha que
parec¸a livre de erros. O roteamento, ou a maneira como os pacotes sa˜o direcionados do
nodo origem ao destino, e´ a principal func¸a˜o da camada de rede.
A importaˆncia da camada de enlace de dados para os protocolos de
roteamento adve´m das informac¸o˜es que ela pode prover, como, por exemplo, a auseˆncia
de confirmac¸a˜o de recebimento depois de um certo nu´mero de tentativas do envio de uma
determinada mensagem que esta´ sendo retransmitida ao pro´ximo nodo da rota. Neste
caso, a rota previamente definida pode ter se tornado inva´lida e o protocolo de roteamento
sera´ capaz de tomar determinadas ac¸o˜es em func¸a˜o disso.
A seguir descrevemos o CMAC, um protocolo configura´vel de controle
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1.Camada Física
2. Camada de Enlace de Dados
3. Camada de Rede
Figura 2.1: Primeiras camadas do modelo de refereˆncia OSI
de acesso ao meio.
2.1.1 CMAC
O CMAC (Configurable MAC) [WAN 06b, WAN 07], e´ um proto-
colo configura´vel de acesso ao meio para redes de sensores sem fios equipadas com
transceptores de ra´dio de baixa poteˆncia. Permite o ajuste de diversos paraˆmetros da
sincronizac¸a˜o, detecc¸a˜o de dados, sinais de confirmac¸a˜o e contenc¸a˜o, de forma a adequar
o protocolo a`s necessidades de diferentes aplicac¸o˜es.
As possibilidades de configurac¸a˜o incluem:
• as caracterı´sticas ba´sicas de comunicac¸a˜o, como frequeˆncia e poteˆncias de trans-
missa˜o;
• perı´odo ativo de operac¸a˜o do ra´dio (contı´nuo ou em determinados slots de tempo);
• mecanismo de prevenc¸a˜o de colisa˜o (envio de pacotes de requisic¸a˜o e permissa˜o de
envio);
• confirmac¸a˜o de recebimento.
O CMAC foi desenvolvido sobre o Sistema Operacional EPOS (Em-
bedded Parallel Operating System) [FR ¨O 01]. O EPOS e´ um framework baseado em
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componentes para a gerac¸a˜o do sistema de suporte de execuc¸a˜o a aplicac¸o˜es dedicadas.
O sistema e´ projetado de forma que o desenvolvedor de aplicac¸o˜es as construa inde-
pendentemente da plataforma em que sera˜o implantadas. Ferramentas que analisam o
co´digo identificam as abstrac¸o˜es utilizadas e geram um sistema com somente os recursos
necessa´rios a`quela aplicac¸a˜o em especı´fico [CAN 07a, CAN 07b, TON 05]. O sistema
tem suporte a diversas plataformas, desde microcontroladores de 8 bits ate´ processadores
mais complexos de 32 bits [MAR 06]. As arquiteturas suportadas incluem AVR8, IA32,
MIPS, PowerPC e Sparc. O EPOS possui tambe´m suporte a sensoriamento sem fios
[WAN 05, WAN 06a] e estrate´gias de gerenciamento de energia [WIE 08, HOE 06].
Seguindo a ideia de prover configurabilidade de forma a direcionar o
sistema de suporte, incluindo o MAC e protocolos de comunicac¸a˜o leves (capı´tulo 3), a
ser composto pelos componentes que melhor atendam a`s necessidades de uma aplicac¸a˜o,
estendemos tambe´m, neste trabalho, essa proposta aos protocolos de roteamento.
2.2 Inundac¸a˜o (Flooding)
A inundac¸a˜o e´ uma estrate´gia de roteamento bastante simples: todo
pacote que chega e´ retransmitido a todos os demais nodos alcanc¸a´veis, e assim sucessiva-
mente ate´ que chegue ao destino. Com ela, um grande desperdı´cio de banda e´ gerado
atrave´s dos inu´meros pacotes duplicados. Uma mensagem alcanc¸aria o nodo destino
virtualmente no menor tempo possı´vel, ja´ que percorreria todos os caminhos paralela-
mente. Entretanto, o tra´fego gerado por apenas uma mensagem pode ser exageradamente
grande, fazendo com que ocorram coliso˜es e atrasos no envio de mensagens causados pela
ocupac¸a˜o do canal de comunicac¸a˜o compartilhado.
Medidas sa˜o necessa´rias para controlar o nu´mero indefinido de retrans-
misso˜es. Uma abordagem seria a inclusa˜o de um campo inicializado com o nu´mero
ma´ximo de nodos que uma mensagem poderia percorrer, sendo decrementado a cada re-
transmissa˜o. Quando o campo atingisse zero, a mensagem seria descartada. Esta medida,
tambe´m conhecida como TTL (Time to live), ou tempo de vida, traz consigo a desvan-
tagem de que, caso a inicializac¸a˜o do campo seja distante da ideal - o nu´mero de saltos
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ate´ o destino - a mensagem podera´ na˜o alcanc¸a´-lo ou gerar muito tra´fego, na˜o cumprindo
apropriadamente seu objetivo. Se o protocolo inclui confirmac¸a˜o de recebimento, uma
estrate´gia que poderia economizar recursos, caso emissor e receptor estejam pro´ximos,
seria a inicializac¸a˜o do TTL com um valor baixo. Se a confirmac¸a˜o na˜o chegasse dentro
de um perı´odo pre´-definido, enviaria-se novamente a mensagem com TTL maior.
Outra alternativa ao controle da inundac¸a˜o e´ atrave´s da identificac¸a˜o de
cada mensagem, descartando as ja´ retransmitidas. Uma maneira seria a inclusa˜o de um
nu´mero sequencial no cabec¸alho de cada mensagem que, juntamente com o enderec¸o do
nodo emissor, a identificaria. O controle seria feito atrave´s da manutenc¸a˜o de uma lista
de identificadores das mensagens ja´ retransmitidas, descartando duplicatas. O problema,
neste caso, e´ quando um nodo informa o mesmo identificador para mensagens diferentes,
seja por overflow do contador ou reinicializac¸a˜o do dispositivo, possivelmente causada por
uma falha. Nesta situac¸a˜o, a mensagem seria erroneamente descartada como duplicata.
Uma variac¸a˜o do algoritmo de inundac¸a˜o e´ a inundac¸a˜o seletiva, em
que ao inve´s de retransmitir as mensagens para todos os nodos alcanc¸a´veis, envia-se ape-
nas para aqueles que provavelmente estejam na direc¸a˜o correta em relac¸a˜o ao destino.
Pode ser utilizada quando ha´ cieˆncia da localizac¸a˜o do destino, seja por algum sistema de
localizac¸a˜o geogra´fico ou informac¸o˜es de topologia obtidas por trocas de mensagens.
Em redes sem fios, em especial, a inundac¸a˜o tem um papel importante,
ja´ que uma mensagem enviada por um nodo pode ser escutada por qualquer outro que
opere no mesmo canal de comunicac¸a˜o e esteja dentro do seu raio de alcance. Esta pro-
priedade e´ bastante utilizada pelos protocolos de roteamento.
2.3 Algoritmos de Roteamento Pro´-Ativos
Os protocolos de roteamento para redes ad hoc sem fios podem ser clas-
sificados em 3 grupos em relac¸a˜o a` disponibilidade das rotas: pro´-ativos ou table-driven,
reativos ou sob demanda (sec¸a˜o 2.4) e hı´bridos (sec¸a˜o 2.5). Nos protocolos de roteamento
pro´-ativos, as rotas para todos os destinos (ou partes da rede) sa˜o determinadas desde o
princı´pio da execuc¸a˜o do protocolo, independentemente da ocorreˆncia de requisic¸o˜es, e
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mantidas com atualizac¸o˜es perio´dicas. Quando uma rota for solicitada, ela ja´ devera´ es-
tar disponı´vel. Os protocolos reativos determinam as rotas quando solicitadas pelo nodo
emissor, atrave´s de um processo de descoberta. Protocolos hı´bridos combinam as pro-
priedades ba´sicas das duas primeiras classes.
Em geral, nos protocolos de roteamento pro´-ativos, cada nodo mante´m
informac¸o˜es de roteamento referentes a todos os outros nodos (ou nodos localizados em
uma parte especı´fica) da rede. As informac¸o˜es de roteamento sa˜o armazenadas em tabelas
que sa˜o atualizadas periodicamente e/ou quando mudanc¸as na topologia sa˜o detectadas.
A seguir descrevemos os 2 principais algoritmos de roteamento
dinaˆmicos: roteamento com vetor de distaˆncia (2.3.1) e por estado de enlace (2.3.2). Em
seguida, na sec¸a˜o 2.3.3, apresentamos o DSDV, um algoritmo pro´-ativo para redes ad hoc
sem fios que utiliza vetor de distaˆncias.
2.3.1 Vetor de Distaˆncia (Distance-Vector)
O algoritmo de roteamento com vetor de distaˆncia, ou algoritmo dis-
tribuı´do de Bellman-Ford [BEL 57, FOR 62], foi utilizado originalmente na ARPANET,
precursora da Internet, que tambe´m o utilizou em um primeiro momento (protocolo RIP
- sec¸a˜o 2.3.1.1). Para cada destino e´ mantida uma entrada na tabela de roteamento. Ela
conte´m o identificador do destino, o identificador do vizinho para o qual uma mensagem
destinada a ele deve ser retransmitida e um campo que indica o custo do caminho com-
pleto. Esse custo pode corresponder ao nu´mero de saltos entre origem e destino, uma esti-
mativa do atraso que uma mensagem leva ao percorrer esse caminho, a soma do tamanho
das filas de envio naquele percurso, uma combinac¸a˜o delas ou algo do tipo.
Cada nodo deve ser capaz de saber o custo aos seus vizinhos. Conforme
as informac¸o˜es forem conhecidas, o nodo envia a todos os alcanc¸a´veis uma tabela com os
identificadores e o custo total da rota ate´ cada um dos nodos que tem conhecimento ate´
o momento (vetor de distaˆncias). Quem a receber, compara-a com a sua pro´pria. Caso
na tabela recebida haja entradas para um determinado destino cujo custo, somado ao do
enlace ate´ o nodo que a enviou, seja menor que o armazenado na sua ou inexistente, ele
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atualiza ou adiciona o valor e define o identificador do emissor como o primeiro nodo da
rota para aquele destino, a partir de si. Desta forma, sempre que se tomar conhecimento
de uma rota cujo custo e´ inferior ao ate´ enta˜o conhecido a um certo destino, toma-se
ela como a melhor, definindo o que a anunciou como destinata´rio da retransmissa˜o de
mensagens enderec¸adas a`quele destino.
A
B
C
D
D PN NS
B B 1
C B 2
D B 3
D PN NS
B B 1
C B 2
D E 2
E E 1
E
A
B
D
D- Destino
PN - Próximo Nodo
NS - Número de Saltos
(a) (b)
C
Figura 2.2: Algoritmo com vetor de distaˆncia
A Figura 2.2 ilustra o funcionamento do algoritmo, considerando o
custo como o nu´mero de saltos entre origem e destino. Nela e´ mostrado o grafo de conec-
tividade de uma rede com inicialmente 4 nodos e, posteriormente, 5. No princı´pio, cada
nodo anuncia sua presenc¸a informando seu identificador. Depois de algumas trocas de
mensagens, a tabela do nodo A fica conforme o da figura 2.2(a). Em seguida o nodo E e´
iniciado e, ao receber os vetores dos vizinhos, envia sua tabela. O nodo A, ao perceber
que E tem uma rota a D com custo 1, atualiza a entrada do destino D, anteriormente com
custo 3, para 2 e define E como pro´ximo nodo (Figura 2.2(b)).
Um incoveniente pra´tico do algoritmo e´ que sua convergeˆncia, em face
a desconexo˜es, e´ lenta. Este problema e´ conhecido como problema da contagem ate´
infinito. Quando um nodo falha, ou torna-se incomunica´vel, os demais va˜o lentamente
aumentando o custo ate´ ele. A Figura 2.3 ilustra o problema. Nela, o nodo E pa´ra de op-
erar. As informac¸o˜es representadas sob os nodos correspondem a` entrada que tem como
destino o nodo E das suas tabelas, especificamente o pro´ximo nodo e o custo. Por simpli-
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cidade, cada linha representa uma etapa do algoritmo depois de todos os nodos enviarem
e receberem os vetores de distaˆncia. A primeira linha mostra os valores iniciais. Os nodos
A e D, que tinham custo 1 ate´ o E, percebem que na˜o receberam informac¸o˜es dele. Entre-
tanto, B e C anunciam que teˆm rotas com custo 2 ate´ o nodo E. A e D atualizam enta˜o a
entrada do destino E com custo 3 e po˜em B e C como pro´ximo nodo, respectivamente. Na
etapa seguinte, B e C percebem que o menor custo que seus vizinhos teˆm ao nodo E agora
tem valor 2 e, atualizam enta˜o, o custo para 3. Essa contagem segue indefinidamente. Al-
gumas soluc¸o˜es para o problema foram propostas, mas que na˜o atendem satisfatoriamente
o caso geral. O problema e´ que quando um nodo recebe um vetor de outro, na˜o tem como
saber se ele pro´prio faz parte das rotas descritas ali.
E
A
B
C
D
A B C D
E1 A2 D2 E1
B3 A2 D2 C3
B3 C3 B3 C3
B4 C4 B4 C4
Figura 2.3: O Problema da Contagem ao Infinito
2.3.1.1 RIP (Routing Information Protocol)
O algoritmo com vetor de distaˆncia, que posteriormente foi padronizado
como RIP [HED 88], foi o primeiro algoritmo de roteamento da ARPANET, em 1969
[MCQ 78]. Era parte do XNS (Xerox Network Services) que, depois de adicionado su-
porte ao IP (Internet Protocol) [POS 81], foi incluı´do no sistema operacional BSD (Berke-
ley Software Distribution) [QUA 85], tornando-se padra˜o, formalmente documentado em
1988.
A listagem a seguir resume os principais pontos do protocolo [NAR 89]:
• O RIP e´ um algoritmo de vetor de distaˆncias. A me´trica utilizada e´ o nu´mero de
saltos. Um nodo e´ considerado inalcanc¸a´vel quando o custo e´ 16 (me´trica infinita).
• Utiliza o UDP como protocolo de transporte.
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• A cada 30 segundos o RIP envia mensagens na˜o solicitadas de roteamento.
• As rotas envelhecem. Rotas que na˜o aparecerem em atualizac¸o˜es por um intervalo
de tempo maior que 6 vezes o perı´odo de envio de mensagens (180 segundos) sa˜o
descartadas.
• Consultas sobre informac¸o˜es de roteamento a nodos vizinhos sa˜o tambe´m previstas,
embora a operac¸a˜o normal seja a espera passiva por elas.
• A fim de propagar mudanc¸as rapidamente, ale´m da atualizac¸a˜o perio´dica normal,
atualizac¸o˜es em cadeia sa˜o disparadas quando um nodo recebe informac¸o˜es que
alteram sua tabela de roteamento.
O envelhecimento das rotas e o baixo valor que representa infinito sa˜o
tentativas de detectar links inativos e diminiuir a lenta convergeˆncia do problema da con-
tagem ate´ infinito. Entretanto, essa medida limita tambe´m o diaˆmetro da rede para 15
saltos.
2.3.1.2 BGP (Border Gateway Protocol)
RIP ou OSPF sa˜o considerados IGPs (Interior Gateway Protocols),
porque atuam dentro de um sistema autoˆnomo. A Internet e´ composta de inu´meras redes
interligadas. Um sistema autoˆnomo e´ considerado como cada organizac¸a˜o independente
ligada a ela. Dentro de um sistema autoˆnomo, o roteamento preocupa-se apenas em definir
os melhores caminhos a serem percorridos pelas mensagens, alheio a questo˜es organiza-
cionais. Ja´ os protocolos de gateway exterior, como o BGP [LOU 89], principal protocolo
utilizado nos backbones da Internet atualmente, ale´m da escolha das melhores rotas, ainda
devem levar em considerac¸a˜o certas polı´ticas restritivas. Uma organic¸a˜o pode na˜o querer
que seus pacotes trafeguem em determinados roteadores por questo˜es como segredo in-
dustrial, ou esta´ disposta a apenas retransmitir mensagens de usua´rios que pagam pelo
servic¸o, por exemplo.
O BGP utiliza o TCP como protocolo de transporte. Funciona basica-
mente como um algoritmo com vetor de distaˆncias, no entanto, na˜o somente os custos a
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cada destino sa˜o transmitidos pelos roteadores, mas o caminho completo ate´ eles. Com
base nas informac¸o˜es recebidas pelos vizinhos e nas polı´ticas restritivas, escolhe-se a me-
lhor rota. O problema da contagem ate´ infinito e´ resolvido por causa do anu´ncio das rotas
completas.
Na Figura 2.4 sa˜o mostradas as mensagens recebidas pelo nodo A re-
ferentes a`s rotas dos seus vizinhos ate´ o nodo D depois que o nodo E torna-se inativo.
Nota-se que o nodo B diz utilizar uma rota que na˜o e´ a menor em nu´mero de saltos, mas
que possivelmente foi escolhida devido a uma polı´tica que estabelece prefereˆncia a ro-
tas que na˜o tenham que passar pelo nodo C. Ao perceber que na˜o recebeu mensagens
de E, o nodo A assume que ele esteja inalcanc¸a´vel e descarta as rotas que passam por
ele. Tambe´m ignora rotas que passam por si, ja´ que ele pro´prio deve teˆ-las anunciado aos
vizinhos e possivelmente tenha outras mais atualizadas. No exemplo, a rota ACD seria
escolhida caso na˜o houvessem polı´ticas restritivas em relac¸a˜o a ela.
B:BAED
C: CD
F: FED
Mensagens recebidas por A
em relação ao destino D:
Figura 2.4: Comportamento do BGP em face a desconexo˜es
2.3.2 Estado do Enlace (Link-State)
O algoritmo por estado do enlace, diferentemente do vetor de distaˆncias
que tem informac¸a˜o apenas do custo e pro´ximo nodo a retransmitir mensagens de acordo
com o destino, constro´i um mapa completo da topologia da rede em cada nodo atrave´s da
troca de mensagens com os vizinhos. Depois disso, calcula as rotas utilizando um algo-
ritmo para encontrar caminho de menor custo em grafos, como o algoritmo de Dijkstra
[DIJ 59].
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O algoritmo por estado de enlace pode ser descrito em cinco passos,
cada roteador fazendo o seguinte [TAN 02]:
1. Descobrir seus vizinhos.
2. Medir o custo ate´ eles.
3. Criar um pacote com todas as informac¸o˜es que aprendeu.
4. Envia´-lo a todos os demais roteadores.
5. Calcular o caminho mais curto ate´ todos os roteadores.
A descoberta dos vizinhos e´ realizada atrave´s de pacotes HELLO, trans-
mitidos por todos os nodos depois de inicializados, que conte´m o enderec¸o - globalmente
u´nico - do transmissor. O custo, sendo o retardo de transmissa˜o, pode ser estimado com
pacotes ECHO. Envia-se um pacote desse tipo a um vizinho e armazena-se o instante em
que foi enviado. O outro nodo deve tentar responder instantaneamente para que o emissor
mec¸a com maior precisa˜o. Assim que obtiver a resposta, ele calcula a diferenc¸a entre os
instantes de envio e recebimento do pacote e atribui o valor como custo (ou a metade do
valor obtido, que equivaleria ao retardo em cada trecho da comunicac¸a˜o).
2.3.2.1 OSPF (Open Shortest Path First)
Com o crescimento da Internet, o RIP na˜o estava atendendo de forma
adequada a`s novas demandas. Ale´m de na˜o considerar a largura de banda, que passava a
ser um fator importante depois de atualizac¸o˜es das linhas para algumas centenas de kilo-
bits, tambe´m sofria da lenta convergeˆncia em mudanc¸as de topologia e com o crescimento
das tabelas, causado pela ruim escalabilidade do protocolo. Em meados de 1979 o RIP foi
substituı´do por um protocolo de estado de enlace. Em 1989, a IETF (Internet Engineer-
ing Task Force) padronizou o OSPF [MOY 89] que sofreu diversas alterac¸o˜es ate´ a versa˜o
atual [MOY 98]. ´E talvez o protocolo de roteamento de gateway interior mais utilizado
em grandes redes corporativas. ´E bastante eficiente frente a mudanc¸as de topologia, na˜o
forma loops e converge rapidamente.
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Como pre´-requisitos, o OSPF tinha [TAN 02]:
• Ser aberto (Open na sigla) e de fa´cil acesso.
• Admitir uma ampla variedade de me´tricas (distaˆncia fı´sica, retardo, etc.).
• Ser dinaˆmico, com ra´pida adaptac¸a˜o a alterac¸o˜es de topologia.
• Balancear a carga ao inve´s de simplesmente enviar todos os pacotes pela melhor
rota.
• Suportar hierarquia de forma que na˜o fosse necessa´rio o conhecimento da topologia
completa da rede.
• Apresentar robustez ante a informac¸o˜es de roteamento falsas.
O OSPF mapeia a rede em um grafo orientado, atribuindo um custo a
cada aresta. A hierarquia e´ organizada divindo-se o sistema autoˆnomo em a´reas. Uma
delas e´ chamada backbone (a´rea 0) e e´ responsa´vel pela comunic¸a˜o inter-a´reas. Usando a
inundac¸a˜o dentro da sua a´rea, cada roteador informa aos demais quais sa˜o seus vizinhos
e os custos ate´ eles possibilanto a construc¸a˜o do grafo de conectividade. Depois disso,
calcula-se o caminho de menor custo usando o algoritmo de Dijkstra.
Sa˜o definidos 4 tipos de roteadores: internos, de borda de a´rea, de back-
bone e de fronteira de sistema autoˆnomo. Estes u´ltimos sa˜o os que interconectam sistemas
autoˆnomos diferentes e tipicamente tambe´m rodam protocolos de gateway exterior, como
o BGP. Os roteadores de backbone sa˜o os que fazem parte dele. Roteadores de bordas
de a´rea interconectam pelo menos 2 a´reas e, por definic¸a˜o, sa˜o tambe´m roteadores de
backbone. Finalmente, roteadores internos sa˜o os que pertencem, assim como todos seus
vizinhos, a somente uma a´rea. Cada tipo representa um papel ou processo, na˜o exclusivo,
que possui atribuic¸o˜es e tabelas especı´ficas.
As mensagens sa˜o trocadas diretamente sobre o protocolo de rede IP
atrave´s de 5 tipos de mensagens: Hello, Link State Update, Link State Ack, Database
Description e Link State Request. Na inicializac¸a˜o, os roteadores enviam mensagens
Hello em todas suas linhas. Roteadores que estejam num segmento de multiacesso (como
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uma LAN Ethernet) elegem um u´nico roteador designado e um outro roteador designado
de backup, que entra em ac¸a˜o caso o primeiro falhe, para comunicar-se com o resto da
rede. O roteador designado e´ adjacente (possui arcos no grafo que representa a topologia
da rede) a cada um dos demais roteadores da LAN (topologia em estrela com o designado
no centro).
A mensagem de Link State Update informa o estado do emissor e os
custos aos demais que esta´ utilizando. Essa mensagem e´ enviada a todos os roteadores
adjacentes em diversas situac¸o˜es: periodicamente, quando links sa˜o ativados ou desati-
vados ou quando os custos se alteram. O recebimento de cada mensagem e´ confirmada
(mensagem Link State Ack) e possui um nu´mero de sequeˆncia para verificar o qua˜o re-
cente ela e´. Mensagens do tipo Database Description informam os nu´meros de sequeˆncia
das entradas da tabela do emissor de forma que o receptor possa solicitar (atrave´s de men-
sagens Link State Request) informac¸o˜es mais atualizadas que as suas. A figura 2.5 ilustra
a divisa˜o das a´reas e pape´is dos roteadores.
SistemaAutônomo
Backbone
BGP
Área
Roteador
Interno
Roteador de
Borda de Área
LAN
Roteador Designado
Roteador de Fronteira
de Sistema Autônomo
Roteador de
Backbone
Figura 2.5: Divisa˜o das a´reas e classificac¸a˜o dos roteadores no OSPF
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2.3.3 DSDV (Destination-Sequenced Distance Vector)
O DSDV [PER 94] foi uma adaptac¸a˜o do RIP para redes ad hoc sem
fios. O princı´pio de funcionamento e´ o mesmo dos algoritmos por vetor de distaˆncia.
Entretanto, adiciou-se estrate´gias para que a convergeˆncia ao estado correto se tornasse
mais ra´pida. Tambe´m foi adicionado um esquema para evitar flutuac¸o˜es disparadas por
novas informac¸o˜es.
A maneira de detectar informac¸o˜es desatualizadas e prevenir loops foi
atrave´s da manutenc¸a˜o nas tabelas de roteamento, juntamente com as informac¸o˜es de
custo e pro´ximo nodo, de um nu´mero de sequeˆncia originado pelo nodo destino. Essa
informac¸a˜o corresponderia a um identificador do anu´ncio do nodo destino que deu origem
a`s informac¸o˜es daquela entrada na tabela. Nu´meros de sequeˆncia superiores correspon-
dem a informac¸o˜es mais novas. Desta forma, o nu´mero de sequeˆncia e´ tambe´m consider-
ado na selec¸a˜o do pro´ximo nodo para um determinado destino ale´m, e´ claro, do custo do
caminho ate´ ele. Se ele for maior que o que consta na tabela do receptor, a informac¸a˜o
da tabela e´ substituı´da pela nova, mesmo que o custo seja maior, pois seria um indı´cio de
que o nodo destino mudou de posic¸a˜o. Se a nova informac¸a˜o tem o mesmo nu´mero de
sequeˆncia que a da tabela para aquele destino, verifica-se se o custo e´ inferior para que a
informac¸a˜o da tabela seja atualizada. Caso contra´rio, descarta-se a mensagem.
Quando alterac¸o˜es de me´tricas, links novos ou que caı´ram sa˜o de-
tectados por um nodo, ele propaga as novas informac¸o˜es com um novo nu´mero de
sequeˆncia. Isso pode disparar uma se´rie de atualizac¸o˜es nos demais nodos que sera˜o
rapidamente sobrescritas com informac¸o˜es melhores. A ocorreˆncia desse fenoˆmeno se da´
pela propagac¸a˜o das mensagens em va´rios caminhos distintos e e´ chamado, no DSDV,
de flutuac¸a˜o. Para evita´-las, tambe´m e´ armazenado, para cada destino, um tempo de
“acomodac¸a˜o”, que corresponderia ao intervalo de tempo em que uma nova informac¸a˜o e´
mantida antes de ser propagada. ´E calculado com base na me´dia dos u´ltimos tempos em
que a informac¸a˜o para aquele destino demorou para se estabilizar.
Ale´m da prevenc¸a˜o de loops e flutuac¸o˜es, o DSDV tambe´m propo˜e
meios de diminuir a quantidade de dados transmitida. Evitando o sobrecusto na traduc¸a˜o
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de enderec¸os lo´gicos em fı´sicos, o DSDV sugere a utilizac¸a˜o do pro´prio enderec¸o fı´sico
como o identificador do nodo. Ale´m disso ele propo˜e que atualizac¸o˜es transmitidas sejam
incrementais, com somente as entradas em que houveram mudanc¸as, diferentemente do
RIP em que toda atualizac¸a˜o consistia no envio da tabela completa por um nodo. Embora
possam ser reduzidas, atualizac¸o˜es completas tambe´m sa˜o necessa´rias para que nodos
rece´m inicializados ou que se moveram para uma nova a´rea recebam informac¸o˜es sobre
seus vizinhos.
2.4 Algoritmos de Roteamento Reativos
Baseado na premissa de que provavelmente os nodos na˜o necessitara˜o
trocar mensagens com todos os demais na rede e, portanto, o sobrecusto na manutenc¸a˜o
das rotas a todos os destinos possı´veis sendo considerado desnecessa´rio, os protocolos
reativos (ou sob demanda) foram propostos. Nesses protocolos, as rotas sa˜o mantidas nos
nodos que as requisitarem, conforme a necessidade do envio de mensagens a determina-
dos destinos. A descoberta da rota geralmente ocorre utilizando-se a inundac¸a˜o de um
pacote de requisic¸a˜o de rota. Quando um nodo com uma rota va´lida para o destino (ou o
pro´prio destino) recebe o pacote de requisic¸a˜o, responde a` origem geralmente utilizando
a rota inversa (assumindo links bidirecionais).
2.4.1 AODV (Ad hoc On-Demand Distance Vector)
O AODV [PER 99] foi proposto como protocolo de roteamento para
redes ad hoc sem fios que utilizam o IP como protocolo de rede. Recentemente foi
padronizado como RFC experimental [PER 03] e e´, talvez, o protocolo de roteamento
para redes ad hoc em maior evideˆncia. ´E um protocolo de roteamento reativo que utiliza
o algoritmo por vetor de distaˆncias. Na˜o sofre de problemas com loops devido a um es-
quema com nu´meros de sequeˆncia. Mante´m informac¸o˜es apenas de rotas solicitadas pelo
pro´prio nodo e das que atua como nodo intermedia´rio.
Atrave´s da inundac¸a˜o de um pacote de requisic¸a˜o de rota originado pelo
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nodo emissor, os nodos intermedia´rios estabelecem rotas reversas tempora´rias em suas
tabelas de roteamento, que sera˜o utilizadas caso se confirmem como o melhor caminho
ate´ o destino. Assim como no DSDV, o AODV utiliza o nu´mero de sequeˆncia do nodo
destino para determinar o qua˜o recente e´ a rota que tem ate´ ele.
Cada nodo mante´m dois contadores: nu´mero de sequeˆncia e identifi-
cador de broadcast. Este u´ltimo e´ incrementado a cada nova requisic¸a˜o de rota fazendo
com que, juntamente com o enderec¸o do nodo, identifique unicamente cada requisic¸a˜o.
Cada nodo que recebe uma mensagem de requisic¸a˜o de rota, a retrasmite a todos os seus
vizinhos. Eventualmente, mu´ltiplas co´pias da mesma requisic¸a˜o chegara˜o no mesmo
nodo. Caso isso ocorra elas sa˜o descartadas. Quando recebe uma requisic¸a˜o de rota,
o nodo intermedia´rio mante´m, por um tempo pre´-determinado, o enderec¸o do nodo pela
qual a mensagem chegou. Caso a requisic¸a˜o chegue ate´ o destino, a rota inversa e´ utilizada
para que a origem seja notificada. Caso contra´rio, ela e´ descartada depois da ocorreˆncia
de um timeout.
A mensagem de requisic¸a˜o de rota tem os seguintes campos: iden-
tificador da origem, identificador do destino, identificador do broadcast, nu´mero de
sequeˆncia da origem, u´ltimo nu´mero de sequeˆncia conhecido do destino e contagem de
saltos. O campo com o nu´mero de saltos e´ incrementado a cada retransmissa˜o. Atrave´s
de sucessivos broadcasts, a mensagem eventualmente chega ate´ o destino ou ate´ um nodo
intermedia´rio que tenha uma rota suficientemente nova ate´ ele (com nu´mero de sequeˆncia
do destino maior que o da requisic¸a˜o). Quando isso ocorrer, uma mensagem de resposta
de rota e´ enviada ate´ a origem.
A mensagem de resposta de rota percorre o caminho inverso da men-
sagem de requisic¸a˜o. Nesse percurso, o caminho de retransmissa˜o da origem ao destino e´
formado pelos nodos intermedia´rios. Quando a resposta atinge a origem ela pode iniciar a
transmissa˜o de dados imediatamente. Como os nodos intermedia´rios constroem a rota do
pacote de resposta de rota como sendo a inversa da percorrida pelo pacote de requisic¸a˜o
de rota, o algortimo na˜o funcionaria em redes com links unidirecionais. No evento de
um enlace desse tipo, ao na˜o conseguir transmitir o pacote de resposta, seria gerado um
processo de recuperac¸a˜o e, consigo, o sobrecusto correspondente.
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2.4.2 DSR (Dynamic Source Routing)
A estrate´gia de roteamento por origem (source routing) e´ uma te´cnica
em que os pacotes carregam em seu cabec¸alho a especificac¸a˜o completa da rota que de-
vem percorrer. O nodo de origem toma as deciso˜es do caminho completo e as inclui nas
mensagens enviadas. O algoritmo de roteamento para redes ad hoc DSR [JOH 96] uti-
liza esta te´cnica. ´E tambe´m um protocolo reativo, em que as rotas sa˜o solicitadas sob
demanda.
O processo de descoberta de rota, assim como no AODV, e´ feito fazendo
inundac¸a˜o do pacote de requisic¸a˜o. Entretanto, ao inve´s de cada nodo intermedia´rio ar-
mazenar predecessor e sucessor conforme origem e destino, a rota e´ construı´da dentro da
mensagem, com cada nodo em que a requisic¸a˜o percorre incluindo nela seu identificador.
Quando ela atingir o destino, um pacote de resposta de rota e´ enviado a` origem. O per-
curso desse pacote pode ser o inverso do que constar no pacote de requisic¸a˜o (assumindo
links bidirecionais), uma outra rota que ja´ estivesse em cache do nodo destino, ou poderia
ser feito um novo processo de descoberta de rota do destino a` origem (piggybacking). Esta
medida permite que o protocolo funcione mesmo na presenc¸a de enlaces unidirecionais.
Ao inve´s de uma tabela de roteamento que guarda informac¸o˜es que
serviriam de base na tomada de decisa˜o das rotas, o DSR possui uma cache de roteamento
com as rotas conhecidas ate´ o momento. Nela sa˜o armazenadas as informac¸o˜es obtidas
nas requisic¸o˜es e respostas de rota. Tambe´m pode ser feito o uso de escuta em modo
promı´scuo, em que todos os pacotes sa˜o analisados, mesmo que na˜o sejam enderec¸ados a
si. Tambe´m e´ necessa´rio verificar constantemente se as rotas continuam va´lidas que, pela
auseˆncia de mensagens perio´dicas, so´ pode ser feito atrave´s da ana´lise dos pacotes que
trafegam na rede, estipulando um tempo de vida desde a u´ltima vez que se teve notı´cia
sobre determinada rota.
No processo de redirecionamento, uma retransmissa˜o pode falhar. Caso
a entrega seja segura, com confirmac¸a˜o do recebimento de mensagens pelo MAC ou ca-
madas superiores, um nodo pode enviar uma mensagem de erro ao emissor ou podera´
tentar realizar a descoberta de uma outra rota ate´ o destino, o ja´ citado piggybacking.
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2.5 Algoritmos de Roteamento Hı´bridos e Hiera´rquicos
Algoritmos hiera´rquicos dividem o conjunto de nodos em grupos,
fazendo uma distinc¸a˜o entre nodos “cabec¸a” do grupo e os demais, definindo assim a hi-
erarquia. Exige manutenc¸a˜o dos grupos e pode apresentar problemas de excesso de carga
em determinados nodos cabec¸a. No CBRP (Cluster Based Routing Protocol) [JIA 99], a
eleic¸a˜o no nodo cabec¸a e´ baseada no enderec¸o do nodo (o maior ou menor e´ o escolhido) e
ele deve conhecer o enderec¸o de todos os nodos que fazem parte do grupo. O diaˆmetro do
grupo e´ definido pelo nu´mero de saltos (2, na proposta dos autores). Toda comunicac¸a˜o
ocorre atrave´s dos nodos cabec¸a, que deve definir tambe´m os membros limı´trofes com os
outros grupos para comunicac¸a˜o inter-grupo. Apresenta um certo atraso pela decisa˜o de
roteamento so´ poder ser tomada nos nodos cabec¸a. No entanto, o sobrecusto e´ geralmente
inferior a outras estrate´gias [BOU 04].
Protocolos hı´bridos sa˜o tanto pro´-ativos quanto reativos. O principal
objetivo e´ aumentar a escalabilidade fazendo com que nodos pro´ximos trabalhem juntos
para diminuir o sobrecusto das descobertas de rotas. No ZRP (Zone Routing Protocol)
[HAA 01], isso e´ feito mantendo, pro´-ativamente, as rotas para os nodos mais pro´ximos
e, para destinos distantes, as determinando utilizando a estrate´gia de descoberta de rotas.
Esta˜o relacionados aos hiera´rquicos porque tambe´m fazem a distinc¸a˜o de pape´is entre os
nodos da rede.
2.6 Algoritmos de Roteamento Geogra´ficos
Algoritmos de roteamento geogra´ficos utilizam a informac¸a˜o da posic¸a˜o
dos nodos para definir as rotas. O LAR [KO 00] utiliza a localizac¸a˜o dos nodos para li-
mitar a a´rea da inundac¸a˜o. Ao enviar uma mensagem, o nodo emissor define uma “zona
esperada” do nodo destino. Se algum nodo que receber a mensagem estiver fora dessa
zona, ela e´ descartada. O objetivo e´ reduzir o sobrecusto das retransmisso˜es de cada men-
sagens pela rede inteira. A zona esperada e´ definida com base em informac¸o˜es histo´ricas
(inicialmente o algoritmo e´ ideˆntico a` inundac¸a˜o), e pode utilizar heurı´sticas sobre dados
29
como velocidade e direc¸a˜o da movimentac¸a˜o dos nodos.
O HECOPS (Heuristic Environmental Consideration Over Positioning
System) [REG 07, REG 06] e´ um algoritmo de roteamento para redes sem fios que consi-
dera apenas a intensidade do sinal recebido para definir a posic¸a˜o dos nodos, na˜o exigindo
hardware adicional e, ainda assim, deixando boa precisa˜o na posic¸a˜o estimada [PIR 08].
Sa˜o especialmente convenientes juntamente com protocolos pro´-ativos, por necessitarem
de transmisso˜es perio´dicas a fim de definir as distaˆncias estimadas ate´ nodos fixos com
posic¸a˜o conhecida - os aˆncoras. Neste caso a informac¸a˜o de posic¸a˜o serviria para a
definic¸a˜o de regio˜es da rede, possibilitando, por exemplo, a requisic¸a˜o de dados a ape-
nas os nodos que estiverem em determinada a´rea geogra´fica.
2.7 Comparac¸o˜es de Desempenho
Broch [BRO 98] e Ehsan [EHS 04] comparam 4 protocolos de rotea-
mento para redes ad hoc sem fios: DSDV (sec¸a˜o 2.3.3), TORA [PAR 97], DSR (sec¸a˜o
2.4.2) e AODV (sec¸a˜o 2.4.1). Em ambos os trabalhos, os protocolos foram modelados
e executados no simulador ns-2 e comparados principalmente com relac¸a˜o a` mobilidade
dos nodos da rede. O modelo de movimentac¸a˜o simulado nas comparac¸o˜es e´ definido
por um tempo de pausa. Cada nodo permanece estaciona´rio por esse tempo, escolhe um
ponto aleato´rio e desloca-se ate´ la´ limitado por uma velociade ma´xima.
O TORA (Temporally Ordered Routing Algorithm) e´ um algoritmo
reativo que faz uma analogia a um curso d’a´gua caindo em uma montanha. Cada nodo
mante´m para cada destino um paraˆmetro definido como “altura”. A rota percorrida por
uma mensagem flui na direc¸a˜o da maior altura para a menor. Inicialmente e´ enviado um
pacote de descoberta de rota que e´ eventualmente respondido pelo destino ou um nodo
que tenha uma rota ate´ ele. Cada nodo que recebe a resposta define a altura com relac¸a˜o
a`quele destino como superior a` da mensagem.
As concluso˜es dos resultados obtidos a partir das simulac¸o˜es quanto ao
sobrecusto esta˜o diretamente relacionadas a`s estrate´gias utilizadas. O TORA apresenta
maior sobrecusto em nu´mero de mensagens, causado pela necessidade de atualizac¸a˜o
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da rede inteira nas mudanc¸as de topologia. O DSDV apresenta sobrecusto constante,
independentemente da taxa de mobilidade, pois na˜o reage a`s mudanc¸as de topologia.
Pore´m, conforme ela aumenta, aumenta tambe´m a perda de pacotes, causada pelo tempo
necessa´rio ate´ que os anu´ncios perio´dicos propaguem as informac¸o˜es das novas rotas.
Os protocolos reativos apresentaram sobrecusto mı´nimo para baixas taxas de mobilidade,
ja´ que, em geral, na˜o geram quaisquer mensagens de controle enquanto mudanc¸as de
topologia na˜o sa˜o detectadas. Ja´ para maiores taxas de movimentac¸a˜o, o sobrecusto dos
protocolos reativos aumenta consideravelmente em relac¸a˜o aos pro´-ativos. Juntamente,
aumenta tambe´m a taxa de entrega de mensagens.
Quanto ao sobrecusto dos protocolos reativos, o DSR e´ o que se sai
melhor em nu´mero de mensagens. No entanto, conforme a rede cresce, cresce tambe´m
a quantidade de bytes incluı´dos a cada mensagem, ja´ que a rota completa e´ colocada
nos pacotes de dados, fazendo com o AODV seja mais eficiente em nu´mero de bytes
transmitidos.
Outro paraˆmetro de comparac¸a˜o entre os protocolos de roteamento e´
a lateˆncia fim a fim de uma mensagem. Os protocolos pro´-ativos apresentam a menor
lateˆncia quando a rota ja´ e´ conhecida. No entanto, caso a rota na˜o seja conhecida, so´
poderia ser enviada no momento em que as atualizac¸o˜es perio´dicas com as informac¸o˜es
daquele destino chegassem ao nodo emissor, o que poderia levar certo tempo. A partir do
momento em que a rota e´ conhecida e permanece va´lida durante o tempo de propagac¸a˜o
das mensagens ate´ o destino, a lateˆncia e´ mı´nima. O mesmo e´ va´lido para o AODV. O
primeiro pacote enviado a um destino com rota desconhecida acarretaria na adic¸a˜o do
tempo da descoberta de rota, enquanto os demais pacotes destinados ao mesmo receptor
teriam lateˆncia mı´nima enquanto a rota permanecesse va´lida.
Em [GRA 04], sa˜o apresentadas comparac¸o˜es entre protocolos de rotea-
mento ao ar livre, em ambiente fechado e simulac¸o˜es. As execuc¸o˜es ao ar livre ocorreram
em uma quadra de esportes, com 33 computadores porta´teis movendo-se arbitrariamente.
As demais tentam reproduzir o ambiente e os mesmos padro˜es de movimentac¸a˜o que
a execuc¸a˜o externa. Apesar de focar-se nas diferenc¸as entre os resultados obtidos da
execuc¸a˜o em campo e nas simuladas, sa˜o tambe´m apresentadas algumas concluso˜es do
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comportamento dos protocolos em func¸a˜o das suas caracterı´sticas funcionais.
Foram comparadados 2 protocolos pro´-ativos, APRL [KAR 98] e
STARA [GUP 97], e 2 reativos, AODV (sec¸a˜o 2.4.1) e ODMRP [LEE 02]. O ODMRP
difere do AODV principalmente pelo suporte a multicast e na anexac¸a˜o dos dados junta-
mente com o pacote de descoberta de rota.
O APRL e´ bastante similar ao DSDV (sec¸a˜o 2.3.3). A diferenc¸a princi-
pal esta´ na maneira de evitar a ocorreˆncia de loops. Enquanto o DSDV utiliza nu´meros
de sequeˆncia, o APRL, depois de conhecida a rota, envia um pacote que deve ser re-
transmitido de volta pelo nodo destino. Se a mensagem chega novamente, assume-se a
inexisteˆncia de loops.
O STARA emprega uma estrate´gia probabilı´stica, mantendo pro´-
ativamente a lista de nodos vizinhos. Ao enviar uma mensagem, escolhe o vizinho que
mais tem chance de estar no melhor caminho para o destino (partindo inicialmente de uma
distribuic¸a˜o uniforme) e coloca um timestamp na mensagem. Ao receber a mensagem de
confirmac¸a˜o, atualiza as probabilidades em func¸a˜o da lateˆncia que a mensagem levou para
retornar.
A taxa de entrega (nu´mero de mensagens recebidas pelo nu´mero de
mensagens geradas) do ODMRP foi a melhor entre os 4 protocolos. A raza˜o e´ a inclusa˜o
dos dados junto do pacote de descoberta de rota, que e´ inundado na rede. No entanto,
o custo da inundac¸a˜o para o primeiro pacote de dados e´ adicionado. A alta taxa de en-
trega e´ explicada pelas mensagens, nas execuc¸o˜es relatadas, serem de apenas um pacote.
Caso a comunicac¸a˜o entre os pares continuasse por mais mensagens, provavelmente as
trocas de topologia incorreriam em maiores perdas de pacotes. Ale´m da conclusa˜o de
que o ODMRP e´ eficiente em cena´rios com pacotes pequenos e relativa disponibilidade
de energia, os autores apontam o AODV como mais econoˆmico por apresentar o menor
nu´mero de pacotes de controle por mensagem de dados gerada. Tambe´m concluem que os
reativos se sobressaem em ambientes dinaˆmicos e que a descoberta pro´-ativa do STARA
e´ excessiva para os ambientes em que os testes foram executados.
Ale´m dos citados, va´rios outros trabalhos comparam diferentes classes
de protocolos [CHA 06, DAS 00, BOU 04, TRU 07], geralmente chegando a`s mesmas
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concluso˜es a respeito das situac¸o˜es em que certas estrate´gias sa˜o melhores ou piores,
como reativos ou pro´-ativos e roteamento por origem ou vetor de distaˆnicias. Conforme
salientamos, cada estrate´gia traz alguma vantagem em detrimento de algo. Nosso trabalho
busca fazer com que seja possı´vel montar, atrave´s das melhores escolhas de estrate´gias e
de suas configurac¸o˜es, um protocolo completo que atenda a`s necessidades especı´ficas de
uma aplicac¸a˜o em particular.
2.8 Trabalhos Relacionados
Focaremos nesta sec¸a˜o em propostas que possibilitem a gerac¸a˜o de pro-
tocolos, especialmente de roteamento, atrave´s da junc¸a˜o de componentes recorrentes do
domı´nio.
A proposta que mais se assemelha a` nossa no sentido de combinar
estrate´gias comuns encontradas em protocolos de roteamento para redes ad hoc, e´ o
Manetkit [RAM 08]. Trata-se de um framework de componentes para a composic¸a˜o de
protocolos de roteamento focado em MANETs (Mobile Ad Hoc Networks). Os protoco-
los gerados rodam no espac¸o de usua´rio sobre sistemas operacionais de propo´sito geral e
usam sockets crus IP.
A unidade ba´sica de composic¸a˜o e´ denominada CF (Component Frame-
work). Ela e´ composta por 3 elementos: controle, redirecionamento e estado. O elemento
de controle implementa o algoritmo do componente. O de redirecionamento e´ responsa´-
vel pelas funcionalidades de envio e recebimento de pacotes. Finalmente, o elemento de
estado gerencia as informac¸o˜es pertinentes ao componente, como, por exemplo, tabelas
de nodos vizinhos.
O sistema e´ composto por: (i) um CF de sistema, responsa´vel pelo
tratamento de eventos e em disponibilizar uma interface comum de acesso aos recursos
necessa´rios do sistema operacional; e (ii) um conjunto de CF de protocolos combina-
dos. A acoplagem se da´ atrave´s da propagac¸a˜o de eventos. Cada elemento de um CF
define eventos que dispara e tratadores para eventos gerados por outros componentes. A
vinculac¸a˜o entre eventos e tratadores deve ser explı´cita, definindo o fluxo de propagac¸a˜o
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das informac¸o˜es do protocolo.
Apesar da semelhanc¸a na reutilizac¸a˜o de componentes recorrentes em
protocolos de rotemento em redes ad hoc, as propostas diferem substancialmente quanto
a` abordagem e alvos de implantac¸a˜o. Nossa abordagem foi projetada para compor proto-
colos sem, ou pouco, sobrecusto advindo da arquitetura, tornando-os aptos a rodarem em
dispositivos embarcados com extrema limitac¸a˜o de recursos, na˜o sendo limitada a someste
eles. A manutenc¸a˜o de listas em escalonadores de eventos somente para vincular os com-
ponentes seria excessivo para os nossos objetivos. A ligac¸a˜o entre os componentes se da´
atrave´s de metaprogramac¸a˜o esta´tica. O co´digo das diferentes estrate´gias sa˜o compostos
em tempo de compilac¸a˜o, sem carregar o sobrecusto para a execuc¸a˜o. Ale´m disso, nosso
sistema na˜o e´ limitado a sistemas operacionais de propo´sito geral ou mesmo a algum
sistema operacional para sistemas embarcados, como mostramos na sec¸a˜o 5.2.
ASL [KAW 03], PICA [CAL 03] e Click [KOH 00] propo˜em bibliote-
cas que auxiliam no desenvolvimento de protocolos de roteamento e, assim como o
Manetkit, sa˜o focadas em sistemas operacionais de propo´sito geral e redes IP. Tambe´m
por se tratarem de bibliotecas que suportam certa generalidade, incluem funcionalidades
que a`s vezes na˜o sa˜o necessa´rias a certas aplicac¸o˜es ou protocolos. O Click, em especial,
tambe´m utiliza a definic¸a˜o de “elementos” como componentes dos protocolos, mas foca
principalmente no fluxo de transmissa˜o de informac¸o˜es entre eles, mostrando modelagem
de possı´veis maneiras de realizar o roteamento IP.
Ale´m da nossa proposta ter foco voltado a dispositivos embarcados, sem
deixar de ser va´lida em sistemas de maior capacidade de processamento e quantidade de
memo´ria, ela difere tambe´m das encontradas na literatura no sentido de prover protocolos
flexı´veis pela possibilidade de combinac¸a˜o e configurac¸a˜o de estrate´gias e ainda assim
comporta-se de maneira semelhante a monolı´ticos no que diz respeito ao co´digo, por na˜o
haver gereˆncia da comunicac¸a˜o entre as estrate´gias em tempo de execuc¸a˜o. A pro´xima
sec¸a˜o descreve a infra-estrutura utilizada como base da implementac¸a˜o deste trabalho.
Em seguida descrevemos em detalhes nossa soluc¸a˜o e apresentamos aplicac¸o˜es e estudos
de caso de sua utilizac¸a˜o.
Capı´tulo 3
Framework de Comunicac¸a˜o
O framework metaprogramado para protocolos leves [dS 05b] foi pro-
posto com o objetivo de que fosse possı´vel selecionar, combinar e configurar os protocolos
de comunicac¸a˜o para aplicac¸o˜es de alto desempenho, mantendo a modularidade atrave´s
de mecanismos de composic¸a˜o, ao inve´s do encapsulamento por camadas tradicional. ´E
formado basicamente por um Nu´cleo Ba´sico, que implementa as diretivas de comunicac¸a˜o
do dispositivo, um conjunto de metaprogramas responsa´veis por combinar as estrate´gias
selecionadas em um reposito´rio de configurac¸a˜o e um conjunto de estrate´gias que imple-
mentam o “comportamento” de cada uma delas em face a eventos predefinidos. O produto
da composic¸a˜o das estrate´gias e´ denomidado Protocolo Composto.
As pro´ximas sec¸o˜es apresentam maiores detalhes de cada uma das
partes do framework e discorrem tambe´m sobre seu funcionamento.
A Figura 3.1 apresenta a relac¸a˜o entre os componentes do framework.
Um conjunto de estrate´gias, que sa˜o configuradas e selecionadas em um reposito´rio de
configurac¸a˜o, passam por um configurador - tambe´m alimentado pelas configurac¸o˜es
esta´ticas, formando o protocolo composto que, juntamente com o nu´cleo ba´sico, compo˜e
o componente final.
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Figura 3.1: Relac¸a˜o entre os componentes do Framework Metaprogramado de Protocolos Leves
3.1 Nu´cleo Ba´sico
O nu´cleo ba´sico corresponde a` parte dependente de plataforma, re-
sponsa´vel pelo envio e recebimento de mensagens no nı´vel de enlace. Entretanto, ale´m
de realizar as tarefas como configurac¸a˜o de registradores, de ringbuffers e encapsula-
mento de mensagens, tambe´m deve incluir chamadas que sera˜o substituı´das, em tempo de
compilac¸a˜o, pelas implementac¸o˜es de cada uma das estrate´gias selecionadas.
Os protocolos de comunicac¸a˜o tomam deciso˜es em func¸a˜o de
solicitac¸o˜es de envio de mensagens por parte da aplicac¸a˜o ou atrave´s da ana´lise dos
cabec¸alhos de mensagens recebidas. Com base nisso, sa˜o incluı´dos nos me´todos de en-
vio e recebimento os chamados pointcuts, sob a forma de chamadas de me´todos do ob-
jeto que corresponde ao protocolo composto (sec¸a˜o 3.3). Essas chamadas se tornara˜o as
implementac¸o˜es dos me´todos das estrate´gias selecionadas para compor o protocolo.
A Figura 3.2 mostra o exemplo de uma subrotina do Nu´cleo Ba´sico,
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responsa´vel pelo envio de quadros. As estruturas destacadas representam os pointcuts.
protocol.after_send()
protocol.handle_frame()
Envia Quadro
Prepara frame a ser enviado
protocol.allow_send()
Verificações Iniciais
protocol.before_send()
F
V
Figura 3.2: Fluxograma de uma possı´vel subrotina que implementa o envio de mensagens no
Nu´cleo Ba´sico
3.2 Estrate´gias de Comunicac¸a˜o
As diferentes maneiras de estabelecer e manter a comunicac¸a˜o, identi-
ficar determinados eventos, bem como adicionar funcionalidades diversas, sa˜o fatoradas
em estrate´gias de comunicac¸a˜o. Cada estrate´gia define seu estado e toma deciso˜es quando
sa˜o invocadas pelo nu´cleo ba´sico, nos pointcuts inseridos em posic¸o˜es estrate´gicas, prin-
cipalmente nos me´todos de envio e recebimento de quadros.
As estrate´gias devem implementar os eventos que teˆm interesse em
tratar. A comunicac¸a˜o entre o nu´cleo ba´sico e as estrate´gias e delas entre si e´ feita
atrave´s de um objeto que guarda informac¸o˜es do ambiente durante a execuc¸a˜o. Uma
refereˆncia a esse objeto e´ passada a cada me´todo chamado em uma estrate´gia. Como e´
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um objeto compartilhado, deve-se tomar cuidado quando houverem chamadas recursivas
atrave´s da realizac¸a˜o de salvamento e restaurac¸a˜o dos atributos que podem ser alterados
na subchamada. Uma chamada recursiva ocorreria, por exemplo, quando uma estrate´gia
de fragmentac¸a˜o de pacotes, dentro do me´todo de envio, tivesse que reinvoca´-lo va´rias
vezes, uma para cada fragmento.
A Figura 3.3 ilustra como seria executado os primeiros passos
do me´todo de envio, depois da substituic¸a˜o do pointcut before send pelas
implementac¸o˜es das estrate´gias selecionadas. O paraˆmetro env corresponde a` refereˆncia
ao objeto que conte´m as informac¸o˜es de ambiente.
Verificações Iniciais
protocol.before_send() ...
before_send(T &env)
Estrategia1::
before_send(T &env)
Estrategia2::
before_send(T &env)
EstrategiaN::
Figura 3.3: Sequeˆncia de execuc¸a˜o depois da montagem esta´tica do protocolo composto
3.3 Protocolo Composto
O Protocolo Composto e´ o resultado da combinac¸a˜o das estrate´gias,
atrave´s de uma cadeia de heranc¸a entre as classes que as implementam. Um conjunto de
metaprogramas e de configurac¸o˜es esta´ticas e´ responsa´vel pela composic¸a˜o do protocolo
composto. Na Figura 3.2, o identificador protocol representa o objeto, instanciado
no nu´cleo ba´sico, do tipo resultante do metaprograma que combina as estrate´gias em um
protocolo composto.
Para que a composic¸a˜o seja possı´vel, e´ necessa´rio que se implemente a
classe Protocol Generator, exemplificado no fragmento de co´digo da Figura 3.4. ´E
uma classe parametrizada, que recebe os tipos Traits e Baseline. Este corresponde
ao nu´cleo ba´sico, enquanto aquele define quais estrate´gias esta˜o ou na˜o ativas. Os iden-
tificadores DISABLE SEND, MULTICAST, FRAGMENT e RELIABLE DELIVERY sa˜o
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Node < Fragment_Strategy < Traits::FRAGMENT >,
Node < Disable_Send_Strategy < Traits::DISABLE_SEND >,
Node < Multicast_Strategy < Traits::MULTICAST >,
Node < Reliable_Delivery_Strategy < Traits::RELIABLE_DELIVERY >,
struct Protocol_Generator
typedef Composite_Protocol <
{
> > > >, Baseline
> Protocol;
};
template < typename Traits, typename Baseline >
Figura 3.4: Fragmento de co´digo de uma possı´vel implementac¸a˜o da classe Protocol Generator
atributos de tipo booleano que, quando verdadeiros, fazem com que a classe que repre-
sentam fac¸a parte da cadeia de heranc¸a que produzira´ o tipo resultante do metaprograma
Composite Protocol. Desta maneira, basta alterar seus valores para que uma es-
trate´gia fac¸a parte ou na˜o do protocolo composto.
A ordem em que as estrate´gias sa˜o colocadas na classe
Protocol Generator e´ de extrema importaˆncia, pois sera´ tambe´m a ordem
em que os me´todos de cada estrate´gia sera˜o invocados na ocorreˆncia de cada pointcut,
como exemplificado na Figura 3.3. Tambe´m a implementac¸a˜o das estrate´gias deve levar
em conta essa ordem.
3.4 Framework
A principal vantagem da utilizac¸a˜o desta abordagem sobre bibliotecas
comuns ou protocolos dinaˆmicos e´ que, atrave´s da metaprogramac¸a˜o, que e´ resolvida
em tempo de compilac¸a˜o, somente o co´digo necessa´rio ao funcionamento do protocolo
sera´ incluı´do no co´digo objeto, sem nenhum sobrecusto extra. Desta forma, instaˆncias de
protocolos especializados a uma determinada aplicac¸a˜o podem ser rapidamente gerados.
Em contrapartida, protocolos dinamicamente adaptativos podem
abranger uma gama maior de cena´rios, em detrimento da eficieˆncia e tamanho do co´digo.
Direcionamos enta˜o nosso escopo a aplicac¸o˜es dedicadas, especializadas a` realizac¸a˜o de
tarefas pre´-determinadas, ao inve´s da tentativa de criar ou compor protocolos abrangentes.
Capı´tulo 4
Mecanismo de Gerac¸a˜o e Configurac¸a˜o
de Algoritmos de Roteamento para
Redes Ad Hoc Sem Fio
Nossa proposta trata-se de um sistema estaticamente configura´vel com
a possibilidade de selec¸a˜o de estrate´gias encontradas em algoritmos de roteamento para
redes ad hoc sem fios. A configurabilidade esta´tica implica na possibilidade de alterar e
adequar os paraˆmetros de configurac¸a˜o antes da etapa de compilac¸a˜o. Essas configurac¸o˜es
sa˜o feitas nos Traits, classes parametrizadas cujos atributos sa˜o constantes e esta´ticos.
Esses atributos conteˆm as propriedades ou definic¸o˜es de uma certa classe, bem como
podem especificar se a classe a que se referem e caracterı´sticas internas a ela estara˜o ou
na˜o presentes no co´digo objeto final.
As estrate´gias foram fatoradas atrave´s da observac¸a˜o e comparac¸a˜o en-
tre as caracterı´sticas encontradas no domı´nio dos algoritmos de roteamento para redes ad
hoc. Em especial, foram priorizadas as que implicam em diversidade arquitetural dos pro-
tocolos e, por consequeˆncia, que apresentam diferentes desempenhos quando aplicadas a
um mesmo cena´rio.
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4.1 Fatorac¸a˜o das Abstrac¸o˜es
Com o intuito de permitir ampla configurac¸a˜o e composic¸a˜o esta´tica
das caracterı´sticas selecionadas para compor o protocolo final, sem a inclusa˜o de oˆnus
adicional, utilizou-se a infra-estrutura disponibilizada pelo framework de comunicac¸a˜o
metaprogramado para protocolos leves. Conforme descrito no Capı´tulo 3, o protocolo
resultante final, ou Protocolo Composto, e´ constituı´do por um conjunto de estrate´gias
selecionadas previamente e reunidas em tempo de compilac¸a˜o.
Como protocolo prima´rio de roteamento, tambe´m utilizado por outras
estrate´gias, modelamos como uma estrate´gia a Inundac¸a˜o (sec¸a˜o 2.2). Trata-se basica-
mente da retransmissa˜o controlada de toda mensagem que chega. Ale´m dela, modelamos
outras duas estrate´gias: Vetor de Distaˆncias e Reativa. Esta e´ responsa´vel pelos procedi-
mentos de descobeta de rotas sob demanda, conforme descrito na sec¸a˜o 2.4. A estrate´gia
por vetor de distaˆncias e´ responsa´vel pelo gerenciamento da tabela de roteamento, de
acordo com o discorrido na sec¸a˜o 2.3.1. Ale´m disso, quando a estrate´gia reativa na˜o e´ se-
lecionada, tambe´m realiza a disseminac¸a˜o perio´dica da tabela, assumindo comportamento
pro´-ativo.
As pro´ximas sec¸o˜es apresentam as especificidades de cada uma das es-
trate´gias.
4.1.1 Estrate´gia da Inundac¸a˜o
A estrate´gia da inundac¸a˜o, discutida na sec¸a˜o 2.2, pode simplificada-
mente ser resumida na retransmissa˜o de todo pacote a todos os nodos alcanc¸a´veis. Natu-
ralmente, e´ necessa´rio um meio de controle das retransmisso˜es potencialmente infinitas.
Conforme ja´ comentado, existem duas maneiras de fazer o controle das
retransmisso˜es: campo TTL (time to live), em que a mensagem e´ descartada apo´s um
certo nu´mero de retransmisso˜es, ou inclusa˜o de um nu´mero sequencial que identifica
cada mensagem, permitindo o descarte de duplicatas. Essa caracterı´stica e´ um paraˆmetro
de configurac¸a˜o esta´tico. No caso do TTL ser escolhido, deve-se tambe´m prover seu
valor. Ale´m do controle de retransmisso˜es, a estrate´gia tambe´m deve verificar se sua ac¸a˜o
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e´ permitida, quando utilizada em conjunto com outras. Um exemplo seria seu uso em
conjunto com a estrate´gia reativa, que realiza a inundac¸a˜o para descobrir a rota mas na˜o
para as demais mensagens.
Quando utilizado o nu´mero sequencial a estrate´gia deve manter uma
lista associando o identificador do nodo e o u´ltimo nu´mero sequencial retransmitido
daquela origem. Essa lista e´ usada no momento de decidir entre o descarte ou retrans-
missa˜o de uma mensagem inundada. Tambe´m deve ser mantido pela estrate´gia um con-
tador a ser incrementado a cada envio, incluindo o seu valor no cabec¸alho de cada nova
transmissa˜o. A decisa˜o de retransmissa˜o e´ simples: caso o nu´mero da mensagem que po-
tencialmente sera´ retransmitida seja igual ou inferior ao que consta na lista, ela e´ descar-
tada. Caso contra´rio, a lista e´ atualizada e a mensagem retransmitida.
No caso do TTL, basta incluir em cada nova mensagem um valor fixo.
O teste de retransmissa˜o se limita a verificar se seu valor e´ 0, caso em que a mensagem e´
descartada. Se o valor e´ diferente de 0 ele e´ decrementado e a mensagem retransmitida.
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Figura 4.1: Ma´quina de Estados Inundac¸a˜o
A Figura 4.1 apresenta a ma´quina de estados em que se pode identificar
os tipos de mensagens enviados e tratados pela estrate´gia quando somente ela esta´ sele-
cionada. A mensagem do tipo PAYLOAD carrega dados com carga u´til da aplicac¸a˜o, que
sa˜o embutidas em mensagens do tipo FLOOD. A estrate´gia avalia mensagens deste u´ltimo
tipo, verificando o destino e o mecanismo limitante da inundac¸a˜o.
As ac¸o˜es da estrate´gia podem ser resumidas no seguinte pseudoco´digo,
ignorando alguns controles adicionais que sera˜o discutidos posteriormente.
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• Envio:
– Verificar se a inundac¸a˜o foi desativada. Em caso positivo, parar o processo.
– Incluir na mensagem a informac¸a˜o de controle de retransmisso˜es e envia´-la.
– Marcar a permissa˜o de envio como negada (afinal, ela ja´ foi enviada).
Figura 4.2: Inundac¸a˜o before send
O diagrama de sequencia da Figura 4.2 ilustra as ac¸o˜es tomadas no evento que ante-
cede o recebimento de uma mensagem por parte da aplicac¸a˜o. Quando esse point-
cut e´ invocado pelo protocolo composto, e´ verificado se a estrate´gia tem permissa˜o
de agir, ou seja, o pacote em questa˜o e´ enviado utilizando inundac¸a˜o. Caso nen-
huma das demais estrate´gias tenha desmarcado a permissa˜o de envio, a estrate´gia
preenche devidamente os cabec¸alhos do pacote de inundac¸a˜o e solicita o real envio
ao nu´cleo ba´sico. Finalmente, a permissa˜o de envio por parte do nu´cleo ba´sico e´
desmarcada, porque o pacote ja´ teria sido enviado no presente pointcut.
• Recebimento:
– Verificar se a mensagem e´ destinada a si. Caso seja uma mensagem com carga
u´til da aplicac¸a˜o, marca-se como permitido o recebimento. Caso seja uma
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mensagem de controle, ignora-a e deixa que as demais estrate´gias a analisem.
Parar o processo.
– Caso seja uma mensagem a ser retransmitida, verifica-se a viabilidade
de acordo com o controle de retransmissa˜o selecionado, descartando-a ou
retransmitindo-a.
– Marcar a permissa˜o de recebimento da aplicac¸a˜o como negada.
Figura 4.3: Inundac¸a˜o before receive
A Figura 4.3 apresenta o diagrama de sequencia no envento que antecede o rece-
bimento - por parte da aplicac¸a˜o - de uma mensagem inundada. Se a mensagem e´
destinada para o pro´prio nodo, a permissa˜o de recebimento pela aplicac¸a˜o e´ mar-
cada como verdadeira. Caso contra´rio, e´ aplicado o controle da inundac¸a˜o, descar-
tando a mensagem caso ja´ tenha sido retransmitida ou sinalizando a retransmissa˜o
que ocorre efetivamente no pointcut after receive. O reenvio ocorre nesse
pointcut para que as demais estrate´gias tambe´m tenham a oportunidade de analisar
o pacote recebido e, eventualmente, altera´-lo, como ocorre no caso da inundac¸a˜o do
pacote de descoberta de rota, do protocolo reativo, em que a cada salto um contador
interno a` mensagem e´ incrementado (Figura 4.12).
As ac¸o˜es tomadas quando o protocolo composto invoca o pointcut
after receive esta˜o representadas no diagrama de sequencia da Figura
4.4. Basicamente, neste ponto de corte, o reenvio da mensagem a ser inundada
e´ executado, caso ele tenha sido solicitado no pointcut before receive.
Averiguada a solicitac¸a˜o, o pacote e´ retransmitido atrave´s da solicitac¸a˜o ao nu´cleo
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Figura 4.4: Inundac¸a˜o after receive
ba´sico.
4.1.2 Estrate´gia Vetor de Distaˆncias
A estrate´gia vetor de distaˆncias e´ responsa´vel pelas ac¸o˜es que envolvem
a manutenc¸a˜o da tabela de roteamento e a retransmissa˜o de mensagens com base nas
suas informac¸o˜es. Quando a estrate´gia reativa esta´ inativa, a estrate´gia vetor de distaˆncias
assume comportamento pro´-ativo e faz o anu´ncio perio´dico da sua existeˆncia e dos nodos
que tem conhecimento. O perı´odo do anu´ncio e´ configura´vel.
No envio de mensagens, a estrate´gia vetor de distaˆncias deve verificar
se ha´ rota para o destino escolhido. Em caso negativo, a mensagem e´ armazenada em um
buffer circular para envio posterior. Se a estrate´gia reativa estiver selecionada, um flag e´
marcado para que, quando for chamada na sequeˆncia de chamadas ocorridas no pointcut,
ela inicie o processo de descoberta de rota para aquele destino. Caso o pro´ximo nodo seja
encontrado, a mensagem e´ enviada.
Quando a estrate´gia vetor de distaˆncias toma conhecimento de uma nova
mensagem recebida, ela pode diretamente inferir a informac¸a˜o de que o emissor da men-
sagem tem conexa˜o direta consigo, independentemente do conteu´do dela. Caso a existeˆn-
cia desse vizinho na˜o fosse conhecida ate´ o momento, poder-se-ia checar se ha´ mensagens
esperando para serem enviadas a`quele destino. Ja´ no conteu´do da mensagem, sa˜o u´teis
para a estrate´gia as informac¸o˜es de roteamento dos anu´ncios perio´dicos, quando a es-
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trate´gia reativa na˜o esta´ selecionada, e a resposta a uma requisic¸a˜o de rota, quando ela
esta´. Em ambos os casos, quando novas informac¸o˜es sa˜o constatadas, a existeˆncia de
mensagens aos novos destinos e´ checada e, caso confirmada, sa˜o enta˜o enviadas.
Tambe´m no recebimento, quando se trata uma mensagem a ser retrans-
mitida, realiza-se um procedimento parecido com o do envio: a checagem da existeˆncia
do pro´ximo nodo para o destino definido nela e, em caso de sucesso, o incremento da
me´trica e retransmissa˜o. Do contra´rio, a mensagem pode ser descartada ou armazenada
para envio posterior. No caso de mensagem com carga u´til destinada ao nodo, simples-
mente permite-se o recebimento pela aplicac¸a˜o.
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Figura 4.5: Ma´quina de Estados Vetor de Distaˆncias
Na ma´quina de estados da Figura ??, as mensagens processadas pela
estrate´gia quando somente ela e´ selecionada sa˜o mostradas: mensagens com informac¸o˜es
de roteamento, do tipo ROUTEINFO, com carga u´til, do tipo PAYLOAD e mensagens a
serem retransmitidas, do tipo FORWARD.
Resumidamente, as ac¸o˜es da estrate´gia consistem em:
• Periodicamente:
– Quando com comportamento pro´-ativo, anunciar a identificac¸a˜o do nodo e o
conteu´do da tabela de roteamento.
• Envio:
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– Procura pro´ximo nodo a retransmitir a mensagem. Caso encontre, transforma´-
la em uma mensagem de retransmissa˜o, envia´-la e marcar a permissa˜o de envio
como negada. Parar o processo.
– Se rota na˜o foi encontrada, armazena a mensagem em um buffer para envio
posterior e, caso a estrate´gia reativa estiver em uso, comunica-se o pedido do
requerimento de rota para o destino desejado.
Figura 4.6: Vetor de Distaˆncias before send
O diagrama de sequencia da Figura 4.6 mostra as ac¸o˜es tomadas antes do envio
de um pacote quando a estrate´gia vetor de distaˆncias esta´ habilitada. Apo´s aces-
sar os dados da mensagem a ser enviada, a estrate´gia verifica a existeˆncia de uma
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rota para o destino ao qual ela foi enderec¸ada. Quando essa rota e´ encontrada, ou
seja, o pro´ximo nodo a retransmiti-la e´ encontrado na tabela de roteamento, sa˜o
tomadas diferentes ac¸o˜es dependendo do tipo da mensagem cujo envio foi solici-
tado. Quando e´ uma mensagem com carga u´til da aplicac¸a˜o, a estrate´gia a reem-
pacota, transformando-a em uma mensagem do tipo FORWARD, realiza seu envio
atrave´s da solicitac¸a˜o ao nu´cleo ba´sico e desmarca a permissa˜o de envio, para que
ela na˜o seja enviada novamente pelo protocolo composto. Quando a mensagem ja´
e´ do tipo FORWARD, o envio e´ simplesmente marcado como permitido, deixando
que a mensagem seja retransmitida ao destino correto pelo nu´cleo ba´sico. Quando
o pro´ximo nodo na˜o e´ encontrado, a mensagem e´ armazenada para envio posterior,
deixando-a no aguardo do aparecimento de uma rota va´lida. Neste caso, se a es-
trate´gia reativa esta´ habilidada, e´ marcada uma solicitac¸a˜o de descoberta de rota a
ela para o destino na˜o encontrado.
• Recebimento:
– Ao receber qualquer mensagem, pode-se inferir que seu emissor tem conexa˜o
direta consigo. Informac¸o˜es de roteamento sa˜o tambe´m conhecidas quando
mensagens de resposta a uma requisic¸a˜o de rota (quando reativo), ou ao re-
ceber anu´ncios da tabela de roteamento realizados por outros nodos (quando
pro´-ativo). Quando, por qualquer que seja a origem da informac¸a˜o, uma rota
a um novo destino for conhecida, verifica-se a existeˆncia de mensagens desti-
nadas a ele e, caso encontradas, elas sa˜o enviadas.
– Se a mensagem recebida e´ do tipo retransmissa˜o, verifica-se inicialmente se
e´ destinada a si, caso em que o recebimento pela aplicac¸a˜o e´ marcado como
permitido.
– Quando a mensagem e´ do tipo retransmissa˜o e o destino e´ outro nodo, verifica-
se a existeˆncia de uma rota para esse nodo. Quando encontrada, a men-
sagem e´ retransmitida. Em caso negativo, armazena-se para envio posterior
ou descarta-se.
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Figura 4.7: Vetor de Distaˆncias before receive
Antes da entrega de uma mensagem a` aplicac¸a˜o, as ac¸o˜es da Figura 4.7 sa˜o exe-
cutadas pela estrate´gia Vetor de Distaˆncias. Assim que e´ invocado pelo protocolo
composto, o pointcut acessa a mensagem recebedia e adiciona seu emissor ponto-a-
ponto a` tabela de roteamento. A mensagem pode conter informac¸o˜es de roteamento,
caso em que a tabela e´ atualizada, ou ser uma mensagem de retransmissa˜o. Neste
caso, o destino e´ checado e o recebimento pela aplicac¸a˜o permitido caso o destino
seja si pro´prio e a mensagem contiver carga u´til da aplicac¸a˜o. Caso na˜o contenha,
nenhuma ac¸a˜o e´ tomada, permitindo que as demais estrate´gias a analisem. Quando
a mensagem na˜o e´ destinada a si, o reenvio e´ marcado para que seja executado em
um pointcut posterior (Figura 4.9).
No pointcut seguinte, representado na Figura 4.8, e´ checado se o tipo da mensagem
interna e´ uma requisic¸a˜o ou resposta de rota, caso em que a tabela de roteamento
e´ atualizada. Essa checagem so´ ocorre quando a estrate´gia reativa esta´ habilitada.
Ela e´ responsa´vel pelos processos de descoberta de rota e a estrate´gia Vetor de
Distaˆncias pelo gerenciamento da tabela de roteamento e retransmisso˜es de men-
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Figura 4.8: Vetor de Distaˆncias allow receive
sagens.
Figura 4.9: Vetor de Distaˆncias after receive
Apo´s todas as estrate´gias terem a oportunidade de analisar a mensagem recebida,
o pointcut after receive e´ chamado pelo protocolo composto (Figura 4.9). ´E
nele em que a estrate´gia Vetor de Distaˆncias realiza o envio de uma mensagem a
ser retransmitida, quando solicitada anteriormente - no pointcut before send.
Desta forma, as demais estrate´gias podem alterar a mensagem, caso necessa´rio. ´E
o que ocorre com a mensagem de resposta de rota, em que a cada salto um contador
interno ao cabec¸alho e´ incrementado.
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4.1.3 Estrate´gia Reativa
A estrate´gia reativa gerencia o processo de descoberta de rotas, criando
mensagens de requisic¸a˜o e respondendo a solicitac¸o˜es. O comportamento do protocolo
reativo e´ parecido com o do AODV, descrito na sec¸a˜o 2.4.1.
O controle de loops e´ feito com nu´meros de sequeˆncia. Ele, juntamente
com o identificador do nodo de origem, funcionam como um indicador de qua˜o nova
e´ a informac¸a˜o. Entradas nas tabelas so´ sa˜o atualizadas se o nu´mero de sequeˆncia do
nodo emissor for superior ao ja´ armazenado. Caso for igual, a informac¸a˜o da tabela so´ e´
atualizada se o novo custo for menor que o constar nela.
No envio, a mensagem de requisic¸a˜o de rota so´ e´ criada se uma outra
estrate´gia tiver solicitado anteriormente. Depois de ser montada, a mensagem e´ eviada
atrave´s de uma nova chamada ao me´todo de envio, desta vez permitindo a execuc¸a˜o da
inundac¸a˜o.
Na Figura 4.10 e´ apresentada a ma´quina de estados quando as 3 es-
trate´gias sa˜o selecionadas. Os tipos de mensagens que dizem respeito a` estrate´gia no
recebimento sa˜o as de requerimento de rota e as de resposta de rota. Caso na˜o seja o des-
tino final de qualquer das duas, simplesmente incrementa-se a me´trica (nu´mero de saltos)
e retransmite-se a mensagem. No caso de se tratar de uma mensagem de requerimento
de rota destinado a si, monta-se a resposta e responde-se diretamente ao vizinho que a
enviou.
As ac¸o˜es executadas no envio e recebimento de mensagens pela es-
trate´gia sa˜o:
• Envio:
– Monta pacote de descoberta de rota, se solicitado.
– Marca a inundac¸a˜o como permitida e chama novamente procedimento de en-
vio (para o pacote de descoberta).
Ao ser chamado pelo protocolo composto, como mostra o diagrama de sequencia
da Figura 4.11, o pointcut before send da estrate´gia reativa verifica a existeˆncia
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Figura 4.10: Diagrama de Estados Reativo
de uma solicitac¸a˜o, por outra estrate´gia, de uma descoberta de rota. Caso houver,
o pacote de solicitac¸a˜o e´ montado, a inundac¸a˜o e´ marcada como permitida, e o
requerimento de envio ao nu´cleo ba´sico e´ realizado.
• Recebimento:
– Se e´ uma mensagem de requerimento destinada a si, responde ao mesmo nodo
que a enviou.
– Se e´ uma mensagem de requerimento ou resposta, incrementa-se a me´trica.
No caso de resposta de rota, retransmite-se a mensagem. A mensagem de
requerimento e´ inundada. Seu envio ocorre, portanto, na estrate´gia inundac¸a˜o.
No diagrama de sequencia da Figura 4.12 sa˜o mostradas as ac¸o˜es executadas pela
estrate´gia reativa na ocorreˆncia do pointcut allow send. Caso a mensagem re-
cebida se tratar de uma requisic¸a˜o de rota destinada a si, o nodo monta o pacote
de resposta e a envia. Caso contra´rio, o nodo verifica se a mensagem e´ do tipo
de requisic¸a˜o ou resposta de rota, caso em que o contador do nu´mero de saltos e´
incrementado antes de ser retransmitido, seja via inundac¸a˜o ou unicast.
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Figura 4.11: Reativo before send
4.2 Estrutura
4.2.1 Nu´cleo Ba´sico
O desenvolvimento de cada estrate´gia deve levar em considerac¸a˜o quais
os pointcuts foram definidos no nu´cleo ba´sico e, mais importante, em que ordem e o que
ocorre entre eles. Deve-se ter em mente a ordem em que as estrate´gias sa˜o chamadas em
um pointcut (sec¸a˜o 4.2.5) e o que deve ser executado em sua ocorreˆncia, dada a definic¸a˜o
do nu´cleo ba´sico.
Quando o Nu´cleo Ba´sico e´ instanciado, o pointcut init de cada es-
trate´gia e´ chamado. Nesse me´todo elas podem tomar as provideˆncias de inicializac¸a˜o
necessa´rias, como criac¸a˜o das estruturas de dados e disparo de eventuais temporizadores.
O me´todo de envio do nu´cleo ba´sico utilizado na nossa proposta e´
semelhante ao da Figura 3.2. Em especial, teˆm-se os seguintes pointcuts:
• before send: Oportunidade de cada estrate´gia realizar os preparativos e testes
antes do envio de uma mensagem. Aqui elas recebem o ponteiro para a mensagem
a ser enviada e o seu tamanho. Podem definir o estado de acordo com o tipo de
mensagem, ignora´-la caso na˜o lhe diga respeito ou enviar outras mensagens para
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Figura 4.12: Reativo allow receive
iniciar ou completar o processo, conforme o protocolo.
• allow send: Consulta do nu´cleo ba´sico a`s estrate´gias para checar se o envio e´
realmente permitido. ´E especialmente u´til para estrate´gias que devem desativar o
envio, seja porque realizam o envio antes - motivado, por exemplo, pela necessidade
da inclusa˜o de cabec¸alhos diversos a` mensagem - ou porque ainda na˜o ha´ rotas
conhecidas para o destino solicitado.
• after send: Finalizac¸a˜o do procedimento de envio. Aqui as estrate´gias fazem
a limpeza do seu estado para uma futura chamada e, principalmente, dos atributos
utilizados na classe Protocols Environment, responsa´vel pela comunicac¸a˜o
entre as estrate´gias.
No me´todo de recebimento dos dados da rede, provavelmente um trata-
dor de interrupc¸a˜o, tambe´m devem haver pointcuts. A Figura 4.13 apresenta o fluxograma
do me´todo de recebimento.
• before receive: Possı´veis testes e inicializac¸o˜es em cada estrate´gia, como
preparac¸a˜o para o recebimento de uma mensagem.
• handle rx frame: Aqui as estrate´gias teˆm a oportunidade de analisar e tomar
deciso˜es com base no conteu´do da mensagem recebida. Geralmente e´ neste point-
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Figura 4.13: Fluxograma da subrotina de recebimento de mensagens
cut que e´ feita a manutenc¸a˜o da tabela de roteamento, com base nas informac¸o˜es
recebidas. Tambe´m e´ aqui onde sa˜o tomadas as deciso˜es de retransmisso˜es e onde
elas sa˜o efetuadas.
• allow receive: Neste pointcut as estrate´gias podem desabilitar a entrega da
mensagem para a aplicac¸a˜o. Isso ocorre sempre que a mensagem recebida se trata
de um pacote de roteamento ou mensagem que deve ser retransmitida.
• after receive: Como no after send, neste pointcut deve ser feita a limpeza
da classe de ambiente e do estado da estrate´gia, para que ela esteja pronta na
pro´xima chamada.
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4.2.2 Mensagens e Cabec¸alhos
Assumimos como presentes no cabec¸alho do quadro do nı´vel de enlace
os enderec¸os de origem e destino de cada mensagem, fato comum nos principais proto-
colos de acesso ao meio. Tambe´m assumimos a existeˆncia de um campo para definir o
tipo da mensagem, mas que, caso na˜o houvesse, poderia ser facilmente posto no campo
de carga u´til do quadro. A figura 4.14 mostra o cabec¸alho ba´sico da camada de enlace:
Endereço Origem Tipo de MensagemEndereço Destino
Figura 4.14: Cabec¸alho ba´sico de uma mensagem a nı´vel de enlace
Os identificadores sa˜o os enderec¸os fı´sicos, sem procedimento de
traduc¸a˜o para enderec¸os lo´gicos, tambe´m comum em redes de baixo consumo de ener-
gia. Pode haver, sem qualquer prejuı´zo aos protocolos de roteamento, a utilizac¸a˜o de
enderec¸os alternativos, como no protocolo IEEE 802.15.4, em que enderec¸os de taman-
hos reduzidos podem ser atribuı´dos a cada nodo.
Uma mensagem originada pela aplicac¸a˜o tem tipo definido como
PAYLOAD. A estrate´gia da inundac¸a˜o define o tipo FLOOD. A estrate´gia vetor de
distaˆncias define FORWARD, para mensagens a serem redirecionadas e ROUTEINFO para
as atualizac¸o˜es perio´dicas da tabela de roteamento. Finalmente, a estrate´gia reativa define
ainda RREQ, para as requisic¸o˜es de rota, e RREP, para as respostas.
Mensagens do tipo FORWARD e FLOOD sa˜o conteˆineres de outras men-
sagens. No cabec¸alho interno, que corresponderia ao campo de carga u´til do quadro, esta˜o
as informac¸o˜es de origem e destino fim a fim, enquanto no externo ficam os enderec¸os
de origem e destino ponto-a-ponto. A figura 4.15 exemplifica uma mensagem do tipo
FORWARD de uma mensagem enviada pela aplicac¸a˜o.
Mensagens do tipo FLOOD incluem ainda um campo de nu´mero de
sequeˆncia, utilizado para identificar a inundac¸a˜o de uma mensagem em especı´fico e
descartar as ja´ retransmitidas. Os tipos de mensagens da estrate´gia reativa sa˜o sempre
mensagens internas. A requisic¸a˜o de rota e´ inundada na rede enquanto a resposta e´ re-
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Figura 4.15: Cabec¸alho de uma mensagem do tipo FORWARD
transmitida atrave´s do caminho predefino anteriormente (interna a uma mensagem do tipo
FORWARD), conforme descrito na sec¸a˜o 2.4. As mensagens de requisic¸a˜o e resposta de
rota incluem ainda, ale´m do cabec¸alho ba´sico, um campo para a contagem de saltos e
outro com o nu´mero de sequeˆncia do emissor, para verificar o qua˜o recente elas sa˜o. A
Figura 4.16 mostra o cabec¸alho de uma mensagem de requisic¸a˜o de rota interna a uma
mensagem do tipo inundac¸a˜o.
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Figura 4.16: Cabec¸alho de uma mensagem de inundac¸a˜o de uma requisic¸a˜o de rota
4.2.3 Comunicac¸a˜o entre Estrate´gias
Eventualmente as estrate´gias necessitam comunicar-se umas com as
outras. O Framework Metaprogramado de Protocolos Leves (capı´tulo 3) possibilita a
passagem de informac¸o˜es em cada pointcut atrave´s de uma Classe de Ambiente. Nela
e´ definida uma se´rie de atributos principalmente relacionados aos ponteiros de buffers
e identificadores de emissores ou destinata´rios de mensagens. Entretanto, nessa classe
pode-se tambe´m incluir atributos que permitam que uma estrate´gia passe informac¸o˜es a
outras.
Apenas uma instaˆncia dessa classe e´ criada por protocolo composto.
Uma refereˆncia a ela e´ passada na chamada de cada pointcut. Essa propriede demanda um
especial cuidado ao fazer chamadas aninhadas, principalmente no envio de mensagens. ´E
conveniente incluir no nu´cleo ba´sico um me´todo que faz o salvamento e restaurac¸a˜o dos
atributos passı´veis de alterac¸a˜o da classe de ambiente.
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Como os devidos pointcuts de todas as estrate´gias sa˜o chamados na
ocorreˆncia dos eventos de envio e recebimento, independetende to tipo de mensagem a
ser enviada ou que foi recebida, em geral as implementac¸o˜es dos pointcuts comec¸am
com um teste para verificar se aquela chamada o interessa ou deve simplesmente ser
ignorada. Pode haver, como no recebimento de uma resposta de rota, mensagens que
sejam processadas por mais de uma estrate´gia. Nesse caso, a estrate´gia vetor de distaˆncias
utiliza as informac¸o˜es na atualizac¸a˜o da tabela de roteamento e a estrate´gia reativa na
atualizac¸a˜o do campo de contagem de saltos, para que ela possa ser retransmitida para o
pro´ximo nodo em direc¸a˜o ao destino.
4.2.4 Combinac¸o˜es
Na Figura 4.18, pode-se observar as 3 possibilidades de combinac¸a˜o
entre as estrate´gias: (i) somente inundac¸a˜o; (ii) somente vetor de distaˆncias; e (iii) vetor
de distaˆncias, reativa e inundac¸a˜o. Conforme mencionado, a inundac¸a˜o funciona como
um algoritmo de roteamento por si so´, atrave´s da retransmissa˜o controlada de todas as
mensagens. A estrate´gia por vetor de distaˆncias tambe´m funciona como um protocolo
auto-contido se selecionada unicamente, caso em que realiza a disseminac¸a˜o perio´dica do
identificador do nodo e da tabela de roteamento. Ja´ a estrate´gia reativa, por ser responsa´vel
apenas pelos procedimentos de consulta e resposta de rotas necessita da estrate´gia vetor de
distaˆncia para gerenciar a tabela de roteamento e da inundac¸a˜o para transmitir as consultas
em toda rede.
O fluxograma da Figura 4.17 ilustra a tomada de deciso˜es em alto nı´vel
no evento do recebimento de uma mensagem para a aplicac¸a˜o. As linhas descontı´nuas
representam deciso˜es de configurac¸a˜o esta´tica. Devem ser entendidas como estruturas
condicionadas ao valor de varia´veis booleanas, com a diferenc¸a de que o co´digo que seria
executado caso o valor fosse falso na˜o vai para o co´digo objeto final.
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Figura 4.17: Recebimento de uma mensagem com carga u´til da aplicac¸a˜o
4.2.5 Ordem de Chamada das Estrate´gias
A ordem de chamada de cada uma das estrate´gias na ocorreˆncia de um
pointcut e´ ilustrada pela Figura 4.18. Essa ordem deve ser definida em tempo de projeto,
ja´ que as estrate´gias devem ser desenvolvidas com base nela. Naturalmente, poder-se-ia
tambe´m implementar mecanismos de sincronizac¸a˜o entre as estrate´gias, mas isso incor-
reria em sobrecusto desnecessa´rio. O principal fator que influencia na escolha da ordem
entre as estrate´gias e´ a disposic¸a˜o dos pointcuts dentro das subrotinas de envio e recebi-
mento de mensagens.
Pointcut
InundaçãoVetor de Distâncias Reativa
Figura 4.18: Ordem de execuc¸a˜o na ocorreˆncia de um pointcut e possı´veis combinac¸o˜es de es-
trate´gias
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Conforme descrito na sec¸a˜o 2.4, algoritmos reativos consultam, atrave´s
da inundac¸a˜o, todos os nodos que fazem parte da rede, ou um subconjunto deles, para
definir o melhor caminho ate´ o destino. Quando a mensagem de requisic¸a˜o de rota atinge o
destino, ele responde com uma mensagem de resposta de rota que, diferente da mensagem
de requisic¸a˜o que e´ “inundada” na rede, e´ transmitida somente pelo caminho em que
as demais mensagens entre esse par de comunicac¸a˜o devem percorrer. Tomando como
exemplo o procedimento de envio ilustrado no fluxograma da Figura 3.2 e considerando
que foram selecionadas as estrate´gias de roteamento reativa e inundac¸a˜o como integrantes
do protocolo final, imagina-se a seguinte situac¸a˜o: O nodo destino de uma requisic¸a˜o de
rota recebe a mensagem de solicitac¸a˜o e deve respondeˆ-la. Para tanto, ele monta a resposta
e invoca o procedimento de envio de mensagens.
Como a estrate´gia de inundac¸a˜o esta´ selecionada e a intenc¸a˜o, no caso
da mensagem de resposta de rota, e´ enviar a mensagem via unicast, alguma forma de
comunicac¸a˜o entre as estrate´gias e´ necessa´ria para que a reativa informe a estrate´gia
inundac¸a˜o para que na˜o envie a mensagem via broadcast. O natural seria, portanto, que a
estrate´gia reativa fosse executada antes da inundac¸a˜o, para que houvesse a possibilidade
da desativac¸a˜o. No entanto, mesmo que a ordem fosse a inversa, ainda assim haveria a
possibilidade. O que ocorre e´ que os procedimentos de envio e recebimento sa˜o parti-
cionados em diversas etapas, cada qual pertencente a um par pointcut-estrate´gia.
A Figura 4.19 ilustra a situac¸a˜o em que duas estrate´gias esta˜o sele-
cionadas. Supondo que as instruc¸o˜es 1B tenham que ocorrer antes de 2B para o cor-
reto funcionamento do protocolo, como no exemplo da desativac¸a˜o da inundac¸a˜o, e que
a ordem de execuc¸a˜o das estrate´gias definida na classe Protocol Generator seja
conforme as da Figura, a implementac¸a˜o das estrate´gias teria que ser diferente para cada
uma das ordens definidas. Na situac¸a˜o da Figura 4.19(a), a Estrate´gia 1 executa 1B antes
de 2B - pela Estrate´gia 2 - no mesmo pointcut. Ja´ na Figura 4.19(b), como a ordem de
chamada das estrate´gias e´ a inversa, a Estrate´gia 1 teria que executar 1B numa oportu-
nidade anterior, no caso da Figura na ocorreˆncia do Pointcut A.
No entanto, caso acontecesse um evento entre as ocorreˆncias dos point-
cuts A e B que invalidasse a sequeˆncia das ac¸o˜es, outras medidas teriam que ser tomadas.
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No exemplo do cancelamento da inundac¸a˜o, esse evento poderia ser o envio efetivo do
broadcast entre os pointcuts, o que anularia o efeito da desativac¸a˜o. Por essa raza˜o, e´
necessa´rio que haja o planejamento da ordem entre as estrate´gias em tempo de projeto,
porque a implementac¸a˜o e´ dependente dela.
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Figura 4.19: Efeito da escolha da ordem de chamada das estrate´gias
Capı´tulo 5
Estudos de Caso
Com o objetivo de validar o sistema proposto, o implementamos e ex-
ecutamos em uma implementac¸a˜o de refereˆncia em estac¸o˜es de trabalho, ale´m de portar
o co´digo para dispositivos reais e coletar dados de execuc¸o˜es sistema´ticas. A pro´xima
sec¸a˜o descreve e apresenta os resultados das execuc¸o˜es de uma implementac¸a˜o de re-
fereˆncia. Na sequeˆncia apresentamos o ambiente e resultados obtidos de execuc¸o˜es em
nodos sensores reais.
5.1 Implementac¸a˜o de refereˆncia
Para desenvolvermos e testarmos as estrate´gias e os protocolos gerados,
implementamos o nu´cleo ba´sico do Framework Metaprogramado de Protocolos Leves
sobre a interface de sockets, timers e sinais do Linux. A comunicac¸a˜o se da´ atrave´s
de sockets UDP. Cada nodo e´ representado por um processo relacionado a uma porta
UDP diferente. O recebimento de mensagens e´ assı´ncrono, atrave´s da implementac¸a˜o de
tratatores de sinais do sistema operacional, da mesma maneira que os timers.
A topologia da rede e´ representada atrave´s do seu grafo de conectivi-
dade. Cada mensagem e´ enviada a todos os nodos com os quais existe uma aresta no
grafo a partir do emissor. Cada processo faz a selec¸a˜o de quais mensagens passa para o
nı´vel superior, de acordo com o enderec¸o destino, possibilitando tambe´m a simulac¸a˜o do
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modo promı´scuo, em que todas as mensagens escutadas sa˜o processadas.
Partimos da execuc¸a˜o de um cena´rio hipote´tico representativo da
aplicac¸a˜o de sensores: uma rede com 30 nodos sem fios que fazem medic¸o˜es perio´dicas
de varia´veis de um determinado ambiente e as enviam a um gateway que faz a interface
com um servidor. O perı´odo entre cada medic¸a˜o e envio foi de 10 segundos, cada pacote
com tamanho de 80 bytes. Executamos as 3 combinac¸o˜es possı´veis com o conjunto de
estrate´gias implementadas. A Figura 5.1 mostra a topologia da rede simulada, com os
cı´rculos pintados representando os gateways.
Figura 5.1: Topologia do cena´rio simulado
Executamos cada combinac¸a˜o de estrate´gias por 30 minutos. A Tabela
5.1 apresenta os resultados referentes ao sobrecusto de cada estrate´gia. A primeira co-
luna mostra o nu´mero de mensagens com carga u´til, incluindo retransmisso˜es, em relac¸a˜o
ao nu´mero de mensagens geradas, que corresponderia a` origem da informac¸a˜o de sen-
soriamento. Essa me´trica e´ influenciada principalmente pela topologia da rede. Pode-se
observar que o protocolo pro´-ativo com vetor de distaˆncias apresentou o mesmo valor
que o protocolo reativo, pois ambos consideram a mesma me´trica - contagem de saltos -
para a montagem da tabela de roteamento. Por essa raza˜o, as mensagens com carga u´til
da aplicac¸a˜o percorreram as mesmas rotas e, naturalmente, geraram o mesmo nu´mero de
retransmisso˜es. Ja´ a inundac¸a˜o, como esperado, gerou um nu´mero de mensagens bastante
superior em relac¸a˜o a` quantidade de mensagens originadas.
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Estrate´gias Selecionadas Total de mensagens com carga u´tilMensagens com carga u´til geradas
Mensagens de Controle
Total de mensagens
Inundac¸a˜o 10,62 0
Vetor de distaˆncias 2,64 66%
Inundac¸a˜o + Vetor de distaˆncias + Reativa 2,64 2,5%
Tabela 5.1: Resultados referentes a`s mensagens enviadas
A segunda coluna da tabela apresenta a percentagem do nu´mero de
mensagens de controle em relac¸a˜o ao nu´mero total de mensagens. Para a inundac¸a˜o, na˜o
ha´ mensagem de controle, ja´ que toda mensagem e´ retransmitida, desde que ja´ na˜o tenha
sido anteriormente pelo mesmo nodo. No protocolo pro´-ativo com vetor de distaˆncias,
66% das mensagens foram mensagens de controle, o que e´ explicado pelo intervalo de
2 segundos entre um anu´ncio e outro da tabela de roteamento. Esse paraˆmetro deve ser
ajustado juntamente com o tempo de toleraˆncia em que uma rota e´ considerada va´lida sem
que haja novas informac¸o˜es sobre ela, fato influenciado pela mobilidade da rede onde o
protocolo vai ser implantado. Para o caso simulado, por na˜o haver trocas de topologia, o
intervalo do anu´ncio de rotas e o tempo de toleraˆncia antes de considerar a rota inva´lida
poderiam ser maiores, tendendo a diminuir a proporc¸a˜o do nu´mero de mensagens de con-
trole a um valor pro´ximo ao do protocolo reativo.
O extremamente baixo nu´mero de mensagens de controle do protocolo
reativo e´ causado exatamete pela caracterı´stica de reagir a`s mudanc¸as sob demanda e a
auseˆncia de mudanc¸as de topologia no cena´rio simulado, fazendo com que o processo
de descoberta de rota ocorresse apenas uma vez, quando o sistema e´ inicializado. Como
nessa execuc¸a˜o na˜o e´ considerada qualquer caracterı´stica ambiental que gere excec¸o˜es
como perda de pacotes, falha e reinicializac¸a˜o de nodos, falhas permanentes por te´rmino
da bateria ou nodos mo´veis e consequente mudanc¸as de topologia, a taxa de entrega de
mensagens foi de 100% em todos os casos.
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5.2 Experimento
Em parceria com a empresa Go Systemeletronik (http://www.go-sys.de)
e a Universidade de Cieˆncias Aplicadas de Kiel, Alemanha (Fachhochschule Kiel), im-
plantamos e analisamos nosso sistema em dispositios reais. Utilizamos placas de desen-
volvimento da MeshNetics (http://www.meshnetics.com/), equipadas com mo´dulos com-
postos por um microcontrolador de 8 bits, 8 kB de memo´ria RAM e 128 kB de memo´ria
flash, Atmel Atmega1281, e pelo transceptor de ra´dio AT86RF230, que opera em
frequeˆncias na faixa de 2.4 GHz. Como camada de enlace, utilizamos a implementac¸a˜o
do IEEE 802.15.4, fonecido pela empresa fabricante dos nodos, o OpenMAC.
O projeto tratava-se da troca de uma rede CAN (Controller-Area Net-
work) entre sensores dispostos em tanques de aquicultura por mo´dulos sem fios. O obje-
tivo e´ analisar constantemente concentrac¸o˜es de certos compostos quı´micos, como amoˆnia
e salinidade, transmitindo-os a um gateway desenvolvido pela empresa, chamado Blue-
Box, que serve como interface de leitura ou transmissa˜o via TCP/IP dos dados colhidos
pela rede de sensores. A Figura 5.2 mostra um esquema do sistema de implantac¸a˜o, com
um nodo sem fio atuando como interface entre a rede de sensores, nos tanques, e o Blue-
Box.
Implementados o nu´cleo ba´sico do Framework Metaprogramado de
Protocolos Leves (sec¸a˜o 3.1) sobre a API fornecida pelo OpenMAC, que inclui os
drivers da placa de desenvolvimento provida pela empresa fabricante. Trata-se de uma
implementac¸a˜o aberta do IEEE 802.15.4, especificac¸a˜o de um padra˜o para as camadas
fı´sicas e de enlace para redes de baixo consumo.
Tı´nhamos disponı´veis para a realizac¸a˜o do experimento 6 nodos hete-
rogeˆneos no que se refere a` antena utilizada: 1 par com antena externa, 1 par com antena
embutida no chip e 1 par com antena como circuito impresso na placa. O alcance nominal
ma´ximo e´ de 1 quiloˆmetro. A Figura 5.3 mostra os sensores utilizados no experimento.
Para que fosse possı´vel colher informac¸o˜es de tempo com um relo´gio
u´nico (todos os nodos ligados via cabo serial em uma u´nica estac¸a˜o de trabalho), bem
como pela inviabilidade de fazer os testes em campo, os realizamos no laborato´rio. Como
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Figura 5.2: Possı´vel disposic¸a˜o dos nodos no ambiente de implantac¸a˜o
todos os nodos estariam dentro da a´rea de alcance dos demais, simulamos a topologia da
Figura 5.2 atrave´s do descarte de mensagens recebidas de nodos na˜o diretamente conec-
tados. A topologia simulada nos nodos corresponde a` da Figura 5.2. Os paraˆmetros
de tamanho de mensagem e intervalo de medic¸a˜o foram ideˆnticos aos da execuc¸a˜o na
implementac¸a˜o de refereˆncia, 80 bytes e 10 segundos, respectivamente. Para o caso do
protocolo pro´-ativo com vetor de distaˆncias o intervalo do anu´ncio foi de 2 segundos.
A Tabela 5.2 apresenta o tamanho do co´digo objeto gerado com cada
uma das possibilidades de combinac¸a˜o das estrate´gias e com somente o co´digo da
aplicac¸a˜o e da camada MAC, sem nenhuma estrate´gia de roteamento selecionada. As
estrate´gias de inundac¸a˜o e vetor de distaˆncias apresentaram aproximadamente o mesmo
tamanho de co´digo, enquanto o protocolo reativo, que combina todas as 3, apresentou
tamanho maior. Da tabela, nota-se que o co´digo objeto gerado e´ incremental, de acordo
com as estrate´gias selecionadas, incluindo somente o co´digo necessa´rio a` execuc¸a˜o do
protocolo composto por elas.
Na Tabela 5.2 apresentamos os resultados nas mesmas unidades que a
Tabela 5.1, com a adic¸a˜o de uma coluna que mostra a relac¸a˜o entre o nu´mero de men-
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Figura 5.3: Mo´dulos sensores dos testes realizados
Estrate´gias Selecionadas text data bss Total
Nenhuma 44,07 1,21 1,60 46,88
Inundac¸a˜o 52,16 1,72 1,95 55,82
Vetor de distaˆncias 56,88 1,87 2,01 60,76
Inundac¸a˜o + Vetor de distaˆncias + Reativa 69,46 2,65 2,41 74,51
Tabela 5.2: Tamanho do co´digo objeto gerado para os mo´dulos sem fios (em KB)
sagens recebidas pelo nodo destino e o nu´mero de mensagens geradas: a taxa de entrega.
No ambiente simulado, por na˜o considerar interfereˆncias ou outros tipos de excec¸o˜es, a
taxa de entrega de todos os protocolos foi de 100%. Nas execuc¸o˜es reais na˜o obtive-
mos o mesmo resultado, embora bastante pro´ximo. A inundac¸a˜o se mostrou ligeiramente
menos eficiente na taxa de entrega, provavelmente causado pela quantidade excessiva de
mensagens geradas a partir do momento de envio de uma nova mensagem, ocasionando
muitas retransmisso˜es simultaˆneas e consequentemente a perda de pacotes.
Os demais resultados se mostraram semelhantes a` da execuc¸a˜o em
estac¸o˜es de trabalho. A estrate´gia com vetor de distaˆncias isoladamente e o protocolo
composto pelas 3 estrate´gias apresentaram praticamente a mesma relac¸a˜o entre men-
sagens com carga u´til transmitidas e o nu´mero total de mensagens geradas, comporta-
mento explicado por ambos utilizarem o nu´mero de hops como custo. A inundac¸a˜o, como
67
Estrate´gias Selecionadas Mens. Carga ´UtilMens. Geradas
Mens. de Controle
Total de Mens. Taxa de entrega
Inundac¸a˜o 4,81 0 99,45%
Vetor de distaˆncias 2,33 81,09% 99,81%
Inundac¸a˜o + Vetor de distaˆncias + Reativa 2,32 1,62% 99,62%
Tabela 5.3: Sobrecusto com base na quantidade de mensagens enviadas
esperado, mostrou um valor superior, ja´ que na˜o ha´ qualquer controle de retransmisso˜es
ale´m do de evitar duplicatas. Nota-se que um valor alto para o nu´mero de mensagens com
carga u´til transmitidas em relac¸a˜o a`s geradas implica num valor ainda maior de sobre-
custo em nu´mero de bytes transmitidos, ja´ que mensagens com carga u´til, em geral, teˆm
tamanho superior a mensagens de controle.
A segunda coluna da tabela mostra os resultados relacionados ao
nu´mero de mensagens de controle, mostrando sua percertagem em relac¸a˜o ao nu´mero to-
tal de mensagens enviadas. Como na outra execuc¸a˜o, o protocolo com vetor de distaˆncias
apresentou um sobrecusto bastante grande, causado pelo intervalo de 2 segundos entre
cada transmissa˜o da tabela, que poderia ser facilmente aumentado desde que as mudanc¸as
de topologias na˜o fossem frequentes. O protocolo composto pelas treˆs estrate´gias apre-
sentou o melhor desempenho em nu´mero de mensagens de controle, pelo comportamento
reativo e estabilidade da topologia da rede.
A Tabela 5.2 mostra o tempo me´dio em que uma mensagem com carga
u´til da aplicac¸a˜o leva para alcanc¸ar o nodo destino. Os identificadores dos nodos cor-
respondem aos da Figura 5.2. Os nodos A e B esta˜o a 2 saltos ate´ o destino (nodo F),
enquanto o C esta´ a 3. A estrate´gia da inundac¸a˜o e´ a que apresenta a menor lateˆncia.
Como na˜o ha´ consultas em tabelas ou outros tipos de processamento, as mensagens
chegam ao destino no menor tempo possı´vel. No caso da estrate´gia pro´-ativa com ve-
tor de distaˆncias, a lateˆncia e´ ligeiramente superior (aproximadamente 9% em relac¸a˜o a`
inundac¸a˜o), por necessitar da consulta na tabela de roteamento. Ja´ a estrate´gia reativa
apresenta um atraso de aproximadamente 39% superior a` inundac¸a˜o, motivado pelas de-
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Estrate´gias Selecionadas / Emissor A B C
Inundac¸a˜o 80,06 83,45 126,08
Vetor de distaˆncias 87,27 89,07 140,62
Inundac¸a˜o + Vetor de distaˆncias + Reativa 112,34 106,53 189,40
Tabela 5.4: Lateˆncia me´dia fim a fim (em milisegundos)
scobertas de rotas necessa´rias quando ela na˜o esta˜o disponı´vel.
Nossos resultados corroboram a direta influeˆncia de cada estrate´gia no
desempenho dos protocolos de roteamento para redes ad hoc sem fios, ale´m de mostrar
a viabilidade do projeto e desenvolvimento de estrate´gias comuns ao domı´nio, que sa˜o
passı´veis de composic¸a˜o entre si.
Capı´tulo 6
Considerac¸o˜es Finais
Este trabalho apresentou um sistema de combinac¸a˜o de estrate´gias de
roteamento para redes ad hoc sem fios de forma a gerar protocolos diversos passı´veis
de simulac¸a˜o ou implantac¸a˜o em dispositivos reais. As referidas estrate´gias tratam-se de
blocos funcionais extraı´das atrave´s da ana´lise do domı´nio de protocolos propostos para
tal ambiente.
De posse desses blocos, eles sa˜o modelados e implementados sobre um
Framework Metaprogramado de Protocolos Leves atrave´s da decomposic¸a˜o da estrate´gia
em func¸a˜o de eventos que ocorrem antes e depois da ocorreˆncia de pedidos de envio de
mensagens ou do seu recebimento. Dessa maneira, as estrate´gias podem ser combinadas
e configuradas de diferentes formas, possibilitando a gerac¸a˜o de protocolos com carac-
terı´sticas diversas.
Mostramos essa decomposic¸a˜o atrave´s da modelagem e implementac¸a˜o
de 3 estrate´gias: inundac¸a˜o, vetor de distaˆncias e reativa. As duas primeiras sa˜o indepen-
dentes e podem funcionar como um protocolo de roteamento por si so´. Tambe´m e´ possı´vel
a combinac¸a˜o das 3 estrate´gias em um u´nico protocolo, resultando num protocolo reativo
com vetor de distaˆncias que utiliza inundac¸a˜o para descobertas de rota.
Implementamos as estrate´gias sobre o framework metaprogramado de
protocolos leves e um nu´cleo ba´sico sobre sockets linux para validac¸a˜o funcional do sis-
tema e execuc¸a˜o de um cena´rio sobre essa implementac¸a˜o de refereˆncia. Tambe´m imple-
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mentamos o nu´cleo ba´sico sobre uma biblioteca que implementa a camada de enlace de
dados para uma plataforma de sensoriamento comercial. Executamos a simulac¸a˜o de um
cena´rio representativo da aplicac¸a˜o de sensores e tambe´m implantamos nosso sistema em
mo´dulos de sensoriamento reais, mostrando ser adequado a dispositivos com restric¸a˜o de
memo´ria. Os resultados das execuc¸o˜es se mostraram de acordo com estudos comparativos
apresentados em outros trabalhos e puderam confirmar a viabilidade do nosso sistema.
As contribuic¸o˜es deste trabalho incluem a fatorac¸a˜o de algumas es-
trate´gias recorrentes em protocolos de roteamento para redes ad hoc sem fios encontra-
dos na literatura e mostra como modela´-las de forma que seja possı´vel combina´-las para
gerar protocolos completos. A ideia e´ que, de posse de um reposito´rio representativo de
estrate´gias, se possa seleciona´-las com base na aplicac¸a˜o em que se deseja implantar o
protocolo e no conhecimento sobre a influeˆncia delas sobre os paraˆmetros mensura´veis da
rede, como sobrecusto e atraso.
As possibilidades de extensa˜o deste trabalho sa˜o diversas. Poderiam-
se incluir as estrate´gias de roteamento por origem (sec¸a˜o 2.4.2), o suporte gene´rico a
protocolos pro´-ativos e, por consequeˆncia, os hı´bridos (sec¸a˜o 2.5), ale´m de estrate´gias
adicionais que possibilitassem comunic¸a˜o em grupo (multicast), roteamento geogra´fico
(sec¸a˜o 2.6) e outras caracterı´sticas da comunicac¸a˜o, como confirmac¸a˜o de recebimento,
fragmentac¸a˜o e enderec¸amento lo´gico.
Ale´m da inclusa˜o de novas estrate´gias, tambe´m seria importante definir
com maior precisa˜o a influeˆncia qualitativa delas e seus pontos de configurac¸a˜o nos
paraˆmetros mensura´veis das redes ad hoc sem fios. Essa definic¸a˜o seria possı´vel atrave´s
de execuc¸o˜es reais e/ou simulac¸o˜es extensivas em modelos que reproduzissem de maneira
fiel cada ambiente em que as estrate´gias e configurac¸o˜es pudessem demonstrar desem-
penho muito bom ou muito ruim. Esses resultados auxiliariam de forma objetiva na es-
colha e configurac¸a˜o das estrate´gias.
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