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Abstract
In dimension n3, we deﬁne a generalization of the classical two-dimensional partial Leg-
endre transform, that reduces interior regularity of the generalized Monge–Ampère equation
det D2u = k(x, u,Du) to regularity of a divergence form quasilinear system of special form.
This is then used to obtain smoothness of C2,1 solutions, having n− 1 nonvanishing principal
curvatures, to certain subelliptic Monge–Ampère equations in dimension n3. A corollary is
that if k0 vanishes only at nondegenerate critical points, then a C2,1 convex solution u is
smooth if and only if the symmetric function of degree n− 1 of the principal curvatures of u
is positive, and moreover, u fails to be C3,1− 2n+ε when not smooth.
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1. Introduction
We consider regularity of the generalized Monge–Ampère equation,
detD2u = k(x, u,Du), x ∈ , (1.1)
where k is smooth and nonnegative in ×R×Rn, and  is a convex domain in Rn.
We ﬁrst introduce a higher-dimensional partial Legendre transform corresponding to a
convex solution u of (1.1), 
s = x1
t2 = ux2 (x)
...
tn = uxn (x)
and show that the vector-valued function v = (v)n=2 = (x(s, t))n=2 is a weak solution
of the divergence form quasilinear system (elliptic when k > 0),
Lv ≡
{
2
s2
+ 
t′
k
(
co
[
v
t′
])′ 
t
}
v = 0, 2n, (1.2)
where
(
co
[
v
t′
])′
denotes the transposed cofactor matrix of vt′ . See Section 2.1.3 for
the derivation. The signiﬁcant feature of system (1.2) is that the degeneracy of the
operator is incorporated (at least when we assume that det tx′ = det
[
2u
xixj
]n
i,j=2
> 0)
into the function k appearing in the coefﬁcient matrix, thus permitting the use of
subelliptic De Giorgi–Nash–Moser theory as in [5,20]. This is in contrast to the usual
quasilinear system obtained by differentiating (1.1) with respect to x :
trace
{
(co[D2u])′
(
∇∇′ u
x
)}
= kx + ku
u
x
+ kDu
(
D
u
x
)
, 1n.
This can be put into divergence form using ∇′(co[D2u])′ = 0′ (see Section 4.3 of the
appendix):
∇′(co[D2u])′∇
(
u
x
)
= kx + ku
u
x
+ kDu
(
D
u
x
)
, 1n,
but the degeneracy when k = 0 remains embedded in the matrix (co[D2u])′. In dimen-
sion n = 2, the transposed cofactor matrix in (1.2) defaults to 1, yielding the classical
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equation (see (1.3) below) for the two-dimensional partial Legendre transform. For a
discussion of other partial Legendre transforms, see the appendix.
We then apply this partial Legendre transform to generalize the two-dimensional
regularity theorem of Guan [9] to higher dimensions: namely that a C2,1() convex
solution u to (1.1) is smooth if k vanishes to ﬁnite order in a certain sense, and if
n− 1 of the principal curvatures of the solution u are bounded away from zero (fewer
than n− 1 nonvanishing principal curvatures do not sufﬁce). Before continuing further
with the development of (1.2) and a discussion of the regularity application, we brieﬂy
review some history.
In the case k > 0, Eq. (1.1) is elliptic and the theory is well developed. For example,
if k = k(x), Caffarelli, Nirenberg and Spruck have shown in [1] that there is a unique
smooth convex solution u to the Dirichlet problem for (1.1) in  with smooth data
when  has positive Gaussian curvature. However, if k is permitted to vanish in
, regularity may fail spectacularly. For example, if u(x) = |x|2+ 2n , then by rotation
invariance and homogeneity, (1.1) holds with k = cn|x|2, and thus u is a C2, 2n solution,
and no better, of the Monge–Ampère equation with analytic k that vanishes to the
least-order possible. The best-possible regularity for the degenerate Dirichlet problem
is given by Guan [10], and Guan et al. [12]; for k nonnegative and smooth, there is a
unique C1,1() convex solution u to the Dirichlet problem for (1.1) in the generalized
sense of Alexandrov.
In two dimensions, Guan [9] has shown that a C1,1() solution u to (1.1) is smooth
if k vanishes to ﬁnite order in a certain sense, and if one principal curvature of the
solution u is bounded away from zero (see also earlier work in two dimensions in Xu
[23]). This identiﬁes the rank of the Hessian of the solution as an obstacle to regularity
even in the subelliptic case. Three main ingredients were used in the proof:
(1) the two-dimensional partial Legendre transform (called semispherical mapping in
[17] and Legendre-like transform in [21]),
{
s = x
t = uy(x, y) , associated to a convex
solution u of uxxuyy−u2xy = k(x, y), which results in a divergence form quasilinear
equation for v = y(s, t);
Lv =
{
2s + t k(s, v)t
}
v = 0, (1.3)
(2) Franchi’s extension [5] of the De Giorgi–Nash–Moser theory to certain subelliptic
linear divergence form equations in two dimensions, including (1.3),
(3) a regularity theorem for divergence form quasilinear equations with elliptic ex-
tendible operator, including (1.3).
In [20], two of the authors have extended the two-dimensional case of Franchi’s
subelliptic theorem in [5] to higher dimensions. We would now like to use the higher-
dimensional partial Legendre transform introduced above. Unfortunately, while system
(1.2) is elliptic when k > 0, it is not diagonal in the principal terms, and is never
strongly elliptic (see the appendix). However, if we use the divergence-free property
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of the matrix M =
(
co
[
v
t′
])′
, namely t′M = 0′, and differentiate (1.2), we obtain
that the vector-valued function p = Dv =
(
vi
tj
)
2 in,1 jn
(s = t1) satisﬁes the
divergence form quasilinear system (with M = M(p) a function of p)
Lp ≡
{
2
s2
+ 
t′
kM(p)

t
}
p = f((s, t), v,p,Dp), (1.4)
that is diagonal in the principal terms, strongly elliptic when k > 0, and has inhomo-
geneous term f that is quadratic in Dp. Here we view the scalar operator in braces as
acting on each component of p separately. See the beginning of Section 3 for a precise
statement.
Notation: We use boldface characters to denote column vectors, or m×1 matrices, and
a prime to denote the transpose of a matrix. Square matrices will typically be denoted
with square brackets. Juxtaposition of matrices indicates matrix multiplication. Note
however that we do not view the matrix vt′ =
[
vi
tj
]
2 i,jn
as the juxtaposition of

t′ and v. Moreover, when a column vector such as v appears as an argument of a
function, we will often think of it as a row vector while continuing to write v rather
than v′.
We now generalize the theorem of Guan in [9] by giving subelliptic conditions on k
which yield smoothness for convex solutions u ∈ C2,1() to the generalized Monge–
Ampère equation (1.1) provided u has n− 1 nonvanishing principal curvatures.
Theorem 1.1. Let u ∈ C2,1() be a convex solution to (1.1) with k smooth on  ×
R× Rn satisfying
k(x, u,Du) ≈
(
|x1|2m + (x1, x)
)
K(x, u,Du), (1.5)
for x = (x1, x)∈, x = (x2, . . . , xn) and where K is smooth and positive on ×R×Rn,
 is smooth and nonnegative on , m is a positive integer and (x1, x)
1
2m is Lipschitz.
If
d = det

2u
x22
· · · 2ux2xn
...
...
2u
xnx2
· · · 2ux2n
 > 0 (1.6)
everywhere in , then u ∈ C∞().
Remark 1.2. The theorem fails if merely a minor of size (n− 2)× (n− 2) is assumed
nondegenerate in (1.6). For example, u(x) = |(x1, x2)|3 +∑nj=3 12x2j lies in C2,1(),
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satisﬁes (1.1) with k = 18 (|x1|2 + |x2|2), and veriﬁes
det

2u
x23
· · · 2ux3xn
...
...
2u
xnx3
· · · 2ux2n
 = 1,
yet u fails to be in C3(). Of course d in (1.6) vanishes when k = 0.
We point out that the theorem applies in particular to the equation of prescribed
Gaussian curvature,
detD2u(
1+ |Du|2) n+22 = kn(x), x ∈ . (1.7)
One geometric consequence is that if a C2,1 convex function u has graph with smooth
Gaussian curvature kn(x)≈ |x|2m, m ∈ N, so that u solves (1.7), then u is smooth
provided kn−1(0) > 0. Here kj denotes the j th elementary symmetric function of the
principal curvatures of u, 1jn, often referred to as the j th elementary symmetric
curvature (kn is the Gaussian curvature and k1 the mean curvature). For j even, kj is
an isometry invariant of the surface. To apply Theorem 1.1, rotate coordinates so that
d(0) = kn−1(0) in (1.6). The same result holds for a C2,1 convex solution u to (1.1),
and in the case m = 1 leads to the following characterization of regularity for solutions
to (1.1).
Corollary 1.3. Suppose k is smooth and nonnegative in ×R×Rn,  ⊂ Rn, vanishes
at the origin in , and has a nondegenerate critical point there, i.e. k(x, z, p)≈ |x|2
for (x, z, p) in compact subsets of  × R × Rn. If u is a C2,1 convex solution to
(1.1), then u ∈ C∞() if and only if kn−1(0) > 0. In the event that kn−1(0) = 0,
u /∈ C3,() for any  > 1− 2
n
. Thus when k≈ |x|2, all C3, convex solutions to (1.1)
with  > 1− 2
n
are smooth.
It sufﬁces to prove that u∈C3,(),  > 1 − 2
n
, implies kn−1(0) > 0. However, if
kn−1(0) = 0, then kn−1 ∈ C1, and kn−10 imply kn−1(x)C|x|1+. If {j (x)}nj=1
are the principal curvatures of u at x, then
kn−1(x)n =
 n∑
j=1
kn(x)
j (x)
n  n∏
j=1
(
kn(x)
j (x)
)
= kn(x)n−1≈ |x|2n−2,
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which yields a contradiction if  > 1 − 2
n
. Note that in n = 2 dimensions, Iaia [13]
has sharpened this argument to show that if u ∈ C3 solves (1.1) with smooth k≈ |x|2,
then k1(0) > 0, and so by Guan’s theorem [9], u ∈ C∞; the example u = |x|3 shows
that u ∈ C2,1 is not enough.
The proof of Theorem 1.1 proceeds along the lines of Guan’s two-dimensional proof
outlined above, using the higher-dimensional partial Legendre transform and system
(1.4), the extension to higher dimensions of Franchi’s subelliptic result in [20], and
an extension of Guan’s quasilinear regularity theorem to equations of form (1.4). To
the best of the authors’ knowledge, this represents the ﬁrst C∞ regularity result for
the degenerate Monge–Ampère equation in higher dimensions. In the appendix, we
comment brieﬂy on the possibility of using the methods of Morrey and Campanato on
system (1.4).
2. Quasilinear divergence form systems
We begin by recalling the partial Legendre transformation corresponding to a convex
solution u of the two-dimensional generalized Monge–Ampère equation in a planar
domain ,
uxxuyy − (uxy)2 = k(x, y, u, ux, uy), (x, y) ∈ , (2.1)
where k(x, y, r, z, t) is smooth and nonnegative in ×R3. The partial Legendre trans-
formation (s, t) = T (x, y) (as in [9,17,21]) is given by
{
s = x,
t = uy(x, y).
(2.2)
We note that if uyy > 0 (in particular if k > 0), then uy is strictly increasing in y,
making T one-to-one on the set where k is nonvanishing. If we assume that u ∈ C1,1
with uyyc > 0 and set

v = y = y(s, t),
z = ux(x, y) = ux(s, y(s, t)),
r = u(x, y) = u(s, y(s, t)),
where (x, y) = (s, y(s, t)) is the inverse partial Legendre transform, then the Lipschitz
functions v, z and r satisfy the quasilinear divergence form equation
2s v + t k(s, v(s, t), r(s, t), z(s, t), t)t v = 0, (s, t) ∈ T (), (2.3)
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in the weak sense. Indeed, as in [21,9], the Jacobian of T is
[
1 0
uxy uyy
]
, and that of
S = T −1 is
[
1 0
−uxy
uyy
1
uyy
]
. Thus,
{
s = xsx + ysy = x − uxyuyy y,
t = xtx + yty = 1uyy y,
and for  ∈ C∞c (T ()) we have by (2.1),∫
T ()
(yss + kytt ) ds dt
=
∫

{(
yx − uxy
uyy
yy
)(
x −
uxy
uyy
y
)
+ k
(
1
uyy
yy
)(
1
uyy
y
)}
uyy dx dy
=
∫

{
−uxy
uyy
x +
(
uxy
uyy
)2
y + k
(
1
uyy
)2
y
}
uyy dx dy
=
∫

{
−uxyx +
(uxy)
2 + k
uyy
y
}
dx dy
=
∫

{−uxyx + uxxy} dx dy =
∫

{−uxyx + uxyx} dx dy = 0, (2.4)
by approximation, since both  and ux are Lipschitz functions of (x, y), hence in W 1,2.
2.1. Higher-dimensional partial Legendre transform
In dimension n3, we deﬁne a generalization of the two-dimensional partial Leg-
endre transform (2.2) above, that results in a divergence form quasilinear system of
n−1 equations in n−1 unknowns that is diagonal in the principal terms, with inhomo-
geneous term that is quadratic in the ﬁrst-order derivatives of the unknown functions.
Elliptic systems of this nature in two dimensions have been studied in Schulz [21],
and in higher dimensions with Hörmander vector ﬁelds in Xu and Zuily [24].
2.1.1. A Cauchy–Riemann system
The key to generalizing the transform above to higher dimensions is to rewrite (2.3)
as a ﬁrst-order Cauchy–Riemann system. For this we need to calculate the s and t
derivatives of r = u and z = ux ; recall that s = x − uxyuyy y and t = 1uyy y so that{
vs = −uxyuyy ,
vt = 1uyy .
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We thus have

rs =
(
x − uxyuyy y
)
u = z+ tvs,
rt = 1uyy yu = tvt ,
zs =
(
x − uxyuyy y
)
ux = kvt ,
zt = 1uyy yux = −vs,
(2.5)
where k is evaluated at (s, v(s, t), r(s, t), z(s, t), t). We may view these equations as a
Cauchy–Riemann system,
{
z
s = k(s, v, r, z, t)vt ,
z
t = − vs
(2.6)
together with the compatibility conditions
{
r
s = z+ t vs ,
r
t = t vt .
Note that the divergence form equation (2.3) is obtained from the Cauchy–Riemann
equations (2.6) using zst = zts .
2.1.2. Generalized Cauchy–Riemann equations
In higher dimensions, we consider the generalized Monge–Ampère equation,
detD2u(x) = k(x, u,Du), x ∈ , (2.7)
where  is a convex domain in Rn. Our partial Legendre transform is the following
combination of the identity map and the gradient map of u. Keeping in mind our desire
to obtain an analogue of the Cauchy–Riemann system (2.6), we introduce variables s
and t = (t2, . . . , tn)′ by

s = x1,
t2 = ux2 (x)
...
tn = uxn (x),
(2.8)
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and consider the functions z and v = (v2, . . . , vn)′ given by
z = ux1 (x),
v2 = x2,
...
vn = xn,
along with r = u. It is also convenient to write x = (x2, . . . , xn)′ for the variables
complementary to x1. We now assume that u ∈ C1,1 and d = det [uij ]ni,j=2c > 0, so
that both the partial Legendre transformation and its inverse are Lipschitz (note that
k > 0 implies d > 0), and view v, r and z as functions of s and t.
We claim that z and v = (v2, . . . , vn)′ satisfy the Cauchy–Riemann system
{
z
s = k((s, v), r, (z, t))det vt′ ,
z
t = − vs ,
(2.9)
where vt′ is the Jacobian matrix
[
vi
tj
]
2 i,jn
,
z
t is the column vector
(
z
t2
, . . . , ztn
)′
,
and vs is the column vector
(
v2
s , . . . ,
vn
s
)′
; and that the function r satisﬁes the
compatibility condition
r
(s, t′)
= (z, 0, . . . , 0)+ t′ v
(s, t′)
. (2.10)
To see this, we compute the Jacobian matrix J = (s,t)(x1,x′) (here and in similar situations
below we are viewing (s, t) as a column vector) of the transformation (2.8):
J = (s, t)
(x1, x′)
=

1 0 · · · 0
u21 u22 · · · u2n
...
...
. . .
...
un1 un2 · · · unn
 ,
and its inverse,
J−1 = (x1, x)
(s, t′)
= 1
d

d 0 · · · 0
b21 c22 · · · c2n
...
...
. . .
...
bn1 cn2 · · · cnn
 ,
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where
d = det t
x′
= det t
v′
= det
 u22 · · · u2n... . . . ...
un2 · · · unn
 > 0,
 c22 · · · c2n... . . . ...
cn2 · · · cnn
 is the transposed cofactor matrix of tv′ =
 u22 · · · u2n... . . . ...
un2 · · · unn
, and
bi1 = −det
 u22 · · · u2(i−1) u21 u2(i+1) · · · u2n... ... ... ... ...
un2 · · · un(i−1) un1 un(i+1) · · · unn
 , (2.11)
for 2 in. Note that the ﬁnal determinant above is computed for the matrix tv′
with its ith column replaced by the column (u21, . . . , un1)′. Note that we refer to the
columns (rows) of a matrix that is indexed by 2 i, jn as the second column (row)
through to the nth column (row).
Our goal now is to show that the Jacobian matrix (z,v)(s,t′) satisﬁes
(z, v)
(s, t′)
=
[
z
s
z
t′
v
s
v
t′
]
=
[
k det vt′ − v
′
s
v
s
v
t′
]
,
which is the Cauchy–Riemann system (2.9). For this we note that the derivatives

s ,

t2
, . . . , tn
can be expressed in terms of x-derivatives via the chain rule and the
columns of J−1. In particular,

s
=
n∑
i=1
xi
s

xi
= 
x1
+ 1
d
n∑
i=2
bi1

xi
,
and so
z
s
= 1
d
(
d

x1
+
n∑
i=2
bi1

xi
)

x1
u(x)
= 1
d
{
u11d +
n∑
i=2
ui1bi1
}
= 1
d
{k} = k
det tv′
= k det v
t′
,
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which is the ﬁrst of the Cauchy–Riemann equations in (2.9). To obtain the rest, we
read off from J−1 that

tj
= 1
d
n∑
i=2
cij

xi
,
and so
z
tj
= 1
d
(
n∑
i=2
cij

xi
)

x1
u(x)
= 1
d
n∑
i=2
u1icij
= −bj1
d
= −xj
s
= −vj
s
,
by (2.11) for 2jn. This establishes the remaining equations in (2.9). Finally, to
establish the compatibility condition (2.10), we compute
r
s
= 1
d
(
d

x1
+
n∑
i=2
bi1

xi
)
u(x)
= u
x1
+
n∑
i=2
u
xi
bi1
d
= z+
n∑
i=2
ti
vi
s
= z+ t′ v
s
,
and
r
tj
= 1
d
(
n∑
i=2
cij

xi
)
u(x)
=
n∑
i=2
u
xi
cij
d
=
n∑
i=2
ti
vi
tj
= t′ v
tj
.
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2.1.3. A divergence form quasilinear system
We now use the equality of mixed second order partial derivatives, t
(
z
s
)
=

s
(
z
t
)
, along with (2.9) to obtain that the Lipschitz functions v = (v2, . . . , vn)′
satisfy, in the weak sense, the divergence form quasilinear system

t
(
k det
v
t′
)
= 
t
(
z
s
)
= 
s
(
z
t
)
= 
s
(
−v
s
)
= −
2
v
s2
,
which we can rewrite explicitly as
2v
s2
+ 
t
(
k det
(v2, . . . , vn)
(t2, . . . , tn)
)
= 0, 2n. (2.12)
This is of divergence form,
div(s,t′)F((s, t), v,Dv) = 0, 2n, (2.13)
where the n-vector F is given by
F((s, t), v,p2, . . . ,pn) = (p1, 0, . . . , 0, k det [p ]2,n, 0, . . . , 0)′. (2.14)
Here k det [p ]2,n occurs in the th position for 2n, where we are writing
p = vt for 2, n, and p

1 = vs for 2n. Note that the superscript 
indexes the rows and the subscript  indexes the columns of the matrix [p ]2,n.
Unfortunately, in the preliminary form (2.13)–(2.14), the system fails to be elliptic
when k > 0 (see the appendix). To rectify this lack of ellipticity when k > 0, we
exploit the symmetry of vt′ (which follows from the symmetry of
t
v′ = tx′ ). If
M =
(
det vt′
) [
v
t′
]−1
denotes the transposed cofactor matrix of vt′ , then
M
v
t′
=
(
det
v
t′
)[
v
t′
]−1 v
t′
=
(
det
v
t′
)
In−1, (2.15)
where In−1 denotes the (n− 1)× (n− 1) identity matrix. Equating columns and using
the symmetry of vt′ , we obtain that
M
v
t
= M v
t
=
(
det
v
t′
)
e, (2.16)
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and so we can rewrite (2.12) as
{
2
s2
+ 
t′
kM

t
}
v = 0, 2n. (2.17)
This exhibits a divergence form quasilinear system satisﬁed in the weak sense by
v = (v2, . . . , vn)′, which is now elliptic when k > 0 is independent of u and Du
(see the appendix). This system is not however diagonal in the principal terms since
the coefﬁcients in the matrix M involve ﬁrst-order derivatives of the unknowns v.
Moreover, system (2.17) is never strongly elliptic (see the appendix). We will denote
the nonlinear operator in braces in (2.17) by L when there is no possibility of confusion.
Remark 2.1. When k = k(x) in (1.1) is independent of u and Du, the function z
satisﬁes the equation
Lz ≡
{
2
s2
+ 
t′
kM

t
}
z = k
x1
det
v
t′
.
See the appendix below for a proof (we will not use this equation in our application).
2.1.4. A diagonal strongly elliptic system for ﬁrst derivatives
We will obtain a quasilinear system that is diagonal in the principal terms, and
strongly elliptic when k > 0, by differentiating system (2.17). Thus we now assume
as well that u ∈ C1,1 ∩W 3,2, so that v ∈ C0,1 ∩W 2,2. However, if we simply proceed
directly with applying a derivative  = t , t1 = s, to (2.17), we obtain
L (v) = − t′ ((kM))vt , 2n, (2.18)
and since the entries of M are homogeneous polynomials of degree n − 2 in the
derivatives of the v, the right-hand side appears to contain second-order derivatives
of the v that arise when t′ hits M . However, we can make use of a further
crucial property of the matrix M, namely that its columns are divergence free in the t
variables:

t′
M = (0, . . . , 0). (2.19)
This is a consequence of the equality of mixed second order partial derivatives of
v—see the appendix.
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Armed with (2.19), we continue the calculation in (2.18) to obtain
L(v) = − t′ ((kM))
v
t
= −trace
[
{k(M)+ (k)M} t
v
t′
]
−
{(

t′
k
)
(M)+
(

t′
k
)
M
}
v
t
= f  ,
for 2n, since both of the row vectors t′M and

t′ (M) = 
(

t′M
)
vanish
by (2.19). If we write
p = (pij )2 in,1 jn =
(

tj
vi
)
2 in,1 jn
,
we note that (using (2.9) and (2.10))
f = (f  )2n,1≤n = kA(p,Dp)+ (∇k)′B(p,Dp)+ C(p), (2.20)
where ∇k denotes the gradient of k with respect to its original variables; A, B, and
C have entries that are polynomials in p and Dp of degree depending on n, with
coefﬁcients that are smooth functions of (s, t), v, r and z; A(p,Dp) is homogeneous
of degree two in Dp, and B(p,Dp) is homogeneous of degree one in Dp.
Thus for u ∈ C1,1 ∩W 3,2 we obtain that (pij )2 in,1 jn is a weak solution of
the diagonal (in the sense that the principal terms act diagonally) divergence form
quasilinear system,
Lpij =
{
2
s2
+ 
t′
kM

t
}
pij = f ij , 2 in, 1jn, (2.21)
where M is the transposed cofactor matrix of [pij ]2 i,jn and f = (f ij )2 in,1 jn =
f(x,p,Dp) is the polynomial of degree two in Dp as given in (2.20) above. We also
have that k = k((s, v), r, (z, t)) where r and z satisfy the compatibility conditions,
r
(s, t′)
= (z, 0, . . . , 0)+ t′ v
(s, t′)
,
z
(s, t′)
=
(
k det
v
t′
,−v
′
s
)
. (2.22)
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Furthermore, system (2.21) is strongly elliptic when k > 0 and independent of u and
Du (see the appendix).
3. Regularity of solutions to degenerate Monge–Ampère equations
We will investigate regularity of solutions u ∈ C1,1 ∩ W 3,2 to the n-dimensional
Monge–Ampère equation (2.7) via the partial Legendre transform (2.8), and the resulting
system (2.21), which we abbreviate
Lp = f, (3.1)
where
Lp =
{
2
s2
+ 
t′
kM(p)

t
}
p,
p = (pij )2 in,1 jn,
f = (f ij )2 in,1 jn.
Here M = M(p) is the transposed cofactor matrix of [pij ]2 i,jn, also given by
M =
(
det
v
t′
)[
v
t′
]−1
=
(
det
t
v′
)−1 [ t
v′
]
= 1
d

2u
x22
· · · 2ux2xn
...
...
2u
xnx2
· · · 2ux2n
 ,
with d = det tv′ and
k = k((s, v), r, (z, t)),
where v, r, z satisfy the compatibility conditions (see (2.22))
v
(s, t′)
=
(
pij
)
2 in,1 jn
,
r
(s, t′)
= (z, 0, . . . , 0)+ t′
(
pij
)
2 in,1 jn
,
z
(s, t′)
=
(
k det [pij ]2 i,jn,−p21, . . . ,−pn1
)
. (3.2)
Finally, we recall from (2.20) that
f = kA(p,Dp)+ (∇k)′B(p,Dp)+ C(p),
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where the polynomial A(p,Dp) (respectively B(p,Dp)) is homogeneous of degree
two (respectively one) in Dp, with coefﬁcients that are smooth functions of (s, t), v, r
and z.
In dimension n = 2, Guan [9] has proved Theorem 1.1 for (x1, x2) = B|x2|2,
m, B0, under the weaker regularity hypothesis u ∈ C1,1 (his proof also works
when (x1, x2)
1
2m is Lipschitz). In this case, the 1 × 1 matrix M is simply 1, and
the scalar equation Lv =
{
2
s2 + t k t
}
v = 0 can be molliﬁed by convolution, prior
to being differentiated, by the Commutator Lemma in [11], which requires only v
Lipschitz, i.e. u ∈ C1,1. This permits Moser-type arguments to be applied to the equation
for p as in [5] since the right side f of (3.1) is now linear, and no longer quadratic,
in Dp. However, in view of the higher dimensional C1,1 a priori estimates in [10,12],
it would be desirable to extend Theorem 1.1 to u ∈ C1,1() as well, but this remains
an open question.
3.1. Subelliptic preliminaries
In proving Theorem 1.1, we will follow the approach in Guan [9] with three differ-
ences. First, we use the higher-dimensional partial Legendre transform described above
in place of the classical two-dimensional transform. The necessity of using the dif-
ferentiated system (3.1) in place of (2.17) accounts for the extra degree of regularity
in our hypothesis u ∈ C2,1. Second, we will use the generalization to higher dimen-
sions in [20] of Franchi’s two-dimensional result [5] on Hölder continuity of subelliptic
equations with rough coefﬁcients. Third, we will prove an extension to more general
equations of Guan’s hypoellipticity theorem for subelliptic quasilinear divergence form
equations [9]. In order to state these results we need some deﬁnitions.
Deﬁnition 3.1. Let A(x) = [aij (x)]ni,j=1 be a symmetric nonnegative matrix with
bounded measurable coefﬁcients deﬁned in a domain ⊂Rn. We say that a vector
ﬁeld T =∑ni=1 i (x) xi , with bounded coefﬁcients i , is subunit with respect to A(x)
in  if
(
n∑
i=1
i (x)	i
)2
	′A(x)	, x ∈ , 	 ∈ Rn.
Deﬁnition 3.2. Let A(y) = [aij (y)]ni,j=1 be a symmetric nonnegative Lipschitz matrix
deﬁned in a domain  ⊂ RN . We say that A(y) is subordinate in  if
n∑
j=1
(
n∑
i=1

y
aij (y)	i
)2
C	′A(y)	, y ∈ , 	∈Rn, 1N. (3.3)
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If we denote the (symmetric) matrix
[

y
aij (y)
]n
i,j=1 by A(y), then the left-hand
side of (3.3) is
|A(y)	|2 = 	′A(y)′A(y)	,
and so (3.3) can be rephrased as
(A(y))2 4CA(y), y ∈ , (3.4)
where B4A means A−B is nonnegative semideﬁnite. The scalar case n = 1 of (3.4) is
well-known to hold with C = ‖A‖C2 (see e.g. the section on interpolation inequalities
in the appendix to [19]), and persists for diagonal matrices, but fails in the general
matrix-valued case for n2, as evidenced by A(y) =
[
1 y
y y2
]
, −1 < y < 1. We will
use (3.3) mainly when N = n, in which case A(x) is subordinate in  if and only if
there is c > 0 such that the vector ﬁelds associated to the rows of x A(x), namely
c
∑n
i=1 x aij (x)

xi
, are subunit with respect to A(x) in  for 1jn, 1n.
Another fact used below is that for any symmetric nonnegative matrix A(y), we have
(A(y))2 4CA(y), y ∈, (3.5)
where C is the supremum over  of the maximum eigenvalue of A (this is easily
seen by diagonalizing A). In the case N = n, (3.5) is equivalent to the vector ﬁelds
c
∑n
i=1 aij (x) xi being subunit with respect to A(x) in  for some constant c > 0,
1jn. In [9], condition (3.3) is referred to as subunit, but we prefer subordinate so
as not to conﬂict with subunit vector ﬁeld.
Deﬁnition 3.3. Let A(x) = [aij (x)]ni,j=1 be a symmetric nonnegative semideﬁnite ma-
trix with bounded measurable coefﬁcients deﬁned in a domain  ⊂ Rn. We say that
L = ∇′A(x)∇ =
n∑
i,j=1

xi
aij (x)

xj
is -subelliptic in  for  > 0, if there is a positive function C(·, ·, ·, ·, ·) deﬁned
on P() × [0,∞)4, increasing in each variable separately, such that for all m-tuples
T = (T1, . . . , Tm) of bounded subunit (with respect to A(x)) vector ﬁelds, all bounded
functions f, g, and all compact subsets K of , every weak solution u ∈ W 1,2() to
the divergence form equation
Lu = f + T′g,
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satisﬁes
‖u‖C0,(K)C(K, ‖u‖2, ‖f ‖∞, ‖g‖∞,m).
Here T′ denotes the transpose of T.
Deﬁnition 3.4. We say that L = ∇′A(x)∇ is -elliptic extendible in  for  > 0
if for every x0 and 1 with x0 ∈ 1, there is a symmetric smooth nonnegative
subordinate matrix B(x) in  that vanishes in a neighborhood N1 of x0, is elliptic
in − 1, and such that
Lε = ∇′(A(x)+ B(x)+ εI)∇
is -subelliptic in , uniformly in 0 < ε < 1.
We will need the following extension of a theorem in [9].
Theorem 3.5. Suppose that p = (p)1N, v = (v)1N0 ∈ C0,1() and that p
is a weak solution of the system

n∑
i,j=1

xi
aij (x, v,p)

xj
p = h(x, v,p,Dp), 1N, (3.6)
where aij ∈ C∞(
), where 
 is a subdomain of  × RN0 × RN , A(x, v,p) =
[aij (x, v,p)]nij=1 is symmetric, nonnegative semideﬁnite, and subordinate in relatively
compact subdomains of 
, h = (h)1N ∈ C∞(
× RnN) and where
Dv = (x, v,p),
for  ∈ C∞(
). Let L˜ = ∇′A˜(x)∇ =∑ni,j=1 xi a˜ij (x) xj be the scalar linear operator
with a˜ij (x) = aij (x, v(x),p(x)). Suppose that L˜ is -elliptic extendible in  for some
 > 0, that
trace[a˜ij ]nij=1c > 0 in , (3.7)
and that h has the product decomposition
h(x, v,p,Dp) = H,0(x, v,p)+
M∑
=1
H,(x, v,p),(x, v,p,Dp), 1N,
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with H, and , smooth functions of their arguments, and where the vector ﬁelds
H,(x, v(x),p(x))

xk
(3.8)
are subunit with respect to A˜ for 1M, 1N, 1kn. Then p and v are both
smooth in .
In [9], this result was stated and proved only for scalar equations with smooth right-
hand side h(x) in (3.6), but the extension of the proof to systems of the above form
is relatively straightforward, though technical, and we give the details in a subsection
below. We also note that in [11], Guan eliminated the problematic hypothesis of elliptic
extendibility. However, this does not seem to apply to our situation where Dp can enter
the right side nonlinearly.
The theorem from [20] that we will need extends the two-dimensional result of
Franchi in [5] as follows. The reverse Hölder norm ‖a‖RH∞ of a nonnegative function
a on the real line is given by the least constant C such that
sup
s∈I
a(s)C 1|I |
∫
I
a(s) ds,
for all intervals I.
Theorem 3.6 (Sawyer and Wheeden [20]). Suppose aij (x) ∈ L∞(), and A(x) =
[aij (x)]nij=1 satisﬁes
c
(
	21 + a(x)2‖	‖2
)
	′A(x)	C
(
	21 + a(x)2‖	‖2
)
,
for x ∈  and (	1, 	) ∈ Rn, where a satisﬁes ‖a‖C0,1C, ‖a(·, x)‖RH∞C and
the nondegeneracy condition ‖a(·, x)‖L∞c > 0, for x =(x2, . . . , xn) ∈ Rn−1. Then
L = ∇′A(x)∇ is -subelliptic in  for some  > 0 depending only on the constants
c, C above.
Remark 3.7. The special case of Theorem 3.6 that is needed here is when
a(x) =
√
|x1|2m + (x),
where 0 and (x) 12m is Lipschitz (see (3.10) below). Franchi and Lanconelli [6] have
obtained the Hölder continuity of weak solutions u to ∇′A(x)∇u = 0 for coefﬁcients
such as a(x) = |x1|m. Of course more general right-hand sides are also required by
the deﬁnition of -subelliptic.
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3.2. Proof of regularity for the Monge–Ampère equation
We now prove Theorem 1.1. Let (s, v) = (x1, x), (z, t) =
(
u
x1
, ux
)
and r = u be
the variables in the partial Legendre transform T discussed in the sections above, and
let
A = A((s, t), v, r, z,p) =
[
1 0
0 k((s, v), r, (z, t))M(p)
]
.
Then with t1 = s,
p = (pij )2 in,1 jn =
(
vi
tj
)
2 in,1 jn
is a C0,1() weak solution of system (3.1), which can be written ∇′A∇p = f , in
′ ≡ T. In order to apply Theorem 3.5 with x there replaced by (s, t), we consider
the linear operator
∇′A˜∇ = 
2
s2
+ 
t′
k((s, v(s, t)), r(s, t), (z(s, t), t))M(p(s, t))

t
,
where k, M, v, r and z are as in (3.1). Here A˜ is given by
A˜(s, t) =
[
1 0
0 k((s, v(s, t)), r(s, t), (z(s, t), t))M(p(s, t))
]
,
and the function k satisﬁes
k = k((s, v), r, (z, t))≈ (|s|2m + (s, v))K((s, v), r, (z, t)). (3.9)
We now establish the hypotheses of Theorem 3.5. The lower bound c = 1 on the
trace (3.7) is obvious. The compatibility conditions (3.2) imply that
D(v, r, z) = ((s, t), v, r, z,p),
with  smooth (note that we replace v in Theorem 3.5 with the vector (v, r, z)). Note
that since M is positive deﬁnite, the quadratic form of A has the lower bound
(, 	)′A((s, t), v, r, z,p)(, 	)2 + ck((s, v), r, (z, t))|	|2.
The standard inequality |∇k|C√k (see e.g. the appendix in [19]) now shows that
A((s, t), v, r, z,p) is subordinate in relatively compact subregions of its domain. For-
mula (2.20) yields the desired product decomposition for h, and together with the
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inequality |∇k|C√k, (2.20) yields as well the subunit property of the vector ﬁelds
in (3.8). Thus in order to apply Theorem 3.5, it only remains to prove that ∇′A˜∇ is
-elliptic extendible in ′.
So ﬁx a point (s0, t0) ∈ ′. We follow the argument of Guan [9]: Without loss of
generality, we may suppose that k = 0 at (s0, t0) and that in fact (s0, t0) = (0, 0).
We choose  > 0 sufﬁciently small and a smooth nonnegative function (t), such that
 = 0 for |t| < ,  > 0 for |t| > 2 and (t) 12m is Lipschitz (i.e. all zeroes of 
vanish to order at least 2m). Then we deﬁne
B =
[
0 0
0 (t)In−1
]
,
where In−1 denotes the (n−1)×(n−1) identity matrix. Clearly the operator ∇′(A˜+B)∇
is elliptic in ′− B3 since |s|2m+(t) is positive there, and ∇′(A˜+B)∇ = ∇′A˜∇ = L˜
in B. Here B = B((0, 0), ) is the ball centered at (0, 0) with radius . The inequality
|∇|C√ shows that B is subordinate in ′. We further observe using (3.9) that
c
(
	21 + aε(s, t)2‖	‖2
)
	′
(
A˜+ B + εI) 	C (	21 + aε(s, t)2‖	‖2)
for 0ε < 1, where
aε(s, t) =
√
|s|2m + (s, v(s, t))+ (t)+ ε (3.10)
since M is positive deﬁnite and K is positive in ′. We now claim that aε(s, t) satisﬁes
the hypotheses of Theorem 3.6 uniformly in 0ε < 1, namely that
‖aε‖Lip1  C,
‖aε(·, t)‖RH∞  C, t ∈ Rn−1,
‖aε(·, t)‖L∞  c > 0, t ∈ Rn−1. (3.11)
With this established, Theorem 3.6 completes the proof that ∇′A˜∇ is -elliptic
extendible in ′. Then Theorem 3.5 (with v replaced by (v, r, z)) shows that p, v,
r and z are smooth in ′. Since det (s,t)(x1,x′) =
t
x′ = d > 0 by (1.6), we conclude that
u = r is smooth in , and this completes the proof of Theorem 1.1.
So it remains to prove (3.11). It is enough to prove the case ε = 0 since we
may replace  by  + ε. We now write a(s, t) for aε(s, t). The ﬁrst inequality in
(3.11) follows immediately from the fact that v is Lipschitz, since then so also are the
functions |s|, (s, v(s, t)) 12m and (t) 12m , and hence their 2m length as a vector in R3;
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a is the mth power of this length. The RH∞ inequality,
sup
s∈I
a(s, t)C 1|I |
∫
I
a(s, t) ds,
for all intervals I and points t, is easier to check separately in the two cases
sup
s∈I
|s|m  sup
s∈I
√
˜(s, t),
sup
s∈I
|s|m  sup
s∈I
√
˜(s, t),
where we have set ˜(s, t) = (s, v)+ (t). Indeed, in the ﬁrst case
sup
s∈I
a(s, t)C sup
s∈I
|s|mC 1|I |
∫
I
|s|mdsC 1|I |
∫
I
a(s, t) ds.
In the second case,
sup
s∈I
a(s, t)C sup
s∈I
√
˜(s, t).
Let s1 ∈ I be such that
√
˜(s1, t) = sups∈I
√
˜(s, t). Then we observe that
|I |mC sup
s∈I
|s|mC
√
˜(s1, t)
implies
˜(s1, t)
1
2m c|I |.
Since ˜(s, t)
1
2m = [(s, v(s, t)) + (t)] 12m is Lipschitz (this is the 2m length of the
Lipschitz vector
(

1
2m , 
1
2m
)
), we have
˜(s, t)
1
2m  1
2
˜(s1, t)
1
2m
for s in an interval J of length at least c|I | that contains s1 and is contained in I. Then
we conclude,
1
|I |
∫
I
a(s, t)ds  1|I |
∫
J
√
˜(s, t) ds
 |J ||I |
√
1
22m
˜(s1, t)
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 c |J ||I | sups∈I a(s, t)
 c sup
s∈I
a(s, t).
The nondegeneracy inequality in (3.11) follows from a(s, t) |s|m.
3.3. Hypoellipticity of the quasilinear system
We now give the proof of Theorem 3.5. We will treat each equation in (3.6) as a scalar
equation in the unknown p ∈ C0,1 with a˜ij (x) ∈ C0,1, and as in [9], approximate p
by solutions to elliptic linear Dirichlet problems which have better regularity properties.
Then we use the argument in [9] to show that p ∈ C1,−, 1N ,  > 0, and
thus that a˜ij (x) ∈ C1,−. Finally, we use the commutator lemma in [9], which we
reproduce below, to show that if a˜ij (x) ∈ Cm,, then p ∈ Cm,+−, 1N ,
 > 0, and thus that a˜ij (x) ∈ Cm,+−. Iterating this argument and differentiating
the equation as necessary will complete the proof. The details follow the statement of
Guan’s commutator lemma.
Deﬁnition 3.8. We let t (Rn) denote the Hölder–Zygmund spaces for t ∈ R (see [22]
where these spaces are denoted Ct∗), and set
Ct∗ =
{
t (Rn) = Cm,(Rn) for t = m+  > 0, m ∈ N ∪ {0}, 0 <  < 1,
Cm−1,1(Rn) for t = m, m ∈ N.
We denote by Ot the collection of linear operators bounded from 
s+
compact(R
n) to
sloc(R
n) for all 0 < s t .
Lemma 3.9. [Guan [9]] Let a(x,u) ∈ C∞(Rn × RN) vanish for x outside a compact
subset of Rn, and suppose u(x) ∈ Ct∗ for some t1. Then for every 0 < s < t and
 > 0, there are operators B0 ∈ Os−2+t−s , B ∈ Os−1+t−s and Bj ∈ Os−1+t−s , 1jn,
such that for |D|s = (−) s2 ,
[|D|s , a(x,u(x))] =
n∑
j=1
axj (x,u(x))Bj + au(x,u(x)) · B+ B0.
This lemma was proved in [9] for u a scalar function, but the proof persists for RN -
valued u = (uj )Nj=1 with the vector-valued decomposition u = u0 + u1, u0 = (u0j )Nj=1
where uj = u0j + u1j is the usual symbol splitting as in [9].
Proof of Theorem 3.5. Fix x0 ∈ 0 where 0 will be chosen sufﬁciently small
below, and let B(x) and N 10 be as in the deﬁnition of -elliptic extendibility
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for A˜(x) = [aij (x, v(x),p(x))]ni,j=1. For ε0, deﬁne
Aε(x, v,p) = A(x, v,p)+ B(x)+ εI,
A˜ε(x) = Aε(x, v(x),p(x)).
Fix  ∈ C∞c (N ) and note by (3.6) and the fact that B(x) vanishes in N , that p0 = p
is a weak solution to the scalar linear Dirichlet problems
{∇′A˜0(x)∇p0 = h0(x, v,p,Dp), x ∈ 0,
p0 = 0, x ∈ 0, (3.12)
where h0 = (h0)1N is given by
h0(x, v,p,Dp) = h(x, v,p,Dp)+ (∇)′A(x, v,p)∇p + ∇′[pA(x, v,p)∇].
By weak solution, we mean that both sides of the ﬁrst equation in (3.12) can be
multiplied by any test function in W 1,20 (0), and then integrated over 0 to yield
equality. For ε > 0 let pε be the unique weak solution to the scalar elliptic linear
Dirichlet problems{∇′A˜ε(x)∇pε = h0(x, v,p,Dp), x ∈ 0,
pε = 0, x ∈ 0. (3.13)
Since A˜ε(x) is Lipschitz and h0(x, v,p,Dp) is bounded, standard elliptic theory for
scalar equations (e.g. [8], Theorems 8.9 and 8.34) show that
pε ∈ W 2,2loc (0),
pε ∈ C1,(0), 0 <  < 1,
with norms depending on ε > 0. Since trace(A˜ε)c > 0 independent of ε > 0 in 
by (3.7), the maximum principle yields
‖pε‖
L∞(0)C, (3.14)
independent of ε > 0. Indeed, if wε = pε + C1|x − x0|2 − C2, we have
∇′A˜ε∇wε = h0 + 2C1trace(A˜ε)+ 2C1(∇′A˜0)(x − x0)1
in 0 (note ∇′A˜ε = ∇′A˜0), provided we choose 0 sufﬁciently small and C1 sufﬁciently
large, independent of ε > 0. We also have wε0 on 0 by the boundary condition
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in (3.13) if we choose C2 sufﬁciently large, independent of ε > 0. Theorem 8.1 in
[8] now shows that wε0 in 0. Arguing as above with −pε in place of pε , we
obtain (3.14).
Lemma 3.10. Let 0 <  < 1 be as in Theorem 3.5. Then for any 0 <  < , we have
‖pε‖
C1,(0)
C,
independent of ε > 0, and
p ∈ C1,loc (0).
Proof. Fix k and differentiate the th equation in (3.13) with respect to xk to obtain
that qε ≡ p
ε

xk
∈ W 1,2loc (0) is a weak solution in 0 of the divergence form equation
∇′A˜ε(x)∇qε =

xk
H,0(x, v,p)
+
M∑
=1

xk
H,(x, v,p),(x, v,p,Dp)
+ 
xk
[(∇)′A˜∇p] + ∇′
{
A˜

xk
(p∇)+
(

xk
A˜
)
p∇
}
−∇′
[(

xk
A˜ε
)
∇pε
]
. (3.15)
Now suppose, in order to derive a contradiction, that for some 0 <  <  and
1N ,
sup
0<ε<1
‖pε‖C1,(0) = ∞.
Then there is a sequence {εj }∞j=1 with limj→∞ εj = 0 and
cj ≡ ‖pεj ‖C1,(0) > j, j1.
Now we take ε = εj in (3.15), multiply by c−1j and rewrite the equation as
∇′A˜εj∇(c−1j q
εj
 ) = c−1j f
εj
 + (T
εj
 )
′c−1j g
εj
 , (3.16)
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where, we claim, Tεj is a collection of subunit vector ﬁelds with the supremum norms
of c−1j f
εj
 and c
−1
j g
εj
 bounded independent of j.
Indeed, the ﬁrst term on the right-hand side of (3.15) is bounded, and by (3.8), the
second term is a sum of transposed subunit (with respect to A˜ε) vector ﬁelds applied
to bounded functions. Since A(x, v,p) is subordinate in 
, and v,p are Lipschitz, the
chain rule shows that A˜ is subordinate in 0. Thus the dot product of any row of xk A˜
with ∇ is a multiple of a subunit (with respect to A˜ε) vector ﬁeld (see the comments
following (3.3)). Thus the components∑nj=1 ( xk a˜ij) xj , 1 in, of the vector A˜xk∇
are multiples of subunit vector ﬁelds. As a consequence, the term c−1j ∇′{( xk A˜)p∇}
is a sum of transposed subunit (with respect to A˜ε) vector ﬁelds applied to bounded
functions. The term c−1j ∇′
{
A˜ xk
(p∇)
}
is also of this form using (3.5). Now each
of A˜, B and εI is subordinate in 0, hence also A˜ε, and thus each component of
∇′
(

xk
A˜εj
)
is a multiple of a transposed subunit vector ﬁeld. The function c−1j ∇p
εj

is bounded since the deﬁnition of cj yields
‖c−1j ∇p
εj
 ‖L∞(0)Cc−1j ‖p
εj
 ‖C1,(0) = C.
Thus the term c−1j ∇′
[(

xk
A˜εj
)
∇pεj
]
is also a sum of transposed subunit vector ﬁelds
applied to bounded functions. We expand the remaining term as c−1j times

xk
[(∇)′A˜∇p] =
(

xk
∇
)′
A˜∇p + (∇)′
(

xk
A˜
)
∇p + (∇)′A˜∇ xk p,
and note that the ﬁrst two terms on the right are bounded. By (3.5), the third term
on the right is a sum
∑
 Tg of subunit (not transposed) vector ﬁelds T applied to
bounded functions g, but where the coefﬁcients j of T =
∑n
j=1 j

xj
are Lipschitz
functions. Thus Tg = −T ′g −
∑n
j=1
j
xj
g has the required form.
Now by our hypotheses, the linear operators ∇′A˜ε∇ are -subelliptic in 0 (even
in ) for  > 0 as in Theorem 3.5, uniformly in 0 < ε < 1, and we thus obtain from
(3.16) that
‖c−1j q
εj
 ‖C0,(K)CK,
independent of j1, for K compact in 0. Together with (3.14), this yields
‖c−1j p
εj
 ‖C1,(K) = ‖c−1j p
εj
 ‖L∞(K) + ‖c−1j q
εj
 ‖C0,(K)CK,
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independent of j1, for K compact in 0. However, since A˜ε(x) is elliptic in 0−1
independent of ε > 0, standard elliptic theory ([8], Corollary 8.36) applied to (3.13) in
0 − 1 yields
‖pε‖C1,(0−1)C,
independent of ε > 0, for all 0 <  < 1. Combining the last two inequalities yields
‖c−1j p
εj
 ‖C1,(0)C
with a constant C that is independent of j1. Now 0 <  <  and so there is a
subsequence, which we continue to write as {c−1j p
εj
 }∞j=1, with limj→∞ εj = 0 and
which converges in C1,(0) to a solution u of the Dirichlet problem,
{∇′A0(x, v,p)∇u = 0, x ∈ 0,
u = 0, x ∈ 0
since limj→∞ c−1j h0(x, v,p,Dp) = 0. By uniqueness ([8], Theorem 8.1), u = 0 in
0 and this contradicts
‖u‖C1,(0) = limj→∞‖c
−1
j p
εj
 ‖C1,(0) = 1,
which completes the proof that
sup
0<ε<1
‖pε‖C1,(0) <∞, 1 ≤ N, 0 <  < .
Now if 0 <  <  < , there is a sequence {εj }∞j=1 with limj→∞ εj = 0 such that
p
εj
 converges in C
1,(0) to a solution p˜0 of the Dirichlet problem,
{
∇′A0(x, v,p)∇p˜0 = h0(x, v,p,Dp), x ∈ 0,
p˜0 = 0, x ∈ 0,
1N.
Since p0 = p is also a solution to this Dirichlet problem by (3.12), uniqueness
yields p = p˜0 ∈ C1,(0). This completes the proof of Lemma 3.10. 
Thus p is now more regular in 0, hence in , and using the elliptic equation Dv =
(x, v,p), then so also are the coefﬁcient matrix A(x, v,p) and the data h(x, v,p,Dp)
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in (3.6), namely
p ∈ C1,loc (), v ∈ C2,loc (), A(x, v,p) ∈ C1,loc (),h(x, v,p,Dp) ∈ C0,loc (), (3.17)
for all 0 <  < . Indeed, if v is Lipschitz and p ∈ Cj,, j0, then a simple induction
using Dv = (x, v,p) shows that v ∈ Cj+1,. The increased smoothness of the data
in (3.17) suggests we should differentiate Eq. (3.6) by a fractional amount less than
. This will use the commutator Lemma 3.9 of Guan stated at the beginning of this
subsection.
Lemma 3.11. Let  be as in Theorem 3.5. Suppose that for some 0 <  < 1, we have
p ∈ C1,loc () and sup0<ε<1 ‖pε‖C1,(0) < ∞. Then for 0 <  <  and 0 <  < 1, we
have
sup
0<ε<1
‖pε‖
C
1++∗ (0)
< ∞,
p ∈ C1++−∗ (0).
Proof. In order to apply the fractional differentiation operator |D| = (−) 2 to (3.15),
we must ﬁrst multiply the function qε , which is only deﬁned in 0, by a smooth cutoff
function supported in 0. So let  ∈ C∞c (0) and set wε = |D|qε = |D| xk p
ε
 .
Since  > 0, (3.17) and Schauder theory applied to Eq. (3.13) yield that pε ∈ C2,(0)
for ε > 0, and so wε ∈ C1,−(0) ⊂ W 1,2(0). In order to exploit the special form
of A˜ε, we ﬁrst need to write (3.15) out in full using the chain rule,
∇′Aε(x, v,p)∇qε ≡ E
= 
xk
H,0(x, v,p)
+
M∑
=1

xk
H,(x, v,p),(x, v,p,Dp)
+ 
xk
[(∇)′A(x, v,p)∇p]
+∇′
{
A(x, v,p)

xk
(p∇)+ Axk (x, v,p)p∇
}
+∇′
{
(∇vA)(x, v,p) vxk p∇+ (∇pA)(x, v,p)
p
xk
p∇
}
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−∇′
[{
Aεxk (x, v,p)+ (∇vAε)(x, v,p)
v
xk
}
∇pε
]
−∇′
[{
(∇pAε)(x, v,p) pxk
}
∇pε
]
. (3.18)
We will apply |D| to the equation
∇′Aε(x, v,p)∇(qε ) = ∇′Aε(x, v,p)∇qε
+∇′Aε(x, v,p)(∇)qε
+(∇′)Aε(x, v,p)∇qε
= E + F,
with the term E written as
M∑
=1

xk
H,(x, v,p),(x, v,p,Dp)
+ 
xk
[(∇)′A(x, v,p)∇p]
+∇′
{
A(x, v,p)

xk
(p∇)+ Axk (x, v,p)p∇
}
+∇′
{
(∇vA)(x, v,p) vxkp∇+ (∇pA)(x, v,p)
p
xk
p∇
}
−∇′
[{
Aεxk (x, v,p)+ (∇vAε)(x, v,p)
v
xk
}
∇pε
]
−∇′
[{
(∇pAε)(x, v,p) pxk
}
∇pε
]
+ G,
where G ∈ C0,(0) upon using (3.17). Note that all of the above terms vanish outside
the support of , and thus we can multiply any of the functions there by a cutoff
function  ∈ C∞c (0) satisfying  = 1 on the support of . Thus we may assume
everything is compactly supported and so the pseudodifferential calculus used below is
justiﬁed. We obtain that for ε > 0, wε ∈ W 1,2(0) is a weak solution in 0 of
∇′A˜ε(x)∇wε
= |D|F + |D|G +
M∑
=1

xk
H,(x, v,p)|D|,(x, v,p,Dp)
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+ 
xk
trace{A˜(x)|D|(∇p(∇)′)}
+∇′
{
A˜(x)|D| 
xk
(p∇)+ Axk (x, v(x),p(x))|D|(p∇)
}
+∇′
{
∇vA(x, v(x),p(x))|D|
(
v
xk
p∇
)}
+∇′
{
∇pA(x, v(x),p(x))|D|
(
p
xk
p∇
)}
−∇′{Aεxk (x, v(x),p(x))|D|∇pε}
−∇′
{
∇vAε(x, v(x),p(x))|D|
(
v
xk
∇pε
)}
−∇′
{
∇pAε|D|
(
p
xk
∇pε
)}
+H, (3.19)
where H is the sum of the following commutator terms (recall that everything is
compactly supported in 0),
M∑
=1

xk
[|D|,H,(x, v(x),p(x))],(x, v,p,Dp)
+ 
xk
trace{[|D|, A˜](∇p(∇)′)} + ∇′[|D|, A˜] xk (p∇)
+∇′ [|D|, A˜xk ] (p∇)
+∇′
{
[|D|, ∇˜vA]
(
v
xk
p∇
)
+ [|D|, ∇˜pA]
(
p
xk
p∇
)}
−∇′ {[|D|, A˜εxk ]∇pε}− ∇′ {[|D|, ∇˜vAε]( vxk∇pε
)}
−∇′
{[
|D|, ∇˜pAε
]( p
xk
∇pε
)}
−∇′
{[|D|, Aε(x, v(x),p(x))]∇ 
xk
pε
}
. (3.20)
Note that we write A˜xk (x) = Axk (x, v(x),p(x)) and similarly for ∇˜vA, etc. Now
G ∈ C0,(0), so that the second term on the right-hand side of (3.19) lies in C0,−,
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and in particular is bounded. Since A˜ and A˜ε are subordinate in 0, we see as in the
proof of Lemma 3.10, that all of the component vector ﬁelds in
H,(x, v(x),p(x))

xk
, A˜∇, A˜xk∇, ∇˜vA∇, ∇˜pA∇, A˜εxk∇, ∇˜vAε∇, ∇˜pAε∇,
1, are bounded and multiples of subunit vector ﬁelds with respect to A˜ε (use (3.8)
for the ﬁrst vector ﬁeld). These vector ﬁelds act on functions such as
|D|,(x, v,p,Dp) and |D|∇pε which by hypothesis lie in C0,− uniformly in
ε > 0, hence are bounded independent of ε > 0. Thus the remaining terms in (3.19),
apart from |D|F and H, have the form T′g for g bounded independent of ε > 0, and
T subunit.
Consider H ﬁrst. By the commutator Lemma 3.9 above with s =  and t = 1+ ,
each of the commutators
[|D|,H,(x, v(x),p(x))],
[|D|, A˜(x)] ,[|D|, A˜xk (x)] , [|D|, ∇˜vA(x)] , [|D|, ∇˜pA(x)] ,[|D|, A˜εxk (x)] , [|D|, ∇˜vAε(x)] , [|D|, ∇˜pAε(x)] ,
in particular lies in O−1+1+− for all  > 0, and since they all act on functions whose
C0, norms are uniformly bounded in ε > 0, all but the last term in (3.20) lie in
C0,−− independent of ε, and so are also bounded independent of 0 < ε < 1 if we
take  small enough. We use the full force of the commutator Lemma 3.9 to obtain as
in [9] that the ﬁnal term in (3.20) has the form
−∇′
 n∑
j=1
Aεxj (x, v(x),p(x))Bj + Aε(v,p)(x, v(x),p(x)) · B+ B0
∇ 
xk
pε, (3.21)
where B, Bj ∈O−1+1+− and B0 ∈O−2+1+− . Thus B∇, Bj∇ ∈O+1+− and B0∇ ∈ O−1+1+− .
In particular, ∇′B0∇ ∈ O+− and since  xk p
ε
 ∈ C0,loc , we have for 0 <  < − ,
∇′B0∇ xk p
ε
 ∈ C0,−−loc ⊂ L∞,
independent of 0 < ε < 1. Since Aε is subordinate in relatively compact subregions of

, we have that the remaining terms in (3.21) have the form T′g where g is bounded
and T is subunit with respect to A˜ε, all independent of 0 < ε < 1. Finally, we consider
the remaining term |D|F . We have
|D|F = |D|∇′Aε(x, v(x),p(x))(∇)qε + |D|(∇′)A˜ε(x)∇qε
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= ∇′Aε(x, v(x),p(x))|D|((∇)qε )
+∇′[|D|, Aε(x, v(x),p(x))]((∇)qε )
plus a bounded function. Now the ﬁrst term on the right is a sum of transposed subunit
vector ﬁelds applied to bounded functions by (3.5), and the second term on the right
is handled using the commutator lemma as above.
Altogether we have
∇′A˜ε∇wε = f + T′g,
where f, g are bounded and T is a collection of bounded subunit vector ﬁelds with
respect to A˜ε, all independent of 0 < ε < 1. Since the linear operators ∇′A˜ε∇ are
-subelliptic in 0 uniformly in ε > 0, we conclude that supε>0 ‖wε‖C0,(K)CK , and
thus that
‖pε‖
C
1++∗ (K)
≈ ‖pε‖L∞(K) +
∑
k
∥∥∥∥|D| xk pε
∥∥∥∥
C0,(K)
 CK + ‖wε‖C0,(K)CK,
independent of ε > 0 for every compact subset K in 0. Since A˜ε(x) is C1+∗ and
elliptic in 0−1 independent of ε > 0, and h0 is in C∗ , we have by Schauder theory
([8, Lemma 6.18]) applied to (3.13) that,
‖pε‖
C
2+∗ (0−1)C,
independent of ε > 0. Combining these inequalities yields
‖pε‖
C
1++∗ (0)
C
with a constant C that is independent of ε > 0. The rest of Lemma 3.11 now fol-
lows easily upon considering a sequence of εj ’s for which {pεj }∞j=1 converges in
C
1++−
∗ (0),  > 0, as in Lemma 3.10.
We now iterate Lemma 3.11 until we reach p ∈ C2+∗ (), for some  > 0, differen-
tiate equation (3.6), and then apply the above procedure again to get to p ∈ C3+∗ (),
for some  > 0. Continuing in this way we obtain p, v ∈ C∞(), and this completes
the proof of Theorem 3.5. 
Appendix A
Throughout this appendix we will assume, for the sake of simplicity, that the partial
Legendre transform arises from the Monge–Ampère equation (1.1) where k = k(x) is
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independent of u and Du. In the general case, the systems in the next subsection are
complicated in that they involve the unknowns r = u and z = ux1 as well as v, and
the formula for Lz in Section A.3 is not as simple.
A.1. Failure of ellipticity of system (2.12)
Here we show that system (2.12),
2v
s2
+ 
t
(
k det
(v2, . . . , vn)
(t2, . . . , tn)
)
= 0, 2n,
is not elliptic. Indeed, with F as in (2.14), we note that for each ﬁxed  and , the
matrix
F
p
=
[
Fi
pj
]
1 i,j≤n
=

 0 · · · 0
0 0 · · · 0
...
...
...
0 kq2 · · · kqn
...
...
...
0 0 · · · 0

has
(
0 kq2 · · · kqn
)
in the th row where [qj ]2,jn is the transposed cofactor
matrix of [pj ]2,jn, and all other rows vanish except for the Dirac delta function
 at the far left in the ﬁrst row. Thus F

p has the n-dimensional quadratic form
Q(, 	) = (, 	′) F

p
(, 	) = 2 + k
n∑
j=2
qj 		j .
Now system (2.12) is elliptic if det [Q(, 	)]2,n = 0 for (, 	) away from the
origin in Rn. However, when  = 0, the determinant det [Q(0, 	)]2,n vanishes
since the matrix [Q(0, 	)]2,n has rank one – indeed, the th row is k	 times
the ﬁxed vector  n∑
j=2
q2j 	j , . . . ,
n∑
j=2
qnj 	j
 .
A.1.1. Ellipticity of systems (2.17) and (2.12)
Let P =
[
p
]
2,n
, co P =
[
c
]
2,n
be the cofactor matrix of P, and
(co P )′ =
[
q
]
2,n
denote the transpose of co P . We write p = (p2 , . . . , pn) for
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the th row of P, and p = (p2, . . . , pn)′ for the th column of P, so that for example
(q)′ = c. Now M = (coP )′ and vt = (p)′ in system (2.17),{
2
s2
+ 
t′
kM

t
}
v = 0, 2n,
and so in divergence form (2.17) becomes,
div(s,t′)F((s, t), v,Dv) = 0, 2n,
where the column vector F is given by
F((s, t), v,p) =
(
p1, k((s, t), v)M
v
t
)
=
(
p1, k(coP )
′(p)′
)
.
The ellipticity of system (2.17) for k > 0 follows from the following claim, together
with the fact that the matrix M is bounded and positive deﬁnite when k > 0.
Claim. Q(, 	) ≡ (, 	′) Fp (, 	) = (2 + k	′M	), 2, n.
Since the quadratic form associated to an antisymmetric matrix vanishes, it is enough
to show that the (n− 1)× (n− 1) Jacobian matrix p
[
(coP )′(p)′
]
satisﬁes

p
[
(coP )′(p)′
]
= (coP )′ (modAn−1), 2, n,
where An−1 denotes the space of antisymmetric (n− 1)× (n− 1) matrices, and p =(

p2
, . . . , pn
)
. We compute

p
[(coP )′(p)′] = 
p
 q
2(p)′
...
qn(p)′
 =

q2 p (p
)′
...
qn p (p
)′
+

p p (q
2)′
...
p p (q
n)′

=
 q
2In−1
...
qnIn−1
+

p p c2
...
p p cn
 = (coP )′ + n∑
=2
p


p c

2
...

p c

n

= (coP )′ +
n∑
=2
p

p
(c)′.
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It remains to show that each of the matrices p (c
)′ =
[

p
c
]
2,n
is antisym-
metric for 2, n. However, upon examining the matrix P = [p]2,n, and
using the deﬁnition of the cofactor matrix coP =
[
c
]
2,n
, we easily see that

p
c = −

p
c,
and this completes the proof that (2.17) is elliptic.
We now show that system (2.17) fails to be strongly elliptic. Such a system is
strongly elliptic if the larger quadratic form
Q() =
n∑
,=2
()′ F

p
 (A.1)
is positive deﬁnite for  = (2, . . . , n) ∈ Rn(n−1). This notion of ellipticity is used
when applying divergence structure techniques to derivatives of solutions. For system
(2.17), the quadratic form
Q() =
n∑
,=2
(, 	′) F

p
(, 	)
may vanish for  = ((, 	))n=2 away from the origin, as a lengthy computation
reveals. For example when n = 3, M =
[
p33 −p23−p32 p22
]
and
F2((s, t), v,p) = (p21, k[p33p22 − (p23)2], kp22(p23 − p32)),
F3((s, t), v,p) = (p31, kp33(p32 − p23), k[p22p33 − (p32)2]).
Thus the 6× 6 block matrix
[[
Fi
pj
]3
i,j=1
]3
,=2
is given by

1 0 0 0 0 0
0 kp33 −2kp23 0 0 kp22
0 k(p23 − p32) kp22 0 −kp22 0
0 0 0 1 0 0
0 0 −kp33 0 kp33 k(p32 − p23)
0 kp33 0 0 −2kp32 kp22

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and with  = (2, 3) = (0, 0, 1, 0, 1, 0), we obtain
Q() = (0, 0, 1, 0, 1, 0)
[ Fi
pj
]3
i,j=1
3
,=2
(0, 0, 1, 0, 1, 0)′ = 0.
For the solutions we consider in (2.17), we have the additional symmetry pj = pj for
2, jn, and thus the application of divergence structure techniques only requires
the positivity (when k > 0) of Q() on the (n−1)(n+2)2 -dimensional subspace
Sn =
{
 = (2, . . . , n) ∈ Rn(n−1) : ij = ji for 2 i, jn
}
.
Even this fails, as the above calculation demonstrates when n = 3.
Finally we note that the system (2.21),
Lpij =
{
2
s2
+ 
t′
kM

t
}
pij = f ij , 2 in, 1jn,
is strongly elliptic when k > 0; since M is independent of the Dpij , it follows that (2.21)
is diagonal in the principal terms, and since M is positive deﬁnite and bounded, (2.21) is
then strongly elliptic. Indeed, the matrix [Q,]n,=2 is diagonal with Q,(, 	) > 0
for(, 	) = (0, 0) and 2n.
A.2. The equation for Lz
Here we establish the formula Lz = kx1 det
v
t . Indeed, from (2.9) we obtain
Lz = 
s
(
k det
v
t′
)
− 
t′
(
kM
v
s
)
= I − II.
From the formula s detA = trace
{
(coA)′ s A
}
with A = k 1n−1 vt′ , we have
I = 
s
(
det k
1
n−1 v
t′
)
= trace
{
k
n−2
n−1M

s
k
1
n−1 v
t′
}
,
and so using (2.15),
I − trace
{
kM

s
v
t′
}
= trace
{
M
1
n− 1
(

s
k
)
v
t′
}
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= 1
n− 1
(

s
k
)
trace
{
M
v
t′
}
=
(

s
k
)
det
v
t′
.
Using (2.19) we have
II = 
t′
(
Mk
v
s
)
= trace
{
M

t′
k
v
s
}
,
and so by the symmetry of M and (2.16), we have II − trace
{
kM t′
v
s
}
= trace
{
M
(
v
s
)(

t′
k
)}
= trace
{
M
[
vi
s

tj
k
]
2 i,jn
}
= trace
M
[
vi
s
n∑
=2
k
v
tj
]
2 i,jn
 =
n∑
=2
k trace
{
M
[
vi
s
v
tj
]
2 i,jn
}
=
n∑
=2
k
(
v
s
)′
M
v
t
=
n∑
=2
k
(
v
s
)′
e
(
det
v
t′
)
=
(
n∑
=2
k
v
s
)
det
v
t′
,
where k = kx . Combining these equalities, we obtain
Lz = I − II =
(

s
k −
n∑
=2
k
v
s
)
det
v
t′
=
(
k1 +
n∑
=2
k
v
s
−
n∑
=2
k
v
s
)
det
v
t′
= k1det vt′ .
A.3. The divergence-free property of M
Here we establish the divergence-free property (2.19) of the matrix M. In fact, if M
is the transposed cofactor matrix of any n × n Jacobian matrix vt′ =
[
vi
tj
]
1 i,jn
,
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then ∇′M = 0′. To see this we observe that the t-divergence of the th column of M
can be written
det

v1
t1
· · · v1tn
...
...
v−1
t1
· · · v−1tn

t1
· · · tn
v+1
t1
· · · v+1tn
...
...
vn
t1
· · · vntn

,
where it is understood that the determinant must be expanded along the th row.
However, if we do just that, and use the formula

tj
det (A1, . . . , An) =
n∑
i=1
det
(
A1, . . . ,
Ai
tj
, . . . , An
)
,
where the Ai are the columns of a square matrix, we obtain that in the case  = 1,
det


t1
· · · tn
v2
t1
· · · v2tn
...
...
vn
t1
· · · vntn

expands as
det


t1
v2
t2
· · · v2tn
...
...

t1
vn
t2
· · · vntn
+ · · · + det

v2
t2
· · · t1
v2
tn
...
...
vn
t2
· · · t1
vn
tn

−det


t2
v2
t1
v2
t3
· · · v2tn
...
...
...

t2
vn
t1
vn
t3
· · · vntn
− · · · − det

v2
t1
v2
t3
· · · t2
v2
tn
...
...
...
vn
t1
vn
t3
· · · t2
vn
tn

...
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+(−1)n+1det


tn
v2
t1
· · · v2tn−1
...
...

tn
vn
t1
· · · vntn−1
+ · · · + (−1)n+1det

v2
t1
· · · tn
v2
tn−1
...
...
vn
t1
· · · tn
vn
tn−1
 .
The above expression vanishes identically by the equality of mixed second-order partial
derivatives. For example, the columns


t1
v2
t2
...

t1
vn
t2
 and


t2
v2
t1
...

t2
vn
t1
 are equal, and appear
as the ﬁrst columns of two otherwise identical matrices above, whose determinants
appear with opposite sign. A similar reasoning, combined with interchanging appropriate
columns, shows that the last term on the ﬁrst line cancels with the ﬁrst term on the
last line.
A.4. The other partial Legendre transforms
Given 1n, we modify transform (2.8) by deﬁning variables s = (s1, . . . , s)
and t = (t+1, . . . , tn) by 
s1 = x1
...
s = x
t+1 = ux+1 (x)
...
tn = uxn (x)
and consider the functions z = (z1, . . . , z) and v = (v+1, . . . , vn) given by
z1 = ux1 (x)
...
z = ux (x)
v+1 = x+1
...
vn = xn.
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Calculations as in Section 2.1 (but more elaborate), yield in place of (2.9) the Cauchy–
Riemann equations {
det zs′ = k((s, v), r, (z, t))det vt′ ,
z
t′ = − v
′
s .
(A.2)
Indeed, the chain rule yields
zi
sj
= 1
d
det

uij ui,+1 · · · uin
u+1,j u+1,+1 u+1,n
...
...
. . .
...
un,j un,+1 · · · unn
 , 1 i, j,
where d = det [uij ]+1 i,jn, as well as
v
t′
=
 u+1,+1 · · · u+1,n... . . . ...
un,+1 · · · unn

−1
.
Now apply the determinant formula
det [˜aij ]1 i,j = det [aij ]1 i,jn
(
det [aij ]+1 i,jn
)−1
,
where
a˜ij = det

aij ai,+1 · · · ain
a+1,j a+1,+1 · · · a+1,n
...
...
. . .
...
an,j an,+1 · · · ann
 , 1 i, j,
which can be proved by writing det [˜aij ]1 i,j as a sum of signed products
sgn()˜ai,(i) over all permutations  of {1, . . . ,}, and then applying Laplace’s
expansion to each determinant a˜i,(i).
If we let P and M denote the transposed cofactor matrices of zs′ and
v
t′ respectively,
we obtain in place of (2.17) the divergence form quasilinear system{

s′
P

s
+ 
t′
kM

t
}
v = 0, + 1 ≤ n. (A.3)
However when  > 1, the matrix P degenerates when k = 0, thereby limiting the
usefulness of the system, as the degeneracies are then embedded in the matrix P as
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well as in the function k. To obtain system (A.3) from the Cauchy–Riemann equations
(A.2), we note that

t
{
k((s, v), r, (z, t))det
v
t′
}
= 
t
det
z
s′
,
and now using zt =
v
s′ , expand the derivative of the determinant as

t
det
z
s′
=
∑
j=1
det
[
z
s1
, . . . ,
z
sj−1
,

t
z
sj
,
z
sj+1
, . . . ,
z
s
]
=
∑
j=1
det
[
z
s1
, . . . ,
z
sj−1
,

t
z
sj
,
z
sj+1
, . . . ,
z
s
]
= −
∑
j=1
det
[
z
s1
, . . . ,
z
sj−1
,

sj
v
s′

sj
,
z
sj+1
, . . . ,
z
s
]
= −
∑
j=1
∑
i=1
(
co
z
s′
)
ij
2v
sjsi
= −trace
{[
co
z
s′
]′ [ 2v
s′s
]}
.
Using the divergence free property of
[
co zs′
]′
established in Section A.3 above, we
thus have

t
{
k((s, v), r, (z, t))det
v
t′
}
= − 
s′
[
co
z
s′
]′ v
s
, + 1n.
Arguing as Section 2.1.3 above, we obtain

t
{
k det
v
t′
}
= 
t′
k
[
co
v
t′
]′ v
t
,
and combining the above two equalities yields (A.3) with P =
[
co zs′
]′
and M =[
co vt′
]′
. Finally, we record that in the original variables x, we have
M = 3D(1/d)[uij ]k+1 i,jn
P = 3D(1/d)[cij ]1 i,jk,
where [cij ]1 i,jn = 3D[co(D2u)].
414 C. Rios et al. /Advances in Mathematics 193 (2005) 373–415
A.5. The difﬁculties with alternate methods
We begin with a discussion of the difﬁculties encountered in applying the Campanato
method to system (3.1), as used by Xu and Zuily in [24] to treat equations of the form

m∑
i,j=1
X∗i M(x,p)Xj
p = f(x,p,Dp), 1N, (A.4)
where p = (p1, . . . , pN) is assumed continuous and Dp locally square integrable, M
is smooth and elliptic, f is smooth and has at most quadratic growth in Dp, and
{Xj }mj=1 is a collection of smooth linear vector ﬁelds satisfying Hörmander’s condition
(see also [15,2,3,7]). Note that our Eq. (3.1) fails to be of this form with x replaced
by (s, t) in (A.4) since our vector ﬁelds Xj = √k(s, v(s, t)) tj are nonlinear. A key
step in the Campanato method is to freeze coefﬁcients at a point in the elliptic part
M(p(s, t)) of the operator, and then solve a Dirichlet problem for this frozen operator
L0. While the solution w to the quasilinear system with operator L0 veriﬁes the needed
estimates by a generalization of Guan’s theorem in [11], the degeneracies of the solution
occur when k(s,w(s, t)) = 0, and do not match the degeneracies of p which occur
when k(s, v(s, t)) = 0. If instead, we freeze the function v in k(s, v(s, t)), and freeze
M(p(s, t)) at a point, then the solution to the Dirichlet problem with the linear operator
L0 fails to have sufﬁcient smoothness for applying Sobolev-type inequalities as in [24].
On the other hand, in the special case when (x1, x) vanishes in Theorem 1.1, then
of course k(s,w(s, t)) ≈ k(s, v(s, t)), and so the above difﬁculties with degeneracies
disappears. It is likely that the Campanato method in [24] can be adapted to prove
Theorem 1.1 when (x1, x) ≡ 0 under the weaker regularity hypothesis u ∈ C2∩W 3,2.
This will be pursued elsewhere.
There is also a difﬁculty in applying the method of Guan in [11], as convolution
with a smooth approximate identity does not behave well on the term that is quadratic
in Dp on the right-hand side of (3.1).
Finally, any attempt to apply linear elliptic regularization to the simpler equation
(2.17), Lv = 0, such as adding εIn to the coefﬁcient matrix, is doomed since the
matrix coefﬁcients involve p, and are thus no more regular than derivatives of v. The
classical elliptic theory for ∇′A∇v = 0 requires ∇′A ∈ Lq(Rn), q > n, in order to
conclude that v ∈ W 2,2 (see e.g. [14], Theorem 10.1, Chapter 3), and applied to the
above situation would yield only that ∇p ∈ Lq implies ∇2v ∈ L2, a trivial conclusion.
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