Abstract-The retina performs the earlier stages of image processing in living beings and is composed of six different groups of cells, namely, the rods, cones, horizontal, bipolar, amacrine and ganglion cells. Each of those group of cells can be sub-divided into other types of cells that vary in shape, size, connectivity and functionality. Each cell is responsible for performing specific tasks in these early stages of biological image processing. Some of those cells are sensitive to horizontal and vertical movements. This paper proposes a multi-hierarchical spiking neural network architecture for detecting horizontal and vertical movements using a custom dataset which was generated in laboratory settings. The proposed architecture was designed to reflect the connectivity, behaviour and the number of layers found in the majority of vertebrates retinas, including humans. The architecture was trained using 2303 images and tested using 816 images. Simulation results revealed that each cell model is sensitive to vertical and horizontal movements with a detection error of 6.75 percent.
I. INTRODUCTION
The retina, which is considered an extension of the brain, has been widely studied since Cajal (1892) [1] and six different groups of cells have been identified in all vertebrates retinas, namely, rods and cones, bipolar, horizontal, amacrine and ganglion cells. From this general grouping of cells, 50 distinct types of cells have been identified [2] . The cell types differ widely in shape, size and connectivity. Recently, Gollish and Meinster [3] described a set of visual tasks relevant to all species. Object motion detection, light sensitive and looming detection are three of the visual tasks that are observed in all vertebrate retinas. These three types of cells are called object-motion-sensitive (OMS), looming and light sensitivity ganglion cells (GCs). The OMS GCs actively respond when a local patch on a receptive field centre moves with a trajectory different from the background, the light sensitive GCs respond to light intensity variation and the looming GCs respond to approach and recede motions [3] . More complex cells have also been identified including fast response and predictive GCs. The fast response cells respond to fast motion variations while the predictive cells trigger automatic responses to specific stimuli that were previously learnt [3] .
Wu et al. prosed the use of hierarchical spiking networks for processing visual stimuli [4, 5, 6, 7, 8, 9] . In these works, Wu et al. describes different multi-hierarchical architectures for performing image segmentation and extracting different features (including straight lines, blobs and colour features). Kerr et al. [10] proposed a 4 layer hierarchical neural network for extraction complex features from natural images . Kerr et al. and the Wu et al. [4, 5, 6, 7, 8, 9] share the following similarities: (i) the use of leaky-integrate-andfire (LIF) neuron models (see Section II-B), organized in an hierarchical network; (ii) the neural networks are composed of 3 or more layers which are interconnected via excitatory and/or inhibitory synapses, forming receptive fields; (iii) inclusion of final layer implementing spike time dependent plasticity (STDP). Neither study addressed emulation of the behaviour of OMS GCs.
Zylberberq et al. [11] used a biologically inspired sparse coding model using spiking neural networks for emulating the type of responses that are found in cortical neurons in the primate visual cortex (also known as Gabor functions). Zylberberg et al. use a population of inhibitory neurons and a second population of excitatory neurons. The inhibitory neurons are used for producing lateral inhibition which is required to generate the same patterns generated by Gabor functions. They also introduce a new unsupervised learning technique, an adaptation of Oja's learning rule [12] for training the weights of both populations of neurons. The work reported in [11] was extended by Tavnaei et al. [13] who proposed a biological-inspired convolutional spiking neural network (CSNN) composed of a convolution layer, followed by a pooling layer and a fully connected layer (feature discovery). In classification tasks on the MNIST digit dataset 1 , the proposed architecture showed an accuracy of 98% for clean (without any additive noise) images. None of the architectures mentioned so far are able to detect movement. However, Rueckert et al. [14] proposed a recurrent spiking network (RSNN) for planning tasks which detect movements. The proposed architecture is composed of 2 layers of LIF neurons, one for saving the current state and another for keeping the context. The RSNN is inspired by hippocampal neurons found in rats; however, such recurrence is not found in vertebrate retinas. Neither the CSNN nor the RSNN mimic the functionalities of the retina described in [3, 15, 16] .
The paper structure is as follows. Related works are presented in section II, the proposed multi-hierarchical SNN is described in Section III, the simulation methodology is described in section IV, the simulation results are presented in Section V and analysis and future work are discussed in Section VI.
II. RELATED WORKS

A. Biological Architecture of the Retina
Vertebrates retinas vary in type, shape, size, connectivity and number of cell types, but all are characterized by having 6 layers composed of cones and rods, bipolar, horizontal, amacrine and ganglion cells (Figure 1 ). Retinal rod and cone cells, also known as photoreceptors convert light into electrical signals that change the electrical potential of a cell's membrane allowing it to communicate information to other connected cells. The human retina consists of 120 million rod cells and 6 million cone cells. The input layer in the proposed architecture mimics those cells. Retinal bipolar cells in human retinas perform two sets of functions. They synapse either with rods or cones and accept synapses from horizontal cells. They transmit signals from the photoreceptors or the horizontal cells and pass them to ganglion cells either directly or indirectly (via amacrine cells). Communication is via graded potentials, which is unlike many other cell types which communicate via action potentials. Graded potentials describe a continuous change in membrane potential that can be either large or small and last either for short or long durations, unlike action potentials that have fixed amplitudes and timings [15, 16] .
Amacrine cells are mostly inhibitory in operation and interact with ganglion cells. They are connected laterally to ganglion cells and affect the output of bipolar cells. There are at least 33 known types and each type releases one or several neurotransmitters. Among other functions they are responsible for detecting or contributing to the detection of directional motion. Retinal ganglion cells receive information from bipolar and amacrine cells and transmit action potentials to a number of regions in the brain including the thalamus, hypothalamus and mesencephalon where images are thought to be formed and classified [17, 18] . Therefore, the early stages of image pre-processing are done in an efficient way in the retina meaning that robust models of such cells will result in powerful and efficient computer vision algorithms.
B. Spiking Neural Networks
Spiking Neural Networks are used in this work because, unlike classical neurons, spiking neurons are bio-inspired and their dynamics seek to be equivalent to those observed in real neurons [19] . The Leaky-Integrate-and-Fire (LIF) neuron model was chosen as the LIF model has a good balance between processing cost and biological compatibility dynamics. More complex models are available (e.g. Izhkivich [20] ), but they also increase the computation time and are not the best option for implementing in dedicated hardware (e.g. fieldprogrammable gate arrays) which is one of the goals this research.
A RLC (Resistance, Inductance, Capacitance) electronic circuit can be used for emulating the dynamics of a LIF neuron as shown in picture Figure 2 . If the voltage u(t) across the capacitance reaches the threshold v then is a spike generated and u(t) is set to the reset voltage during a refractory period [19] . Therefore, the LIF neuron model action potential is governed by equation 1.
where τ = RC is the time constant, R the membrane resistance, C the membrane capacitance, u(t) the membrane voltage at a given time t and I(t) is the current at time t.
III. PROPOSED MULTI-HIERARCHICAL SPIKING NEURAL NETWORKS FOR DETECTING HORIZONTAL AND VERTICAL
MOVEMENTS
In this paper, we propose a four-layer architecture for mimicking the object movement sensitive ganglion cells which was described in [3] . The input layer converts the pixel graded values (0.0 up to 1.0) to spike events (where values above 0.85 are considered a spike event); layer 1 detects local edges, layer 2 extracts movement features, layer 3 extracts movement features and layer 4 detects types of movement. The proposed architecture is shown in Figure 3 . 
A. Input layer: Binarisation via conversion from pixel grade values to spike events
The input layer converts pixel graded values to spike events. Values equal or above 0.85 are considered a spike events similar to the functionality of rods [15] . A 1:1 connectivity is used between each pixel and the neurons in the input layer. Figure 4 shows an example where three sequential image frames (from a synthetic dataset with objects performing horizontal and vertical movements) of 40×40 pixels are presented to the Input Layer, then processed by the neurons in Layers 1 to 4. The results are represented as vertical spikes in the output synapse coming from the right-to-left movement sensitive ganglion cell. In Figure 4 a black cylinder object is shown moving from the left to the right is shown. Each image is input to the proposed architecture for a period of 1ms.
B. Layer 1: Edge detection
The aim of layer 1 is to detect edges. 40×40 pixels images are exposed to Layer 1 for a period of 1 simulation time step. The neurons in Layer 1 receive spike events from a 3×3 patch where the central neuron is connected via an excitatory synapse (weight greater than 0) and the 8 neighbouring neurons are connected via inhibitory synapses (weight lower than 0), originating a receptive field (RF). The RF in the visual system comprises a 2D region in a specific visual space and may have different sizes and shapes. The latter are represented in Figure 3 by windows composed of 8 black circumferences (that act as inhibitory synapses) and a white central circumference (that acts as an excitatory synapse). The RFs have a stride of 1 for retaining the spatial information that is required for performing the edge detection of a RF weights distribution is given by the Difference of Gaussians (DoG) function. The DoG function in Layer is used for performing the edge detection and it is governed by equation 2.
where the parameters σ s and σ c are the standard deviations of the neighbouring and central pixels of the DoG filter [10] . The number of neurons per pixels is reduced by 2 columns and 2 rows (i.e. required number of neurons is 38×38) because of the borders conditions. Zero or negative values are produced by the DoG filter when the patch is composed of similar pixels intensities (in this case the neuron will not spike); positive values are produced when the neighbouring pixels and the central pixels have a big variation (in this case the neuron will spike).
C. Layer 2: Horizontal and vertical features extraction
The aim of layer 2 is to extract horizontal and vertical features. Layer 2 is composed of 36 rows× 36 columns×4 groups of neurons (36×36×4) where each neuron is connected via a 3×3 RF and the connection between neurons is performed via inhibitory and excitatory synapses. The organisation of the excitatory synapses between the neurons of Layer 1 and Layer 2 varies accordingly to the type of filter used. The goal of each filter type is to generate unique spike patterns that are required for detecting the movement type while retaining spatial information. The filters, in the inner layer, are represented in Figure 3 with 9 blue circles overlapping 9 neurons in Layer 1.
The neurons in Layer 2 are used to extract features related to each type of movement (left-to-right, right-to-left, up and down). Again, 3×3 windows are used to produce features maps that capture the required details for a specific movement and distinct pattern from the homologous movement.
where the parameters L f , R g , U p and D w represents the left-to-right, right-to-left, up and down filters weight distribution. The number of neurons per patch of layer neurons is reduced by 2 columns and 2 rows (i.e. required number of neurons is 36×36) per filter type because of the borders conditions. Analogous to the DoG filters, the neuron will spike when the value given by the spikes, generated by the patch of neurons in Layer 1, multiplied by the weights of the respective synapses is positive and greater or equal to the threshold.
D. Layer 3: Extraction of movement features
The aim of layer 3 is to extract movement features. The neurons in Layer 3 are connected in a one-to-one (1:1) configuration to the Layer 2 neurons. There are two neuron populations, Population A and Population B. The Population A neurons are wired via 2 synapses, the excitatory synapse has no delay and the inhibitory synapse has a delay of 1 simulation time step. The use of synapses with different delays facilitates movement features extraction [21] . Delaying the spikes propagation a specific simulation time step produces a local memory (e.g. given a pre-neuron that spiked at the time step t and did not spiked in time step t-1 triggers a spike event in the post neuron because the result of the difference between spikes will be positive and greater of equal to the threshold.).
Population B differs from Population A only because the inhibitory synapse is delayed by two simulation time steps as opposed to one. The two populations are used for improving the accuracy of the movement features extraction by creating a bio-inspired buffer of 3 spike patterns. Each group of neurons is composed of groups of 36×36 neurons and in the overall configuration there are a total of eight groups of neurons (four per each population). The neurons in layer 3 are able to sense movement because they are inter-connected using different propagation delays. Such delays create a local residual memory for holding past neuron's events and compare them with current events (the simulation time-step was set to 1ms). The populations are used to improve the robustness of the motion detection, because fast movements are detected by Population A, slower movements by Population B and average speed movements detected by both populations of neurons. Therefore, a movement feature is extracted if a there is a spike in the actual frame which was not detected in the previous frame (population A with a propagation delay of one) or two frames before (population B with a propagation delay of 2). Therefore, it is possible to generate different spiking patterns that are used to detect differences between spike trains. The neurons in Layer 3 will spike if changes are detected.
E. Layer 4: Detection of movement type
The aim of layer 4 is to determine specific movements based on the movement features extracted in Layer 3. Each neuron in Layer 4 receives connections from all the neurons of population A and B, of its specific type of movement (e.g. the left-to-right movement cell is connected via excitatory cells to the left populations A and B) and inhibitory synapses from its type of movement (e.g. left-to-right movement cell is connected via inhibitory cells to the right populations A and B). The reason for having these connections is because the right-to-left cell must not spike when the left-to-right cell is spiking, or vice-versa. It is possible in certain circumstances to have different types of cells spiking at the same time (e.g. a simultaneous left-to-right and up). However a certain cell cannot spike at the same time as it pairing cell (e.g. left-toright cell cannot spike at the same time as the right-to-left cell because that would mean that a given object was moving to the left-to-right and right-to-left at the same time). In Figure 3 , the inhibitory synapses are represented with dashed red lines and the inhibitory synapses with blue dashed lines, and the brown and yellow dashed boxes represents that all the neurons are connected to the movement sensitive cells.
In this layer the movement sensitive neurons are found. Overall. there are four types of neurons, two of which respond to horizontal movements and the other two to vertical movements. These neurons receive connections from the neurons of both populations, A and B, of the same type and its pairing (e.g. left-to-right/right-to-left). The connections from the same type of movements are excitatory while the connections from the paring type are inhibitory. The weights of these connections were trained using the ReSuMe algorithm described in [22] . ReSuMe is a supervised learning method for training SNN by imposing on the neural network the desired inputoutput properties for producing the desired spike pattern to a stimulus. A teacher signal (desired spike pattern) is given to a neuron n The ReSuMe equations are as follows:
where
are positive in excitatory synapses and negative in inhibitory synapses. In both cases τ d and tau l are positive [22] . Teacher signals were used for training the Layer 4 neurons. The training was initially done to the horizontally sensitive cells and then to the vertically sensitive cells. In Figure 6 the two teacher signals used to train the synaptic weights of the horizontal cells during the simulation time window [2290, 2315] 
IV. SIMULATION METHODOLOGY
This section explains how the dataset was generated and pre-processed, and the methodology that was followed for evaluating the performance of the proposed multi-hierarchical spiking neural network for detecting horizontal and vertical movements.
A. Dataset
A basic dataset was generated for testing the proposed architecture. A test scenario was prepared, where a black cylindrical object moved from left to right. Overall, one hundred repetitions were made. Every repetition has approximately 30 images (the number of images is proportional to the object speed). Overall 100 video-clips were generated. A total of 3120 images were generated from the one hundred video-clips. The dataset was augmented by performing rotations of π 2 rad, π rad and 2π 3 rad. All the images were annotated. The original size of each figure is 640×480 pixels.
B. Image pre-processing
The natural images extracted from the video clips require pre-processing to reduce the dimension of the images and lower the number of neurons per layer. The image is first converted to grey scale and the number of channels reduced from 3 (red, green and blue) to one (grey scale). This is done by applying equation 10.
The second step is resizing the image to reduce the number of required neurons per layer; this was accomplished by using the OpenCV library built-in functions for Python 2.7. The images were scaled to 40×40 pixels while keeping the original aspect ratio. The third and final pre-processing steps were to compute Principal Component Analysis (PCA) followed by image whitening. Whitening transform is a conventional preprocessing step in statistical analysis for transformation random variables to orthogonality [23] . The PCA and whitening was done using the Python 2.7 Sklearn library. Figure 7 shows a sequence of 4 images extracted from one of the trials, where the black cylindrical object is moving from the left to the right. Fig. 7 : Sequence of 4 raw images, where a black cylinder object is moving from the left to right (1 st column); image after pre-processing steps namely, conversion from RGB to greyscale, resizing, PCA and whitening (2 nd column). Figure 8 shows the histograms of the pre-/post-processed images. The histograms from the right, when compared with the ones from the left-to-right, show a dimensionality reduction as a consequence of applying the PCA, reducing the local correlation between pixels; These steps are required for speeding up the image processing.
C. Simulation Process
The simulation was performed using the Brian2 SNN simulator 3 .
Step 1 -Preparing the simulation: The pre-processed images was loaded into memory and the proposed multihierarchical architecture was implemented in Brian2. The video-clips were randomly split into 4 datasets each comprising different training and testing data cases. In each dataset 75 video sequences (2303 images) were used for training and 25 video sequences (816 images) of the data was used for testing.
Step 2 -Setting the simulation parameters: The simulation was configured with a time step of τ = 1ms.
The following values of parameters are set all the neurons, u r eset = −1mV , tau r ef ractory = 0. The threshold for neurons in Layer 1, 2 and 3 was set to u t h = 0.0mV and for layer 4 u t h = 30.0mV . The weights for layers 1, 2 and 3 were set constant. The weights of the neurons in Layer 4 were trained using the ReSuMe algorithm and parameters were set as follows, Step 3 -Simulation stages: The simulation can be divided into two stages, namely training and testing. 
V. SIMULATION RESULTS
The voltage threshold of the Layer 1 neuron was obtained by computing the average of all the images used for training. The Brian2 simulator has a structure called "TimedArray" that was used for exposing the images to the first layer neurons. Images are converted into 1D vectors and each image is a row of the "TimedArray".
The spatial information between image pixels and neurons was kept by creating a vector of indexes that was used for creating the desired connectivity between neurons. The Brian2 exposes each row (image) after the predefined interval which in this case was set to 1ms.
The spike monitors were configured for tracking all the spikes generated in each layer and were plotted at the end of the simulation. During each iteration in the training mode the synaptic weights were updated accordingly with the output generated ReSuMe training algorithm.
A. Horizontal movement test
The results obtained from the horizontal test sequences are shown in Figures 9, 10 and 11. Referring to Figure 9 , during the period [4605,4640]ms the image was performing a movement from the left to the right. The input layer illustrates the graded values after the conversion to spike events (values above 0.85 are considered spike events). Layer 1 shows the spike pattern generated from the edge extraction. The spiking pattern in Figure 9 was generated during in test mode (after training). Referring to Figure 10 , the spike activity from the left-toright cells is more prominent than the right-to-left cells which is a consequence of the type of movement. The spike patterns obtained in population A (frame[t]-frame[t-1]) are very similar to the ones obtained from population B (frame[t]-frame[t-2]) which is a consequence of having slow movements which are detected by both populations of neurons. Figure 11 shows that each cell is spiking in the correct time. The scoring algorithm compares the output spiking vector with the expected output vector and adds a penalty of one unit every time that output and expected spikes do not match. The testing error given by the score algorithm was 7% for the horizontal cells. The error is associated with a sudden change of images sequences. This error occurs when the last image of a sequence is followed by the first image of a new sequence. This situation triggers a different spike pattern that will be compared with the previous spike patterns (Layer 3 populations A and B) .
B. Vertical movement test
The results obtained from the vertical test sequences are shown in Figures 12, 13 and 14 . Referring to Fig. 12 , during the period [4605,4640]ms the object is moving down. In the input layer are shown the graded values after the conversion to spike events (values above 0.85 are considered spike events). In layer 1 the spike pattern generated from the edge extraction are shown. The spiking pattern in Figure 12 is clearly distinct from the spike pattern in Figure 9 . It is possible to infer from the spike pattern of the input layer that the object is moving down. Referring to Fig. 13 , the spike activity of the down cells is more prominent than the up cells which is a consequence of the type of the movement. Again, the spike patterns obtained from population A (frame[t]-frame[t-1]) are very similar to the ones obtained from population B (frame[t]-frame[t-2]) which is a consequence of having slow movements which are detected by both populations of neurons. Figure 14 shows that each cell is spiking in the correct time because the first set of images are up movements and then down movements. It is also clear from the image that on left-to-right cell spikes while the right-to-left cell does not spike and vice-versa. The scoring algorithm returned a testing error of 6.5% for the vertical cells. The errors occur when the last image of a sequence is followed by the first image of a new sequence (i.e. when a new sequence starts and the object moves from the end position to the start position of two sequential images).
VI. CONCLUSION AND FUTURE WORK
Retinal ganglion cells perform the primary processing steps of natural images in an efficient way. Features such as object movement detection, looming, fast response to fast stimuli and even prediction are performed in the retina. This paper proposes a multi-hierarchical Spiking Neural Network (SNN) that was designed for simulating Object-Motion-Sensitive (OMS) Ganglion Cells (GC). The individual horizontal and vertical motion sensitive models were integrated and the outcome is an innovative multi-hierarchical bio-inspired SNN that reflects object motion detection in vertebrate retinas. Results suggest that the motion cells are sensitive to horizontal and vertical movements. The proposed architecture can be adapted for modelling many other retinal cell types (such as the texture motion 4 and/or omitted stimulus response 5 cells). Several improvements are required in terms of increasing the robustness and performance of the horizontal and vertical motion cells. For example, the proposed architecture needs to be evaluated in different natural scenarios with different lighting conditions, different object shapes and multi-objects moving in the same scene. In addition, approaches are required for reducing the number of neurons per layer.
