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Sur la re´partition du noyau d’un entier
Olivier Robert & Ge´rald Tenenbaum
A` la me´moire de Nicolaas Govert de Bruijn,
pour la lumie`re, l’e´le´gance et le partage.
Abstract. We investigate the asymptotic behaviour of the number N(x, y) of
those integers n  x with squarefree kernel k(n)  y. Using a double saddle-
point method, we obtain an asymptotic formula with remainder that holds, for
any given ε > 0, uniformly in the domain y > e(log2 x)
3+ε
. This depends on
the saddle-point parameters, defined as the solutions of a transcendental system
and for which explicit estimates are provided. This result is in turn exploited to
obtaining various explicit estimates for N(x, y). For instance, writing
F (t) :=
6
pi2
∑
m1
min(1, et/m)∏
p|m(p+ 1)
(t  0),
and Yx := e
1
4
√
2 log x(log2 x)
3/2
,Mx :=
√
2 log x log2 x log3 x where logk stands for
the k-th iterated logarithm, we show that
N(x, y) ∼ yF (v)⇔ y > Yxe−3Mx/8eψx
√
log x log2 x (v := log(x/y))
for some function ψx →∞. We also define an explicit function K = K(x, y) such
that, as x→∞,
N(x, y) ∼ yF (v)e−{1+o(1)}K (x  y  2).
More precise formulae describe quantitatively the transition phase between the
two behaviours
N(x, y) ∼ yF (v) and N(x, y) ∼ yF (v)o(1) (x→∞),
the latter occurring if and only if log y = o
(√
log x log2 x
)
.
Other consequences of the main formulae are : (i) the exact determination of the
size of the factor lost by application of a Rankin type bound ; (ii) the derivation of
precise formulae for the local behaviour of N(x, y) with respect to both variables,
e.g.
(∀b > 1) N(x, 2y) ∼ 2bN(x, y)⇔ log y = (log x)1/(b+1)+o(1);
(iii) the complete solution of a problem of Erdo˝s and de Bruijn related to the sum
K(x) :=
∑
nx
1
k(n)
;
and (iv) a new, refined, and heuristically optimal, form of the abc conjecture.
This last application is detailed in a forthcoming work in collaboration with C.L.
Stewart.
Classification AMS : principale 11N25, secondaires 11D99, 11N56.
2 Olivier Robert et Ge´rald Tenenbaum
Sommaire
1 Motivation et pre´sentation qualitative des re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Me´thodologie et notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3 Re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.1 E´valuation implicite de N(x, y) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2 E´valuations explicites de N(x, y) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3 E´valuation des parame`tres du col . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.1 Comparaison avec la majoration de Rankin . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2 Comportement local . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.3 E´tude de K(x) et d’autres quantite´s lie´es au noyau d’un entier . . . . . . 16
4.4 Nouvelle formulation de la conjecture abc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5 Estimations pre´liminaires. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.1 Les fonctions Jk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.2 Autour de la fonction Γ d’Euler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.3 Sommes sur les nombres premiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.4 Une famille d’inte´grales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5.5 Une famille de se´ries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.6 E´tude asymptotique de f(σ,κ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.7 De´rive´es secondes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.8 Prolongement holomorphe de f(σ,κ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
6 Les parame`tres du col . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
6.1 Existence et unicite´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
6.2 Ordres de grandeur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.3 E´tude asymptotique de σv . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
6.4 Formules asymptotiques pour les parame`tres du col . . . . . . . . . . . . . . . . . . . 54
6.5 Preuve du The´ore`me 3.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
7 Pre´paration a` l’emploi de la me´thode du col . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
8 E´tude de F (v) par la me´thode du col. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
8.1 Se´rie ge´ne´ratrice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
8.2 Formule asymptotique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
8.3 De´veloppement asymptotique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
8.4 Comportement local . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
9 Nouvelle estimation de la hessienne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
10 Zone sur-critique : me´thode e´le´mentaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
11 Estimations de N(x, y) par la me´thode du col . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
11.1 Majorations de |F(α+ iτ,β + it)| . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
11.2 Formule de Perron sur les intervalles courts . . . . . . . . . . . . . . . . . . . . . . . . . 84
11.3 Inte´grales gaussiennes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
11.4 Zone sous-critique : me´thode du col directe . . . . . . . . . . . . . . . . . . . . . . . . . . 86
11.5 Zone critique : me´thode du col indirecte. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
12 Preuves des The´ore`mes 3.1, 3.2 et 3.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
12.1 Preuve du The´ore`me 3.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
12.2 Preuve du The´ore`me 3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
12.3 Preuve du The´ore`me 3.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
13 Comportement local de N(x, y) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
13.1 Zone sur-critique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
13.2 Zone sous-critique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
13.3 Zone critique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
13.4 Preuve du The´ore`me 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
13.5 Preuve du Corollaire 4.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
14 E´tude de K(x) et de´termination du reste optimal
dans la conjecture d’Erdo˝s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
14.1 De´veloppement asymptotique : preuve du The´ore`me 4.3 . . . . . . . . . . . . 112
14.2 Formule asymptotique pour K2(x)/K1(x) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
Sur la re´partition du noyau d’un entier 3
1. Motivation et pre´sentation qualitative des re´sultats
De´signons par k(n) :=
∏
p|n p le noyau sans facteur carre´ d’un entier naturel n.
(1) La
fonction n → k(n) est l’une des plus naturelles parmi les fonctions multiplicatives non
triviales. Elle intervient ge´ne´riquement dans les proble`mes de crible et dans des questions
arithme´tiques aussi diverses que :
- la conjecture d’Artin [33] ;
- le proble`me des diviseurs de Dirichlet [15] ;
- la repre´sentation des nombres premiers par un syste`me de formes quadratiques [20] ;
- la taille des coefficients de formes modulaires [21] ;
- la logique mathe´matique(2) [22] ;
- Le proble`me des nombres parfaits [17] ;
- Le proble`me du ze´ro de Siegel pour les fonctions L de Dirichlet [12] ;
- la conjecture abc de Masser et Oesterle´ et celle de Szpiro [19].
D’abord seul [3], puis en collaboration avec van Lint [6], de Bruijn s’est e´galement
inte´resse´ a` cette fonction, mais par une voie totalement diffe´rente. Il s’agissait de re´pondre
a` une question d’Erdo˝s relative a` la fonction Ψm(x), e´gale au nombre des entiers n
n’exce´dant pas x et dont tous les facteurs premiers divisent m, soit encore
(1·1) Ψm(x) :=
∑
nx, k(n)|m
1.
La nature asymptotique de Ψm(x) constitue depuis longtemps une source de curiosite´
pour les arithme´ticiens. La conjecture de Syracuse,(3) par exemple, est clairement lie´e
aux variations de Ψ6(x) — voir notamment [27]. Un remarquable re´sultat de Tijdeman
[30], [31] stipule que, pour m fixe´ et y assez grand, l’ine´galite´ Ψm(y) > Ψm(x) implique
y > x
{
1+1/(log x)Cm
}
et est implique´e par y > x
{
1+1/(log x)Dm
}
, ou` Cm et Dm sont
des constantes positives convenables.
Pose´e en 1960 dans une lettre a` de Bruijn, la question d’Erdo˝s consistait a` e´valuer
(1·2) K1(x) :=
∑
mx
Ψm(x).
Or, une simple interversion de sommations montre que
(1·3) K1(x) =
∑
nx
∑
mx
k(n)|m
1 =
∑
nx
⌊
x
k(n)
⌋
= xK(x)+O(x), avec K(x) :=
∑
nx
1
k(n)
·
Confirmant une conjecture d’Erdo˝s, de Bruijn [3] a ainsi e´tabli que
(1·4) K(x) = e{1+o(1)}
√
8 log x/ log2 x (x→∞).(4)
1. Ici et dans la suite nous re´servons la lettre p pour de´signer un nombre premier.
2. Le proble`me d’Erdo˝s–Woods, consistant a` de´cider s’il existe un entier N tel que k(a + j) =
k(b + j) (1  j  N) implique a = b pour tous entiers a, b, est en effet e´quivalent a` une
conjecture de J. Robinson sur la constructibilite´ de l’arithme´tique par les fonctions de coprimarite´
et successeur.
3. E´galement appele´e conjecture de Collatz, de Kakutani, ou encore d’Ulam.
4. Ici et dans la suite, nous notons logk la k-ie`me ite´re´e de la fonction logarithme.
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Cependant, la me´thode employe´e, reposant sur un the´ore`me taube´rien de Hardy &
Ramanujan [13] via l’e´tude de la se´rie de Dirichlet
∑
n 1/{k(n)nσ} lorsque σ → 0+,
est loin de fournir une formule asymptotique. De`s l’introduction de son article, de Bruijn
remarque qu’elle ne permet pas de distinguer K1(x) de
(1·5) K2(x) :=
∑
nx
n
k(n)
=
∑
mx
{
Ψm(x)−Ψm(m− 1)
}
.
Rebondissant sur cette observation, Erdo˝s a imme´diatement conjecture´ que
(1·6) K2(x) = o
(
K1(x)
)
(x→∞),
ce que de Bruijn et van Lint ont e´tabli l’anne´e suivante [6].
Alors que la re´partition des entiers y-friables — autrement dit dont le plus grand
facteur premier P+(n) n’exce`de pas y — fait l’objet d’une abondante litte´rature depuis
les articles fondateurs dus a` de Bruijn [2], [4], l’e´tude de la re´partition des entiers a` petit
noyau — hasardons la de´nomination d’entiers nucle´aires — est confine´e a` de tre`s rares
travaux. Une explication de ce phe´nome`ne re´side sans doute dans le fait que la fonction
indicatrice des entiers n tels que P+(n)  y est multiplicative alors que ce n’est pas le
cas pour la condition k(n)  y. Ainsi qu’il a e´te´ signale´ par de Bruijn et van Lint [7], cela
induit une complication significative des calculs, qui refle`tent la nature des singularite´s
des se´ries de Dirichlet en cause.
La fonction de deux variables
(1·7) N(x, y) :=
∑
nx
k(n)y
1 (2  y  x)
rece`le toute l’information relative a` la re´partition des nombres k(n) et permet en principe
d’exprimer toute quantite´ lie´e a` ce proble`me. Ainsi, nous avons, par exemple,
K(x) =
∫ ∞
1
N(x, y)
y2
dy, K2(x) = xK(x)−
∫ ∞
1
dy
y2
∫ x
1
N(t, y) dt (x  1).
Dans ce travail, notre objectif principal consiste a` fournir, dans un domaine aussi vaste
que possible, des formules asymptotiques pour N(x, y). Outre les applications directes a`
des proble`mes arithme´tiques varie´s, cela permet de donner une base solide aux conjectures
lie´es a` ce proble`me : il suffit de supposer que le noyau des entiers conside´re´s est re´parti
statistiquement selon la loi de´crite par N(x, y) — voir notamment le paragraphe 4.4 pour
le cas de la conjecture abc.
La seule e´tude ante´rieure de´volue a` ce proble`me est due a` Squalli [25], dans une the`se
dirige´e par le second auteur. Posons
(1·8) ψ(n) :=
∏
p|n
(p+ 1) (n  1).
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Guide´ par le the´ore`me d’Erdo˝s & Wintner [11], qui implique
∑
nx
k(n)/ne−t
1 ∼ {1− a(t)}x (t > 0, x→∞),
avec a(t) = (6/pi2)
∑
met 1/{mψ(m)} (t ∈ R), et notant
(1·9) F (t) := 1 +
∫ t
0
eu
{
1− a(u)}du = 6
pi2
∑
m1
min(1, et/m)
ψ(m)
(t  0),
Squalli montre que yF (v) est une bonne approximation de N(x, y) pour les 〈〈 grandes 〉〉
valeurs de y, avec la notation
(1·10) v := log(x/y).
Pour la simplicite´ typographique de certains termes d’erreur, nous notons e´galement
(1·11) v := v + 2.
Plus pre´cise´ment, Squalli e´tablit e´le´mentairement, pour tout ε > 0, l’estimation
N(x, y) = yF (v)1+O(1/ log v)
(
x  16, e(log x)1/2+ε  y  x
)
,
et, par voie analytique, la formule asymptotique
(1·12) N(x, y) = yF (v)
{
1 +O
(√
log v
log x
)} (
x  16, e(log x)3/4+ε  y  x
)
.
Il fournit e´galement un de´veloppement asymptotique pour logK(x), avec la nota-
tion (1·3).
Au The´ore`me 3.1 infra, nous obtenons une formule asymptotique pour N(x, y), valable
dans un vaste domaine, analogue au domaine Hε apparaissant dans l’e´tude des entiers
friables — cf. par exemple [29], chap. III.5. Le terme principal s’exprime en fonction des
parame`tres du col de la repre´sentation inte´grale de Perron en dimension deux. Graˆce aux
estimations de ces parame`tres e´tablies au The´ore`me 3.5, ce re´sultat, de nature implicite
et caracte´ristique de la me´thode du col, nous permet en particulier :
(i) d’e´valuer, en (4·1), le rapport de N(x, y) a` sa majoration de Rankin ;
(ii) de fournir, au The´ore`me 3.2, des formules asymptotiques intrinse`ques pour
N(x, y) dans un grand sous-domaine ;
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(iii) de de´terminer exactement, au Corollaire 3.4, le domaine de validite´ de la
relation asymptotique N(x, y) ∼ yF (v) ;
(iv) de de´crire pre´cise´ment la transition de phase — voir notamment (3·24)
infra — ;
(v) de donner, au The´ore`me 3.3, des e´valuations asymptotiques uniformes dans
l’ensemble du domaine x  y  2 pour log{N(x, y)/y} ;
(vi) de de´crire, toujours uniforme´ment dans de tre`s vastes domaines en (x, y),
le comportement local de N(x, y) relativement a` chacune des variables — cf. le
The´ore`me 4.1 et les Propositions 13.1, 13.2, 13.2 — ;
(vii) de donner des formules et des de´veloppements asymptotiques explicites
pour des quantite´s lie´es a` la re´partition du noyau, notamment K(x), K1(x) et
K2(x) — cf. (4·10), (14·6), (14·14) et (14·15) infra —, ce qui fournit, au The´o-
re`me 4.4, une e´valuation explicite tre`s pre´cise du rapport K2(x)/K1(x) dans le
proble`me d’Erdo˝s (1·6) ;
(viii) de formuler une nouvelle version, plus pre´cise et heuristiquement optimale,
de la conjecture abc — voir le paragraphe 4.4 et, pour plus de de´tails, [23].
2. Me´thodologie et notations
La se´rie de Dirichlet de deux variables associe´e a` la fonction de comptage N(x, y) est
(2·1) F (s, z) :=
∑
n1
1
k(n)zns
=
∏
p
(
1 +
1
pz(ps − 1)
)
,
initialement de´finie pour e s > 0, e (s+ z) > 1.
Notre approche consiste a` e´valuer l’inte´grale de Perron bidimensionnelle repre´sentant
N(x, y) par la me´thode du col. Cela pre´suppose l’existence d’un unique col re´el pour
l’inte´grande. Nous e´tablissons en effet au paragraphe 6.1 que, dans la majoration de type
Rankin
N(x, y)  inf
σ>0
κ+σ>1
xσyκF (σ,κ) (x  y  1),
la borne infe´rieure est atteinte, de`s que 2  y < x, en un point unique (σ∗,κ∗), qui est
donc le col re´el de la fonction (s, z) → xsyzF (s, z), solution du syste`me
(2·2)

∑
p
log p
1 + pκ(pσ − 1) = log y∑
p
log p
(pσ − 1){1 + pκ(pσ − 1)} = v
sous les conditions σ > 0, κ+ σ > 1.
Lorsque le rapport x/y est petit, les parame`tres σ∗ et κ∗ sont peu exploitables. Cela
nous ame`ne a` poser, ici et dans tout l’article,
(2·3) (α,β) :=
{
(σ∗,κ∗) si 2  y  x/e6,
(12 ,
1
2 + 1/ log y) si max(2, y)  x < ye6.
Le choix de la valeur 12 est purement pragmatique : il permet d’e´tendre le domaine de
validite´ de certaines estimations, par exemple (4·1), qui mesure le rapport de N(x, y) a`
sa majoration de Rankin.
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L’approximation yF (v) de N(x, y) apparaissant en (1·12) rele`ve d’une technique
similaire mais en une seule variable. Une application imme´diate de la formule d’inversion
de Laplace (cf. Lemme 8.1 infra) implique en effet
(2·4) F (v) = 1
2pii
∫
σ+iR
esv G (s)
s(1− s) ds (0 < σ < 1),
ou` l’on a pose´
(2·5) G (s) :=
∏
p
(
1 +
1− ps−1
p(ps − 1)
)
(σ := e (s) > 0).
Il est a` noter que G (s) = Re´s
(
F (s, z); z = 1 − s) — cf. la remarque suivant (11·43)
infra.
Notant
(2·6) g(σ) := logG (σ) (σ > 0),
il est facile de montrer que, pour tout v > 0, l’e´quation g′(σ)+v = 0 posse`de une solution
unique σ = σv, de sorte que
(2·7) evσvG (σv) = min
σ>0
eσvG (σ).
Pour des raisons de commodite´s techniques, nous rede´finissons
(2·8) σv := 12 (0  v < 6).
Le comportement asymptotique de σv fait l’objet du paragraphe 6.3 infra. Nous
montrons notamment que, pour tout entier K  1,
(2·9) σv =
√
2
v log v
{
1 +
∑
1kK
Pk(log2 v)
(log v)k
+OK
(
(log2 v)K+1
(log v)K+1
)}
(v  3),
ou` Pk est un polynoˆme de degre´ au plus k. Ainsi,
(2·10) P1(z) = 12 (z − log 2), P2(z) = 38z2 − (34 log 2 + 12 )z + 12 log 2 + 38 (log 2)2 + 23pi2.
Une application standard de la me´thode du col — cf. The´ore`me 8.6 et formule (8·4) infra
— fournit alors, lorsque v →∞,
(2·11)
F (v) =
{
1 +O
(√
log v
v
)}
evσvG (σv)
σv
√
2pig′′(σv)
=
{
1 +O
( log2 v
log v
)}evσvG (σv)
2
√
pi
( log v
2v
)1/4
,
des estimations pre´ce´demment e´tablies dans [25] selon une approche diffe´rente.
Il est aise´ de de´duire de (2·11) et (2·9) l’existence d’une suite de polynoˆmes {Qj}∞j=1
ve´rifiant degQj  j, telle que l’on ait pour chaque entier N  1,
(2·12) F (v) = exp
{√
8v
log v
(
1+
∑
1jN
Qj(log2 v)
(log v)j
+ON
({ log2 v
log v
}N+1))}
(v  3).
En particulier, Q1(z) = P1(z) + 1, Q2(z) = P2(z) + 3P1(z) + 2. Nous donnons les de´tails
au paragraphe 8.3.
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3. Re´sultats
3·1. E´valuation implicite de N(x, y)
La fonction (s, z) →F (s, z) est holomorphe dans le domaine
{(s, z) ∈ C:e (s) > 0, e (s+ z) > 1}.
La formule de Perron permet donc d’e´crire
(3·1) N(x, y) = 1
(2pii)2
∫
α+iR
∫
β+iR
F (s, z)
xsyz
sz
dsdz (x, y ∈ R+  N, 2  y < x).
La mise en œuvre de la me´thode du col ne´cessite d’e´tablir que l’inte´grale pre´ce´dente
est domine´e par un voisinage convenable du col (α,β) de´fini plus haut. Posons
(3·2) f(σ,κ) := logF (σ,κ) (σ > 0, κ+ σ > 1).
Le re´sultat fait classiquement intervenir la hessienne
(3·3) δ(σ,κ) := f ′′20(σ,κ)f ′′02(σ,κ)− f ′′11(σ,κ)2 (σ > 0, κ+ σ > 1),
ou`, ici et dans la suite, nous notons, pour la simplicite´ typographique,
f
()
jk (σ,κ) :=
∂f(σ,κ)
∂σj∂κk
(j + k = ).
Dans toute zone ou` la me´thode de col est pertinente, l’estimation obtenue est de la
forme
(3·4) N(x, y) ∼ r(x, y) x
αyβF (α,β)
2piαβ
√
δ(α,β)
(x→∞),
ou` r(x, y)  1. Avec la terminologie introduite dans [28], nous pouvons pre´ciser cette
assertion. Lorsque la me´thode du col s’applique de manie`re standard (me´thode 〈〈directe 〉〉)
nous avons
r(x, y) = 1 + o(1)
de`s que les parame`tres tendent vers l’infini. Cependant, nous exhiberons des sous-
domaines (correspondant essentiellement aux 〈〈 grandes 〉〉 valeurs de y) pour lesquels, bien
que le choix optimal des abscisses d’inte´gration conduise a` une estimation asymptotique,
l’inte´grale (3·1) n’est pas domine´e par un voisinage infinite´simal du col. Cela correspond
au champ de la me´thode 〈〈 indirecte 〉〉, et se traduit par l’existence d’une limite diffe´rente
de l’unite´ pour r(x, y) : voir le The´ore`me 3.1 infra.
Nous sommes a` pre´sent en mesure de de´crire nos estimations de type (3·4). Nous
conservons dans toute la suite les notations (1·9), (1·10) et (2·7). Nous introduisons
e´galement la quantite´
(3·5) λ := α+ β − 1
qui intervient naturellement dans les re´sultats qui suivent.
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Notant classiquement Γ la fonction Gamma d’Euler, nous posons
D(u) := Γ′(u)/Γ(u) (u > 0),(3·6)
γ(u) :=
2pi
Γ(u)
euD(u)−expD(u) (u > 0),(3·7)
Φ(u) := γ(u)
√
D′(u)
2pi
=
γ(u)
√
Γ(u)Γ′′(u)− Γ′(u)2√
2piΓ(u)
·(3·8)
Nous montrons au paragraphe 5.2.1 que
(3·9) Φ(u)  1 (u > 0), Φ(u) =

1 +O(1/u) (u  1),√
2pi
e
{
1 +O(u)
}
(0 < u  1).
Ici et dans la suite nous utilisons la notation a  b pour signifier que a b et b a ont
simultane´ment lieu.
Nous obtenons le re´sultat suivant ou` l’on note
(3·10) E∗ := log2 x
(log y)1/2−ε
+
(log2 x)5/6
(log x)1/6
+
√
log v
v
·
Nous observons que, pour ε > 0 et dans le domaine
(3·11) Dε :=
{
(x, y) : x  16, e(log2 x)3+ε  y  x
}
,
nous avons E∗ √(log v)/v + (log2 x)−1/2+3ε.
The´ore`me 3.1. Soit 0 < ε < 124 . Lorsque (x, y) ∈ Dε, nous avons
(3·12) N(x, y) = x
αyβF (α,β)Φ
(
λ/α
)
2piαβ
√
δ(α,β)
eO(E
∗).
Remarque. Nous avons en toute circonstance eO(E
∗) = 1 + O(E∗). Cependant, la
formulation choisie pour (3·12) permet d’inclure le renseignement que les deux membres
sont du meˆme ordre de grandeur dans l’ensemble du domaine Dε.
En reportant (3·12) dans (3·4), nous obtenons que le choix
r(x, y) = Φ(λ/α)
est admissible, de sorte que r(x, y) → 1 si, et seulement si, λ/α → ∞, alors que
r(x, y)→ √2pi/e si, et seulement si, λ/α→ 0.(5) Notons que, d’apre`s l’e´valuation (6·75)
infra, λ/α et vσv/yσv tendent conjointement vers 0 ou vers l’infini.
5. La premie`re e´ventualite´ correspond aux 〈〈 petites 〉〉 valeurs de y, la seconde aux 〈〈 grandes 〉〉 :
cf. (3·29) infra.
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Le phe´nome`ne de changement de phase ainsi mis en e´vidence nous a amene´s a` de´finir
trois zones, de´crites dans la suite et respectivement de´signe´es comme sous-critique,
critique et sur-critique, selon que yσv/vσv est petit, de taille mode´re´e (incluant l’ordre de
l’unite´) ou grand. En pratique, ces zones auront toujours de larges plages de recouvrement
et, meˆme si elles correspondront toujours aux crite`res qualitatifs indique´s plus haut, leurs
de´finitions pre´cises pourront varier en fonction des spe´cificite´s des proble`mes e´tudie´s.
Les Propositions 11.3, 11.5 et 10.1 infra fournissent dans chacune des trois zones une
formule asymptotique pour N(x, y) plus pre´cise que le re´sultat uniforme (3·12). En
particulier, le terme principal secondaire de la formule (11·34), apparaissant dans l’e´nonce´
de la Proposition 11.5, permet de disposer, dans la zone critique, d’une pre´cision suffisante
pour les applications de´veloppe´es dans la suite.
Avant de pre´ciser les conse´quences the´oriques qui peuvent eˆtre de´duites de la for-
mule (3·12), mentionnons l’aspect nume´rique. En l’absence d’une hypothe´tique me´thode
globale plus performante, la complexite´ du calcul de N(x, y) co¨ıncide avec celle de la
factorisation de l’ensemble des entiers n’exce´dant pas x. Le terme principal de (3·12),
en revanche, ne ne´cessite essentiellement que l’e´valuation d’un faible nombre de sommes
et produits sur les nombres premiers. En effet, lorsque, par exemple, l’on approche les
coordonne´es du point-selle par une me´thode ite´rative a` convergence rapide comme celle
de Newton, le nombre ne´cessaire des valeurs des parame`tres est tre`s re´duit. L’une des
applications possibles du The´ore`me 3.1 consiste donc, via une estimation effective des
constantes implique´es, a` approcher nume´riquement N(x, y) pour de grandes valeurs du
parame`tre x.
3·2. E´valuations explicites de N(x, y)
Comme il est usuel dans l’emploi de la me´thode du col en the´orie analytique des
nombres, nous pouvons exploiter la formule (3·12) de deux manie`res. D’une part, nous
pouvons y inse´rer des estimations explicites du point-selle (α,β) ; d’autre part, nous
pouvons l’utiliser, via une e´tude diffe´rentielle du terme principal, pour de´crire le compor-
tement local de N(x, y), avec notamment l’obtention de formules semi-asymptotiques.(6)
Les re´sultats obtenus par la premie`re voie correspondent aux deux the´ore`mes sui-
vants, fournissant respectivement des formules asymptotiques pour N(x, y) et pour
log{N(x, y)/y}.
Quelques notations supple´mentaires sont ne´cessaires.
Posant
Z = Z(x, y) := σv log y,(3·13)
Jk(s) :=
∫ ∞
1
e−st
dt
tk
(s > 0, k ∈ Z),(3·14)
nous montrons au Lemme 5.1 infra que l’e´quation
(3·15) J1()2 = Z2J2(),
6. Voir [28] pour une de´finition de cette notion et la description d’un exemple fondamental.
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posse`de dans R+ une solution unique  = (x, y). Nous de´duisons notamment de cet
e´nonce´ les estimations suivantes :
 =

{
2 +O
(
log2(1/Z)
log(1/Z)
)}
log(1/Z) (Z → 0+),{
1 +O
(
Z2/eZ
) }
e−γ−Z (Z  1),
(3·16)
  e−Z log (2 + 1/Z) (Z > 0).(3·17)
Nous e´crivons alors
(3·18) Θ :=
√
e− + 14 (Z)
2, K := 2(1−Θ)vσv, ∆ := vσveγyσv =
vσv
eγ+Z
·
Pour simplifier l’e´criture, nous avons omis d’indiquer la de´pendance en (x, y) de ces
quantite´s — nous re´servant, en cas de ne´cessite´, d’e´crire Θ(x, y), K(x, y), ∆(x, y).
Nous notons par ailleurs qu’une application standard de l’ine´galite´ de Cauchy–Schwarz
implique Θ2  (1 + /4)e− < 1.
Nous avons
(3·19) Θ→ 1 (Z →∞), Θ ∼ 12Z log (1/Z) (Z → 0),
alors que
(3·20) K  ∆ (x  y  2), K ∼ ∆ (Z →∞).
Enfin, nous de´signons par {pj}j1 la suite croissante des nombres premiers et, pour
x  16, nous de´finissons les quantite´s
(3·21)
Lx := 14
√
2 log x(log2 x)
3/2, Yx := eLx , Mx :=
√
2 log x log2 x log3 x,
εx :=
log3 x√
log2 x
, ηx :=
(log2 x)13√
log x
·
Comme nous le verrons plus loin, la fonction N(x, y)/y pre´sente un changement de phase
au voisinage de y = Yx. Pour fixer les ide´es, nous avons log{N(x, y)/yF (v)}  −∆
uniforme´ment pour x  y  2, ou` ∆ est la quantite´ de´finie en (3·18). Or, l’estimation de
σv en (6·26) infra implique
(3·22) y = Yxe−tMx+O(Mx/ log3 x) ⇔ ∆  (log2 x)2t−3/4 (t 1).
On voit ainsi que ∆ est susceptible de tendre vers 0 ou vers l’infini lorsque y prend ses
valeurs de part et d’autre de Yxe−3Mx/8 = Y
1+o(1)
x . Le Corollaire 3.4 infra de´crit plus
pre´cise´ment la transition de phase.
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The´ore`me 3.2. (i) Sous la condition x  e6,
√
Yx e15Mx/8  y  x/e6, nous avons
(3·23) N(x, y) = {1 +O(R+x )}yF (v)e− expD(λ/α),
avec R+x := e−Z(log2 x)3/2 + (log2 x)5/2/
√
log x (log x)−1/4(log2 x)−9/4.
(ii) Pour x  16 et Yxe−3Mx/4  y  x, nous avons
(3·24) N(x, y) = {1 +O(R−x )}yF (v)e−∆,
avec R−x := (log2 x)5/2/
√
log x+ e−Z
√
log x/(log2 x)5/2  1/(log2 x)7/4.
Les termes d’erreur apparaissant dans cet e´nonce´ ont e´te´ calibre´s pour eˆtre uni-
forme´ment valides dans des re´gions aussi vastes que possible. Ils sont cependant lar-
gement ame´liorables dans des sous-domaines spe´cifiques dont la re´union recouvre celle
des conditions (i) et (ii). En particulier, la Proposition 10.1, relative a` la zone sur-critique
est susceptible de fournir des termes d’erreur relatifs de l’ordre d’une puissance ne´gative
de x. Il de´coule par exemple de cet e´nonce´ que, pour tout ε > 0 et uniforme´ment sous la
condition y > e(log x)
1/2+ε
, nous avons
(3·25) N(x, y) = yF (v)
{
1 +O
(
y−
√
2/(log x log2 x)
)}
.
Ce re´sultat ame´liore significativement (1·12). La Proposition 10.1 fournit des pre´cisions
supple´mentaires.
The´ore`me 3.3. (i) Nous avons
(3·26) N(x, y) = {1 +O (ηx)} yF (v) e−{1+O(εx)}K (x  y  2).
(ii) Sous la condition x  16, e2Mx  y  x, nous avons
(3·27) N(x, y) = {1 +O (ηx)} yF (v)e−∆+O(∆/(log v)2).
(iii) Pour x  16, log y √log x e−
√
log2 x, nous avons
(3·28) N(x, y) = yeHy{1+O(εx)},
ou` Hy est le plus grand entier H tel que
∏
jH pj  y.
Nous de´duisons notamment du The´ore`me 3.2(ii), du The´ore`me 3.3(i) et de (3·22) le
re´sultat suivant qui, comme indique´ plus haut, confirme que le changement de phase du
comportement asymptotique de N(x, y)/y se situe autour de la zone y ≈ Yxe−3Mx/8 et
fournit une description quantitative de la transition.
Corollaire 3.4. (i) La relation asymptotique N(x, y) ∼ yF (v) a lieu si, et seulement si,
∆ = o(1), autrement dit y > Yxe−3Mx/8eψx
√
log x log2 x avec ψx →∞.
(ii) Si y  Yxe−Mx/4, nous avons N(x, y) = yF (v)Θ+ν avec ν  εx/yσv .
Ainsi, pour tout c ∈]0, 1[ fixe´, nous avons N(x, y) = yF (v)c+o(1) si, et seulement si,
y = e{Zc/2+o(1)}
√
2 log x log2 x
ou` Zc := J1(c)/
√
J2(c) et c est solution de l’e´quation e− + 14
2J1()2/J2() = c2,
alors que
N(x, y) = yF (v)o(1) ⇔ log y = o(√log x log2 x ).
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3·3. E´valuation des parame`tres du col
La de´termination de formules asymptotiques satisfaisantes pour les parame`tres α et
β solutions du syste`me (2·2) est particuli`erement de´licate, notamment dans le cas des
petites valeurs de y, ou` les discontinuite´s de diffe´rentes fonctions sommatoires lie´es aux
nombres premiers doivent eˆtre prises en compte.
Pour fixer les ide´es, commenc¸ons par indiquer les ordres de grandeur. Pour x assez
grand et x  y  2, nous avons, en vertu de (6·8), (6·76) et (6·74) infra,
(3·29)
α 

log y
log x log2 2y
 σvZ log2 xlog2 2y
(Z  1),
σv (Z  1),
β  1 + λ  log2 x
log2 2y
,
λ 

log(1 + 1/Z)
log2 2y
(Z  1),
(∆+ 1)σv
log(2 + 1/∆)
(Z  1),
λ  1
log y
(Z > log2 x).
L’e´nonce´ de nos re´sultats les plus pre´cis ne´cessite de nouvelles de´finitions. Notant avec
Tche´bychev
(3·30) ϑ(x) :=
∑
px
log p (x  2),
nous introduisons, pour t > 0, les fonctions re´ciproques
(3·31) U+t := inf{p ∈ P : ϑ(p) > t}, U−t := inf{p ∈ P : ϑ(p)  t}, Ut :=
√
U+t U
−
t ,
et posons
(3·32) T(t) := pi(U−t )−
ϑ(U−t )− t
logU+t
= pi(U−t )−
ϑ(U−t )− t
log t+O(1)
,
de sorte que
logU±t  log(2 + t), T(t) 
t+ 2
log(2 + t)
(t > 0), T(t) ∼ t
log t
(t→∞).
Comme l’application D := Γ′/Γ est une bijection de ]0,+∞[ sur R, nous pouvons
de´finir
(3·33) G(t) := 1
t
D−1(log t) (t > 0),
de sorte que(7)
(3·34)
G(t) =

1 +
1
2t
+O
( 1
t2
)
(t→ +∞),
1
t log(1/t)
{
1 +O
( 1
log(1/t)
)}
(t→ 0+),
G(t)  (2 + 1/t)/ log(2 + 1/t) (t > 0).
7. Voir le Lemme 5.4 infra.
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Nous verrons plus loin que la quantite´ log y/
√
log x log2 x intervient naturellement dans
les calculs. Nous de´finissons les domaines
D− :=
{
(x, y) ∈ [16,∞[×[2, x/2] : log y/
√
log x log2 x  e−
√
log2 x
}
,(3·35)
D+ :=
{
(x, y) ∈ [16,∞[×[2, x/2] : log y/
√
log x log2 x  e−2
√
log2 x
}
.(3·36)
Il est a` noter que les domaines D− et D+ ne sont pas disjoints. Ils correspondent a` des
zones centre´es sur des re´gions dans lesquelles les parame`tres du col ont des comportements
distincts.
Rappelons les de´finitions des parame`tres λ en (3·5) et  en (3·15). Nous obtenons le
re´sultat suivant.
The´ore`me 3.5. Sous la condition 2  y < x, le syste`me (2·2) admet une unique solution
(σ,κ) = (σ∗,κ∗) avec κ∗ ∈ R et σ∗ > max{0, 1 − κ∗}. Posant α = σ∗, β = κ∗ lorsque
v = log(x/y)  6, nous avons en outre :
(i) uniforme´ment pour (x, y) ∈ D−, y ∈ N, y  2,
(3·37)
α = {1 +O(εx)}T(log y)log x ,
λ log
(
Ulog y
)
= log
(
log x log2 x
(log y)2
){
1 +O
(
1
(log2 x)19/80(log3 x)41/40
)}
;
(ii) uniforme´ment pour (x, y) ∈ D+, y  x/e6,
(3·38) α =
{
1 +O
(
1√
log2 x
)}
σv
√
J2(), λ =
{
1 +O
(
1√
log2 x
)}
G(∆)vσ2v.
Remarques. (a) Dans chacune des zones D− et D+, des estimations plus pre´cises sont
fournies au paragraphe 6.4.
(b) Par (3·15), nous avons σv
√
J2() = J1()/ log y. La seconde expression est plus
maniable dans (3·38) lorsque Z → 0, soit y = eo
(√
log x log2 x
)
, alors que la premie`re
fournit imme´diatement α ∼ σv (avec un terme d’erreur explicite) lorsque Z → ∞, i.e.
(log y)/
√
log x log2 x→∞.
En pratique, l’explicitation des formules asymptotiques (3·37) et (3·38) n’est pas
toujours imme´diate. Pour fixer les ide´es, observons par exemple que, si log y = (log x)b
avec b ∈]0, 1[ fixe´, nous avons, quand x→∞,
α ∼

(log x)b−1
b log2 x
si 0 < b < 12 ,√
2
log x log2 x
si 12 < b < 1,
λ =

1− 2b
b
+ o(1) si 0 < b < 12 ,
1 + o(1)
(log x)b
si 12 < b < 1.
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4. Applications
4·1. Comparaison avec la majoration de Rankin
Compte tenu de (3·9) et (9·2) infra, l’estimation (3·12) permet d’e´valuer pre´cise´ment le
facteur perdu R := xαyβF (α,β)/N(x, y) par application de la majoration de Rankin :
dans le domaine Dε, nous avons
(4·1) R 

log(2 + 1/∆)√
1 +∆
v3/4(log v)1/4 si log y >
√
log x log2 x,√
log2 x
log2 y
log y si log y 
√
log x log2 x.
On constate ainsi, a` l’instar d’autres proble`mes arithme´tiques comme les entiers friables
ou les entiers ayant un nombre prescrit de facteurs premiers, que la majoration de Rankin
est remarquablement pre´cise : nous avons (log2 x)7/2  R  (log x)5/4(log2 x)−1/4
dans l’ensemble du domaine Dε et il est vraisemblable que la majoration persiste pour
x  y  2.
4·2. Comportement local
L’un des avantages spe´cifiques de la me´thode du col et des e´valuations implicites qu’elle
produit consiste a` permettre une description pre´cise du comportement local des quantite´s
e´tudie´es meˆme lorsque le comportement global ne rele`ve pas d’une formule asymptotique
explicite. Dans cette direction, nous obtenons les re´sultats suivants.
The´ore`me 4.1. Sous les conditions e(log2 x)
3+ε  y  x, nous avons
N(xet, y) = {1 +O(E∗)}eαtN(x, y) (|t| v1/6),(4·2)
N(x, yet) = {1 +O(E∗)}eβtN(x, y) (|t| min((log y)1/6, v1/12)).(4·3)
De plus, pour 2  y  e
√
log x log2 x, |t| (log x log2 2y)/ log y, nous avons
(4·4) N(xet, y) =
{
1 +O
({|t|+ log y} log y
log x log2 y
)}
N(x, y)eαt.
Pre´sente´e de manie`re uniforme, la premie`re partie de ce the´ore`me est en fait la
concate´nation de trois e´nonce´s plus pre´cis, respectivement relatifs aux zones sous-critique,
critique et sur-critique, et e´tablis au paragraphe 13.
La Proposition 13.1, relative a` la zone sur-critique, e´tend notamment le domaine de
validite´ des estimations de Squalli [25]. Une version adapte´e aux intervalles courts fait
l’objet du Corollaire 10.2.
La spe´cialisation suivante, e´tablie en de´tail au paragraphe 13.5, donne une ide´e concre`te
du comportement local.
Corollaire 4.2. Nous avons, lorsque x→∞,
N(2x, y) ∼ N(x, y)⇔ y = o(x),(4·5)
N(x, 2y) ∼ 2N(x, y)⇔ log y > (log x)1/2+o(1),(4·6)
(∀b > 1) N(x, 2y) ∼ 2bN(x, y)⇔ log y = (log x)1/(b+1)+o(1).(4·7)
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4·3. E´tude de K(x) et d’autres quantite´s lie´es au noyau d’un entier
En 1965, Schwarz [24] obtient la formule asymptotique implicite
(4·8) K(x) = 1 + o(1)
2
√
pi
( log2 x
2 log x
)1/4
min
σ>0
xσF (σ, 1)
en utilisant un the´ore`me taube´rien duˆ a` Ingham [16].
Les estimations asymptotiques de N(x, y) e´tablies au The´ore`me 3.2 et les formules
relatives au comportement local dans la zone critique (Proposition 13.4) permettent une
e´valuation explicite de K(x) via la repre´sentation
(4·9) K(x) =
∫ ∞
1
N(x, y)
y2
dy.
Les de´tails techniques ne´cessaires a` cette application sont fortement simplifie´s par le
fait de disposer de formules pre´cises pour le comportement local : il suffit de de´velopper
l’inte´grande au voisinage du point dominant. Nous obtenons le re´sultat suivant, de´montre´
au paragraphe 14.1. Ici et dans la suite, nous de´signons par γ la constante d’Euler.
The´ore`me 4.3. Il existe une suite de polynoˆmes {Rj}∞j=1 ve´rifiant degRj  j et telle
que l’on ait, pour chaque entier N  1 et uniforme´ment pour x  e3,
(4·10) K(x) = 12eγF (log x)(log2 x)
{
1 +
∑
1jN
Rj(log3 x)
(log2 x)j
+ON
(( log3 x
log2 x
)N+1)}
.
En particulier,
(4·11) R1(z) = −z, R2(z) = 2z − 13pi2.
Remarque. Il est possible de´duire rapidement (4·8) de (4·10) en utilisant (8·8), (14·2),
(5·98) et (5·80) infra. Nous omettons les de´tails.
Nous pouvons e´galement donner, pour le facteur o(1) dans la conjecture d’Erdo˝s (1·6),
une formule asymptotique tre`s pre´cise, qui fournit a` son tour un de´veloppement asymp-
totique graˆce a` (2·9). Le the´ore`me suivant est de´montre´ au paragraphe 14.2.
The´ore`me 4.4. Nous avons
(4·12) K2(x) = K1(x)σlog x
{
1 +O
(√
log2 x
log x
)}
(x  3).
Nos estimations sont en principe susceptibles de fournir des e´valuations asymptotiques
pour la fonction sommatoire de toute fonction re´gulie`re de k(n). Ainsi, en e´crivant
k(n)t = t
∫
I
ut−1 du avec I := [0, k(n)] ou [k(n),∞[ selon que t > 0 ou −1 < t < 0,
nous obtenons∑
nx
k(n)t ∼ {1− tF̂ (t+ 1)}xt+1 = G (t+ 1)xt+1
t+ 1
(t > −1, x→∞)
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ou` nous avons pose´
F̂ (s) :=
∫ ∞
0
e−usF (u) du =
G (s)− s
s(1− s) (s > 0).
On retrouve de cette manie`re le terme principal de la formule de Wigert [34], correspon-
dant a` t = 1 et dont le terme re´siduel a e´te´ pre´cise´ par Cohen [8] puis, sous l’hypothe`se
de Riemann, par Suryanarayana [26].
Bien que non triviaux, les termes d’erreur obtenus par cette me´thode pour les cas
particuliers pre´ce´dents sont structurellement moins pre´cis que ceux que l’on peut de´duire,
par exemple, d’une approche par convolution. Dans certains proble`mes analogues,
cependant, cette approche permet des ame´liorations significatives de re´sultats de la
litte´rature.
C’est le cas, par exemple, pour le proble`me de la valeur moyenne de la fonction indice
de composition d’un entier, i(n) := (logn)/ log k(n) (n > 1). Nos estimations impliquent
imme´diatement
(4·13)
∑
1<nx
i(n) = x+
∫ x
2
N(x, y) log x
y(log y)2
dy −
∫ x
1
∫ ∞
2
N(t, y)
ty(log y)2
dy dt
= x+ x
∫ log(x/2)
0
F (v)
{ e−v log x
(log x− v)2 − li2
( x
ev
)}
dv +O
(
xe−cL(x)
)
pour tout c < 3
√
3, ou` l’on a pose´
li2(u) :=
∫ u
2
dt/(log t)2 (u  2), L(x) := (log x)2/3/(log2 x)1/3.
Cela fournit en particulier un renforcement significatif du re´sultat correspondant de [10],
ou` est e´tablie la formule
(4·14)
∑
1<nx
i(n) =
∑
0jN
cjx
(log x)j
+O
( x
(log x)N+1
)
pour tout N  0 et une suite re´elle convenable {cj}∞j=0. De plus, nous pouvons aise´ment
identifier les coefficients : posant Pj(v) := jvj−1− (j−1)!
∑
0m<j−1 v
m/m!, nous avons
(4·15) c0 = 1, cj =
∫ ∞
0
Pj(v)F (v)e−v dv (j  1).
4·4. Nouvelle formulation de la conjecture abc
Issue, en 1985, d’une discussion entre Masser et Oesterle´, la conjecture abc est
aujourd’hui l’un des plus ce´le`bres proble`mes ouverts en mathe´matiques. L’une de ses
formulations e´quivalentes consiste a` stipuler que, pour tout ε > 0, il existe une constante
Mε telle que les conditions a ∈ N∗, b ∈ N∗, (a, b) = 1 impliquent c := a+b Mεk(abc)1+ε.
Elle fournit donc une limitation essentielle pour la structure multiplicative d’un produit
dont les facteurs sont lie´s par une relation additive. Ses tre`s nombreuses conse´quences,
notamment au grand the´ore`me de Fermat, ont e´te´ abondamment de´crites dans la
litte´rature.
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L’hypothe`se heuristique sous-tendant la conjecture abc consiste a` supposer que les
nombres k(a), k(b) et k(c) se comportent essentiellement comme des variables ale´atoires
inde´pendantes lorsque les tailles des parame`tres sont d’un ordre de grandeur fixe´. Nos
re´sultats relatifs a` N(x, y) fournissant essentiellement une description des mesures de
re´partition de ces variables ale´atoires, il est naturel d’en attendre une formulation pre´cise
de la conjecture. Dans le travail [23] en collaboration avec Stewart, nous obtenons la
version suivante graˆce a` un argument probabiliste de type Borel–Cantelli.
Conjecture. Soit ε > 0. Il existe une constante positive A telle que, pour tout triplet
(a, b, c) d’entiers positifs satisfaisant a` (a, b) = 1, c = a+ b, k = k(abc), on ait
c  AkF ( 23 log k)
3−(log 4−ε)/ log2(k+2),
alors que l’ine´galite´ c > kF
(
2
3 log k
)3−(log 4+ε)/ log2(k+2) a lieu pour une infinite´ de tels
triplets.
L’article [23] contient une variante plus e´labore´e de la conjecture, e´galement e´tablie
sous la seule hypothe`se d’inde´pendance statistique entre k(c) et le vecteur (k(a), k(b)),
dans laquelle le facteur d’incertitude pour c = a + b est de l’ordre d’une puissance fixe
de log k.
5. Estimations pre´liminaires
5·1. Les fonctions Jk
Rappelons la notation (3·14). Nous avons
(5·1) sJk(s) = e−s − kJk+1(s), J ′k(s) = −Jk−1(s) (s > 0, k ∈ Z).
La dernie`re ine´galite´ implique imme´diatement
(5·2) Jk(s)− Jk(s+ u) =
∫ s+u
s
Jk−1(t) dt  uJk−1(s) (s, u > 0, k ∈ Z).
Par ailleurs,
(5·3) J1(s)  e−s log (1 + 1/s) (s > 0), Jk(s) k e
−s
1 + s
(s > 0, k  2),
d’ou`
J2(s) = 1 +O
(
s log(1 + 1/s)
)
(0 < s  1),(5·4)
Jk(s) =
1
k − 1 +O(s) (k  3, 0 < s  1),(5·5)
Jk(s) =
e−s
s
{1 +O(1/s)} (k  0, s  1).(5·6)
Pour k  0, les inte´grales J−k(s) se calculent classiquement. On obtient
J−k(s) =
e−s
s
Pk(1/s)
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ou` Pk est un polynoˆme a` coefficients rationnels positifs de degre´ k, de terme constant 1,
et de coefficient dominant k!. En particulier,
(5·7) J−k(s) k e
−s
s
(
1 +
1
sk
)
(k  0, s > 0).
La formule suivante est classique (cf. par exemple [29], lemme III.5.9)
(5·8) J1(s) = log(1/s)− γ +
∫ −s
0
1− e−t
t
dt (s > 0).
Le re´sultat suivant nous permettra de de´duire de l’e´quation (3·15) une e´valuation du
parame`tre . Nous posons
(5·9) j(s) := J1(s)2/J2(s).
Lemme 5.1. La fonction u → j(u) de´finit une bijection de´croissante de l’intervalle
]0,+∞[ sur lui-meˆme. Notant t → ht sa re´ciproque, nous avons
ht = e−γ−
√
t
{
1 +O
(
te−
√
t
)}
(t→ +∞),(5·10)
ht = log(1/t)− log2(1/t) +
log2(1/t) +O(1)
log(1/t)
(t→ 0+).(5·11)
En particulier,
J1(ht) =
√
t+O
(
te−
√
t
)
(t→ +∞),(5·12)
J1(ht) = t+O
( t
log(1/t)
)
(t→ 0+).(5·13)
De´monstration. Nous avons
j′(u) =
J1(u)(J1(u)2 − 2J2(u)e−u/u)
J2(u)2
(u > 0).
Comme l’ine´galite´ de Cauchy-Schwarz implique J1(u)2  J2(u)e−u/u, nous obtenons
(5·14) −j′(u)  J1(u)e
−u
uJ2(u)
(u > 0),
ce qui e´tablit bien la premie`re assertion.
Il est alors imme´diat que ht = o(1) lorsque t → ∞. Par (5·8) et (5·1), il suit, lorsque
t→∞,
J1(ht) = log
(
1/ht
)− γ +O(ht),(5·15)
J2(ht) = e−ht − htJ1(ht) = 1 +O
(
ht log
(
1/ht
))
,(5·16)
d’ou`, successivement,
log
(
1/ht
)− γ +O(ht) = √t{1 +O(ht log(1/ht))},
log(1/ht) = γ +
√
t+O(tht),
h−1t = e
γ+
√
t
{
1 +O(tht)
}
= eγ+
√
t
{
1 +O
(
te−
√
t
)}
.
Cela fournit (5·10), puis (5·12) graˆce a` (5·8).
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Pour e´tablir (5·11) et (5·13), nous observons que limt→0+ ht = +∞, d’ou`, par (5·6),
(5·17) t = j(ht) = e
−ht
ht
{1 +O (1/ht)} , (t→ 0+).
Il suit
ht + log ht = log(1/t) +O(1/ht) = log(1/t) +O(1/ log(1/t))
d’ou` l’on de´duit (5·11), puis (5·13) en reportant dans (5·6). unionsq
Lemme 5.2. (i) Soit k  3. Nous avons Jk(s+ u) = Jk(s) {1 +O(u)} (s > 0, u > 0).
(ii) Nous avons J2(s+ u) = J2(s)
{
1 +O
(
u log{1 + 1/u})} (s > 0, 0 < u  1).
(iii) Pour k ∈ {1, 2}, nous avons Jk(s+ u) = Jk(s) {1 +O(u)} (s  1, 0 < u  1).
De´monstration. Le point (i) re´sulte de (5·2) et de la seconde formule (5·3). Le meˆme
argument fournit (iii) via (5·6). Pour e´tablir (ii), nous pouvons supposer 0 < s < 1. Le
re´sultat annonce´ de´coule alors de la premie`re formule (5·3). unionsq
Lemme 5.3. Avec les notations pre´ce´dentes, nous avons
(5·18)
√
J2(ht) +
e−ht√
J2(ht)
=
√
h2t t+ 4e−ht (t > 0).
De´monstration. Posons provisoirement h := ht. Par de´finition de h et en utilisant (5·1),
nous pouvons e´crire
J1(h)2 = tJ2(h) = t
(
e−h − hJ1(h)
)
,
d’ou`
J1(h) =
−ht+√h2t2 + 4te−h
2
=
2te−h
ht+
√
h2t2 + 4te−h
.
Il suit
√
J2(h) +
e−h√
J2(h)
=
e−h
√
t
J1(h)
+
J1(h)√
t
=
e−h
√
t
(
ht+
√
h2t2 + 4te−h)
2te−h
+
−ht+√h2t2 + 4te−h
2
√
t
,
d’ou` la formule annonce´e. unionsq
Sur la re´partition du noyau d’un entier 21
5·2. Autour de la fonction Γ d’Euler
5·2·1. Preuve des relations (3·9)
Rappelons la de´finition (3·7), ou` D := Γ′/Γ, de sorte que
(5·19) D′(s) =
∑
m0
1
(m+ s)2
=
∫ ∞
0
ue−su du
1− e−u (e (s) > 0).
Les relations (3·9) re´sultent imme´diatement de l’e´nonce´ suivant.
Lemme 5.4. Nous avons
D(u) =

− 1
u
+O(1) (0 < u  1),
log u− 1
2u
+O
( 1
u2
)
(u  1),
D′(u) =

1
u2
+O(1) (0 < u < 1),
1
u
+O
( 1
u2
)
(u  1),
γ(u) =
{ 2piu
e
{1 +O(u)} (0 < u < 1),
γ(u) =
√
2piu{1 +O(1/u)} (u  1).
De´monstration. Lorsque 0 < u < 1 les estimations indique´es de´coulent de la formule du
produit pour Γ(u). Lorsque u  1, elles sont conse´quences imme´diates de la formule de
Stirling complexe
logΓ(s) = (s− 12 ) log s− s+ 12 ln(2pi)−
∫ +∞
0
B1(t)
dt
s+ t
(s ∈ C R−)
ou` dans le membre de droite, le logarithme complexe est pris en de´termination principale
et B1 de´signe la premie`re fonction de Bernoulli. Nous omettons les de´tails. unionsq
Notons a` fins de re´fe´rence ulte´rieure que
(5·20) D′(u)  1
u
+
1
u2
(u > 0).
5·2·2. E´valuation d’une inte´grale complexe
Pour λ > 0, s = α+ iτ ∈ C, α > 0, ζ ∈ C, 0  |τ |T < αλ, ζ ∈ C, posons
I(λ, s;T, ζ) :=
∫ T
−T
Γ
(λ+ iτ + it
s
)
etζ dt.
On ve´rifie sans peine que cette inte´grale est bien de´finie car l’argument de la fonction Γ
est de partie re´elle positive dans l’inte´grande.
Lemme 5.5. Il existe c0 > 0 tel que, notant s := α+ iτ et sous les conditions
0 < α  min(13 , T ), |τ |  18α, T |τ |  16αλ, λ|τ |  18Tα,
|τ | log
(
1 +
λ
α
)
 c0αT
λ+ T
, |e (sζ)| < T
40(λ+ T )
, |τm (sζ)|  αT
40(T + λ)
,
on ait
(5·21) I(λ, s;T, ζ) = 2pise− exp(isζ)+i(λ+iτ)ζ +O
(
(λ+ α)Γ
(λ
α
)
e−T
2/{6α(λ+T )}
)
.
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De´monstration. Nous avons
I(λ, s;T, ζ) = s
∫ T/s
−T/s
Γ
(λ+ iτ
s
+ it
)
esζt dt.
Posons r := |s|, ϑ := arg s ∈ [−pi/16,pi/16], de sorte que |ϑ|  pi|τ |/2r, et remplac¸ons
le segment d’inte´gration [−T/s, T/s] par [−Tα/r2, Tα/r2] dans la dernie`re inte´grale.
D’apre`s le the´ore`me des re´sidus, l’erreur commise est
 max
ε=±1
α
∫ T |τ |/r2
0
∣∣∣∣Γ(e−iϑλ+ iτr + iTαr2 + εh)esζ(Tα/r2+ih)
∣∣∣∣ dh
 max
ε=±1
α
∫ T |τ |/r2
0
∣∣∣∣Γ(λ cosϑ+ τ sinϑr ± h+ iTα+ ατ − ελ|τ |r2 )
∣∣∣∣ eT/{20α(T+λ)} dh
 αΓ
(λ
α
)(2λ
α
)2T |τ |/α2
e−T
2/{5α(λ+T )}  αΓ
(λ
α
)
e−T
2/{6α(λ+T )},
ou` l’on a utilise´ les majorations
|Γ(x+ iy)|2
Γ(x)2
=
∏
k0
1
1 + y2/(k + x)2
 exp
{
− 12
∑
ky
y2
(k + x)2
}
 e−y2/(2x+2y)
(x > 0, y  0),
Γ(x+ y) Γ(x)(2x)|y| (x > 0, |y|  12x).
En effet, il re´sulte de nos diverses hypothe`ses que
λ(1− cosϑ)
r
+
τ sinϑ
r
+
T |τ |
r2
 λ
α
{
1
2ϑ
2 +
|ϑτ |
λ
+
T |τ |
αλ
}
 λ
α
{
1
2ϑ
2 + 16 |ϑ|+ 16
}
 λ
2α
·
Nous pouvons alors e´tendre l’inte´grale sur [−Tα/r2, Tα/r2] a` la droite re´elle tout entie`re,
la convergence e´tant assure´e par la majoration de |e (sζ)|. Notant R le terme re´siduel
de (5·21), il suit
I(λ, s;T, ζ) = s
∫
R
Γ
(λ+ iτ
s
+ it
)
esζt dt+O
(
R
)
= s
∫
R
Γ
(
µ+ i(t+ ν)
)
esζt dt+O
(
R
)
ou` l’on a pose´ µ := (αλ+ τ2)/|s|2, ν := (α− λ)τ/|s|2, de sorte que µ+ iν = (λ+ iτ)/s.
La dernie`re inte´grale vaut
2pise(µ+iν)isζ
1
2pii
∫
µ+iR
Γ(z)e−isζz dz = 2pise(µ+iν)isζ−exp(isζ),
en vertu de la formule d’inversion de Mellin
e− expw =
1
2pii
∫
µ+iR
Γ(z)e−zw dz (µ > 0, |mw| < pi/2).
unionsq
Sur la re´partition du noyau d’un entier 23
5·2·3. Une formule inte´grale pour D(x)
Lemme 5.6. Nous avons
(5·22) D(x) = log x−
∫ ∞
0
( 1
1− e−u −
1
u
)
e−xu du (x > 0).
De´monstration. Une formule de Gauss (cf. [32], §XII.12.3) permet d’e´crire
D(x) :=
∫ ∞
0
(e−u
u
− e
−xu
1− e−u
)
du (x > 0).
Le re´sultat annonce´ de´coule alors de l’identite´ bien connue∫ ∞
0
e−u − e−ux
u
du = log x (x > 0).
unionsq
5·3. Sommes sur les nombres premiers
Posant
(5·23) L (t) := exp{(logT )3/5/(log2 T )1/5} (t  0, T := t+ 3),
nous pouvons e´noncer le the´ore`me des nombres premiers sous la forme
(5·24) ϑ(t) :=
∑
pt
log p = t+O
(
t/L (t)2c
)
(t  3)
ou` c est une constante positive convenable.
Lemme 5.7. Soient a, b ∈ R+, 2  a < b et soit ϕ ∈ C1([a, b]) une fonction monotone.
Pour tout entier j  0, nous avons∑
a<pb
ϕ(p)(log p)j+1 =
∫ b
a
ϕ(t)(log t)j dt+Oj
(
b|ϕ(b)|
L (b)c
+
a|ϕ(a)|
L (a)c
+
∫ b
a
|ϕ(t)|dt
L (t)c
)
ou` c > 0 est la constante apparaissant dans (5·24).
De´monstration. Les estimations annonce´es de´coulent classiquement, via (5·24), d’une
inte´gration par parties. unionsq
Lemme 5.8. Soit j ∈ Z. Pour x assez grand et 2  u  x19/40, nous avons∑
x−x/u<px
(log p)j+1  x(log x)
j
u
,(5·25)
∑
px
pu(log p)j+1  x
1+u(log x)j
u
,(5·26)
∑
p>x
(log p)j+1
pu
 x
1−u(log x)j
u
·(5·27)
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De´monstration. La majoration contenue dans (5·25) de´coule de celle de Montgomery &
Vaughan [18]
(5·28) pi(x+ y)− pi(x) < 2y
log y
(x, y  2).
La minoration correspondante re´sulte de celle de Baker, Harman & Pintz [1]
(5·29) pi(x+ x21/40)− pi(x) > 9
100
x21/40
log x
(
x  x0
)
.
Les estimations (5·26) et (5·27) sont obtenues a` partir de (5·25) en scindant les
sommations en intervalles du type ]xek/u, xe(k+1)/u] (k ∈ Z). Nous omettons les de´tails.
unionsq
Lemme 5.9. Sous les conditions x  2, 0  η  112 , x(7/12)−η  y  x/(log x)4, nous
avons
(5·30) pi(x)− pi(x− y) = y
log x
{
1 +O
(
η4 +
( log2 x
log x
)4)}
.
De´monstration. Il s’agit du the´ore`me principal de [14]. unionsq
Lemme 5.10. Pour x suffisamment grand et log x  u  x5/12/ log x, nous avons
(5·31)
∑
x/2<p2x
(p/x)u log p
{1 + (p/x)u}2 =
{
1 +O
( 1
log x
)}x
u
·
De´monstration. Posons K :=
⌊
x5/12
⌋
et xk := (2x)4−k/K (0  k  K), de sorte que
xk  x (0  k  K). Comme xk − xk+1  x7/12k uniforme´ment pour 0  k  K, nous
obtenons, en choisissant η(xk)  1/ log xk dans (5·30), l’estimation uniforme en k∑
xk+1<pxk
log p = {log x+O(1)}{pi(xk)− pi(xk+1)} =
{
1 +O
( 1
log x
)}
(xk − xk+1).
Posons alors ϕ(x, u, t) := (t/x)u/{1 + (t/x)u}2 = 14 ch−2{12u log(t/x)}, de sorte que,
toujours uniforme´ment en k, nous pouvons e´crire
ϕ(x, u, t) = ϕ(x, u, xk)
{
1 +O
( u
x5/12
)}
(0  k  K, xk+1  t  xk).
Comme u/x5/12  1/ log x, il s’ensuit que le membre de gauche de (5·31) vaut∑
0kK−1
∑
xk+1<pxk
ϕ(x, u, p) log p =
{
1 +O
( 1
log x
)} ∑
0kK−1
(xk − xk+1)ϕ(x, u, xk)
=
{
1 +O
( 1
log x
)} ∑
0kK−1
∫ xk
xk+1
ϕ(x, u, t) dt =
{
1 +O
( 1
log x
)}∫ 2x
x/2
ϕ(x, u, t) dt.
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Enfin, en faisant appel a` la seconde formule (5·41) infra, nous pouvons e´crire∫ 2x
x/2
ϕ(x, u, t) dt = x
∫ 2
1/2
tu dt
(1 + tu)2
=
{
1 +O
( 1
u2u
)}
x
∫ ∞
0
tu dt
(1 + tu)2
=
{
1 +O
( 1
u2u
)}
x
S(u− 1)
u(u− 1) =
{
1 +O
( 1
u2
)}x
u
·
unionsq
Lemme 5.11. Soit k ∈ Z. Il existe une constante x0 = x0(k) telle que l’on ait,
uniforme´ment pour s > 1
∑
p>x
(log p)k+1
ps
k
∑
x<p2x
(log p)k+1
ps
+ (log 2x)k+1J−k
(
(s− 1) log 2x) (x > x0).
En particulier, nous avons, uniforme´ment pour |σ|  12 min(1/ log(2x), s− 1),
(5·32)
∑
p>x
(log p)k+1
ps+σ
k
∑
p>x
(log p)k+1
ps
·
De´monstration. Pour 1 < s  2, nous avons
∑
p>2x
(log p)k+1
ps

∫ ∞
2x
(log u)k
us
du = J−k
(
(s− 1) log 2x)(log 2x)k+1.
Pour s > 2, un de´coupage dyadique fournit
∑
p>2x
(log p)k+1
ps
 x
1−s(log x)k
2s
alors que nous avons trivialement
∑
x<p2x
(log p)k+1
ps

∑
x<p5x/3
(log p)k+1
ps
 (3/5)sx1−s(log x)k.
D’ou` ∑
p>2x
(log p)k+1
ps

∑
x<p2x
(log p)k+1
ps
,
ce qui e´tablit le premier point, en vertu de (5·3) et (5·7).
Le second point est alors imme´diat. unionsq
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Lemme 5.12. Soit ε ∈]0, 1[ fixe´. Il existe x0(ε)  1 tel que, sous les conditions x  x0(ε),
1  u  x19/40, |t|  x1−ε, ϑ ∈ R, on ait
(5·33)
∑
x<pxe1/u
{sin(ϑ+ t log p)}2 ε xt
2
u(u2 + t2) log x
·
De´monstration. Sans perte de ge´ne´ralite´, nous pouvons supposer ϑ ∈ [0, 2pi] et t > 0.
De´signons par S la somme a` minorer et posons I :=]x, xe1/u].
Notant ‖v‖ := minn∈Z |v − n| (v ∈ R), nous avons, pour tout ν ∈]0, 12 ],
(5·34) S 
∑
p∈I
∥∥∥∥ϑ+ t log ppi
∥∥∥∥2  ν2(V −W ),
avec
V :=
∑
p∈I
1 x
u log x
, W :=
∑
p∈I
‖(ϑ+t log p)/pi‖ν
1,
ou` la minoration de V re´sulte de (5·25).
Choisissons ν := ht/(u+ t) ou` h ∈]0, 12 ] est une constante absolue qui sera pre´cise´e plus
loin. Alors
W 
∑
k∈N
∑
p∈I
kpi−νϑ+t log pkpi+ν
1.
La somme inte´rieure rele`ve de (5·28). En observant que, pour x  x0(ε),
kpi = t log x+O(1 + t/u), kpi + t log(ν/t)  k,
nous obtenons
W  xν(1 + t/u)
t log x
 hx
u log x
·
Pour h assez petite, nous avons donc W  12V . Cela implique la minoration annonce´e en
reportant dans (5·34). unionsq
Le re´sultat suivant est relatif a` l’e´quire´partition de la suite {t log p}p∈P modulo 1 ou` P
de´signe l’ensemble des nombres premiers. Nous posons
(5·35) W (z) := exp{z1/4} (z  3).
Lemme 5.13. Soient c1, c2 > 0. Pour z  3, 1 < σ  W (log z)c1 , |t| 
exp
{
(log z)37/36
}
, nous avons
(5·36)
∑
p>z
log p
pσ+it
=
z1−σ−it
σ − 1 + it +O
( z1−σ
W (log z)c2
)
.
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De´monstration. Posons
γε(t) := 1/
{
log(2 + |t|)}2(1+ε)/3 (t ∈ R), Lε(z) := exp{(log z)(3/5)−ε} (z  3).
Le membre de gauche de (5·36) vaut classiquement
∑
n>z
Λ(n)
nσ+it
+O
(
z(1/2)−σ
)
=
z1−σ−it
σ − 1 + it +O
(
σz1−σ
{ 1
Lε(z)2
+ z−γε(t)
})
ou` la seconde estimation peut eˆtre e´tablie par inte´gration complexe — cf. [29], (III.5.72).
Choisissons ε = 112 . Les conditions |t|  exp
{
(log z)1+ε/3
}
et σ  W (log z)c1
impliquent
σ
{ 1
Lε(z)2
+ z−γε(t)
}
 1
W (log z)c2
,
d’ou` (5·36). unionsq
5·4. Une famille d’inte´grales
Pour j, ,m, n ∈ Z, r := +m+ n− 1, σ > 0, κ > 0, nκ+ rσ > 1, nous de´finissons
(5·37) Yjmn = Yjmn(σ,κ) :=
∫ ∞
2
(log t)jtmκ
(tσ − 1)−1{1 + tκ(tσ − 1)}m+n dt.
Pour certaines valeurs des indices, ces inte´grales interviennent, via le the´ore`me des
nombres premiers, dans l’estimation des de´rive´es successives de la fonction f(σ,κ) de´finie
en (3·2).
Nos approximations sont exprime´es en fonction des inte´grales Jk de´finies en (3·14) et
de la fonction S de´finie par
(5·38) S(t) := pit/(1 + t)
sin
{
pit/(1 + t)
} (t > 0) et S(0) := 1.
Notons en particulier que
(5·39) S(t)  1 + t, S(t)− 1  t
2
1 + t
,
S(t)
1 + t
− 1 t
1 + t
(t > 0).
La fonction S permet le calcul des inte´grales
M(m,n, s) :=
∫ ∞
0
tms dt
(1 + ts)m+n
(s > 1).
Le changement de variable u := ts/(ts + 1) rame`ne le calcul de M(m,n, s) a` celui d’une
fonction Beˆta d’Euler. En utilisant alors l’e´quation fonctionnelle de la fonction Γ et la
formule des comple´ments, nous obtenons
(5·40) M(m,n, s) =
S(s− 1)
s− 1
∏
1km+n−1
∣∣∣1− 1 +ms
ks
∣∣∣.
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Ainsi,
(5·41)
∫ ∞
0
dt
1 + ts
=
S(s− 1)
s− 1 ,
∫ ∞
0
ts
(1 + ts)2
dt =
S(s− 1)
s(s− 1) ,∫ ∞
0
dt
(1 + ts)2
=
S(s− 1)
s
(s > 1),
alors qu’une inte´gration par parties fournit
(5·42)
∫ ∞
0
log
(
1 +
1
ts
)
dt =
sS(s− 1)
s− 1 ·
Dans toute la suite, pour σ > 0, κ  1−σ, nous notons X := X(σ,κ) l’unique solution
sur ]0,+∞[ de l’e´quation
(5·43) eκX(eσX − 1) = 1,
et nous posons syste´matiquement
(5·44) ξ := κ+ σ − 1  0, r := +m+ n− 1, ϑ := nκ+ rσ − 1.
Commenc¸ons par expliciter quelques relations asymptotiques liant σ, κ et X.
Lemme 5.14. Sous les conditions σ > 0, κ+ σ  1 et X(σ,κ) > log 2, nous avons
0 < σX  log 2,(5·45)
1  σXeκX = 1 +O(σX),(5·46)
eX =
e−ξX
σX
{
1 +O(σX)
}
, eX  e
−ξX
σX
,(5·47)
eκX  1 + κ/σ
log(1 + κ/σ)
, X  log(1 + 1/σ)
κ
·(5·48)
De plus, pour toute constante η ∈]0, 1] et σ assez petit, la relation κ log(1+κ)  η log(1/σ)
implique X  log2(1/σ) et
(5·49) κ  eηX{1+O(ε)}
ou` l’on a pose´ ε := {log2(1/σ)}/ log3(1/σ).
De´monstration. L’encadrement (5·45), qui implique 0 < σ < 1, est imme´diat. La relation
(5·46) en re´sulte via la formule σX  eσX − 1 = σX{1 + O(σX)} par insertion dans
(5·43). Les relations (5·47) sont de simples reformulations de (5·46). Nous de´duisons enfin
de (5·46) que eκXκX  κ/σ, ce qui implique la premie`re estimation de (5·48). La seconde
est alors imme´diate.
Sous l’hypothe`se κ log(1 + κ)  η log(1/σ), nous avons X  (1/η) log2(1/σ) d’apre`s
(5·48). Enfin
κ log κ  η log(1/σ)  ηκX +O(log κX) = ηκX{1 +O(ε)}.
Cela implique bien (5·49). unionsq
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Remarque. En vue des applications arithme´tiques correspondant au cas (σ,κ) = (α,β)
de´fini par (2·2), nous privile´gierons dans les e´nonce´s l’emploi syste´matique de (5·47).
Dans toute la suite de ce paragraphe, nous alle´geons les notations en omettant les
indices j, ,m, n. Nous posons ainsi
g(t) :=
(log t)jtmκ
(tσ − 1)−1{1 + tκ(tσ − 1)}m+n , h(t) :=
(log t)j
tnκ(tσ − 1)r ,(5·50)
g˜(t) :=
tm(κ+σ)
{1 + tκ+σ}m+n , h˜(t) :=
1
tn(κ+σ)
,(5·51)
A(σ,κ) :=
∫ 1
0
g˜(t) dt+
∫ ∞
1
{g˜(t)− h˜(t)}dt.(5·52)
A` fins de re´fe´rence ulte´rieure, nous observons d’une part qu’un calcul de routine implique,
de`s que n  1, m  0,
(5·53) A(σ,κ) 
∫ 1
0
g˜(t) dt+
∫ ∞
1
{h˜(t)− g˜(t)}dt 1
1 +m(1 + ξ)
,
et, d’autre part, que, sous l’hypothe`se supple´mentaire κ+σ > 1, nous avons h˜ ∈ L1[1,∞[
et
(5·54) A(σ,κ) =M(m,n,κ+ σ)− 1/(nκ+ nσ − 1).
Rappelons la notation ϑ en (5·44).
Lemme 5.15. Pour tous j, ,m, n ∈ Z satisfaisant a` n  1, m  0, r  1, et
uniforme´ment sous les conditions
(5·55) 0 < σ < 14 , κ+ σ  1, nκ+ rσ > 1, X(σ,κ)  1,
nous avons
Y(σ,κ)  e
−ϑXXj
(σX)r(1 +mκ)
+Xj+1J−j
(
ϑX
)
+
Xj+1
(σX)r
Jr−j
(
ϑX
)
,(5·56)
Y(σ,κ) = e
−ϑXXj
(σX)r
A(σ,κ) +Xj+1
∫ ∞
1
uje−uϑX
(1− e−uσX)r du+O(R)(5·57)
avec R := e−ϑXXj−1/{(σX)r(1 + mκ)}  e(1+mκ)XXj−1/{(σX)−1(1 + mκ)} 
Y(σ,κ)/X.
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De´monstration. Nous avons trivialement Y(σ,κ)  Y1 + Y2 avec
Y1 :=
∫ eX
2
(log t)jtmκ
(σ log t)−1
dt, Y2 :=
∫ ∞
eX
(log t)j
tnκ(tσ − 1)r dt.
Or
Y1  X
je(1+mκ)X
(σX)−1(1 +mκ)
 X
je−ϑX
(σX)r(1 +mκ)
ou` la seconde expression est obtenue par insertion de la relation σX  e−κX . Pour
estimer Y2, nous utilisons la formule
(5·58) 1
(1− e−u)r  1 +
1
ur
(u > 0, r  1).
Il suit
Y2 
∫ ∞
eX
(log t)j
tnκ+rσ
{
1 +
1
(σ log t)r
}
dt
ce qui implique (5·56), apre`s changement de variable. On remarque que chacun des trois
termes du membre de droite est susceptible de dominer les deux autres.
Pour e´tablir (5·57), de´composons Y(σ,κ) =∑1k3 Y(k), avec
Y(1) :=
∫ eX/X
2
g(t) dt+
∫ ∞
XeX
{g(t)− h(t)}dt,
Y(2) :=
∫ eX
eX/X
g(t) dt+
∫ XeX
eX
{g(t)− h(t)}dt,
Y(3) :=
∫ ∞
eX
h(t) dt = Xj+1
∫ ∞
1
uje−uϑX
(1− e−uσX)r du,
et observons que
g(t)− h(t) = (log t)
j
[{tκ(tσ − 1)}m+n − {1 + tκ(tσ − 1)}m+n]
(tσ − 1)rtnκ{1 + tκ(tσ − 1)}m+n
 (log t)
j
(tσ − 1)rtnκ{1 + tκ(tσ − 1)} ·
Nous avons tout d’abord
Y(1)  σ1−
∫ eX/X
2
(log t)j−+1tmκ dt+
∫ ∞
XeX
(log t)j
t(n+1)κ(σ log t)r+1
dt
 X
je(1+mκ)X
(σX)−1X1+mκ(1 +mκ)
+
∫ ∞
XeX
(log t)j
t(n+1)κ+(r+1)σ
{
1 +
1
(σ log t)r+1
}
dt R,
graˆce a` (5·3) et (5·7), compte tenu du fait que (n+ 1)κ+ (r + 1)σ  1.
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Ensuite, les approximations
(teX)σ − 1 = (eσX − 1)
{
1+O
( log t
X
)}
et (teX)κ{(teX)σ − 1} = tκ+σ
{
1+O
( log t
X
)}
valides pour 1/X  t  X, permettent d’e´crire
Y(2) = eX
∫ 1
1/X
g
(
teX
)
dt+ eX
∫ X
1
{g(teX)− h(teX)}dt
=
eXXj
(eσX − 1)+m−1
{∫ 1
1/X
g˜(t)
{
1 +O
( log t
X
)}
dt
+
∫ X
1
{g˜(t)− h˜(t)}
{
1 +O
( log t
X
)}
dt
}
.
En estimant eX par (5·47), puis (5·47) sous la forme
(5·59) e−ξX = {1 +O(σX)}e−ϑX/(σX)n−1,
et enfin (5·53), nous obtenons
Y(2) = A(σ,κ)e
−ϑXXj
(σX)r
+O(R).
Compte tenu de la seconde expression de Y(3), cela implique bien (5·57). unionsq
L’e´nonce´ suivant contient l’essentiel de nos e´valuations concernant les inte´grales (5·37).
Nous nous limitons aux cas utiles pour les de´rive´es d’ordre un et deux de f(σ,κ) =
logF (σ,κ), soit
(5·60) j ∈ {0, 1},   0, m ∈ {0, 1}, n ∈ {1, 2}.
Lemme 5.16. Sous les conditions (5·55), nous avons
Y102(σ,κ) =
{
1 +O
( 1
X
)}S(ξ)
1 + ξ
e−ξX
σX−1
(  1),(5·61)
Y1011(σ,κ) =
{
1 +O
( 1
X
)}S(ξ)
1 + ξ
D′(ξ/σ)e−ξX
σ2
,(5·62)
Y111(σ,κ) =
{
1 +O
( 1
X
)}S(ξ)
1 + ξ
J
(
(ξ + σ)X
)
σ+1X−1
(  1),(5·63)
Y0101(σ,κ) = S(ξ)J1(ξX) + log(ξ/σ)−D(ξ/σ)
σ
+O
(
e−ξX
σX2
)
,(5·64)
Y001(σ,κ) = S(ξ) J(ξX)
σX−1
+O
(
e−ξX
σX+1
)
(  2),(5·65)
(5·66)
∫ ∞
2
log
(
1 +
1
tκ(tσ − 1)
)
dt
log t
=
S(ξ)
σX
{
e−ξX
X
+ J2(ξX)
}
+ log(1 + 1/ξ) +O
(
e−ξXκ
σX3
)
.
De plus les relations (5·61), (5·63) et (5·65) sont e´galement valides lorsque σ + κ = 1.
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De´monstration. Commenc¸ons par e´tablir les relations (5·61), (5·63) et (5·65), pour
lesquelles r  2, ce qui permet de faire appel a` la formule
(5·67) 1
(1− e−t)r =
1
tr
+O
(
1
tr−1
+ 1
)
(t > 0)
pour estimer le second terme du membre de droite de (5·57), pour lequel nous conservons
la notation Y(3). Cette de´marche est justifie´e par le fait que l’inte´grale correspondante
est domine´e par les petites valeurs de la variable u. Il suit
(5·68) Y(3) = Xj+1
{
Jr−j(ϑX)
(σX)r
+O
(
Jr−j−1(ϑX)
(σX)r−1
+ J−j(ϑX)
)}
.
Montrons (5·61). Nous avons j = 1, m = 0, n = 2, r =  + 1. Compte tenu des
estimations de Jk et du fait que ϑ 1, l’estimation (5·68) implique
Y(3) =
{
1 +O
( 1
X
)}X2J(ϑX)
(σX)+1
=
{
1 +O
( 1
X
)} Xe−ϑX
(σX)+1 ϑ
·
De plus, par (5·54) et (5·40), nous avons
A(σ,κ) =
S(ξ)
1 + ξ
− 1
n(1 + ξ)− 1 =
S(ξ)
1 + ξ
− 1
ϑ
+O(σ)
d’ou`, en reportant dans (5·57),
Y(σ,κ) =
{
1 +O
( 1
X
)}S(ξ)
1 + ξ
Xe−ϑX
(σX)+1
,
ce qui implique bien (5·61), compte tenu de (5·59).
Conside´rons ensuite (5·63), correspondant donc a` j = 1, r =  + 1  2, ϑ = ξ + σ.
Nous de´duisons alors de (5·3) et (5·7) que (σX)rJ−1(ϑX)/J(ϑX) 1/X. Par (5·68), il
suit
Y(3) =
{
1 +O
( 1
X
)}X2J(ϑX)
(σX)+1
·
En reportant dans (5·57) compte tenu de (5·54), nous obtenons
Y(σ,κ) = e
−ϑXX
(σX)r
(
S(ξ)
ξ(ξ + 1)
− 1
ξ
)
+
X2J(ϑX)
(σX)r
{
1 +O
( 1
X
)}
.
Si ξX  1, alors {S(ξ)/(ξ + 1)} − 1  ξ  1/X. Comme cette condition implique
e´galement J(ϑX) 1, il vient
Y(σ,κ) =
{
1 +O
( 1
X
)}X2J(ϑX)
(σX)r
=
{
1 +O
( 1
X
)}S(ξ)
1 + ξ
X2J(ϑX)
(σX)r
·
Si ξX > 1, nous avons
e−ϑX =
{
1 +O
( 1
X
)}
e−ξX , J(ϑX) =
{
1 +O
( 1
X
)}
J(ξX).
Nous pouvons alors conclure la preuve de (5·63) en remarquant que
e−ξXX
(σX)r
(
S(ξ)
ξ(ξ + 1)
− 1
ξ
)
+
X2J(ξX)
(σX)r
− S(ξ)
1 + ξ
X2J(ξX)
(σX)r
 X
2
(σX)r
(
S(ξ)
ξ + 1
− 1
)(
e−ξX
ξX
− J(ξX)
)
 XJ(ξX)
(σX)r
,
ou` l’on a fait appel a` (5·6) et a` la dernie`re majoration (5·39).
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Nous utiliserons a` plusieurs reprises dans la suite de cette de´monstration une variante
du calcul pre´ce´dent : pour tout k  1, nous avons
(5·69) e−ξX
(
S(ξ)− 1)
ξX
+ Jk(ξX) = S(ξ)Jk(ξX) +O
(
e−ξX
X2
)
(ξ > 0).
Cette estimation est obtenue en soustrayant au membre de gauche le premier terme du
membre de droite et en factorisant le terme S(ξ)− 1 : le re´sultat de´coule alors de (5·6)
et de la deuxie`me estimation de (5·39).
Prouvons a` pre´sent (5·65). Nous avons j = m = 0, n = 1, r =   2. Les estimations
(5·57) et (5·59) permettent d’e´crire successivement
Y(σ,κ) = e
−ϑX
σX
(
S(ξ)− 1
ξ
)
+ Y(3) +O(R) = e
−ξX
σX
(
S(ξ)− 1
ξ
)
+ Y(3) +O(R),
ou` le terme d’erreur est acceptable au vu de l’estimation annonce´e. Estimons alors Y(3)
par (5·68). Les termes restes sont a` nouveau acceptables. Le terme principal rele`ve du
Lemme 5.2(iii) qui fournit J(ϑX) = {1 +O(1/X2)}J(ξX), d’ou`
Y(3) = XJ(ξX)
σX
+O(R).
L’estimation (5·69) permet alors de conclure.
Pour e´tablir (5·62), avec donc j = m = n = r = 1,  = 0, ϑ = ξ, nous de´duisons de
(5·57) et (5·68) sous la forme Y(3) = {1 +O(σX + σ/ξ)}e−ξX/(σξ) que
Y(σ,κ) =
{
1 +O
( 1
X
+
σ
ξ
)}e−ξXS(ξ)
σξ(1 + ξ)
.
Compte tenu de la relation
D′
( ξ
σ
)
=
σ
ξ
+O
(
σ2
ξ2
)
(ξ  σ),
nous obtenons ainsi la validite´ de (5·62) lorsque ξ > σX.
Lorsque ξ  σX, nous remplac¸ons (5·68) par l’e´valuation plus pre´cise
Y(3) =
∫ ∞
X
ue−ξu
1− e−σu du =
∫ ∞
0
ue−ξu
1− e−σu du+O
(X
σ
)
=
D′(ξ/σ)
σ2
+O
(X
σ
)
et appliquons la dernie`re majoration (5·39) pour obtenir
Y(σ,κ) = D
′(ξ/σ)
σ2
+O
(
X
σ
)
=
D′(ξ/σ)
σ2
{
1 +O(σX2)
}
,
ou` pour la seconde estimation nous avons utilise´ la de´croissance de D′ sous la forme
D′(ξ/σ)  D′(X)  1/X (ξ  σX). Comme S(ξ)e−ξX/(1 + ξ) = 1 + O(ξX) lorsque
ξ  σX, nous obtenons a` nouveau (5·62).
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Conside´rons a` pre´sent (5·64). Pour (j, ,m, n) = (0, 1, 0, 1), la formule (5·57) s’e´crit
(5·70) Y(σ,κ) = e
−ξX
σX
(
S(ξ)− 1
ξ
)
+
∫ ∞
X
e−uξ
1− e−σu du+O
(
e−ξX
σX2
)
.
La dernie`re inte´grale vaut
J1(ξX)
σ
+
1
σ
∫ ∞
σX
( 1
1− e−u −
1
u
)
e−ξu/σ du =
J1(ξX) + log(ξ/σ)−D(ξ/σ)
σ
+O(X)
d’apre`s le Lemme 5.6, et ou` nous avons utilise´ le fait que 1/(1 − e−u) − 1/u ∈ [12 , 1]
pour u > 0. En reportant dans (5·70) et en utilisant (5·69) avec k = 1, nous obtenons
bien (5·64).
Il reste a` prouver (5·66). De´signons par Y0(σ,κ) le membre de gauche et posons
g0(t) := log
(
1 +
1
tκ(tσ − 1)
)
1
log t
, h0(t) :=
1
tκ(tσ − 1) log t .
Nous commenc¸ons par e´tablir un analogue de (5·57). La me´thode e´tant identique, nous
nous contentons de bre`ves indications. Nous obtenons successivement∫ eX/X2
2
g0(t) dt
∫ eX/X2
2
log
( eκXX
tκ log t
) dt
log t
 e
Xκ
X2
,
ou` la premie`re borne re´sulte de l’e´valuation 1/σ  XeκX , et∫ ∞
X2eX
{g0(t)− h0(t)}dt
∫ ∞
X2eX
dt
t2κ(tσ − 1)2 log t 
eX
X3
,
ou` nous avons utilise´ la minoration κ  3/4. Nous avons ensuite
∫ eX
eX/X2
g0(t) dt =
eX
X
∫ 1
0
log
(
1 +
1
tκ+σ
)
dt+O
(eXκ
X2
)
,
∫ X2eX
eX
{g0(t)− h0(t)}dt = e
X
X
∫ ∞
1
{
log
(
1 +
1
tκ+σ
)
− 1
tκ+σ
}
dt+O
(eXκ
X2
)
,
d’ou`
(5·71) Y0(σ,κ) = e
X
X
B(σ + κ) +
∫ ∞
eX
dt
tκ(tσ − 1) log t +O
(
eXκ
X2
)
avec
B(σ + κ) :=
∫ ∞
0
log
(
1 +
1
tκ+σ
)
dt− 1
ξ
= S(ξ) +
S(ξ)− 1
ξ
·
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L’inte´grale de (5·71) vaut∫ ∞
X
e−ξu
(1− e−σu)u du = J1(ξX) +
∫ ∞
X
e−(ξ+σ)u
(1− e−σu)u du
= J1(ξX) +
J2(ξX + σX)
σX
+
∫ ∞
X
e−(ξ+σ)u
u
( 1
1− e−σu −
1
σu
)
du
= J1(ξX) +
J2
({ξ + σ}X)
σX
+O
(
J1
({ξ + σ}X))
= log(1 + 1/ξ) +
J2
({ξ + σ}X)
σX
+O(X),
ou` la dernie`re estimation re´sulte de (5·8). En inse´rant successivement dans (5·71),
l’estimation (5·46), la formule J2
({ξ + σ}X) = J2(ξX) + O(σκX2), qui de´coule de
(5·8), et (5·69) avec k = 2, nous obtenons finalement (5·66). unionsq
5·5. Une famille de se´ries
Paralle`lement aux inte´grales Yjmn de´finies en (5·37), nous introduisons, pour
j, ,m, n ∈ Z, σ > 0, κ > 0,
les se´ries
(5·72) Sjmn = Sjmn(σ,κ) :=
∑
p
(log p)j+1pmκ
(pσ − 1)−1{1 + pκ(pσ − 1)}m+n ,
convergentes de`s que nκ + ( + m + n − 1)σ > 1, et qui interviennent, pour certaines
valeurs des indices, dans le calcul des de´rive´es d’ordre au plus 2 de la fonction f(σ,κ)
de´finie en (3·2).
Lemme 5.17. Soient j ∈ N, n ∈ {1, 2},  ∈ N∗. Avec les notations (5·72) et (5·37), et
sous les conditions 0 < σ < 14 , κ+ σ  1, nκ+(n+ − 1)σ > 1, X(σ,κ)  1, nous avons
(5·73) Sj0n(σ,κ) =
{
1 +O
( 1
L (eX)c
)}
Yj0n(σ,κ),
ou` c est une constante absolue positive.
De´monstration. D’apre`s le Lemme 5.7, nous avons, pour une constante absolue conve-
nable c > 0,
Sj0n =
∫ ∞
2
(log t)j
(tσ − 1)−1{1 + tκ(tσ − 1)}n dt+O
(
1
σ−1
+
∫ ∞
2
ϕ(t)(log t)j
L (t)c
dt
)
avec ϕ(t) := 1/[(tσ − 1)−1{1 + tκ(tσ − 1)}n]. Scindons la dernie`re inte´grale a` t = eX et
observons que ϕ(t)  1/{σ log t}−1 si 2  t  eX . Par un calcul de routine, il suit
1
σ−1
+
∫ expX
2
ϕ(t)(log t)j
L (t)c
dt 1
L (eX)c
∫ expX
2
ϕ(t)(log t)j dt,
ce qui implique imme´diatement (5·73). unionsq
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Lemme 5.18. Soit  ∈ N. Il existe une constante absolue c > 0 telle que l’on ait
(5·74) S111(σ,κ) =
{
1 +O
(
κ
L (eX)c
)}
Y111(σ,κ)
uniforme´ment pour 0 < σ < 14 , κ+ σ  1, κ+ (+ 1)σ > 1, X(σ,κ)  1.
De´monstration. Observons que S111 = S1(+1)01 − S1(+1)02. En appliquant le Lem-
me 5.17 a` chacun des deux termes du membre de droite, nous obtenons
S111 = Y111 +O
(Y1(+1)01
L (eX)c
)
.
Or, il re´sulte de (5·56) que, notant ϑ = κ+ (+ 1)σ − 1, nous avons
Y1(+1)01  e
−ϑXX +X2J(ϑX)
(σX)+1
+X2J−1(ϑX),
Y111  e
−ϑXX +X2J(ϑX)
(σX)+1κ
+X2J−1(ϑX).
Les membres de droite sont trivialement du meˆme ordre lorsque, par exemple, 34 < κ  2.
Sous l’hypothe`se κ > 2, nous avons ϑ  κ  1, et, d’apre`s (5·3), J−1(ϑX)  J(ϑX) 
e−ϑX/κX. Cela implique l’estimation Y1(+1)01  κY111, qui est donc uniforme´ment
valable dans les conditions de l’e´nonce´. La formule (5·74) en de´coule imme´diatement. unionsq
Lemme 5.19. Soient 0 < η < 512 et  ∈ N. La formule asymptotique
(5·75) S111(σ,κ) =
{
1 +O
( 1
X
)} XeX
κσX
=
{
1 +O
( 1
X
)}
Y111(σ,κ)
a lieu uniforme´ment sous les conditions
0 < σ < 14 , κ  1−σ, X(σ,κ)  1, κ+(1+)σ > 1,
√
log(1/σ)  κ  η log(1/σ)
log2(1/σ)
·
De´monstration. Pour j = m = n = 1 et avec la notation g(t) introduite en (5·50), nous
avons∑
peX/2
g(p) log p Xe
(1+κ)X
2κ(σX)−1
 Xe
X
2κσX
,
∑
2eX/3<peX
g(p) log p Xe
X(2/3)κ
σX
.
De meˆme, en minorant pσ − 1 par σ log p, nous obtenons
∑
p>2eX
g(p) log p Xe
X
2κσX
,
∑
eX<p5eX/3
g(p) log p Xe
X
σX
(3/5)κ,
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ou` la premie`re estimation re´sulte d’un de´coupage dyadique. Nous voyons ainsi que
(5·76) S111 =
∑
p
g(p) log p =
{
1 +O
(
(56 )
κ) } ∑
eX/2<p2eX
g(p) log p.
Or les estimations pσ − 1 = {1 +O(σX)}σ log p, log p = X +O(1) (eX/2 < p  2eX) et
la seconde formule (5·47) impliquent
pκ = (p/eX)
κ {1 +O(σX)}
σX
, pκ(pσ−1) = (p/eX)κ{1+O(1/X)} (eX/2 < p  2eX)
et donc ∑
eX/2<p2eX
g(p) log p =
{1 +O(1/X)}X
σX
∑
eX/2<p2eX
(p/eX)κ log p
{1 + (p/eX)κ}2
·
Or il re´sulte de (5·48) et (5·49) que nos hypothe`ses impliquent X  κ e5X/12/X. La
premie`re e´galite´ de (5·75) de´coule donc du Lemme 5.10 via (5·76). Pour e´tablir la seconde,
nous observons d’abord que, puisque ξ  κ X, nous avons S(ξ)/(1+ξ) = 1+O(1/X).
Nous appliquons ensuite (5·62) lorsque  = 0 et (5·63) lorsque   1. Dans le premier cas,
la formule annonce´e re´sulte de (5·47) et de l’estimation D′(u) = 1/u+O(1/u2) (u  1)
donne´e au Lemme 5.4 ; dans le second cas, il suffit d’inse´rer (5·6). unionsq
La proposition suivante pre´cise l’approximation de S001 par Y001 lorsque  vaut 1
ou 2. Dans la preuve, nous ferons notamment appel au re´sultat suivant, qui est valable
sous des hypothe`ses plus ge´ne´rales et que nous e´nonc¸ons se´pare´ment a` fins de re´fe´rence
ulte´rieure. Avec la notation g(t) de (5·50) et en spe´cialisant (j,m, n) = (0, 0, 1), nous
avons
(5·77) S001(σ,κ)  g(2) + Y001(σ,κ)
(
σ > 0,  ∈ {1, 2}, κ+ σ > 1).
Pour e´tablir cela, nous observons que le Lemme 5.7 permet d’e´crire
S001 = Y001 +R, R g(2) +
∫ ∞
2
g(t)
L (t)c
dt,
avec donc Y001 =
∫∞
2
g(t) dt. Cela implique imme´diatement la majoration contenue
dans (5·77). Pour e´tablir la minoration, nous observons d’une part que l’on a trivialement
g(2)  S001 et d’autre part, en scindant convenablement la dernie`re inte´grale et
exploitant la de´croissance de g et 1/L , que |R|  12Y001 + O
(
g(2)
)
, d’ou` Y001 
S001 + g(2) S001.
Proposition 5.20. (i) Sous les conditions σ > 0, κ+σ > 1, X(σ,κ) > log 2, nous avons
S0101(σ,κ)  e
−ξX
σX
+
e−ξX
ξ
+
e−ξX
σ
log
(
1 +
1
ξX
)
,(5·78)
S0201(σ,κ)  e
−ξX
σ2X2
+
e−ξX
σ2X(1 + ξX)
·(5·79)
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(ii) Pour 0 < σ  14 , σ + κ > 1, X(σ,κ)  1, nous avons
S0101(σ,κ) =
S(ξ)J1(ξX) + log(ξ/σ)−D(ξ/σ)
σ
+O
(
e−ξX
σX2
)
,(5·80)
S0201(σ,κ) = S(ξ)
J2(ξX)
σ2X
+O
(
e−ξX
σ2X3
)
·(5·81)
De plus, les relations (5·79) et (5·81) sont e´galement valides lorsque σ + κ = 1.
De´monstration. Prouvons d’abord l’assertion (i). Sous les hypothe`ses effectue´es, nous
avons g(2)  σ1− dans (5·77), d’ou`
(5·82) g(2) +
∫ expX
2
g(t) dt  1
σ−1
+
∫ expX
2
dt
(σ log t)−1
 e
X
(σX)−1
·
De plus, (5·58) fournit directement
(5·83)
∫ ∞
expX
g(t) dt  e
−(ξ+(−1)σ)X
ξ + (− 1)σ +
J
(
ξX + (− 1)σX)
σX−1
·
En reportant dans (5·77), nous obtenons (5·78), puis (5·79), en notant que, pour  = 2,
le premier terme de (5·83) est domine´ par le second.
Pour achever la preuve, nous observons que les formules asymptotiques e´nonce´es en (ii)
de´coulent imme´diatement de (5·73), (5·64) et (5·65). unionsq
5·6. E´tude asymptotique de f(σ,κ)
Proposition 5.21. Sous les conditions 0 < σ < 14 , κ+ σ > 1, X(σ,κ)  1, nous avons
(5·84) f(σ,κ) = S(ξ)
σX
{
e−ξX
X
+ J2(ξX)
}
+ log(1 + 1/ξ) +O
(
e−ξXκ
σX3
)
.
De´monstration. Conservons la notation Y0(σ,κ) pour le membre de gauche de (5·66) et
posons
g1(t) := log
(
1 +
1
tκ(tσ − 1)
)
,
de sorte que la seconde estimation (5·48) implique alors g1(t)  g1(2)  κX (t  2).
D’apre`s le Lemme 5.7, nous avons donc, en minorant par exemple L (t)c par  (log t)3,
f(σ,κ)− Y0(σ,κ) g1(2) +
∫ ∞
2
g1(t)
(log t)4
dt κe
X
X3
+
∫ ∞
expX
g1(t)
(log t)3
dt.
Observons ensuite que
g1(t)  1
tκ+σ
(
1 +
1
σ log t
) (
t > eX
)
.
Nous obtenons que la dernie`re inte´grale est
 1
X2
∫ ∞
1
e−ξXz
(
1 +
1
σXz
)dz
z3
 J3(ξX)
X2
+
J4(ξX)
σX3
 e
−ξX
σX3
,
en vertu de (5·3). L’estimation (5·84) re´sulte alors de (5·66). unionsq
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5·7. De´rive´es secondes
5·7·1. Estimations de f ′′jk aux arguments re´els
La fonction f(σ,κ) est de´finie en (3·2). Ses de´rive´es secondes sont donne´es par les
expressions
(5·85)
f ′′20(σ,κ) =
∑
p
(log p)2pσ{1 + pκ(p2σ − 1)}
(pσ − 1)2{1 + pκ(pσ − 1)}2 ,
f ′′02(σ,κ) =
∑
p
(log p)2pκ(pσ − 1)
{1 + pκ(pσ − 1)}2 ,
f ′′11(σ,κ) =
∑
p
(log p)2pκ+σ
{1 + pκ(pσ − 1)}2 ·
Proposition 5.22. Sous les conditions 0 < σ < 14 , κ+ σ > 1, X(σ,κ)  1, nous avons
(5·86) f ′′20(σ,κ) =
{
1 +O
( 1
X
)}S(ξ)
1 + ξ
{
e−ξX
σ3X2
+ 2
J2(ξX)
σ3X
+
1
ξ2
}
.
De´monstration. Posons U := pσ − 1. De la de´composition
pσ{1 + pκ(p2σ − 1)} = 1 + U + pκU3 + 3pκU2 + 2pκU
nous de´duisons, avec la notation (5·72),
f ′′20(σ,κ) = S1302 + S1202 + S1011 + 3S1111 + 2S1211.
Appliquons alors les lemmes 5.17 et 5.18. Nous obtenons, avec la notation (5·37),
f ′′20(σ,κ) ={1 +O(ε)}{Y1302 + Y1202}+ {1 +O(κε)}{Y1011 + 3Y1111 + 2Y1211},
ou` nous avons pose´ ε := 1/L (eX)c ; d’ou`
(5·87) f ′′20(σ,κ) =
{
1 +O(ε)
}(Y1302 + Y1202 + Y1011 + 3Y1111 + 2Y1211)
lorsque, par exemple, κ  2.
Nous allons montrer que (5·87) persiste pour κ > 2. En effet, posant ϑ := κ + ( +
1)σ − 1  κ (  0) et ϑ := 2κ + 4σ − 1  κ, nous de´duisons de (5·3), (5·7), (5·45) et
(5·46) que
Jk(ϑX)  e
−ϑX
ϑX
 e
−ξX
κX
, Jk(ϑX)  e
−ϑX
ϑX
 e
−ξXe−κX
κX
 e
−ξXσX
κX
(k ∈ Z).
L’estimation (5·56) implique alors
Y111  e
−ξX
κσ+1X
(  0), Y1302  e
−ξX
σ3X2
,
d’ou` κ(Y1011 + Y1111 + Y1211
) Y1302.
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Ainsi (5·87) est valide sous les conditions de l’e´nonce´. En utilisant (5·56) a` nouveau, on
constate que Y1202 +Y1111  {Y1302 +Y1211 +Y1011}/X. Compte tenu de (5·61), (5·62)
et (5·63), nous obtenons
f ′′20(σ,κ) =
{
1 +O
( 1
X
)}S(ξ)
1 + ξ
{
e−ξX
σ3X2
+ 2
J2(ξX)
σ3X
+
e−ξXD′(ξ/σ)
σ2
}
.
Le dernier terme dans l’accolade de droite vaut {1 + O(1/X)}/ξ2 lorsque ξ  σ/√X.
Dans le cas contraire, il est e−ξX(σ+ξ)/(σξ2) J2(ξX)/σ3X2 en vertu de (5·3) avec
k = 2. Cela implique bien (5·86). unionsq
Proposition 5.23. (i) Soient η0, η1 tels que 0 < η0 < 512 , η0 < η1 <
19
40 . Il existe
0 < η2 < 14 tel que, sous les conditions 0 < σ < η2, κ+ σ > 1, κ log(1+ κ)  η0 log(1/σ),
nous ayons
f ′′02(σ,κ) 
e−ξXD′(ξ/σ)
σ2
,(5·88)
f ′′02(σ,κ) =
{
1 +O
( 1
X
)}S(ξ)
1 + ξ
e−ξXD′(ξ/σ)
σ2
,(5·89)
f ′′11(σ,κ) 
e−ξX
σ2
log
(
1 +
1
ξX + σX
)
+
1
ξ2
,(5·90)
f ′′11(σ,κ) =
{
1 +O
( 1
X
)}S(ξ)
1 + ξ
J1
(
ξX + σX
)
+ e−ξXD′(ξ/σ)
σ2
·(5·91)
De plus, (5·88) et (5·90) sont e´galement valides lorsque η0 log(1/σ) < κ log(1 + κ) 
η1 log(1/σ).
(ii) Pour 0 < σ < 14 , κ = 1, nous avons
(5·92) f ′′11(σ, 1) =
1 +X
σ2
{
1 +O
( 1
X2
)}
.
De´monstration. Avec la notation (5·72), nous avons
f ′′02(σ,κ) = S1011, f
′′
11(σ,κ) = S1011 + S1111.
Les relations (5·89) et (5·91) de´coulent donc de (5·62), (5·63) et (5·74), lorsque, disons,
κ  X2. Dans le cas contraire, observons que, d’apre`s le Lemme 5.14, nous avons
κ  e5X/12 de`s que η2 est assez petit. Le Lemme 5.19 fournit donc la validite´ de (5·89)
et (5·91) dans ce domaine comple´mentaire.
Montrons (5·88) et (5·90). Nos hypothe`ses impliquent alors κ  e19X/41 via (5·49). Une
manipulation impliquant (5·58) et analogue a` celle de la preuve de (5·56), fournit alors
S111  Y111 ( = 0 ou 1), graˆce au Lemme 5.8. Les estimations annonce´es re´sultent
donc de (5·56), (5·3) et (5·7).
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Il reste a` e´tablir (5·92). Nous avons
f ′′11(σ, 1) =
∑
p>eX
(log p)2pσ
p(pσ − 1)2 +O
( 1
σ2X
)
=
1
σ2
∫ ∞
σX
ueu
(eu − 1)2 du+O
( 1
σ2X
)
ou` la seconde e´galite´ de´coule d’une application standard du the´ore`me des nombres
premiers. Maintenant∫ ∞
σX
ueu
(eu − 1)2 du =
σX
eσX − 1 +
∫ ∞
σX
du
eu − 1
= 1 +O(σX) +
∫ ∞
σX
( 1
eu − 1 −
1
ueu
)
du+ J1(σX) = 1 + γ +O(σX) + J1(σX),
d’apre`s (5·22) avec x = 1. La formule annonce´e re´sulte alors de (5·8) en notant que
log(1/σX) = X +O(σX) d’apre`s (5·47). unionsq
5·7·2. Estimation de la hessienne
Rappelons la de´finition de la hessienne δ(σ,κ) en (3·3) et posons
(5·93) Ξ(σ,κ) :=
(
e−ξX
σ3X2
+
2J2(ξX)
σ3X
)
e−ξXD′(ξ/σ)
σ2
− J1(ξX + σX)
2
σ4
·
Proposition 5.24. Sous les conditions σ > 0, κ + σ > 1, nous avons δ(σ,κ) > 0. De
plus, pour tout 0 < η0 < 512 , il existe 0 < η1 <
1
4 tel que l’on ait
(5·94) δ(σ,κ) =
(S(ξ)
1 + ξ
)2
Ξ(σ,κ)
{
1 +O
( 1
X
)}
de`s que 0 < σ < η1, κ+ σ > 1 et κ log(1 + κ)  η0 log(1/σ).
De´monstration. Avec les notations (5·72), nous avons
(5·95) f
′′
20(σ,κ) = S1302 + S1202 + S1011 + 3S1111 + 2S1211,
f ′′02(σ,κ) = S1011, f
′′
11(σ,κ) = S1011 + S1111,
d’ou` δ(σ,κ) =
(
S1302 + S1202 + S1111 + S1211
)
S1011 + S1211S1011 − S21111. L’ine´galite´ de
Cauchy-Schwarz impliquant S1211S1011 − S21111  0, nous obtenons
(5·96) δ(σ,κ)  (S1302 + S1202 + S1111 + S1211)S1011 > 0.
Il re´sulte alors des Lemmes 5.17, 5.18 et 5.19 que
δ(σ,κ) =
(Y1302 + Y1202 + Y1111 + Y1211)Y1011 + (Y1211Y1011 − Y21111)+O(δ(σ,κ)/X).
De plus, pour η1 suffisamment petit, nous de´duisons de (5·96) et de ces meˆmes trois
lemmes, compte tenu de (5·3), que
(5·97) δ(σ,κ) 
(
e−ξX
σ3X2
+
e−ξX
σ3X{1 + ξX}
)
D′(ξ/σ)e−ξX
σ2
 e
−2ξX(1 + ξ)(1 + σ/ξ)
σ4ξX(1 + ξX)
·
La relation (5·94) de´coule alors du Lemme 5.16. unionsq
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5·7·3. Estimation de g′′(σ)
Lemme 5.25. Avec la notation (2·6) et sous la condition 0 < σ < 14 , nous avons
(5·98) g′′(σ) = 2
σ3 log(1/σ)
{
1 +
log2(1/σ) +O(1)
log(1/σ)
}
.
De´monstration. Pour tout σ > 0, nous avons, par (2·6),
(5·99)
g′′(σ) =
∑
p
(log p)2pσ{1 + (p+ 1)(p2σ − 1)}
(pσ − 1)2{1 + (p+ 1)(pσ − 1)}2
=
∑
p
(log p)2pσ{pσ + p1−σ(p2σ − 1)}
(pσ − 1)2{1 + p1−σ(pσ − 1)}2 ,
ou` la seconde expression de´coule de la premie`re via l’identite´
1 + (p+ 1)(pσ − 1) = pσ{1 + p1−σ(pσ − 1)}.
Posant U := pσ − 1, la de´composition pσ + p1−σ(p2σ − 1) = 1+U + p1−σU2 +2p1−σU
permet alors d’e´crire, avec la notation (5·72),
g′′(σ) = S1302(σ, 1− σ) + S1202(σ, 1− σ) + S1111(σ, 1− σ) + 2S1211(σ, 1− σ).
Cela e´tant, de´signons par X := X(σ, 1−σ) la solution de (5·43) pour κ = 1−σ, de sorte
que ξ = 0 dans (5·61) et (5·63). Notons d’emble´e que, comme 0 < σ < 14 , nous avons
eX − e3X/4 > 1 et donc X > 1.
E´valuons S102(σ, 1−σ) par (5·73) et Y102(σ, 1−σ) par (5·61) pour  ∈ {2, 3}. Il vient
S102(σ, 1− σ) =
{
1 +O
( 1
X
)} 1
σX−1
(
 ∈ {2, 3}).
Semblablement, en estimant S111(σ, 1− σ) par (5·74) et Y111(σ, 1− σ) par (5·63) pour
 ∈ {1, 2}, nous obtenons
S111(σ, 1− σ) =
{
1 +O
( 1
X
)} J(σX)
σ+1X−1
(
 ∈ {1, 2}).
De plus, J2(σX) = 1 + O
(
σ log{1/(σX)}) = 1 + O(1/X) d’apre`s (5·4), alors que (5·3)
implique J1(σX)  log(1/σX)  X. Ainsi
g′′(σ) =
{
1 +O
( 1
X
)}{ 1
σ3X2
+
1
σ2X
+
J1(σX)
σ2
+ 2
J2(σX)
σ3X
}
=
2
σ3X
{
1 +O
( 1
X
)}
.
Enfin, la relation (5·47) implique eXσX  1, et donc X = log(1/σ)− log2(1/σ)+O(1).
unionsq
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5·8. Prolongement holomorphe de f(σ,κ)
Ici et dans toute la suite nous posons syste´matiquement s = σ + iτ , z = κ + it et
adoptons la meˆme convention lorsque les nombres complexes s ou z sont assortis d’un
indice.(8) Pour c > 0, 0 < σ0 < 14 , κ0 + σ0 > 1, ξ0 := σ0 + κ0 − 1, nous de´finissons les
domaines
(5·100)
Rc(σ0,κ0) :=
{
s ∈ C : |σ − σ0|  cmin(σ0, ξ0), |τ |  cσ0
}
,
R′c(σ0,κ0) := {z ∈ C : |κ− κ0|  cmin(1/X0, ξ0), |t|  c/X0},
Uc(σ0,κ0) :=Rc(σ0,κ0)×R′c(σ0,κ0).
Proposition 5.26. (i) Il existe une constante absolue c > 0 telle que, sous les conditions
0 < σ0 < 14 , σ0 + κ0 > 1, X0 := X(σ0,κ0) > log 2, la formule
(5·101) f(s, z) =
∑
p
log
(
1 +
1
pz(ps − 1)
)
ou` le logarithme complexe est pris en de´termination principale sur C R−, de´finisse un
prolongement holomorphe de f(σ,κ) dans le domaine U (σ0,κ0). De plus, nous avons
dans les meˆmes conditions
f
(j)
j0 (s, z)j
( 1
ξ0
+
1
σ0
)j−2
f ′′20(σ0,κ0) (j  2),(5·102)
f
(k)
0k (s, z)k
( 1
ξ0
+X0
)k−2
f ′′02(σ0,κ0) (k  2),(5·103)
f
(j+k)
jk (s, z)j,k
( 1
ξ0
+
1
σ0
)j−1( 1
ξ0
+X0
)k−1
f ′′11(σ0,κ0) (j  1, k  1).(5·104)
(ii) Sous les conditions 0 < σ < 14 , κ+ σ > 1, X(σ,κ) > log 2, |τ |  cσ, |t|  c/X, nous
avons
(5·105) f ′′02(s, z) =
1
s2
D′
(
1 +
z − 1
s
)
+O
( log(1/σ)
σ
)
.
De´monstration. Les estimations dX/dσ  1/(σκ), dX/dκ X/κ impliquent imme´diate-
ment X − X0  c sous les hypothe`ses effectue´es. Ainsi, pour un choix convenable
de c, nous avons certainement X  X0 + log 2. Cela implique que le facteur eule´rien
1 + 1/{pz(ps − 1)} n’est pas re´el ne´gatif si p > 2eX0 . Dans le cas contraire, notant
ϑ := arg(ps − 1), nous avons
t2(log p)2 + ϑ2  t2X20 + τ2/σ20  c2,
ce qui implique a` nouveau que le terme ge´ne´ral de (5·101) est bien de´fini. Comme nous
avons e´galement κ+ σ > 1 + ξ(1− 2c) > 1 lorsque (s, z) ∈Uc(s0, z0), la premie`re partie
de l’assertion (i) est bien ve´rifie´e.
8. Dans ce paragraphe uniquement, la notation σ0 est affranchie de la convention (2·8).
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Pour e´tablir les majorations indique´es des de´rive´es, il suffit de ve´rifier qu’il existe c > 0
tel que, pour j + k = 2,
(5·106) f ′′jk(s, z) f ′′jk(α,β) (j + k = 2)
(
(s, z) ∈U2c(σ0,κ0)
)
.
En effet, les majorations annonce´es re´sultent de (5·106) via les ine´galite´s de Cauchy
applique´es sur le bord de U2c =U2c(σ0,κ0).
Pour prouver (5·106), nous nous restreignons au cas de f ′′20(s, z), les deux autres e´tant
similaires. Posons pour tout (s, z) ∈Uc
g(p; s, z) :=
ps{1 + pz(p2s − 1)}
(ps − 1)2{1 + pz(ps − 1)}2 ,
de sorte que f ′′20(s, z) =
∑
p g(p; s, z)(log p)
2. Comme pκ0(pσ0 − 1) > e2X0  2 si par
exemple p > e4X0 , nous avons certainement g(p; s, z) g(p;σ0,κ0) lorsque (s, z) ∈U2c,
p > e4X0 . Lorsque p  e4X0 , nous avons pz(ps−1) = pκ0(pσ0−1){1+O(t log p)}+O(τ/α),
d’ou` |g(p; s, z)|  g(p;σ0,κ0) et donc f ′′20(s, z)  f ′′20(σ0,κ0). Comme nos hypothe`ses
impliquent κ  κ0, σ  σ0, ξ  ξ0 et donc κ0X0eκ0X0  κXeκX , puis κ0X0 = κX+O(1),
il est clair que g(p;σ,κ)  g(p;σ0,κ0) pour p  eX0 . Nous concluons la de´monstration
en observant que la majoration∑
p>eX0
g(p;σ,κ)
∑
p>eX0
g(p;σ0,κ0)
de´coule de (5·58) et de (5·32).
Il reste a` e´tablir (5·105). Nous avons
(5·107) f ′′02(s, z) =
∑
p
(log p)2
pz(ps − 1) −R, R :=
∑
p
(log p)2{1 + 2pz(ps − 1)}
pz(ps − 1){1 + pz(ps − 1)}2 ·
Pour p > 2eX , l’ine´galite´ triviale |pz(ps − 1)|  pκ(pσ − 1) > 2κ > 23/4 implique∣∣∣∣ 1 + 2pz(ps − 1)pz(ps − 1){1 + pz(ps − 1)}2
∣∣∣∣ 1 + 2|pz(ps − 1)||pz(ps − 1)|3  1 + 2pκ(pσ − 1)pκ(pσ − 1){1 + pκ(pσ − 1)}2 ·
Par ailleurs, pour p  2eX , nous avons, sous les hypothe`ses de l’e´nonce´,
|1 + pz(ps − 1)|  1 + pκ(pσ − 1), |1 + 2pz(ps − 1)|  1 + 2pκ(pσ − 1).
Ainsi
R
∑
p
(log p)2{1 + 2pκ(pσ − 1)}
pκ(pσ − 1){1 + pκ(pσ − 1)}2 
∑
p
(log p)2
pκ(pσ − 1){1 + pκ(pσ − 1)}

∑
peX
log p
σp
+
∑
p>eX
1
σ2p2κ
 X
σ
+
e(1−2κ)X
σ2X
 X
σ
 log(1 + 1/σ)
σ
,
ou` l’on a successivement fait appel a` (5·46), (5·47) et (5·48).
Sur la re´partition du noyau d’un entier 45
Compte tenu de l’estimation classique
∑
p
(log p)2
pw
= −
(ζ ′
ζ
)′
(w) +O(1) =
1
(w − 1)2 +O(1) (w ∈ C, |w| 1),
nous pouvons re´crire le terme principal de (5·107) sous la forme
∑
p
(log p)2
pz
∑
ν1
1
pνs
=
∑
1ν1+1/σ
∑
p
(log p)2
pz+νs
+O
(∑
p
log p
σpκ+1
)
=
∑
0ν1/σ
{ 1
(z + s− 1 + νs)2 +O(1)
}
+O
( 1
σ
)
=
∑
ν0
1
(z + s− 1 + νs)2 +O
( 1
σ
)
·
Compte tenu de la premie`re repre´sentation (5·19), cela implique bien (5·105). unionsq
6. Les parame`tres du col
6·1. Existence et unicite´
Rappelons la notation (3·2).
Lemme 6.1. Soit y  2. Pour tout κ ∈ R, l’e´quation
(6·1) f ′01(σ,κ) =
∑
p
log p
pκ(pσ − 1) + 1 = log y
posse`de une unique solution re´elle σ = σ(κ) > max(0, 1− κ). Nous avons
(6·2) lim
κ→−∞σ(κ) = +∞, limκ→∞ 2
κσ(κ) = 0.
De´monstration. Pour chaque nombre re´el κ fixe´, le membre de gauche de (6·1) est une
bijection de´croissante de ]max(0, 1 − κ),+∞[ sur ]0,∞[. Cela implique l’existence et
l’unicite´ de la solution σ = σ(κ) de (6·1).
La minoration σ(κ) > max(0, 1 − κ) fournit trivialement la premie`re relation (6·2).
Pour e´tablir la seconde nous observons que, pour κ  2,
2κσ(κ)
2κσ(κ) + 1
 2
κ(2σ(κ) − 1) log 2
2κ(2σ(κ) − 1) + 1 = log 2−
log 2
2κ(2σ(κ) − 1) + 1
 log y − log 2
2κ(2σ(κ) − 1) + 1 =
∑
p3
log p
pκ(pσ(κ) − 1) + 1
 1
3σ(κ) − 1
∑
p3
log p
pκ
 1
3κσ(κ)
·
Il suit 22κσ(κ)2/{2κσ(κ) + 1} (2/3)κ, d’ou` re´sulte l’e´galite´ requise. unionsq
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Proposition 6.2. Pour tous nombres re´els x, y tels que x > y  2, le syste`me (2·2)
admet une unique solution re´elle (σ∗,κ∗) dans le domaine σ > max(0, 1− κ).
De plus, si y  7x/15, alors κ∗ > 0 et si y  e−7/2x, alors κ∗ > 12 .
De´monstration. Posons
S(κ) :=
∑
p
log p
(pσ(κ) − 1){pκ(pσ(κ) − 1) + 1} (κ ∈ R).
La premie`re assertion e´quivaut clairement a` montrer que, lorsque x > y  2, l’e´quation
S(κ) = v = log(x/y) posse`de une unique solution re´elle κ = κ∗ : cela e´tant acquis, la
solution de (2·2) est alors (σ(κ∗),κ∗).
A` cette fin, nous allons e´tablir que S(κ) est une bijection strictement croissante de R
sur ]0,∞[. Compte tenu de (6·1), le the´ore`me des fonctions implicites implique que σ(κ)
est de´rivable sur R et ve´rifie
σ′(κ) = −f
′′
02(σ(κ),κ)
f ′′11(σ(κ),κ)
(κ ∈ R).
Il s’ensuit que S(κ) est e´galement de´rivable sur R et ve´rifie, avec la notation (3·3),
S′(κ) =
f ′′20(σ(κ),κ)f ′′02(σ(κ),κ)− {f ′′11(σ(κ),κ)}2
{f ′′11(σ(κ),κ)}2
=
δ
(
σ(κ),κ
)
{f ′′11(σ(κ),κ)}2
(κ ∈ R).
La Proposition 5.24 implique donc que S′(κ) > 0 pour tout κ ∈ R.
Maintenant, nous avons σ(κ) > 1− κ > 1 pour κ < 0, d’ou`
0 < S(κ) 
∑
p
log p
(p1−κ − 1)(pκ(p1−κ − 1) + 1) 
∑
p
log p
p2−κ
,
et donc limκ→−∞ S(κ) = 0. De plus,
S(κ)  log 2
(2σ(κ) − 1){2κ(2σ(κ) − 1) + 1} → +∞ (κ→∞).
puisque, d’apre`s le Lemme 6.1, 2κ(2σ(κ) − 1) tend vers 0 lorsque κ→∞.
Nous avons donc e´tabli que l’e´quation S(κ) = v posse`de une solution re´elle unique,
note´e κ∗.
Lorsque v  log 157 , nous avons
S(0) =
∑
p
log p
pσ(0)(pσ(0) − 1) <
∑
p
log p
p(p− 1) < 0, 756  v.
Il s’ensuit que κ∗ > 0, en vertu de la monotonie de S. De meˆme, S(12 ) <
7
2 , d’ou` κ
∗ > 12
de`s que v  72 . unionsq
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6·2. Ordres de grandeur
Avec les notations (1·10) et (5·72), le syste`me (2·2) peut eˆtre re´crit sous la forme
(6·3)
{
S0101(σ,κ) = log y,
S0201(σ,κ) = v.
Graˆce aux e´valuations de la Proposition 5.20, nous sommes en mesure d’e´tablir un premier
jeu d’estimations concernant la solution (σ,κ) = (α,β) de (6·3) lorsque v  6. Plus
pre´cise´ment, nous fournissons, dans certains domaines, les ordres de grandeur de α et
λ := α + β − 1 de´finie en (3·5). Re´inse´re´es dans un processus ite´ratif, ces estimations
permettront, au paragraphe 6.4, l’obtention de formules asymptotiques.
Nous posons
(6·4) X := X(α,β).
Le lemme suivant donne des conditions suffisantes pour que les hypothe`ses de la Pro-
position 5.20 soient satisfaites.
Lemme 6.3. Sous les conditions y  2 et v  6, on a X > log 2.
De´monstration. Supposons X  log 2. La relation e(β+α)X(1− e−αX) = 1 implique donc
α = αλ :=
1
X
log
( 1
1− e−(λ+1)X
)
 aλ :=
1
log 2
log
( 1
1− 2−(λ+1)
)
.
Observons alors que, pour tout p  2, l’expression pλ+1 − pλ+1−αλ est une fonction
croissante de λ. En effet, la de´rive´e est proportionnelle a`
pαλ − 1 + α′λ = pαλ −
1
1− e−(λ+1)X  e
Xαλ − 1
1− e−(λ+1)X = 0.
Si λ  85 , il suit
log y =
∑
p
log p
pβ(pα − 1) + 1 
∑
p
log p
1 + p13/5(1− p−a8/5) < log 2,
une contradiction.
Donc l’hypothe`se X  log 2 implique λ < 85 . Comme α est une fonction de´croissante
de λ et 1 + pλ+1 − pλ+1−αλ  p pour λ  0, nous pouvons e´crire
v =
∑
p
log p
(pα − 1){1 + pλ+1(1− p−α)} 
∑
p
log p
(pa8/5 − 1)p < 6,
apre`s ve´rification nume´rique. unionsq
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Nous de´duisons imme´diatement du Lemme 6.3 et des estimations (5·78), (5·79) que,
sous les conditions y  2, v  6, nous avons
log y  e
−λX
αX
{
1 +
αX
λ
+ X log
(
1 +
1
λX
)}
,(6·5)
v  e
−λX
α2X2
+
e−λX
α2X(1 + λX)
 e
−λX(1 + λ)
α2X(1 + λX)
·(6·6)
La proposition suivante fournit les estimations annonce´es pour les ordres de grandeur
de α et λ. Nous posons
(6·7) w := log
( log y
1 + Z
)
 logmin ( log 2y,√v log v ) (y  2, v  6)
et notons que Z  1⇔ log y √v log v ⇔ log y √log x log2 x⇔ log y √vw.
Proposition 6.4. (i) Sous les conditions y  2, v  6, nous avons
(6·8) 1
α
 √vw + vw
log y
·
(ii) Pour x assez grand, et 2  y  e
√
log x log2 x, nous avons
(6·9) λ  1
log2 2y
log
(
1 +
log x log2 2y
(log y)2
)
·
(iii) Il existe C > 1 tel que l’on ait, pour x assez grand,
log y√
log x log2 x
 log
(
1 +
1
λ log2 x
) (
1 <
log y√
log x log2 x
 C log2 x
)
,(6·10)
λ  1
log y
(
log y > C
√
log x (log2 x)
3/2, v  6
)
.(6·11)
De´monstration. Un calcul facile permet de montrer que toutes les hypothe`ses impliquent
v  6.
Dans un premier temps, e´tablissons les relations
log(1 + 1/α)  log v,(6·12)
Z  1⇔ λX 1.(6·13)
Pour prouver (6·12), nous reportons l’estimation (5·47) sous la forme
(6·14) eX  e
−λX
αX
dans (6·6) et obtenons eX/(αX) v  eX(1+λ)/{α(1+λX)} eX/α, d’ou` la conclusion
requise, en vertu de (5·48).
Pour prouver (6·13), nous de´duisons de (6·5), (6·6) et (6·12), que
(6·15) Z2  (log y)
2
v log v
 e
−λX(1 + λX)
(1 + λ)X log(1 + 1/α)
{
1 +
αX
λ
+ X log
(
1 +
1
λX
)}2
.
Si λX  1, le membre de droite est  X/ log(1 + 1/α)  1 par (5·48). Si λX  1, il
est  e−λX(1 + λ)/{λ log(1 + 1/α)} X/ log(1 + 1/α) 1.
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Nous sommes a` pre´sent en mesure de prouver l’assertion (i). Gardons a` l’esprit la
relation Z  (log y)/√v log v qui de´coule de (3·13) et (2·9).
Lorsque log y 
√
log x log2 x 
√
v log v, nous avons λX  1 et donc, par (6·5) et
(6·6), en tenant compte de (5·47) et (5·48),
(6·16) eX  log y  e
−λX(λ+ 1)
αXλ
 XeX, v  e
−λX(λ+ 1)
α2X2λ
·
Cela implique imme´diatement (6·8) sous la forme
α  e
−λX(λ+ 1)
vλX2α
 log y
vX
 log y
v log2 2y
 log y
vw
·
Lorsque log y 
√
log x log2 x 
√
v log v, nous avons λX  1, d’ou` par (6·6),
α2  1/vX  σ2v, en vertu de (5·48), (6·16) et (6·12). Cela implique bien (6·8) sous
la forme 1/α  √v log v  √vw.
Pour prouver l’assertion (ii), nous re´utilisons la premie`re relation (6·16) sous la forme
logX = log3 2y + O(1) et nous appliquons (6·15). Il suit λXeλX  Xv(1 + λ)/(log y)2,
d’ou`
(6·17) λX = log
(
vX
(log y)2
)
+O
(
log
(
1 +
λX
1 + λ
))
,
ce qui e´tablit bien (6·9) en notant que nos hypothe`ses impliquent log v  log2 x.
Conside´rons a` pre´sent l’assertion (iii). Comme λX 1, nous de´duisons de (6·14), (6·5)
et (6·6) et eλXeXαX  1 que, sous les hypothe`ses effectue´es,
(6·18) log y  1
λ
+
1
α
log
(
1 +
1
λX
)
 1
λ
+ log
(
1 +
1
λ log v
)√
v log v,
d’apre`s (5·48), (6·12) et (6·8). Si log y  √log x (log2 x)3/2, on de´duit de la majoration
1/λ  log y que le membre de droite est domine´ par son dernier terme, d’ou` (6·10),
puisque l’on a encore v  log x. Par ailleurs, (6·18) implique
log y
log v
 1
λ log v
+
√
v log v.
Si log y > C
√
log x (log2 x)3/2 avec C assez grand, il s’ensuit que λ log y  1 et donc
λ log y  1, soit (6·11). unionsq
Lemme 6.5. Sous les conditions y  2, v  6, nous avons
e−X  w(1 + λ)
1 + wλ
( 1
log y
+
1√
v log v
)
 w(1 + λ)(1 + Z)
(1 + wλ) log y
,(6·19)
X  w, X = w +O(logw).(6·20)
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De´monstration. Lorsque log y 
√
v log v, nous avons X  log2 2y  w par la premie`re
relation (6·16). Reportant dans la seconde en prenant (6·14) et (6·8) en compte, nous
obtenons
e−X  1 + λ
λ log y
 w(1 + λ)
wλ log y
,
ce qui e´quivaut a` (6·19). Lorsque log y > √v log v, nous avons λw  λ log v  λX 1 et
α  1/√v log v par (6·8). En reportant dans (6·14), nous obtenons de nouveau (6·19).
Les estimations (6·20) de´coulent imme´diatement de (6·19). unionsq
6·3. E´tude asymptotique de σv
6·3·1. Formule asymptotique
Rappelons la notation (2·6). Pour tout v  6, la quantite´ σv de´finie en (2·7) est donc
l’unique solution de l’e´quation
(6·21) −g′(σ) =
∑
p
log p
{1 + p1−σ(pσ − 1)}(pσ − 1) = v.
Nous rappelons la convention σv := 12 (0  v < 6).
Pour tout v > 0, nous notons V = V (v) la solution re´elle de l’e´quation
(6·22) V eV = 2v.
Ainsi, V est la valeur en 2v de la fonction W de Lambert — voir par exemple [9]. Un
calcul ite´ratif e´le´mentaire fournit V = log
(
v/ log v
)
+ O(1) pour v  log 4, puis, par
exemple,
(6·23) eV = 2v
log 2v
{
1 +
log2 2v
log 2v
+
(log2 2v)2 − log2 2v +O(1)
(log 2v)2
}
(v  log 4).
Lemme 6.6. Nous avons
vσ2v log(vσv) = 1 +O
( 1
(log v)2
)
(v  3),(6·24)
eV = (vσv)2
{
1 +O
( 1
(log v)2
)}
(v  3).(6·25)
En particulier,
(6·26)
σ2v =
2
vV
{
1 +O
( 1
(log v)2
)}
=
2
v log 2v
{
1 +
log2 2v
log 2v
+
(log2 2v)2 − log2 2v +O(1)
(log 2v)2
} (v  3).
De´monstration. Les estimations annonce´es e´tant triviales lorsque v est borne´, nous
supposons v suffisamment grand, et en particulier, 0 < σv < 14 , Xv := X(σv, 1−σv)  1,
ou` X(σ,κ) est de´fini en (5·43).
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Pour v assez grand, le Lemme 5.14 fournit alors les estimations
(6·27) eσvXv  1, σvXveXv  1, σv = 1 +O(e
−Xv)
XveXv
·
La relation (5·79) applique´e avec (σ,κ) = (σv, 1 − σv) fournit vσ2vXv  1, d’ou`
nous de´duisons par (6·27) que Xve2Xv  v, puis eXv 
√
v/ log v, Xv  log v et
σv  1/
√
v log v.
Avec la notation (5·72), nous avons −g′(σ) = S0201(σ, 1− σ). Appliquons alors (5·81)
avec (σ,κ) = (σv, 1− σv) et donc ξ = 0. Il vient
v = −g′(σv) = S0201(σv, 1− σv) = 1
σ2vXv
{
1 +O
( 1
(log v)2
)}
.
En reportant dans la dernie`re estimation de (6·27), nous obtenons
Xve2Xv = v +O(v/(log v)2),(6·28)
XveXv =
1
σv
{
1 +O
( 1
(log v)2
)}
,(6·29)
d’ou`
(6·30)
1
σ2v
= vXv
{
1 +O
( 1
(log v)2
)}
, eXv = vσv
{
1 +O
( 1
(log v)2
)}
,
Xv = log(vσv) +O
( 1
(log v)2
)
.
En reportant ces deux estimations dans (6·29), nous obtenons bien (6·24).
Multiplions alors (6·24) par 2v et inse´rons (6·22). Il suit
(vσv)2 log
(
v2σ2v
)
= eV V
{
1 +O
( 1
(log v)2
)}
,
d’ou` (6·25). Les estimations (6·26) de´coulent de ce qui pre´ce`de en e´crivant (6·22) sous la
forme eV = 2v/V et en faisant appel a` (6·25) puis (6·23). unionsq
Remarque. Nous aurons ulte´rieurement l’occasion d’utiliser (6·26) sous la forme
(6·31) σv
√
1
2v log v > 1 (v  v0)
ou` v0 est une constante convenable.
6·3·2. De´veloppement asymptotique
Nous nous proposons ici d’e´tablir les relations (2·9) et (2·10).
Pour tout v > 0, σv est la solution de l’e´quation g′(σ) + v = 0. Or, il re´sulte de (5·81)
et (5·47) que −g′(σ) = {1+O(1/X2)}Xe2X ou` X = X(σ, 1− σ). Comme V eV = 2v par
(6·22), cela sugge`re que X = V/2 fournit une bonne approximation de σv. Nous avons
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X(τv, 1−τv) = V/2 avec τv := (2/V ) log{1/(1−e−V/2)}, donc τ2v = {1+O(e−V/2)}2/vV .
Nous de´duisons ainsi de (6·26) que
(6·32) zv := σv − τv  σv/(log v)2.
Nous montrons plus loin que, lorsque σ tend vers 0, g′(σ) posse`de un de´veloppement
asymptotique de la forme
(6·33) g′(σ) ≈ −Xe2X
{
1 +
∑
m1
am
Xm
}
,
avec X = X(σ, 1 − σ). Comme il est d’usage, la relation (6·33) signifie que, pour tout
entier k  1, on peut remplacer le signe ≈ par une e´galite´ quitte a` interpre´ter, dans le
membre de droite, la somme des termes d’indices > k par O(1/Xk+1).
De´finissons formellement la suite {cj}∞j=1 par l’e´quation eT (1 + T/2X) = 1 +∑
m1 am/X
m ou` T :=
∑
j1 cj/X
j . Il s’ensuit que V ≈ 2X + T , d’ou` nous de´duisons
successivement, pour des suites {dk}∞k=1, {bm}∞m=1 convenables, les de´veloppements
(6·34) X = 12V +
∑
k1
dk
V k
, Xe2X ≈ 12vV
{
1 +
∑
m1
bm
V m
}
.
En reportant dans la relation σvXveXv = 1 +O(σvXv), nous obtenons finalement
(6·35) σv ≈
√
2
vV
{
1 +
∑
m1
bm
V m
}
.
La relation (2·9) de´coule imme´diatement de (6·35) au vu du de´veloppement asympto-
tique classique (cf. notamment [5], § 2.4)
(6·36) V ≈ log 2v − log2 2v +
∑
n1
qn(log2 2v)
(log 2v)n
ou` qn est un polynoˆme de degre´ n sans terme constant. Nous avons
q1(z) := z, q2(z) := 12z
2 − z, q3(z) := 13z3 − 32z2 + z, q4(z) := 14z4 − 116 z3 + 3z2 − z,
et plus ge´ne´ralement qn(z) :=
∑
1jn(an−j,j + bn−1−j,j)z
j avec
ak,j :=
(−1)k
(j − 1)!
(
k + j
k
)[
dj−1
dzj−1
e−zzk+j+1
(1− e−z)k+j+1
]
z=0
,
bk,j :=
(−1)k
(j − 1)!
(
k + j
k
)[
dj−1
dzj−1
zk+j+1
(1− e−z)k+j+1
]
z=0
(k  0, j  1).
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Il reste a` e´tablir (6·33). Nous montrons en fait que, pour tout m  1,
(6·37) am = (m−1)!
{
1+(−1)m
∑
k1
(−1)k−1
km
(
k +m
m− 1
)
+
∑
k1
(−1)k
(k +m)m
(
k +m− 2
m− 1
)}
.
En particulier, a1 = 0, a2 = pi2/3, ce qui implique (2·10) par un calcul de routine.
Compte tenu de (5·73), nous pouvons nous limiter a` e´tablir (6·33) en remplac¸ant, dans
le membre de gauche, −g′(σ) par
Y0201(σ, 1− σ) =
∫ ∞
log 2
eu
(eσu − 1){1 + eu(1− e−σu)} du
= {1 +O(√σ )}∫ ∞
log 2
eu
σu(1 + euσu)
du,
ou` la seconde e´galite´ re´sulte de l’approximation 1−e−σu = σu{1+O(σu)} sur l’intervalle
u  X + 1/√σ et d’une majoration standard de la contribution comple´mentaire. Au vu
de (5·47), nous pouvons encore, avec une erreur acceptable, remplacer σ par e−X/X dans
l’inte´grale. De´veloppons alors 1/(1+eu−Xu/X) en se´rie entie`re en eu−Xu/X ou eX−uX/u
selon que l’on a ou non u  X. Comme les sommes partielles sont uniforme´ment borne´es,
nous obtenons, graˆce au the´ore`me de Lebesgue,
Y0201(σ, 1− σ) = XeX
{
Y0(σ) +Y1(σ)
}
+X2e2XY2(σ) +O
(
e3X/2
)
avec Y0(σ) :=
∫X
log 2
eu du/u ≈ eX∑n0 n!/Xn+1 et
(6·38)
Y1(σ) :=
∑
k1
(−1)ke−kX
Xk
∫ X
log 2
e(k+1)uuk−1 du,
Y2(σ) :=
∑
k0
(−1)kekXXk
∫ ∞
X
e−ku
uk+2
du.
Examinons la se´rie Y1(σ). Nous avons∫ X
log 2
e(k+1)uuk−1 du =
∑
0m<k
(
k − 1
m
)
(−1)mm!
(k + 1)m+1
e(1+k)XXk−1−m +O(2k) (k  1),
d’ou`, pour X assez grand,
Y1(σ) =
eX
X
∑
k0
∑
0m<k
ukm +O(1),
ou` l’on a pose´ ukm := (−1)k+m
(
k−1
m
)
m!/{(k + 1)m+1Xm}. Le de´veloppement asymp-
totique souhaite´ re´sulte d’une interversion de sommations. Les se´ries e´tant semi-
convergentes, la question n’est pas anodine. Cependant, comme |ukm| est une fonction
ultimement de´croissante de k, nous avons, lorsque K →∞∑
k0
∑
0m<k
ukm =
∑
0kK
∑
0m<k
ukm + o(1) =
∑
0m<K
∑
m<kK
ukm + o(1)
=
∑
0m<K
{ ∑
k>m
ukm +O
( 1
KXm
)}
+ o(1) =
∑
0m<K
∑
k>m
ukm + o(1).
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Ainsi, posant a1m = (−1)mm!
∑
k>m(−1)k
(
k−1
m
)
/(k + 1)m+1, nous pouvons e´noncer que
(6·39) Y1(σ) ≈ eX
∑
m0
a1m
Xm+1
·
La se´rie Y2(σ) rele`ve d’un traitement similaire. Pour k  1, nous avons∫ ∞
X
e−ku
uk+2
du = kk+2
∫ ∞
kX
e−u
uk+2
du ≈ e
−kX
Xk+2
∑
m0
(
k +m+ 1
m
)
(−1)mm!
km+1Xm
,
d’ou`
Y2(σ) ≈ 1
X
+
∑
k1
(−1)k
∑
m0
(
k +m+ 1
m
)
(−1)mm!
km+1Xm+2
·
Comme pre´ce´demment la valeur absolue du terme ge´ne´ral est une fonction de´croissante
de k. Posant a2m := (−1)mm!
∑
k1(−1)k
(
k+m+1
m
)
/km+1, il suit
Y2(σ) ≈ 1
X
+
∑
m0
a2m
Xm+2
·
Cela implique bien (6·33) avec am := a1,m−1 + a2,m−1 (m  1).
6·4. Formules asymptotiques pour les parame`tres du col
6·4·1. Petites valeurs de y
Rappelons que nous notons {pj}∞j=1la suite croissante des nombres premiers et que,
pour chaque y  2, nous de´signons par H = Hy l’unique entier ve´rifiant
(6·40)
∏
1jH
pj  y <
∏
1jH+1
pj ,
de sorte que U±log y = Ulog y = pH+1, sauf si y =
∏
1jH pj , auquel cas U
−
log y = pH ,
U+log y = pH+1, Ulog y =
√
pHpH+1.
La proposition suivante fournit, pour les petites valeurs de y, des e´valuations asympto-
tiques pour α et β dont le terme d’erreur relatif tend vers 0 de`s que x tend vers l’infini. La
gestion des valeurs borne´es de y est particuli`erement de´licate et ne´cessite l’introduction
des fonctions U±t .
Lemme 6.7. Pour x assez grand, y ∈ N, 2  y  exp{√log2 x/ log3 x}, nous avons
(6·41) α = {1 +O(e−sx)}T(log y)
v
, β =
{
1 +O(1/sx)
} log2 x
logUlog y
,
ou` l’on a pose´ sx :=
√
log2 x.
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De´monstration. Nous pouvons supposer x assez grand, et donc v  6. D’apre`s (6·8) et
(6·9), nous avons, sous les conditions de l’e´nonce´,
(6·42) α  log y
log x log2 2y
, β  λ  log2 x
log2 2y
·
Soit H := Hy. Selon (3·32), nous avons T(log y) = H + η, avec
(6·43) η := log y − ϑ(pH)
log pH+1
·
Rappelons que (α,β) est la solution du syste`me (6·3). En restreignant la sommation
de la premie`re e´quation a` p  pH+1, nous obtenons successivement
(6·44)
log y >
ϑ(pH+1)
1 + pβH+1(p
α
H+1 − 1)
, pβH+1α(log pH+1) log y > ϑ(pH+1)− log y,
αpβH+1 
1
y(log y) log2 2y
= eo(sx),
puisque ϑ(pH+1) = log
(∏
1jH+1 pj
)
 log(y + 1)  log y + 1/2y.
En reportant la premie`re e´valuation (6·42) dans la troisie`me estimation (6·44) compte
tenu de la relation pH+1  log y, nous obtenons β  {2 + o(1)}(log2 x)/ log3 x. Cela
implique en particulier
(6·45)
(pj+1
pj
)β
 e{4+o(1)}sx (H − 1  j  H + 1).
Cette ine´galite´ de´coule trivialement de la deuxie`me e´valuation (6·42) pour y borne´ ;
lorsque y est suffisamment grand, il re´sulte du the´ore`me des nombres premiers que
pH+1 = {1 +O(1/ log2 2y)} log y  {1 + o(1)}
√
log2 x/ log3 x,
et la minoration
(pj+1/pj)β  (1 + 2/pj)β  e2β/pj−2β/p
2
j
fournit encore (6·45).
Il s’ensuit que
log y =
∑
ppH+1
log p
pβ(pα − 1) + 1 +O
( 1
αβpβ−1H+2
)
=
∑
ppH+1
log p
pβ(pα − 1) + 1 +O
(
e−3sx
)
 ϑ(pH−1) +
∑
pHppH+1
log p
pβ(pα − 1) + 1 +O
(
e−3sx
)
.
Comme 14 (log pH + log pH+1) 
3
4 log pH pour H  1, il suit
(6·46) pβH(pαH − 1)  3
pour x assez grand et donc, en minorant pH/pH−1 par (6·45), pβH−1(pαH−1−1) e−7sx/2.
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Nous obtenons donc
log y =
∑
ppH−1
log p
1 +O(e−7sx/2)
+ log pH − p
β
H(p
α
H − 1) log pH
1 + pβH(p
α
H − 1)
+
log pH+1
1 + pβH+1(p
α
H+1 − 1)
+O(e−3sx)
= ϑ(pH)− p
β
H(p
α
H − 1) log pH
1 + pβH(p
α
H − 1)
+
log pH+1
1 + pβH+1(p
α
H+1 − 1)
+O(e−3sx),
ce que nous re´crivons sous la forme
(6·47) log y − ϑ(pH) + p
β
H(p
α
H − 1) log pH
1 + pβH(p
α
H − 1)
+O(e−3sx) =
log pH+1
1 + pβH+1(p
α
H+1 − 1)
·
Si y  1 +
∏
1jH pj , alors log y − ϑ(pH) 1/y = eo(sx), d’ou`, pour x assez grand,
log y − ϑ(pH) log pH+1
1 + pβH+1(p
α
H+1 − 1)
 1
αpβH+1
·
Ainsi, pβH+1α y = eo(sx), et donc, compte tenu de (6·44) et (6·42),
β log pH+1 = log(1/α) + o(sx) = log2 x+O(log2 2y + sx) = {1 +O(1/sx)} log2 x.
Cela fournit bien l’e´valuation de β annonce´e en (6·41) lorsque Ulog y = pH+1.
Lorsque y =
∏
1jH pj , et donc Ulog y =
√
pHpH+1, log y = ϑ(pH), nous pouvons
e´crire ∑
ppH
pβ(pα − 1) log p
pβ(pα − 1) + 1 =
∑
ppH+1
log p
pβ(pα − 1) + 1
puis, par une manipulation a` pre´sent standard,
(6·48) p
β
H(p
α
H − 1) log pH
1 + pβH(p
α
H − 1)
= {1 +O(e−3sx)} log pH+1
1 + pβH+1(p
α
H+1 − 1)
·
Compte tenu de (6·46), nous obtenons pβH(pαH − 1) log pH  1/(αpβH+1), et donc
(6·49) {pβH(pαH − 1)}2  (pH/pH+1)β  e−3sx , 11 + pβH+1(pαH+1 − 1)  e−3sx/2.
En reportant dans (6·48), nous obtenons
pβH(p
α
H − 1) log pH = {1 +O(e−3sx/2))}
log pH+1
pβH+1(p
α
H+1 − 1)
,
et finalement (pHpH+1)β/2α log pH = 1 + O(e−3sx/2), puisque α log pH+1  e−3sx/2. Il
suit
β logUlog y = 12β log(pHpH+1) = log(1/α) +O(log y) = {1 +O(1/sx)} log2 x.
Nous avons donc e´tabli inconditionnellement l’e´valuation de β annonce´e dans (6·41).
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Pour e´tablir celle de α, nous raisonnons a` nouveau par dichotomie selon les valeurs
de y.
Si y  1+
∏
1jH pj , alors l’estimation p
β
H+1α y = eo(sx) pre´ce´demment obtenue et
l’ine´galite´ (6·45) impliquent αpβH log pH  e−3sx/y. En reportant a` nouveau dans (6·47),
nous obtenons
(6·50) 1
1 + pβH+1(p
α
H+1 − 1)
= {1 +O(e−3sx)}η,
ou` η est de´fini en (6·43).
Lorsque y =
∏
1jH pj , la seconde estimation (6·49) implique que le membre de
gauche de (6·50) est  e−3sx/2.
Inse´rons finalement ces estimations dans la seconde e´quation de (6·3). Nous obtenons
αv =
∑
p
α log p
(pα − 1)(pβ(pα − 1) + 1)
= {1 +O(e−3sx/2)}
∑
ppH
1 +
1 +O(e−3sx/2)
1 + pβH+1(p
α
H+1 − 1)
+O(e−3sx/2)
= {1 +O(e−3sx/2)}(H + η),
ce qui implique bien le re´sultat annonce´.
unionsq
Lemme 6.8. Sous les conditions x  3, 2  y  exp exp
√
log2 x, nous avons
α =
Hy
log x
{
1 +O
(
log2 y
log2 x
+
1
(log y)19/40
)}
,(6·51)
β =
log2 x
logUlog y
{
1 +O
(
log2 y
log2 x
+
1
(log y)19/40
+
log3 x
log2 x
)}
.(6·52)
De´monstration. Nous pouvons supposer x assez grand. Nous observons par ailleurs que
les relations (6·42) persistent dans le domaine conside´re´.
Posant
S := S−1101(α,β) =
∑
p
1
pβ(pα − 1) + 1 ,
nous commenc¸ons par e´tablir la formule
(6·53) α log x = S +O
( (log y)2
log x log2 2y
)
.
A` cette fin, ajoutons membre a` membre les deux e´quations (6·3) pour obtenir, avec la
notation (6·4),
α log x =
∑
p
pαα log p
(pα − 1){pβ(pα − 1) + 1}
=
∑
pexp(3X)
1 +O(α log p)
pβ(pα − 1) + 1 +O
( ∑
p>exp(3X)
1 + α log p
pβ(pα − 1) + 1
)
= S +O
(
α log y +
∑
p>exp(3X)
1
pβ(pα − 1)
)
= S +O
(
α log y +
1
e3(β−1)XαX
)
.
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La relation (6·42) implique que le premier terme d’erreur est de l’ordre du reste de
(6·53). Comme (5·46) implique eβXαX  1, le second terme d’erreur est  e(3−2β)X 
e−(β+1)X  α.
Cela ache`ve la preuve de (6·53).
Conside´rons ensuite (6·51). La premie`re e´quation (6·3) permet d’e´crire
(6·54) log y  12ϑ(eX) eX
et
log y − ϑ(eX) = −
∑
pexpX
pβ(pα − 1) log p
pβ(pα − 1) + 1 +
∑
p>expX
log p
pβ(pα − 1) + 1 ·
Notons que X  log2 2y  (log2 x)/ log2 2y  β par (6·42). Posant X1 := (1 − 3/β)X,
X2 := (1 + 3/β)X, D := 2 + eXX/β, nous avons
(6·55)∑
pexpX1
pβ(pα − 1) log p
pβ(pα − 1) + 1 +
∑
p>expX2
log p
pβ(pα − 1) + 1  αXe
βX−3X +
e(3/β−2)X
αXeβX
 e−2X,
et, par (5·28),
(6·56)∑
X1<log pX
pβ(pα − 1) log p
pβ(pα − 1) + 1 +
∑
X<log pX2
log p
pβ(pα − 1) + 1 
∑
X1<log pX2
log p DX
logD
·
Rappelant la de´finition de H = Hy en (6·40), de sorte que log y = ϑ(pH) + O(X), nous
avons donc
(6·57) ϑ(pH)− ϑ(eX) DX/ logD.
Si pH − eX  e21X/40, le membre de gauche de (6·57) est  pH − eX par (5·29). Nous
obtenons donc inconditionnellement
(6·58) pH − eX  DX/ logD+ e21X/40.
Nous pouvons alors e´crire S −H = S1 + S2 + S3, avec
S1 :=
∑
pmin(pH ,expX)
−pβ(pα − 1)
1 + pβ(pα − 1)

∑
pmin(pH ,expX1)
pβ(pα − 1) +
∑
min(pH ,expX1)<pmin(pH ,expX)
pβ(pα − 1)
 e−2X + D
logD
 D
logD
,
graˆce a` (6·55) et (6·56),
S2 :=
∑
min(pH ,expX)<ppH
−pβ(pα − 1)
1 + pβ(pα − 1) +
∑
pH<pmax(pH ,expX)
1
1 + pβ(pα − 1)
 pi(eX)− pi(pH) ϑ(e
X)− ϑ(pH)
X
 D
logD
+
e21X/40
X
 e
X
β
+
e21X/40
X
,
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et
S3 :=
∑
p>max(pH ,expX)
1
1 + pβ(pα − 1)

∑
max(pH ,expX)<pmax(pH ,expX2)
1
pβ(pα − 1) +
∑
p>max(pH ,expX2)
1
pβ(pα − 1)
 D
logD
+ e−2X  D
logD
,
de nouveau graˆce a` (6·55) et (6·56).
En tenant compte de (6·54), il suit
S −H  e
X
βX
+
e21X/40
X
 log y
log2 x
+
(log y)21/40
log2 2y
 H
{ log2 2y
log2 x
+
1
(log y)19/40
}
,
dont nous de´duisons (6·51) en reportant dans (6·53).
Pour e´tablir (6·52), nous de´duisons dans un premier temps de l’e´valuation
βXeβX  β/α  log x log2 x
log y
que βX = log2 x+O(log2 y + log3 x). Comme par ailleurs (6·58) implique
pH − eX  e
X
β
+ e21X/40  log y log2 2y
log2 x
+ (log y)21/40
et logUlog y = log pH +O
(
p
−19/40
H
)
, nous pouvons e´crire
X = logUlog y
{
1 +O
( log2 2y
log2 x
+
1
(log y)19/40
)}
,
ce qui implique bien (6·52). unionsq
Posons
Q(x, y) := log
( log x
(log y)2
)
,
de sorte que, pour (x, y) ∈ D− — cf. (3·35) —, nous avons Q(x, y)√log2 x.
Lemme 6.9. Pour (x, y) ∈ D−, y  log x, nous avons
α =
log y
log x log2 y
{
1 +O
( 1
Q(x, y)
+
log3 y
log2 y
)}
,(6·59)
λ =
Q(x, y)
log2 y
{
1 +O
( log3 y
Q(x, y)
+
log3 y
log2 y
)}
.(6·60)
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De´monstration. D’apre`s la Proposition 5.20(ii) et le Lemme 6.3, nous avons, de`s que
y  2, v  6,
log y =
S(λ)J1(λX) + log(λ/α)−D(λ/α)
α
+O
(e−λX
αX2
)
,(6·61)
v =
S(λ)J2(λX)
α2X
+O
( e−λX
α2X3
)
.(6·62)
Or, dans la re´gion conside´re´e, nous de´duisons de (6·8), (6·9) et (5·48) que
log(λ/α)−D(λ/α)
α
 1
λ
 X, J1(λX)  J2(λX)  e
−λX
λX
·
Comme S(λ)  1 + λ par (5·39), il suit
log y =
S(λ)J1(λX)
α
{
1 +O
( λ
(1 + λ) log2 y
)}
,
v =
S(λ)J2(λX)
α2X
{
1 +O
( λ
(1 + λ) log2 y
)}
.
Effectuons le quotient de ces deux estimations membre a` membre. En faisant appel a`
(5·6), (6·20) et en notant que λX  Q(x, y), nous obtenons bien (6·59).
D’apre`s (6·17) et (6·54), nous avons
Q(x, y) = λX+O
(
logX
)
= λX+O(log3 y).
D’apre`s la deuxie`me estimation (6·20) pour X, cela e´tablit (6·60). unionsq
Proposition 6.10. Sous la condition (x, y) ∈ D−, y ∈ N, y  2, nous avons
α =
T(log y)
log x
{
1 +O
(
(log3 x)19/40
(log2 x)19/80
)}
,(6·63)
λ logUlog y = Q(x, y)
{
1 +O
(
(log3 x)19/40
(log2 x)19/80
)}
.(6·64)
De´monstration. Lorsque log y 
√
log2 x/ log3 x, nous pouvons appliquer (6·41) en
observant que, dans cette circonstance, Q(x, y) = log2 x+O(log3 x). Cela implique bien
(6·63) et (6·64), avec de la marge.
Lorsque
√
log2 x/ log3 x < log y  exp
√
log2 x, nous avons
Hy = T(log y)
{
1 +O
( 1
log y
)}
, log2 x = Q(x, y)
{
1 +O
(
1√
log2 x
)}
.
Les estimations annonce´es de´coulent donc du Lemme 6.8.
Enfin, lorsque exp
√
log2 x < log y 
√
log x/e
√
log2 x, nous pouvons appliquer le Lem-
me 6.9, en notant que log2 y = logUlog y + O(1), T(log y) = (log y)/{log2 y + O(1)}.
unionsq
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6·4·2. Grandes valeurs de y
Rappelons les notations v en (1·10), σv en (2·7), et Z = Z(x, y) en (3·13). Il est
e´galement utile de garder a` l’esprit la formule asymptotique (2·9). Nous posons encore
R0 :=
Z
(log2 x)2
+
(1 + Z)2 log(2 + 1/Z)
eZ log2 x
·
Lemme 6.11. Il existe une constante absolue c ∈]0, 13 [ telle que, sous la condition
(6·65) x  16, e−2
√
log2 x <
log y√
log x log2 x
 c log2 x,
nous ayons
(6·66) α = {1 +O(R0)}σv
√
J2(), λ = {1 +O(R0)} log(vσv) ·
De´monstration. Nous pouvons supposer x assez grand. Observons d’emble´e que les
conditions (6·65) impliquent R0  1/
√
log2 x.
Pour un choix convenable de c, les relations (6·8), (6·9), et (6·10) impliquent 1/λ 
(log x)1/8 et λ/α  1, d’ou`
(6·67) log(λ/α)−D(λ/α)
α
 1
λ
 v1/8.
De plus, il de´coule de (6·9), (6·10) et (6·13) que (6·65) implique λ 1/√log2 x et donc
S(λ) = 1 +O(λ2), en vertu de (5·39). Reportons cette estimation dans (6·61) et (6·62),
en tenant compte de (6·14) et (6·67). Comme v1/8/ log y  λ2, nous obtenons
J1(λX)
α
=
{
1 +O
( eX
X log y
+ λ2
)}
log y,
J2(λX)
α2X
=
{
1 +O
( eX
αX2v
+ λ2
)}
v.
Nous avons eX log y  (λ+ 1/w)/(1 + Z) par (6·19), avec w  X  log2 x. Ainsi
eX
X log y
 1
(1 + Z)(log x)2
+
λ
(1 + Z) log2 x
 1
(1 + Z)(log x)2
+ λ2.
Par ailleurs, graˆce a` (6·14) et (6·8) re´crite sous la forme 1/α  √vw(1 + 1/Z) sous la
condition (6·65), nous pouvons e´crire
eX
αX2v
 (log y)(λ+ 1/w)
√
vw
w2vZ
 λ
w
+
1
w2
 λ2 + 1
w2
·
Il suit
(6·68)
J1(λX)
α
=
{
1 +O
(
1
(1 + Z)(log2 x)2
+ λ2
)}
log y,
J2(λX)
α2X
=
{
1 +O
(
1
(log2 x)2
+ λ2
)}
v.
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Rappelons la de´finition de  en (3·15) et l’e´valuation (3·17), que nous re´crivons sous la
forme
(6·69)   e−Z log
(
2 +
log x log2 x
(log y)2
)
.
Dans un premier temps, e´tablissons (6·66) sous la condition
(6·70) e−2
√
log2 x < log y/
√
log x log2 x  1,
qui implique donc X  log2 y  log2 x, 1  λX 
√
log2 x et Z  1, de sorte que
  λ log2 y d’apre`s (6·9). Nous de´duisons alors de (6·19) que
(6·71) eX  λ log y   log y
log v
 
√
v
log v
log y√
log x log2 x
,
d’ou` X = 12 log(v/ log v) +O() = log(vσv) +O(). Comme il de´coule de (6·25) et (6·26)
que vσ2v log(vσv) = 1 +O
(
1/(log v)2
)
, il suit
vX =
1
σ2v
{
1 +O
( 
log v
)}
.
Effectuons alors le quotient membre a` membre des estimations (6·68). Compte tenu de
ce qui pre´ce`de, nous obtenons, avec la notation j(s) de´finie en (5·9),
j(λX) =
J1(λX)2
J2(λX)
=
(log y)2
vX
{
1 +O
( 
log v
)}
= Z2
{
1 +O
( 
log v
)}
= j()
{
1 +O
( 
log v
)}
.
Comme   1, nous avons j′()  j() = Z2 d’apre`s (5·14) et (5·3). Par ailleurs,
comme λX 1, il re´sulte de (5·47), (6·71) et (6·8) que j′(λX)  e−λX/(λX)  αeX/λ 
α log y  Z2. Il suit
j(λX)− j() 
∫ λX

j′(u) du  j′(){λX− }  j(){λX− },
et donc λX = {1 +O(1/ log v)}. Nous avons e´tabli plus haut que X = log(vσv) +O()
dans le domaine (6·70). Compte tenu de (6·69), nous obtenons bien l’estimation annonce´e
en (6·66) pour λ.
Pour e´tablir l’estimation de α dans le domaine (6·70), nous observons que λ 1/ log2 x
et donc α = {1 +O(λ2)}J1(λX)/ log y par (6·68). Or, nous avons comme pre´ce´demment
J ′1()  J ′1(λX)  J1()  j′(), d’ou`
J1(λX)− J1() =
∫ λX

J ′1(u) du  j(λX)− j() J1()

log v
,
et donc α = {1 + O(/ log v)}J1()/ log y. La formule requise pour α de´coule alors de
l’identite´ J1() = Z
√
J2() et de (6·69).
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Il reste a` e´tablir (6·66) lorsque 1  (log y)/√log x log2 x  c log2 x. Nous avons alors
λ 1/ log v par (6·10), d’ou` nous de´duisons, en effectuant le quotient membre a` membre
des relations (6·68), que
(6·72) j(λX) = (log y)
2
vX
{
1 +O
( 1
(log v)2
)}
.
D’apre`s (6·10), nous avons λX  1 et donc eX  √v/ log v par (6·19). En inse´rant
l’estimation X = 12 log(v/ log v) + O(1) dans (6·72) et en tenant compte de (6·26), nous
obtenons
j(λX) = Z2
{
1 +O
( 1
log v
)}
= j()
{
1 +O
( 1
log v
)}
.
Comme j(u)  {log(1 + 1/u)}2 et j′(u)  {log(1 + 1/u)}/u pour u 1, nous obtenons
que j′(u)  Z/u lorsque u varie dans un intervalle d’extre´mite´s  et λX, puis
j(λX)− j() =
∫ λX

j′(u) du  Z log(λX/) Z
2
log v
·
Comme Z/ log v  1, il suit
λX = 
{
1 +O
( Z
log v
)}
.
En diminuant si ne´cessaire la valeur de c, nous obtenons λX    e−Z  v−1/3. Comme
αX √(log v)/v   d’apre`s (6·8), nous pouvons de´duire de (5·47) que
(6·73) eXαX = e−λX{1 +O()} = 1 +O().
Inse´rons alors l’e´valuation
J2(λX) = 1 +O (λX log(1 + 1/λX)) = 1 +O
(
Ze−Z
)
,
qui de´coule de (5·3), dans la seconde formule (6·68). Il vient
1
α2
= vX {1 +O (E)} , E := 1
(log v)2
+ Ze−Z .
En exprimant α par (6·73), nous obtenons 2Xe2X = 2v{1 + O(E)}, d’ou` eX = vσv{1 +
O(E)} par (6·25), et finalement X = log(vσv){1 +O(E/ log v)}.
En inse´rant cette dernie`re e´valuation dans (6·72), nous obtenons
j(λX) = Z2 {1 +O (E)}
puis, en raisonnant comme pre´ce´demment, | log(/λX)|  EZ, ce qui e´tablit (6·66) en
tenant compte de notre dernie`re e´valuation de X.
Pour prouver l’estimation (6·66) relative a` α, nous utilisons la premie`re formule (6·68)
et observons que, dans le domaine conside´re´,
J1(λX)− J1() 
∫ λX

e−u
u
du  log(λX/) EZ.
Cela implique imme´diatement le re´sultat souhaite´, compte tenu de l’identite´ J1() =
Z
√
J2(). unionsq
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Corollaire 6.12. Soit K  1. Il existe x0 = x0(K) tel que, sous les conditions
x  x0(K), eKMx/2  y  x/e6,
nous ayons λ 1/(log2 x)K+1, λZ  (log2 v)/(log v)K+1.
De´monstration. Lorsque v 
√
log x, nous de´duisons de (6·11) et (6·26) que
λ  1
log y
 1
log x
, λZ  σv  1√
v log v
,
ce qui implique trivialement le re´sultat annonce´.
Lorsque v >
√
log x, nous avons en particulier
Z = σv log y  Kσv
√
1
2v log v log2 v  K log2 v
d’apre`s (6·31).
Si Z  c log v ou` c > 0 est une constante assez petite, nous de´duisons alors de (6·66)
et (6·69) que
λ  
log v
 e
−Z
log v
 1
(log v)K+1
, λZ  Ze
−Z
log v
 log2 v
(log v)K+1
,
ce qui fournit le re´sultat requis puisque log v  log2 x.
Si Z > c log v  log2 x, nous invoquons (6·11) pour obtenir λ log v  e−c1Z  v−cc1 ,
ou` c1 est une constante convenable. unionsq
Rappelons que la quantite´ ∆  vσv/eZ a e´te´ de´finie en (3·18).
Proposition 6.13.
(i) Pour y  10, v  6, nous avons
λ  log(2 + 1/Z)
eZ log2 y
+
σv
log
(
2 + 1/∆
) ,(6·74)
λ
α


log x
log y
log(1 + 1/Z) si Z  1,
∆+ 1
log(2 + 1/∆)
si Z  1,
(6·75)
β  λ+ 1  log2 x
log2 y
·(6·76)
(ii) Sous la condition eMx  y  x/e6, nous avons
(6·77) α = σv
{
1 +O
( (log v)2
eZ log2 y
+
(log v)3/2√
v log(2 + 1/∆)
)}
.
(iii) Avec la notation (3·18) et sous la condition e2Mx  y  x/e6, nous avons
eD(λ/α) = ∆
{
1 +O
( 1
(log v)2
)}
,(6·78)
λ =
G(∆)
log(vσv)
{
1 +O
(
1
(log v)2
)}
.(6·79)
(iv) Sous les conditions log y 
√
log x (log2 x)2, v  6, nous avons
(6·80) λ = 1
log y
{
1 +O
(√v(log v)3/2
log y
)}
.
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De´monstration. Commenc¸ons par e´tablir l’assertion (iii). A` cette fin, prouvons que l’on a
(6·81) α = σv
{
1 +O
(
λ(log v)2
)}
pour eMx  y  x/e6, notant que, sous ces hypothe`ses, le Corollaire 6.12 fournit
λ(log v)2  (log v)2/(log2 x)3  1/ log2 x.
Rappelons la de´finition de g(σ) en (2·6). Avec la notation (5·72), nous avons
g′(α) = −S0201(α, 1− α), v = S0201(α,β),
de sorte que, notant f(t) :=
∑
p(log p)
2p1−α+t/{1 + p1−α+t(pα − 1)}2, nous avons
v + g′(α) = S0201(α,β)− S0201(α, 1− α) = −
∫ λ
0
f(t) dt.
Lorsque v est borne´, nous avons α  1 par (6·8), donc f(t)  ∑p(log p)2/p1+α  1
(t  0).
En revanche, si v est assez grand, nous avons α  1/√v log v par (6·8), d’ou`
f(t)
∑
p
(log p)2
p1−α(pα − 1)2 
1
α2
∑
pexp(1/α)
1
p
+
∑
p>exp(1/α)
(log p)2
p1+α
 log(1/α)
α2
 v(log v)2
(t  0).
Nous avons donc dans tous les cas
(6·82) g′(α)− g′(σv) λv(log v)2.
Rappelons l’expression de g′′(σ) en (5·99). Si v  1, alors σv  1, α  1, donc
g′′(σ) 1 lorsque σ parcourt l’intervalle d’extre´mite´s σv et α. Il suit
|α− σv| |g′(α)− g′(σv)| λσv(log v)2.
Il reste a` examiner le cas ou` v est suffisamment grand, et donc σv et α arbitrairement
petits. Pour σ ∈ [0, 14 [, nous avons par (5·98) g′′(σ)  1/{σ3 log(1/σ)}. Comme
α  σv  1/
√
v log v, nous de´duisons de (6·82) que |α − σv|v3/2(log v)1/2  λv(log v)2.
Cela comple`te la de´monstration de (6·81)
Nous sommes maintenant en mesure d’e´tablir l’assertion (iii). Les hypothe`ses im-
pliquent trivialement Z  4 log2 v via (6·31) de`s que x est assez grand. D’apre`s (6·13),
nous avons donc λX 1. Comme X  log v par (6·20), nous avons S(λ) = 1+O(λ2) en
vertu de (5·39). Reportons dans (6·61) pour obtenir
log y =
J1(λX) + log(λ/α)−D(λ/α)
α
+O
(e−λX
αX2
+ λ2
J1(λX)
α
)
.
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Maintenant (6·14) et (6·19) fournissent e−λX/αX2  eX/X  (log y)/{Z(log v)2} alors
que (5·3) et (6·5) impliquent J1(λX)/α  e−λX log(1 + 1/λX)/α log y. Ainsi
(6·83) J1(λX) + log(λ/α)−D(λ/α)
α
=
{
1 +O
(
λ2 +
1
(log v)2Z
)}
log y,
d’ou`, par (6·81),
J1(λX) + log(λ/α)−D(λ/α) = Z +O
(
λZ(log v)2 +
1
(log v)2
)
= Z +O
( 1
(log v)2
)
,
ou` la seconde estimation de´coule du Corollaire 6.12 qui implique, sous nos hypothe`ses,
λ 1/(log v)5, λZ  1/(log v)4.
Cela e´tant, observons que (5·8) permet d’e´crire
J1(λX) = log(1/λX)− γ +O(λX) = log(1/λX)− γ +O(1/(log v)4).
Compte tenu de la de´finition de ∆ en (3·18), nous constatons que (6·78) re´sulte de
log
( 1
αX
)
= log(vσv) +O
( 1
(log v)2
)
.
Pour e´tablir cette e´valuation, nous de´duisons de (5·47) et des estimations (6·8), (6·20)
et λ 1/(log v)5 que
XeX =
e−λX
α
{1 +O(αX)} = 1
α
{
1 +O
( 1
(log v)4
)}
.
Or il de´coule de (6·81) et (6·24) que eX = vσv
{
1 +O
(
1/(log v)2
)}
. Ainsi
log
( 1
αX
)
= X+O
( 1
(log v)4
)
= log(vσv) +O
( 1
(log v)2
)
,
ce qui comple`te la preuve de (6·78).
Conside´rons ensuite (6·79). Rappelons la de´finition (3·33), posons r := ∆G(∆), de
sorte que D(r) = log∆, et re´crivons (6·78) sous la forme
D(λ/α)−D(r) 1/(log v)2.
Compte tenu de (5·20), il suit∣∣∣∣log λrα
∣∣∣∣
∣∣∣∣∣
∫ λ/α
r
( 1
u
+
1
u2
)
du
∣∣∣∣∣ 1(log v)2
et donc λ/α = r
{
1 +O
(
1/(log v)2
)}
= ∆G(∆)
{
1 +O
(
1/(log v)2
)}
.
Comme (3·16) peut eˆtre re´crite sous la forme ∆ = vσv
{
1 + O
(
1/(log v)3
)}
(puisque
Z  4 log2 v), nous obtenons par insertion de (6·81)
λ = vσ2vG(∆)
{
1 +O
( 1
(log v)2
)}
.
Il suffit alors d’appliquer (6·24) pour obtenir (6·79). La preuve de l’assertion (iii) est donc
comple`te.
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E´tablissons ensuite l’assertion (iv). Nous pouvons supposer x, et donc v, assez grand, de
sorte que nos hypothe`ses impliquent Z  (log v)3/2 et, par exemple, via le Corollaire 6.12,
λ 1/ log v. Nous e´valuons λ a` partir de la premie`re e´quation (2·2). Nous pourrions faire
appel a` (5·80) mais il est plus simple de raisonner directement. Nous avons
(6·84) log y =
∑
p
log p
pβ(pα − 1) + 1 =
∑
p
log p
pα+β − 1 +
∑
p
(pβ − 2) log p
{pβ(pα − 1) + 1}(pβ+α − 1) ·
Comme v est grand, nous avons 0 < α < 12 , β > 0. La dernie`re somme est donc

∑
p
log p
p(pα − 1) 
∑
pexp(1/α)
1
αp
+
∑
p>exp(1/α)
log p
p1+α
 log(1/α)
α
√v(log v)3/2.
Comme la premie`re somme du membre de droite de (6·84) vaut classiquement 1/λ+O(1),
nous obtenons bien (6·80).
Prouvons a` pre´sent l’assertion (i). Comme le re´sultat est imme´diat lorsque x est borne´,
nous supposons x arbitrairement grand.
Lorsque log y 
√
log x log2 x, nous avons Z  1, donc le premier terme dans le membre
de droite de (6·74) domine. Les estimations (6·9) et (6·8) fournissent alors
λ  log(1 + 1/Z)
log2 y
, α  log y
log x log2 y
,
ce qui implique bien (6·74) et (6·75).
Lorsque 1  log y/√log x log2 x  c log2 x avec une constante c suffisamment petite,
nous avons v  log x, ∆  e−Z√log x/ log2 x et σv  1/√log x log2 x. Pour un choix
convenable de c, nous avons eZ √log x/ log2 x de sorte que∆ 1 et e−Z/ log2 x σv.
Par ailleurs, (6·66) implique alors
λ  
log(vσv)
 e
−Z
log2 x
,
λ
α
 ∆.
Nous retrouvons donc encore (6·74) et (6·75) puisque ∆ 1.
Lorsque c log2 x < log y/
√
log x log2 x  (log2 x)3/2, nous avons∆  e−Z
√
log x/ log2 x
et σv  1/
√
log x log2 x. Les relations (6·74) et (6·75) de´coulent donc de (6·79), (3·17) et
(3·34).
Lorsque log y/
√
log x log2 x > (log2 x)3/2, nous avons λ  1/ log y d’apre`s (6·11).
Compte tenu des estimations α  1/√v log v et log(2+ 1/∆)  Z, nous obtenons encore
(6·74) et (6·75).
Il reste a` e´tablir (6·76). D’apre`s la dernie`re partie de la Proposition 6.2, nous avons
β > 12 pour v  6. De plus, par (6·74), nous avons λ  1 si Z > 1. La relation (6·76)
est donc satisfaite sous cette hypothe`se supple´mentaire. Lorsque Z  1, nous avons
λ + 1  (log2 x)/ log2 y par (6·74), alors que α  (log y)/{log x log2 y} = o(1) par (6·8).
Cela comple`te la preuve du point (i).
Pour e´tablir l’assertion (ii), nous appliquons (6·81) et (6·74), en notant que les
hypothe`ses impliquent Z  1. unionsq
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Proposition 6.14. Sous la condition (x, y) ∈ D+, nous avons
(6·85) α =
{
1 +O
(
1√
log2 x
)}
σv
√
J2(), λ =
{
1 +O
(
1√
log2 x
)}
G(∆)vσ2v.
De´monstration. Dans le domaine (6·65), nous pouvons appliquer (6·66). Quitte a` res-
treindre la taille de la constante c, nous avons ∆  vσve−Z  (log x)1/4, de sorte sur
(3·34) implique G(∆) = 1 + O(v−1/4). Nous obtenons donc (6·85) puisque nous avons
R0  1/
√
log2 x dans le domaine (6·66).
Dans le domaine comple´mentaire, nous avons Z  log2 x et
√
J2() = 1 + O
(
Ze−Z
)
,
compte tenu de (5·4) et (3·17). L’e´valuation souhaite´e pour α re´sulte donc de (6·77).
Si c log2 x < log y/
√
log x log2 x  (log2 x)3/2, la formule asymptotique relative a` λ
de´coule pleinement de (6·79).
Enfin, lorsque log y/
√
log x log2 x > (log2 x)3/2, nous avons Z  (log2 x)3/2 et donc
log(1/∆) = Z − log(vσv)− γ = Z
{
1 +O
(
1/
√
log2 x
)}
. La relation (3·34) implique alors
G(∆)vσ2v =
1
log y
{
1 +O
(
1√
log2 x
)}
,
de sorte que l’e´valuation souhaite´e de´coule de (6·80). unionsq
6·5. Preuve du The´ore`me 3.5
Le The´ore`me 3.5 est la synthe`se des Propositions 6.2, 6.10 et 6.14.
Nous notons en particulier que la Proposition 6.10 implique la deuxie`me estimation
(3·37) puisque nous avons, sous les hypothe`ses effectue´es,
log
( log x log2 x
(log y)2
)
= Q(x, y)
{
1 +O
( log3 x√
log2 x
)}
,
ce qui fournit bien un terme d’erreur admissible.
7. Pre´paration a` l’emploi de la me´thode du col
Nous nous proposons ici de majorer |F (σ + iτ,κ + it)|/F (σ,κ) dans le plus grand
domaine possible en (τ, t). A` cette fin, nous introduisons le facteur eule´rien
Hp(τ, t) := 1 +
1
pκ+it(pσ+iτ − 1) ·
et observons que, pour p  2, nous avons
(7·1) |Hp(τ, t)|  Hp(0, 0) exp
{
− 1− cos(τ log p)
16pσ{1 + pκ(pσ − 1)}−
pκ(pσ − 1){1− cos(t log p)}
16{1 + pκ(pσ − 1)}2
}
.
De plus, sous la condition supple´mentaire |τ log p|  1, |t log p|  1, nous avons
(7·2) |Hp(τ, t)|  Hp(0, 0) exp
{
− min(1, τ
2/σ2)
4pi2pσ{1 + pκ(pσ − 1)} −
pκ(pσ − 1)(t log p)2
8pi2{1 + pκ(pσ − 1)}2
}
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Pour e´tablir (7·1) et (7·2), posons, dans ce paragraphe exclusivement,D := pκ(pσ−1) et
ϑ := τ log p, ψ := t log p, w := arg(pσ+iτ − 1), 1 + h := |p
σ+iτ − 1|
pσ − 1 , r :=
h
1 + h
,
de sorte que
(7·3)
|Hp(τ, t)|2
Hp(0, 0)2
=
(
1− r
D + 1
)2
− 2D{1− cos(w + ψ)}
(1 + h)(D + 1)2
 exp
{
− r(2− r)
D + 1
− 2D{1− cos(w + ψ)}
(1 + h)(D + 1)2
}
.
Si h > 1, nous avons r/(D + 1) > 1/(2D + 2), donc (7·1) et (7·2) sont ve´rifie´es.
Dans le cas contraire, r  12 , et
(7·4)
|Hp(τ, t)|
Hp(0, 0)
 exp
{
− 3r
4(D + 1)
− D{1− cos(w + ψ)}
2(D + 1)2
}
 exp
{
− 3r
8(D + 1)
− D(1− cosψ)
16(D + 1)2
}
.
La premie`re ine´galite´ re´sulte imme´diatement de (7·3). Pour e´tablir la seconde, nous
observons que, si |w|  12 |ψ| (mod 2pi), alors 1−cos(w+ψ)  1−cos(12ψ)  14{1−cosψ}.
Si, au contraire, |w| > 12 |ψ| (mod 2pi), nous avons sinw = pσ(sinϑ)/{(1 + h)(pσ − 1)}, et
donc
1
2 (1− cosψ)  (sinw)2 =
p2σ(sinϑ)2
(pσ − 1)2 + 2pσ(1− cosϑ) 
2p2σ(1− cosϑ)
(pσ − 1)2 + 2pσ(1− cosϑ)  3r.
Maintenant, 3h  h(2 + h) = 2pσ{1− cosϑ}/(pσ − 1)2, d’ou`
(7·5) r  2p
σ(1− cosϑ)
3(pσ − 1)2 + 2pσ(1− cosϑ) 
1− cosϑ
2pσ
,
et donc (7·1) en reportant dans (7·4).
Pour e´tablir (7·2), nous observons que, puisque r  12 , la premie`re ine´galite´ (7·5)
implique 2pσ(1− cosϑ)  3(pσ − 1)2, et donc
(7·6) r  p
σ(1− cosϑ)
3(pσ − 1)2 
2τ2
3pi2pσσ2
·
En reportant dans (7·4), nous obtenons imme´diatement (7·2).
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Nous notons e´galement que, lorsque t = 0, la preuve de (7·1) et (7·2) fonctionnemutatis
mutandis lorsque D est remplace´ par (p+ 1)(pσ − 1). Ainsi, posant
H∗p(τ) := 1 +
1
(p+ 1)(pσ+iτ − 1) ,
nous obtenons pour p  2
(7·7) |H
∗
p(τ)|
H∗p(0)


exp
{
− 1− cos(τ log p)
16pσ{1 + (p+ 1)(pσ − 1)}
}
(p  2),
exp
{
− min(1, τ
2/σ2)
4pi2pσ{1 + (p+ 1)(pσ − 1)}
}
(p  2, |τ log p|  1).
Le re´sultat suivant sera utile pour estimer les produits eule´riens relatifs aux facteurs
Hp et H∗p. Nous rappelons les notations W (z) en (5·35), X(σ,κ) en (5·43), et ξ en (5·44).
Lemme 7.1. Soit ε ∈]0, 1[ et c > 0. Supposons 0 < σ < 12 , 1 − σ < κ  e19X/40 et X
suffisamment grand.
(i) Si 1/X  |τ |  exp (X37/36) et ξ W (X)c, nous avons
(7·8)
∑
p>eX
1− cos(τ log p)
pκ(pσ − 1) 
eXτ2
ξ2 + τ2
{
ξX
1 + ξ2X2
+ e−ξX
}
·
(ii) Si 1/X  |τ |  e(1−ε)X ou si 1/X  |τ |  exp (X37/36) et σc  ξ  W (X)c,
nous avons
(7·9)
∑
eX<pe1/σ
1− cos(τ log p)
pκ(pσ − 1) 
eXτ2
ξ2 + τ2
{
ξX
1 + ξ2X2
+ e−ξX
}
·
(iii) Si 0 < η  1/2X, nous avons
(7·10)
∑
eX<pe1/η
(log p)2
pκ(pσ − 1) 
XeX
η + ξ
·
De´monstration. Prouvons l’assertion (i). Posons T := W (X)c. Le membre de gauche de
(7·8) est clairement minore´ par∑
p>eX
1− cos(τ log p)
pκ+σσ log p

∫ T
0
∑
p>eX
{1− cos(τ log p)} log p
σpκ+σ+u
udu

∫ T
0
{
e−(ξ+u)X
ξ + u
− e
−(ξ+u)X
|ξ + u+ iτ |
}
u
σ
du+O
(
e−ξX
σW (X)7cX2
)
 e
−ξX
2σ
∫ T
0
ue−uXτ2
(ξ + u){(ξ + u)2 + τ2} du+O
(
e−ξX
σW (X)7cX2
)
 e
−ξX
2σ
∫ ∞
0
ue−uXτ2
(ξ + u){(ξ + u)2 + τ2} du+O
(
e−ξX
σW (X)7cX2
)
,(7·11)
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ou` la seconde estimation re´sulte de (5·36) puisque nos hypothe`ses impliquent pleinement
κ+σ+T W (X)2c, et la dernie`re ine´galite´ de´coule de la pre´ce´dente graˆce a` la majoration∫ ∞
T
ue−uXτ2
(ξ + u){(ξ + u)2 + τ2} du
e−TX
X
 1
W (X)7cX2
·
De plus, comme |τ | 1/X et ξ + 1  W (X)2c, l’inte´grale du second membre de (7·11)
est supe´rieure a` ∫ T
0
ue−uX
(ξ + u){X4(ξ + u)2 + 1} du
1
X6W (X)6c
,
de sorte qu’elle domine le terme reste dans (7·11). En estimant e−ξX/σ par (5·47), nous
obtenons que la quantite´ a` minorer dans (7·8) est  XeXI avec
I :=
∫ ∞
0
ue−uXτ2 du
(ξ + u){(ξ + u)2 + τ2} 
∫ ξ
0
ue−uXτ2 du
ξ(ξ2 + τ2)
+
∫ ∞
ξ
ue−uXτ2 du
(ξ + u){(ξ + u)2 + τ2}

∫ ξX
0
τ2se−s ds
ξX2{ξ2 + τ2} +
∫ ∞
ξ
τ2e−uX du
u2 + τ2
 τ
2ξ
(ξ2 + τ2)(1 + ξ2X2)
+
τ2e|τ |X
|τ |+ ξ J2
(|τ |X + ξX)
 τ
2ξ
(ξ2 + τ2)(1 + ξ2X2)
+
τ2e−ξX
(|τ |+ ξ)(|τ |X + ξX) 
τ2
ξ2 + τ2
{ ξ
1 + ξ2X2
+
e−ξX
X
}
.
Cela implique bien (7·8) en comparant ξX a` 1.
De plus, lorsque ξ > σc, nous avons
∑
eX<pe1/σ
1− cos(τ log p)
pκ(pσ − 1) =
∑
p>eX
1− cos(τ log p)
pκ(pσ − 1) +O
( ∑
p>e1/σ
1
pκ+σ
)
,
ou` la dernie`re somme est  log(1 + 1/ξ) X. Il s’ensuit que (7·8) implique la seconde
partie de l’assertion (ii). Pour e´tablir la premie`re, nous pouvons pleinement supposer
ξ W (X)c. Nous avons alors, d’apre`s (5·33),
∑
eX<pe1/σ
1− cos(τ log p)
pκ(pσ − 1) 
∑
eX<peX+1/κ
{1− cos(τ log p)} e
Xτ2
κ(κ2 + τ2)X
·
Comme nos hypothe`ses impliquent ξX  1 et ξ  κ, il est imme´diat que la dernie`re
minoration est du meˆme ordre que le membre de gauche de (7·8). Cela conclut la preuve
de l’assertion (ii).
Il reste a` e´tablir l’assertion (iii). Posons Y := 1/η. Nous pouvons e´crire
∑
eX<peY
(log p)2
pκ(pσ − 1) 
1
σ
∑
eX<peY
log p
pκ+σ
.
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Si κ+ σ > 2, la dernie`re somme en p est
 e−κX
∑
eX<peX+1/2κ
log p e
−κX
κ
 σXe
X
κ
d’apre`s (5·25) et (5·47). Cela implique bien la premie`re minoration de (7·10). Si κ+σ  2,
le the´ore`me des nombres premiers fournit imme´diatement
∑
eX<peY
log p
pκ+σ

∫ eY
eX
du
uκ+σ
 e
−ξX − e−ξY
ξ
 e
−ξX
ξ + η
,
en vertu de l’estimation ge´ne´rale e−a− e−b  e−a(b− a)/(1+ b− a) (0 < a < b), puisque
nos hypothe`ses impliquent Y −X  Y . Compte tenu de (5·47), cela permet de conclure.
unionsq
8. E´tude de F (v) par la me´thode du col
8·1. Se´rie ge´ne´ratrice
Rappelons la de´finition de ψ(m) en (1·8). Un calcul standard permet de de´duire de
(2·5) que
(8·1) G (s) = 6
pi2
∏
p
(
1 +
1
(p+ 1)(ps − 1)
)
=
6
pi2
∑
m
1
ψ(m)ms
(e (s) > 0),
de sorte que la solution σv de l’e´quation (2·7) est bien donne´e par (6·21).
Lemme 8.1. La repre´sentation inte´grale (2·4) est valide pour tout v > 0.
De´monstration. Il suffit d’appliquer (1·9) en faisant appel a` la formule de Perron
1
2pii
∫
σ+iR
exs
s(1− s) ds = min(1, e
x) (0 < σ < 1, x ∈ R).
unionsq
Rappelons la notation g(σ) en (2·6).
Lemme 8.2. Nous avons
(8·2) g(σv) = vσv
(
1 +
1
log(vσv)
)
+O
( √
v
(log v)5/2
)
(v  2).
De´monstration. Nous pouvons supposer v assez grand et donc σv arbitrairement petit.
Rappelons la de´finition de la se´rie de DirichletF (s, z) en (2·1) et la notation (3·2). Pour
σ ∈]0, 13 [, nous avons
(8·3) g(σ)− f(σ, 1) =
∑
p
log
(
1− p
σ−1
1 + p(pσ − 1)
)
 log2(1/σ),
ou` la majoration re´sulte d’une scission de la somme a` eX et e2X avec X = X(σ, 1) tel
que de´fini en (5·43). Au vu de (2·9), nous pouvons donc nous limiter a` e´valuer f(σv, 1).
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A` cette fin, appliquons (5·84) avec (σ,κ) = (σv, 1). Posant Xv = X(σv, 1), il vient
f(σv, 1) =
S(σv)
σvXv
{
e−σvXv
Xv
+ J2(σvXv)
}
+ log(1 + 1/σv) +O
(
e−σvXv
σvX3v
)
.
En faisant appel aux estimations (6·26), (5·47) et (6·24), nous obtenons successivement
eXv 
√
v/ log v, XveXv =
1
σv
{
1 +O
( 1
(log v)2
)}
=
{
1 +O
( 1
(log v)2
)}
vσv log(vσv)
et donc Xv = log(vσv) + O
(
1/(log v)2
)
. La formule (8·2) re´sulte alors des estimations
S(σv) = 1 + O(σ2v) et J2
(
σvXv
)
= 1 + O
(
σvXv
2
)
e´tablies respectivement en (5·39)
et (5·4). unionsq
Lemme 8.3. Pour v  2 et |σ − σv| σv/ log v, nous avons
(8·4) g′′(σ) = 2v
σv
{
1 +O
( 1
log v
)}
.
De´monstration. Nous pouvons supposer v arbitrairement grand, de sorte que l’hypothe`se
implique σ < 14 et σ  σv. Nous pouvons alors appliquer (5·98) en notant que, d’apre`s
(6·24), puisque vσv  1/(σv log v),
log(1/σv) + log2(1/σv)
σ2v{log(1/σv)}2
=
{
1 +O
( 1
log v
)}
v
{log(1/σv)− log2 v}{log(1/σv) + log2 v}
{log(1/σv)}2
=
{
1 +O
( 1
log v
)}
v. unionsq
Lemme 8.4. Pour v suffisamment grand, la formule
(8·5) g(s) = log(6/pi2) +
∑
p
log
(
1 +
1
(p+ 1)(ps − 1)
) (|s− σv| < 23σv),
ou` le logarithme complexe est pris en de´termination principale sur C  R−, de´finit un
prolongement holomorphe de g(σ). Pour tout  ∈ N∗, nous avons alors
(8·6) g()(s) v(+1)/2(log v)(−1)/2
(|s− σv|  12σv).
De´monstration. Notons U = Uv > 1 la solution re´elle de l’e´quation (1+U)(Uσv/3−1) = 2,
de sorte que U √v/ log v. Soit s ∈ C, |s−σv| < 23σv. Comme |ps− 1|  pσv/3− 1 pour
tout nombre premier p, nous avons |(p+1)(ps−1)|  2 si p > U . Pour p  U , s = σ+ it,
nous pouvons e´crire
e
(
1 +
1
(p+ 1)(ps − 1)
)
= 1 +
pσ cos(t log p)− 1
(p+ 1)|ps − 1|2 = 1 +
pσ − 1 +O(σ2v(log p)2)
(p+ 1)|ps − 1|2 > 0
puisque pσ − 1  13σv log p. Chaque terme de la se´rie de (8·5), qui est uniforme´ment
convergente sur le disque conside´re´, est donc bien de´fini. Cela implique la premie`re
assertion.
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Pour e´tablir (8·6), nous observons que, pour s = σ + it, |s− σv| < 23σv,
|g′(s)| =
∣∣∣∣∑
p
− log p
(ps − 1)(1 + p− p1−s)
∣∣∣∣ ∑
p
log p
(pσ − 1)(1 + p− p1−σ) = −g
′(σ)  v
ou` la dernie`re estimation de´coule de l’identite´ −g′(σ) = S0201(σ, 1− σ) (avec la notation
(5·72)) et de (5·79) et (6·26). L’estimation requise en de´coule par application de la
majoration de Cauchy pour un disque de rayon σv/7. unionsq
Lemme 8.5. Posons ηv := log v/
√
g′′(σv)  (log v)3/4/v3/4 (v  2). Pour v suffisam-
ment grand, nous avons
(8·7) |G (σv + it)|  G (σv) e−c(log v)2 (ηv  |t|  exp
{
(log v)38/37
}
),
ou` c est une constante absolue convenable.
De´monstration. Posons Xv := X(σv, 1) = 12 log v− 12 log2 v+O(1) comme dans la preuve
du Lemme 8.2, de sorte que ηv  e−3Xv/2. La premie`re estimation (7·7) et (7·9) applique´s
avec (κ,σ) = (1,σv) permettent d’e´crire, lorsque, disons 1/2Xv < |t|  e(log v)38/37 
eX
37/36
v ,
|G (σv + it)|
G (σv)
 exp
{
−
∑
eXv<pe1/σv
1− cos(t log p)
16pσv(p+ 1)(pσv − 1)
}
 e−c exp(Xv),
ce qui implique amplement (8·7). Lorsque |t|  1/2Xv, la deuxie`me estimation (7·7)
fournit
|G (σv + it)|
G (σv)
 exp
{
−
∑
eXv<pe1/(|t|+σv)
min(1, t2/σ2v)
4pi2pσv{1 + (p+ 1)(pσv − 1)}
}
.
La dernie`re somme en p est  min(1, t2/σ2v)/(Xvσv) X2v  (log v)2. unionsq
8·2. Formule asymptotique
The´ore`me 8.6. Nous avons
(8·8) F (v) = e
vσvG (σv)
σv
√
2pig′′(σv)
{
1 +O
(√
log v
v
)}
(v  2).
De´monstration. Nous pouvons supposer v assez grand et donc 0 < σv < 1. En tronquant
l’inte´grale (2·4) a` ms = ±v2 et en choisissant σ = σv, nous obtenons
(8·9) F (v) = 1
2pii
∫ σv+iv2
σv−iv2
esvG (s)
s(1− s) ds+O
(
evσvG (σv)
v2
)
,
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dont le terme d’erreur est admissible au vu de (8·4) et (6·26). Rappelons la de´finition de ηv
dans l’e´nonce´ du Lemme 8.5. La majoration (8·7) nous permet d’englober la contribution
du domaine ηv  |ms|  v2 dans ce meˆme terme re´siduel. En estimant, dans l’intervalle
restant, l’inte´grande par la formule de Taylor a` l’ordre 4 et en utilisant (8·6), il suit
F (v) =
eσvvG (σv)
2pi
∫ ηv
−ηv
Υ(t)e−g
′′(σv)t2/2 dt+O
(
evσvG (σv)
v2
)
,
avec
Υ(t) : =
e−ig
′′′
(σv)t
3/6+O(t4D4)
(σv + it)(1− σv − it)
=
1
σv(1− σv)
{
1− it 1− 2σv
σv(1− σv) −
1
6 ig
′′′
(σv)t3 +O
(
t2
σ2v
+ t6D23 +D4t
4
)}
,
ou` D := v(+1)/2(log v)(−1)/2 (  0). La contribution des termes impairs e´tant nulle
par syme´trie, nous obtenons
F (v) =
G (σv)eσvv
2piσv(1− σv)
{∫ ηv
−ηv
e−g
′′(σv)t2/2 dt+O(E)
}
avec
E :=
σv
v2
+
1
σ2vD
3/2
2
+
D23
D
7/2
2
+
D4
D
5/2
2

√
log v
g′′(σv)v
·
Comme
∫ ηv
−ηv
e−g
′′(σv)t2/2 dt =
√
2pi
g′′(σv)
{
1 +O
(∫ ∞
log v
e−t
2/2 dt
)}
=
√
2pi
g′′(σv)
{
1 +O
(1
v
)}
,
nous obtenons bien (8·8). unionsq
8·3. De´veloppement asymptotique
Le de´veloppement asymptotique (2·12) pour logF (v) re´sulte simplement de celui de σv,
de´crit en (2·9) et explicite´ au paragraphe 6.3.2. En effet, au vu de (8·8) et (8·4), il suffit
d’e´tablir l’existence d’un de´veloppement asymptotique de la forme indique´e pour
vσv + g(σv) =
∫ v
6
σt dt+O(1).
Nous obtenons donc (2·12) par inte´gration. Les polynoˆmesQj sont de´finis par les relations
(8·10) Q0(z) = 1, Qj(z)− (2j − 1)Qj−1(z) + 2Q′j−1(z) = Pj(z) (j  1).
Ainsi, Q1(z) = P1(z) + 1, Q2(z) = P2(z) + 3P1(z) + 2, comme annonce´.
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Remarque. Nous pouvons e´galement e´tablir l’existence d’un de´veloppement asymptotique
de la forme
(8·11) g(σ) ≈ eX
∑
m0
cm
Xm
,
ce qui pre´sente un inte´reˆt intrinse`que. Cela fournit une preuve alternative de (2·12) en
choisissant X := X(σ, 1 − σ) et σ = σv, de sorte que, avec la notation (6·22), X = V/2
et eX =
√
v/X.
Pour montrer (8·11), nous e´crivons
g(σ) = −
∫ 1
σ
g′(s) ds+ g(1)
et effectuons le changement de variable de´fini par z := X(s, 1− s), de sorte que
s =
1
z
log
( 1
1− e−z
)
,
ds
dz
=
log(1− e−z)
z2
− 1
z(ez − 1) = −
z + 1
z2ez
+O
( 1
ze2z
)
.
D’apre`s (6·33), il suit
g(σ) ≈
∫ X
log 2
(z + 1)ez
z
{
1 +
∑
m1
am
zm
}
dz,
d’ou` (8·11) re´sulte imme´diatement.
8·4. Comportement local
Proposition 8.7. Pour v  2, |h| v3/4(log v)1/4, nous avons
(8·12) F (v + h) = ehσvF (v)
{
1 +O
(
log v + h2/v√
v log v
)}
.
De´monstration. Posons ϕ(v) := vσv + g(σv)− log σv − 12 log g′′(σv), de sorte que, d’apre`s
(8·8), F (v) = {1 +O(√(log v)/v)}eϕ(v)/√2pi. Nous de´duirons (8·12) d’une e´tude locale
de ϕ(v). Nous avons g′(σv) + v = 0 par de´finition, donc dσv/dv = −1/g′′(σv) et
ϕ′(v) = σv +
1
σvg′′(σv)
+
g′′′(σv)
2g′′(σv)2
= σv +O
(
1
v
)
,
ϕ′′(v) = − 1
g′′(σv)
+
1
σ2vg
′′(σv)2
+
g′′′(σv)
σvg′′(σv)3
− g
(4)(σv)
2g′′(σv)3
+
g′′′(σv)
g′′(σv)4
 1
v
√
v log v
,
ou` les estimations re´sultent de (6·26), (8·4) et (8·6). Il s’ensuit que, sous les hypothe`ses
effectue´es
ϕ(v + h)− ϕ(v)− hσv  h
v
+
h2
v
√
v log v
 log v + h
2/v√
v log v
·
En reportant dans (8·8), cela implique bien (8·12). unionsq
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Proposition 8.8. Nous avons
(8·13) F (v + h) F (v)ehσv (v  2, v + h  0).
De´monstration. Supposons d’abord h  0. D’apre`s (8·8), (8·4) et (6·26) nous avons
F (v)  evσv+g(σv){(log v)/v}1/4 pour v  2. Comme (v + h)σv+h + g(σv+h) =
minσ>0{(v + h)σ + g(σ)}  (v + h)σv + g(σv) il suit
F (v + h)  e(v+h)σv+h+g(σv+h)
(
log(v + h)
v + h
)1/4
 e(v+h)σv+g(σv)
(
log v
v
)1/4
 ehσvF (v),
c’est-a`-dire (8·13).
Pour e´tablir (8·13) lorsque −v  h  0, nous pouvons supposer v assez grand.
Lorsque, par exemple, |h|  45v, le raisonnement pre´ce´dent s’applique sans modification.
Si v + h 1, nous avons F (v + h) 1 alors que, lorsque v →∞,
F (v) = e{1+o(1)}
√
8v/ log v, hσv ∼ −vσv ∼ −
√
2v
log v
·
La majoration (8·13) est donc encore valable. Si, finalement, |h|  45v, le re´sultat de´coule
des estimations asymptotiques
F (v + h)  F (v/5) = F (v)1/
√
5+o(1), F (v)e−vσv = F (v)1/2+o(1) (v →∞).
unionsq
Le re´sultat suivant pre´cise (8·12) pour les valeurs mode´re´es de h. L’expression (1·9)
montre que F est presque partout de´rivable : si v 
∈ logN∗, nous avons en fait
(8·14) F ′(v) = 6
pi2
∑
m>ev
1
mψ(m)
·
Dans toute la suite, nous adoptons la normalisation F ′(v) := 12F
′(v+) + 12F
′(v−).
Proposition 8.9. Nous avons
F ′(v) =
{
1 +O
(√
log v
v
)}
σvF (v) (v  2),(8·15)
F (v + h)− F (v) =
{
1 +O
(
log v + |h|√
v log v
)}
hσvF (v)
(
v  2, h
√
v log v
)
.(8·16)
De´monstration. Compte tenu de la normalisation indique´e plus haut, nous obtenons par
inversion de Laplace que
(8·17) F ′(v) = 1
2pii
∫
σ+iR
esvG (s)
1− s ds (v > 0, 0 < σ < 1),
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la convergence de l’inte´grale e´tant classiquement conse´quence du fait que l’abscisse de
convergence de la se´rie de Dirichlet G (s) est nulle. Une version effective de la formule de
Perron (cf., par exemple, [29], th. II.2.3) permet alors d’e´crire, sous les meˆmes conditions,
(8·18) F ′(v) = 1
2pii
∫ σ+iT
σ−iT
esvG (s)
1− s ds+O(RT ) (T  2),
avec
RT :=
∑
m1
eσv
mσψ(m){1 + T |v − logm|}
 e
σvG (σ)
T
+
∑
1hT
eσv
h
∑
hT | logm−v|h+1
1
mσψ(m)
 e
σvG (σ)
T
+
eσv logT
T
∫ σ+iT
σ−iT
|G (s)| |ds|,
ou` la seconde estimation re´sulte d’une manipulation classique — cf., par exemple, [29],
Exercice 171 — consistant a` majorer la fonction indicatrice d’un intervalle par une
fonction en chapeau.
Nous sommes a` pre´sent en mesure d’e´tablir (8·15). Nous pouvons supposer v suf-
fisamment grand, de sorte que 0 < σv < 1. Appliquons (8·18) avec σ := σv,
T := exp{(log v)26/25}. En employant (8·7) pour 1  |ms|  T , nous obtenons
RT  evσvG (σv)(logT )/T . L’inte´grale de (8·18) peut alors eˆtre estime´e comme celle
de (8·9). Nous omettons les de´tails, qui sont essentiellement identiques. Cela comple`te la
preuve de (8·15).
Conside´rons ensuite la formule (8·16). Comme
(8·19) σv+t − σv  t/g′′(σv)  tσv/v (|t|  v/2),
nous de´duisons de (8·15) et (8·12) que
(8·20) F ′(v + t) = σvF (v)
{
1 +O
(√
log v
v
+ |t|σv
)}
(tσv  1).
Cela implique (8·16) par inte´gration entre les bornes 0 et h. unionsq
Remarque. Dans son domaine de validite´, la relation (8·16) est plus pre´cise que (8·12).
9. Nouvelle estimation de la hessienne
Nous nous proposons ici de mettre a` profit les e´valuations des paragraphes 6 et 8
pour affiner l’estimation (5·94) dans le cas (σ,κ) = (α,β) et pour les grandes valeurs du
parame`tre y. Nous rappelons les notations Z en (3·13) et ∆ en (3·18) et notons d’abord
que les estimations (5·97), (6·6), (6·8), (6·19), (6·20), (6·74), (6·75) et (6·76) fournissent
apre`s calcul, pour x  y  2,
(9·1)
δ(α,β)  (1 + λw)(1 + α/λ)(log y)
2
(1 + λ)λwα2(1 + Z2)


(log x)2(log2 2y)3
log2 x
si Z  1,
{log(2 + 1/∆)}2v5/2(log v)3/2
1 +∆
si Z > 1.
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De plus, il suit, par (6·8) et (6·76),
(9·2) α2β2δ(α,β) 

(log y)2 log2 x
log2 2y
si Z  1,
{log(2 + 1/∆)}2v3/2√log v
1 +∆
si Z > 1.
Proposition 9.1. Sous la condition
(9·3) x  e6, eMx  y  x/e6,
nous avons
(9·4) δ(α,β) = D
′(λ/α)g′′(σv)
α2
{
1 +O
(
(∆+ 1)(log v)2σv
log(2 + 1/∆)
)}
.
De´monstration. L’hypothe`se (9·3) implique Z > 2 log3 x en vertu de (6·31), X  log v
par (6·20), et
(9·5) λ  (∆+ 1)σv
log(2 + 1/∆)
, eX 
√
v
log v
, α  1√
v log v
 1
XeX
·
respectivement par (6·74), (6·19) et (6·8). Notons au passage que λ 1/(log2 x)3  1/X3
et que le terme d’erreur de (9·4) est de l’ordre de λ(log v)2.
Posons, avec les notations (5·72), pour 0 < σ < 14 , κ  1− σ,
S(σ,κ) := S1302 + S1202 + S1111 + 2S1211 =
∑
p
(log p)2{pσ + pκ(p2σ − 1)}
(pσ − 1)2{1 + pκ(pσ − 1)}2 ,
de sorte que, par (5·95), δ(σ,κ) = S(σ,κ)f ′′02(σ,κ)− S1111(σ,κ)2.
Pour (σ,κ) = (α,β) et  = 1, la premie`re estimation (5·75) implique S1111(α,β) 
eX/α. De plus, (5·73) et (5·61) avec  ∈ {2, 3} d’une part, (5·63) et (5·74) avec  ∈ {1, 2}
d’autre part, impliquent
S102(α,β) =
{
1 +O
( 1
X
)} S(λ)e−λX
(1 + λ)αX−1
(
 ∈ {2, 3}),
S111(α,β) =
{
1 +O
( 1
X
)}S(λ)J(λX+ αX)
(1 + λ)α+1X−1
(
 ∈ {1, 2}).
Il s’ensuit que
S(α,β)  1/(α3X)  X2e3X,
ou` la seconde estimation de´coule de (6·14). En effet, le re´sultat est trivial si v et borne´ et
re´sulte, via les formules pre´ce´dentes, de (5·3) et de la premie`re estimation (5·39) pour v,
et donc X, assez grand. Comme de plus f ′′02(α,β)  (λ + α)/(αλ2), d’apre`s (5·88) et
(5·20), il suit, graˆce a` (6·14),
δ(α,β) = S(α,β)f ′′02(α,β)
{
1 +O
( λ2eX
1 + λXeX
)}
.
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Comme (5·105) implique
f ′′02(α,β) =
D′(λ/α)
α2
{
1 +O
(
λ2X
λ+ α
)}
,
et comme les deux derniers termes d’erreur sont domine´s par celui de (9·4), la preuve de
cette formule est re´duite a` celle de l’e´valuation
(9·6) S(α,β) = g′′(σv)
{
1 +O
(
λ(log v)2
)}
.
Pour σ > 0, κ  1− σ, nous avons
S ′01(σ,κ) =
dS(σ,κ)
dκ
= −
∑
p
(log p)3pκ{1 + pκ(pσ + 1)}
{1 + pκ(pσ − 1)}3 ,

∑
p
(log p)3p2κ+σ
{1 + pκ(pσ − 1)}3 
∑
peX
(log p)3p2κ+σ +
∑
p>eX
(log p)3
pκ+2σ
{
1 +
1
σ3(log p)3
}
ou` nous avons fait appel a` (5·58) pour le dernier terme. Lorsque κ est borne´, le the´ore`me
des nombres premiers fournit imme´diatement, graˆce a` (5·47),
S ′01(σ,κ)  X2e(1+2κ)X +X3J−2(ξX + σX) +
J1(ξX + σX)
σ3
 e
X
σ2
+X3J−2(ξX + σX) +
J1(ξX + σX)
σ3
·
Pour σ = α, 1 − α  κ  β, nous avons 0  ξ  λ et eβXβX  eκXκX de sorte que
X  X, et donc eX  eX par (5·47). Par (9·5), (5·3) et (5·7), il s’ensuit que
S ′01(α,κ) X2e3X +
1 + X
α3
 X4e3X (1− α  κ  β),
d’ou`
(9·7) S(α,β)− S(α, 1− α) λX4e3X  λX2S(α,β).
Or, avec la de´finition de g(σ) en (2·6), nous avons S(σ, 1− σ) = g′′(σ) (σ > 0). Comme
de plus, α = σv{1 + O((log v)2λ)}, par (6·77), l’estimation (8·6) applique´e avec  = 3
implique
g′′(α) = g′′(σv){1 +O(λ(log v)2)}.
En reportant dans (9·7), nous obtenons bien (9·6). unionsq
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10. Zone sur-critique : me´thode e´le´mentaire
Rappelons la de´finition de la fonction ψ(m) en (1·8) et notons µ la fonction de Mo¨bius.
Posant r(n;ϑ) :=
∏
p|n(1 + 4ϑ/
√
p) pour n  1, 0  ϑ  12 , nous aurons l’usage de la
formule suivante
(10·1)
∑
nx
µ(Mn)2 =
6xM
pi2ψ(M)
+O
(
r(M ;ϑ)x1−ϑ
) (
M  1, µ(M)2 = 1, x  1
)
.
Pour e´tablir cela, nous inse´rons la relation de convolution µ(Mn)2 = µ2 ∗λM (n) (n  1)
ou` λM est la fonction multiplicative de´finie par λM (pν) := (−1)ν si p | M , ν  1, et
λM (pν) := 0 si p  M , ν  1. Nous intervertissons ensuite les sommations en observant
que ∑
d1
λM (d)
d
=
M
ψ(M)
,
∑
d1
|λM (d)|√
d
 r(M ; 12 ) (M  1, µ(M)2 = 1).
Cela implique (10·1) lorsque ϑ = 12 . Le cas ge´ne´ral s’en de´duit en observant que le terme
d’erreur de (10·1) est  {r(M ; 12 )√x}2ϑx1−2ϑ  r(M ;ϑ)x1−ϑ.
Nous de´finissons le terme d’erreur
(10·2) E(x, y) :=
√
vσv log y
yσv
+
1
x1/16
(x  y  2).
Il est a` noter que le premier terme est d’un ordre de grandeur supe´rieur au second de`s
que v est assez grand.
Proposition 10.1. Pour x  16, Y3/2x e5Mx/8  y  x, nous avons
(10·3) N(x, y) := yF (v){1 +O(E(x, y))}.
Remarque. Nous n’avons pas cherche´ a` optimiser l’exposant 116 apparaissant dans (10·2).
De´monstration. Soit 0 < ϑ  12 . Gardant (10·1) a` l’esprit, nous pouvons e´crire,
N(x, y) =
∑
mkx
ky,k(m)|k
µ(k)2 =
∑
mk(m)x
k(m)y
∑
smin(y/k(m),x/mk(m))
µ(sk(m))2
=
∑
mx/y
k(m)y
∑
sy/k(m)
µ(sk(m))2 +
∑
x/y<mx
mk(m)x
∑
sx/mk(m)
µ(sk(m))2
=
∑
mx/y
k(m)y
{
6y
pi2ψ(m)
+O
(
r(m;ϑ)
(
y
k(m)
)1−ϑ)}
+
∑
x/y<mx
mk(m)x
{
6x
pi2mψ(m)
+O
(
r(m;ϑ)
(
x
mk(m)
)1−ϑ)}
= yF (v)−R1 +R2 +R3,
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avec
R1 := yF (v)−
∑
mx/y
k(m)y
6y
pi2ψ(m)
−
∑
x/y<mx
mk(m)x
6x
pi2mψ(m)
,
R2 
∑
mx/y
k(m)y
r(m;ϑ)
(
y
k(m)
)1−ϑ
, R3 
∑
x/y<mx
mk(m)x
r(m;ϑ)
(
x
mk(m)
)1−ϑ
·
Pour tout σ tel que σ ∈]0, 12 ], 0 < ϑ  σ, nous avons la majoration de Rankin
(10·4)
R2 +R3 
∑
m1
(
y
k(m)
)1−σ−ϑ(
x
mk(m)
)σ
r(m;ϑ)
 y1−ϑeσv
∏
p
(
1 +
r(p;ϑ)pϑ
p(pσ − 1)
)
.
Comme
∑
m1 1/mψ(m) = pi
2/6, nous pouvons e´crire similairement
1
6pi
2R1 =
∑
mx/y
k(m)>y
y
ψ(m)
+
∑
x/y<mx
mk(m)>x
x
mψ(m)
+
∑
m>x
x
mψ(m)
=
∑
mx/y
k(m)>y
y
ψ(m)
+
∑
m>x/y
mk(m)>x
x
mψ(m)

∑
m1
( y
k(m)
)1−σ−ϑ( x
mk(m)
)σ
,
de sorte que l’estimation (10·4) est e´galement valable pour R1.
Lorsque, disons y > x3/4, nous choisissons σ = 12 , ϑ =
1
4 . Il suit
N(x, y) = yF (v) +O(y1/4x1/2) = yF (v)
{
1 +O
(√
x/y3/4
)}
,
ce qui est compatible avec (10·3).
Lorsque y  x3/4, nous pouvons supposer x, et donc v, grand, de sorte que le choix
σ = σv, ϑ = σv − 1/ log y est licite. Il vient
N(x, y)− yF (v) y1−σvevσv
∏
p
(
1 +
pϑr(p;ϑ)
p(pσv − 1)
)
 y1−σvF (v)
( v
log v
)1/4
P(v),
ou` l’on a tenu compte de (8·8), (2·9), (8·4) et pose´
P(v) :=
∏
p
(
1 +
pϑr(p;ϑ) + pσv−1 − 1
p(pσv − 1) + 1− pσv−1
)
 exp
{∑
p
1
p1+1/ log y
}
 log y.
Cela termine la preuve de (10·3). unionsq
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Nous de´duisons imme´diatement de (10·3) et (8·16) une estimation du cardinal des
entiers a` petit noyau dans les intervalles courts.
Corollaire 10.2. Pour x  16, log y  18
√
2 log x log2 x (3 log2 x+5 log3 x), z  1, nous
avons
N
(
x+
x
z
, y
)
−N(x, y) = σvN(x, y)
z
{
1 +O
(√
log v
v
+
1
z
)}
+O
(
N(x, y)E(x, y)
)
.
11. Estimations deN(x,y) par la me´thode du col
11·1. Majorations de |F(α+ iτ,β+ it)|
Dans toute la suite, fixons ε > 0 suffisamment petit et posons
(11·1)
Z − :=
{
(x, y) : x  16, exp
{
(log2 x)
3+ε
}
 y < exp exp
{
(log3 x)
4
}}
,
Z + :=
{
(x, y) : x  16, exp exp
{
(log3 x)
4
}
 y  x3/4
}
, Z :=Z − ∪Z +.
Nous notons d’emble´e que, avec la notation (5·35) et pour une constante convenable c > 0,
nous avons
β W (X)c ((x, y) ∈Z +),(11·2)
λX eX/{3+ε} ((x, y) ∈Z ).(11·3)
Ces estimations sont triviales si β  2 ; nous pouvons donc supposer log y 
√
log x log2 x
puisque (6·10) et (6·20) impliquent λX 1 dans le cas contraire. Dans le domaine Z +,
(6·9) implique β  1 + λ  log2 x alors que (6·20) fournit X1/4  log3 x, d’ou` (11·2).
Pour prouver (11·3), nous pouvons e´galement supposer λ  1. Il re´sulte alors de (6·19)
que eX  log y alors que λX log2 x par (6·9). Cela implique bien (11·3).
Nous de´finissons e´galement
Tε :=
{
exp
(
X37/36
)
si (x, y) ∈Z +,
e(1−ε)X si (x, y) ∈Z −,(11·4)
u := αX3/2e−X/2, v := Xe−X
√
1 + λeX/X,(11·5)
et notons que v2eXX/(u+ v+ λ)  X2.
Proposition 11.1. Avec les notations pre´ce´dentes, il existe c0 = c0(ε) > 0 tel que, pour
x assez grand, (x, y) ∈Z , (τ, t) ∈ [−Tε, Tε]2  [−u, u]× [−v, v], nous ayons
(11·6) |F (α+ iτ,β + it)| F (α,β) e−c0X2
De´monstration. Soit (τ, t) ∈ [−Tε, Tε]2. Par (7·1) avec (σ,κ) = (α,β), nous pouvons
e´crire |F (α+ iτ,β + it)| F (α,β) exp (− 116{S1(τ) + S2(t)}) avec
S1(τ) :=
∑
p
1− cos(τ log p)
pα{1 + pβ(pα − 1)} , S2(t) :=
∑
p
pβ(pα − 1){1− cos(t log p)}
{1 + pβ(pα − 1)}2 ·
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Observons alors que la Proposition 6.4 permet facilement de montrer que, pour une
constante absolue convenable A, nous avons
(11·7) λ > αA (y  2, x  e6y).
Comme eX < p  e1/α implique pβ(pα − 1) > 1 et pα  1, nous pouvons appliquer (7·9)
pour minorer les sommes Sj . Graˆce a` (11·3), il suit, lorsque |t|+ |τ | 1/X,
S1(τ) + S2(t)
∑
eX<pe1/α
2− cos(τ log p)− cos(t log p)
pβ(pα − 1) 
λXeX
1 + λ4X4
 eεX/{3+ε},
d’ou` (11·6), avec beaucoup de marge.
Conside´rons a` pre´sent le cas |t| + |τ |  1/4X. Posant Y := |t| + |τ |, nous avons alors,
par (7·2),
|F (α+ iτ,β + it)| F (α,β) e−min(1,τ2/α2)S3/4pi2−t2S4/8pi2 ,
avec
S3 :=
∑
peY
1
pα{1 + pβ(pα − 1)} 
eX
X
, S4 :=
∑
peY
pβ(pα − 1)(log p)2
{1 + pβ(pα − 1)}2 
XeX
|t|+ |τ |+ λ ,
ou` la premie`re minoration de´coule du fait que le terme ge´ne´ral est  1 et la seconde est
obtenue en restreignant l’intervalle de sommation a` ]eX, eY ] et en appliquant (7·10) avec
(σ,κ) = (α,β), η = |τ |+ |t|. Il suit, pour une constante convenable c > 0,
(11·8)
|F (α+ iτ,β + it)| F (α,β) exp
{
− cτ
2eX
(α2 + τ2)X
− ct
2XeX
|t|+ |τ |+ λ
} (
|t|+ |τ |  1
2X
)
.
Comme τ2eX/{(α2+τ2)X} X2 (|τ |  u) et t2XeX/(|t|+|τ |+λ) X2 (|τ |  u, |t|  v),
nous obtenons bien (11·6). unionsq
11·2. Formule de Perron sur les intervalles courts
Rappelons les notations (11·4) et (11·5) et posons
(11·9) R∗ := x
αyβF (α,β) logTε
XeXTε
√
1 + λXeX.
Proposition 11.2. Pour (x, y) ∈Z , nous avons
(11·10) N(x, y) = 1
(2pii)2
∫ α+iu
α−iu
∫ β+iv
β−iv
F (s, z)xsyz
sz
dsdz +O
(
R∗
)
.
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De´monstration. La premie`re formule de Perron effective (cf. par exemple [29], th. II.2.3)
permet d’e´crire
(11·11) N(x, y) = 1
(2pii)2
∫ α+iTε
α−iTε
∫ β+iTε
β−iTε
F (s, z)xsyz
sz
dsdz +O(R∗1 +R
∗
2)
avec
R∗1 :=
∑
n1
xαyβ
nαk(n)β{1 + Tε| log(x/n)|} , R
∗
2 :=
∑
n1
xαyβ
nαk(n)β{1 + Tε| log{y/k(n)}|} ·
Posons U := α
√
X/eX. La contribution a` R∗1 des entiers n tels que | log(x/n)| > 1/U
n’exce`de pas xαyβF (α,β)U/Tε. La contribution comple´mentaire peut eˆtre e´value´e
classiquement, comme dans la preuve de la Proposition 8.9. Nous obtenons
(11·12) R∗1 
xαyβF (α,β)U
Tε
+
xαyβ logTε
Tε
∫ Tε
−Tε
|F (α+ iτ,β)|dτ.
La dernie`re inte´grale est estime´e par (11·6) et (11·8) avec t = 0. Nous obtenons la
majoration
F (α,β)
{
Tεe−c0X
2
+
∫ u
0
e−c1τ
2eX/(α2X) dτ
}
F (α,β)
{
e−c2X
2
+ α
√
X/eX
}
.
Comme α
√
X/eX  e−3X/2/√X 1/(XeX), cette dernie`re quantite´ est  R∗1.
Pour e´valuer R∗2, posons V :=
√
1 + λXeX/(XeX), de sorte que (11·12) est valable pour
R∗1 quitte a` remplacer U par V . En faisant alors appel a` (11·6) et (11·8) avec τ = 0 nous
obtenons que R∗2  R∗.
Maintenant, nous pouvons faire appel a` (11·6) pour estimer la diffe´rence entre les termes
principaux de (11·11) et (11·10). Nous obtenons que cette quantite´ est
F (α,β)xαyβe−c0X2 log(Tε/β) log(Tε/α)F (α,β)xαyβe−c1X2
puisque log(1/α) (1+λ)X eX/3 lorsque (x, y) ∈Z . Cela comple`te la de´monstration.
unionsq
11·3. Inte´grales gaussiennes
Rappelons ici quelques re´sultats connus concernant les inte´grales gaussiennes en deux
variables. E´tant donne´s a, b , c ∈]0,∞[ tels que d := ac− b2 > 0, nous posons
Q(τ, t) := 12aτ
2 + bτ t+ 12ct
2 (τ, t ∈ R),
d’ou`, classiquement,∫
R2
e−Q(τ,t) dτ dt =
2pi√
d
,
∫
R2
τmtne−Q(τ,t) dtdτ = 0 (m,n ∈ N, 2  m+ n).
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Lorsque, de plus, d  ac, nous avons, pour tous entiers naturels n, m,
(11·13)
∫
R2
|τmtn| e−Q(τ,t) dtdτ m,n 1
am/2cn/2
√
d
·
Cela de´coule trivialement de l’ine´galite´ Q(τ, t)  14d
(
τ2/c+ t2/a
) aτ2+ct2 (τ, t ∈ R).
Sous la meˆme hypothe`se, nous avons donc, pour tout T > 0,∫
R
∫
|t|T
|τmtn| e−Q(τ,t) dtdτ m,n T
n−1e−dT
2/4a
c a(m+1)/2
,∫
|τ |>T
∫
R
|τmtn| e−Q(τ,t) dtdτ m,n T
m−1e−dT
2/4c
a c(n+1)/2
·
11·4. Zone sous-critique : me´thode du col directe
Nous nous proposons ici d’e´tablir le re´sultat suivant. Nous rappelons les de´finitions du
parame`tre Z en (3·13) et des ensembles Z ±, Z en (11·1). Nous introduisons alors la
notation
(11·14) E :=

√
log2 x
log x
{
1
Z
+
log(2 + 1/Z)
Z log2 x
+ eZ
}
si (x, y) ∈Z +,
log2 x
(log y)1/2−ε
si (x, y) ∈Z −.
Il est a` noter qu’en vertu de (6·26) nous avons E  1/(log2 x)1/2−3ε en toute circonstance.
Proposition 11.3. Soit ε ∈]0, 16 [. Sous les conditions
(11·15) x  16, e(log2 x)3+ε  y  Yxe−35Mx/8,
nous avons
(11·16) N(x, y) = {1 +O(E)} x
αyβF (α,β)
2piαβ
√
δ(α,β)
·
Pour tout (τ, t) ∈ R2, nous posons
(11·17)

Qf (τ, t) := 12f ′′20(α,β)τ2 + f ′′11(α,β)τ t+ 12f ′′02(α,β)t2,
Q∗f (τ, t) := f ′′20(α,β)τ2 + f ′′02(α,β)t2,
Wf (τ, t) :=
1
6
∑
0j3
(
3
j
)
f ′′′j,3−j(α,β)τ
jt3−j ,
Ef (τ, t) :=
( τ2
α2
+
τ2 + t2
λ2
+ X2t2
)
Q∗f
(|τ |, |t|).
Graˆce a` (5·94) et (5·104), nous pouvons notamment e´noncer que, pour tout (τ, t) ∈ R2,
(11·18) |Qf (τ, t)| Q∗f (|τ |, |t|), |Wf (τ, t)|
( |τ |
α
+
|t|+ |τ |
λ
+ X|t|
)
Q∗f (|τ |, |t|).
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Lemme 11.4. Soit c > 0 une constante assez petite. Pour |τ |  cα et |t|  c/X, nous
avons
(11·19) f(α+iτ,β+it) = f(α,β)−iτ log x−it log y−Qf (τ, t)−iWf (τ, t)+O
(
Ef (τ, t)
)
.
De´monstration. Il suffit d’appliquer la formule de Taylor avec reste inte´gral a` l’ordre 4
pour la fonction u → f(α+iτu,β+itu) sur l’intervalle [0, 1] en majorant le terme re´siduel
graˆce aux ine´galite´s de la Proposition 5.26(i) avec (σ0,κ0) = (α,β). unionsq
Nous sommes a` pre´sent en mesure d’e´tablir la Proposition 11.3.
D’apre`s (6·26), la condition (11·15) implique
(11·20) yσv = eZ √v/(log v)17/2,
d’ou`, par (6·20),∆ (log v)8  X8. En reportant dans (6·75), nous voyons en particulier
que λ αX8, d’ou`, par (5·47) avec λ 1/X,
(11·21) λ X7e−X.
D’apre`s (5·97) et (5·47), nous avons
(11·22) δ := δ(α,β)  e
−2λX(1 + λ)
α4λX(1 + λX)
 (1 + λ)Xe
2X
α2λ(1 + λX)
 Xe
2X
α2λ
·
Il suit donc avec la notation (11·9)
(11·23) αβ
√
δR∗
xαyβF (α,β)
 (1 + λ)
√
eX + 1/λX logTε
Tε
 (1 + λ)e
X/2 logTε
Tε
,
ou` la dernie`re estimation de´coule de (11·21).
Nous obtiendrons (11·16) en estimant le terme principal de (11·10). L’inte´grande est
e´value´ par (11·19) et notre premie`re taˆche consiste a` de´terminer les ordres de grandeur
des termes apparaissant au membre de droite. Par (5·86), (5·3), (6·14) et (11·21), nous
avons
(11·24) f ′′20(α,β) 
eX
α2X
+
eX
α2(1 + λX)
+
1
λ2
 e
X(1 + λ)
α2(1 + λX)
·
De plus, la majoration (11·3) permet d’appliquer la Proposition 5.23. Les estimations
(5·88) et (5·20) impliquent donc, compte tenu de (11·21),
(11·25) f ′′02(α,β)  XeX/λ·
Il est alors aise´ de ve´rifier a` l’aide de (5·104) et (11·18) que, lorsque |τ |  u, |t|  v,
les quantite´s Wf (τ, t) et Ef (τ, t) sont borne´es. Il re´sulte donc de (11·19) que le terme
principal de (11·10) vaut
(11·26) x
αyβF (α,β)
4pi2αβ
∫ u
−u
∫ v
−v
e−Qf (τ,t)
{
1− iWf (τ, t)− i τ
α
− i t
β
+O
(
E ∗f (τ, t)
)}
dτ dt
avec
E ∗f (τ, t) := Ef (t, τ) +Wf (t, τ)
2 +
τ2
α2
+
t2
β2

( τ2
α2
+
t2
λ2
+ X2t2
){
1 +Q∗f
(|τ |, |t|)2},
ou` l’estimation de´coule de (11·17) compte tenu du fait que, sous nos hypothe`ses, α λ.
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E´valuons l’inte´grale double de (11·26) en remarquant que la contribution des termes
impairs est nulle par syme´trie. Pour estimer le terme d’erreur, nous posons provisoire-
ment, afin de simplifier l’e´criture, p :=
√
f ′′20(α,β), q :=
√
f ′′02(α,β), de sorte que, par
(11·22), (11·24) et (11·25), √δ  pq. De plus, puisque Q∗f (1/p, 1/q) = 2 par construction,
(11·13) implique imme´diatement via un changement de variables line´aire que∫
R
∫
R
e−Qf (τ,t)E ∗f (τ, t) dτ dt
E ∗f (1/p, 1/q)√
δ
 1 + λ
2X2√
δλXeX
·
Comme min(u2p, v2q) X2, nous avons encore∫ u
−u
∫ v
−v
e−Qf (τ,t) dτ dt =
{
1 +O
(
e−cX
2)} 2pi√
δ
,
d’ou` finalement
(11·27) N(x, y) = x
αyβF (α,β)
2piαβ
√
δ
{
1 +O
(
1 + λ2X2
λXeX
+
(1 + λ)eX/2 logTε
Tε
)}
.
Il reste a` montrer que le terme d’erreur est bien compatible avec (11·16). Dans le
domaine conside´re´, nous avons
w  X  log2 y, λ 
log(2 + 1/Z)
eZ log2 y
, e−X  (1 + λ)(1 + Z) log2 y
(1 + λ log2 y) log y
·
La premie`re estimation re´sulte de (6·20), la seconde de (6·74) et (11·20), et la troisie`me
de (6·19). En conside´rant se´pare´ment les cas λX  1 et λX  1, qui correspondent
respectivement a` Z  1 et Z  1 d’apre`s (6·13), il suit
1 + λ2X2
λXeX
 (1 + Ze
Z) log2 y + log(2 + 1/Z)
log y

√
log v
v
{ 1
Z
+ eZ +
log(2 + 1/Z)
Z log v
}
,
ou` nous avons utilise´ les estimations log2 y  log v et log y  Z
√
v log v. Compte tenu
de (11·3) et (11·4), cela fournit bien (11·16) lorsque (x, y) ∈ Z + puisque v  log x de`s
que y  x1/4.
Dans le domaineZ −, nous avons λ  (log2 x)/ log2 y  1 d’apre`s (6·9), alors que (6·19)
implique eX  log y. Le second terme d’erreur de (11·27) est alors  (log2 x)/(log y)1/2−ε
et partant domine le premier.
11·5. Zone critique : me´thode du col indirecte
11·5·1. Objectif
Nous nous proposons ici d’e´tablir le re´sultat suivant, qui permet d’effectuer la jonction
entre les Propositions 10.1 et 11.3. Nous nous sommes cantonne´s, pour la simplicite´
de l’e´nonce´, a` un domaine relativement restreint. Cependant, la me´thode employe´e
permettrait, moyennant un affaiblissement du terme re´siduel, de relaˆcher la borne
supe´rieure jusqu’a`, par exemple, log y  (log x)9/16.
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Nous posons
(11·28) R := {∆2 + log(1 + 1/∆)}√ log2 x
log x
, R1 := (1 +∆2)
(log2 x)5/2√
log x
·
Notons que, sous la condition y 
√
Yxe5Mx/8, nous avons R R1  1/(log2 x)11.
Introduisons encore, pour s = σ + iτ , les quantite´s
(11·29) A(s) = A(s;x, y) := sD(λ/α)
α
+ (s− α)
(γ
α
+
V + 2
2s
)
(σ > 0),
ou` V a e´te´ de´fini en (6·22), et
ψ(s) := ψ(s;x, y) := e− expA(s) (σ > 0),(11·30)
R(t, v) :=
eD(t)
{(
eD(t) − 1)(D(t)− 12V + γ − 1)2 + 2 + V }
2g′′(σv)σ2v
,(11·31)
Ξ(t, v) := ψ(σv)
{
1−R(t, v)}.(11·32)
Nous obtenons le re´sultat suivant.
Proposition 11.5. Sous la condition
(11·33) x  16, e15Mx/8
√
Yx  y  Y10x ,
nous avons
N(x, y) = {1 +O(R)}yF (v)Ξ(λ/α, v),(11·34)
N(x, y) =
{
1 +O(R1)
}xαyβF (α,β)Φ(λ/α)
2piαβ
√
δ
,(11·35)
N(x, y) = {1 +O(R1)}yF (v)e− expD(λ/α).(11·36)
Il est a` noter que, dans (11·34), le terme d’erreur R est vraisemblablement optimal
lorsque ∆ est de l’ordre de l’unite´, soit y = Yxe
−3Mx/8+O
(√
log x log2 x
)
.
11·5·2. Pre´paration
Commenc¸ons par de´terminer les ordres de grandeur des parame`tres.
Nos hypothe`ses impliquent v = log x+O
(
(log x)2/3
)
, d’ou`
1
4 log2 x+
15
4 log3 x < Z  5 log v +O(log2 v)
par (6·26) et (6·31), et donc
v1/4(log v)15/4 < eZ  v5, 1
v5
 ∆ 
√
v/ log v
eZ
 v
1/4
(log v)17/4
·
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Nous avons e´galement X  log v et
(11·37) λ  (∆+ 1)σv
log(2 + 1/∆)
, eX 
√
v
log v
, α  1√
v log v
 e
−X
X
, ∆  eX−Z .
La premie`re estimation est une reformulation de (6·74) et implique λX 1 ; la deuxie`me
de´coule ensuite de (6·19) ; la troisie`me re´sulte de (6·8). En particulier,
(11·38) e−X/X2  σv/ log v  λ e−X/2/X5.
A` fins de re´fe´rence ulte´rieure, nous re´capitulons ce qui pre´ce`de sous la forme
(11·39)
λ  e−Z/ log2 x (e−X/X λ e−X/2/X5),
1/λ X2eX (e−X/X2  λ e−X/X),
R  e−X + e−2X/λX+ λ2X2eX, R1  X2e−X + λ2X4eX.
Nous avons encore, avec la notation (11·5),
f ′′20(α,β)  X2e3X  X3/u2, f ′′02(α,β)  (1 + λXeX)/λ2  X6/v2,(11·40)
f ′′11(α,β) (1 + λ2X3e2X)/λ2,(11·41)
f ′′20(α,β)f
′′
02(α,β) = δ
{
1 +O
(
e−3X(1 + λ4X6e4X)
λ2X2(1 + λXeX)
)}
= δ{1 +O(R1)}.(11·42)
Les deux formules de (11·40) de´coulent respectivement, via (5·47), de (11·24) et (5·88) ; la
majoration (11·41) re´sulte de (5·90) et (11·39) ; enfin, (11·42) est conse´quence de (5·93),
(5·97) et (11·40).
Posons, pour s := σ + iτ , z := κ+ it,
(11·43) H (s, z) :=
∏
p
(
1 +
1− p−z
pz+s(ps − 1)
)
(σ > 0, κ > 0, κ+ 2σ > 1),
de sorte que, sous les meˆmes conditions, F (s, z) = ζ(s + z)H (s, z). Un raisonnement
analogue a` celui de la Proposition 5.26 fournit e´galement que, pour c > 0 convenable et
σ0 > 0, κ0 > 0, κ0 + 2σ0 > 1, l’expression
(11·44)
h(s, z) := logH (s, z) =
∑
p
log
(
1 +
1− p−z
pz+s(ps − 1)
)
(σ > 0, κ > 0, κ+ 2σ > 1).
de´finit un prolongement holomorphe de logH (s, z) dans le domaineUc(σ0,κ0) explicite´
en (5·100). Notons encore que, avec la de´finition (2·5), nous avons H (s, 1 − s) = G (s)
(σ > 0).
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Lemme 11.6. Il existe c > 0 tel que, sous les conditions σ > 0, 1−σ  κ  2, X > log 2,
|τ |  cσ, |t|  c/X, on ait
(11·45) h′01(s, z) = f ′01(s, s+ z) +O
(
log(1 + 1/σ)
)
.
De´monstration. Comme dans la preuve de la Proposition 5.26, nous avons sous les
conditions indique´es
(11·46) |1 + pz(ps − 1)| 1 + pκ(pσ − 1) (p  2).
Posons ensuite
r(s, z) :=
∑
p
log
(
1− 1
pz{1 + pz+s(ps − 1)}
)
,
de sorte que h(s, z) = f(s, s+ z) + r(s, z). Nous avons
r′01(s, z) =
∑
p
(log p){1 + 2pz+s(ps − 1)}(
pz{1 + pz+s(ps − 1)}− 1){1 + pz+s(ps − 1)}

∑
p
(log p){1 + 2pκ+σ(pσ − 1)}(
pκ{1 + pκ+σ(pσ − 1)}− 1){1 + pκ+σ(pσ − 1)}

∑
peX
log p
pκ+σ
+
∑
p>eX
(log p)
p2(κ+σ)
{
1 +
1
σ log p
}

∑
peX
log p
p
+
1
σ
∑
p>eX
1
p2(κ+σ)
 X,
ou` nous avons utilise´ (11·46), (5·58), le the´ore`me des nombres premiers, et finalement
(5·47). La deuxie`me estimation de (5·48) permet alors de conclure. unionsq
Nous posons encore, toujours avec la notation s = σ + iτ,
A0(s) :=
s
α
{D(λ/α) + γ}− γ − s(s− α)f ′′11(σv, 1) (σ > 0),(11·47)
E1(t) := e−X + (λ+ |t|)X+ (λ2 + t2)X2eX (t ∈ R),
et rappelons les de´finitions des quantite´s u et v en (11·5).
Lemme 11.7. Sous les conditions (11·33) et pour s = α+ iτ, z = β+ it, |τ |  u, |t|  v,
w := s+ z − 1, nous avons
(11·48) x
syzF (s, z)
sz
=
{
1 +O
(
E1(t)
)}yesvG (s)
s2
Γ
(w
s
)
e−wA0(s)/s.
De´monstration. Nous avons
H (s, z)
H (s, 1− s) = exp
{
w
∫ 1
0
h′01(s, 1− s+ tw) dt
}
= {1 +O(|w|X)} exp
{
w
∫ 1
0
f ′01(s, 1 + tw) dt
}
= {1 +O(|w|X)} exp
{
wf ′01(s, 1)− w2
∫ 1
0
(1− t)f ′′02(s, 1 + tw) dt
}
=
{
1 +O
(
|w|X+ |w|
2X
α
)}
exp
{
wf ′01(s, 1)− w2
∫ 1
0
(1− t)
s2
D′
(
1 +
tw
s
)
dt
}
=
{
1 +O
(
|w|X+ |w|
2X
α
)}
Γ
(
1 +
w
s
)
ewf
′
01(s,1)+γw/s
ou` nous avons successivement employe´ (11·45) et (5·105).
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Notant A1(s) := γ + s{log y + f ′01(s, 1)}, il suit
xsyzF (s, z)
sz
=
{
1 +O
(
E1(t)
)}yesvG (s)
s
ζ(1 + w)Γ
(
1 +
w
s
)
ewA1(s)/s
=
{
1 +O
(
E1(t)
)}yesvG (s)
s2
Γ
(w
s
)
ewA1(s)/s
puisque
z
β
= 1+O(|t|), β = 1+O(λ+α), Γ
(
1+
w
s
)
=
w
s
Γ
(w
s
)
, wζ(1 +w) = 1+O(|w|).
Estimons ensuite A1(s). Comme f ′′01(α,β) = − log y, nous avons
A1(s) = γ + s{f ′01(s, 1)− f ′01(α, 1)}− s
∫ β
1
f ′′02(α, u) du.
Or, la relation (5·105) fournit, compte tenu de l’estimation β − 1 λ+ α,
s
∫ β
1
f ′′02(α, u) du =
s
α
{D(λ/α) + γ}+O((λ+ α)X).
De plus, un de´veloppement de f ′01(s, 1) a` l’ordre 2 en s = α fournit, graˆce a` (5·104) et
(5·92),
f ′01(s, 1) = f
′
01(α, 1) + (s− α)f ′′11(α, 1) +O
(|s− α|2X/α3),
d’ou` s{f ′01(s, 1)− f ′01(α, 1)} = s(s− α)f ′′11(α, 1) +O
(
X3e−2X
)
.
Comme (5·92) et (6·81) permettent d’e´crire f ′′11(α, 1) = f ′′11(σv, 1) + O(λX5e2X), nous
obtenons finalement A1(s) = −A0(s) +O
(
(λ+ α)X
)
et donc
ewA1(s)/s = {1 +E1(t)}e−wA0(s)/s,
ce qui implique bien (11·48). unionsq
La proposition suivante permet de de´duire (11·35) et (11·36) de (11·34). Lorsque aucune
confusion n’est a` craindre nous notons comme pre´ce´demment δ = δ(α,β).
Proposition 11.8. Sous la condition (11·33), nous avons
(11·49) yF (v)Ξ(λ/α, v) =
{
1 +O(R1)
}xαyβF (α,β)
2piαβ
√
δ
Φ(λ/α)
=
{
1 +O(R1)
}
yF (v)e− expD(λ/α).
De´monstration. D’apre`s (9·4), nous avons
δ(α,β) =
D′(λ/α)g′′(σv)
α2
{1 +O(λX2)}.
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Par ailleurs, la relation (11·48) applique´e avec τ = t = 0 fournit
xαyβF (α,β)
αβ
= {1 +O(e−X + λX+ λ2X2eX)}ye
αvG (α)
α2
Γ(λ/α)e−(λ/α)D(λ/α),
d’ou`
xαyβF (α,β)
2piαβ
√
δ
Φ(λ/α) = {1 +O(R1)} ye
αvG (α)
α
√
2pig′′(σv)
e− expD(λ/α)
puisque λX2 + λ2X2e−X  X2e−X + λ2X2e−X  R1. Par ailleurs, en vertu de (6·81),
de l’estimation αv + g(α) = σvv + g(σv) + O
(
g′′(σv)(α − σ)2
)
et (8·4) sous la forme
g′′(α)  X3e3X, nous pouvons e´crire
eαvG (α)
α
√
2pig′′(σv)
=
{
1 +O(λX2 + λ2X4eX)
}
F (v) =
{
1 +O(R1)
}
F (v).
Ainsi, compte tenu de (3·8),
(11·50) x
αyβF (α,β)
2piαβ
√
δ
Φ(λ/α) = {1 +O(R1)}yF (v) e− expD(λ/α).
Nous obtiendrons (11·49) en e´valuant Ξ(λ/α, v).
Commenc¸ons par estimer R(λ/α, v)  e2D(λ/α){D(λ/α)2 + X2}/(vσv). Comme
eD(u)  u (u > 0), et comme, d’apre`s le Lemme 5.4, D(λ/α)  X dans les conditions
(11·33), nous obtenons
(11·51) R(λ/α, v) λ
2X4e2X√
v/ log v
 λ2X4eX  R1.
Par ailleurs, les estimations (5·92) et (5·104) impliquent f ′′11(s, 1) X3e2X pour s ∈ C,
|s− α| α. Graˆce a` (6·75), il suit
(11·52) A′0(s) X2eX (|s− α| α),
d’ou`, par (6·81),
(11·53) A0(σv) = D(λ/α) +O(λX3).
et donc
(11·54) ψ(σv) =
{
1 +O
(
eD(λ/α)λX3
)}
e− expD(λ/α) =
{
1 +O
(
λ2X4eX
)}
e− expD(λ/α).
Compte tenu de (11·51), nous obtenons bien (11·49). unionsq
La proposition suivante fournit une approximation de l’inte´grale double de (11·10) par
une inte´grale simple.
Nous rappelons les de´finitions de u et v en (11·5) et ψ(s) en (11·30).
94 Olivier Robert et Ge´rald Tenenbaum
Proposition 11.9. Sous la condition (11·33), nous avons∫ α+iu
α−iu
∫ β+iv
β−iv
F (s, z)xsyz
(2ipi)2sz
dsdz =
y
2ipi
∫ α+iu
α−iu
esvG (s)ψ(s)
s
ds+O
(
xαyβF (α,β)R
αβ
√
δ
)
.
De´monstration. Inse´rons l’estimation (11·48) dans le membre de gauche de la formule
annonce´e. La contribution du terme d’erreur E1(t) n’exce`de pas
(11·55)  x
αyβ
αβ
∫ u
0
∫ v
0
|F (α+ iτ,β + it)|E1(t) dtdτ.
Compte tenu de la majoration (11·8) pour |F (α+ iτ,β + it)|, et puisque u min(α,λ)
sous la condition (11·33), nous voyons que, pour montrer que (11·55) est englobe´ par le
terme d’erreur, il suffit d’e´tablir, pour toute constante c > 0,
(11·56)
∫ u
0
∫ v
0
e−cf
′′
20(α,β)τ
2−ct2XeX/(t+λ)E1(t) dτ dt R√
δ
·
Posons
s :=
1√
f ′′20(α,β)
 e
−3X/2
X
, t :=
1 + 1/λXeX√
f ′′02(α,β)

√
1 + λXeX
XeX
de sorte que, par (11·42), st  (1 + 1/λXeX)/√δ. Pour tous nombres re´els a, b positifs
ou nuls nous avons∫ ∞
0
e−cf
′′
20(α,β)τ
2
τa dτ  sa+1,(11·57) ∫ ∞
0
e−ct
2XeX/(t+λ)tb dt
∫ λ
0
e−ct
2XeX/λtb dt+
∫ ∞
λ
e−ctXe
X
tb dt

( λ
XeX
)(b+1)/2
+
e−cλXe
X
XeX
(
λ+
1
XeX
)b
 tb+1.
(11·58)
Il s’ensuit que le membre de gauche de (11·56) est
{(λ+ t)X+ (λ2 + t2)X2eX}(1 + λXeX)
λXeX
√
δ
 R√
δ
·
La contribution a` l’inte´grale double du terme principal de (11·48) vaut
(11·59) iy
∫ α+iu
α−iu
esvG (s)
s2
M(s)
∫ v
−v
Γ
(s+ β − 1 + it
s
)
e−itA0(s)/s dtds
ou` l’on a pose´ M(s) := e−(s+β−1)A0(s)/s. Comme s+β− 1 = λ+ iτ , l’inte´grale inte´rieure
en t rele`ve de (5·21) avec T = v, ζ := −iA0(s)/s. L’hypothe`se (11·33) implique que les
conditions
α  min(13 , v), |τ |  18α, v|τ |  16αλ, λ|τ |  18vα, |τ | log
(
1 +
λ
α
)
 c0αv
λ+ v
,
ou` c0 est une constante assez petite, sont satisfaites.
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Pour pouvoir appliquer le Lemme 5.5, il faut encore ve´rifier que
|e (sζ)| = |mA0(s)|  v40(λ+ v) , |τm (sζ)| = |τeA0(s)| 
vα
40(λ+ v)
·
Posons B1 := s(s − α)f ′′01(σv, 1), B2 := (s/α){D(λ/α) + γ} − γ, de sorte que A0(s) =
B2 −B1. En vertu de (5·105) et (11·37), nous pouvons e´crire
B1  uαf ′′11(σv, 1)
X3/2
αe3X/2
 v
(λ+ v)
√
X
·
De plus
mB2  τ
α
∣∣D(λ/α)−D(1)∣∣ |τ |X2eX  X5/2e−X/2  v
(λ+ v)
√
X
·
Semblablement, nous avons eB2  X de sorte que
τe (B2) X3/2e−3X/2  vα
(λ+ v)
√
X
·
Ainsi toutes les hypothe`ses du Lemme 5.5 sont satisfaites. En reportant (5·21) dans
(11·59), nous obtenons que l’expression (11·59) vaut
2ipiy
∫ α+iu
α−iu
esvG (s)
s
e− expA0(s) ds
+O
(
yΓ
(λ
α
)
eαv−v
2/(5(λ+v))
∫ u
−u
∣∣∣∣ G (α+ iτ)e(λ+iτ)A0(s)/s
∣∣∣∣dτ
)
.
Un calcul de routine montre que e (λ + iτ)A0(s)/s = λA0(α)/α + O(1). Compte tenu
de la majoration |G (α+ iτ)| G (α), il s’ensuit que le dernier terme d’erreur est
 yΓ(λ/α)G (α)eαv−v2/{5(λ+v)}−λA0(α)/α  α2xαyβF (α,β)e−v2/{5(λ+v)}
ou` nous avons utilise´ (11·48) avec (s, z) = (α,β) et donc w = λ. Comme v2/{5(λ+v)}
X2 par de´finition de v, cette majoration est compatible avec le re´sultat annonce´. Compte
tenu de (11·59), cela conclut la de´monstration. unionsq
11·5·3. Conclusion
Nous sommes a` pre´sent en mesure de comple´ter la preuve de la Proposition 11.5.
Comme (11·35) et (11·36) de´coulent de (11·34) en vertu de la Proposition 11.8, il reste
seulement a` e´tablir (11·34).
Posons ψ0(s) := e−e
A0(s) (σ > 0). Compte tenu de la Proposition 11.9, nous pouvons
nous limiter a` estimer
y
2ipi
∫ α+iu
α−iu
esvG (s)
s
ψ0(s) ds.
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La premie`re e´tape consiste a` montrer que l’on peut de´placer l’abscisse d’inte´gration α
jusque σv au prix d’un terme d’erreur acceptable. D’apre`s le the´ore`me de Cauchy et
compte tenu de (11·49), il suffit pour cela d’e´tablir la majoration
(11·60) 
∫ σv±iu
α±iu
esvG (s)
s
ψ0(s) ds yF (v)e− expD(λ/α)R.
Or la majoration (11·52) et l’estimation (6·81) impliquent A0(s)−A0(σv) λX3 et donc,
graˆce a` (11·53),
(11·61) ψ0(s) ψ(σv)  e− expD(λ/α)
pour tout s du segment d’inte´gration. Par ailleurs, une alte´ration triviale de la preuve du
Lemme 8.5 implique l’existence d’une constante c > 0 telle que l’on ait, pour les meˆmes
valeurs de s, |G (s)|  G (σ)e−cX2  G (σ)R. Enfin, sous l’hypothe`se σ − σv  σvλX2,
nous avons
σv + g(σ) = σvv + g(σv) +O
(
g′′(σv)(σ − σv)2
)
= σvv + g(σv) +O
(
λ2X4eX
)
et donc eσvG (σ) eσvvG (σv).
Nous obtenons donc bien (11·60).
Nous avons ainsi re´duit la preuve de (11·34) a` celle de l’estimation
(11·62) 1
2ipi
∫ σv+iu
σv−iu
esvG (s)
s
ψ0(s) ds =
{
1 +O(R)
}
F (v)Ξ(λ/α, v).
Comme σv est solution de l’e´quation g′(σ) + v = 0, le membre de droite rele`ve de la
me´thode du col. Nous avons
ψ′0(s) = −ψ0(s)eA0(s)A′0(s), ψ′′0 (s) = ψ0(s)
{(
e2A0(s) − eA0(s)
)
A′0(s)
2 − eA0(s)A′′0(s)
}
,
A′0(s) =
D(λ/α)−D(1)
α
− (2s− α)f ′′11(σv, 1), A′′0(s) = −2f ′′11(σv, 1).
Graˆce a` (11·52), il suit, pour s− σv  u,
ψ0(s) = ψ0(σv)
{
1 +O
(|s− σv|eA0(σv)X2eX)} = ψ0(σv){1 +O(|s− σv|λX3e2X)}
puisque eA0(σv)  eD(λ/α)  λ/α. Les ine´galite´s de Cauchy impliquent donc l’existence
d’une constante c > 0 telle que l’on ait
ψ′′′0 (s) ψ0(σv)λ3X9e6X
(|s− σv|λX3e2X  c),
d’ou`, pour s = σv + iτ , |τ |  u,
ψ0(s) = ψ0(σv) + iτψ′0(σv)− 12τ2ψ′′0 (σv) +O
(
ψ0(σv)λ3X9e6Xτ3
)
.
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En effectuant le de´veloppement de Taylor a` l’ordre 4 de sv + g(s) en s = σv et en
proce´dant comme dans la preuve du The´ore`me 8.6, nous obtenons∫ σv+iu
σv−iu
esvG (s)
2piis
ψ0(s) ds
=
eσvvG (σv)ψ0(σv)
2piσv
∫ u
−u
e−τ
2g′′(σv)/2
{
1 +P(τ)− 12τ2
ψ′′0 (σv)
ψ0(σv)
+O
(
E2(τ)
)}
dτ
avec
P(τ) :=
ψ′0(σv)
ψ0(σv)
iτ − iτ
σv
− 16 ig′′′(σv)τ3,
E2(τ) := λ3X9e6X|τ |3 + τ
2
σ2v
+ g′′′(σv)2τ6 +
g′′(σv)τ4
σ2v
·
La contribution de P(τ) est nulle pour des raisons de parite´. Une variante imme´diate
de (11·57) permet de majorer la contribution de E2(τ) par
 e
σvvG (σv)ψ0(σv)
2piσv
√
g′′(σv)
E2
( 1√
g′′(σv)
)
 e
σvvG (σv)ψ0(σv)
(
1 + λ3e5X/2X6
)
2piσv
√
g′′(σv)eX
·
Nous e´valuons le terme principal graˆce aux formules∫ u
−u
e−τ
2g′′(σv)/2τ2j dτ =
√
2pi{1 +O(e−cX2)}
g′′(σv)j+1/2
(j = 0, 1).
Nous obtenons ainsi
1
2ipi
∫ σv+iu
σv−iu
esvG (s)
s
ψ0(s) ds =
{
1 +O(R2)
}eσvvG (σv)ψ0(σv)
σv
√
2pig′′(σv)
{
1− ψ
′′
0 (σv)
2ψ0(σv)g′′(σv)
}
avec R2 := e−X
{
1 + λ3e5X/2X6} R.
Il reste a` simplifier l’expression du terme principal. Nous avons
ψ′′0 (σv)
ψ0(σv)
=
(
e2A0(σv) − eA0(σv)
)
A′0(σv)
2 − eA0(σv)A′′0(σv).
Les quantite´s A0(σv) et ψ0(σv) peuvent eˆtre estime´es par (11·53) et (11·54). De plus,
nous pouvons de´duire de (5·92) et (6·81) que
A′0(σv) =
D(λ/α) + γ − 1− V/2 +O(λX3)
σv
, A′′0(σv) = −
2 + V
σ2v
{
1 +O
(
1/X2
)}
de sorte que
ψ′′0 (σv)
2ψ0(σv)g′′(σv)
=R
(
λ/α, v
)
+O
(
e−X
)
.
Enfin, par (6·81) et (5·92), nous avons A0(σv) = A(σv) +O(λX), d’ou`
ψ0(σv) = {1 +O(λ2X2eX)}ψ(σv) =
{
1 +O
(
R
)}
ψ(σv).
Cela ache`ve la de´monstration de la Proposition 11.5.
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12. Preuves des The´ore`mes 3.1, 3.2 et 3.3
12·1. Preuve du The´ore`me 3.1
Soit 0 < ε < 124 . Rappelons les de´finitions du domaine Dε et du terme re´siduel E
∗
en (3·10).
Nous nous proposons ici d’e´tablir la formule asymptotique (3·12). Commenc¸ons par
observer que, lorsque v est borne´, nous avons N(x, y)  x d’apre`s la Proposition 10.1,
alors que, en vertu de la de´finition de α et β en (2·3), le second membre de (3·12) est du
meˆme ordre de grandeur. Cela suffit a` e´tablir (3·12).
Dans le reste de la preuve, nous supposons donc y  x/e6.
Si eZ = yσv  3
√
log x log2 x et y > e(log2 x)
3+ε
, le couple (x, y) appartient a` la zone sous-
critique (11·15). La formule (11·16) fournit alors imme´diatement l’e´valuation souhaite´e :
en effet, le terme d’erreur E de´fini en (11·14) est  E∗ alors que les relations (3·9) et
(6·75) impliquent
Φ(λ/α) = 1 +O(α/λ) = 1 +O(E∗).
Si eZ > 3
√
log x log2 x et y  Y10x , nous pouvons appliquer la Proposition 11.5, relative
a` la zone critique (11·33). En observant que le terme d’erreur R1 de´fini en (11·28) est
 E∗, nous constatons que la formule (11·35) implique encore (3·12).
Nous avons ainsi e´tabli (3·12) lorsque e(log2 x)3+ε  y  Y10x .
Dans la zone sur-critique Y10x < y  x/e6, nous disposons de la Proposition 10.1,
qui fournit une excellente approximation de N(x, y), mais d’une nature diffe´rente. Le
re´sultat suivant permet d’assurer le prolongement des formules asymptotiques issues de
la me´thode du col. Nous donnons en fait un e´nonce´ plus pre´cis que ne´cessaire pour notre
objectif imme´diat : seules les valeurs y > Y10x sont a` conside´rer pour comple´ter la preuve
du The´ore`me 3.1 ; le domaine comple´mentaire sera exploite´ ulte´rieurement.
Rappelons les de´finitions de F (t) en (1·9) et Φ(u) en (3·8). Nous posons
(12·1) B :=

{
1 +
(1 +∆2)(log v)2
{log(2 + 1/∆)}2
}√
log v
v
si x  e6, e2Mx < y  x/e6,{
e−2Z +
1
(log2 x)4
}
Z2
√
v
log v
si x  e6, e
√
log x log2 x  y  e2Mx .
Proposition 12.1. Sous la condition x  e6, e
√
log x log2 x  y  x/e6, nous avons
(12·2) x
αyβF (α,β)Φ(λ/α)
2piαβ
√
δ(α,β)
= yF (v) e− exp{D(λ/α)}+O(B).
Admettons provisoirement ce re´sultat et comple´tons la preuve du The´ore`me 3.1.
Comme mentionne´ plus haut, nous pouvons supposer Y10x < y  x/e6. Des observations
analogues a` celles qui ont e´te´ effectue´es au de´but de la de´monstration de la Proposition 9.1
fournissent alors
(12·3) Z > 5 log2 x, log(1/∆)  Z = σv log y, ∆ σv/(log x)4
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et donc λ  1/ log y  σv/ log v par (6·74). Ainsi B
√
(log v)/v. Or, par (6·78),
(12·4) eD(λ/α)  ∆ 1/(log x)4.
En reportant dans (12·2) puis (10·3), nous obtenons encore (3·12). Cela comple`te la
preuve du The´ore`me 3.1.
De´monstration de la Proposition 12.1. Un examen de la preuve du Lemme 11.7 montre
que, pour τ = t = 0, le domaine de validite´ de la relation (11·48) peut eˆtre e´tendu quitte
a` remplacer le terme d’erreur relatif {1+O(E1(0))} par eO(E1(0)). Plus pre´cise´ment, nous
obtenons
(12·5) x
αyβF (α,β)
2piαβ
=
yeαvG (α)
α2
Γ(λ/α)e−(λ/α)D(λ/α)+O(α log v+λ log v+λ
2√v(log v)3/2)
de`s que
(12·6) x  e6, e
√
log x log2 x  y  x/e6.
Pour e´tablir (12·2) lorsque y  e2Mx , nous inse´rons dans le membre de gauche les relations
(12·5), (9·4), l’estimation
αv + g(α) = σvv + g(σv) +O
(
(σv − α)2v3/2
√
log v
)
combine´e avec (6·81), puis enfin (8·8). Chacun des termes d’erreur ainsi introduits est
bien domine´ par la premie`re expression de (12·1).
Lorsque e
√
log x log2 x  y < e2Mx , nous avons λ  e−Z/X d’apre`s (6·74), et donc
1/X5  λ  1/X3. Comme α  e−X/X d’apre`s (6·14), la relation (5·20) implique
D′(λ/α) = eO(X). En reportant dans (3·8) et compte tenu de l’ordre de grandeur
Φ(λ/α)  1, il suit
Γ(λ/α)e−(λ/α)D(λ/α) = e− expD(λ/α)+O(X).
Par ailleurs, il de´coule de (5·97) que δ  X2e3XD′(λ/α)/α2, de sorte que δ = eO(X).
Inse´rons alors ces relations et (12·5) dans le membre de gauche de (12·2) en notant que
αv + g(α) = σvv + g(σv) +O
(
(σv − α)2v3/2
√
log v
)
. En explicitant le terme d’erreur de
(12·5) par (6·74), nous obtenons finalement
xαyβF (α,β)
2piαβ
=
yeαvG (α)
α2
Γ(λ/α)e−(λ/α)D(λ/α)+O(B1)
ou` l’on a pose´ B1 :=
{
e−2Z + (α/σv − 1)2
}√
v/ log v.
Enfin, dans le domaine conside´re´, (6·66) et l’estimation J2() = 1 +O(Z) impliquent
α = σv
{
1 +O
(
Z +
Z
(log2 x)2
+
Z2e−Z
log2 x
)}
.
Comme eZ  (log2 x)4 de`s que y < e2Mx , nous obtenons bien B1  B. unionsq
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12·2. Preuve du The´ore`me 3.2
La relation (3·23) de´coule imme´diatement de (11·36) lorsque e15Mx/8√Yx  y  Y10x .
Lorsque y > Y10x , la relation (10·3) implique amplement la conclusion annonce´e, compte
tenu de (12·3) et (12·4).
La meˆme estimation (10·3) fournit encore (3·24) lorsque y > Y10x puisque nous avons
alors e−∆ = 1 + O(1/(log x)4) en vertu de (12·4). Lorsque y  Y10x , et donc v  log x,
la condition Yxe−3Mx/4  y implique Z > 12 log2 x − 32 log3 x et donc ∆  log2 x. Par
(6·78), il suit
e− expD(λ/α) =
{
1 +O
( ∆
(log2 x)2
)}
e−∆.
Comme, ∆  e−Z√log x/ log2 x dans cette zone, le terme d’erreur pre´ce´dent n’exce`de
pas R−x .
12·3. Preuve du The´ore`me 3.3
Commenc¸ons par e´tablir l’assertion (iii), relative au domaine log y √log x e−
√
log2 x.
Si e
√
log2 x  log y  √log x e−
√
log2 x, nous avons αβ
√
δ = (log x)O(1) = eO((log2 y)
2),
en vertu de (6·59), (6·60) et (5·97). Par (3·12), (5·84) et (6·62), il s’ensuit que
log
(
N(x, y)/y
)
= αv + λ log y + f(α,β) +O((log2 y)
2)
= 2αv + λ log y +
S(λ)e−λX
αX2
+O
(
e−λX
αX3
)
.
Comme nos hypothe`ses impliquent, par (6·59) et (6·60),
αv  (log y)/ log2 y, λ 1/
√
log2 y,
il vient
log
(
N(x, y)/y
)
= {1 +O(εx)}λ log y = {1 +O(εx)}Hy
ou` l’on a utilise´ les estimations Hy = log y/{log2 y+O(1)} et  = log2 x+O(log3 x), qui
re´sulte de (3·16).
Lorsque log2 y 
√
log2 x, nous utilisons la me´thode ge´ome´trique expose´e au para-
graphe III.5.2 de [29], notamment le the´ore`me III.5.3. Notant {pj}j1 la suite croissante
des nombres premiers, nous avons, par de´finition de Hy,
(12·7) N(x, y) =
{
1 +O
(
(log y)2
log x log2 y
)} ∑
hHy
(log x)h
h!
∑
ky
ω(k)=h
µ2(k)∏
p|k log p
En particulier, nous avons trivialement
N(x, y) y(log x)Hy = eHy log2 x+O(Hy logHy),
qui implique la majoration contenue dans (3·28).
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Pour e´tablir la minoration correspondante, posons ky :=
∏Hy
j=1 pj , de sorte que
N(x, y) 
∑
nx
k(n)=ky
1 =
{
1 +O
(
(log y)2
log x log2 y
)}
(log x)Hy
Hy!
∏
1jHy log pj
 eHy log2 x+O(Hy logHy).
En rassemblant nos estimations, nous obtenons
log
{
N(x, y)/y
}
=
{
1 +O
(
log2 y
log2 x
)}
Hy log2 x =
{
1 +O
(
1√
log2 x
)}
Hy log2 x,
d’ou` (3·28) en vertu de l’estimation de  pre´ce´demment cite´e.
Nous sommes a` pre´sent en mesure d’e´tablir l’assertion (i).
Rappelons les de´finitions des termes re´siduels εx et ηx en (3·21).
Lorsque y > x3/4, nous avons K ηx. La relation (3·26) re´sulte alors de (10·3).
Posons, pour x assez grand, hx := (log4 x)/ log3 x. Nous avons
(12·8) K = {1 +O(εx)}∆
(
e(1+2hx)Mx/4 < y  x3/4
)
.
En effet, dans le domaine spe´cifie´, Z  12 log3 x+ log4 x, et donc
(12·9)  1/{
√
log2 x log3 x}
en vertu de (3·17). Ainsi, K = vσv{1 +O(Z2)}, ce qui implique bien (12·8).
La relation (3·26) est alors imme´diate lorsque e2Mx < y  x3/4 : il suffit d’inse´rer (12·8)
dans (6·78), puis de reporter l’estimation de eD(λ/α) ainsi obtenue dans (12·2).
Lorsque e(1+2hx)Mx/4 < y  e2Mx , nous avons
(12·10) 1/(log2 x)2   1/{
√
log2 x log3 x}.
La majoration co¨ıncide avec (12·9), et la minoration de´coule de (6·26) via (3·17). En
particulier, λ/α  ∆ log2 x, et donc
(12·11) eD(λ/α) = {1 +O(εx)}λ
α
=
{1 +O(εx)}
σv log(vσv)
= ∆{1 +O(εx)}
ou` l’on a successivement utilise´ le Lemme 5.4, (6·66), l’estimation J2() = 1 + O(Z)
conse´quence de (5·4), et (6·24).
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Notons que sous la condition (12·10), et avec la notation (12·1), nous avons
B 2Z2
√
log x
log2 x
 εx∆.
En reportant dans (12·2) compte tenu de (12·11), puis en utilisant (12·8), nous obtenons
bien (3·26) sous la condition (12·8).
Il reste a` traiter le cas 2  y  e(1+2hx)Mx/4. Nous avons alors eZ √log2 x log3 x, et
donc  1/{(log3 x)
√
log2 x} par (3·17).
Supposons d’abord
(12·12) Z > e−
√
log2 x.
Nous avons alors log2 y  log2 x et αβ
√
δ = (log y)O(1) en vertu de (6·8), (6·74), (5·97)
et (5·45). Ainsi
log
(
N(x, y)/y
)
= αv + λ log y + f(α,β) +O(log2 y),
d’ou`, par (5·84) puis (6·62),
log
(
N(x, y)/y
)
= αv + λ log y +
S(λ)
αX
(
e−λX
X
+ J2(λX)
)
+O
(
e−λX
αX3
)
= 2αv + λ log y +
S(λ)e−λX
αX2
+O
(
e−λX
αX3
)
=
(
2αv + λ log y
){
1 +O
(
1
log2 x
)}
,(12·13)
puisque 2αv + λ log y  eX et X  log2 x dans le domaine conside´re´.
Nous avons encore, par (6·66),
λ =
{
1 +O
(
log(2 + 1/Z)
log2 x
)}

log(vσv)
, α =
{
1 +O
(
log(2 + 1/Z)
log2 x
)}
σv.
Or, d’apre`s (8·8) et (8·2) d’une part, et (6·24), (3·13) et (3·15) d’autre part,
(12·14)
vσv =
{
1 +O
( 1
log2 x
)}
1
2 logF (v),
log y
log(vσv)
=
{
1 +O
( 1
log2 x
)}J1() logF (v)
2
√
J2()
.
Il s’ensuit que
(12·15)
log
{
N(x, y)/y
}
=
{
1 +O
(
log(2 + 1/Z)
log2 x
)}(√
J2() +
J1()
2
√
J2()
)
logF (v)
=
{
1 +O
(
log(2 + 1/Z)
log2 x
)}
Θ logF (v),
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ou` la seconde e´galite´ re´sulte de (5·18).
Nous avons Θ = 1−K/(2σv) par (3·18), d’ou`, par (12·14),
Θ logF (v) = logF (v)−K{1 +O(1/ log2 x)}.
Si Z > 1, il suit
log
(
N(x, y)/y
)
= logF (v)−K+O
(
logF (v) +K
log2 x
)
.
Comme logF (v)  vσv  KeZ  εxK log2 x, ou` la premie`re majoration re´sulte de
(3·20), nous obtenons bien (3·26).
Si Z  1, nous de´duisons de (12·12) et (12·15) que
log
{
N(x, y)/y
}
= logF (v) +O
(
logF (v)√
log2 x
)
−
{
1 +O
(
1√
log2 x
)}
K.
Or, K  vσv  logF (v), d’apre`s la dernie`re estimation de (3·18) et la premie`re de
(12·14). Cela implique bien (3·26).
Lorsque, enfin, Z  e−
√
log2 x, nous de´duisons (3·26) de la formule (3·28) e´tablie plus
haut. En effet,   log(2 + 1/Z) log2 x par (3·16), donc
Hy log y log2 xlog2 y

√
log x e−
1
2
√
log2 x  vσvεx.
Ainsi,
(12·16) N(x, y) = y eO(εxvσv) = yF (v)e−2vσv{1+O(εx)},
d’apre`s la premie`re estimation de (12·14). De plus, il de´coule de notre hypothe`se sur Z et
de (3·16) que Θ εx, d’ou` K = 2vσv{1+O(εx)}. Cela fournit encore (3·26) en reportant
dans (12·16). La de´monstration de l’assertion (i) est donc comple`te.
Prouvons a` pre´sent l’assertion (ii).
Lorsque y > x3/4, nous avons ∆  K  ηx, donc (3·26) implique la formule requise
(3·27).
Lorsque Y10x < y  x3/4, l’e´valuation (3·27) re´sulte, avec beaucoup de marge, de (12·4)
et (10·3).
Lorsque e15Mx/8
√
Yx < y  Y10x , il suffit d’appliquer (11·36) et (6·78).
Lorsque, enfin, e2Mx < y  e15Mx/8
√
Yx, nous avons par exemple ∆  v1/8. Compte
tenu de (12·2) et (6·78), la relation 3·12 sous la forme affaiblie
N(x, y) =
xαyβF (α,β)Φ(λ/α)
2piαβ
√
δ(α,β)
eO(X),
fournit alors (3·27). Cela conclut la preuve de l’assertion (ii) et donc celle du The´o-
re`me 3.3.
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13. Comportement local deN(x,y)
13·1. Zone sur-critique
Nous obtenons le re´sultat suivant, pour lequel nous rappelons notamment la notation
(1·11).
Proposition 13.1. Soient ε > 0, C > 0. Sous les conditions
(13·1) x  16, Y8x  y  x, |t|  Cv3/4{log v}1/4,
nous avons
N(xet, y) = N(x, y)eσvt
{
1 +O
(
log v + t2/v√
v log v
)}
,(13·2)
N(x, yet) = N(x, y)e(1−σv)t
{
1 +O
(
log v + t2/v√
v log v
)} (|t|  (1− ε) log y).(13·3)
De´monstration. Nous pouvons supposer sans perte de ge´ne´ralite´ que v est assez grand.
En effet, dans le cas contraire, le parame`tre t est borne´ et les estimations annonce´es
re´sultent de (10·3).
Nous constatons alors que les hypothe`ses effectue´es impliquent que les couples (etx, y)
et (x, ety) satisfont aux conditions d’application de la Proposition 10.1 et que le terme
d’erreur E(x, y) de cet e´nonce´ est  √(log v)/v. Les formules asymptotiques (13·2) et
(13·3) de´coulent donc de la Proposition 8.7. unionsq
13·2. Zone sous-critique
Ce paragraphe est consacre´ a` de´duire de l’estimation implicite (3·12) une description
pre´cise du comportement local de N(x, y) dans la zone sous-critique.
Rappelons la notation (11·14) pour le terme d’erreur E relatif a` formule asymptotique
implicite pour N(x, y) dans la zone sous-critique.
Proposition 13.2. Sous la condition e(log2 x)
3+ε  y  Y7/8x nous avons :
(i) si y  e
√
log x log2 x, |t| (log x)√log2 y/(log y)3/2, alors
(13·4) N(etx, y) = eαtN(x, y)
{
1 +O
(
E +
|t| log2 y
log x
+
t2(log y)3
(log x)2 log2 y
)}
,
(ii) si y > e
√
log x log2 x, |t| (log x)3/4(log2 x)1/4, alors
(13·5) N(etx, y) = eαtN(x, y)
{
1 +O
(
E +
|t| log2 x
log x
+
t2/ log2 x√
log x log2 x
)}
,
(iii) si y  e
√
log x log2 x, |t|√(log y log2 y)/ log2 x, alors
(13·6) N(x, ety) = eβtN(x, y)
{
1 +O
(
E + |t| (log2 y)
2 + log2 x
log y
+
t2 log2 x
log y log2 y
)}
,
(iv) si y > e
√
log x log2 x, |t|√log x log2 x, alors
(13·7) N(x, ety) = eβtN(x, y)
{
1 +O
(
E +
|t| log2 x+ t2/ log2 x√
log x log2 x
)}
.
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De´monstration. Avant d’entamer spe´cifiquement la preuve des points (i) a` (iv), com-
menc¸ons par remarquer que, sous les hypothe`ses effectue´es, les couples (x, yet) et (xet, y)
conside´re´s satisfont aux conditions de validite´ (11·15) de la Proposition 11.3.
Par (11·16), nous avons sous les conditions (11·15), et donc a fortiori dans les
hypothe`ses pre´sentes,
(13·8) N(x, y) = {1 +O(E)}eϕ(x,y)
avec ϕ(x, y) := α log x + β log y + f(α,β) − logα − log β − 12 log 2pi − 12 log δ(α,β). (Il
est a` noter que, dans cette expression, α et β sont e´galement fonctions de x et y.) Nous
obtiendrons les re´sultats annonce´s en e´tudiant les variations de ϕ relativement a` chacune
des variables.
A` cet effet, nous posons ϕ1(t) := ϕ(xet, y), ϕ2(t) := ϕ(x, yet).
Les de´rive´es partielles de la hessienne δ = δ(σ,κ) sont donne´es par les formules
suivantes, dans lesquelles, pour la lisibilite´, nous omettons l’indication des variables :
δ′10 = f
′′′
30f
′′
02 + f
′′
20f
′′′
12 − 2f ′′11f ′′′21, δ′01 = f ′′′21f ′′02 + f ′′20f ′′′03 − 2f ′′11f ′′′12.
Par (5·102), (5·103) et (5·104), il s’ensuit que
δ′10 
( 1
σ
+
1
ξ
)
f ′′20f
′′
02, δ
′
01 
(1
ξ
+X
)
f ′′20f
′′
02.
De plus, lorsque ξ  σ (ce qui est re´alise´ en (α,β) dans la zone sous-critique conside´re´e
ici), (5·86), (5·88) et (5·97) impliquent δ  f ′′20f ′′02, et donc
δ′10/δ  1/σ, δ′01/δ 
(
1/ξ +X
)
.
Posons encore, pour x, y fixe´s,
(13·9)
a1(t) := α(xet, y), b1(t) := β(xet, y) (t  −v),
a2(t) := α(x, yet), b2(t) := β(x, yet) (− log(y/2)  t  v/2)
j(t) := aj(t) + bj(t)− 1 (j = 1, 2).
Notant aj := aj(t), bj := bj(t) pour simplifier l’e´criture, nous avons en particulier
f ′10
(
a1, b1
)
+ log x+ t = 0, f ′01
(
a1, b1
)
+ log y = 0,
f ′10
(
a2, b2
)
+ log x = 0, f ′01
(
a2, b2
)
+ log y + t = 0,
de sorte que, e´tendant notre convention d’e´criture aux de´rive´es,
(13·10)
a′1 = −
f ′′02
(
a1, b1
)
δ
(
a1, b1
) , b′1 = f ′′11(a1, b1)δ(a1, b1) (t  −v),
a′2 =
f ′′11
(
a2, b2
)
δ
(
a2, b2
) , b′2 = −f ′′20(a2, b2)δ(a2, b2) (− log(y/2)  t  v/2).
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Comme de plus
ϕ′1 = a1 −
a′1
a1
− b
′
1
b1
− δ
′
10(a1, b1)a′1 + δ′01(a1, b1)b′1
δ(a1, b1)
,
ϕ′2 = b2 −
a′2
a2
− b
′
2
b2
− δ
′
10(a2, b2)a′2 + δ′01(a2, b2)b′2
δ(a2, b2)
,
nous obtenons ϕ′1 = a1+O
(|a′1|/a1+|b′1|/1+|b′1|X), ϕ′2 = b2+O(|a′2|/a2+|b′2|/2+|b′2|X).
Graˆce notamment a` (5·3) et aux e´valuations du Lemme 5.4, les estimations (5·86),
(5·88) et (5·90) impliquent respectivement, pour X > 1, 0 < σ < 14 , κ+ σ > 1,
(13·11)
f ′′20(σ,κ) 
e−ξX
σ3X2
+
e−ξX
σ3X{1 + ξX} +
1
ξ2
 e
X
σ2X
+
eX
σ2{1 + ξX} +
1
ξ2
,
f ′′02(σ,κ)  e−ξX
{ 1
ξσ
+
1
ξ2
}
,
f ′′11(σ,κ) 
1
σ2
e−ξX log
(
1 +
1
(ξ + σ)X
)
+ e−ξX
{ 1
ξσ
+
1
ξ2
}
.
En particulier, sous la condition supple´mentaire ξ  σ, nous pouvons e´crire
(13·12) f ′′02(σ,κ) 
e−ξX
ξσ
 Xe
X
ξ
, f ′′11(σ,κ) 
e−ξX
σ2
log
(
1 +
1
ξX
)
.
Nous sommes a` pre´sent en mesure d’e´tablir les estimations annonce´es.
Pour prouver l’assertion (i), nous de´duisons de ce qui pre´ce`de que, si |t|  12 log x, nous
avons a1  α, 1  λ, b1  β, eX(a1,b1)  eX et donc
a′1 
α2λXe−X
1 + λ
, b′1  αe−X,
de sorte que a1 − α |t|α2λXe−X/(1 + λ), et donc
ϕ1(t)− ϕ1(0)− tα |t|αλ(λ+ 1)X+ t
2α2λ2X
λ(1 + λ)eX
 |t| log2 y
log x
+
t2(log y)3
(log x)2 log2 y
·
En reportant dans (13·8), nous obtenons bien (13·4).
Conside´rons ensuite l’assertion (ii). Nous avons, pour |t| (log x)/ log2 x,
a1  1√
log x log2 x
 α, 1  1
yσv log2 x
 λ, b1  β, eX(a2,b2) 
√
log x
log2 x
 eX.
Seule l’estimation de 1 = 1(t) est non triviale : comme nos hypothe`ses impliquent
tσv/v  1 et log y  v, nous de´duisons de (6·74) et (8·19) que 1  1/(yσv+t log2 x) 
1/(yσv log2 x). Ainsi, a′1  α2/eX, b′1  αλX/eX, de sorte que a1 − α  |t|α2/eX, et
donc
ϕ1(t)− ϕ1(0)− tα |t|αX+ t
2α2
eX
 |t| log v
v
+
t2
v
√
v log v
·
Nous obtenons (13·5) en reportant dans (13·8)
Sur la re´partition du noyau d’un entier 107
Prouvons (iii). Sous l’hypothe`se |t|  12 log y, nous pouvons e´crire
a2  log ylog x log2 y
 α, 2  log(2 + 1/Z)log2 y
 λ,
b2  β, X(a2, b2)  log2 y  X, eX(a2,b2)  eX,
en vertu de (6·8), (6·9), (6·20) et (6·19). Compte tenu de (13·10), (13·11) et (13·12), cela
implique a′2(t) α/eX, b′2(t) λ/XeX, de sorte que b2(t)− β  |t|λ/XeX et
ϕ2(t)− ϕ2(0)− βt |t|(X+ λ) + t
2λ
XeX
 |t| (log2 y)
2 + log2 x
(log y)
+
t2 log2 x
(log y) log2 y
.
Le report dans (13·8) fournit donc bien (13·6).
Il reste a` e´tablir l’assertion (iv). Pour |t|√log x log2 x, nous avons
a2  1√
log x log2 x
 α, 2  1
yσv log2 x
 λ, b2  β, eX(a2,b2) 
√
log x
log2 x
 eX,
ou` l’estimation de 2 est obtenue comme pre´ce´demment via (6·74) et (8·19). Il suit
a′2  αλX/eX, b′2  λ/XeX, de sorte que b2 − β  |t|λ/XeX et donc
ϕ2(t)− ϕ2(0)− βt |t|{λX
2 + 1}+ t2λ
XeX
 |t| log2 x+ t
2/ log2 x√
log x log2 x
,
d’ou` (13·7) par insertion dans (13·8). unionsq
13·3. Zone critique
Dans un premier temps, nous de´duisons de la Proposition 11.5, et plus pre´cise´ment de
la formule (11·36), des formules relatives au comportement local de N(x, y) dans la zone
critique.
Rappelons la notation R1 en (11·28) et, avec les notations (13·9), posons
qj(t) := j(t)/aj(t), Dj(t) := D(qj(t)) (j = 1, 2).
Notons encore
T1 = T1(x,∆) :=
∆ log x
(1 +∆2) log2 x
, T2 = T2(x,∆) :=
√
log x log2 x
1 +∆
·
Proposition 13.3. Pour x assez grand et Y3/4x  y  Y9x, nous avons
N(xet, y) =
{
1 +O
(
R1 +
(1 +∆2)|t| log2 x
∆ log x
)}
N(x, y)eαt
(|t| T1),(13·13)
N(x, yet) =
{
1 +O
(
R1 +
(1 +∆)|t|√
log x log2 x
)}
N(x, y)eβt
(|t| T2).(13·14)
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De´monstration. Une ve´rification facile permet de montrer que, sous nos hypothe`ses,
les couples (x, yet) et (xet, y) conside´re´s sont dans le domaine de validite´ (11·33) de
la formule (11·36).
Prouvons d’abord (13·13). Nous avons, pour |t| (log x)/ log2 x,
a1  1√
log x log2 x
 α, 1
a1
 ∆+ 1
log(2 + 1/∆)
 λ
α
,
b1  β, eX(a2,b2) 
√
log x
log2 x
 eX,
d’ou` a′1  α3X, b′1  (λ+ α)α2X2, graˆce a` (13·10), (13·11) et (13·12).
De plus, D′1 = D′
(
q1
){
b′1/a1 − (b1 − 1)a′1/a21
}
. Comme b1 − 1 λ+ α, il s’ensuit que
D′1(t) α2(α2 + λ2)X2/λ2, et donc
D1(t) = D(λ/α) +O
( |t|α2(α+ λ)2X2
λ2
)
.
Pour |t| ∆(log x)/{(1 +∆2) log2 x}, nous pouvons donc e´crire
eD1(t) = eD(λ/α) +O
( |t|eD(λ/α)α2(α2 + λ2)X2
λ2
)
= eD(λ/α) +O
( |t|α(α+ λ)2X2
λ
)
= eD(λ/α) +O
( (1 +∆2)|t| log2 x
∆ log x
)
.
Par (11·36), il suit
N(etx, y) = {1 +O(R1)}yF (v + t)e− expD1(t)
=
{
1 +O
(
R1 +
(1 +∆2)|t| log2 x
∆ log x
)}
yF (v)eσvt−expD(λ/α).
Graˆce a` (6·81), nous pouvons remplacer eσvt par eαt au prix d’un terme d’erreur qui,
compte tenu de (6·74), n’exce`de pas le pre´ce´dent.
Cela ache`ve la de´monstration de (13·13).
Conside´rons ensuite (13·14). Comme nos conditions impliquent σv log y  log2 x, nous
pouvons de´duire de (8·19) que
∆(x, yet)  ∆ (|t|
√
log x log2 x), ∆(xe
t, y)  ∆ (|t| (log x)/ log2 x),
alors que (6·8) et (6·75) impliquent, pour |t|√log x log2 x,
a2  1√
log x log2 x
 α, 2
a2
 ∆+ 1
log(2 + 1/∆)
 λ
α
,
b2  β, eX(a2,b2) 
√
log x
log2 x
 eX,
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d’ou` a′2  (λ+ α)α2X2, b′2  λ2α/(λ+ α). Cette dernie`re estimation peut eˆtre pre´cise´e
en observant que δ − f ′′20f ′′02  {f ′′11}2 et en faisant appel a` (5·105). Nous obtenons
b′2 = −
f ′′20
(
a2, b2
)
δ
(
a2, b2
) = −a22
D′
(
q2
){1 +O( λ2X2
λ+ α
)}
.
Compte tenu de la forme du terme principal de (11·36), nous devons e´tablir un controˆle
des variations des fonctions Dj(t). Nous avons D′2 = D′
(
q2
){
b′2/a2 − (b2 − 1)a′2/a22
}
, de
sorte que en e´crivant b2 − 1 λ+ α, nous avons
(13·15) D′2 = −a2
{
1 +O
( λ2X2
λ+ α
)}
+O
(
(λ2 + α2)X2D′(λ/α)
)
.
Comme, de plus, a2 − α |t|(λ+ α)α2X2, nous obtenons, pour |t|
√
log x log2 x,
D2 = D(λ/α)− αt+O
(
|t|λ
2αX2
λ+ α
+ |t|α(λ
3 + α3)X2
λ2
+ t2α2(λ+ α)X2
)
= D(λ/α) +O(α|t|),
et donc eD2(t) = eD(λ/α) +O
(
D(λ/α)|t|α) = eD(λ/α) +O(λ|t|).
L’estimation (11·36) implique donc, pour |t| 1/{λ+ α},
N(x, yet) = {1 +O(R1)}yF (v − t)et−expD2(t)
= {1 +O(R1 + λ|t|)}yF (v)e(1−σv)t−expD(λ/α).
Comme 1− σv = β +O(λ) par (6·81), nous obtenons
N(x, yet) = {1 +O(R1 + λ|t|)}N(x, y)eβt−expD(λ/α),
d’ou` (13·14) puisque λ (1 +∆)/√log x log2 x en vertu de (6·74). unionsq
Nous e´tablissons ensuite, en exploitant la formule (11·34), un raffinement de (13·14) au
voisinage du point
yx := e−f
′
01(σlog x,1)
dont nous verrons plus loin qu’il constitue une bonne approximation du point ou`
l’inte´grande de (4·9) est maximal. Quitte a` alte´rer la forme du terme principal, nous
visons une estimation valide pour des valeurs de t exce´dant
√
log x log2 x.
Nous posons
K(t) :=

e|t||t|
1 + |t| si t < 0,
t(1 + t) si t  0,
R2(t, v) :=
{
1+e−2σvt+e−σvtK(σvt)
} (log2 x)5/2√
log x
(t ∈ R).
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Proposition 13.4. Sous la condition Y−1/3x  et  Y7x, nous avons
(13·16) N(x, yxet) =
{
1 +O
(
R2(t, vx)
)}
yxF (vx) e(1−σ)t−exp(−γ−σt)
ou` nous avons pose´ vx := log(x/yx) et σ := σvx .
De´monstration. Pour toutes les valeurs de t conside´re´es ici, le couple (x, yxet) appartient
au domaine de validite´ (11·33) de la formule asymptotique (11·34).
D’apre`s (5·78), nous avons ∆(x, yx)  1. Un calcul de routine utilisant notamment
(8·19) fournit alors
∆(x, yxet) 
√
(log x)/ log2 x
(yxet)σv+t
 e−σvt (|t| (log x)3/4(log2 x)1/4),
et donc
a2  α  1√
log x log2 x
,
2
α
 e−σvt + 1
log(2 + eσvt)
, X(a2, b2) = X+O(1),
d’ou`, par (13·10), (13·11) et (13·12), a′2  α3X2(1 + e−σvt), b′2  α2e−σvt +
α2/{log(2 + eσvt)}2. En substituant 2 a` λ dans la preuve de (13·15) et en prenant en
compte les majorations 2  (1 + e−σvt)α et α/2  log(2 + eσvt), il suit
D′2 + a2  α2X2(1 + e−σvt){log(2 + eσvt)}2.
De plus, la majoration obtenue pour a′2 implique
∫ t
0
a2(u) du =
 tα+O
(
t2
∫ 1
0
(1− u)a′2(tu) du
)
= tα+O
(
αX2
e−σvtσ2vt2
1 + σ2vt2
)
(t < 0),
tα+O
(
t2α3X2
)
(t > 0),
alors que
∫ t
0
(1 + e−σvu){log(2 + eσvu)}du 
−
e−σvtσv|t|
1 + σv|t| (t < 0),
t+ σ2vt
3 (t > 0).
Nous obtenons donc, pour les valeurs de t conside´re´es, D2(t) + γ + σvt αX2K(σvt).
Comme, par hypothe`se, αX2K(σvt) 1, nous en de´duisons
e− expD2(t) =
{
1 +O
(
αX2e−σvtK(σvt)
)}
e− exp(−γ−σvt)
En reportant dans (11·36), il suit, compte tenu de (8·12),
N(x, yxet) =
{
1 +O
(
(1 + e−2σt)
(log2 x)5/2√
log x
)}
F (v − t)et−expD1(t)
=
{
1 +O
(
R2(t, vx)
)}
yF (v)e(1−σ)t−exp(−γ−σt).
Cela comple`te la preuve de (13·16). unionsq
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13·4. Preuve du The´ore`me 4.1
Version globale pour le domaine Dε de nos estimations relatives au variations locales
de N(x, y), le The´ore`me 4.1 correspond au The´ore`me 3.1 et pourrait formellement en
eˆtre de´duit, mis a` part le comple´ment relatif aux petites valeurs de y. Nous utilisons
cependant les Propositions 13.1, 13.2 et 13.3, dont les preuves contiennent certains des
calculs ne´cessaires, et qui nous permettent donc de parvenir plus rapidement au re´sultat
annonce´.
Sous la condition (13·1), nous pouvons appliquer la Proposition 13.1. Dans les hy-
pothe`ses du The´ore`me 4.1, nous avons alors log y  √v log v et les termes d’erreurs de
(13·2) et (13·3) sont  √(log v)/v. Par ailleurs, l’estimation λ  1/ log y  1/ logYx
re´sulte de (6·74) alors que (6·81) implique σv − α  σvλ(log v)2  σv(log v)2/ log y 
1/v. Il s’ensuit que
αt = σvt+O(E∗) (|t|  v1/6),
βt = (1− σv)t+O
(
λ|t|+ |(σv − α)t|
)
= (1− σv)t+O(E∗) (|t| v1/12).
En reportant dans (13·2) et (13·3), nous obtenons bien (4·2) et (4·3).
Dans la zone sous-critique couverte par la Proposition 13.2, un raisonnement dichoto-
mique axe´ sur les places relatives de log y et (log x)1/3 permet de montrer que les termes
d’erreur de toutes les formules de cet e´nonce´ sont bien  E∗.
Enfin, dans la zone critique couverte par la Proposition 13.3, nous avons ∆  v1/8.
Les termes d’erreur de (13·13) et (13·14) sont donc domine´s par le second terme de E∗.
Il reste a` e´tablir (4·4). La me´thode ge´ome´trique de´veloppe´e au paragraphe 12.3 fournit
facilement le re´sultat annonce´.
En effet, rappelant que, pour 2  y  e
√
log x log2 x, nous avons α  Hy/ log x, et donc
(log x+ t)h = (log x)heαt
{
1 +O
(|t|Hy/ log x)} (|h|  Hy, |t| (log x)/Hy),
nous obtenons bien (4·4) sous les conditions indique´es en inse´rant cette estimation
dans (12·7).
13·5. Preuve du Corollaire 4.2
La formule (3·24) montre que N(2x, y) ∼ N(x, y)F (v+log 2)/F (v) lorsque v est borne´.
Par ailleurs, il re´sulte imme´diatement du The´ore`me 3.5 que α = o(1) si, et seulement si,
v →∞. Cela implique imme´diatement (4·5).
Pour e´tablir (4·6), nous observons que β = 1 + o(1) e´quivaut a` λ = o(1). Le re´sultat
annonce´ de´coule donc de (4·3) et (6·74).
La relation (4·7) de´coule de (4·3) et des e´valuations du The´ore`me 3.5. En effet,
β = b + o(1) e´quivaut a` λ = b − 1 + o(1) et, en particulier, λ  1. Par (6·74), cela
implique (x, y) ∈ D−. Le The´ore`me 3.5(i) fournit alors l’estimation de y annonce´e.
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14. E´tude deK(x) et de´termination du
reste optimal dans la conjecture d’Erdo˝s
14·1. De´veloppement asymptotique : preuve du The´ore`me 4.3
Soit x  2. Pour tous σ > 0, 0 < κ < 1, nous pouvons former la majoration de Rankin
(14·1) K(x) =
∫ ∞
1
N(x, y)
y2
dy =
∫ ∞
0
N(x, eu)e−u du  xσ
∫ ∞
0
e(κ−1)u+f(σ,κ) du.
Le membre de droite est minimal lorsque f ′10(σ,κ) + log x = 0 et l’inte´grande est
maximal lorsque u + f ′01(σ,κ) = 0. Comme l’inte´grale de Perron repre´sentant K(x)
est domine´e par un petit voisinage du point-selle rx > 0, unique solution de l’e´quation
f ′10(rx, 1) + log x = 0, cela sugge`re que l’inte´grale de gauche dans (14·1) est domine´e par
un voisinage de Yx := e−f
′
01(rx,1).
D’apre`s (8·3), nous avons, de`s que 0 < σ < 14 ,
g′(σ)− f ′10(σ, 1) 
∑
p
pσ log p
{1 + p(pσ − 1)}2  e
X +
1
σ2X2
∑
p>eX
log p
p2+σ
 1
σ log(1/σ)
ou` X := X(σ, 1)  log(1/σ). Comme g′(σ) = −S0201(σ)  1/{σ2 log(1/σ)}, nous
obtenons rx  1/
√
log x log2 x, d’ou` −g′(rx) = log x+O
(√
log x/ log2 x
)
et finalement
(14·2) rx = σlog x
{
1 +O
( 1√
log x log2 x
)}
,
en vertu de (8·4) et de l’identite´ dσv/dv = −1/g′′(σv).
Posons alors
sx := σlog x, yx := e−f
′
01(sx,1).
Comme, d’apre`s (5·8) et (5·80),
(14·3) −σf ′01(σ, 1) = X +O(1/X2) (0 < σ < 14 ),
nous de´duisons de ce qui pre´ce`de et de (5·92) que rx log Yx − sx log yx  sx, ce qui nous
conduit a` substituer yx a` Yx dans l’analyse de la premie`re inte´grale (14·1). Notons que,
d’apre`s (5·78),
(14·4) log yx = −f ′01(sx, 1) = S0101(sx, 1) 
√
log x(log2 x)
3/2  logYx.
A` fins de re´fe´rence ulte´rieure, nous observons e´galement que (14·3) implique, compte
tenu de (6·26), que
(14·5) ∆(x, yx) = sx log xeγysxx = e
−γ +O
( 1
(log2 x)2
)
.
Nous de´duirons le The´ore`me 4.3 du re´sultat suivant, qui posse`de un inte´reˆt propre.
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Proposition 14.1. Nous avons
(14·6) K(x) = e
γF (log x)
sxy
sx
x
{
1 +O
( (log2 x)5/2√
log x
)}
(x  3).
De´monstration. Posons vx = log(x/yx) et notons d’emble´e que
(14·7) σvx − sx  (log2 x)/ log x.
Majorant trivialement la contribution de u > log x dans la seconde inte´grale de (14·1)
et effectuant le changement de variable u = log yx + t dans l’inte´grale restante, nous
obtenons
K(x) =
∫ vx
0
N(x, yxet)
e−t
yx
dt+
∫ log yx
0
N(x, yxe−t)
et
yx
dt+O(1).
Notant h := 2(log2 x)/sx, nous avons, en vertu de (3·26) et (8·13),∫ vx
h
N(x, yxet)
e−t
yx
dt
∫ vx
h
F (vx − t) dt
 F (vx)
∫ vx
h
e−sxt/2 dt F (vx)
esxh/2sx
 F (vx)
sx log x
.
Observons ensuite que, pour 0  t  log yx, y = yxe−t, v = log(x/y), nous avons
yσv  ysxx e−tsx et donc, d’apre`s (14·5),
∆(x, yxe−t)  etsx .
Il suit, compte tenu de (3·26), (3·20) et (8·13), pour une constante convenable c > 0,∫ log yx
h
N
(
x,
yx
et
) et
yx
dt F (vx)
∫ log yx
h
esxt−c exp(tsx) dt
 F (vx)e
sxh−c exp(hsx)
sx
 F (vx)
sx log x
·
En rassemblant nos estimations, nous pouvons donc e´crire
K(x) =
1
yx
∫ h
−h
N(x, yxet)e−t dt+O
( F (vx)
sx log x
)
.
D’apre`s (13·16) et (14·7), le terme principal vaut
yxF (vx)
∫ h
−h
{
1 +O
(
R2(−t, vx)
)}
e−sxt−exp(−γ−sxt) dt.
La contribution a` l’inte´grale du terme d’erreur est clairement  (log2 x)5/2/{sx
√
log x}
alors que celle du terme principal vaut
1
sx
∫
R
e−t−exp(−γ−t) dt+O
( 1
log x
)
=
eγ
sx
{
1 +O
( 1
log x
)}
·
Nous avons ainsi e´tabli que
(14·8) K(x) =
{
1 +O
( (log2 x)5/2
(log x)1/2
)}eγF (vx)
sx
·
Cela implique bien (14·6) puisque, d’apre`s (8·12),
F (vx) =
F (log x)
ysxx
{
1 +O
( (log2 x)5/2√
log x
)}
. unionsq
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Nous sommes a` pre´sent en mesure d’e´tablir le The´ore`me 4.3. Compte tenu de la Propo-
sition 14.1, il suffit de montrer, avec la convention utilise´e au paragraphe 6.3.2 concernant
les de´veloppements asymptotiques, que sxysxx admet un de´veloppement asymptotique de
la forme
sxy
sx
x ≈ X
∑
m0
bm/X
m
avec X = X(sx, 1 − sx). En effet, la premie`re relation (6·34) et (6·36) impliquent alors
(4·10).
Or la technique employe´e pour e´tablir (6·33) fonctionne sans changement pour f ′01(σ, 1)
et fournit −σf ′01(σ, 1) ≈ X0
∑
m0 cm/X
m
0 ou` X0 = X(σ, 1). Comme X0  X =
X(σ, 1 − σ)  log(1/σ) d’apre`s (5·48), et donc eX0X0 = {1 + O(σ log(1/σ))}eXX par
(5·47), on voit que le de´veloppement asymptotique pre´ce´dent est e´galement valable en
remplac¸ant X0 par X. De plus, (14·3) implique c0 = 1 et c1 = c2 = 0.
Cela comple`te la preuve de (4·10).
De´terminons a` pre´sent R1 et R2. Compte tenu de (14·3), de l’estimation eXσX =
1 +O(σX), et de (6·34) sous la forme X = 12V +O(1/V 2), nous pouvons e´crire
K(x) = 12e
γF (log x)V
{
1 +O
( 1
V 2
)}
ou` V = V (log x) est la solution de l’e´quation V eV = 2 log x.
Paralle`lement aux calculs du paragraphe 6.3.2, nous e´crivons
− f ′01(σ, 1) ≈
∫ ∞
2
dt
1 + t(tσ − 1)
=
∫ eX
eX/X2
dt
1 + (t log t)/eXX
−
∫ eX
eX/X2
XeX dt
{1 + t log t/eXX}t log t
+
∫ ∞
eX
dt
t(tσ − 1) +O
( eX
X2
)
=
∫ 1
0
eX dt
(t+ 1){1 + (t log t)/(X + tX)}
−
∫ X2
1
eX dt
t(t+ 1){1 + (log t)/X}{1 + (t log t)/(X + tX)} +
∫ ∞
eX
dt
t(tσ − 1) +O
( eX
X2
)
.
Un calcul direct montre que∫ ∞
eX
dt
t(tσ − 1) =
1
σ
log
( 1
1− eσX
)
=
X
σ
+O
( 1
σX3
)
.
Par ailleurs, (5·80) indique que le terme en eX dans le de´veloppement asymptotique de
−f ′01(σ, 1) est nul. Il suit
−f ′01(σ, 1) =
X
σ
+
c3
σX2
+O
( logX
σX3
)
avec
c3 := −
∫ 1
0
t log t
(1 + t)2
dt+
∫ ∞
1
log t
t(t+ 1)
dt+
∫ ∞
1
log t
(t+ 1)2
dt = 2
∫ ∞
1
log t
t(t+ 1)
dt =
pi2
6
·
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Nous pouvons donc e´crire
K(x)
eγF (log x)
= X
{
1− c3
X2
+O
( 1
X3
)}
= 12V −
2c3
V
+O
( 1
V 2
)
.
En reportant dans (6·36), nous obtenons bien
K(x) = 12e
γF (log x)(log2 x)
{
1− log3 x
log2 x
+
2 log3 x− pi2/3
(log2 x)2
+O
(
(log3 x)2
(log2 x)3
)}
.
14·2. Formule asymptotique pour K2(x)/K1(x)
Ce paragraphe est de´volu a` la preuve du The´ore`me 4.4.
Comme
K1(x) = xK(x) +O(x), K2(x) = xK(x)−
∫ x
0
K(t) dt,
nous de´duirons la relation souhaite´e d’une e´valuation des inte´grales de Perron respectives
pour K(x) et
∫ x
0
K(t) dt. Nous avons, pour tout σ > 0,
(14·9) K(x) = 1
2pii
∫
σ+iR
F (s, 1)xs
s
ds, K2(x) =
x
2pii
∫
σ+iR
F (s, 1)xs
s+ 1
ds.
Selon la me´thode du col, le choix optimal de l’abscisse d’inte´gration est σ = rx,
unique solution re´elle de l’e´quation f ′10(rx, 1) + log x = 0. Par (14·2), nous avons
rx − σlog x  σ2log x.
Dans ce qui suit, nous posons X = X(rx, 1). Comme X tend vers l’infini avec x, nous
de´duisons de (5·86) et (5·3) que
(14·10) f ′′20(rx, 1)  1/(r3xX)  (log x)3/2(log2 x)1/2.
L’e´valuation des inte´grales (14·9) passe classiquement par une estimation de la
de´croissance des inte´grandes sur une droite verticale. Posant
η := (log2 x)/
√
f ′′20(rx, 1)  (log2 x/ log x)3/4,
nous avons, paralle`lement a` (8·7),
(14·11) |F (rx + iτ, 1)| F (rx, 1)e−c(log2 x)2
(
η  |τ |  T := exp{(log2 x)38/37}).
Cela re´sulte de (7·1) et (7·9) lorsque |τ | > 1/2X, et de (7·2) dans le cas contraire. Nous
omettons les de´tails qui sont semblables a` ceux de la preuve de (8·7).
Une application de la formule de Perron effective analogue a` celle qui a e´te´ de´veloppe´e
dans la preuve de la Proposition 8.9 implique alors
K(x) =
1
2pii
∫ rx+iT
rx−iT
F (s, 1)
xs
s
ds+O
(
xrxF (rx, 1)
T
+
xrx logT
T
∫ T
−T
|F (rx+iτ, 1)|dτ
)
,
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d’ou` nous de´duisons graˆce a` (14·11) que
(14·12) K(x) = 1
2pii
∫ rx+iη
rx−iη
F (s, 1)
xs
s
ds+O
(
xrxF (rx, 1)e−c(log2 x)
2
)
.
Par ailleurs, nous de´duisons de (7·2) l’existence d’une constante c1 > 0 telle que
(14·13) |F (rx + iτ, 1)|
F (rx, 1)
 e−c1τ2f ′′20(rx,1) (|τ |  rx)
alors que (5·101) applique´e avec z = 1 fournit un prolongement holomorphe de f(s, 1)
sur un disque de centre rx et de rayon  rx. Compte tenu de (14·10), nous de´duisons
donc de (5·102) que l’on a dans ce disque
f
()
0 (s, 1) (log x)(+1)/2(log2 x)(−1)/2 (  1).
En estimant a` pre´sent l’inte´grande dans (14·12) par la formule de Taylor a` l’ordre 4, il
suit
K(x) =
xrxF (rx, 1)
2pi
∫ η
−η
Y (τ)e−f
′′
20(rx,1)τ
2/2 dτ +O
(
xrxF (rx, 1)e−c(log2 x)
2)
avec
Y (τ) := e−if
′′′
30 (rx,1)t
3/6+O(t4D4)
=
1
rx
{
1− iτ
rx
− 16f ′′′30(rx, 1)τ3 +O
(τ2
r2x
+ τ6D23 +D4τ
4
)}
ou` D := (log x)(+1)/2(log2 x)(−1)/2 (  1). La contribution des termes impairs e´tant
nulle par syme´trie, il suit
K(x) =
xrxF (rx, 1)
2pirx
{∫ η
−η
e−f
′′
20(rx,1)τ
2/2 dτ +O(E)
}
avec
E := rxe−c(log2 x)
2
+
1
r2xD
3/2
2
+
D23
D
7/2
2
+
D4
D
5/2
2

√
log2 x
f ′′20(rx, 1) log x
.
Nous pouvons alors conclure, comme dans la preuve du The´ore`me 8.6, que
(14·14) K(x) = x
rxF (rx, 1)
rx
√
2pif ′′20(rx, 1)
{
1 +O
(√
log2 x
log x
)}
(x  3).
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Des calculs identiques fournissent
(14·15) K2(x) = x
1+rxF (rx, 1)√
2pif ′′20(rx, 1)
{
1 +O
(√
log2 x
log x
)}
(x  3).
On note que le facteur 1 + rx attendu au de´nominateur du terme principal est englobe´
par le terme d’erreur.
Compte tenu de l’approximation (14·2), cela comple`te la preuve du The´ore`me 4.4.
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