ABSTRACT
INTRODUCTION
In many English for Specific Purposes (ESP) and English for Academic Purposes (EAP) classrooms, the construction of specialised corpora has been carried out with the aim to sample the language that is considered to be the central concern of learners' needs. Examples of such corpora include the Guangzhou Petroleum English Corpus (GPEC), the Hong Kong University of Science and Technology (HKUST) Computer Science Corpus, the Jiaotong Diaxue English of Science and Technology (JDEST) Corpus and the Student Engineering English Corpus (SEEC). Gavioli (2005) points out that unlike other general English corpora, such as the British National Corpus (BNC), Brown Corpus, American National Corpus (ANC) and ICAME corpora collection, the construction of such specialised corpora offers some distinct advantages. One of them is being highly controlled in the quantity of words collected, which results in manageability from the technical aspect, as well as the analytical point of view. Another advantage of the specialised corpus design involves the features of the specialised language, of which offer information about the language ad hoc to the learners' needs.
In linguistic studies, the application of electronic corpora promises access to a specific domain linguistic knowledge, including the instances of how a particular lexical item is used in its context. Hence, corpus-based data provide great assistance to many researchers to exhaustively explore the linguistic features of ESP/EAP from all the possible sources of written and spoken texts -books, magazines, websites, CDs, interviews, plays, etc. Analyses of corpusbased data allow researchers to highlight recurrent features of a language, making it possible to provide a more substantiated procedure to describe the humdrum and routine aspects of ESP/EAP, which have been the concern among the teachers who have to assume the roles of experts for both language and the specific discipline (Fadhil 2001) . It offers a means to isolate and provide "indications about key lexical, grammatical or textual issues to deal with in ESP classes" (Gavioli 2005) . Thus, the integration of corpora in ESP/EAP is "viewed as a coherent course design step at university settings" (Fuentes & Rokowski 2003) .
THE LEXICAL APPROACH TO LANGUAGE DESCRIPTION
According to Lewis (1993) , language is made up of 'grammaticalised lexis' instead of 'lexicalised grammar'. This simply means that meanings are constructed from fixed words rather than fixed structures. Therefore, the basis of a language is its lexis. Mudraya (2006) draws a distinction between vocabulary and lexis as the former being a collection of individual words with meanings and the latter being a combination of words (not just single words) stored in our mental lexicons to be used anytime. In addition, Harwood (2002) sees lexis as strings of words which go together, and this includes prefabs and collocations. Harwood also affirms that it is quite difficult to discriminate between lexis and the traditional concept of 'grammar'. This vagueness suggests the importance and priority of lexis in language description.
Lexical items of a language are regarded as socially sanctioned independent units, of which many are words, and in fact more are multi-word units. Lewis (1993) suggests the following taxonomy of lexical items: a) words -dictionary entries b) polywords -two to three words which operate like an individual lexical items, for example, phrasal verbs. c) collocations -individual words with its neighbouring words d) institutionalised expressions -fixed items (not yet, certainly not, sorry to interrupt, but can I just say…. .) e) full sentences -readily identifiable pragmatic meaning.
Lewis also maintains that language mastery involves assembling lexical units from the smallest components. Nattinger and DeCarrico (1992, p. xv) note that:
One common pattern in language acquisition is that learners pass through a stage in which they use a large number of unanalysed chunks of language in certain predictable social contexts. They use, in other words, a great deal of 'prefabricated' language. Many early researchers thought these prefabricated chunks were distinct and somewhat peripheral to the main body of a language, but more recent research puts this formulaic speech at the very centre of language acquisition and sees it as basic to the creative ruleforming processes which follow.
Therefore, the lexical approach proposes that if learners are provided with chunks of language according to its particular context, they will be able to master these chunks, which later become the raw data by which learners perceive patterns of language or syntax.
The existence and importance of these language chunks has been the central concern of many linguists. Sinclair (1991) suggests the idiom principle in discussing collocation, and claims that words do not occur at random in text. Martinez and Schmitt (2012) assert that lexical phrases play an important role for fluent language production and vocabulary learning. Menon and Mukundan (2012) also stress that our knowledge of a language involves not only individual words and phrases, but also co-occuring words in a cohesive text. Firooz et al. (2012) underscores the relationship between forms and functions of formulaic strings for pedagogical purpose. There are more existing and on-going investigations on language chunks, which are also variably referred as lexical phrases (Nattinger & DeCarrico 1992) , collocations (Lewis 1993 , Menon & Mukundan 2012 , multi-words items or units (Monti 2011) , and formulaic sequence.
The identification and presentation of these language chunks has become the central task of many researchers into language descriptions, and language teaching and learning. In fact, as emphasised by Lewis "…it applies mutatis mutandis to both spoken and written language, and to both ESP and general language" (1993, p. 96) .
Given the importance of lexis in language description, this study attempts to integrate the lexical approach to describe language for teaching and learning. The focus on words is essential because it provides the basis for the investigation of the specialised language, i.e. the academic engineering texts.
SPECIALISED CORPORA AND GENRE ANALYSIS
Since the ascendancy of computational data analysis in language description, there have been continuous ventures into many potential applications of corpus work in ESP/EAP, which include variations across genres, genre conventions and needs analysis (Gavioli 2005) . Lee (2001) also notes that many corpus-based investigations into language description involve genres or related concepts such as registers, text-types, domain, style, sublanguage, message form and the like. With the potential offered by specialised corpora, genre studies are becoming more extensive and interesting. Studies such as comparisons between corpora of texts from different genres, such as Business English published materials and Business English Corpus (of 28 macro-genres of spoken and written Business English), are able to highlight the specific characteristics of both corpora (Nelson 2000) .
On the same note, the need to study the linguistic features of different genres (or text types) in a language is deemed essential in describing the nature of the language, which apparently has distinct and significant differences from one genre to another (Fadhil 2001 ). There have been many studies into ESP/EAP courses, aimed to identify and describe the linguistic features of specialised languages, including the lexis (Noorli & Imran Ho 2012), rhetorical structures (Kanoksilapatham 2013) , lexico-grammatical patterns (Menon & Mukundan 2012) , discourse, and other aspects of linguistic descriptions. Different syntactic patterns or moves in different sections of article can be observed from a comparative study between sections in article writing. By comparing a specialised corpus with a general corpus, a variety of rhetorical patterns can be identified. The potential of specialised corpora to capture local characteristics of a language, such as features of genres, promotes corpus work to complement genre studies. In addition, there have also been many authors relating their ideas and experience in designing and preparing ESP/EAP courses and materials (Smith et al. 2007 ). Many of these findings have been helpful in guiding language instructors to plan and prepare their teaching effectively.
The starting point of an investigation for a language for teaching or/and learning interest is the keywords and their surrounding company, simply because communication is not possible without words (Menon & Mukundan 2012) . Jin et al. (2012) assert that the vocabulary component needs to be given due attention in a language course. A good knowledge of the vocabulary allows language instructors and course designers to make informed decision in selecting words that deserve to be given attention in designing a course. As such, an underlying tenet of this study is that the lexical items of a specialised language, in particular the lexical and grammatical properties of that specialised academic genre, must be the focal point in ESP/EAP. For the purpose of this paper, the initial investigation is done with the lexical properties of the academic engineering texts, particularly in exploring the individual words.
MULTIVARIATE STATISTICS FOR GENRE ANALYSIS
More recent genre-based corpus studies have been refined with the application of various statistical measurements. More detailed linguistic descriptions on the features of a language can be gained. Abney (1996) underscores the relevancy of statistical methods in approaching a language description including solving issues of ambiguities, naturalness, grammatical degrees, structural preferences, and error tolerance. In addition to the mutual information (MI), loglikelihood (LL), and chi-square with Yates's correction (Yates) which are built in the Wordsmith program, other statistical techniques have been employed to facilitate a more accurate language description. Chujo et al. (2010) , for example, examined a range of statistical measures to identify technical vocabulary, which include LL, MI, Chi2, Yates, the Dice coefficient (Dice), Cosine, complimentary similarity measures (CSM), and frequency. The examination reveals that different statistical techniques can effectively identify specialised vocabulary ranked according to different proficiency levels. In one part of a study, Nishina (2007) presented a comparative study of texts of different genres in the light of multivariate analysis (correspondence analysis, principle component analysis and cluster analysis). The study shows that the empirical analysis facilitates the identification of the internal criteria (similarities, differences and styles) of text genres based on the external data. Using correspondence analysis, Imran Ho and Laman (1997) th Malaysian General Election. The studies reveal words that highly characterise each corpus. Evidently, there is a huge body of mathematical techniques that can be explored in relation to language study to discover what have been previously regarded as complex.
The application of these statistical approaches have allowed the investigations on any similar or differing aspects of genres and text types in a language. The complex links or dispersions between more than two corpora can be examined. The employment of both corpusdriven methods and statistical measurements, such as the multivariate statistics, makes the exploration into these complex links possible.
Multivariate statistical analysis refers to multiple advanced techniques for investigating relationships among multiple variables at the same time. Other commonly encountered multivariate analyses in linguistics research include factor analysis and multidimensional scaling. The underlying assumption is that different kinds of text (corpus) differ in their functions at the linguistic level. It has been discovered that multivariate analyses are a potential statistical analysis to quantify similarities and differences among text types by picturing the relationships visually for further corpus-driven investigation and interpretation. According to McEnery and Wilson (2001) , the common aim of all these multivariate analyses is "to summarise a large set of variables in terms of a smaller set on the basis of statistical similarities between the original variables, whilst at the same time losing the minimal amount of information about their differences". This paper demonstrates the use of correspondence analysis (CA), one of the multivariate techniques, to generate possible visual associations of verbs between the academic engineering corpora and a reference corpus. The empirical observations of the verbs may lead to significant findings on the features of the academic engineering texts types; thus, this study promises more well-informed future investigations into other linguistic features, rhetorical functions, and pedagogical implications involving the academic engineering texts.
METHODOLOGY CORPORA Despite the advantages in the application of a specialised corpora for ESP language description as mentioned in the previous section, Gavioli (2005) argues that there is the other side of the coin; the small number of words in the corpora makes such corpora dubious in distinguishing the characterising features of the specialised language and/or making generalisation about the features inside and even beyond the ESP field. This means that although these corpora can provide samples of technical lexis, it does not warrant that the lexis is in fact the features of the language represented in the corpus. This is because a genre and general language are not different categories. Furthermore, it has also been argued that what seems to be relevant to the students, may not coincide with the actual learning needs in the teaching/learning environments. Hence, it is necessary to compare the frequent features of the specialised corpus with: a) the frequent features of other genres (or text types), and b) those of the general language to determine the typical features of the studied corpus. As such, there are two main corpora in this study. The corpora are the: a) Academic Engineering Texts Corpus (E 2 C) i) engineering Reference Books Corpus (RBC) ii) engineering Journal Articles Corpus (EJC) b) British National Corpus (BNC)
The E 2 C is generally a combination of RBC and EJC, which acts as a general corpus of the academic engineering texts. This corpus consists of 102 texts with a total of 601,481 running words. The engineering discipline of which the texts were collected is the Electrical and Electronics Engineering.
The RBC consists of two reference books for the discipline. This corpus consists of 34 files, which are actually the total of chapters from both reference books. The final size of RBC is 374,726 tokens. The EJC is a collection of the engineering journal articles, randomly retrieved from the online databases of a local university. The journals were selected based on the titles of chapters in the reference books. This corpus contains 226,755 tokens. There are 68 files in this corpus.
The BNC acts as a reference corpus to obtain any statistical information on the spread of the lexical patterns exist in the specialised language being studied. In addition, the statistical data inform the probability of the identified patterns as being specific to the engineering English, instead of the general English (Noorli & Imran Ho 2012) . This corpus contains 100 million tokens, which are collected from written and spoken British English. It represents the English used from the 20 th century onwards.
CORRESPONDENCE ANALYSIS (CA)
The following procedure involves the application of multivariate analysis to discover any complex links or dispersions of verbs between the corpora. The technique employed in the study is correspondence analysis (CA), which enables visual displays of any possible relationships. The analysis is computed based on values derived by cross-tabulating the frequencies of words (verbs) across the corpora. Hence, the initial stage involves generating the different types of wordlists for each corpus for the selection of verbs.
SELECTING THE VERBS
The Wordsmith 6 program was used to generate the frequency wordlist, keywords list and keykeyword list for each engineering corpus: EJC, RBC and E 2 C. Because different wordlists result in different set of words, the selected verbs for the CA need to come from only one type of wordlist (either the frequency wordlist, keywords list and key-keyword list) to ensure consistency and relevancy for the interpretation of the findings. Therefore, it was determined that the selected verbs to be analysed for the CA were obtained from the E 2 C key-keyword list since the corpus comprises RBC and EJC. The key-keywords are the most frequent keywords in a corpus or any set of files. Therefore, the employment of key-keywords for this study indicates the key-keyness of the word in the academic engineering corpus; the more texts a word is 'key' in, the more 'key-key' it is. The selection of words from the key-keyword list further substantiates the significance of the words in the specialised language.
This study resorted to the use of (key)word forms, instead of lemmas, because the researcher intends to identify all the significantly frequent word forms used in the corpus for possible further analyses. Sinclair asserts that "... anyone studying a text is likely to need to know how often each different word-form occurs in it" (1991, p. 30).
There have been many arguments pertaining to the use of word forms versus lemmas for analysis in language description. The head words in dictionary entries are actually lemmas. However, corpus data reveal that different word forms occur in different text types. Therefore, they have different collocational and colligational properties; this also means that they have different meanings (Stubbs 1998) . In a 200-million-word corpus, Stubbs (2001) found that different forms of seek, such as seek, seeks, seeking and sought have different collocates. Similar feature is also found in the collocation seek-asylum, which occurs in various forms: asylum seekers, seeking asylum, etc. Therefore, "... the unit of use and of meaning may be smaller than the lemma" (Stubbs 1998 ). 30 verbs were selected from the E 2 C key-keyword list. Because there are issues of keykeywords which may take in more than one word class, for example signal may be either a noun or a verb, therefore, the selection of these 30 verbs was based on the prototype category, regardless the forms the verb assumes. This means that the word signal is regarded as a noun, instead of a verb. In addition, inflectional forms of verbs such as -s, -ed, and -ing in shows, connected and using are also regarded as verbs for analyses.
ANALYTICAL PROCEDURE
Because the CA requires the frequency values of the verbs for each corpus, the frequencies of the same words were obtained from EJC, RBC and BNC frequency wordlists. Table 1 lists the 30 verbs for all the corpora. Unlike other techniques of multivariate statistics, correspondence analysis can be computed with raw frequency data. The CA is computed based on values derived by cross-tabulating the frequencies of the verbs across the corpora. The purpose is to show the statistical similarities and differences across the corpora. The CA procedure was carried out with the XLSTAT 2013 program. 
RESULTS AND DISCUSSION
The 30 verbs plot the graphical display in Figure 1 . There are two data plots: the first plot represents the column, and the second represents the row. The column represents the corpora; each corpus is marked by a point and a label. On the other hand, the row represents all the 30 verbs from Table 1 . Each is also marked by a point and a label. To have a better visualisation of the data plots, Figure 2 displays the corpora plot (column) and Figure 3 the verbs plot (row). Tables 2 and 3 provide the coordinates of both the columns (corpora) and rows (verbs) on the map respectively. The variation from left to right (along F1 axis) is 96.42% of total inertia, and the variation from top to bottom (along F2 axis) is 3.58%. Therefore, the association between the corpora and the verbs is two dimensional of a good quality at 100%. The quality of the analysis can be evaluated by consulting the table of the eigenvalues (Table 4 ). The eigenvalues reflect the relative importance of the dimensions; the first is always being the most important. If the sum of the two (or a few) first eigenvalues is close to the total represented, then the quality of the analysis is very high. The correspondence analysis of the 30 verbs is of good quality as the sum of the first two eigenvalues adds up to 100% of the total. The values also indicate that the differences between the corpora are mainly along the F1 axis. In other words, the main differences among the corpora can be described from the information or words along the F1 axis. The F1 axis provides the relationship between general English (BNC) and the specialised corpora, while the F2 axis presents the associations between the two academic engineering corpora: EJC and RBC.
The plotted points in Figure 2 show that the verbs clearly distinguish the corpora from each other, with all the three engineering corpora in the same quadrant. RBC appears to be the most specific sub-corpus even from the use of verbs outlook (as opposed to nouns which can be categorised according to their technical meanings). On the other hand, the F2 axis reveals more on the interrelationship of EJC and RBC. E 2 C (0.027) and EJC (0.389) share the same positive quadrant, whereas RBC (-0.081) in the negative quadrant; BNC, however, is in the negative quadrant for both axes (Table 2 ). It appears that though both academic engineering text types may share many words, the CA proves that the use of verbs in EJC and RBC still differs. Generally, Figure 3 proves that general English (BNC) is indeed different from the academic engineering texts (E 2 C), and RBC from EJC. It also shows that E 2 C does assimilate the features of both text types; for both axes, E 2 C remains in between RBC and EJC. The corresponding words plot in Figure 3 shows which of the 30 verbs contribute to the differences and similarities of the corpora, according to the positions reflected on both axes. Verbs which are distant from BNC contribute to the specialised corpora, such as analyse, analysed, and decrease with the coordinates of 2.007, 1.691 and 1.292 respectively. These are words which contribute to the differences of the specialised corpora on the F1 axis. Words which contribute to the differences on the F2 axis include connected, calculate, and assume with the coordinates of 0.085, -0.116 and -0.106 respectively. Words which are closer to any of the corpus contribute to that corpus; for example, the words analyse and analysed are closer to EJC. Therefore these words contribute to the genre. The further the words from BNC, the more significant they are in the specialised corpora.
The values of corpora contribution on both axes are presented in Table 5 . A contribution value is the percentage of inertia (variance) of a particular dimension (or axis) which is explained by the point (Garson 2008) . It shows that all the three specialised corpora do contribute to the differences on the F1 axis, with E 2 C and RBC account for the most of the total information This implies that EJC shows its attributes more on the F2 axis. RBC, in contrast, displays more of its qualities from the F1 axis. This corresponds with earlier observation that RBC is the most specific among the other specialised corpora. The values on the F1 axis also suggest that the use of verbs in EJC (0.021) is the closest to BNC (0.086) than any other specialised corpora in the study. It means that EJC may assimilate more features of the general English than RBC, which evidently is closer to E 2 C. As informed earlier, the associations of all the corpora are mainly described by the information on the axis which has a higher eigenvalue (or inertia value) among the dimensions (or axes).
The words which contribute to these similarities and differences are reflected in the word contribution values in Table 6 and Table 7 . Verbs which contribute to F1 axis are listed in Table  6 , and F2 axis Table 7 . The higher value of a word between the axes reflects the axis to which the word contributes more. For example, in Table 6 , the contribution values of the verb used are 0.163 on the F1 axis and 0.005 on the F2 axis; this means that the verb used contributes more to the analysis of the corpora on the F1 axis. Therefore, in discussing the different features between the specialised corpora and general English corpus, further linguistic analysis of the verb used may promise significant results.
A closer look at the verbs which contribute to the differences on the F1 axis (Table 6 ) reveals that used (16.3%) has the highest contribution value, followed by shown (15.3%), determine (10.9%), analyse (8.9%), decreases (8.1%), connected (6.4%), analysed (5.8%), applied (5.2%), calculate (4.2%), increase (2.6%), defined (1.8%), determined (1.2%), increase (1.1%), obtain (0.2%) and produces (0.1%). Nevertheless, the maps in Figures 1 and 2 , and the coordinates in Table 3 provide a clearer role played by these verbs along the F1 axis. It shows that analyse (coordinate: 2.007), analysed (coordinate: 1.691) and decreases (coordinate: 1.292) are used distinctly in the specialised corpora, as opposed to used (coordinate: -0.191) and increase (coordinate: -0.019) which appear to make up the features of the general English more.
Similarly, on the F2 axis (Table 7) , the contribution values suggest that obtained (13.2%) plays the most important role in differentiating EJC from RBC, followed by consider (10.3%), assume (9.5%), appear (6.9), required (6.2%), controlled (6.1%), shows (4.4%), result (3.8%), provides (3.5%), decrease (3.2%), using (2.8%), calculated (2.5%), becomes (1.8%), note (1.7%) and assumed (1.1%). On the other hand, Figures 1 and 2 , and the coordinates in Table 3 throw more light on the contribution of this group of verbs. It appears that there are no verbs which characterise EJC, and the closest verb to EJC on the F2 axis is obtained, with the coordinate of 0.103. However, the verbs seem to cluster near E 2 C (coordinate: 0.027) and RBC (coordinate: - 0.081). This suggests that while the contribution values provide the set of verbs which differentiate RBC from EJC, the identification of which verbs characterise any of the corpora can be determined by observing the CA maps (coordinates). As such, the most distinct verb in the group is assume (coordinate: -0.106) and consider (coordinate: 0.069).
CONCLUSION
Obviously, CA proves to be a great tool to draw empirical information regarding which word to select for the possible comparison between corpora in order to distinguish their characteristics; in addition, the analysis provides the most significant words for further linguistic description. Though there is an argument that CA is an exploratory, instead of a confirmatory technique, the task to specify appropriate variables has been done by identifying the significant words to be analysed by generating the keyword and key-keyword lists prior to the CA procedure. The generating of the significant words is done using the log likelihood analysis, which is available with the Wordsmith 6 tool used for the study. Thus, this supports the significance of the output retrieved using the CA technique in this study. The use of the CA provides interesting insights into the complex inter-relationship between the corpora. The CA of the verbs from the E 2 C key-keyword list provides a clear demarcation of all the corpora. There are distinguishable features in the use of verbs between E 2 C and general English (BNC), and between RBC and EJC. The contribution values in the CA, in addition to the map displays, highlight words which are differentiated along the axes, thus, provide insights into words which give the profiles of a corpus. The analyses furnish the researcher with lists of verbs that characterise each corpus. The application of CA is most useful for genre-based study, especially to show how the same sets of words function in different genres. The identification of words significant to a corpus allows an efficient investigation on language description to take place. The genre-based wordlists can serve as a guide for the designing and planning of more specific courses for the specialised language community at the learning institution, such as journal writing. In other words, the wordlists can provide accurate information on the language input depending on the various aims set for teaching and learning the specialised language; this is especially crucial since it is found that one genre can be more specialised than the others.
