Equations are derived for the estimation of the parameters in a nonlinear model for the probability of more than two mutually exclusive and exhaustive events. The estimated probabilities are between zero and one and sum to one. The equations for least squares and maximum likelihood estimation are given, and i t is pointed out that the maximum likelihood estimate has the form of weighted least squares with estimated weights giving more weight to low probability events.
I n a recent paper by Brelsford and Jones [I], the fitting of a logistic curve to zero-one data using least squares and maximum likelihood was presented using a technique developed by Walker and Duncan [2] . The paper stated that the dichotomous case generalizes to a model suggested by Cox [3] for estimating probabilities fort more than two events. Several requests have been received for details of this generalization, and this note provides the details together with more explicit derivations.
Suppose there are k mutually exclusive and exhaustive events. For the observation at time t let z,(t) = 1 if event i occurs and zero otherwise. This gives
The regression coefficients occur nonlinearly so some form of iterative solution is necessary. The equations can be linearized by expanding Pi(t) in a series about an initial guess at the regression coefficients, p;, 
ZPt(t)=l. (4)
Because of the constraint (4), without loss of generality we may put Pf,=O for i = 1
which gives p ( k -1) regression coefficients to be estimated.
Since there are k-1 linearly independent zi(t) at each time point, the regression equation can be written Given observations of z f ( t ) and zn(t), this equation can be solved for pmn-P& giving a correction to the initial guess p,",. This correction is added to the initial guess and the result used as the new guess for the next iteration. The process is repeated until convergence. If the iterations diverge, it indicates a bad first guess and a new attempt can be made. Solving the equations by least squares will give estimates which are best when used against a squared error scoring system. Maximum likelihood estimates of the regression coefficients can also be obtained. Using the multinomial distribution (10)
P 1 ( t ) z l ( V z ( t ) " ( ' )
. . . P # ) y one obtains the likelihood for independent samples I:
L=rI II Pt(t)Zi(t).

(11) t z=1
The log likelihood is k log L = F , 7, z t ( t ) logPf(t). Differentiating with respect to P i j and ,equating the result mum likelihood equations have the form of a weighted to zero gives least squares solution except that the weights involve the estimated regression coefficients. Therefore, more weight is given to low probability events. Equation (16) is simpler than the normal equations calculated from (9), and the solution minimizes the logarithmic score.
dt)=l--C Z l ( t ) ,
The method presented by Walker and Duncan [2] for estimating the probability of k events may be preferable when the events have a natural ordering since it involves the estimation of fewer regression coefficients. There is a rapidly gowing literature on nonlinear regression, and a clear account together with a long list of references is given in Draper and Smith [4]. The method discussed in this paper is the usual Gauss-Newton procedure. A difficulty which is sometimes encountered is iterations which oscillate and converge slowly. It is usually possible to damp these oscillations and speed convergence by adding a positive constant to the diagonal elements of the matrix before it is inverted. This gives a combination of the Gauss-Newton method and the method of steepest descent.
