Abstract. We obtain several formulas for the action of the bilinear Hilbert transform on pairs of Hermite and Laguerre functions. The result can be expressed as a linear combination of products of Hermite or Laguerre functions.
Introduction
The bilinear Hilbert transform is defined as
for functions f and g defined on R. In recent years there has been increasing interest in this operator, mainly after the work of Lacey and Thiele ( [5] ) in which they proved that B maps L p × L q to L r if 1 < p, q ≤ ∞ and 0 < 1/r = 1/p + 1/q < 3/2.
We consider in this paper two families of special functions, namely, the Hermite functions and the Laguerre functions. Our aim is to study the action of B on pairs of functions of each family.
Let G(x) = e −x 2 /2 be the Gaussian function. The Hermite polynomials are defined by
The Hermite function ϕ n is the product H n (x)G(x) of the Hermite polynomial H n (x) and the Gaussian. The sequence {ϕ n } is an orthogonal basis of L 2 (R).
The Laguerre polynomials are defined as L n (x) = 1 n! e x d n dx n (x n e −x ).
(To be precise these are the Laguerre polynomials of type 0.) The Laguerre functions are defined in (0, +∞) as ψ n (x) = L n (x)e −x/2 . The sequence {ψ n } is an orthonormal basis of L 2 (0, +∞). If we define ψ n (x) = ψ n (−x) we get obviously an orthonormal basis for L 2 (−∞, 0). Since we are considering functions defined on the real line, the functions ψ n (x) and ψ n (x) will be extended as 0 outside their original domain. The union of both families of functions is a basis for L 2 (R).
The usual Hilbert transform is defined as
Its action on the Gaussian is given by
where
This function is a dilated of Dawson's integral, which is usually defined without the factor 1/2 in the exponents ([6, Chapter 42]). See [1] or [4] for the evaluation of HG. When acting on ψ 0 (x) = e −x/2 χ (0,+∞) the Hilbert transform gives
where Ei denotes the exponential integral defined as
Iterating an elementary formula for H(xf ) (see [3] and [2] ) the following results for the Hilbert transforms of the Hermite functions and Laguerre functions are deduced:
and
where p n and q n are polynomials of degree n.
When applied to pairs of Hermite functions or Laguerre functions the action of the bilinear Hilbert transform is even easier to describe, neither Dawson's integral nor the exponential integral appear. We state first the result for Hermite functions. We denote by n!! the double factorial:
Moreover, 0!! = (−1)!! = 1.
Theorem 1. The bilinear Hilbert transform (1.1) acting on the pair
where P n,m (x) is a polynomial of degree n + m − 1 with integer coefficients if n = m and P n,n ≡ 0.
The double sequence of polynomials {P n,m } satisfies the recurrence relation
where P −1,m and P n,−1 are taken to be 0. This relation together with the values P n,m (0) determines the sequence completely. For n > m, P n,m (0) = 0 if n + m is even, and if n is even and m is odd; and P n,m (0) = (−2) (n+m+1)/2 (n − 1)!!(m − 1)!! if n is odd and m is even. Moreover, P n,m = −P m,n .
The theorem for pairs of Laguerre functions is as follows.
Theorem 2. The bilinear Hilbert transform (1.1) acting on the pair (ψ n , ψ m ) is given by
Here Q n,m (x) is a polynomial of degree n + m if n = m and Q n,n ≡ 0. Moreover, Q m,n (0) = 0.
The double sequence of polynomials (of degree n + m − 1) given by Q n,m (x) = x m+n Q n,m (1/x) satisfies the recurrence relation
where Q −1,m and Q n,−1 are taken to be 0. The values of Q m,n (0) needed to determine the sequence Q n,m (x), hence Q n,m (x), are
For the Laguerre functions one could use pairs of functions of the whole L 2 basis, that is, to consider also the functions that we denoted as ψ n . It is immediate to check that B( ψ n , ψ m )(x) = B(ψ n , ψ m )(−x) so that Theorem 2 gives also B( ψ n , ψ m ). Nevertheless, if we consider B(ψ n , ψ m ), an exponential integral appears, and the result reads as
where Q
n,m coincides with a polynomial of degree n + m − 1 for x > 0 and with another polynomial of degree n + m − 1 for x < 0.
We prove Theorem 1 in Section 2 and Theorem 2 in Section 3. In both sections we give some other formulas for the polynomials and evaluate the first ones. In Section 4 we consider the more general version of the bilinear Hilbert transform defined as
Particular cases are:
, and B 0 (f, g) = −πf Hg. We will see that for α = 1 the action of B α on pairs of Hermite or Laguerre functions is not as simple as for α = 1. But even in this more general situation, we get exponential decay at infinity whenever α = −1. The best decay rate holds for α = 1.
In [2] the action of the Hilbert transform on the Hermite functions is used to prove with only real-variable methods that it can be extended as an isometry to all of L 2 . Unfortunately, we have not been able to apply the results of this paper to get boundedness properties for the bilinear Hilbert transform.
All the integrals in the paper which are not absolutely convergent are taken in the principal value sense.
Hermite functions
Proof of Theorem 1. Inserting H n (x)e −x 2 /2 and H m (x)e −x 2 /2 into (1.1) we get
The product H n (x − t)H m (x + t) can be written as n+m k=0 p k (x)t k , where p k is a polynomial in x of degree at most n + m − k with integer coefficients. Since only those terms corresponding to odd powers of t give nonzero contributions to the right-hand side of (2.1), we deduce that B(ϕ n , ϕ m )(x) = √ πP n,m (x)e −x 2 for the polynomial
The polynomial P n,m has integer coefficients because the moments of e −t 2 are multiples of √ π.
Since B is antisymmetric, P n,n = 0. For n = m, the term x n+m−1 appears only in p 1 (x) and its coefficient is (m−n)2 m+n because H n (x) = 2 n x n + O(x n−1 ). Thus the leading term of P n,m is (m − n)2 m+n x m+n−1 and the degree of P n,m is exactly m + n − 1.
Derivating under the integral sign in (2.2) and using the fact that H n (x) = 2nH n−1 (x), we deduce the recurrence relation (1.4). To evaluate P n,m (0) we start with
Using the recurrence formula ([6, page 220])
and the orthogonality of the Hermite functions we have (2.4) P n,m (0) = −2(m − 1)P n,m−2 (0) for m ≥ 2 and n = m − 1.
If n + m is even, the integrand in (2.3) is odd and the integral vanishes. Since P n,m = −P m,n , we consider only the case n > m. Let n be even and m odd. Applying (2.4) we deduce that P n,m (0) is a multiple of P n,1 (0), which is 0 because ϕ 1 (t)/t = 2ϕ 0 (t). Let now n be odd and m even. Using (2.4) as many times as necessary we have
This ends the proof of the theorem.
We will obtain now an expression for P n,m as a linear combination of products of Hermite polynomials. To this end we write the expansion
where we have iterated the formula for the derivative of the Hermite polynomial. Inserting in (2.2) this expression and a similar one for H n (x − t) we have
The moments of e −x 2 are
Replacing H l with ϕ l and multiplying by √ π we obtain an expression for B(ϕ n , ϕ m ) as a linear combination of products of Hermite functions.
The first nonzero polynomials in the preceding formulas are the following:
2 , P 3,0 (x) = −24x 2 + 8,
Let H k be the vector space generated by {ϕ 0 , ϕ 1 , . . . , ϕ k }, that is, the space obtained as the product of the Gaussian with the polynomials of degree not greater than k. An immediate consequence of our results is that
Moreover, given F ∈ H n+m−1 (n = m), there exist f ∈ H n−1 and g ∈ H m such that
This is consequence of the bilinearity of B and the fact that {B(ϕ n , ϕ m ), B(ϕ n , ϕ m−1 ), . . . , B(ϕ n , ϕ 0 ), B(ϕ n−1 , ϕ 0 ), . . . , B(ϕ 1 , ϕ 0 )} is a basis of e −x 2 /2 H n+m−1 . If n = m and F ∈ H 2n−2 , both f and g can be taken in H n−1 .
If we consider H k as a real vector space the inclusion in (2.5) can be strict. For instance, one can check that (
Laguerre functions
Proof of Theorem 2. Using the definition of the Laguerre functions we obtain
dt t for x > 0, and 0 for x ≤ 0. It is clear that for x > 0, B(ψ n , ψ m )(x) = e −x Q n,m (x) where Q n,m is a polynomial of degree at most n + m such that Q n,m (0) = 0. The term x n+m appears only from the product of the highest order terms of L n and L m . Thus,
The degree of Q n,m is exactly n + m if and only if
does not vanish. We have
(Here B stands for the beta function.) Iterating this process and taking into account that a m,m = 0, we obtain for n > m the value
which is clearly different from zero.
To prove (1.5) we will use the recurrence relation ([6, page 213])
First we derivate Q n,m to obtain
the recurrence relation (3.4) gives
Since Q n,m (0) is the coefficient of x n+m in Q n,m (x), (1.6) is a consequence of (3.3).
The expressions of the first nonzero Q n,m are the following:
As we did for the Hermite functions in the previous section we will give now an expression of Q n,m as a linear combination of products of Laguerre polynomials, which is the same as giving an expression for B(ψ n , ψ m ) as a linear combination of products of Laguerre functions. Use the formula ([6, page 212])
in the integral of (3.1) to get
Another simple formula for Q n,m can be obtained from the explicit expression of the Laguerre polynomials ([6, page 212])
Using the notation (3.2) we obtain
Let L k be the vector space generated by {ψ 0 , ψ 1 , . . . , ψ k } and L k 0 the subspace of functions in L k vanishing at zero. The result similar to (2.5) for Laguerre functions is
Note that although the degree of the polynomials in the image is higher than for the Hermite functions, the dimension is the same because the polynomials obtained here do not have free term. With the appropriate changes a representation analogous to (2.6) also holds in this context.
The formulas for the action of B are not so simple if we consider the pairs (ψ n , ψ m ). We recall that ψ m (x) = ψ m (−x). Write
so that q k (x) is a polynomial of degree n + m − k, and in particular
where e k , called the exponential polynomial ([6, page 239]), is the polynomial obtained by truncation of the series of the exponential function, namely,
Thus we obtain (1.7).
The Laguerre polynomials and functions we considered so far are those of type 0. For α > −1 the Laguerre polynomials of type α are defined as
The associated Laguerre functions of type α, defined for x > 0, are given by ψ α n (x) = e −x/2 x α/2 L α n (x). We leave to the reader the task of checking that the action of the bilinear Hilbert transform on pairs of functions of this type is very similar to the result given in Theorem 2.
The general bilinear Hilbert transform
Consider the operator B α given by (1.8).
Replacing ϕ n and ϕ m and completing squares we can write
The product H n (x − αt)H m (x + t) can be written as
The first integral of the right-hand side is π times the Hilbert transform of e −(1+α 2 )x 2 /2 evaluated at (α − 1)x/(1 + α 2 ). Changing variables and using (1.2) we get
, where D was given in (1.3). The other integrals give polynomials in x of degree k − 1. Then we can write
where P ), x → ∞.
We can observe that the best decay rate holds for α = 1 and the worst decay rate is for α = −1. A consequence of the exponential decay is that B α (ϕ n , ϕ m ) is in L p (R) for all p > 0, if α = −1.
The action of B α on the Laguerre functions is more involved. We shall limit ourselves to indicate some features of the simplest situation. When α > 0, B α (ψ n , ψ m ) is supported on [0, +∞), as happened for α = 1, but this is not longer true for negative values of α. In the case α > 0 and x > 0, we have Without further discussion we just indicate that in the case α < 0 the decay of B α (ψ n , ψ m ) is also exponential except for α = −1. We leave the details as well as the case B α (ψ n , ψ m )(x) to the interested reader.
