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Las cuestiones que abordaremos en esta tesis hacen referencia a la evolución de superficies en
cuyo interior se encuentra alojado un fluido incompresible y viscoso.
El estado dinámico del fluido se describe matemáticamente mediante un campo vectorial
y,:, t) que representa físicamente la velocidad con la que se mueve un elemento del mismo
centrado en Qn, y, z) en un instante t. El campo Ú debe satisfacer el sistema de Navier-Stokes
___ +(ÉJttfÉ=—±tp±vAt en~2(t) (0.1)
¿it p
txit=o enQ(t) (0.2)
siendo Q(t) el recinto ocupado por el fluido para todo tiempo y donde p y y son la densi-
dad y la viscosidad cinemática respectivamente. Hemos supuesto que las fuerzas másicas son
despreciables.
Al sistema (0.1), (0.2) debemos añadir unas condiciones de contorno adecuadas. Sea E(t) el
borde de Q(t) y supongamos que consiste en la unión de Zo(t) y Si(t). Z~(t) es la región del
contorno que está en contacto con elementos sólidos y sobre ella se impone la condición de no
deslizamiento:
= substrato en 2u(t) (0.3)
con ~,ubstrató la velocidad del substrato sólido.
Sobre Zi(t) actúan fuerzas de tensión superficial. Estas fuerzas están en equilibrio con los
esfuerzos que el fluido ejerce sobre la superficie. Esta condición se expresa matemáticamente en
la forma siguiente
—aHn¿ en Em(t) (0.4)
donde se ha aplicado la convención de suma sobre índices repetidos. T
11 es la componente t,j
del tensor de esfuerzos en coordenadas cartesianas:
1t=—P~ + ~
n~ es la componente i-ésima del vector normal a S
1(t), a representa el coeficiente de tension
superficial de la interfase y H es la curvatura media de la superficie.
Los puntos de ~$(t) se mueven siguiendo el campo de velocidades definido en ellos. Si
denotamos por Vv la velocidad con que se mueve un punto de 21(t) en la dirección normal, esta




Los datos iniciales del problema son 2(0) y el campo de velocidades inicial )o(x, y, z) (con
V.7*0=0).
Dado 2(t). el sistema (0.1), (0.2), (0.3) y (0.4) sería swficiente para hallar el campo de
velocidades. Por otra parte. la ecuación (0.5) debería proporcionar 2(t) dado el campo de
velocidades, lis esta interrelación entre la geometría del borde de un dominio y la solución de
un sistema de ecuaciones que se satisfacen en el interior lo que caracteriza a los problemas de
frontera libre y lo que dificulta su análisis matemático.
Esta tesis está dividida en tres capítulos. Cada uno de ellos se dedica al estudio de un
problema del tipo descrito arriba.
El capitulo primnero está dedicado al análisis de un problenia con condiciones de contorno
mixtas para fluidos muy viscosos en dimensión dos. El fluido lo suponemos acotado por las
curvas = Qn =0,y = 0) y ~m Qn =0,f(x,t)) con
f(O.t) = O
lun fr(~, t) = O
Qt—> —
donde fo es un substrato sólido que se mueve con velocidad fl~ en la dirección horizontal. Si
los efectos de la viscosidad son doniinantes frente a los de inercia (lo que ocurre cerca de un a,
punto de contacto como puede verse mediante análisis dimensional) es razonable la simplifi-
cacion comísistente en sustituir el sistema de Navier-Stokes (0.1), (0.2) por el sistema de Stokes
estacionario:
O = + vA
7* en Q(t) (0.6)
p
enQ(t) (0.7)
Esta aproximación se denomina habitualmente aproximación cuasiestacionaría.
En [17], [18], [461 se estudiaron diversas soluciones estacionarias del sistema para las cuales
la frontera libre es tangente al su bstrato en lo = fo ífl ~‘1~El com portamiento asintótico de estas
soluciones, expresado en coordenadas polares, es el siguiente:
a




f en el caso ~o > O
f en el caso ¡G0 < 0 (0.9) a
cerca del origen, con
1 (t)p = — arctanir
y
fr~.~r
6 con Ocza<1 a
-47* ~‘<3oi ±7*(O)r~’ con 0<a<1
cuando r -+ ~.
Nuestro objetivo ha sido el análisis de la estabilidad de dichas soluciones. En el orden más
bajo, las pequeñas perturbaciones de las soluciones estacionarias satisfacen un sistema lineal de
a
a
5estructura análoga al sistema no lineal (0.1)-(0.5). Dicho problema se puede reformular como la
siguiente ecuación de evolución integrodiferencial para f(r, t):
ftfV.P.jdE.frQ$t) (r)}±” ~ ±I3ufr (0.10)
con u = O si i3o =~ y u = 1 si /% > 0.
En la primera parte del Capitulo 1 se desarrolla una teoría de semigrupos de evolución para
ecuaciones de este tipo empleando algunas herramientas clásicas de análisis como las técnicas
de Wiener-Hopf y se demuestra la contractividad de dichos semigrupos en espacios funcionales
adecuados cuyas propiedades se han estudiado en detalle. El resultado principal es la existencia
de soluciones de (0.10) para clases amplias de datos iniciales f(r, 0) = fo(r) y que tales soluciones
tienen comportamientos asintóticos idénticos a los de las soluciones estacionarias dados en (0.9).
También hemos demostrado que en el caso fo = O hay datos iniciales fo(r) tales que f¿(0) = O




en tiempos próximnos a 1 = 0. Esto implica la formación de un ángulo de contacto variable entre
fluido y substrato aunque el ángulo de contacto inicial sea ir.
En la segunda parte del capítulo se demuestra un resultado de existencia y unicidad de
soluciones globales del problema no lineal completo. El procedimiento de demostración se divide
en dos partes. En primer lugar resolvemos el problema de Stokes con condiciones de contorno
mixtas para un dominio dado y determinamos el campo de velocidades mediante un punto fijo.
En segundo lugar tomamos el campo de velocidades hallado anteriormente, determinamos su
valor en la frontera del dominio y lo introducimos en la ecuación (0.5). Llegamos asi a una
ecuación integrodiferencial no lineal para f(r, 1) que resolvemos mediante un nuevo punto fijo.
En los siguientes dos capítulos de la tesis se estudia la ruptura de tubos fluidos debida a las
fuerzas de tensión superficial y en ausencia de interacción del fluido con paredes externas (es
decir, 2u = @). La experiencia cotidiana demuestra que en numerosas circunstancias el dominio
Q(t) ocupado por un fluido cambia su topología. Más concretamente, el dominio Q(t) inicial-
mente simplemente conexo puede evolucionar a un dominio múltiplemente conexo. El interés
por esta cuestión es antiguo y lo podemos remontar a las observaciones experimentales de Savart
(ver [50]) y a los trabajos de Plateau (ver L”]) y sobre todo de Rayleigh (ver [47]). Nosotros
nos restringiremos al estudio del caso en el que los doníinios £2(t) son siempre axisimétricos.
En el Capítulo segundo supondremos que Q(t) es un tubo deformado extremadamente fino y
que se extiende hasta el infinito. Cuando un cierto parámetro adimensional que mide esencial-
mente el espesor del tubo frente a sus dimensiones longitudinales es pequeño, es posible deducir
a partir de (0.1), (0.2), (0.4) y (0.5) mediante un análisis perturbativo, el siguiente sistema
aproximado
1 “2~
vi + vvz = + P~ l,~Imv~) (0.11)
1h
1 + vh2 = ——v~h (0.12)
donde se supone que el eje z es el eje de simetría, hQz, t) representa la distancia de la frontera
libre al eje de simetría y v(z, 1) es la componente en la dirección z de la velocidad (independiente
de y). La ventaja de este problema aproximado frente a (0.1), (0.2), (0.4), (0.5), es que ya no
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r
es un problema de frontera libre, sino un sistema no lineal de ecuaciones en derivadas parciales.
Bajo estas hipótesis, se puede deducir mediante la ecuación de continuidad que la componente
radial de la velocidad se halla a partir de ¿<st) mediante la fórmula
vr(r, z,t) = ~ &v(z, t
)
2 ¿3z
El sistema (0.11), (0.12) se debe complementar con los datos iniciales
h(z,0) = hu(s) (0.13)
<:0) = ro(s)
Una descripción detallada de la deducción del sistema (0.11), (0.12) se proporciona en el
Capítulo 2.
El sistema (0.11), (0.12) es conocido desde hace tiempo. Podemos citar por ejemplo el
trabajo de J. B. Heller y L. Ting (ver [55]) en el caso ji = o (fluido perfecto) y los trabajos de
3. Eggers y T. Dupont en el caso general (ver [12], [13], [14]). La ruptura del dominio fluido e
equivale a la anulación de hQn, t) en algún (:o, to) para las soluciones del sistema (0.11), (0.12).
El sistema (0.11), (0.12) se denomina habitualmente en la literatura sistema uinidimensional.
Nosotros hemos introducido tina formulación equivalente del sistema (0.11), (0.12) gracias a
la cual es posible encontrar tina gran cantidad de soluciones explícitas en los límites asintóticos
ji —* O y ji —* s- y demostrar algunos teoremas de existencia y unicidad. Más concretamente, el
sistema (0.11) y (0.12) es equivalente a la siguiente ecuación en derivadas parciales no lineal:
— (~-4/2) + ~ sst = o
u(s, 0) = uo(s) (0.14) a,
~ 0) = v1(s)
siendo u(s, t) una función relacionada con ¡¿(st) y tal que si 1¿(z, t) se anula en algún punto a,
(su, tu) entonces u(s, 1) explota en algún (so. tu).
Tras analizar algunas cuestiones sencillas de existencia y unicidad de soluciones locales en
tiempo para el problema (0.14). y por tanto del sistema (0.11), (0.12) con datos iniciales (0.13), a,
pasamos a los resultados esenciales contenidos en el Capítulo 2 que consisten en la descripción de
diversos mecanismos de formnación de singularidades para las soluciones del problema (0.14) en
los límites asintóticos ji = o y ji = —- que corresponden respectivamente a viscosidad despreciable a
y doímíimíante.
El límite ji = o introducido por [55] equivale a una ecuacion elíptica cuasilineal. Este
tipo de ecuaciones se pueden llevar a ecuaciones lineales niediante la llamada transformacíon
hodógrafa. De este modo el problema de evolución se convierte en un problema de Cauchy para
una ecuacion en derivadas parciales lineal y elíptica en un plano con datos prescritos sobre una
curva que depende de los datos inicialesdel problema (0.14). Este enfoque nos permite encontrar
amplias familias de soluciones que dan lugar a ruptura de tubos fluidos. Los resultados hallados
son esencialmente los siguientes:
En el caso ji = o existe una familia de soluciones (1<:, 1), v(s,t)) de (0.11), (0.12) que entre a.
otras contiene:
• Una familia de soluciones autosimilares de (0.11), (0.12). El perfil final de la frontera libre
mu
asociada a dichas soluciones es de la forma
h(s, tu) ~‘-‘ A±Isla , cuando s —4 0±
mu
a
7con a e (0,+~).
• Soluciones tales que
h(s,t)—*1 cuando Is~—>~
r’(s, 1) -40 cuando js¡ —4 oc
para todo valor de 1 < to, que dan lugar a ruptura del tubo fluido en tiempo finito y que
en dicho tiempo presentan un perfil de la forma
h(s,tu) A±¡zf0 , cuamido 5 -4
donde a es un valor que puede escogerse arbitrariamente en el intervalo a c (1, +oo).
En el Capítulo 2 se demostrará también que el mecanismo de ruptura mencionado en segundo
lugar es en cierto sentido inestable. En efecto, si denotamos como (h(s, 1), ¿<s, 1)) una de las
soluciones mencionadas en el segundo punto, es posible construir con las mismas técnicas y para
todos > O otra solución explícita (h(s,t), ~(s,t)) tal que:




donde a > a. Más aún, a se puede seleccionar con cualquier valor arbitrario tal que a > a.
Nótese que el nuevo perfil resultante es más plano que el inicial.
El limite de viscosidad elevada (es decir ji = oc) da lugar a una ecuación que se integra
de forma explícita para todo dato inicial. Esto revela la existencia de un mecanismo nuevo
muy diferente de los hallados para el caso de viscosidad despreciable (ji = 0). En concreto,
demostramos la formación de tubas largos e infinitamente finos previos a la ruptura. De forma
más precisa, cuando tiene lugar la ruptura de tubos fluidos finos de longitud infinita se produce
un estrechamiento de la región ocupada por el fluido de forma que su sección transversal antes
de la ruptura se comporta asintótícamente como
.9 (to —
Dicho estrechamiento tiene lugar en una región cuya longitud crece indefinidamente y es de
orde u
L rs’ (tu —
Se concluye el capítulo segundo estudiando el límite asintótico unidimensional para un fluido
sin tensión superficial. El resultado principal es la imposibilidad de que tenga lugar ruptura en
tiempo finito en ausencia de este tipo de fuerzas, lo que es físicamente esperable al ser la tensión
superficial el mecanismo esencial que genera la ruptura del tubo fluido.
En el capítulo tercero abordamos el estudio, mediante técnicas asintóticas formales, de los
posibles mecanismos de ruptura de configuraciones axisimétricas de un fluido de Stokes. En-
tocarnos la cuestión de manera local siguiendo las técnicas empleadas recientemente en la re-
solución de numerosos problemas de formación de singularidades (ver por ejemplo [25] y [57]).
E! mecanismo descrito consta de dos partes, que son:
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• Una región interior en la que el dominio es una perturbación de un cilindro que se cierra
• Una región más externa que determnina alguna de las constantes arbitrarias que aparecían
en la región interna mediante un problenía de autovalores no lineal (esta situación se
denoníina habitualmente en la literatura similaridad de segundo orden, ver [4]).
Nosotros hemos hallado una familia de mecanismos, siendo el niás estable tino cuyo perfil U
final en el tiempo de ruptura y cerca del punto de ruptura es de la fornía
¡¿Qn. t.~) r~ O z — cuando z —4 ZO e
donde t = tu es el tiempo en el que tiene lugar la ruptura del tubo fluido.
La tesis concluye con un Apéndice en el que estudiamos la relación de dispersión para la
ecuación de evolución de las pequeñas perturbaciones axisiniétricas de una distribución cilíndrica
de fluido de Navier-Stokes y deducimos la existencia de una única rama de inestabilidad. Este
hecho fue analizado por Lord Rayleigh en el caso de un fluido perfecto (ver [47]) y es a menudo
referido en la literatura para el caso de un fluido viscoso. No es fácil encontrar sin embargo
un estudio de las distintas ramas de la relación de dispersión en este óltinio caso. Como la
inestabilidad asociada a dicha relación de dispersión es Ja causa esencial por la que se produce U
la ruptura espontánea de tubos fluidos, se ha dedicado un Apéndice al análisis detallado de la
misma.
a
Existen diversos problemas que es natural plantearse a partir de los resultados obtenidos en
esta tesis. Mencionamos algunos de los más significativos:
a,
- En el Capítulo 2 se describe una gran cantidad de mecanismos diferentes de generacion
de singularidades para el sistema (0.14) en el límite ji = 0. Es previsible que algunos tengan
más estabilidad que otros. Seria interesante tratar de estudiar en detalle qué comportamientos
aparecen o son seleccionados cuan(lo se muantienen términos tales como la viscosidad en las
ecuaciones.
- Tanto en la deducción de los modelos estudiados en el Capítulo 2 como en el estudio de a,
una de las escalas del problema en el Capítulo 3 se ha empleado un método asintótico usual
en la literatura cuando se estudia la dinámica de tubos finos. Dicho límite es singular y seria
interesante realizar un estudio matemático más detallado del mismo. a.
- En el Capítulo 3 el estudio se ha centrado en los fluidos de Stokes. Si las ecuaciones
de evolución del finido se reemplazan por las ecuaciones de Navier-Stokes el análisis es más
complicado. Sería interesante averiguar si existen soluciones que den lugar a ruptura de tubos a







Un problema de frontera libre para
el sistema de Stokes con líneas de
contacto
1.1 Introducción
El objetivo de este capítulo es el estudio de un problema de frontera libre para el sistema
de Stokes en dimensió¡í dos, y en presencia de puntos de contacto entre la frontera libre y




El borde de £(t) consta de dos curvas F~, 1%. La curva F1 es una frontera libre que evoluciona
en el tiempo y sobre la que inípondremos las condiciones de contorno usuales para las fronteras
libres en flujos de Stokes. La curva 1% es un substrato sólido y sobre ella impondremos la
condición de no deslizamiento.
= —aHn1 en F1 = frontera libre (1.3)
en fo = substrato (1.4)
donde
(1.5)
es el tensor de esfuerzos para un fluido de Stokes, Q(t) es la región ocupada por el fluido, n~ son
las coordenadas cartesianas del vector normal, a es el coeficiente de tensión superficial, H es la
curvatura media de la frontera libre y mediante lina elección apropiada de unidades de longitud
podemos considerar el coeficiente de viscosidad igual a la unidad.





10 1 U~ problema dc frontera libre para cf sístum dc Stokcs con fincas de contacto
Supongamos que la frontera libre viene dada en forma implícita mediante f(x, y. t) = —
f(w, t) = 0, entonces la ecuación de evolución para la muisma es
¡Df _ Of +7*s~f=o (1.7) e,
Dl ¿it
Esto equivale a decir que las partículas de la frontera se mueven siguiendo el campo de a,
velocidades, es decir
=7*7* (1.8) a,
donde Ev es la velocidad de la frontera libre en la dirección normual.
Si toníamos la siguiente parametrización para F1 :
e
el vector normal que está dirigido hacia el exterior del dominio es
La velocidad en un punto de la frontera es a.
df (1.11) e.
y
vv=(v~ n~)(fl=~-ft.1 (112) 2
La ecuación de evolución de la frontera se puede escribir entonces en la forma e
fi = v~ — ~ (1.13)
e
En [17], [18] [46], se describieron varias soluciones estacionarias del sistema (1.1)-(1.8) para
las cuales la frontera libre es tangente al substrato en yo. El comportamiento asintótico de estas
sol aciones, expresado en coordenadas polares, es el siguiente:
e
7*r<3ut + 7*(9)r1P si/Gu>0
+ i>(Ú)rlPl siÑo<0 a,




cerca del origen, con a.








Figura Li: Representación del problema (1.1)-(i.8)
fr.~pa 0<o<1
0<a<1
cuando y —* oc.
Nótese en particular que la frontera libre para esta solución tiene un ángulo de contacto
nulo con el substrato horizontal. En este capítulo probaremos la existencia de soluciones del
problema de evolución para pequeñas perturbaciones de la frontera libre plana (f = 0) y para
las cuales el punto de contacto yu = ~o ~ ~i permanece fijo. Además, veremos que el compor-
tamiento asintótico cerca del origen es el mismo que en las soluciones estacionarias. De manera
completamente análoga es posible probar un resultado idéntico para pequeñas perturbaciones
de cualquier solución estacionaria (y pequeña> en la clase descrita arriba.
Tal y corno acabamos de decir, el dato inicial que emplearemos será una pequeña perturbacion
(en un sentido que se precisará posteriormente) de la solución estacionaria plana:
f(x,0) = cfu(x)
donde hemos introducido un parámetro e pequeño que mide el tamaño de! dato inicial.
Supongamos que ]a solución es también pequeña y escribamos
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—> ‘) (i½‘> ±o(c)
(í+c213)± >1 = \ / 0
o
G+62W ( f ) = ( ~) +o(c)
i)ada la proximidad de la frontera libre a Qn < 0, y = 0) podemos aproximar el dominio
variable mediante un dominio fijo (IR4 x IR) y las nuevas ecuaciones serán las de Stokes en
las nuevas variables pero con términos no homogéneos de orden c que ignoraremos en primera u
aproximación ( 0).
Las condiciones de contorno, ignorando términos cuadráticos y de orden superior (en c) y
omitiendo superíndices se convierten entonces en:
Ov~ ¿iv~









En este orden de aproximación la ecuación (1.13) se transforma. en
a
cf = cv~ —
Si retenemos los términos de primer urden en e, obtenemos el siguiente sistema lineal para7*,py f(x,t):





~ = —o dr2 n¿ en {(x,0) : E 1R} (1.16)
a,
7* = O en {(x,0) : rE II?~} (1.17)
en {(x,0):rC~7} (1.18) a.
donde 7* = (0, —1) es el vector normal linealizado en {(x. 0) :r E E}.
u
u
1.2. Notación y algunos resultados preliminares de análisis funcional 13
La primera parte del capítulo trata del análisis de este sistema y la segunda del problema
no lineal completo (1.1)-(1.8).
En este capítulo se demuestra un Teorema de existencia y unicidad de soluciones globales en
tiempo para el sistema no lineal (1.1)-(1.8) silos datos iniciales son pequeños. lina parte signi-
ficativa del mismo se dedica al análisis del problema lineal (1.14)-(1.18). Una vez establecidas
ciertas propiedades del sistema liíieal, estudiamos el problema no lineal mediante un argumento
de tipo perturbativo.
En la Sección 1.2 establecemos algunos resultados acerca del análisis funcional que nece-
sitaremos en el análisis y deduciremos algunas propiedades de diversos operadores lineales que
se usaran a lo largo del capítulo.
En la Sección 1.3 deducimos una fórmula para el campo de velocidades definido por (1.14),
(1.15), (1.16) y (1.17) en términos de la frontera libre f(x, t). Esto nos permitirá escribir
(1.18) como una ecuación integrodiferencial para f(cr, 1). Estudiamos ademnás las soluciones
estacionarias de este problema.
En la Sección 1.4 resolvemos la ecuación integrodiferencial usando el método clásico de
Wiener-Hopf.
En la Sección 1.5 usamos la fórmula obtenida en la Sección 1.4 para deducir algunos com-
portamientos detallados de la frontera libre cerca del punto de contacto.
En la Sección 1.6 transformamos el problema no lineal completo en una Ecuación en Derivadas
Parciales en un dominio fijo, lo cual hace el problema más simple para el análisis.
El la Sección 1.7 deducimnos algunos resultados adicionales de análisis funcional que serán
necesarios para probar la existencia y unicidad globales de soluciones para el problema de frontera
libre.
En la Sección 1.8 mejoraremos los resultados de la Sección 1.3 con vistas a tratar el problema
no lineal completo y finalmente, en la Sección 1.9, concluiremos la demostración del resultado
principal de este capitulo: la existencia y unicidad de soluciones para el problema de frontera
libre con datos iniciales pequeños mencionado anteriormente.
1.2 Notación y algunos resultados preliminares de análisis fun-
cional
A lo largo del capítulo usaremos Ja siguiente votación para las distintas ramas de las potencias
fraccionarias de un número complejo
(k)~ = Lim (z)a (1.19)
E —*
z = k + ie
(k)1 = Lim (z)0 (1.20)
z = k —
(—mr =arg(z) <ir).
Introducimos la siguiente notación para la transformada de Fourier de una función f
1(k) = ~ f dx. eikrf(x) (1.2 1)
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así como para la transformada inversa r
y 1 /
=7(x)= dV elXq(k) (1.22)
El Teorema de Inversión de la transformada de Fourier establece entonces que
y
a
Introduzcamos el operador de proyección P±definido por
pr—f 1 para x>0
0 para x<0 J
O para x>0
~ f para x<0 J
para el cual la transforniada de Fourier está dada por (ver [26]) a,
P±f= (fl± = 1(1±iH)f= fk + ‘v.p.r d~ (1.23)
2 2 2wJ~ k—~ a,
Recordamos e! teorema clásico de Paley-Wiener (ver [40] y [48]) según el cual la función P~f
admite una extensión analítica al semiplano complejo {Iní(z) > 0} y ftf admite tina extensión
analítica al semiplano complejo {Im(z) < 0]. I>ara evitar confusión, hacemos notar que algunas
veces usaremos los operadores P±actuando sobre funciones que son transformadas de Fourier,
es decir a
(P±f)(k) { ¡ para k>0O para k<0
a{ O para k>O(It f)(k) = f para k<0 3’
y y U
Entonces las correspondientes transformadas de Fourier inversas f’±fy itf son analíticas
en {lm(z) < 0] y {Im(z) > 0] respectivamente.
En general, dada una función f tal que f(x) = O para x < 0, su transformada de Fourier a.
f(k) es analítica para Im(k) > 0. Además, un cálculo directo usando (1.21) y (1.22) mnuestra
que en este caso se tiene que
1 f~ f( X) a
.1k1 2wi 1 dA — k (1.24)
para Im(k) > 0. e.
Recordamos que el espacio de Hilbert L2([0, oc) , ría) se define como el conjunto de funciones
f:IR+ —+ iR tales que j ¡ f(u) ¡2 u2Odu oc a
con su producto escalar natural.
a
a
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Dada una función f E L2([0, oc) , río) definimos su a—transformada de Mellin por
f0(A) = ¡ f(u)utÁ+<~Idu (1.25)
donde A E IR.




Se verifica la siguiente fórmula de Parseval (ver [26])
¡ ¡ f(u) ¡2 u20du= 2w1,oo ¡fOe~) ¡2 dA
Usaremos la siguiente fórmula que relacionala transformadade Mellin de una función fE C~
y la de su derivada
70 =~QA~~+a)f01
que se puede obtener mediante integración por partes de (1.25), así como la siguiente propiedad
elemental para cualquier f E L2([0,oc) , u2~) que se deduce a partir de la definición (1.25):
uf(u) = ¡(u7 (1.28)
Es bien conocido que los espacios de Sobolev H5QLQ) y ji (iR) se pueden definir a través de
la transformada de Fourier como el conjunto de funciones tales que
bfIL = (ft dk(1 + ¡k¡2~) y~ 1 oc
¡¡1112 = (r~ dk 11<25 <CC
respectivamente.
Usaremos repetidamente a lo largo del capitulo la familia de espacios de Hilbert ZX donde
s c IR y u > O que se definen como el conjunto de funciones f E L2UO, oc) , z025) tales que
= ¡ dA (1 + ¡A¡)2~ <2 < ~ (1.29)
Estos espacios aparecen de manera natural ya que son capaces de controlar simultáneamente
el comportamiento asintótico y la regularidad de una función f cuyo soporte está contenido en
el semieje real positivo.
Nótese que una consecuencia inmediata de la definición (1.29) es
c Zh>
2 para y1 > u2
Se puede ver, usando la fórmula de Parseval para las transformadas de Mellin y Fourier, que
la transformación
g(u) = f(e~)eQr~)~ (1.30)
define una isometría entre los espacios ZL y H”(M). Observemos que una consecuencia in-
mediata es la densidad de Cr(LQ+) en Zft>.
Será bastante útil en lo que sigue la siguiente caracterización de la norma en
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rProposición 1.1 Sea s > con y = o, 1,2,.... Dada f E Z~ definimos
—~ II s ~ 2
<
h±(k)= fjf y ¡¿4k) = Wf donde f se extiende como cero al semieje real negativo. Sea ¡1(f)
el siguiente funcional:
¡ 1
h~(k) + &(—k) 2= dA. (1+ IA!)21)2s ( ~ 2 2))
5
donde h±(k) y ¡¿<—A) son las transformadas de Mellin de ¼y Fc como en (.t.2á).
Entonces se satisfacen las siguiente desigualdades a,
01 I¡fllzy = >4(f) =02 I¡fllzt. (1.31)
Demostración. Es suficiente con probar las desigualdades para f c <1< por densidad.
Supongamos primero que —~ < s<
Nótese que por (1.25) y por la definición de h~
a
—~—-s 2
dA . (1 + A~)2v25 h±(k) = (1.32)1-ji e
roo -‘ 2¡ dA . (1 + ¡A¡)2”2~ ] dk ~ j dic ¿¿kxf(x) ¡ (1.33)
e
Como f E ~~(Ift~), 7(k) es una función regular que decae más rápido que cualquier potencia
de k para ¡k¡ =lía función
J(A) = f dV kiÁ~±sf dx e/Pr fQn)
está bien definida íara cualquier valor real de A. rl~nemos entonces que e
J(A) = Hm j dk.k~±h~¡ dx.eikxf(x) = ¡ dx.x~Á±5f(x) ¡Ra, du.etU(u)~<Á±S
(1.34)
donde hemos usado el teorema de Fubini, luego el cambio de variables kx —* u en la integral en
k y finalmente el teoremna de la convergencia dominada de Lebesgue. e.
Nótese que la función u±~e~” es analítica en Im(u) > O y que podemos deformar el
contorno en u hacia el contorno u ir. Por tanto
Hm j du . ~ — et~e>ffSe~ÁF(iA + + s) (1.35) —
Usando (1.32)41.34) y (1.35) obtenemos entonces:
a
dA. c~Á(1 + A¡)2v25 I’(iA + 1 + s) (1.36)
a
Un cálculo análogo lleva a
LtdA. (1+ ¡A¡)2~2~ hq—k) = (1.37)
= ft d>~ (1 + IA¡)2oo>2scrÁ F(iA + + )V <2
a
a
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y de (1.36) y (1.37) se deduce que
1 2dA (1 + ¡A¡)2”2~ cosh(Aw) L(iA + — + ~¡1(f)2 = 2 1 (1.38)II
Falta por estimar F(iA + ~ +
Usando el hecho de que la función Gamma EQz) no se anula para ningún z complejo, así
como la fórmula de Stirling para valores grandes de ¡z¡ se obtiene que para cualquier A e IR
01(1 + ¡AIru =(1 + [A¡)2’>2~F(iA + + 2 ~ 02(1± ¡A¡)2” (1.39)
cosh(Azr) 2 cosh(Ar)
Usando (1.39) en (1.38) deducimos finalmente (1.31).
Si ~ < s < ~ obtenemos mediante (1.27), (1.28) y (1.29) que
2 (1.40)
~ Iif~¡¡%~ =¡¡f¡¡7z+ =O
donde O > 1. Teniendo en cuenta la siguiente identidad para la transformada de Fourier
fa, = —ikf
concluimos que
1 2 ¡oo ¡ s—1 2 ~—x~.——- s—1 2
dA. (1 + ¡A¡)?Ú2& kh~(k) + ktLj—k) “\ < O ¡¡fa, fl~+j ¡¿ I¡fxl¡zz -~ k 1 (1.41)
1 3
y por tanto, usando (1.28), (1.40) y (1.41), (1.31) se verifica para ~ < s < ~. Una aplicación
reiterada del argumento muestra que (1.31) es cierta para todo s ~ 2n1-1 ~> ~4o
El siguiente paso será el estudio de las propiedades de algunos operadores lineales que u-
saremos a lo largo del capítulo.
Lema 1.1 Consideremos el siguiente operador lineal actuando sobre funciones 1 E C§C
1 f(~)d~
¡11(r) = r0V.F. ¡ & r—~ (1.42)
a c IR. Asumamos que s a y —~ + a < s < ~ + a. Entonces se verifican las siguientes
desigualdades
1
~ ¡IIlIzL =¡L4f¡¡~j~> =O I¡f}¡~.< (1.43)
donde O es una constante positiva que depende de s y a.
Además, el operador A se puede extender de manera única a un operador acotado de Z~ a
54’
y (1.43) se verifica para todo f E Z~t,,.
Demostración. Dada una función f e C¿~ (0, +oc) multiplicamos (1.42) por rÚÁ~ e
integramos desde O hasta oc. I)espués de cambiar el orden de integración (lo cual es posible
dadas las propiedades de regularidad de la función f) obtenemos
5 = j ~ A)dE (1.44)








Figura 1.2: Fil contorno E del Lema 1.1
e
donde G(~, A) = VP. f0Co rÚ-]’~S+Offldr se puede calcular fácilníente mediante integración de
función z”~ ~ —~— alo largo del contorno E de la figura 1.2 y tomando los límites —>0
1?—> oc en este orden.
Resulta entonces que
G(~. A) = wcot 1 5— &irí ¿2~~S+02
Llevando esta fórmula a (1.44) obtendríamos
= wcot ((—iÁ





— < cotl( 1 a)irl =0
2
que se satisface para cualquier valor real de A (siempre que sea 4+s—a # O,±1,±2...)y (1.29),
probamos (1.43) para cualquier f c C¿t
Como O~Y es denso en Zfl, (1.43) se puede extender a todo 4,,, •E
Lema 1.2 Consideremos el sijquiente operador lineal actuando sobre funciones 1 E
fif(r) = raj ¿§21 (1.46)
a E IR. Asumamos que —~ + a < s < 4 + a. Entonces se verifican las siguientes desigualdades:
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Figura 1.3: El contorno E del Lema 1.2
donde O es una constante positiva que depende de s y a.
Además, el operador 13 se puede extender de manera única a un operador acotado de Zj a
y (1.47) se verifiea para todo 1 e Zft.
Demostración. Es similar a la demostración del Lema 1.1 pero ahora G(¿, A) tiene la
expresión
_____ dr
que se puede calcular integrando z±~~—~— a lo largo del contorno E de la figura 1.3 y
haciendo los límites e —* O y R —> oc.
Obtenemos entonces
ir
sin ((—;A + ~ + ~ — cvpr)
y usando el hecho de que, siempre que sea ~ + s — a ~ 0±1,±2...y para todo valor real de A,
se satisface la siguiente desigualdad
1 7v <0
C~ sin ((—iA-~-~+s—a)rr)
donde O es una constante positiva que depende de s y a, así como (1.29), probamos (l.47).fl
Introducimos a continuación los siguientes operadores de derivación e integración fracciona-
rias que se definen a través de la transformada de Fourier como
(1.48)
D0f=(k)~f (1.49)
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Lema 1.3 Li operador 0~ = D0P÷1D0! que en su versión Fourier vftne dado por
— 1
0~j = (k)~ (¡C0 i4&w+ —~ (k)~ (J-~-iII)(L$V0 ¡Qn))
es acotado de Zt,, a Z¿ (—1- — a < s < ~- — a) donde f se extiende como cero para valores
negativos del argumento.
Demostración. Nótese que por definición 0~f es analítica en Im(z) > O y entonces se
deduce que 0÷f tiene su soporte en el semieje real positivo
Usando el Lema 1.1 tenemos que
¡C4fIIt~±=cf dA(l + ¡A¡)2v25 I.0













Usando (1.23) podemos estimar A corno
2 +
A =cf dA(1 + lAt2~ f dic. ktX<±sj(k)
+0/ dÁ(l + A¡)2”2~ j dic. k~<~»~<> ff(¡$”’ 2f) Ji1 + .J~¿
u,
a(1.50)






0’ ¡(—E) + J 00 dEo k—E a¡EV0 .fQn)) 2
y por tanto, usando los teínas 1.1 y 1.2
ji2 =c/~c~ dA(1~1~¡A¡)2v2s
(feo
dic . f(ic) 2
2) El (1.51)
d/c . i¡Át±+sf(~k)
Teniendo en cuenta (1.50) y (1.51) obtenemos que
~Ji < 01
Una estimación similar implica que
~12 <0!
Finalmente, por el Lerna 1.1 tenemos
1<0 ~f}I~t
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Lema 1.4 Sea a E ff1 y —~ — a <5< — a. Sean ~+ y B funciones tales que
= L~+ (et) + ~A+(—el)
= 13(et) HV~(R) + B(~eÉ)
<oc
<oc
con u — s > ~ y donde Hv5(JR) son los espacios de Sobo/ev clásicos.
Los operadores de ¿a forma 0±= A~D~(¡D;
0¡ fl.)±definidos por
0~f = A~(ic) (ic4 (KV0’ B(~)fY- =




(r) donde F—~ es laDemostración. Sea g(r) = (F’(A±(ic) (k4 CEE
0 B(E)f(E)fl-))
transformada de Fourier inversa. Argumentando como en el Lema 1.3 obtenemos
J dA(i + ¡A¡2”) ¡ñ’~~¡2 = dA(1 + ¡A¡2~) f~00 dr• r~ roo 2dic. etkrñ(ic)
=j’dA(1+jA¡2Ú) ¡





k¡” (¡~,fl0’ B(E)f)±(ic) +dic~
d/c. k~ts~;+sA+(k) ¡kV2, (KV0’ B(E)ffl-(—k) 2
Presentamos solamnente el análisis del primer término. Si definimnos ahora k = e~ y recordamos
la expresión para las transformadas de Fourier de las derivadas de una función, podenios escribir
2
dA(1 + ¡A¡2v28) ¡Co dic k”~’4~~~0’A±(1c)(¡E[’<>Bf)~(k) =
2
= 1- dA(1 + A¡2~2~) dt .
=O ~A-~-(el) ~ ~e(±s±0)t (¡EV0 ~f)-i. (el) ~H___ < 0L
1 ~e(±s±0ít (¡EV0 Bf)~(e~) L~—~
usando la siguiente “desigualdad de cálculo” que es a menudo referida en la literatura (ver por
ejemplo [36]): si u, u E H5(IR), s > entonces uy E H8(JR) y
¡¡uc¡)fl~(fl) =0¡¡ u¡¡
115(ffl ¡¡ (1.56)
La desigualdad (1.56) se demostrará posteriormente comno una consecuencia de la Proposicion
1.7 (ver Sección 1.7).




1 12 1— 2
<0 13(et) ¡ e½+s)tf(et) = O B(eÍ) irv. ¡tf ¡¾=0L
2 ¡If¡It+
8,I~
son acotados de Zt a
<cf
+01—1 dA(1 +
y esto finahza la demostración. La prueba para los restante casos es similar, O
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1.3 Reducción del problema de frontera libre linealizado a una
ecuación integrodiferencial
El objetivo de esta Sección es calcular el campo de velocidades en el domninio ocupado por el
fluido en función de la curvatura linealizada. En concreto, obtendremuos7* en términos de f(:r)
resolviendo el sistemna (1.14),(1.15),(1.16) y (1.17).
Es conveniente introducir el sistema de coordenadas polares (r, 0) definido por
x = rcos(0)
y = rsin(0)












Por otra parte, la ecuación (1.15) se escribe en coordenadas polares
1 e9(rvr) 1 Ovo
r br rOO





Aplicando el operador rotacional a la ecuación (1.14) y teniendo en cuenta (1.57) llegamnos
a la siguiente ecuación equivalente
(1.58)
La ecuacion (1.16) es de carácter vectorial y se puede descomponer en las dos ecuaciones
siguientes






en 6 = mr
En la segunda aparece un término de presión. La presión se puede eliminar derivando con
respecto a r y usando (1.14) escrito cii coordenadas polares. Más precisamente, la componente
radial de (1.14) es
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Usando entonces (1.57) en las ecuaciones (1.16), (1.17) y escribiendo (1.58) en coordenadas
polares, obtenemos ( ¿i2 ~b ~ 4’ =0 en [O,+oc] x [O,mr] (1.59)
br2 pOr + r2062}
en O = 0 (1.60)
¿¡‘o=0 enO=0 (1.61)
1 1
4’rr 4’&o4’r=0 en O=w (1.62)
y
1 3 3 4
——4’eoe 4’,ro+4’re -r<o = —a--—f(r) en 9 = ir (1.63)
r2 r r2 r3 dr3
cl
donde hemos escrito f(r) en lugar de f(x) y hemos tenido en cuenta que r = —~ en O =
Nótese que en (1.60) hemos hecho una elección particular para una constante aditiva arbi-
traria de la función 4’.
Proposición 1.2 Sea a C IR. Para toda f E 0~~(IR~) existe una única función 4’ solución del
sistema (I.59,l,(I.6O,t(1.6I),(I.62~ y (1.6V y tal que
1 ¿ii—ii 2 (1 CA
fr2a±2)~ 4’¡ dr <oc enb=zrbOi
para i=O,1,2,34 y para j<i.
El valor de la función 4’r en O = mr está dado por la fórmula
~Tf (1.65)(
4}k10’J(r ~)
donde [a] denota la parte entera de a, Le. el mayor entero menor que a.
La transformada de Mellin de la función 4’ en O = mr (ver (1.25)) se puede expresar en
función de f como sigue:
4’~(A mr) = (2(jA a1~ f~i~’) tan ((ix + a + ~)mr) (1.66)
Demostración. Para todo A E IR, multiplicamos las ecuaciones (1.59) ,(1.60) ,(1.61) ,(1.62)
y (1.63) por ~¿Á4±~±4 ~ riAÁ±a, ri~\d+a±2,riÁ-Á±a±3respectivamente, integramos en
r desde O hasta infinito y después de realizar algunas integraciones por partes obtenemos
[((iA+a+ ~)~j~j[(A+a+~) + 4’0’ =0 (1.67)
en A = 0 (1.68)
en 9=0 (1.6 9)
9mt
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1
— — + a + 3)(iA —2 + a + 1)1 ‘su = o
en O = mr
mt




= —a(iA— 1-+a+3)(iA— ~+a+2)f,
donde 4’0(A,9) es la transformada de Mellin (ver (1.25)) de 4’(r,9) con respecto ala variable
r. Nótese que todas las manipulaciones son correctas en virtud de la hipótesis de regularidad
(1.64).
mt
La solución general de (1.67) es





para —oc < A < +oc, O =O < mr donde A, 13, 0 y 1) son funciones de A que determinaremos
mediante las condiciones de contorno (1.68),(1.69),(1.70) y (1.71).
Si denotamos
b = iA + ~ + a
y = 2b(b + 1)(b + 2)








—rr(b+ 1)(b +2)f~0’~’ )
para el cual la solución es






tan ((iA + a + 1’~—) mrl
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que lleva a (1.66). Por otra parte, por (1.27). obtenemos
tan ((iA + a+i)mr) (1.74)






































Figura 1.4: Deformación de contorno en el caso u < 1
(EN ‘-0’1 (¾Á!2?ÁI J~ dE.fÑE)
~iAiog(u) tan ((iÁ +a+4)w)
El integrando es claramente analítico en A con la excepción de poíos simples en los puntos
= i(a — n) 0, ±1,±2,
Si u < 1 escribimos J0’,~ (u) como
~1~1EJ1 + J2 + J3
donde los contornos Fp y Fp son como en la figura 1.4 y los polos en J3 son tales que
Im(A~) <O.
Evaluando J3 mediante cálculo de residuos se obtiene
= 2Ze(a±ra]±Á+l>loS(u)= 2(u)~0’~10’1> U
1—u
Por otra parte, el comportamiento asintótico de J






























Figura 1.5: Deformación de contorno en el caso u > 1





ji + J2 + JB
nr
donde los contornos Vp y frp son como en la figura 1.5 y los polos en 13 son aquellos tales
que Ini(A~) > U.
Cálculos similares a los del caso u < 1 llevan a
-2rl?
e
log(u) +~, + ~2 = 2cos(Ríog(u)
)
mc
cuan(lo 1? —* oc
nr
2,2











cuando U —> ce
Nótese que !tju, R) es una función regular en u = 1. Sin embargo, no es uniformemente
regular cuando 13 —+ oc, por lo que para tomar el límite cuando 13 —+ oc necesitaremos efectuar
un análisis más delicado.
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donde D~1.u2 = {iR~ \ [r — ea’, e + eR2] } y fi < R1, 132. Los valores de R~ y 132 serán
precisados más tarde.
Se puede ver fácilmente de (1.76) que ¡J0’,R (u)¡ < 013. Usando que
—17
inmediatamente que 12¡ =~ que converge a cero cuando fi
r2
Por otra parte, usando (1.77)
1 e 0fl1R~) se sigue
¡ ~—2irR13




‘Ji = dE fr(E) (Q}+tZi ¡<(§13)





— ~‘ fDR~ ,R¿ \Bdr)
= 47rJDnJ?nBdr)
a 1’
fr(r) 14¿r Jflp1p2flBc(r) dE (Qk+k~] 1
Nótese que ‘112 se puede escribir corno
‘112 = IR+\Bc(r>
4JR+ \B4r)








La segunda integral de la derecha se anula cuando 13 —> oc por el teorema de Riemnann-
Lebesgue.
Separamos la parte oscilatoria de ¡<(u, 13) como signe:
fi = ~4 sin
2( RI~~<u)
)
log(u) + 2 (logiu + (u)(0’±L0’]íu u) =
4 sin2 (RIOg(u)
log(u) +O(1)25(u,R)+O(1) cuando u —>1
Seleccionemos R~ y 132 de modo que mm (Rí, 132) > Uy que satisfaga la siguiente desigualdad
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Es fácil ver que tal elección es siempre posible.
Teniendo en cuenta (1.83) y (1.84) obtenenios que el segundo término de la derecha en (1.81)
se puede estiniar por 06 para fi suficientemente grande donde la constante 0 depende de f y
a.
r, por tanto, este térmnino se acerca a cero cuando e tiende a cero.
Por otra parte, el primer término a la derecha de (1.81) se puede estimar por Oc para 13
suficienteniente grande usamído el hecho de que fi es diferenciable.
eResulta por tanto íue eí único término que perníatíece en (1.81) y (1.82) es, cuando e —*0,
1
uní Iut=lim—1 ¡ dE.f,.(E) (E”~ tEa] e—E (1.85) a<—*0 2w R+\B4r)
Usando (1.79),(1.80) y (1.85) obtenemos (1.65)
Finalmente, las estimnaciones (1.64) se obtienen usando (1.72) y (1.73), donde después de e
algunos cálculos sencillos datí:
jA-Coj ~ 1 b~—
3 dr . dA ¡ (A) 2 mi
Nbr~J~b< ¡2 =0
Las cotas en el caso de derivadas con respecto a O se obtienen de manera similar.C —
Probamos a continuación que el operador T definido en (1.65) es acotado en Zjj.
Proposición 1.3 Para todo f e se tiene la siga íente desiqualdad
mcC¡lfrIIz+
¡Tf¡¡7+ = (1.86)
Además, el operador T admite una anita extensión continua a y (1.86,) se satisface para a
todo fe 4,,.
Demostración. Es una simple consecuencia de la definición de T en (1.65) así como del e
Lema 1.1.~
Supongamos que (f, 4’) es una solución de (1.59) ,(1.60) «1.61) ,(l.62) y (1.63) y que (1.64)
se satisface, así como ¡f,-¡¡7+ < oc. Entonces, usando (1.65) en (1.18), obtenemos la siguiente e
ecuación integrodiferencial para la frontera libre:
1 ~187’ a
—~ VP. ~E 1(E)A /3ofr = HlxE¡ r—E
con n un entero arbitrario, )o positivo, negativo o nulo . Toda solución de esta ecuación es
solución del sistema (1.14), (1.15), (1.16), (1.17) y (1.18). Recíprocamente, dada una solución U
de (1.87) podemos obtener una solución de (1.59), (1.60), (1.61), (1.62) y (1.63) gracias a la
Proposición 1.2.
Nuestro próximo objetivo será el análisis de la ecuación (1.87). mc
Fin priníer lugar estudiamos algunas soluciones estacionarias de la ecuación (1.87). Se puede
ver fácilmente que la función
f<(r) = C (1.88) —
~- + 1 P
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satisface la siguiente ecuación integrodiferencial
o- rCo-/r\ n-14 i
~VP.IdEfr(E)H1 +!l3ufrsO (1.90)
2w Jo\EI r—E
En efecto, observemos que




— 2mr Jo 1—ir
o-O
— —r~77(cot — = o-O tan(mrp) = !3ofe,r2 ((1 ppr
2,, yr~
donde hemos usado
1 1 ((4— p)mr)
1 — = mr(cot
VP. k dw. (y)~P )
que se puede obtener integrando por residuos tal y como hicimos en la demostración del Lema
1.1.
Las soluciones (1.88) coinciden con el comportamiento asintótico cerca del origen que ha sido




f=r2P (n=1) sifio>0 (1.91)
La elección de mt en (1.91) tiene algunas características interesantes. Notemos que como
p <O para I3u <0 y ¡p¡ < la elección (1.91) define una frontera plana cerca del punto de
contacto (le. ángulo de contacto igual a cero). Por otra parte, con esta elección obtenemos que
la tasa de disipación de energía que está dada por
dE 1 r (av~ Dv-
dt2JD Ox
5 bx~
es finita si D es un entorno del origen. La elección de mt en (1.91) es la que corresponde a una
menor tasa de crecimiento cuando r —> ce y al mismo tiempo presenta una tasa de disipacion
de energía finita, un hecho que será útil a la hora de llevar a cabo los argumentos perturbativos
para el problema no lineal completo.
A continuación estudiaremos la ecuación integrodiferencial (1.87) con mt = ~ para
13o =O y
mt = 1 para í~o > O , y obtendremos soluciones para el problema de evolución que, como veremos,
se comportan como las soluciones estacionarias de (1.91) cerca del origen.
1.4 Estudio de la ecuación integrodiferencial de evolución para
la frontera libre
1.4.1 El caso en el que la velocidad de substrato es negativa o nula (¡3d =O)
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con dato inicial
f(r, O) = fo(r)
Será conveniente desde el punto de vista técnico estudiar el problema (1.92) comno una




— E +/3octf (1.93)
Usaremos comno herramienta técnica la teoría de operadores sectoriales. Para ello comen-
zaremos analizando algunas propiedades del operador A en los espacios Z±~.
e
Demostración.
Proposición 1.4 Supongamos que z~’—s > ~ yO =s< ~—p, s~ ~. El operadorA: Z,,t,, —>4,,
definido mediante (1.93) con dominio D(A) =2 iA-í es un operador cerrado con dominio
denso.
Es inmediato que D(A) es denso en ya que contiene las funciones C~ que son densas
Nótese que para f c
— (cot ((-¿A — s)mr) + tan(mrp)) frS(A)Afs(A) = 2
Se deduce entonces que
en Si)
2jA—’—sdrr 2 Af =





=cot ((iA — s)mr) + tan(mrp)¡2 =O
para A E 1?, se sigue entonces inmediatamente que
b ¡¡Af¡Vzt~ =¡¡fr¡@± = dA(1 + ¡A¡)2’~ j dr~ <2’f,. 2
Por otra parte, combinando (1.27) y (1.29) se tiene que
5 ¡¡f¡1y~
4, =I¡frt@y,, =
Usando (1.94) y (1.95) obtenemos que la norma natural en D(A) dada por
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es equivalente a la uiorma de espacio de Banach IIJ = Zt A s-j-l,u+1
iIfHw ¡If¡¡zr +
Esto implica que el operador A : D(A) G Xft> —* Zjy es cerrado.C




Teniendo en cuenta la definición del operador A podemos escribir (1.96) como
—~ fc/E I&}E, 4> (rt 1
r — E + ¡3uF~(r, z) + zF(r, z) = f(r) (1.97)
donde F c ZZ> A y f E Zft . Las soluciones de la ecuación (1.96) están dadas por el
siguiente resultado
Proposición 1.5 Sea f(r) E XL conO =s<— P,~#á.
Entonces, para todo z c C \ {z : z = e±tPtE,Ec IR~} existe una única solución F(r,z) del
problema (1.97) en Zjj A Z~ . Además la transformada de Fourier de F está dada por
¡<}lc,z) = icos(lr 1 (k)q (ic, z)Hf(ic)) + (1.98)
o- ~)e~ (—ik)r~(k)q~(k, z) (r





donde (k)I~ es co-mo en (1.19) y (1.20).
Además, si u — s > ~ entonces se satisface la siguiente desigualdad
¡¡F¡¡z+ =£
¡~¡
para arg(z) E [nir, (2— a)mr] donde a
En la demostración de la Proposición 1.5 se usa de forma esencial el método de Wiener-Hopf
para obtener (1.98). Dividiremos la demostración de la Proposición 1.5 en los siguientes lemas.
Lema 1.5 Sea p(k, A) la función
p(k,A) = (í — ic ¡(1 +isit(k)tan(mrpn
)
Definamos la función q(z, A) como
q(z, A) = ~ rs: og(p(rI) dr
mt
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donde se escoge aquella rama de log(p(k)) tal que
hm p(ic, A) = O
u
La función q(z, A) es una función holomorfa respecto del argumento z en la región C \ 111 y
tiene los siguientes límites cuando z se aproxirna al eje real: u,
q±(k,A) =2 hm q(k + iy, A) =2 (p~~))4 ¿--fl(iog(p)) (1.99)y —*10
mc
La función p(k, A) admite la siguiente representación
p(k, A) q~(k, A) (1.100) —
qjle, A)
Además, tas funciones q±(k,A) poseen la syuiúnte dependencia funcional nr
q±(k,A) =2 Q±(jj-,sign(k)) (1.101)
e
y se tienen para las funciones Q±y para arg(u) = O # ±mrplos siguientes comportamientos
asintóticos:
‘‘‘—y micuando ¡u¡ —> oc{Q±(u,sign(k)) g~¡-(O) 1 cuando ¡u¡ —>0 (1.102){ u Vr” cuando u¡ —* oc
Qju,sign(k)) ~ g~(O) ¡ 1 cuando u¡ —>0 (1.103)
donde gj(O) son funciones suaves para ~!=±mrp.
Demostración. La descomposición en (1.100) donde q~ son como en (1.99) se sigue del
teorema clásico de Caucby para funciones analíticas (ver por ejemplo el teorema 8 en la pg.192
nr
de [26] o el Capítulo primero de [40]). Las fórmnulas (1.99) son consecuencia de las conocidas
fórmulas de Plemelj-Sojotski
hm fQr + ¡y) ±RIf) (4> a
aplicadas a f = log(p). N’ótese que f tiene una singularidad logarítmica en k = 0. No obstante, —
esto no es obstáculo para la existencia de la transformada de ililbert de f.




I(A, z) = log(1 — (1-i-isig,i(t)tan(rp)¡¿¡)) d~ — f(1 arg(z))E
a.
A continuación obtenemnos los comportamientos asintóticos en (1.102) y (1.103). Para ello
probamos la siguientes fórmulas para Q±:
e
e
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Q~(u,sign(k)) = sign(k) (1 —i tan(irp))
( 1 + sign(ki ~“ jpfljf
(í sign(k)(t+itan(irp)) ) —~-i-~ s¡gn(k)+~ e 2r~ ~0 i—(Á—ttan(rp)}2
Q4u,sign(k)) = ( 1 t i—itan(lrp))) ~sign(k>—~ signÍÑí fU ~ iog(Ai dAA—i taui,,rp)>2
(í — (1+itan(rp))
)
Nótese que (1.105) y (1.106) implican el comportamiento asintótico en (1.102) y (1.103).
Para probar (1.105) y (1.106) derivamos !(A, z) con respecto a A para obtener
bI(A,z) _
DA J 00 10 (A—
y después de algunas integraciones elementales deducimos que
1 1
A — (1 + itanQrp))z (log(z) — log(A)) + z(1 — itan(mrp)) + A (log(A)
+ hm ( A—(1 1 (1+itan(irp))R)—log(z—13)}—
1
z(1 — itan(wp)) + A {log(A — (1— itan(mrp))R) — log(z + 13)1)
donde log(z) =2 Iog z¡ + í arg(z) con O < arg(z) < 2w.
Teniendo en cuenta (1.104), solamente tenemos que calcular
hm I(A,sign(k) ±U)
Primero analizamos I(A,sign(k) + U).
Nuestra elección de la rama de la función logaritmo implica
1
+ itan(wp))z {log(A — (1 + itan(mrp))R) — log(z — 13)1) —
Por otra parte
í~IWc ( z(1 — itan(irp))+A {log(A —— (1— i tan(wp))13) — log(z + 13)1) =









+ itan(¿rp))z (log(z) — log(A)) + z(1 — itan(¿rp)) + A (log(A) — log(z)) +
mr(p — 1)i








I(u, z) = fu (A — (1
u!.?
+ A — (1 + i tan(mrp))z
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Particularizando para z = sign (It) + U y tomando el limite cuando e —* 0+ coíícluimmios que
I(u,sign(k)) =
[II ¡ 2sign(k) log(A
)
= ¡ ¡
Jo ~d ——(A— itan(mrp))2
+
mr(— sign(k) + p)i
sign(k)(1 — i tan(mrp)) + A + ir(p—1+sign(k))i ~)dAA — sign(k)(1 + itan(mrp)
y después de llevar a cabo las integraciones obtenemos (1.105).
Por otra parte, en el análisis de 1(A, sign(k) — ie) cuando e —> 0+ , haciendo cálculos similares,
llegamos a







I}12~DO (~ z(1 — i tan(mrp)) + A {log(A — (1 — tan(rrp))13) — log(z + 13)}) = z(1 — i tan(mrp)) + A
y usando 1(0, z) =2 0 deducimos de (1.107)
I(u,z) = J (A (1 1t~) (log(z) — log(A)) + 1







z(1 — i tan(irp)) + A)
mt’
En particular, para z = sign(k) — U y tomando el limite cuando e —> 0+ condumios quíe
I(u, sign(k)) = fu’,kW
2 sign(k) log(A)
— (A — i tan(mrp))2 +




que conduce, después de la integración, a (1.106).E a
Observación 1.1 Nótese que de (¡.102) y (1.102,) y para 5 > O arbitrariamente pequeño, existe







uniformemente en el sector arg(A) c [mr¡p¡ + 5, 2mr — mr ¡p~ — 5].
a
El siguiente paso consiste en transformar la ecuación (1.97) en una expresión que nos resultará
más útil.
U
Lema 1.6 Las funciones f c (%U y Js c Zft., n z,,t
4~1,~~1 para algún s c (O, ~) satisfacen la
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o- <~1,,,, 1’ 1 1vn [00 dE 1 zF(E, z) = (1.110)
——FÁ(r, z) — ¡ d~ zF,(~, ~>




Demostración. Multiplicamos la ecuación (1.97) por rtAA±se integramos en la variable r
desde O hasta oc. Esto lleva a
(~~i tan ((iA — — s)w) + Pu) ftí~ + zÉ~ =
Teniendo en cuenta que s C (0, ~) y tan ((iA — — s)~) !=O para A c 13 podemos escribir
———F. + ¡3ocot — — — s)wI Fr + zcot — — — s)mr F~ = (1.111)
2 Y’ 2 2 )
= cot ((íA — — s)ir) f~
Por otra parte, hemos probado en el Lema 1.1 que
[00 1 ¡ 3
]00 dr ri\~s (,—V.P. J~ dE. rE ~(E)) = —cot tA — —s)w)?~ (1.112)
Podemos efectuar ahora la transformada de Mellin inversa en (1.111) y usar (1.112) con g
tomando los valores Fr, E, frespectivaníente para obtener que (1.97) implica (1.110). Recíprocamente
(1.110) implica (1.97) como se puede demostrar de forma análoga.E
A continuación reescribimos la ecuación (1.110) en términos de las transformadas de Fourier
de las funciones E y f. Asumiremos que estas funciones, así como E,. están extendidas como
cero al semieje real negativo.
FeZ~ flZ~Lema 1.7 Dos cualesquiera funciones f E C~ y~ s+lv+1 para algún s E (0, ~)
satisfacen la ecuación (1.110,) si y solamente si verifican
(í+ísign(k)tan(mrp) — i¡ ¡) Fr(k,z) = ~ (Hf(k) +0-1k)) (1.113)
F(r,z) = jdEF~(E~z) (1.114)
donde G (k) es la transformada de Fourier de una cierta función definida solamente para r < O.
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entonces la ecuación (1.110) es equivalente a
o-
13011F,. — zilE = —uf — g en 11? (1.115)
2
Nótese que Gjk) = 41(k) es uuía función analítica en el semiplano comnplejo {Irn(k) < 0}.
Por tanto, (1.113) se deduce tomando la transformada de Fourier de (1.115), y usando el
hecho de que tan (mr’,) =2 ~O.E
Lema 1.8 Las funciones f e <y yE e <y flZt1,JA-í para algún s e (0, ~)satisfacen (1.113,)
y (1.114) sí y solamente si: u,
[‘(It, z) = icos(wp)e”~~~
2 mr) (r.jk)qq/c mr) sign(k)f(k)) (1.116)
o- (—i/c)r~(k)q~(k, k’
donde (‘)~ denota el operador de proyección sobre Lt
1
(f)±=2j(I+iII)f
Demostración. Demostramos este resultado usando la técnica clásica de Wiener-HopE.
Es sencillo verificar la siguiente identidad
(1 + isign(k) tan(mr’,)) cos(mr’,) e
rÁk) (1.117)
donde r~(k) =2 (kf77 r (k) = (k)177 se definen como en (1.19) y (1.20).
Usando el Lema 1.5 obtenemos
( 2
+ isign(k) tan(mrp) a¡k¡)
U





cosór’,) it (k)q (It, mr)
e
Podemos escribir entonces (1.113) como
-~ 2 - ¡
z)IIf(k))r~(k)q~(k,z)F,.(k,z) — ~cos(wp)e”~PZ yrk)qÁk, u
o-
2 (r’k’Uc ————x 2
— -——cos(ir’,) eWffl z)IIf(k)) + ~cos(~rp)CWPirk)qk, z)0(k) (1.118)o-
mc
Como E,. = O para r < 0, F,.(k, mr) es analítica en el semiplano complejo superior. Entonces
el término a la izquierda de (1.118) es analítico sobre el semiplano complejo superior y el de
la derecha es analítico en el semiplano complejo inferior. Por tanto, ambos términos deben ser
idénticamente nulos. Se tiene entonces que
-2 1 ¡[}(k,z) =cos(mr’,)e”~~’— r+(k) q~(k,z) Uit (k)q (k, z)IIf(k) ) + (1.119) nr
y usando que E,. = —dF’ y Hf = isign(k)J, se obtiene (1.116).E
mc
mc
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Observación 1.2 Los comportamientos asintóticas de q~ dados en (1.102) y (1.103) implican
que (1.116,) define una función continua F como puede verificarse a partir de la expresión de
la transformada de Fourier inversa . Además, F(k, mr) es analítica para lm(k) < 0 por lo que
F(r, mr) = O para r < 0, de donde por continuidad F(0, mr) = 0.
Lema 1.9 Dada f c C§~ yu—s > ~, las funciones definidas por (1.116) pertenecen a Z~,, para
todo O < s < ~ + ¡p¡. Además, para todo 6 > O arbitrariamente pequeño, existe una constante O
que depende de 5 tal que
¡¡F<¡¡7+ =O ¡¡f¡¡~+ (1.120)
O
uniformemente en el sector arg(mr) E [ir ¡p¡ + 5, 2ir — ir ¡‘,¡ — 3].
Demostración. Nótese que (1.116) se puede escribir como
(mr)1772 k 1 (1 kÉ(k,mr) 1 _ A~(—,sign(k)) yk¡u B(—,sign( (1.122)
(mr)4 (k)4 mr ‘A-
donde
A~(
1,sign(k)) = cos(mrp)e~1rPi2 (k)4 (mr)4
mr o-k r+(~i)Q+(~.psign(k))
k (mr)2 /c mrB(—,sign(k)) = — j~ sign(k)r4—)Q<——,sign(k))
mr ¡k¡r mr
Se puede comprobar inmediatamente, usando (1.102) y (1.103) que para u — s > ~, A+ y B
satisfacen las hipótesis del Lema 1.4 uniformemente en mr. Por tanto
< ~9i
— ¡4
uniformemente en el sector arg(mr) E [ir ¡p¡ + 8, 2mr — mr ¡p¡ — 5].
Por otra parte, podemos escribir (1.119) como





— k = isign(k
)
De nuevo ¡1±y B satisfacen las hipótesis del Lema 1.4 uniformemente en mr y por tanto
(1.120) se sigue inmediatamentez
38 t Un problema de frontera libre para el sistema de Sto/ces con líneas de contacto
Fin de la demostración de la Proposición 1.5
Dada f e C~, (1.116) define una solución de (1.97) por los lemnas 1.6, 1.7 y 1.8. Dada
una función f e Zft con O < s < ~ — ‘,, s ~ podemos aproximaría mediante funciones
en C~ y usando las estimacioiies del Lema 1.9 obtenemos que (1.116) define una solución de
(1.97) níediante un argumento de densidad. Por otra parte, por los Lenías 1.6,1.7 y 1.8 la uinica
función E solución de la ecuación (1.97) tal que E E <y es E E O, lo cual prueba el resultado
de unicidad de la Proposición 1.5W
Podernos usar los resuiltados precedente para resolver la ecuación (1.97) para una clase amplia
de datos iniciales
u,
Teorema 1.1 Fijemos s e [o,~ + ‘,i) st ~ y sea y — s > ~. El operador
dc (Q4 O,
.
2ir j~ Vr) “—E
con dominio D(A) =2 C ZA -: fi. E ZA-1 es sectorial en ZA -mc
1 S,V S*j S,V
Demostración. El operador A es cerrado en virtud de la Proposición 1.4 y (1.94). Además,
(1.121) implica Ir
(A + mr<’f ~ =«¡¡¡f¡lzr (1.124) a
uniformemente en el sector arg(mr) e [mr ¡p¡ + 5, 2mr — mr ¡p¡ — 5] y esto prueba el teorema.U
Podemos ahora usar los resultados clásicos de la teoría de operadores sectoriales (ver [24])
para obtener los siguientes resultados: U
Corolario 1.1 El operador A es el generador infinitesimal dc un semigrupo analítico de evolución{ eM}. Además se verijican las siguiente estimaciones: e
eÁÉf zt, <cI¡f¡¡z± (1.125) —
AncA? ¡¡f¡! zt. (1.126)
u-
Corolario 1.2 El semigrupo eAt tiene la siguiente fórmula de representación
eA? = —Ñ fc/mr. e~ (A +mr§’ f —
donde y es un circuito en el plano complejo que permanece a la izquierda del cono contenido
entre las líneas (§ ±)oi) E (0 < ~ < ce) y que tiende asintóticamente a +cee±iOcon O e
(-—- arctan (~Ñ) 2ir+ arctan
a
Combinando (1.126) con (1.94) se sigue que
Corolario 1.3 La función f(.,t) = (eÁtf)(.) e 000(0, oc).
u
Podernos usar los resultados previos para obtener alguna informacion acerca del compor-
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Corolario 1.4 Se satisface la siquiente desigualdad:
At
sup t—s—r e f =—¡¡fII~±
t 8-U,rC(O,1)
(1.127)
Demostración. Por (1.126) con n = 1 y (1.94) se tiene que
00 --—-—s—1(J dA (1 + ¡A¡2~A-2) eAÍf (t) 1 = Wf¡Ly,1 (1.128)
Recordarnos ahora la isometría entre los espacios Z~1ÚA-m y HVA-l(LI?> dada por (1.30) que
combinada con la inclusión clásica
11”A-i c L
00 lleva a la estimacion
1<
e~½~)” (eAtf) (e”) =-y ¡¡f ¡¡zK
que iníplica (1.127).5
Será útil más tarde (en el análisis del problema no lineal) tener una fórmula de representacion
para AP en función del dato inicial f. Por conveniencia definimos
y(k) = 1 + isign (k)tanQrp)
Probamnos entonces el siguiente Lema:
Lema 1.10 Supongamos que f c Cfl ¡RA-). La solución del problema lineal (1.96) dada por
(1.98,) satisface
AP = cos(mrp)ew77¿ 1(—ik)r~(k)q~(k, mr) (r4k)q<k, z)(—ik)y(k)f(k))
Demostración. Teniendo en cuenta que f c C~( iRA-)
rápido que cualquier potencia cuando ¡k[ —* oc para Im(k) =O.
obtenemos que 7(k) decae más
Usando la analiticidad de
r±(k)qA-(k,mr)(—ik) en lm(k) > Ose puede obtener:
1
(—ik)r~(k)q~(k, mr)
Usando la definición de y(k) así como (1.100) y (1.117) tenemos
1 ~ )rA-(k)qA-(k,mr) _
(—ik)r~(k)q~(k, mr) V’<h)Ykfr~ rjk)q—jk, mr)
= cos(mrp)e~~’
zk)f(k)) ~
dd) f( k)) (1.130)
La representación en versión Fourier de la transformada de Hilbert (le. 1ff = isign(k)f)
conduce entonces a
1< cos(mr’,)CWP2
(—ik)r~(k)q~(k, mr) (rjk)qk, mr)(—ikPy(k)f(k))
-2
+mrcos(mrp)J<rPt~~~ 1
o- (—ik)r~(k)q~(k, mr) (rk)q4k, mr)Hf(k))
Nótese que el ultimo término a la derecha de (1.131) coincide con É(k, mr) por (1.98), y
entonces





Por tanto, combinando esta fórmula con (1.96), se obtiene (1.129)5
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r
1.4.2 El caso en el que la velocidad del substrato es positiva (0u > 0)
Como se indicó en la Sección 1.3, en el caso ~o > O estamnos interesados cii resolver la siguiente
ectia-cion
It —5Jr = JV.P.j dEIjE) ($ ~ (1.132)
con dato inicial r
f(r,O)= f(r)
Estamos interesados en construir soluciones que satisfagan
f(O) =0 (1.133)
Podemos reducir el análisis de (1.132) al análisis dc (1.92). De hecho, derivando (1.132) con U
respecto a r obtenemos
frí Mr,. = —Ñvrj dE fr,ÁE)G)21E (1.134)
que coincide con la ecuación (1.92) para la función f,.. La solución de (1.132) se obtendrá u,
integrando la solución (1.134) (comenzando en r = 0). La ecuación de la resolvente es entonces
(7 Ir> 2 ___
—VP. j dE~ F,.,.(E, mr) VE) r1 E + /IuF,.,.(r, mr) + mrF,.(r, mr) =2 f,.(r) (1.135)
2mr
Podernos reipetir el análisis llevado a cabo en el caso ~o =O para obtener la función f,. y
luego deducir f por simuple integración junto con (1.133). La principal diferencia es que en este
caso el número p definido en (1.89) se encuentra ahora en el intervalo (o, ~).
Deducimos los siguientes resultados cuyas demostraciones son ligeras modificaciones de las
dadas en la subsección anterior. e
Proposición 1.6 Sea f(r) E Z~y con 1 < s < ~ —— p, s~ <
Entonces para todo mr E C \ { mr : mr — e±rPtEE E
113A -}existe una única solución del problema mc
(1.135,) en <y fl Ztl úA-1• Además la transformada de Fourier de E está dada por:
-2 1(F,.)~(k, mr) = ~ (——ik) r~(k)q~(k, mr) ~ (1.136) mc
Por otra parte, si u — s > ~, entonces se cerifica la siguiente desigualdad
a
a
para arg(mr) E [nir, (2— 4>mr] donde a = ~ (~ -~-‘,).
Teorema 1.2 Fijemos sc [i. ~ —‘,) s~ ~ y sea u — s > {. El operador a
o- ~ (E<~ O,
.
2rr ~~JS (4) -r—E a
con dominio D(A) = {f e Z~y : f c es sectorial en <y.
e
a
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Corolario 1.5 La función f(., t) — (eAtf)(.) E C00(0, ce).
Podemos usar al igual que en el caso f3u =O los resultados precedentes para obtener estima-
ciones sobre el comportamiento asintótico de la función f(r, t) cerca del origen.
Corolario 1.6 Se verifica la siguiente estimación
Finalmente, es posible probar un resultado análogo al del Lema 1.10 para el caso ho > 0:
Lema 1.11 Supongamos que f c ~( IRA-). La solución del problema lineal (1.134) dada por
(1.136) satisface
iT. = cos(w4>et77t (—ik)r~(k)q~(k, mr) (~ (k)q (A’, mr)(—ik)y(k)ft}k)) (1.138)
1.5 Estimaciones refinadas para f(r, t) cerca del punto de con-
tacto
Las estimaciones (1.127) y (1.137) no son óptimas cerca del origen. En esta sección obtendremos
algunos desarrollos asintóticos muás detallados para la frontera libre f(r, t) cerca del punto de
contacto r = O.
1.5.1 Formación de ángulos en el caso
Teorema 1.3 Sea I~o = 0. Supongamos que el dato inicial fo(r) pertenece a D(A) = Zt ~
úA-l~ Sea f(r,t) la solución de (1.92) definida por el teorema 1.1. Entonces
¡f,.(0,t)¡ = ¡ ¡fO¡¡D(A) (1.139)
]llás aún, v~(O, 0, t) = O para todo t > O -
Si fo tiene una derivada nula en el origen y ademas
entonces f,.(0,t) tiene el comportamiento asintótico
f,.(0,t) “-a Bx/7log(t) +0(11) cuando t —> OA -(1.141)
donde ~ = 2
_ F0/2)(f:dE.E(E)tfo(E)).
Observación 1.3 PidIese que cl significado de este teorema es que para una clase muy amplia
de datos iniciales, para los que la interfase forma un ángulo de contacto mr en t = O se forma
para t > O un ángulo de contacto distinto de mr.
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Demostración. Nótese que la fórmula (1.98) se puede escribir como
hm ~2- 1 1
c~~*O+ \ a q (wc. mr) 2or-¿
1
¡dE — E (q-~(E~mr)Ííi7o(E))) =2
f<MdEq-—(E~mr)Í1io(IE)) + u( 2/ 1
+ hm —— _____
c—*o’- o- kq( u~. mr) 1) ¿1] dEq4E, iHfo(E))I—( 2 1 11
+ hm -- ——
e—*O+ o- q(w~, mr) 2iri iv,
uÍ00 E ¡————‘~\l,q—(tÑmr)Hfo(E))l =~ u,—~ 1
=2 J
1(k, mr) + .J2(k, mr) + Ifl(k, mr)
donde ~ k + íc.
Observemos además que las funciones L(k, mr) y k(k, mr) admiten una extensión analítica
a Im(k) > O y decaen a cero cuando ¡k¡ —* oc más rápido que . Fintonces las transfor-
madas de Fourier inversas J2(r. mr) y J3(r, mr) son continuas y se anulan para r < 0. Por tanto






dw et IVC f00 dEq~-(E, mr)Hfu(E))—OC
iv = A’ + u
Calculando la integral en u’ por residuos (deformando el contorno de integración como en la
figura 1.6 y haciendo 13 —> oc) obtenemos
Ji(r, mr) =2 ~- j d~q4~, z)flfo(E)
y
Ji(r,mr) =2 0
para y > (3




2ir o- jj0~ d~qjE, mr) lijo (E)) (1.142)
donde el contorno i rodea el semieje real positivo. Obtenemos fácilmente a partir de esta
expresión las estimaciones
¡f,.(O,t)I =0 Imr¡ . e l{e(z)t dE q-—(E, mr)¡ ~
< (j½E(¡E!2s±¡E12sA-2) —1) (í: ¡c¡2s + ¡El)
<~ (¡í~¡<,, + ¡fo,rliztU,)
42
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-R R
Figura 1.6: Deformación de contorno para evaluar Ji(r, mr)
donde hemos usado para la segunda desigualdad la acotación de ¡q4~, mr)¡ y en la última hemos
usado el hecho de que O < s < {. Esto prueba (1.139).
Por otra parte, nótese que 4’,.(o, 1) = (Af)(0,t). Usando la transformada de Fourier inversa
deducimos
Podemos calcular Af(k, t) usando (1.129). Nótese que teniendo en cuenta los comportamien—
tosasintóticosde q±(k,mr), r±(k,mr)cuando ¡1< ocy ¡k¡ —> O,deducimos_quelafunción AF(k, mr)
es integrable en la variable A’ y decae más rápido que ~ Finalmente, AF(It, mr) es analítica en el
seníiplano superior y deformando el camino de integración en (1.144) obtenemos que <40,1) = 0.
Usando (1.101) en (1.142) y haciendo el cambio de variables A mr —-* mr deducimos
&
f,. (0, t) j dE(i sign(~)) El fú(E) ~ e41~1tQ (mr, sign(E)) (1.145)
Teniendo en cuenta el cambio de signo de la raíz cuadrada a ambos lados del semieje real
positivo deducimos, después de varios cálculos, que en el caso sign (E) = 1
/dz. ez~ldtQjmr, 1) = mme lCltx/ietB + v.n l+xzleltx~±fX ‘t~~_
= irme 4ltjietw + Wd~ ¡E¡ t) (1.146)
domíde
2x —ax —±7Iog[z) ds
e e “~ o 1~~s2 dxWr(a)=V.P.j 1+41-4>
y para sign (E) = —1 podernos escribir
J dz . eZ~ltíÉQ (mr, —1) =
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W2(a) = VP. J O-o 2x e e 2u l+x(i—x)
-u,
Estudiamos ahora el comportamiento asintótico de las funciones VV1, 14~2 cuando a tiende a
cero.










=lim (Ji, + I2~)








a ~-{ fj/~ +4d~c/~1+e
2/vi (10)2 e
- Ir,
1 + a/x 1 —




JA-c/aZ 2 1 <?~ax e +~ Jo
1Q2 dsdx
1—l-xi—-x
Nótese que fC(a) Iim1>o(11,. + se puede escribir corno
400 ~ ~ ~ a)dx
fC(a) = VP. (1.149)
donde g(x, a) es una familia de funciones uniformemente Lipscbitz que satisfacen la cota ¡g(x, a)¡ =






fe-O .1: 1g (x,a)dx
e
day teniendo en cuenta que ¡xg(x, a)¡ =Cx1/2eaX obtenemos finalmente que dAla) ¡ ~ C, de.
donde integrando respecto de la variable a deducimos que
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para alguna constante apropiada C1.
Por otra parte, denotando ItT(a) = íim,.÷oi1
1,es fácil deducir
K(a) =2 1 J 002 —x~
7e e
T~r.sd ~fj log(s~$j(a/x)e~Xe ~ f$ ~ dsd =
— (a) + 1<2(a)
donde¡j(s)¡=~ 1+s — =C ¡s¡. Haciendo el cambio de variables ~ -4 x dentro de la segundaa
integral y usando el hecho de que e 1 + U(ax) para cx > O obtenemos
l<2(a) = ti!2 + O(a~) cuando a —4 (3
Usando que f( ~ =2 ~ podemos escribir 1<j(a) como






Se obtiene entonces el siguiente desarrollo asintótico
h(x) 1 log(x) + O(x’) cuando x —4 ce
21½ 3:
Podemos escribir
114(a) = 14(a) +2Cth(l,/2)~~~va
Ir 00 2




tT f00 1 (eW>
fi
e —1) (ehfrIaí
donde, en la primera integral del término de la derecha de (1.153) hemos realizado el cambio de
variables 51 -—-> x. Usando (1.152) en el segundo término de la derecha de (1453) obtenemos el
a
siguiente desarrollo asintótico:
ita(a) =2 ca + ~ + 0(01)
71 cuando a —> O
donde hemos usado el hecho de que jj7’ x~(e~ — 1)dx = —2f(1/2), que se deduce de una
integración por partes.
Resumiendo, hemos obtenido el siguiente desarrollo:
VV
1 (a) =2 —2CdF(1/2) 1 + (C~ +C2+C3) +
—,ed4F(1/2)
01 ir-z xÑIlog(a) +0(01)
cuando a -—-* O
(1.154)
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a,
C4=lim k~. 2x ~~±fS?Ss?~ds+
a—>O\ Jokl + x(1 — x) eaxdx)
y por tanto
C4=2V.P. fj 2x e
1 + 41 — x) Ir’ 0 1
2
fi?
—<Ir/4) dx (1.155) nr





+ ~ + 4 ~ ~ ds<~
2 (e~~”~ — e
x + 1k’
~iJXEl&fÉ1ds)
=51+ S2 +53 e
Podemos escribir
si =urtj ( nr1 fXIog($)
l+x(l—-x)) Irt 001-s~ dx
Para calcular Si usamos teoría elemental de variable compleja. Consideremos la integral a




con 1+mr= ¡1 + mr¡eí(ar~(íA-=fl/2,arg(1 + mr) e (—ir, ir), y donde
g(mr)=e
mc





g(reír) = e Ir’ O
i+r
_____ e Irt O






donde la función iog(s) es el logaritmo real usual.
La función f(mr)g(mr) es analítica en todo el plano complejo excepto en el semieje real positivo.
Calculamos a continuación la siguiente integral: e
jdmr. f(mr)g(mr) dmr . f(mr)g(mr) =2 (3 (1.161) a
domíde los contornos Y, f~ son como en la figura 1.7.
a.
nr
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Figura 1.7: El contorno 1’ en f~ dz . f(z)g(mr)
Combinando (1.156) con (1.158) y (1159) se deduce fácilmente que
f dmr. f(mr)g(mr) + f(mr)g(z) + dmr f(mr)g(mr) + j
cuando R —* oc y e ——s O. Por otra parte
dz . f(z)g(mr) —> cuando e —* O
£2
donde hemos usado que fJ t~=ds = ir~
Teniendo en cuenta (1.156) y (1.160) obtenemos
dz . f(z)g(z) —*0
cuando e —* O
Una integración sencilla conduce a
dz . f(z)g(z) -4 —2iri
dz . f(mr)g(z) -4 0
cuando e —4 0
cuando R —* ce
Deducirnos entonces a partir de (1.161) y las integrales calculadas arriba que
Si = ~~~7rivIeiff/8 + 2iri
Un cálculo elemental lleva a
r~ y.
‘II













Figura 1.8: El contorno E en fráz . h(mr)
nr
Para calcular S3 integrarnos a lo largo del circuito E de la figura 1.8





donde j(mr) __ ‘ ei(ar~(¡A-z))¡
2, arg(1 + mr) E (0. 2r). Obsérvese que
Vt±z llA-zí
es analítica fuera del conjunto (—l,oc).




h(mr)dmr + Ir4 h(mr)dmr -4 cuando R —* oc
a
Por otra parte
(/, h(mr)dz + £. h(mr)dmr)
Finalmente, se deduce inmediatamente que
= 2e’~
1~ j - 1
h(mr)dmr R—+eo 0
e
cuando R —* ce
y juntando todos los resultados precedentes obtenemos
le’
Sumando (1.162),(i.163) y (1.164) se sigue que














1.5. Estimaciones refinadas para f(r, t) cerca del punto de contacto 49
Usando (1.154) en (1.146) donde ~ K¡ t = a, así como (1.165) deducimos el desarrollo
asintótico
e <~~ Q«Z 1) = 2
~7c~Ir/
4F(I/2) + 2mri + 4~~~jjlog(a)etIr¡4I’(1/2) + O(fiZ) (1.166)
ir’
cuando a -—4 0.
Cálculos similares producen un desarrollo para la función W
2(a) definida en (1.147).
obtiene entonces que








cuando a —* 0.
Llevando (1.166) y (1.167) a (1.145) llegamos a
.fx(0+ít)=¿jdE.Efu(fl(Pí(Eít)+2iri+P2(Eít)+0( ¡E¡t))
Pi (E~ t) = 2 sign (E) e1 sign(¿)x/Af(1/2)
¡E¡t





&2irzJ~00(L<% Eft(E)Pi(E,t) = —2if’(1/2)--i— 100
2mr i J __
para todo t> O.
Afirmamos ahora que
Para probar (1.170) reescribimos (1.24) como
(1.169)
vi
L00 dffo (E) (E)4 = O00

















50 1 Un problema de frontera libre para el sistema de Sto/ces con líneas de contacto
donde E =2 R + ia para a = 0. Introduciendo (1.171) en (1.172), donde hemos usado (1.140)
para justificar el cambio de orden en las integraciones y tomando el límite a —4 +oc, se sigue
(1.170).
Por otra parte,
L~i 1 dE Efo(E)2mri =2 fu,,.(O) = O
2w 2mri ½





¡ dE. Efu(E)— sign(E) EV log(t)e~isisn(t)Ir¡4F(1/2) =2
J—00 ir-L
— (&i3Ir/44F(i/2) ]jy~dE~E(E4fo(E))
Juntando (1.170), (1.173), (1.174) y (1.140); se obtiene (1.141) El
1.5.2 Comportamiento asintótico de la frontera libre para ¡3~ ~ O
El
(1.92) y (1.132).
siguiente paso será la discusión del comportamiento asintótico detallado de las soluciones de
Coníenzamos con el caso /3~ < O.
Teorema 1.4 Sea fo(r) e D(A) donde A es como en el Teorema 1.1. Entonces la solución dc
(1.92) con dato inicial fo(r) satisface
cuando r —* O
don de
¡a(t)¡ =~ (!¡fo¡¡zt.. + ¡¡fur¡!z÷)
v~, (r, 0,1)
(1.175) mc
para 1 > O nr
cuando r —* O
a
con b(t) acotada para 1 > 0.
Demostración. Teniendo en cuenta (1.98) podemos escribir a
(2 ______
hm 1 —— cos(irp)e”<~
2 1 1










<—*o+ (<ir(w~4 ii><, mr) J dE — E
mc














Además se tiene que
—*Ú-t (J~+wcr{uc) ¡~ ~
a
WC
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h—l L-7-l cTeniendo en cuenta que ¡~2¡ + ~ < kIí1P~~ se obtiene fácilmente que J2 + 13 = 0 para
r < O así como la cota de H6lderíauidad
Hm (r1IPl+S) (32 + .13)) =
Por otra parte, —-í/cJ
1 es la transforníada de Fourier (en el sentido de las distribuciones
temperadas) de
K (J dcqÁE,mr)rÁE)fIfo) r~
donde 1< —-4-e+ sin(2w ¡p¡)r(¡p¡ + 1).
orn
2




donde y es el
sentido de las
contorno: {e(2+rl~)Iris, O < s < ce} u {e(IPlA-s)~~is,
agujas del reloj
O < s < ce} recorrido en el
e~IrPds . ecIrPst




J 00 d~q4E, e<2P)Éis)r<E)ifjiu(E)
-00








4 (tidE (¡ce’ + ¡E¡2sA-2) —y)
(¡¡fo¡¡zsy +
















1 j0~ dEqIE,mr)r(E)(—iE)i(E)fo(E)) +
¡ 1 Ii[00
+ cos(irp)ezP lumn
4 \rkW¿I q(w, mr) 2iH W~ J—00
¿—*0 1
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y esto concluye la demostración de este LemaEl
Procedenios a continuación a obtener un resultado similar para el caso ¡3~ > 0.
mc
Teorema 1.5 Sea fu(r) E D(A) donde A es como en el Teorema 1.2. Entonces la solución de
(1.122,) con dato inicial fu(r) satisface
e
f,,4r,t) ~(t)r~ cuando r —*0 (1.177)
donde
~(tv =~ (HfoHzh + ¡¡fo,~fl~+) para t > o —
Además se tiene que
v~Ár, 0, t) r-~ b(t)r~ cuando r ——*0
cori 141) acotada para t > (1.
eDemostración. La prueba es análoga a la del Teorenía 1.4, siendo el único cambio que en
lugar de usar (1.98) usarnos ahora (1.136) como punto de partidan
a
1£ Reformulación del problema no lineal
Procedemos a continuación al estudio del problema no lineal conípleto (1.1)-(1.13), para datos nr
iniciales pequenos y en el caso ho # O.
Escribanios
a
y, 1) = + t(x, y, 1) (1.178)
El paso siguiente consiste en transformar el domninio Q(t) en el dominio fijo IR x ¡RA -haciendo
el siguiente cambio de variables:
xl
= 3: (1.179)y =y—-q(x,y).f(x)
donde y(x,y) = q(y/x) es una función (100 definida como
u
iftx,y) = > 01 si(x,y) E j(x,y) : < arctan(~) <
e Q-= {(x,y) —~J < arctan(~) <
e
y donde 0< q(x,y) =1.
En términos de estas nuevas variables
a
D~zO1t+(—b»(yf))Q~ =Úrí+gi(f,fr¿r.y)QI (1.180)
bo,= Q’ + (—ay (i¡f)) Q~ = Dv’ + g~(f, fx, 3:, y)Q’
nr
a
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donde 91,92 tienen una dependencia lineal en f y fa,.
Diremos que una función h(f. fa,, ..., D~f, x, y) es homogénea de grado a si haciendo formal-






en todas las variables de la función it, ésta se convierte en )0’Im(f, .1~~, ..., Dj§f, x,y). Se puede ver
fácilmente que las funciones gm,g2 son homogéneas de grado cero.
En términos de estas nuevas variables las ecuaciones (1.1) y (1.2) se pueden escribir como














1 , a2, a3 son homogéneas de orden cero y a1 es homogénea de grado —1 y las primas en
los operadores diferenciales de (1.181) significan que las derivadas se toman con respecto a las
nuevas variables.
La condición de contorno sobre el substrato (1.4) es aún
(1.182)
Los vectores normal y tangente se pueden escribir como
-t =2(0, -1) + t
t =(l,O)+t
donde




= —(1,0) + (í+f3) (1, fa,) (1.184)
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4,
donde a~¡1Qr, y, f, fa,) son funciones lineales de f, fa, y homogéneas de grado cero.
Usando (1.183), (1.184) y (1.185) podemmíos escribir las condiciones de contorno (1.3) sobre
en la forma
rs
búa, +t—h(-t f) (1.186)
~ Ox’
0v a,
—p + 2~Á = ~-o-¡j + h2(t, f) (1.187)Oy’
donde
h~(it, f) =2 Ze,dx Oc, Dv, i=1,2 u”
fflp+Zdu(x,f,fx~—¡
y donde ca y d~, son funciones homogéneas de grado cero. Además, las funciones cu(x, f, fa,) y u”’
d~¿(x, f, fa,) son analíticas en las variables f, fa,, y satisfacen
e~,(x, 0,0) = <4¿(x, 0,0) = O nr
Reemplazamos ahora (1.178) en (1.181), (1.182), (1.186) y (1.187) para obtener el siguiente
conjunto de ecuaciones
e
—Vp + A’t =2 J~(p, ti f) en IR x IRA -(1188)
V’~ t = J3(f, t en IR x ¡RA -(1.189) a-
t=0 eny=2O,3:>0 (1.190)
Buía, OWy
___ + Ox’ =2 h1(t,f) en y’ = 0,3:’ <0 (1.191)
OWy
—p + 2 —o-fa,t a,’ + h2(ift, f) en y’ = 0,x’ < 0 (1.192)Oy’ e-
donde hemos usado la expresión para la curvatura dada por (1.6), así como la linealidad de las
funciones .L, it1 = con respecto a la velocidad y la presión. Hemnos incluido en Ji2 los termínos
de it2 así corno la diferencia entre la curvatura y fa,~a,~. Por otra parte, la ecuación de evolución
de la frontera libre (1.13) tiene la forma
A =2 —u~, — fin fa,’ + fa,’wa, (1.193) nr
I)espreciando formalmente los términos cuadráticos y de órdenes superiores en las ecuaciones
(1.188), (1.189), (1.190), (1.191), (1.192) y (1.193) obtendríamos el sistema lineal (1.14), (1.15),
(1.16), (1.17), (1.18) que hemos estudiado en las secciones precedentes.
Nuestro objetivo es resolver el problema no lineal (1.188), (1.189), (1.190), (1.191), (1.192)
y (1.193) para datos iniciales pequeños. Para ello usaremos un argumento clásico de punto fijo. a-
Probaremos existencia y unicidad de soluciones del problema en el espacio
H~A-~([O, +ce) ; Y) (1.194)
donde
Y—zÑ fl Z~ (1.195) mc
para una elección adecuada de ~m,~2 El número 6 > O es pequeño y lo precisaremos más tarde.
La elección de los espacios (1.194) y (1.195) está motivada por el hecho de que Y controla el
a-
u
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comportamiento asintótico de la frontera libre f(x, t) tanto cerca del origen como del infinito
así como La regularidad con respecto a las variables espaciales. La elección de + c5 derivadas
en tiempo (1.194) es debido al hecho de que esto irnplica cotas L00 mediante las estimaciones
usuales, y esto será conveniente para estimar los términos no lineales.
1.7 Algunos resultados adicionales de análisis funcional
Empezamos recordando el siguiente Lema clásico:
Lema 1.12 Sea 5(t) el semigrupo de translaciones de amplitud t y
A~f =2 (S(—t) — 101
Entonces ¡¡fl5f¡¡~
2 ‘cos(w4>F(í — 2s) /00 ~
para O < s < 1, donde D
5f está definida por (1.49).
Demostración. Usando la desigualdad clásica de Plancherel, así como el hecho de que el
grupo de translaciones S(—t) es en espacio de Fourier el mnultiplicador e4~ obtenemos inme-
diatamente
J00dt (00 __ (00o t1A-2-” ¡¡(S(—t) — I)I¡1j
2 jo tÍt5 k00 dA’ (eikt — 1)f(k)~
Partimos la integración en la variable A’ en dos trozos 1200 + f~7, y hacemos el cambio de
variable ¡k¡ t —> t. Esto lleva a




“4 ~its sin’(§) = cos(irs)lI’(1 — 2s)y teniendo en cuenta la analiticidad de la función ~cosfrs)F(1 — 2s) en el intervalo s E (0,1)
concluimos la demostración.ri os
Deducimos a continuación algunas propiedades de los espacios fi que hemos definido en la
Sección 1.2.
Proposición 1.7 Sean f,g ek (lR)nL00( R) con 0< s< 1. Entonces se cerífica la siguiente
desigualdad:
¡1D5(fY)ML2(n> =c’ (ííí¡¡~~, I¡D59¡¡LO(n) + ¡l9¡¡L~(R> ¡ID fI¡L2(R)) (1.196)
Además, si s > ~ y f,g E 115(R) entonces
¡!.f9¡¡H~(R) =(1 ¡¡f¡¡H~(R) ¡¡P¡¡n-~(R) (1.197)
u”
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Demostración. Nótese que u”
/o<o J¿ j dx ¡At(fa)¡2 =2 [<> ~ÍtS ¡__ dx ¡f(x — t)y(x — t) — f@r)gW¡2 =2
/00 SO
— i it K dx ¡S(—t)fAjq + g(x)X,f¡2
<2 sup ¡fI2 /00 it ¡ dx ¡~átq¡2 + 2 sup ¡~¡2 f jj j dx ¡A,f¡2
e
y por tanto, por el Lema 1.12, deducimos que
¡IDS(fg)¡¡j~ =C(sup ¡f¡2 ¡¡DSgI¡§ + sup p~¡2 ¡D~f¡¡%
2)
a
donde (1 es una constante positiva que depende de s, y (1.196) se sigue.
La desigualdad (1.197) se deduce de (1.196) así como de la clásica inclusión de Sobolev
e
que es válida para s > ~ (ver [21)0
Proposición 1.8 Sea f,g E Zft, nzt con u =2 n+ m~, n =2 1,2,...; 0= r¡ < 1. Entonces se
74>
ver~fica la siguiente des-igualdad:
I¿fA&t, =~(¡~t ¡wt + 2u (1.198)¡fW~~1 flg¡
nf
Demostración. Teniendo en cuenta (1.29) y (1.30) podemos escribir
2 WC
= J dX du.e~”eo 8)10 f(e10 )g (e10) +
dA ¡A¡2~ >f00 da ei~uets)uf(eU)q(eu) 2 EJ
1 + ‘2 a
Por las propiedades clásicas de la transformada de Fourier, y usando que u = n+q, obtenemos
mc
= j dA ¡A¡
21 f dz¿. e~’ ___ 2
a





2 =(1 >3 ~9U)f(i)~ mc
iA-j=n
Sea j ~ í. Tenemos entonces la siguiente cadena de desigualdades:
a
fe-
0 dA ye-0 di~~ etAue(Y8)ufít)(et)g<Á>(eU) 2
nr
a
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2
~ sup gÓ)~2 f~ dA dii
< Csup~g(Ú>~3
l<i J
00 [00 -~ 2
00 J du• eíÁuw~~i (eQsWf(e~~))
2 /00 /00 2
(1sup g(áj >3] dA >421 ] dii~ eiSue(~SíUf(e10)
00







<2(14 t1+2~ J dii f(t)(el ‘)e( S>(Ut)AgO)(eU)~ +
+2(1 _____ ~‘00¡ e-Odt ~ — Lm + L
2Ju t1A-
2<~ j___ 1
La isornetría entre los espacios Ht+n(~) y Z¡A-<, implica
L
2 =(1sup g<ij flf(i)~ =(1sup ~U) 2
donde hemos usado la desigualdad sup yU)~ ~ (1flg¡¡~ que
1-”




es válida al ser j ~ u — 1.
h(u) = ¡00 dt gW(eUA-É)
tlA-
217




+ j duj’ 0+2<, — g(iA-1)(e10)~2
(1.201)
Haciendo el cambio de variables a -— it —* u en la integral L
1 (ver fórmula 1.199) obtenemos
¡‘00 dt
rs 2(1 1
u t1A-2~~ ji (g(J)(eUA-í) —
2
(1.199)
=2(1 L00~ gU)(e”A-’)— gú)(eu)~) j~’ dii
fi.
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Finalmente, teniendo en cuenta (1.201) así conio el Lema 1.12 y el hecho de que j < y 1
se deduce que
7-’>
Sumando (1.202) y (1.200) obtenemos
q (i)f(i)
para u> ~ y g =i.
En el caso j > i imítercambiamnos los papeles de las funciones
desigualdad
J y g para obtener la siguiente
~g(ii)fO) ~-t ~ (1 11=;‘¡+ ¡¡fIl §}
s,r,
y esto completa la demostración.D
Lema 1.13 Consideremos el espacio ~ rs Z~ AZ4.,> con a
existe una constante (1 > O tal que, dadas f, g c X<~ 0 se tiene que
Además, se verifica la siguiente desigualdad:
¡¡f¡ILnn-t) =(1l¡fHx’> (1.20-4)o]’ mc
Demostración. Solamente tenemos que usar la Proposición 1.8 y el hecho de que
a4,> nZ,j; GZt
—u2’
que se sigue de
WC
=fl(e(’Y—b<’ + e(0~+10)~m(e(a—±h¿+
=c’fle(<’4~’> + e(Úá010)1li11’>(fl) fl + e<0ú>10)f(eu)~H’>(R) =(1¡If¡¡zz’>~z
donde hemos usado para la segunda desigualdad la propiedad (1.197) del espacio fJu(IR).
(1.205)




Necesitaremos también los siguientes espacios:
— {f: [0,mr]x[0,+ce) IR tal que IIfl¡wg, <‘2 }
con la norma
=2 É/00 dA(1tU—00 OC + A¡2” + 1n12>) ~t—<”2
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Lema 1.14 Consideremos el espacio W~1e-2 con ál < ~,a2 > ~ y u > max(1, a2). Entonces
existe una constante (1 > O tal que, dadas f, y c W~1 <>2 se tiene
Además, se verifica la siguiente desigualdad:
I¡f¡¡Lm(n~i~) =(1 ¡If ~ (1.208)
así como la siguiente desigualdad de traza
=0, ~)¡¡~~>—± + ¡¡f@ ir~ VIVA =If¡¡wx,<’2 (1.209)
1,<’2
Demostración. La demostración del Lema 1.14 consiste en realizar un análisis de Fourier
usando los métodos de los espacios de Sobolev con derivaciones fraccionarias y será omitida
(argumentos de este tipo se pueden encontrar en [35]).E
Queremos probar que el problema (1.1)-(1.13) está bien puesto en los espacios He- ((—ce, +ce) ;
donde ]~ < a < 1,/3~ < ~ /1½> ~. Para ello serán necesarias como herramientas auxiliares al-
gunas propiedades de los espacios He- ((-—ce, +ce) ; w~,Q2). Es conveniente entonces estudiar
algunas propiedades de espacios abstractos He- ((—ce, +ce) ; Y) . Recordamos que dado un es-
pacio de Hilbert Y podemos definir el espacio He- ((—ce, +ce) ; Y) con la norma
¡¡f¡IJJ’~((—00,A-00);Y) [00 <It í¡í¡¡~’+J 0+20 J 00 dt I¡ArfI¡~’ <ce (1.210)0 —00
Recordamos que dada una función f : iR —4 Y , donde Y es un espacio de I-Iilbert, es
posible definir la transformada de Fourier f iR —> Y de forma análoga a la transformada de
Fourier estándar para las funciones de variable real (ver [541, pg. 45). Esto nos permite dar una
expresión para la norma de los espacios W=He- ((—ce, +ce) ; Y)
Lema 1.15 La norma del espacío W se puede escribir para O < a < 1 como
a ~ i~~21-I¡IflIiÍ<’((—cc,A-00);y) £41 + cos(wa)F(1 — 2a) )~f(wfl (1.211)
donde ¡es la transformada de Fourier de f.
Además existe una constante (1 tal que se verifica la siguiente desigualdad:
¡¡f¡¡Le-o((~oo,+e-o);v) =6 ¡¡f¡¡w (1.212)
Demostración. La ecuación (1.211) se puede obtener siguiendo exactamente los mismos
pasos que los de la demostración del Lema 1.12 usando la teoría de las transformadas de Fourier
para funciones con argumento en un espacio de Hilbert (ver [54]) para las cuales se verifican tanto
la desigualdad de Plancherel como otras propiedades clásicas de la transformada de Fourier.
La desigualdad (1.212) se puede deducir como sigue:
~
1:~IfI¡~’ =c ¡~ dwciwíf(w) 2 (¡ji dw (í + Iw¡20) ~f(w) V~) (J~0000 dw +
y por tanto, usando (1.211), obtenemos (1.212).Q
Serán útiles para el análisis del problema no lineal las siguiente propiedades del espacio W:
u”
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u”Lema 1.16 Sea a tal que ~ < a < 1 e Y un espacio de flilbert con la propiedad
a,
Entonces existe una constante positiva (1, tal que:
(1.213)
Además, si f C 1’ es una función que depende sola-mente de la variable x y y e 1V, entonces
fg E 1V y se tiene que
(1.214)
para alquna constante positiva (12 independiente de f y y.
a
Demostración. Usando la definición (1.210) deducimos
dr
=2 ./~0:~ dt IIfWI~’ + J 0000 a
= dt I¡f¡@ IIyI¡~’ +
J00<I’ í0 <It (í~í~ <~ ¡Arg¡¡~, + ¡g¡~ ¡IAmfIk))
a
<(1¡If¡¡t<>O((—00,A-oo);Y)fj~ dt I!g¡I’~’ +
e
J 00 _____ dt ¡¡/I,g¡¡~<+(1 I¡9¡¡L~<’((—e-o,±00);y)/00 dr+(1
a
adonde hemos usado el Lema 1.13 en la primera desigualdad y (1.212) en la tercera.
ini plica
La desigualdad (1.214) es un caso particular de (1.213) ya que la hipótesis f(x,t) = 1(x)
sup ¡¡f¡¡f, =
y esto concluye la demostración del Lema IlGEl
Lema 1.17’ Si [g C ¡ja
entonces
((—ce, +oc) ;x~02~5) donde ~ < a < 1, ¡3~ < ~,132 > ~,<5 > O
a
(1.215)
Demostración. La desigualdad (1.215) es consecuencia de
¡¡fWIx% 32 +24 rs ¡ffJ¡¡z ~> + ~r25f(r)q(rj~ =(1¡If¡¡x~3~4 XL’ a
a
así corno de (1.210).E]
Usaremos, en lugar de funciones para las cuales el tiempo t recorre el intervalo (—oc, +oc)
funciones f : ¡RA -—> Y. Para hacer uso dc los resultados demostrados anteriormente extendemos










1.7. Algunos resultados adicionales de análisis funcional
Más precisamente, dada f : IRA -—* Y, definimos Pf : E —* Y de la siguiente forma:
1(t) E Y, para t =O
f(—t) E Y, para t < O
61
(1.216)
Definimos el espacio de Banach He- ([0, +oc) Y) como el conjunto de funciones f tales que
Pf E He- ((—ce, +ce) Y), siendo la norma en ambos espacios la misma.
Estamos interesados en alguna expresión equivalente de esta norma que resulte más fácilmente
manejable. Para ello introducimos la siguiente notación:
1 f(t)C Y para t =0E(f) rs ~ O para t >0 (1.217)
La equivalencia de normas requerida está dada por el siguiente Lema:
Lema 1.18 Sea 1(t) E ~e- ([O,+ce) ;Y). Supongamos que fi, E(ft) existen. El conjunto de
funciones f tales que P(f) E JIe- (JR;Y) (~ < a < 1) es un espacio de Banach con la norma
¡tP(f)¡¡Hoqz?;y) y esta norma es equivalente a
J¡f¡¡H<>(R+;Y) =
2 E(fí)(z) SN
~ II(~Éu5(=)Y+ ~ 2
Demostración. Como Pf es una función par, j~(Pf) es una función impar y
rs E(<I1)(k) E(áí)(~k)
dt




dA’ ¡~¡2<’ ~ rs ¡ji dA’ ¡~¡2a—2 +(~f) yy entonces, usando (1.218)
——— 2
>fdkIk¡2a2 +(Pf) <21-e-a dA’ ¡k!2e-~2
1Nótese que como f(t) e He- ([0, +ce) Y), y a > entonces existe f(0) = lim
1~,0+ f(t).
Definimos g(t) rs f(t) — f(O) para t > 0. Tenemos entonces trivialmente que:
[00 —— 2 ¡‘00 — 2
dA’ A’¡2<’2 E(fj) =]__ dk¡k~ 2e-—2 E(gt)
Al ser y(O) = O, se puede ver que
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y [dA’ IA’!2<’ 21- dA’¡A’¡ —-—-2 ¡‘e-O ———--—- 22e-—2 E(g,) rs J__ dA’¡A’¡ 2e-—2 (12(g)), = Eg
En la demostración de (1.211) hemos obtenido la siguiente identidad:
¡‘e-o —2 [00 di 2
dA’¡A’[2e- Ey = >~0 ~1±2<’ /dt¡Eg(t+r) Ey(t)¡J~Y —
Entonces, usando que E(g) se anula para t < O, deducimos que
¡‘00
[00 dA’ A’¡2e- f? 2Y
a
—c’j,t?20 J00 ¡¡g(t + i-) g(t)¡¡t< rs
— cj00 ~1A-2e- dt ¡¡f(t + T) — f(t)¡¡~, =(1
dt!¡Pf(t+-r) —
J te-fdt¡¡nÍ(t±Tk~





¡¡Pf¡¡L2(nY) rs 2 ¡!f[¡L2(fl+ Y) (1.221)







E(f)(z) 2 E$t2 Y)) =(1¡[f¡¡Ha(fl+Y)
para alguna O > 1, lo que concluye la demostración.EI
1.8 Análisis del problema de Stokes en un dominio con frontera
prefijada
En esta Sección probaremos existencia y unicidad de soluciones dé slstema (1.188), (1.189),
(1.190), (1.191), (1.192) para datos iniciales pequeños y para f(r,t) dada y también pequeña.
Como paso preliminar estudiaremos el siguiente problema de Stokes no homogéneo:
~Vp + rs i7(x, y, t)
V . = J
3(x, y, t)
-4y rs O





e-u IR x IRA-
en IR x IRA-
en y rs 0,x > O
en y rs 0,x < O






A partir de este momento consideraremos las funciones escritas cii coordenadas polares. El
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Teorema 1,6 Sea u tal que u + ~=1,2,3 Dadas J1,J2 E H<>(IRA-;W~,2e-22) j3 E
H~ (IRA-; ‘-‘A -~, ~ H<’
1itX” entonces existe una íínica solución del pro-E
blema (1.222), (1.223), (1.224), (1.225), (1.226j y se verifica la siguiente estimacmon:
2






H<’(F+’1V2 ) + H<>(R+-W 2
= ,~2 (n+;w:
11<>2.2) + II <HO(Ik+W’>+2 + E
i=1
(1.227)
Demostración. Como paso preliminar, reescribiremos (1.222), (1.223), (1.224), (1.225) y
(1.226) en coordenadas polares:
Or~ +7~+I vj\5P k 1 02v,. Br r2 ae — 7) J~ (1.228)
ÁE~ (0~ ±O2vo ¿Ovo !~Er - ‘~0~ 1 (1.229)
rOO k Br2 r2 002 ror+ r206 7)
dr,. 17,.
rOO Dr
Obtenemos a continuación una solución particular de (1.222), (1.223) y (1.224). Como ya se
indicó en la Sección 1.7, para tener en cuenta la regularidad en tiempo, extendemos de manera
par las funciones J~, y,- y p para 1 < 0. Denotemos por .F(r, O,w) la transformada de Fourier en
tiempo de una cualesquiera de estas funciones. Recordemos la definición de la transformada de
Mellin ¿re- (b, O, w) rs /00 dr . rbF(r, O, w)
donde b= iA+a— B y se supone a E iR, a# n+ 1 n=0
2’
Buscamos soluciones de (1.222), (1.223) y (1.224), que se puedan escribir de la siguiente
formria:
00










Usando el hecho de que el conjunto de funciones {cos(nO), n rs 0,1,2, ...} así como el conjunto
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00 mt
3e(r, O) =>3 Jo<. sin(nO) (1.233)
00 u,
j3(r,9) =2 >3 J3,,<cos(nO) (1.234)
n~U
Insertando (1.231) y la transformadade Mellin de (1.232), (1.233), (1.234) dentro de (1.228), mc
(1.229) y (1.230) obtenemos:
4 ¡ y—<> N u,




2n~ —b3 MP b . -—b2 >2 1 2b b4 ~29u2 2b2A-n4—2n2A-I y.C 71) — b4 —2b ,* —b2 A-n44<’ ¿u b~ —2h >242 ~<‘M ~+n2 54 ~Q52 >2 ~52A-<’ -—----—a4w>,2 ¡<‘2 b —b3 ~<‘2 b—~2,S 1 1 e-Vr,,, — — b4—252n’—-b2A-n4A-n2 ¿U b4-—2b2n2—b2A-n4A-n’ b4—252<> —2A-n~A-n’ 1 .10<’) ( <1.235)—2 b 52 in ~2b~b2 ><2 ea ¿n 54 ~352<’2 —2 ±n~~,‘2 t~ ~~2b2<‘2 ~b2 ~f~n1++ 54 —25 <1 ~5>A-,)4<’?
Se comprueba fácilmente que
e
-— 2b2n2 -— 9 + u4 + n2~ =KQ + >1’ + u4)
1 2
paraalgán 1<1>0 si a E lk,a#m2+ ~,m + ~ in=0,1,2 a
Dado el comportamiento asintótico en el infinito de todos los términos en (1.235> se deduce
que
(1 + ¡A¡2~A-1 + ¡n¡2~A-1) k~í~2 + (1 + ¡>12043 + u)2’-43) (~w”—2~2 +
< (1 ((1+ ¡>12’> + ¡n¡2’>) (L7~aÍ2 + + í + + ¡~¡2’>~-1~ jy-—a—1 2) (1.236) e
Tomando ahora los valores de a =2— a~,2 — er
2, mnultiplicando (1.236) por (i + ¡~¡2o) e
integrando en A, sumando en u e integrando en w obtenemos que estas soluciones particulares
satisfacen las estimna17iones en (1.227) para el tercer y cuarto términos a la izquierda. Las
estimaciones para los dos primeros términos se obtienen usando la desigualdad de traza (1.209). WC
Nótese que la solución particular que hemos obtenido no satisface las condiciones de contorno
(1.225) y (1.226). Podemos construir una solución del problema (1.222), (1.223), (1.225), (1.226)
con 7, J3 =2 0 y la condición de contorno adicional
T½(v,.,VoÑ(ho,O) en yrsO,x>0 (1.237)
Estamos interesados en soluciones de esta formna ya que es este el tipo de términos que
aparecen en la traza de las soluciones particulares de la forma (1.231).
Extendemos de níanera par las soluciones y las fuentes a t < O tal y como se hizo arriba. e
Después de tornar la transformada de Fourier en tiempo buscamos una solución de (1.222),
(1.223), (1.225), (1.226) y (1.237) en términos de la función de corriente con la forma dada en
•*
a
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(1.72). Argumentando como en la Sección 1.3 obtenemos que los coeficientes A, B, CD tienen
la forma
rs m. (5±2) ATe-A-1 — ii;—a405( +1? 2
2c(5A-S)
1 ~~~~v±A-l+iwe-4
donde s rs sin ((D
t + a + ye rs cos ((iA + a + ~)w). Llevando (1.238) a (1.72), y agrupando
los factores que están multiplicados por /¿o<’, h,<’A-í y respectivamente, obtenemos después
de algunos cálculos directos la siguiente estimación:
2
2dO =(1(1 + ¡>4) (AÍe-A-’ + A7A-1 ) (¡e — ~¡2 + ¡~ — ~¡4) e2IÁI(6r)+
+(1(1 + ¡A¡)h —a~2 (¡e¡2 + ¡e¡~) e2131(6<fl
donde hemos usado la cancelación de los términos de orden más alto cuando ¡>4 —* oc. Mediante
integración en O llegamos a
dOJ ¡ + + c”íJu ffje-—2 2dO =(1(1 + A¡)2~—5 k ~ 2 ¡~—aA-i 2) , + ¡A¡)’ ATj2 (1.239)
Tomamos ahora los valores a =2 2—a,, 2—a
2, y multiplicando (1.239) por ((1 + ¡A¡)
2w—2~~±s)x
(1 + Iw¡2<’), integrando en Ay en w obtenemos, usando (1.57) y la transformada de Mellin de la







Usando el hecho de que las soluciones particulares que hemos obtenido arriba satisfacen la
estimación (1.227), podemos controlar la norma de h
0 en (1.240). Sumando las dos soluciones
que hemos construido a lo largo de esta demostración obtenemos las cotas enunciadas en (1.227)
para el tercer y cuarto términos a la izquierda. El resto de términos se estiman usando (l.209).C
Como siguiente paso, necesitamos estimar los términos no homogéneos y las fuentes para
construir el argumento de punto fijo deseado.
Lema 1.19 Sean (t, p, f) y (¿e 45,1) un conjunto de funciones que satisfacen
2
+ Ii<>(R+W>~





2 + >3 ií~’~;¡¡2 < L
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,—- —‘ u,-Denotemos por (J-, A’,) , l\Ji~ Ji-) los correspondicntcs términos no hornoqéneos en las ecuaciones
-d -—(1.188), (1.189), (1.190>), (1.191) y (1.192) cale-alados con (ip, f) y (¿e ,fr,f) respectivamente.
Existe L0 > O tal que para E < L0 se satisface la siguiente desigualdad: e
21 ¡<~¡¡2 ¡Ir’¿¡Iii C’(R+X’>trí H<>(fl+;W
14<’2..4 + ¡¡J3¡¡
2 •>~-± + >3 - <>fl±<>21> =~¿rl
(2 ~ — W2 ) + — 4H<’(R+W’>+2_<>2’> + 2 2 a->3 flh~
¡ 2 2 N~ a-
<CL (j~f~ f~ H<>(l?+;XwÍi ) + fi — H<>(R+-W<’>.<) + >3 í¡w~ — jp~¡¡2
- i=1 fI<’(R+ 4j 1
Demostración. Es una consecuencia de la analiticidad de las funciones (J¿, h~) en las va—
nabíes (t,p, f) así como del hecho de que estas funciones son al menos cuadráticas en sus
argumentos, combinado con las estimnaciones para los productos de funciones que fueron de-
mnostradas en los Lemas 1.13, 1.14, 1.16 y la desigualdad de traza (1.209).ú mc
Dada f tal que fa, E 11<’ (IRA -;Xai,
02) denotanios por (Ftp¿) la solución de (1.14)- (1.17).
Se sigue del Teorema 1.6 tornando J¿ rs O, A’1 rs O y A’2 rs t~ la siguiente estimnación a priori:
mc
2
+ >11 II 1#I¡JJ(flflyU+2 =C IIfxI¡ijo~n+;xgjr~2> (1.241)
a
Concluimos la sección probando umi resultado de existencia para el problema (1.188)-(1.192)
para cualquier función f dada suficientemente pequeña (en algún sentido que precisaremos).
mc
Teorema 1.7 Existe un ~o > O tal que, si ¡¡fxI¡IÍ<>(n+;x’>+’ =¿~, entonces existe una ónzca
solución (É, p) c [Íf(IR;I4ótt )~ >< ~ IRA-;w$j<’2~) del problema ¿1 188) (1 192) a




1 + >3 H~’-~ — “1’Il<’(f?+W’>~K) =(1¡Ifx¡lt<>(n+;x~t~2> (1.242) a-
i~I
Dadas f y ¡tales que a
+ KflhI<>tI?+;Xgy~) <oc
mc




— ‘~~fI<’tR+;W’4, 02—I) + ~ pI-tv~ — wíí <>1<’?> (1.243)
a
Demostración. La demostración de este resultado es un clásico punto fijo de Banach basado
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1.9 Análisis de la ecuación de evolución no lineal
En esta sección concluiremos la demostración de existencia y unicidad de soluciones del problema
(1.188)—(1.193) en el caso y% ~ O y en un marco funcional adecuado. Más precisamente, probare-
muos existencia y unicidad de soluciones de (1.188)-(1.193) en el espacio V H~A-~([0, +oc) ; Y)
donde Y rs ~ para una elección adecuada de s1y ~2 que será precisada más tarde y donde
el número 8 > O es pequeño.
1.9.1 Los problemas lineales no-homogéneos
Encontraremos estimaciones para la solución del problema lineal y para eí problema no—homogéneo
en espacios que involucran tanto la dependencia espacial como la temporal. Estas estimaciones
seran cruciales en el análisis del problema no-lineal.




25VV — s~ ,s
2A-28
donde a rs ~+¿,si rs O,~2 rs ~+¡p¡—óen elcaso¡
3u <zGya rs 1+6,si rs ~—-p+<5,s2 =
lplen el caso ¡3o > 0. <5 es un número positivo pequeño menor que -y
La ecuación de evolución (1.193) se puede reescribir como
A rs t3í,y — /3ofa, + f,.tva, — (w~ — vi,) (1.244)
donde la función t es la obtenida en el Teorema 1.7 y v~ es la solución del problema linealizado
(1.14)- (1.17). Podemos escribir y
1 en función de f mediante (1.65). Por tanto, (1.244) se
convierte en
a (00 /r’\~ fr
donde, de (1.241) y (1.242) se deduce
Es entonces natural estudiar la siguiente versión no-homogénea de la ecuación (1.92).
a ¡“e- /r\~ f,
.
ft—Iiofr=yV..] r< (1.247)
f(r,0) rs fo(r) (1.248)
donde j(r, t) en un término de fuente apropiado.
Teorema 1.8 Sea fu e Y y sea j(r,t) una función definida en IRA -xIRA -ytal que
¡<j(r, 0)flw + ¡¡j¡¡~ < ce
mt
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u,Fulonces e’ iste una ánca solución de (1.247) con dato inicial fu(r) y tal que
l¡frHu < ce
Además. exi,~te una constante (1 tal que mt
IlfrILu =(1 (¡¡fu¡lv + ¡li(r, ~)l¡~~+ ¡¡11V)
Demostración. Teniendo en cuenta que hemnos definido en la Sección 1.7 los espacios u’
H<>(IR; Y) mediante una extensión par en tiempo (ver fórmula 1.216) es natural considerar
la función f(r, t) definida como f(-r, .) rs P(f(r,.)) donde P es como en (1.216). Nótese que
a-
podenios obtener fácilmente una expresión para la transformada de Fourier de f en t como una
función de la trausformuada de Laplace de f. Escribamos la transformada de Laplace de 1 como
E(r, z) rs f dI~ ez¿f(r, t) a
y la transforníada de Fourier de ¡como
1 ¡‘00 tf dt . eiwtf(r, t)
2w J-—00
Un calculo sencillo muestra entonces que e
2F(r, w) rs — Re (F(r, —-iw)) (1.249)Ir
De manera análoga, si denotamos por f la extensión impar en tienípo de f(r, t) , y F (r,w)
su correspondiente transformada de Fourier en tienípo. se tiene que
2 a
E (r,w} rs -—-i . Im (E(r, —iw)) (1.2-50)
ir
Tomando la transformada de Laplace de (1.247) y denotando con letras mayúsculas todas
las transformadas de Laplace deducimos WC
zE(r, z) rs —
1v.E. 100 dF< F,.G~, z) (S 71+/loEÁr, z)— J(r, z)+fu(r)
2w Jo\r,/r—-¿
que podemos escribir corno
(A — <E rs J(r, z) — fo(r) (1.251)
donde el operador A ha sido definido en (1.93)
Podemos resolver la ecuación (1.251) exactamnente igual a como se hizo en la Sección 1.4.
Esto implica la siguiente fórmula
(F,.)~(k, < rs cosórp)CrútS 1 (r(k)q(A’ z)(IIfo — II J(k zfrl rs (1.252)
a r~(k)q~(A’, z) Ps
ft1,r + A
2,,.
Ka,,. y 1<2,,. corresponden a los dos términos dentro de ()A -respectivamente,
Definimos las funciones k1(r, t), k-ft r, 1) tales que ka(O) k2(0) rs O y A’~,,.
A’2,r rs F (A’~,.) (donde ~ es la transformnada de Fourier inversa y todas las letras mayúsculas
denotan transformadas de Laplace en tiempo). Las estimaciones de las funciones A’~ (r, t). A’2(r, t), mc
necesarias para la construcción del argumento (le punto fijo que demuestre la existencia y uni-
cidad de soluciones del problema no lineal completo son el objeto de los dos siguientes Lemas.
a,
nf
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Lema 1.20 Sea f~ E Y . Se verifica la siguiente estimación para A’í~r, t)
Demostración. Por definición de la norma en el espacio X tenemos
2¡~A’i,r¡tt ¡A’1r¡¡12(n+z4 + ¡tA’1~r¡¡i2(R+;z4 L2(R+;Xr+ D~ A’1,,.2 oj+IpI—~’11 + 12 + 13donde f( es la extensión par en tiempo de K1.
Definamos
~—8
A~(k,z) = 1 (z)ij + (z)4A-5 (1.253)qA-(A’,z)(A’Q& (k)
y
B(k,z) =<p(A’,z) (1.254)
Entonces, aplicando el Lema 1.4 e integrando en z concluimos que
It
Por otra parte, la estimación (1.94) implica
<c400 áí
donde A es comno en (1.93).
Usando la fórmula (1.129) para AP y tomando A~ y B como en (1.253) y (1.254) respecti-
vamente deducimos por el Lema 1.4 que
‘2 =
Definamos como kí(r, t) la transformada de Laplace inversa de Kí(r, z). Por la definicion
de la norma en el espacio U tenemos que analizar la regularidad de la función A’i(r,t) que es la
extensión par en tiempo de A’~. Nótese que A’
1 resuelve la ecuación
= AA’1 (1.255)
con dato inicial fu . Estamos interesados en este punto en estimar la derivada temporal de A’~
que resulta ser (Aj rsA’tt (1.256)
donde recordamos que (.) denota extensión impar en. Denotamos por A% (r,w) la transformada
de Fourier en tiempo de A’í. Tomando la transformada de Fourier en tiempo de (1.256) y usando
(1.250) así como (1.255) deducimos que
iwkj¡ rs Im (AK1 (r, -iw))
Ir
(1.257)
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Nótese que el Lerna 1.11 implica
AK1(A’, —iw) = cos(wp)e”>~> (—ik)r~(A’)q~ —iw) (r<A’) (—ik)q<k, —iw )-y(k) fo)
Derivando (1.257) con respecto a r, tomando su transformnada de Fourier en la variable
espacial e introduciendo el resultado en (1.258) obtenemos
1iwK1,,. =2 i cos(wp)e<’P’







B(A’, ±iw)= q— (A’, +z) +
2
Para estimar (iw)3,. K1,,.
u,
usamnos el Lemna 1.4 con las elecciones de AA-, B dadas




Lema 1.21 Sea j(r,t) una función definida en IRA -)<IRA -ytal que
¡¡j(r, 0)1kv + ¡LI¡¡u < ce
Entonces existe una constante (1 tal que
J¡A’













y aplicando el Lema 1.4 se sigue que
(1.262)
L2(fl±;XI
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a r~ (A’)q~ (A’, z) ( — (A’ z) (—iz) g-~~—8(—iz4
Usamos ahora la siguiente fórmula clásica para la transformada de Laplace de una función
zF(z) = G(z) + f(0A-)
donde y(t) rs ft(t) y entonces
(A’ z) rs cos(Irp)e<’Pti 1(~iz)4A-8(K




a r~(A’)q4 (A’,:) (r. (k)q4A’, E Li,,. + L2,,.
donde F(k,t) rs kk,í).
Estimamos C~ definiendo
1
A~(A’,z) ~1~(A’w< 1 + (k)f
B(k,z) rs q..}k,z)
y aplicando el Lema 1.4 de la forma usual. El resultado es
¡¡Éi,r¡¡~ =& ¡¡j(r, 0)¡¡w (1.263)








< ~L-00 dz (1.264)
donde s rs É~ y S es la transformada de Laplace en tiempo de s.
Usando (1.262) y (1.264) en el Lema 1.18 deducimos que
(1.265)
~~:~)
Juntando fInalmente (1.265) y (1.263), el Lema 1.21 queda demostradoD
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e--1.9.2 Demostración del teorema de existencia y unicidad de soluciones glo-
bales
Como paso final procedemos a resolver el problema no lineal (1.244).
Teorema 1.9 Sea fo E (100(IRA-) Existe su > 0 tal que, si l¡foi¡v =su , entonces existe una
un:ca solución dcl problema (1. 244) en el espacío U.
Demostración. Denotemos comno £(j) la solución f(r, t) del problema (1.247) y (1.248).
Usando (1.245) podemnos escribir el problema (1.244) como
a
frs £(Q[f]) (1.266)
El operador de la derecha en (1.266) es contractivo en {f : ¡fJ¡<¡ < Sol con la norma ¡O,. (.)}Lí
sí 5u es suficientemnente pequeño. Esto se deduce a partir de (1.246) y del Teorema 1.8. Un punto a
fijo de Banach clásico prueba el resultado.E
Se puede demostrar un Teorema similar para el caso I~o > O empleando el mismo arguníento,
pero usando los espacios definidos al conrienzo de la Sección 1.9. mc
El comportamiento asintótico detallado cerca del punto de contacto en el caso ~ ~ O viene
dado por el siguiente resultado de regularidad para las soluciones del problema no lineal obtenidas
arriba: a
Teorema 1.10 Sea f(r, t) la ñnica solución del problema (i.1)-(1.13>) obtenida en el Teorema
1.9. Entonces
e
f,.(t, t) a(t)ri~’ cuando r -—* O si ~o < O
f4r, t) a(or1P cuando r —* O si /Yg > O
a
con a(t) y a(t) funciones acotadas.
Demostración. Nos concentramos en el caso p < O (el caso p > O es análogo). Escribirnos
la solución de (1.244) en la forma (1.252). tenemos en cuenta la estructura cuadrática cerca del a
origen del término no lineal j rs — (u~ — vio) en (1.244) (y su regularidad por lo tanto) y
llevarnos a cabo un análisis similar al de los teoremas 1.4 y 1.5 para concluir que los términos
no lineales añaden a la solución lineal una contribución de la forma a
Si Bu < O
en primer orden cerca del origen, con
1(t) =2
mc
De forma análoga a (1.176) tenemos
1: d¿q~ z)r (~9HJ = d¿ (¡C + ¡>~¡2s+2) ¡2) ~ a
con s > ¡p¡ —
Podemos entonces escribir a
sup h-(t)12 =(1 ¡y(t) ¡1 =(1<1<_>+~ =E ¡<14 ~ _
___ [U (Id;X2 1
e
con y > O y tal que ¡p¡ + y rs 2 (<p¡ — 6); es decir, fl =2 {p¡ — 26 donde hemuos escogido 6 como en




Análisis de la evolución de la
superficie de tubos fluidos finos
2.1 Introducción
El problema de la evolución y de la ruptura de los tubos fluidos para formar gotas ha sido estu-
diado desde el siglo XIX. Los orígenes se pueden encontrar en los experimentos llevados a cabo
por Savart (ver [50]), quien observó la tendencia espontánea de los tubos fluidos a fragmentarse
en gotas. Platean (ver [44]) atribuyó la inestabilidad que da lugar a la ruptura a la tension
superficial. El primer estudio analítico del problema se debe a Lord Rayleigh (ver [47]) quién
analizó la llamada inestabilidad de Rayleigh que describiremos a continuación. Consideremos un
fluido perfecto incompresible que ocupa una región axisimétrica Q(t) sobre el que actúan fuerzas
de tensión superficial y supongamos además que la gravedad es despreciable. Las ecuaciones
que gobiernan la evolución son las de Euler acopladas con la condición de equilibrio mecánico
en la interfase (es decir, la presión se cancela con las fuerzas debidas a la tensión superficial) y
la condición de que la interfase sea una línea fluida:
—> 1
~~áy~+(v .Vyit=—-—Vp en Q(t) (2.1)/3
en (2(t) (2.2)
junto con la condición de contorno
p = crí! en 0(2(1) (2.3)
donde a es el coeficiente de tensión superficial y II es la curvatura media de la frontera libre
que se puede escribir, para superficies axisimétricas y en términos de la distancia 4(z) de cada
punto al eje, corno
1 332h
__________ 8:2
hI~ (w7 — (1+ (2.4)
Nos restringiremos a estudiar soluciones con simetría cilíndrica. La simetría cilíndrica sugiere
la introducción de las coordenadas cilíndricas (z, r, 6) e implica que la componente O de cualquier
73
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t
vector se anula y que podemos restringirnos al análisis de funciones que dependen únicamente
en r y z.
lina muasa puntual situada en un punto de la frontera libre se moverá siguiendo el campo de
u
velocidades en ese punto para todo tiempo. Tendremos entonces que
VN rs
u
donde ~Nes la velocidad con que se níneve la frontera en su dirección normal, o equivalentemnente
dA’ Oh
u,rs y>. — va,.~— en 0(2(t) (2.5)
La teoría de Rayleigh describe la evolución de las pequeñas perturbaciones de la geometría
cilíndrica realizando la aproximnación lineal de la ecuación de evolución, En concreto, si tras a
linealizar las ecuaciones (2.1), (2.2), (2.3), (2.5), buscamos soluciones de la forma
7* =2 V(r)e\¿A-ik u,
a
p rs — + P(r)eÁtA-ik
1?
A’ rs R+AeÁ~A-ik e
se deduce la siguiente relación de dispersión que fue obtenida por primera vez por Rayleigh
nf
k(1 — A’2fl2)í1(A’R)Á(k) ± Iu(A’R) (2.6)
u
donde Io(x) e 11(x) son las funciones modificadas de Bessel de órdenes cero y uno respectivamente
(ver [1]).
La relación de dispersión (2.6) consta de dos ramas. Para frecuencias bajas (¡A’¡ < R’) a
ambas ramas son reales y de signos opuestos. En particular. una de las mismas es positiva y da
lugar por tanto a una inestabilidad que se denomina inestabilidad de Rayleigh. Para frecuencias
¡ A’¡ > fl~ las dos ramas de (2.6) son imaginarias puras. Rayleigh evaluó la posición del muaximo a
de la función A(A’) es decir, el modo más inestable y a partir del valor de A’ en el que se alcanza
calculó su longitud de onda L~<’ax:
mc
2w
Lmax = kniax rs 4’508 x 21?
un valor que es del mismo orden de magnitud que el tamaño de las gotas observado por Savart.
La inestabilidad de Rayleigh es la causa que explica la ruptura espontánea de tubos fluidos
finos para formar gotas. Es imnportante observar sin embargo que el análisis realizado es un
análisis linealizado que no sirve para describir la dinámica del problema de frontera libre cuando
la deformación del tubo sea importante.
Los resultados que acabarnos de referir conllevan la suposición de viscosidad nula (fluido
perfecto). En el caso en que la viscosidad no sea despreciable es posible realizar un estudio a
análogo, aunque técnicamente más complicado, que da lugar a los mismos resultados cualitativos.
Las ecuaciones de evolucióíí que describen la dinámica del fluido son las de Navier-Stokes
a
07* 1






junto con las condiciones de contorno
rs —crHn~ en 0(2(t)
donde (Ti) es el tensor de esfuerzos.
(Ti) viene dado, en coordenadas cilíndricas y bajo simetría cilíndrica, por
(Tj})rs (Tzz Trji+ ( _2dv~_JUr+dvz Br Dv
,
2~ ¡Dr ¡
donde n~ es la componente i-ésima del vector normal a 0(2(t)
= (ira,, u,.) (—~,í
)
La ecuación que describe la evolución de la frontera libre sigue siendo (2.5).
El sistema completo se puede reducir vía un adecuado reescale, a un sistema de ecuaciones
análogo pero dependiendo solamente de la siguiente cantidad adimensional:
Oh= vy7i2aR
que se conoce como número de Ohnesorge y aparece en las ecuaciones como una nueva viscosidad
efectiva. El sistema es entomices
~»i~+(7*.V)7*= —-Vp+OhLt
V.itrsO en





donde H es la dada por (2.4),





y Q0(t) es un dominio axisimétrico de sección transversal característica unidad.
evolución de la frontera libre sigue teniendo la forma (2.5).
En ese caso es posible hacer un análisis similar al que realizó Rayleigh para







~l0(A’)A2 12A’J’’k~ 4A’2k’ 11(k),j\ 1+ — /c2 +kt21(k911(k)) A — 20h2( — k2)k2+k,211(k) = O (2.15)
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u
con
A”2 =.-\ + /c2
Aunque la relación de dispersión (2.15) es habitual en la literatura (ver por ejemplo [39]) no
es fácil encontrar en la misma una descripción detallada de todas las ramas A rs MA’). Dicho
análisis se ha incluido en el apéndice A por conveniencia del lector. Existen infinitas ramas
A rs A(A’), pero el resultado principal es cualitativamente similar al obtenido para la relación de
dispersión de Rayleigh: de entre todas las ramas definidas por (2.15) existe una única inestable
para ¡k¡ < 1 y la región ¡k¡ > 1 es de estabilidad.
El tratanijento analítico del sistema de ecuaciones en derivadas parciales (2.11), (2.12), (2.13), a
(2.5) no es sencillo. Por ello diversos autores han propuesto estudiar este problema en diversos
límites asintóticos (ver por ejeníplo [12], [13], [34]. [37] ,[42] o [43]). El límite más usual corres-
ponde a tubos extreniadaníente delgados. En este límite el problema de frontera libre (2.11), mc
(2.12), (2.13), (2.5) se puede reducir a un sistema de ecuaciones en derivadas parciales para dos
cantidades escalares h(z, t) y v(z, t) que describen respectivamnente la altura de la frontera libre
y la componente z de la velocidad y que dependen sólo de ¡a variable espacial z. a
Presentamos a continuacion, a modo de ejemplo, la derivación realizada por 3. 11. Keller y Lu
Ting (ver [55]) de ¡mo de estos muodelos simplificados en el caso particular de un fluido perfecto.
La hipótesis esencial que se realiza en la derivación de este tipo de modelos “unidimensionales”
es que las longitudes características en la dirección del eje de simetría- son mucho mayores que la
seccion transversal del tubo. Escribamos el sistema (2.1), (2.2) en coordenadas cilídricas r,6, z:
u
dra, óva, ¿)v= Op
rs
¿II 0z Dr O:
dv,. Dv,. Dv, Op u
¿fi +V:y-+% Dr
Ovz4vr~v>. rs
O: Dr y e
e introduzcamos la nueva variable r rs ev así como la nueva función y,. sE,. donde c es una
longitud característica pequeña del orden del diámetro del tubo. El sistema se reduce entonces,
en <=1límite e —-4 0, a
Dra, Dra, _ Dv-. Op
+ v-.——-- + y,-— rs0z 0i O:
0 rs Opay:
Dra, br’,. y,. a,
rs O
O: Dr y
cuya solución, teniendo en cuenta la condición (2.3) y en el grado de aproximación realizado, es
a





donde uo(z, t) satisface la siguiente ecuacion en derivadas parciales:
e
a
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bm’u 0v0 _ 1 Oh (2.16)
Por otra parte, la ecuación (2.5) se reduce, en este límite, a
Oh Oh bOu0 (2.17)
‘E + ~
0E iR
En [553 se estudia una familia completa de soluciones autosimilares de (2.16) y (2.17) que
dan lugar a ruptura en tiempo finito.
La deducción del límite asintótico unidimensional en el caso en el que se preserva la viscosidad
es algo distinta y será hecha en detalle en la segunda Sección donde deduciremos el siguiente
sistema de ecuaciones en derivadas parciales para vo(:, t) y h(:, t):
0v
0 Ovo 1 Oh IO(h2Ovn’%\ji +Vo—=———+ PL5’ (218)
O: h
20: h2Oz\)
Oh + Oh bOu
0 (2.19)
0: 20:
donde ji es un parámetro real positivo.
Este sistema de ecuaciones ha sido obtenido por diversos autores (ver por ejemplo [13), [14]
y [39]).
En este Capítulo abordaremos el estudio del sistema de ecuaciones (2.18) y (2.19) en dos
casos límites del mismo: el límite ji = o (que corresponde al sistema de [55]) y el limite asintótico
ji —* ce. Se describirán diversos mecanismos de formación de singularidades en ambos casos.
Para ello introducimos métodos de integración explícita usando una formulación en términos de
coordenadas lagrangianas.
A continuación describiremos en detalle el plan de este Capítulo. En la segunda Seccion
deduciremos de forma detallada el problema (2.18) y (2.19) a partir del problema de frontera
libre (2.11), (2.12), (2.13), (2.5) mediante adecuados límites asintóticos. En la Sección 2.3 obten-
dremos una reformulación del sistema (2.18) y (2.19) usando coordenadas lagrangianas. Dicha
formulación jugará un papel esencial ya que en los límites asintóticos ji rs O y y rs ce podemos
llevar a cabo integraciones explícitas. En la cuarta Sección estudiaremos las cuestiones de exis-
tencia y unicidad locales del sistema. En la quinta Sección abordaremos el análisis del sistema
(2.16), (2.17) que corresponde al límite asintótico ji rs 9 del sistema (2.18), (2.19). En particular
se discuten en detalle diversos mecanismos de ruptura de tubos fluidos para dicho problema. En
la Sección 2.6 analizamos el límite de viscosidad elevada que corresponde formalmente a hacer
ji —* ce en (2.18) y (2.19). En la Sección 2.7 se estudia un sistema parecido a (2.18), (2.19) que
se obtiene cuando se realiza el mismo tipo de aproximación unidimensional en el problema de
frontera libre (2.11), (2.12), (2.13), (2.5) y los efectos de la tensión superficial son despreciables.
2.2 Límites asintóticos distinguidos
El problema que estamos considerando depende de varios parámetros físicos que son la densidad
p, la viscosidad cinemática u y el coeficiente de tensión superficial a. Supondremos además que
los datos iniciales dependen de dos longitudes características que son el diámetro transversal
D y una longitud característica en la dirección del eje del tubo L, así como de una velocidad
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mt
característica U Si recordamos que las magnitudes físicas fundamentales son tres: masa, longi-
tud y tiempo, es fácil concluir la existencia de un reescale que deja el sistema en función de 3
parámetros adimensionales. e,
El reescale en cuestión es:
1 U - z ~v,. D r
mva,y-5va,. prs p, rrs~ (2.20)
1) L U pU2L2
y los parámetros adimensionales son: el número de Ohnesorge
Oh=2 vv/ji
cli)
que se puede considerar como una medida de la intensidad de las fuerzas de viscosidad en relación a








que niide el tamaño de las perturbaciones longitudinales con respecto al diámetro del tubo.
Obtenemos así, omitiendo tildes, el sistema de Navier-Stokes que reescribimos en la forma
siguiente
mc
1 (0v. Oua, Ova,’\ lDp Oh (ldíDvfllO2va,’\
L— + w—---— + va,—) rs —---~— + 1——Ir—— l+——z--———l en (2(t)\Ot dr ¿Li ~1 02 Wefl>2 VOr dr in=0:2}
a
1 /0v,. 0v,. Ov,.N Op Oh (10 /Dv\ 1 02v,. u,.(ej- + v~—g- + v~-y-) = -~ + We~n2 y—y yr~) ~~-¡jyr - -i) en (2(t)
10 0v, —
Or (rv,.) + ——~ rs O en (2(t) (2.21)O:
donde a partir de ahora (2(t) será un dominio axisimétrico con radio característico del orden de
la unidad y con variaciones longitudinales características del orden de ]a unidad. mc
Las condiciones de contorno adquieren la forma
1 mc
L-g ng = 2W fin




A’ (1 + h~
2/?
72)r ~2 (1 + A’t2/172)r
y mc
Oh ( 28v.- 182’.- +D2~(T¿g) rs ——P6u + k ~ Dr ?jDa, 8Weln2 nD¿+17t 2~’ )
La ecuación de evolución de la frontera viene dada por u-
= y,. — va, A” (2.23)
mc
a
792.2. Límites asintóticos distinguidos _______________________________________________
Los datos iniciales, ahora del orden de la unidad, son
rs 0) =
:, t rs 0) = h2(r, :)
—-4donde hemos de imponer div(h2) rs 0.
Interesa averiguar qué ocurre en cada punto de este espacio de parámnetros. Nosotros bus-
caremnos emm esta sección algunos límites asintóticos distinguidos.
El límite unidimensional: Oh——* ce, 17 -4 ce
El primer límite que estudiaremos es el de tubos extremadamente finos (D << L). Si tenemos
en cuenta el reescale dado por (2.20) vemnos que esta situación se corresponde con Oh —* ce y














— v¿(z, t) rs — m en r rs h(z, t) (2.26)
Oh~ Werh
La primera se satisface trivialmente y de la segunda se obtiene ji. La función u0 (z,t) queda
indeterminada en este orden. Es importante observar que el limite asintótico considerado es muy
singular, ya que la condición de contorno (2.25) se satisface trivialmente para cualquier solución
de la ecuación (2.24). Como consecuencia de esto será necesario acudir a órdenes superiores de
desarrollo asintótico. No entraremos en un análisis matemático riguroso de este paso al límite
que por otra parte se usa frecuentemente en la literatura (ver [12], [13], [14], [39],)




rs ~ (po(z,t)+p/17tWer 172 ‘‘
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en el sistema de Navier-Stokes para obtener, en el orden más bajo,
Oh ( ¡ ‘Oh 10, OiR
yo,, + u0u0 — P~ + y —— y— 1 + vM (2.27)We{172 r Dr Dr ¡ 1
1 1 Oh 0» Oh (10 ¡ Lv”’ — e2:28)
+ ~v& —vovu) r = wffi y + We{n2 ~—yr Yt) — 2
e17 mt
0: r0r
De (2.27) y (2.29) se deduce




2(:, t) es una cierta función que se puede calcular en función de vu(:, t) y pu(z, t) a partir
de (2.27).
De (2.28) obtenemos
ji = p2(z, t)r
2
Las condiciones de contorno serán en el orden inferior
1
2v
2r — —var — .3A”v¿ =2 9 en r rs 14:, t) (2.30) —2
1
rs en r h(:, t) (2.31)
Oh. We~h mc
La ecuación de evolución es
A’, + v0h’ rs —iv¿A’ (2.32)
a




Pu rs —u¿(:, t) +
Oh We}h
e
que introducidos en (2.27) conduce a
y0,, —i-uou¿= 1 A” Oh +3vg) (2.33) eWeP+We~n2
Fiemos llegado así al siguiente sistema de ecuaciones en derivadas parciales:
e
yo,, + uov¿ = W& 1h’ 1 (2.34)+ ~ (írv¿)’
1 mc
A’, + u0A” rs ——r4lr (2.35)2
donde ~í = Este límite lo denominaremos unidimensional y al sistema de ecuacmones o
(2.34), (2.35) sistema unidimensional. En los parámetros y y We podemnos identificar tres casos
límite interesantes que son los que comisiderareinos en este capitulo:
e
e
2.3. La formulación Lagrangiana del sistema unidimensional 81
1.- Límite unidimensional perfecto (ji rs 0, Wc = 1).
2.- Límite unidimensional de Stokes cuasiestacionario (ji rs ce, Wc = 1). Introducimos





7 + v0E’ =2 —
1vg (2.37)
2
que es el (2.34), (235) ignorando los términos que provienen de la inercia.
3.- Límite unidimensional sin tensión superficial (Wc —* ce).
El límite unidimensional ha sido frecuentemente estudiado en la literatura- En [34], [37], [42],
[43] aparecen intentos de formalizar una teoría unidimensional consistente para el problema de
los tubos fluidos haciendo ciertas suposiciones ad hoc. Es en [6] y L23] donde aparece una primera
justificación. Estas ecuaciones se han usado posteriormente para resolver cuestiones relativas a
la formación y el control de gotas secundarias en [7],[8],[9],[10]y a la evolución de puentes
líquidos en [38].
Siguiendo el modelo perfecto original de Rayleigh, en [55] se deduce un límite singular uní-
dimensional que es precisamente el dado por (2.18) y (2.19) con ji =2 0.
2.3 La formulación Lagrangiana del sistema unidimensional
En esta sección describiremos una nueva representación del sistema unidimensional para la
evolución de la frontera libre de un tubo fluido en términos de una única ecuación en derivadas
parciales. Esto se hará escribiendo las ecuaciones (2.18), (2.19) usando la representación La-
grangiana en lugar de la Euleriana.
En la especificación Lagrangiana del estado dinámico en el interior de un fluido, estudiamos
la evolución de un punto material. Asignamos a tal punto su vector posición 7* en el instante
inicial to y consideramos toda cantidad F como una función de 7* y el tiempo t. Las coordenadas
z~ son tamnbién funciones de 7* y t. Las componentes de la velocidad u~ y de la aceleración a~
están dadas por
02:¿
= —~- , a~ — (2.38)
Recordemos que el sistema unidimensional se puede escribir como
(A’2» + (uh2)a, = 0 (2.39)
ha, 1 ‘2~
vi + vva, rs ~ + p~y~ ~hu~) (2.40)
y que está sujeto a dos condiciones iniciales
h(z,O) = ho(:)
v(:,O) rs vo(:)
Supondremos que las funciones A’o(:) y uo(:) son suficientemente regulares, que existe
hm A’o(:) rs f=j
>4-
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y que
hm vo(z) rs 0.
La solución de (2.39), (2.40) que buscamos debe satisfacer también v(:, t)
——*0 y una
~zl—+oo
condición de estacionariedad del perfil h(:, t) en el infinito y que nosotros explicitamos ím-
poniendo
ho(z) Ia,L—*cc
En primer lugar resolvemos la ecuación (2.39) para un campo de velocidades v(:, 1) dado.
Definimos la familia de curvas características z(s. t) como las soluciones de
d:(s, t)




:(s,0) = 5 mc







z~(s.0) = 1 a
Sea C(s, it) rs A’2(:(s, it), t):~(s,t). Evaluamos su derivada con respecto atas constante para
dG(0h2
+ lAr,, = (t~2 Oh2+ v+ A’——I :~ =0O: 0:)
donde hemos utilizado (2.42) y la ecuación (2.39). De (2.43) concluimos que O es constante a
lo largo de las características y por tanto, usando (2.42) llegamos finalmuente a la ecuación
A’2(s,0) rs A’2(:(s,t),t):,(s,t)
(2.44)A’2(:(s, t), t) — h2(s, 0
)
:~(s, it)




aLa ecuación (2.40) es de tipo convectivo con fuente. Se puede escribir como
dv _ lOA’ 1D(
dt (2.45) a
En térmimios de las características, la ecuación (2.45) es




v(s, 0) rs -co(s) u-
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Teniendo en cuenta que 0a, = ±-Qy eliminando A’ de (2.46) mediante
siguiente ecuacion en derivadas parciales para
(2.44) obtenemos la
:8(s,t) 1 0
= >Uh2(s O) z~(s, it) Os h
2(s,0) 02:
5 C IR, it > O
con condiciones iniciales
z(s,0) = 5
:4s, 0) — uo(s)
Sobre u
0 imponemnos la condición
v0(s) —*0
5—1-+ 00
que corresponde a un fluido estacionario en el infinito. Impondremos la condición de anulación




Introduzcamos la nueva variable espacial s’ rs f¿ A’
2 (E> O)dE, en término de la cual llegamos
a la siguiente ecuación
— (—~~) 5>5’
rs —ji (h) ~ 5 eJR,t=0






Observemos que el primer término de la izquierda en (2.48) proviene de los efectos inerciales
y el segundo de la tensión superficial. El término de la derecha daría cuenta del efecto de la
viscosidad.
Los datos iniciales (u(s’, 0), u,(s’, 0)) rs (uo(s’), ui(s’)) que consideraremos son regulares, con




2 cuando s’I—*ce (2.50)
—* O cuando s’< —* ce
Impondremos sobre las soluciones de (2.48) las siguientes condiciones de comportamiento
asintótico en el infinito:
u(s’, it) —> K2 cuando s’< —* ce (2.51)
u4s’, it) —* O cuando ~i—* ce
La explosión de una solución de (2.48) equivale a la ruptura del tubo (anulación de h(:,t))




en virtud de la ecuación (2.44).
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rParticularizamnos a continuación las ecuaciones a los tres casos que estudiaremos en este
capítulo. La formulación lagrangiana del sistema unidimensional en el caso de un fluido perfecto
llevaría a una ecuación de la forma
un— (j)=o s’effLt>o (2.52)
0~
con las condiciones iniciales (2.49).
En la formulación lagrangiana del sistema unidimensional para un fluido de Stokes desaparece
el término derivado de la inercia de la ecuacmon (2.48) y la ecuación resultante es uy-
—(1) +ji(’) =ú s’CIR,t=O (2.53)
En la formulación lagrangiana del sistemna unidimensional para umm fluido sin tensión super-
ficial desaparece el término derivado de la tensión superficial de la ecuación (2.48) y la ecuacion
e.
resultante es
uu+nji)=o s’CiR t>0 (2.54)
e.
con las condiciones iniciales (2.49).
Concluimos esta sección presentando una ley de conservación para las soluciones de (2.48):
aProposición 2.1 Sean (no(s’), ui(s’)) tales que satisfacen (2.50,) y sea u(s’, it) una solución de
(2.48,) con dato inicial (ue(s’), nr(s’)) y tal que verifique (2.51). Entonces
rOO
J(n(s’~ t) — uo(s’))ds’ = O
para todo tiempo t. mt
Demostración. De la ecuación (2.55) deducirnos por simple integración en
a
~(L~~’) + d (2.55)2ui 00~~~&2 Vto
Si tenernos en cuenta que
2 (f~ Uds’) rs <~~2 — uo)ds’)
y las condiciones (2.50) impuestas sobre el dato inicial obtenemos
a
¡ ‘-‘-‘ = o
uift Jk” —
nf
y por tanto f”<~
00(u — uu)ds’ =2 c1t + c2. Como u(s’, it = O) = u0(s’) y
uí,(s’, it)ds’ rs :c(+ce, t) — :,(—ce,t) = O a,
por (2.47), entonces c1 = c2 = O y esto prueba el resultadoz
a
a
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2.4 Un teorema de existencia y unicidad local de soluciones del
sistema unidimensional
A continuación demostraremos un teorema de existencia y unicidad local de soluciones del
problema (2.48), (2.49). Más precisamente, consideremos el siguiente problema de Cauchy:







donde ji > o.
Probaremos dicho resultado en los clásicos espacios de funciones H5lder. Sea 1 = u + a con
u entero y a E (0,1). Recordemos que (2(11?) es el conjunto de funciones f reales de variable
real tales que
¡¡f¡¡cn(lz0 = É sup
1=0
f(O(s4 <ce
Cn+Ó(R) es el conjunto de funciones f tales que
rs ¡¡f¡¡c~(R) + >3 sup
1=0 s,s’gR
ce
que si denotamos QT rs IR x [nT]entonces el espacio C2”~(QT) se define como el conjunto de
funciones ¡ tales que
-z sup
v4-2j-<n (S,t)EQT
y el espacio Cn+a~$(QT) es el conjunto de funciones f tales que
D~Df(s, t) — D~Df(s’,





2+o(E) y T > O suficientemente pequeño. Entonces existe una
u(s,t) del problema (2.56) en el espacio C2+OI+~(QT).
Demostración. La ecuación (2.56) se puede escribir de la siguiente forma:
¿¿72 iva solución
rs ¡IfMn-q- + >3 supC(Q-.,-) zH-2j=u
Teorema 2.1 Sea O < o < 1 y sean n
0(s) E C
2±a(E) y tal que
O <nr -< 110(5) <M < +ce
Ut+ji = u
0 (s) +ji (1) +fj ($)u (2.58)
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Sea w rs u — u0 — v0t. Podemos entonces escribir (2.58) como
t+
~Jj 02 (0s2 k U0
t+p~ (+1
OC (~1)atjn + ~
)
fi
(-w + v0t \n\
________ II +
uo( ir +rut)2’)
La ecuación (2.59) se puede escribir en la forma
E
rut — ji (e-) =f(s,t) (2.60)











a,( u’ + v0t
1)
Buscamos soluciones de (2.60) tales que ¿¡4s, 0) rs o. Estimaciones clásicas de la teoría de
ecuaciones parabólicas (ver [16]y [32]) establecen entomices que:
< O if)L~a ~
2 (Qn
con O dependiendo (le
A continuación estiníarenios IlfiPt ca? (Q ~,i = 1,2,3.
La estimación para fi es inmediata de la definición de norma en espacios de Hólder:
IIfmII0a = T (IIuuI!02+a(E) + u¿i¡2 02+a(F))
se estima del siguiente modo:
OC
=>3 n2C2’n=2 + 11u011c2+a(n) i)
(2.62)
(2.63)
con lA un factor que proviene de tomar las dos derivadas en s que aparecen en (2.61) y donde
liemos usado la siguiente desigualdad para funciones ir
1 yw2 tales que irí (s, 0) rs w2(s, O) = 0:
1wí (s, t) ir2 (s, t) — ir (st it’) -¡u2 (s’, it-’
sup ¡s s’!
0
~mrm(s, it) — ir
1 (s’, a ±sup wi(s’,
s st + jt —
ív2(s,t) —
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— T~ sup u’í(s t) — w1(s, 0)¡ 1v2(s, 1) — w2(s’, t’)l
sup — síía + It —
Iw2(~, t) — u’2(s, 0)1 I~’(s, t) — w1(s’, t91 (lWlIlca -2(Q)sup sup =2T~ a I~2II c0 a
gracias a la cual podemos estimar los términos de órdenes superiores al lineal en ir. También
hemos empleado la siguiente estimación para funciones de la forma g(s)w(s, t)
sup g(s)w(s, t) — y(s’)w(s’, t’)j
~(s,t) — mv(s’, t-’)l w(s, t) — w(s’, t’)l
a + sup=sup g(s)jsup s — st’ + it — tV ¡g~s)
1sup s — st’ + it
= 2 I9(ico(ní ~~irj[~0 - a ~ (2.64)
La constante O en (2.63) depende de ~UE’~C2+ o, equivalentemente, de
ya que
fiUol fiC24~(R) =1< fiUo’ ~C2-+a(R) fi fi02(R) (2.65)
en virtud de (2.64).
Finalmente estimamos f3:
IfSIJcrat(Qr) 5 2 n~TC~ (11u11c2+ai+?íQ + IuoIlc2+acn)T) (2.66)
flor’
donde henios usado la siguiente estimación para una función g tal que g(s, 0) rs O
sup ~ g(s, -r)dr — f¿ 9(5’, r)d7j —
— gV + It —
f¿ (g(s, r) — g(s’, r)) dr — J” (g(s’, r) — g(s’, 0)) drj
=sup ¡s~Ia+¡tp¡~ < CT
1I9110a?(QTJ
y estimaciones de los términos no lineales idénticas a las utilizadas para estimar 12. La constante
C en (2.66) depende de fiu’12fi
2.
De las estimaciones anteriores se deduce que para T suficientemente pequeño las series en
(2.63) y (2.66) convergen y de hecho
IIfIIca?(q1, =KT + IIznlI02+al.~ (Ql T + 11W11c2+a>I+ ?(Qr) (2.67)
cuando IIwHc2±am+?(QT)= U. La constante /< depende de ji, IIcuII02+0<~1 , fiuJ’¡
2fi
02FC(fl) y 2’
en virtud de (2.62) y (2.65).
Para resolver el problema no lineal completo usaremos un punto fijo de Banach. Considere-
mos la aplicación C que asigna a una función iii e W con
w rs {rv e C
2+aJ±?(Qr)tal que IU~IIÚ2+<I±t(Q ) 5 1? y w(s,0) O}
E88 2 Anólisís de la evolución de la superficie de tubos fluidos finos
e.la solución de (2.60) satisfaciendo ua(s. 0) rs O para f(s, 1) basado en W(s, t). La estimación
(2.67) muestra que £ aplica W sobre sí niismo para 2’ suflcientemnente pequeño.
La aplicación £ es contractiva. Para probarlo tomemos W
1, ~ c VV y las correspondientes
soluciones -¿y1, tv2 de. (2.60) con f(s, it) basado en lIb (s, t) y W2(s, it) respectivamente. La función u-
-u., =2 u,2 — ir1 satisface la ecuación (2.60) con
f(s, t) rs J~’~ (s, t) + fl(s, it) U
/1 + ch ¡
IS(s, it) rs É i’0s2 (i—uí)n+m kk 1t2 0) — <~U1+?~ot) )) (2.68)
12(s,t) rs É ft ~i-V~t2Mt((tvoí)n — (t vot)’)) (%69)
Efectuamos las derivaciones en s y estimamos los términos que aparecen en las series (2.68)
y (2.69) del modo siguiente
nf
— ~i>IIÚ~-?(QT>=(g~ — gí) (fgy’yq~) o0 7(Q’r) —
=02’ —
con O dependiendo de U , T, !ivoIfo=+a(,~, ~ y limnjoC rs 0. Se tiene entonces a
que para T y E. suficientemente pequenos
1w
2 — WL%2+a l+fl(Q =L 1102
con £ < 1 y por tanto la aplicación £ es una contracción. Bajo estas condiciones el teorema del
punto fijo de Banach asegura la existencia de una unica solución del problema en It.
La última observación es que las condiciones impuestas sobre un(s) en el enunciado aseguran
la acotación de uJ’
1~ ~2+ y ¡ve 1w+~ de los que dependen todas las constantes que han
aparecido a lo largo de la demostración.E a,
c
A continuación presentaremos un teorema de existencia y unicidad de soluciones locales del
problema (2.56) en el caso límite en el que la viscosidad es despreciable, es decir ji rs 9. Este mc
paso al límite es extremadamente singular ya que el nuevo problema de Cauchy que resulta es






u(s. O) rs uo(s) (2.71) mc
u(s, 0) rs ¡ vu(a)da rs 13ij(s)
e
Nótese que existe una diferencia esencial entre los casos ji > O y ji rs 0- Mientras que el caso
ji > O se puede transformar en una ecuacmon parabólica cuasilineal con un único dato inicial.
u
u’
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el caso ji = o conduce a una ecuacion elíptica cuasilineal con dos condiciones de contorno y
por tanto a un problema mal puesto en espacios clásicos (L2 por ejemplo) en el sentido de
Hadamard. En este aspecto podemos decir que el problema en el caso ji = O pertenece a la
misma familia que los problemas clásicos de Hele-Shaw y de Stefan para los cuales es posible
construir soluciones en clases de funciones suficientemente restrictivas (analíticas por ejemplo).
Véanse por ejemplo [27], [28], [49] y las referencias allí contenidas. Un teorema de existencia y
unicidad local de soluciones para Hele—Shaw y para datos iniciales analíticos se puede encontrar
en [15]. Un estudio de la existencia local de soluciones para problemas de Stefan se pueden
encontrar en [56].
La deniostración de existencia y unicidad de soluciones para (2.70), (2.71) es esencialmente
la del teorema de Cauchy-Kovalevsky (ver [213) con la única diferencia de que para obtener
soluciones en todo el espacio se impondrá en los datos iniciales una condición de analiticidad
en un entorno uniforme de 11?. Presentamos a continuación una versión de la demostración del
teorema de Cauchy-Kovalevsky adaptada a nuestro problema concreto:
Teorema 2.2 Sean no(s) y Ud(s) dos funciones analíticas en torno de cualquier punto ~o, i.e.
CC
no(s) = >1 a
2’ (s — so)» ¡s — sol < p(uo; so)
OC
Ud(s) rs >3b,, (s — so)2’ Is — sol < p(vo; so)
non
y ¡a2’] = M(uo; su)p»(uo; So), ¡b2’¡ =A’I(w; so)w»(rJ; so). Supongamos además que las cons-
tantes M(Uu; so), M(u~; so),p(uo; so),p(Ud; so) son uniformes en ~o; es decir, existen para cada
par no(s), Ud(s) dos constantes Al2, P2 tales que
0< M(uo;so),M(U6; so) < Al2
O < P2 < p(uo; so), p(U~; su)
Existe entonces una única solución analítica u(s,t),u(s,t) del problema (2.70), (2.71) para t <
T(M2,p2,inf, uo).
Demostración. Notemos en primer lugar que bajo las hipótesis del teorema los coeficientes
a», b,. son menores que los coeficientes de Taylor de la función
OC
>3 M2pI»(s — so)» — Mds —so
)
¡½— (s —so)
El procedimiento de demostración será el mismo que el del teorema de Cauchy-Kovalevsky.
Buscamos soluciones u(s, t), v(s, t) de (2.70), (2.71) en torno a (so,0) en la forma
00
u(s,t) = >3 a, (s — so)>t~ (2.72)
OC
v(s,t) = >3 &3(s—- soYt2
i,j=O
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uy
expresiones que introducidas en (2.70), (2.71) proporcionan relaciones de recurrencma para los
coeficientes a~, ~ Obtendremos cotas superiores pa-ra estos coeficientes y esto nos permitirá
dar cotas inferiores de los radios de convergencia de las series (2.72) y por tanto de la región de
uy
existencia de soluciones analíticas. La unicidad de soluciones es clara dada la unicidad de las
relaciones de recurrencia de los coeficientes.
Escribirnos el sistema (2.70) en la forma
Si introducimos para un ~o dado
u(s, t) rs uo(su) + ii(~, it)
v(s,t) = jvo(a)da+ñ(5t)




1 1 1 1
¡a
21¡ < -
3 (u0(sg)) ~u0(s0) — iY(i, t) — 3 ~ u0)~ ~ mf, -uo — (i~ + u)
~ 4 mf, u0 a
ii2i —
1inf<uo—(ii+~)
cuando u u > O Sean Al
1 rs mm { 1, , ~ mf, uu} y Pi rs 4 mf, ~o.
Argumentando como en la demostración del teorema de Cauclmy-Kovalevsky vemos que el
valor absoluto de los coeficientes del desarrollo de Taylor de una solución local de (2.56) están
mayorados por los de la solución local del siguiente sistema
(~;)~tiiVát(i kW7 (2.74)






Dc (2.74) y (2.75) se deduce Ii rs ji = u, y la siguiente ecuación mayorante para ir:
mc
= 2M -~ (2.76)
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y siendo Al rs rnax(Mi, Nf2), p = min(pi, P2). La solución de (2.76), (2.77) es (ver [21]):
u, + 2M~— ¡2— 2Mpt — ~/$2 + 2Mg— ¡2— 2Mpt)
2 — 8Mp (p — ~)(~+ 2Mt)
)
4(p —
una función cuya serie de Taylor converge absolutamente en ~ < p, t < T(M, p).~
2.5 Análisis del sistema unidimensional para fluidos ideales
2.5.1 Soluciones autosimilares
Existe una familia biparamétrica de perfiles autosimilares para el sistema (2.16) y (2.17) tal
y como se mostró numéricamente en [55]. Como estas soluciones autosimilares jugarán un
papel importante en lo que se describirá posteriormente realizaremos a continuación un estudio
detallado de las mismas. Introduzcamos las funciones u y A’ en la forma
v(z, t) rs (to — t)0 <(e) (2.78)
h(z, t) rs (ito — t)~ #~) (2.79)
con
(ito —
Para obtener soluciones de (2.16) y (2.17) con esta forma los exponentes a,J3,’y deben sa—
tisfacer las siguiente relaciones:






donde -y es un parámetro libre, así como el siguiente conjunto de ecuaciones diferenciales de
primer orden para y y <:
+ (í — ~< + <w rs -S (2.81)
—~ + (í — $p’ + <y’ + rs 0 (2.82)
Las soluciones admisibles de (2.81) y (2.82) deben satisfacer
(2.83)
y B±lEV~7 (2.84)
ya que solamente de este modo conseguimos funciones ¿4:, it) y h(:, it) de orden unidad en puntos
: de orden unidad cerca de la singularidad.
*u-
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a
Para que la singularidad se concentre en un punto es necesario j3> O lo que implica y < 2.
En caso contrario se tendrían soluciones para las cuales el perfil de la función h(z, t) tendería
a cero cuando t —* t0 en todos los puntos del espacio. Por otra parte, si queremos funciones eh(z,t) que se anulen en el origen cuando t = t0 tenemos que imponer ‘y > O.
Teorema 2.3 Para todo -y E (0,2) existe una familia biparamétrica de soluciones analíticas de




con A un parámetro real arbitrario y las funciones 4’ ¿¿-4’ pertenecientes a sendas familias
uniparamétricas de soluciones de (2.81) y (2.82). Existe una única solución 4’ simétrica <*
antisimétrica) y un continuo de funciones 4’ y * asimétricas vecinas.
Si = O las soluciones de (2.81) y (2.82) que satisfacen (2.83) y (2.84) son de la forma
(2.85) con 4’ = 1 y ‘1 constante arbitraria.
Si ‘y = 2 las soluciones de (2.81) y (2.82) que satisfacen (2.83) y (2.84) son de la forma
(2.85) y las funciones 4’ y 4’ se pueden escribir en la forma
= H(¿+C) a
*(¿) =C(¿+C)
con C un parámetro real arbitrario, )I(¿) una función simétrica y analítica que explota en u’
= y G(¿) una función antisime<trica que se anula en 4. El perfil de la función ¡¡ es,
cerca de los puntos de explosión 4,
15
2T





«‘(E) = X~”P(AC) (2.86)
=
a
con A un parámetro real arbitrario y 4’(¿> y <‘(E) soluciones de (2.81), (2.82) que satisfacen
(2.83) y (2.84) así como
«0) =1 u
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con lo que las ecuaciones (2.81), (2.82) se transforman en
g~ + g 1-yg + gg~ + g2 (~ = 0 (2.88)
h~ (g + (i — ~-))—(2+ ~g— ~Yn)li = 0 (2.89)
donde r¡ = log ¡El.
Notemos que si E > O entonces
— — ~) —c (i+logA)
= JIm(z¡+logÁ)
con (4 y H
1 soluciones de (2.88), (2.89) y si ~ < O entonces




con G2 y H2 soluciones de (2.88), (2.89).
El carácter autónomo del sistema (2.88), (2.89) nos permite construir, a partir de una solución
del muismo y mediante simples traslaciones en el argumento ~,todas las soluciones 4~, y de (2.81),
(2A2> en la forma (2.86).
Las funciones 4’ y y han de ser continuas en = O y esto se traduce, por (2.87), en la
condición
g
2h —* C (2.90)
9 —4±00
con O = O para funciones y simétricas.
Los comportamientos asintóticos (2.83) y (2.84) implican que las funciones h y g satisfacen:
~ y— (2.91)
con rs 4B± > 0.
Podemos obtener de (2.88) y (2.89) el sistema siguiente:
16l¿g+8hg2+4—3lzg-y+8h—4h-y
= h 2+4hg2+Shg—4hg-->-+4h—4h-y+h-y2 (2.92)
— 2y + 2hg — h
9 + 4hg
2 + 2hg3 —
2+4hg2 +Shg — 4h~y+4h — 4h-y+ h’y2
Si observamos que
2+ 4¼2 + Shg — 4hg~y + 4h — ~k + k2 = (4—tr+i) h+ (4g2 + (8— 4-y)g) ti + 2 > ti)
podemos entonces hacer el cambio
d-r=
2 + 4hg2 + Shg — 4 hg-y + 41i — 4h-y + li-y2
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ry concluir que las soluciones del sistema (2.92) están asociadas a las trayectorias del siguiente
conjunto de ecuaciones diferenciales:
rs 16gh2 + 8g2h2 + 4k — 3h29-q + 8k2 — 4~’l2 =2 f1 (9, h) (2.93)
gr =2 —2g + t — 4kg + 2kg
2’ — 8kg
2 — 4kg3 + 2kg2->’ =2 12(9, h)
uyEstamnos interesados en encontrar dos curvas que terminen en (y rs 0, h = +~) = (O, +~)
cuando r —4 +~ y empiecen en (g = ±~,¡¿ rs O) cuando w —* —oc, o una unica curva que vaya
de (y = 2~¡; k = O) a (y = 0, k = +oc). Ji debe ser positivo a lo largo de esas curvas y se deben
uy-
satisfacer las condiciones (2.91) y (2.90).
Si parametrizamos las soluciones en la forma Ji rs h(g) tendremos entonces
dli 16gb2 + 8g2h2 + 4k— 3h~g + 8k2 — 4
9-h
2 _ fi(g, h) o









2 — h~ +8—4-y a
que llamaremos E
1 y 172 respectivamente (ver figura 2.1). 12 presenta asíntotas verticales cii
rs -~-y — 1 + ~ (92 + 32-y) Presenta aden~ un mínimo local en g =2 para el cual mc
í¿rs 125yfry+32)
La función f2(g, Ji) se anula en la curva
h=. —2q+ty29-y — 4.q — 4g
3 + 2gty — Sg2
que llamaremos 173. esta curva presenta asíntotas verticales en y rs 0, —1, r~L a
Es interesante averiguar en qué puntos hay extremnos locales de 12 (g, k). Para hacerlo en-
contramos los puntos en los cuales
a
d —2g+4j’ —1&yg+4g~ — 13g2y+4g2+2q2 —4-y+ty2g
24 ¿2-yg—4g—4q3+2g%-— 8g2) rs 2g2 (—‘y + 2 + 2g2 — -yg + 4g)
mc
se anula y verificamos la existencia de un mínimo negativo, un mínimo positivo y un maximo
negativo. Es fácil ver que los dos únicos puntos en los cuales se intersectan E y 173 son (g, Ii) rs
~= ~) (2~—~ ~t+4+,2). Estos son puntos de equilibrio del sistema dinámico (2.93).
Podemos llevar a cabo el siguiente ordenamiento de la primera componente de los puntos de
asintota y los de equilibrio
o>2 ;4 ~ —2 >—1>g>—~ mc
— a 2— 3
cuando O =~‘ =2. La conclusión obvia es que 17s está rodeada por F2 en el cuadrante y < O,
Ji >0.
Necesitamos determinar si existen curvas que empiecen en (29’, 0) ó (loco), verifiquen (2.90)
y terminen en (O, +oc) con el comportamiento asintótico (2.91). La consecuencia de esto sería mc
la existencia de soluciones autosiniilares tanto simétricas como asimétricas~. La respuesta a esta
cuestión es positiva. Para entender esto nótese que cualquier curva k(g) que comience en 9 rs —oc
a-
a
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Figura 2.1: El diagrama de fases del sistema (2.93)
pasa por debajo de ~2 o lo intersecta formando un máximo local. En esta segunda situacion
no puede intersectar la curva 173 (solamente la podría cortar con pendiente menos infinito) y
la única posibilidad es entonces cruzar F2 de nuevo formando un mínimo local. La trayectoria
sólo puede ahora cruzar 17s y terminar en (0, +oc) satisfaciendo (2.91). Las curvas que parten
de (+oc, 0) no cortan f’3 y terminan directamente en (0, +oc) satisfaciendo (2.91).
Nótese que hay un continuo completo de soluciones para todo O =-y < 2. La única órbita
que parte de (2-y,0) y acaba en (0,+oc) corresponde a la autosimilar simétrica (ver figura 2.1).
Argumentando por continuidad, existirá para todo O =‘y < 2 un continuo de curvas que se
aproximan a (—oc, 0) y satisfacen (2.90) con distintos valores de O así como (2.91) y para cada
una de las cuales existe una curva que parte de (+oc, 0) que satisface (2.90) con idénticos valores
de O y la condición (2.91).
En el caso límite = O la ecuación (2.94) se simplifica y llegamos a
dli Ji
tlg — 2— (2.95)g
cuya solución es
O
con O una constante positiva arbitraria. En las variables originales y, ~‘ estas soluciones dan
lugar a < 02 y y = 02, donde C~, 02 son constantes arbitrarias (ver (2.81) y (2.82)).
2y g
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y a partir de ellas obtenemos
2
y’ y (2.96) a-
1 + 2Q2y
= —2~ <Ay1 + 2<’2y e
Si parametrizarnos -~ con y se puede obtener fácilmente la siguiente ecuación para <‘(y):
e-d-¿~ 2-4’ _ 4
d±5 5/2 (2.97)
La solución general de (2.97) es mc
+ 861~f (2.98) mc
s
con 0m tina constante positiva arbitraria.
Observemos que
2
y por tanto usando (2.96) se tendría que
____ mc
2 8C~





Introduciendo (2.98) en (2.96) podemos determinar, mediante cálculos elementales, la si-
guiente fórmula implícita para la función y(~): mc
1
29yi — 13C1y<r + 8C~y’
13
—
6 —1 Ci a
que corresponde a un perfil y½)simétrico con respecto a la línea E = —C½y con la estructura
a
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siendo «~) la función dada en forma implícita por
1 3
1 9q1½ — l34>T~ +scPn —4’Ik-~ — í~yí
6
que explota en los puntos ~ — +~-4 Con esto concluye la demostración del Teorema 2.3.0
3
En las figuras 2.2, 2.3, 2.4 y 2.5 presentamos algunos de los perfiles y-simétricos y 4-
antisimétricos calculados numéricamente
Figura 2.2: ‘y = 2, y(O) rs 0.1, <‘(0) =2 o
2 5
lO 20 30 40 50
Figura 23: ‘y = 1, y(O) rs 0.1~ <‘(O) = O
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2.5.2 Formulación del problema (2.52) en el plano hodógrafo
En esta subsección presentaremos una nueva formulación de la ecuación (2.52) que jugará un
papel crucial en toodo el análisis posterior para análisis posteriores.
Tal y corno hicimos en (2.70>, podemos reescribir Ja ecuación (2.52) en forma del siguiente
sistema:





¿45,0) = no(s) (2.101)
t(s,0) = ?Jo(s)
Impondremos sobre estos datos iniciales algunas condiciones de regularidad (que especifi-




Un modo de resolver este tipo de sistemas es mediante la aplicación de la llamada transfor-
mación hodógrafa. Esta transformación ha sido aplicada con éxito a la resolución de algunos
problemas relacionados con la dinámica de gases (ver por ejemplo [3] y [33]) y nos permite
transformar el sistema (2.100) en un problema lineal. La idea principal consiste en intercam-
biar los papeles de las variables dependientes e independientes. Para llevar a cabo este cambio
consideramos s y t como funciones de u y y.







con = s,~t,, — ~ Si suponemos que J




donde s y t satisfacen
s = uju) (2.104)
t=0
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Figura 2.6: Representación del problema (2.107), (2.108), (2.110)
a
a lo largo de la curva ‘y-’ dada paramnétricamente por (2.101). En el caso particular no(s) = O esa
curva es el segmento y =2 o, u E [O, uo(s = 0)].
Sea
4It = tE (2.105)
rs 2x&y




o, equivalentemente, en forma de la siguiente ecuación en derivadas parciales
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y deben satisfacerse a lo largo de la curva ‘y definida paramétricamente por
w(a) = u~’~(a) (2.109)
La segunda condición en (2.108) es equivalente a
dt —+ 2 \‘
ors—=vt. t rs (u2s~wos — rv~swyus) rs x/~w3 (Vs. it)da itt + !/o,~
-4
donde a es el parámetro arco de la curva -y dada por (2.109) y t es el vector tangente. Esta
condición se puede reescribir como
Os rs Vs. =0 (2.110)
On
con it el vector normal a ~¡ (ver figura 2.6).
Observemos que la ecuación (2.107) es lineal. Esta propiedad nos permnitirá obtener familias
completas de soluciones mediante simples combinaciones lineales. Es posible recuperar a partir
de una solución s(w,y) de (2.107) la función t(tv,y) solución de (2.106). Con estas funciones y
teniendo en cuenta el cambio (2.105), podemos obtener el par u(s, t), v(s, t) solución de (2.100)
invirtiendo las relaciones (2.102).
La ecuación (2.107) junto con la primera condición en (2.108) y la condición (2.110) consti-
tuyen un problema mal puesto en el sentido de 1-ladamard en espacios clásicos. No obstante,
es posible construir soluciones locales en el caso de tenerse datos iniciales analíticos (la funcion
uJ’ (w4) y la curva -y analíticas) vía el teorema de Cauchy-Kovalevsky y extender esta solución
a otras regiones del plano hodógrafo por simple prolongación analítica. En cualquier caso, po-
dremos encontrar una gran cantidad de soluciones explícitas del problema gracias a la linealidad
de Ja ecuación (2.107) y de la condición de contorno (2.110).
Una vez encontrada s(w, y), es posible encontrar t(w, y). De hecho, el sistema (2.106) implica
que las curvas de nivel t rs Oonst. son ortogonales a las curvas de nivel s = Oonst. tal y como
demnuestra el siguiente cálculo
Vs . = s~
3t~ + svt~ = x/L
3s,>s~, — vIw~s~,sw = O
donde hemos usado el sistema (2.106).




como podemos deducir fácilmente a partir (2.106) derivando la primera ecuación con respecto a
iv, la segunda con respecto a y e igualando la expresiones de s,~ resultantes.
2.5.3 Soluciones autosimilares en el plano hodógrafo
En esta sección daremos una representación de las soluciones autosimilares (2.78) y (2.79) es-
tudiadas en el teorema 2.3 en término de las variables del plano hodógrafo. Recordemos que la
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uy






1(s, t) rs v(z(s, t), t)
No es entonces difícil de verificar que para soluciones con la forma (2.78), (2.79) y teniendo





0 — t)< <‘(yo —e’—
)
e
relaciones que sugieren la siguiente estructura autosimilar para z(s,t):
z(s,t) rs (to — O’ú ~ Cío — (2.114)
y por tanto u





Es fácil deducir, dada una función z(s, t) de la forma (2.114) y a partir de (2.113), las solu-
ciones autosimilares y y <‘. Así pues, para estudiar la estructura de las soluciones autosimilares U
en el plano hodógrafo debemos buscar soluciones u, -v del sistema (2.100) de la forma
U (t0—t)~f (iii) (2.116) e
y rs (to t)tg(-q)
donde a5
U = (-te —
con lo que obtenemos el siguiente sistema de ecuaciones mc
-—-xl +“~Ef’ = y’ (2.117)
fe a
—pg+t4g’ — — ___
2f~
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Recordamos que el sistema (2.100) se transforma, mediante la transformación hodógrafa, en












= = (to —






s = (lo —
E
u’ + y
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Introducimos ahora el siguiente cambio de variables
= —j- rs 2x/~tan9 C2.l23)
-a
T 9
a rs r4 cos4ú
con O < r < oc y —j < O < ~,para deducir, a partir de (2.120) y (2.122), a-
s = 0~ (cosa” o) s (2v’itan e) rs r1”f (O; u) (2.124)
a-
donde 1(9; u) satisface
d2f df 2
dO2 —3 tan 9~ + y(4v) + 1 2v)f=O (2.125) a-
y
to — t rs rí(¡/~A)g(o; u) (2.126)
a-
donde y es tina solución de
— +3tanú— + (Í4~2 fld2g 4 u + 12v)g u (2.127) a-dO2 dO ~‘
Estudiaremos las soluciones de (2.125), (2.127) y determinaremos a posteriori cuáles de ellas
se corresponden con los perfiles autosimilares. a
Proposición 2.2 La solución general de (2.125) es una combinación lineal de las dosfunczones
siguientes:
f,(O; u) rs jcosh ((sinO) t) x/FK
14~~a1(t)dt (2.128)
f~(O; u) rs j sinh ((sin O) O x/iIy ±s¡(t)dt (2.129)
y la de (2.127) es una combinación lineal de
a
g~(O; u) =j cosh ((sinO) t) MK14~~31(i)dt (2.130)
/~ 5 mc-
g~(O; u) rs smb ((sin O) t) CrK~4~~1 (t)dt (2.131)
donde E es una curva definida en el plano complejo que rodea el semieje real positivo (Ver figura
2.7) y Ka(t) es la función modificada de Bessel de orden a.
Además las funciones f~(9; ti) y fa(O; u) tienen la siguiente representación en términos de
las funciones hipe rgeom¿tricas a
2 ‘ 2fs(O;v)=2C(F(—-fr3+4v2 i±snO )+E(—4v,3+4v;2 isin
f~(O; u) rs O (F(—4u, 3+4v 2 i+sinO -) ~ 21—sin
0fl —
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F
Figura 2.7: El contorno F en (2.133)
Demostración.
Introduzcamos x rs sin O. Entonces
f~f1 1—z
2
= (1 — x2)f~. — xf~
La ecuación (2.125) se puede escribir pues como
(1 — A)!” — 4xf’ + ((4v)2 + 12v) f =0 (2.132)
Buscamos una solución de (2.132) con la forma
f rs j e±xíG(t)dt (2.133)
donde 17 es como en la figura 2.7.
La función O debe satisfacer entonces la ecuación
t2c — (í2c)” + 4 (tG)’ + ((4v)2 + 12v) o o
Introducimos ahora la función h(t) definida por 0(t) = ~~/ih(t). La ecuación para h(t) es
entonces
2
Esta ecuación es la ecuación modificada de Bessel y posee una solución única que decae en
el infinito: k(t) l4”±7l~~ Los comportamientos asintóticos de esta función son (ver por
ejemuplo [1])
1
2 + ~ (4t)<4V+~í
—17(4v




Existe otra solución linealmente independiente: Ii4~±sí(t). Esta función queda excluida
debido a su crecimiento exponencial que hace que la integral (2.133) diverja. La conclusión de
toda la discusión precedente es que las dos funciones
f±(6; u) = fi e±<sinO>ívQK[4V±ul(t)dt a-
existen para —~ < O < ~ y son linealmuente independientes, ya que ft(9; ti) = f+(—~; u) y a-2




son las dadas en el enunciado de la proposición 2.2.
De forma análoga podemos ver que una función y solución de (2.127) satisface
mc
(1 — x2)g” + 2xg’ + ((4v)2 + 12v) g = 0 (2.134)
y que
g±(O;ti) rs fi e±xtVSK
1~±; di = fi e±(s¡flo½¼Kl4~+di
son solución de (2.127), que existen para todo O e (—~, ~) y son linealmente independientes.
Las funciones descritas en el enunciado de la Proposición 2.2 vienen dadas entonces por
1 a
gftO;v) =
ga(O;v) = !(g~(9;v)~g~O;v))2 u’
Si realizamos en (2.132) e (2.134) el cambio de variables x rs 1— 2z llegamos a las ecuaciones
<1 — z)f” + (2— ~<fi + ((4v)2 + 12v) f rs 0 (2.135) —
z(1 — z)g” — (1 — 2¾V+ ((4v)2 + 12v) y = 0 (2.136)
que son casos particulares de la ecuación hipergeométrica:
z(I —z)y”+ (e— (a+b+ 1)z)y’— abyrs O —
con solución F(a, b; e; z), la conocida función hipergeométrica. Los índices a, b y e son a — —4v
b 3+ 4v. e rs 2 en el caso de la ecuación (2.135) y a rs 4v, b rs —~—~v, e rs —l en el caso de
la ecuación (2.136). Nótese que las ecuaciones (2.132) e (2.134) son invariantes ante el cambio e,
x —> —x. E-sta última observación nos permite concluir que las soluciones generales (le (2.132) y
de (2.134) en (—5 ~ son
a
1—sinO 1+sinO
f(O; u) rs CíP(—4v, 3 + 4v;2; 2 + 02F(—4v, 3 + 4v; 2; 2
a
a
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1—sinO 1+ sin O
g(O; u) rs C3F(4v, —3 — 4v; —1; 2 +C4F(4v, —3— 4v;2; 2
respectivamente.
Usaremos en lo que sigue la fórmula 15.3.29 en [1]:
1 1 1 1
F(a, b —a + —b + —; e; —)








así como la 11.4.22
¡ í”I<s(t9dzt Si Re(p+X)>—1
2
(2.139)
que nos permite concluir
Vmjcosh ((sinO) i) ~/iK14 ~31(t)dt = 2±17(2v+ ~)17(—2v) (2.140)
dc
hm — ® smb ((sin O)
9-+0 dO ir
1
1) viK¡3¡ (t)di = 2±17(2v+ 2)17(—2v + —)2
FQz)F(1 — z) rs 71~
(2.141)
usando eventualmente prolongación analítica en el parámetro u cuando Re(~ — 4v + ~ ) < —1~
y la bien conocida fórmula
(ver 6.1.17 en [1]).
La función (2.128) es simétrica en O y por tanto




=~ (F~4va+4v~2~ 1 + sinO~ +F(—4v,3+k’~~’ 2 4v;2; 1—sinO)
)
Empleamos (2.137), (2.140) y (2.142) para deducir el valor de O en (2.143) y se
j cosh ((sin O) t) x/iK14 ~s ¡ (it)di rs
s(4v+1)(2v+1) 1+sinO 1 —sinON
2~r2 (F(—4v, 3+4v;2; )+F(—4v,3+4v;2;
sin4~rv 2 21
Razonando en forma análoga, teniendo en cuenta que por (2.138)
hm sinh ((sin O) it) viK14 ~a (t)dt =
O—*o dO y
=CliIn4~ (F(—4v,3 1 + sin O) F(—4v, 3 ++4v;2; 2 1 — sin O\4v; 2;
2
1
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uy
y usando (2.137), (2.140) y (2.142) concluimos finalmente que
smb ((sin 0)1) viKj4,4sjt)dt =
— s(4u+1)(2u+1) _ + 4v 2 I+sinO (4v3 +4u~2~ isin(F( 4v,3 ) — E ji
sin4wv y ‘ 2 2 ¡
lo que concluye la demostraciónE
Nótese que las funciones f5(O; u) y g,(O; u) son simétricas en O y que las funciones f~(O; u) y a-
g~(O; ti) son antisimétricas en O.





satisfagan (2.119) y g2(O; y) tal que
s=rdVfí (O; ti) a-




satisfagan (2.119) (con r y O definidos en (2.123)). Recordemos que las curvas de nivel de s(r, O)
y (lo — t)(r, O) son ortogonales. Por tanto, la función ji (O; u) es simétrica si y solamente si
la función 92(0; u) es antisimnétrica y viceversa. Por esta razón las funciones 91(0; ti) y g~(O; ti) mt
deben ser proporcionales a g8(O; ti) y g~O; u) respectivamente.
Para que las funciones s y to — it dadas por (2.124) y (2.126) sean representaciones en el plano
bodógrafo de soluciones autosimilares analíticas, la función g(v; O) debe ser analítica y poseer al mc
menos dos ceros en el intervalo [—5,5] tal y como veremos más tarde. EJ siguiente Lema nos
ayuda a conocer cuándo esto tiene lugar.
a
Lema 2.1 Sean
5= rs —~ — l} U ~ = + ~n} a,
A— {a~ =2 —~ — u = E
Si ti = s~ ó ~ =2 ~ entonces las funciones gí(O; u), f2(O; u) son analíticas en (0, 2w) y cada
una de ellas tiene u raíces en el interralo (0, 5). a-
1’
Siu=a~ ov = a~, entonces las funciones 92(0; u), fi (O; ti) son analíticas en (0, 2w) y cada
una de ellas tiene u raíces en el intervalo (0, 5>.
Si u E E\S entonces las funciones gi(O; u), f2(O; u) no son analíticas enO rs 5 y sip C E\A u
entonces las fu-aciones 92(0; u), fi (O; u) no son anal’ticas en O =
Si ~¾i < y < s~ ó s~ < u < s~>~1 entonces las funcions gí(O; ti), f2(O; u) tienen n+1 raíces
en el intervalo (0, 5). e
Sí a~+l < u < a~ ó a~ < u < a~+í entonces las func2ones 92(0; u), fi (O; ti) tienen u + 1
raíces en el intervalo (0, 5).
-n
u
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Demostración.
Notemos primero que la solución general de (2.127) es, localmente en la vecindad de 9 — _2’
una combinación lineal de dos funciones que satisfacen
d2g _ _ 3d9
dO
2 ~—~o OdO
con O =~ — O. tina de estas funciones se comporta como y “.‘ y la otra como una
6-40
constante.
Encontrar las soluciones antisimétricas acotadas es equivalente a resolver la ecuación
d2
9 +3 tan O~ + ((4v? + 12v) y = 0 (2.144)
con condiciones de contorno g(0; y) = 0, g’(~;v) = 0. La ecuación, junto con las condiciones de
contorno, constituyen un problema del tipo Sturm-Liouville con autovalor A = (4v)2 + 12v.El teorema clásico de Sturm prueba la existencia de un conjunto infinito de autovalores
Ao, >i, ... y que estos forman una secuencia monótona creciente tal que A~ —* oc. Además, Ja
autofunción que corresponde al autovalor A,, tiene exactamente n ceros en el intervalo (0, ~).
Encontraremos a continuación los autovalores. Para ello introducimos el cambio de variables
x = sinO y resolvemos la ecuación resultante:
(1 — x2)g” + 2xg’ + ((4v? + 12v) y = 0 (2.145)
usando desarrollos en serie. Si escribimos
00
g(x;v) = E amz2m+l
m=O
entonces los coeficientes am satisfacen la siguiente relación de recurrencia:
1
ti,,,
41 rs ((2m — 2)(2m + 1) — ¿4v)
2 + 12v)) am (2.146)(2m + 2)(2m + 3)
La serie contendrá solamente un número finito de términos en el caso de que u tome los




g(b; ti) rs y (n+ ~ F(n+2— m)I’ (2m+2) (2.147)
El número de ceros de g(O; u) es una función monótona de A = (4v)
2 + 12v en virtud del
clásico teorema de Sturm.
El mismo argumento se aplica a las soluciones simétricas. En este caso las condiciones
de contorno son ffl(O; u) rs 0~ g (~; y) = O y llegamos de nuevo a un problema de Sturm-
Liouville. Con el objeto de encontrar los correspondientes autovalores resolvemos (2.145) usando
el desarrollo en serie
00
g(x) rs Z amx2m
ra =0
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a-
y ol)teniendo la siguiente relación de recurrencia
arn+í =2 (2 + 2)(2 + 1) (4m2 — Orn — ((4v)2 + 12v)) am (2.148)
La serie sera truncada en caso de ser ti igual a ó a 4 + 4u con -u. rs —1,0.1,2 La
función correspondiente a u =2 —1 es g(x; —1) rs 1+x2 que no satisface la condición 9(1; —1) =0.
Todas las demás funciones la satisfacen. Llesolviendo la relarión de recurrencia (2.148) en estos
casos obtenemos
n+2 r (-ni. + ~ + ~) 17(3+ u) mt
g(0;v) rsC L(—1)m4m ~ + + + sin2~ 0 (2.149)
El número de ceros de g(O; u) es una función monótona de A — (4v)2 + 12v en virtud del
clásico teorema de Sturm.
Los resultados que involucran la función f(O; ti) se pueden obtener usando el mismo tipo de
argumentosO e,
En la demostración del lema anterior se obtuvieron las expresiones explícitas de y
1 (0; u)
cuando u E S y de y2(O; u) cuando u E A salvo por sendas constantes multiplicativas indeter-
e
minadas. En el siguiente lemna damos una fórmula explícita para fi(O; ti) cuando ti ~ A y para




Lerna 2.2 Sea ti — —~- — ov rs ~- para algún u—O 1,2 Entonces
TI
(O; ti) = 5 sin21 0 (2.150)í=o (21)!(n — l)!17 (—4 — u
Sea ti rs — 1 ó ti rs 4 + 4n para algún u =2 0,1,2. ~Entonces e
-n
f
2(O;v) =5 sin21~1 0 (2.151)i=u (2/+ 1)!(n — l)!I’ (—~ — — í) e
3 1 n ¡ 31 3Demostración. Si ti rs —ni--tnóv =2 ~ para algún u = 0, 1,2, entonces 4v+ rs ~+2n
a
f
1(O;v) rs jcosh ((sin O) it) x/EK1~2jt)dt rs fi cosb ((sinO) z) z{K1~211(z)dz —
ya que zrKa+2Áz) es analítica alrededor del semieje real positivo excepto en el punto z = O
y podemos aplicar una deformación de contorno hacia una circunferencia alrededor del origen.
Para calcular la integral recordemnos que a
= 3i~ (hs÷2=z)—
u
(ver [1]) y escribamos el desarrollo en serie para zrIs+2,,(z):
~ ~ = <~ (z) 2+2n (;ztk a
k—0 k!17 (~ — 2-u +
a
e
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y para 2
Z2132,,(Z) = ~k É
k=0
CO
k!F (—4 —2n+k) ~jk!17 (—~ —2n+k)




cosh ((sin O) z) z}K1~2jz)dz =





Sea u = —~ —16 v= 4+ ~n para algún u = 0, 1,2, ...Entonces 4v+ = 2n + ~ y





( 2214 sinh ((sin 0)0)
TI
rsE
~=o(21 + 1)!(u —
procediendo como arriba y teniendo en cuenta que
d
21 sinh ((sin 0)1
)
Hrn~j-j~ ( it 1
21 + 1 sin2¡±1o
Esto concluye la demostración.LJ
Observación 2.1 Si introducimos el cambio (2.123) en (2.119) y particularizamos para O = 0
obtenemos
(2.152)4v’ivf (0) rs g’(0)
A partir de (2.152) y (2.150) obtenemos el siguiente Valor de C en (2.147)
a
(n)!F (—4 — u)
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2 (3 ~sin(3Ofl a
l2~’I
151 ~= — + —cos(20) + -~--cos(4O) + 1cos(60)2 ,rylG 32 16 32 1 mc
52.5 <2(.~ 9.33.
f2(6;—2)= 64tk —sin(36)+—ssn (56)) mc10 50
63 (~ — cos (20) + cos (40) + 24 cos (60) + II cos (80)\
g
1(0;—2) — 512fi k 3 ¡ ml
Es posible establecer una correspondencia entre las soluciones en el plano hodógrafo halladas
y las soluciones autosimilares en e] espacio físico:
e
Proposición 2.3 Sea ti < —1. Entonces existe una familia continua defuncionesy(O; u) solución
de (2.127,) que tienen al menos dos ra’ces en cl intervalo (—~, ~).Sea y(O; ti) una cualquiera de
ml
estas funciones y f(O; u) la correspondiente solución de (2.125). Entonces las funciones s(r, O)
y (tu — 1) (r, O) so-a la r~presentaci6n en el plano hodóqrafo de una solución autosimílar en el




Si ti = —1 entonces
a
— 32~~~4 sinO (2.153)
-vi
6 —
— rs —r’ cos
4 O
w
son la representación el plano hodógrafo de la única solución autosimilar en el espacio fis co que a
además es simétrica y de soporte compacto.
Demostración. Una consecuencia del lema 2.1 es que existe una familia continua de Ño-
ciones q(0; u) solución de (2.127) con al menos dos raíces en el intervalo (—~, ~> para todo
ti < —1.
Si y(O; ti) tiene al mnenos dos raíces entonces existen curvas en el plano hodógrafo dadas de
forma implícita por
i41/+3y(O; u) rs C (2.154)
u’
a
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y que son lazos que contienen al origen. La curva definida por (2.154) con O = 6 es interior a la
curva definida por (2.154) con O = 02 si 01 > 6. Como además las curvas de nivel de la función
s(r, O) son ortogonales a las curvas definidas por (2.154) entonces la función s(r, 0) es monótona
a lo largo de ellas y recorre todos los valores reales (esta última propiedad es solamente posible
cuando las curvas definidas por (2.154) son lazos que contienen al origen). De las ecuaciones





y dada la monotonía de s a to — it constante podemos invertir la expresión anterior para obtener
o=o(s4U) (2.156)
Despejamos r de la primera expresión en (2.155), usamos (2.156) y se tiene entonces
Usamos (2.123), (2.156) y (2.157) para concluir que u y y tienen la estructura de (2.116) y
de (2.113) y (2.115) se sigue la Proposición.
En el caso u rs —1 tenemos que g(O; u) = cos4 0 con raíces en O = ±j<Consideremos
las expresiones dadas en (2.153) y tomemos, sin pérdida de generalidad, un tiempo particular
— 1 rs $==. Debemos encontrar los valores de s a lo largo de la curva r rs cos4 O. Notemos que





de donde se concluye
r ‘-~ 5 4
S—3-00
Por otra parte
sinO rs —1~ 5
3<2
Deducimos entonces de (2.123) y (2.158) que
urs r’tcos4Ors ¡-$í —sin2 9)2 ~ r4(1— irSs2)2= r5 r~ lsV (2.159)
18 ISI—~00
con u simétrica en s.
De (2.115) y (2.159) obtenemos
14400
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y por tanto uy
±Const.
s—+ ±
mientras que por (2.113) 0
1yrs ~ +oc
a-
y esto concluye la (lemostración.ú
2.5.4 Combinaciones lineales de autosimilares
uy
La formulación descrita en las secciones precedentes nos permite generar nuevas familias de
soluciones explícitas aparte de las autosimnilares gracias a la linealidad de las ecuaciones en el
plano hodógrafo. e
Las expresiones
to — it rs f~ (A(v)r~~+~gl (O; u) + B(v)r4V+2y2(O; u)) dv = G(r, 0) (2.160)
s=I12 (A(v)r4uf2(O;v) + E(v)r4Úfí(O; ti)) dv F(r,O) (2.161) mc
con A(v) y 11(v) funciones arbitrarías (o incluso distribuciones), son soluciones formales de
(2.119) y (2.127) con r y O definidas en (2.123) y nos permiten conocer Ja evolución (le una
frontera libre cuya representación en el plano hodógrafo en el instante t rs O es la curva r(O)
dada en forma implícita por G(r, O) rs ito y con dato sobre ella s(O) =2 F(r(O), O).
En este apartado daremos algunos ejemplos de A(v) y B(v). e-
2.5.4.1 Ejemplo 1: Los perfiles antosimilares




con 5 la distribución delta de Dirac y t-’o < —1. En virtud de la Proposición 2.3 cl perfil final es
en el espacio físico e
Ji --~
mt
2.5.4.2 Ejemplo 2: Perfiles del tipo A±It log(z)~0
Consideremos unas funciones A(v) y 11(v) regulares, con soporte en el intervalo [u
1, ti0] G a
(—oc, —1) y tales qne
A(v) r-., _ Cí(vo~v)S+o((vo~v<)
LI—U
a
11(v) —-‘ _ (1(vo — v)~ + o((vo — v)Á)
jI—+
Entonces a
rZcxj]>0~ (c’i(vo — ti)Ár
4~fftO; yo) +Ci(vo — v)N r4”f
1(O; yo)) di’ rs
a
mt
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rs (Cif2(6;vo) +Cmfi(O; yo)) r
4~ f ltik r4~dv r-Zoo
+ 1) (0112(0; ti
0) + Cmfi(0; yo)) r
4’~’ liog(r)~íÁ
r—* 00











Ji r-~ 11±sí 2¿~ log(s)~2vo ‘~-~ A±IzV2¿~o~F2 log(z)l (A-fi) ‘-t-+vg4’2(v~+1)v~
151-40
2.5.4.3 Ejemplo 3: Sumas discretas de autosimilares
Restringiremos la discusión a las autofunciones simétricas y antisimétricas {r4~~f (0; u,,),
r4V~~±Sy(0;ti,,)}~
0 que corresponden a los autovalores {~-“‘ =2 —~9},~=~• Los antovalores con
subíndice par corresponden a perfiles simétricos para g (0; u,,). Las funciones A(v) y B(v) son
entonces
00





Consideremos un caso particular: Co rs 0, C~ rs 0~ <32 =2 —1, 04 rs l~ C1rsOsij>4. El
perfil final viene representado en el plano hodógrafo por una curva y(O) con
0o =O ~ 01, siendo
0o el primer cero de gm(O; —2) y 6~ el primer cero de gm(O; —~) (ver figura 2.5). Las funciones
12(0; —2) y 12(0; —~) son positivas en el intervalo de O considerado y la función s(r(6),O) es
monótona. El perfil final en el espacio físico consiste en dos conos unidos por sus puntas y que
se convierten progresivamente en paraboloides (ver figura 2.9).
Podernos considerar un perfil como el visto arriba pero con Co e, es decir, con una pequena
componente de la solución autosimilar de soporte compacto. Esta componente debe dominar en
la región central y para tiempos próximos al de formación de la singularidad ya que es término
más importante cuando r —> oc (ver figuras 2.10 y 2.11).
En el espacio físico representa un cilindro corto que se cierra uniformemente seguido, cuando
e! tiempo es próximo al de formación de la singularidad, de una capa limite en la que dominan
los términos viscosos y tridimensionales. Fuera de esta pequeña región el perfil es el de arriba
(ver figura 29).
Si consideramos <31 # O entonces el perfil final será asimétrico.
*uy






Figura 28: Las curvas ~o it = 5—2,5—1,1,5,52
mt
2.5.4.4 Ejemplo 4: Perfiles del tipo h0 + A lzl~
Discutimos aquí mi nuevo mecanismo de formación de cúspides que tiene lugar cuando la función
s(r,O) posee puntos estacionarios, es decir, puntos E tales que grad(s) p rs O. Esos puntos son




sfr, O) rs <
6gi(O; —~) + r8yj~ (0; —2)
/ et plExiste un tiempo tm > O y un rl > O tales que O ya que para O = O
la función ~o — t cambia de signo cuando nos movemos desde el origen (donde la función es
positiva) al infinito (donde la función es negativa) y además decae en el infinito. Por (2.119)
o~~oYr ]r=rj,O=~O — y&o} , ~ — 0Y entonces localmente




w rs wi+A’ t
1—t±B’ sí
rs C’ t1—t+D’ si
y por tanto
-u ‘~~I uo+A” t1—t+B” sí a
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Figura 2.9: Perfil final en el Ejemplo 3
concluimos
II
Ji —‘ ho+ lsi=lmo+lzl±
y esto implica que tanto la aproximación de viscosidad nula como la unidimensional no son
válidas para tiempos y puntos suficientemente próximos a t1 y O respectivamente. Dichas re-
giones no se analizarán aquí.
2.5.4.5 Ejemplo 5: Perfiles asintóticamente cilíndricos
Concluimos con un ejemplo de una solución explícita que da lugar a ruptura en tiempo finito y
que satisface las condiciones de velocidad nula en el infinito y perfil asintóticamente cilíndrico
en el infinito. En general, la existencia de mecanismos de ruptura autosimilares no implica que
estos tengan lugar en problemas sobre los que se imponen condiciones de contorno concretas.
Es por ello que presentamos a continuación la construcción de una solución con las propiedades
antedichas.
- - - El ejemplo que estudiaremos es la siguiente combinación lineal de perfiles autosimilares
Co
s(r, O) rs Z(~1)n22?1r4~Áf2(O; n+2
_____ )
nzl 2
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00 00 22/± ~
__ (21 + 1)!(n — l)!17 (—~
___________=/
(2/+1)!(n—l)!f’(
--(—10 (2rY2~ sin2t Ors
it t)
sinO 00 00 2~’~=]?(§~ +n +í) (—1)
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17(21 + 2) 17(rn + 1) (2r)





17(m + 1) (2r)<’m rs 17 (~ + 21)
y entonces
tt 17(~+m+2í)(-íV
¿=0 m0 17 (21 + 2) F(m + 1) (2r2m
00 17(2l+~) 1
rs~f~ 17(21+2) (í —
00 17(21+1
)

























753 = ~d 311 1d1




4, ~ ~ Z)) rs
1
(í —
(sin O ‘~ 2/
Vr)




7 5 3 1 2+ 1+zffr)ff(— ..t)—\/2
44’2’ 1+ 1±z(1+z)l (2.163)
Una conclusion sencilla es
4<2 (1s(r,O) -si —sinO sin~O
2 7t ¡
de donde se deduce la existencia de un único valor de O para el cual s(~, O) rs 0. La función f(z)
es estrictamente decreciente y, por tanto, para cada r fijo la función (í — ±)2 f(z) — 1 debe
ser también decreciente de donde se deduce que existirá a lo más una raíz de s(r, O) a r fijo.
Si denotamos
yrs (sinO)2podemos escribir s(r, 0) rs 24 ((l)~.1(z)l)<2(í < (2.164) —
Notemos quede (2.164) y del hecho de que ~ < 1 se deduce que s(r, O) será positivo mientras
lo sea (~) ~ f(z) — = QS~4f(z) Vil)
y que en este caso la función s(r, O) crece a z constante cuando y decrece. Como todos los puntos
del plano tales que r _ ~ pertenecen a tina curva z rs const. y la función y = (t~)2 crece a lo
largo de una de tales curvas es entonces evidente que s(r, O) decrece a lo largo de ella y no existen
por tanto puntos en la región r = tales que s(r, O) > O y grad (s(r, O)) rs O simultáneamente.
Probamos finalmente que s(r, ~) < O mediante el siguiente cálculo
a
<2 1 2+ í+(r—&2
s(r,—) rs3 —12 1 —2 3 —2 ml1+ í+(r—*)(í+(r—*) )
x/2160r~ + 36r2 +3 u
<0
— fi w~(4r~+i)3
De las propiedades que acabamos de demostrar concluimos que todas las curvas de nivel en a-
la región en la que es s(r, O) > 0, r ~ parten del punto r rs 2’ 0 0 y terminan en algún punto
en r rs O E (o, arcsin (124)) sin haberse cruzado ni bifurcado. Existirán también curvas
ortogonales y en particular una que parte del origen y se extiende hasta el infinito. Esta curva a
representa el perfil final en el tiempo de ruptura y las curvas ortogonales próximas los perfiles
en tiempos próximos a la ruptura.
a
a
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2.5.5 Soluciones simétricas con
o
velocidad inicial nula
En esta seccion encontraremos nuevas soluciones particulares del problema (2.52): las soluciones
simétricas con velocidad inicial nula.
Si la velocidad inicial es Vn(s) rs O entonces la curva de datos iniciales en el plano hodógrafo






Sin pérdida de generalidad podemos considerar la ecuación (2.107) con condiciones de con-




para obtener la siguiente ecuación
ld





Multiplicamos la ecuación (2.166) por rC±le integramos por partes asumiendo que todos los
términos evaluados en O e oc se anulan, para obtener









la llamada transformada de Mellin de s(r, O).
Introducimos r rs sinO y con él
So=S~ 1—A
Soo rs (1 — x2)S,,,, — rS,,
La ecuación (2.167) se puede escribir como
(1 — x2)S” — 4xS’ + ev(a — 3)8 rs O
Buscamos nuestra solución en la forma
Srs je±”0(t)dt
siendo 17 una curva regular en el plano complejo que rodea el semieje real positivo, e introducimos
0(t) rs ~4f(t). Entonces f(t) satisface
2t2ftt+tf~~ ((a——) +t )f =02
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u--
con ¡(1) =2 Ks(t) su única solución acotada en el infinito.
2
En este apartado consideremos la siguiente solución de (2.167)
st
S(a, O) rs Ci(ev) -t esin(OítvW~l<t)dt
2
Debemos imponer la condición de contorno Sfr-, O rs 0) rs 8(a, 0) para obtener la solución
buscada de (2.167) que está dada por:
- <~— sin(S)/fi1< ~(t)dt
S(cr,0) rs ~ v’Í¡<~dt)dt S(a,0)
2
donde 17~ es un elemento de una familia de curvas regulares en el plano complejo que rodean el a
semieje real positivo. Estas curvas se aproximan a 17 rs {x + iO : x E JR+} U {x — iO : z 6 A?~}
cuando el parámetro e tiende a cero.
Escribimos en este punto a rs iA + a con Á,a e IR. La fórmula (2.168) se puede invertir mc
entonces en la forma
s(r, 9) =2 j— j CCS(a, O)d\ (2.169)
mc
que es la- llantada transformada inversa de Mellin.
Observar que
mc4 t=Aja (t)dt
So(o-,0) — — 2 S(cr,0) (2.170)
4 Ák1(OdÉ2
mt
Usarnos ahora la fórmula (2.139) (ver 11.4.22 de [1]):
jt4I<u(t)dt=2~117(PV+í)r(ít+V+í) u
para obtener
—~ trI< 3(Odt 17(2— mt
hm <>2 — 2 2’\2’2J rsf(a) (2.171)
~—~u4 x/7K~s (t)dt 17 — 2) 17 (~)
en el caso de que las integrales converjan. Notemos que lf(~)i <>1-400 a~. En los casos en los que
alguna de las integrales no converja, la expresión final será la misma ya que se puede obtener
por prolongación analítica (en a) de la función que se obtenga en la región del plano complejo
en la cual las integrales converjan.
A continuación llevaremos a cabo la clásica descomposición de Wiener-Hopf. El multiplicador
rl O
f(ct) se puede escribir en la forma f(et) rs 20+ donde qe(a) rs —<3(a)’ ~Á y q(a) = eq- a) 1
• Podemos ahora probar la siguiente Proposicion:
e-
Proposición 2.4 Existen dos conjuntos de funczones {y,<>(r)J~1 y {<,<>(r)1~1 tales que
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siendo ~m Y ~ transformadas de Mellin de <pm Y <m respectivamente.
Estas funciones satisfacen
y~=0 sir> 1
y~ rZO Ar2m 1
~~m0 sír<1
r-YZ,O Br<’m<’
y admiten desarrollos en serie de la forma
00
yrn(r) rs ~ e~(1 — r2)fl±~ (2.172)
72=0
00




Demostración. La ecuación (2.170) junto con (2.171) implican que si
S(a,0) t~(ct) rs Gm(a)
+ 2)
entonces
So(a,0) rs ‘bm(a) —2Gm(a) 17(2 — ~i
)
17 (~ — 2)
Definiremos una familia apropiada de funciones {Gm(a)} -1 y a partir de ella obtendremos
las correspondientes funciones yrn(r), <m(r)
La familia {G,n(a)l~V~ se puede definir mediante la siguiente relación de recurrencia:
a—(2m+2)<3()
Gm+i(a) — a — (2m + 3)
Cm(a) 1
cuya solución es
Cm(a) i17 (ni — {a + í) ~(1 ~a
217(mila+2)17(2 ‘a)
La función ~bm(a) es analítica en todo a E C excepto en los puntos a rs 3 + 2n para
n rs 0,1, ...,m y a rs —2n paran E N donde la función posee polos simples.
La función ‘bm(a) es analítica en todo a E C excepto en los puntos a rs 2 + 2m + 2u para
u E N donde la función posee poíos simples.
Notemos que todos los poíos de t
1 (a) se encuentran a la izquierda de las rectas a rs i,\ + a
para 2m + 1 < a < 2rn + 2 y todos los polos de lb (a) se encuentran a la derecha.
Escribimos a rs iA + a con 2m + 1 < a < 2m + 2 e invertimos la transformada de Mellin para
obtener, integrando por residuos
1 f
00 00 17(n+1)17(n+m+1)17(1-+-n) 2
y,n(r) rs— ir0t~(a)dÁ rs ——>32w j
00 n=O 17(n + ~ + m)17(n + 2)17(n + 1)
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“~‘ (—1)”17(~ + ni u)17(rn — u
—












1 —F(ni+1—~) _ 1 17%17(m+











con B(~, ni + 1 — ~) la función beta con argumentos ~ y ni + 1 — _










Tenemos en cuenta en primer lugar que
m
0,,, (a) >3 aj






(a + 1) (cm — (21 + 1))
1 (21+2) + (21+2)(21+4
)












a — (21+1) 17 (~ + O





















cpr,,(r) rs Za¿ (~O17(í2;t42n) (1~r2Y>4) rs
00 ¡m
=13 (>3a 17(n+l+ 1) (1—
nzÁ> \í—o 17(1 + 1)17 (~ n) ~
Por otra parte
1 1 00 17(n+ni+~
)
r
2m+l (1 + (r2 — l))m-l-~ ,,=~ 17(n + 1)17(ni + l)(r —
y en consecuencia
200 17(n+m+~) 1
4~rn(r)~>3V1)72 m (r2 —
17(n + 1)17(ni + ~)
lo que concluye la demostracióno
Observación 2.3 El desarrollo en serie para s rs pm(r) dado en (2.172) implica que podemos
invertir las funciones localmente cerca del origen y escribir
00
(1— r2) rs (tp~1(s)) rs >3p,>s2~
lo cual implica que u rs r4 se puede extender de manera única, analítica y simétrica a s < 0.





2(r) — 1 12r
3 1—r2+6r 1~r2~6arcsinr~8r2arcsinr+4wr2+3w sir<1
16
Para que las funciones ym(r) sean admisibles como datos iniciales han de ser monótonas
decrecientes. La demostración de este hecho la da el siguiente Lema:
Lema 2.3 Las funciones ~m(r), ni rs 1,2,... , son monótonas decrecientes en r.
Demostración. Las funciones ym(r) vienen definidas en forma de serie por (2.173). Esta
expresión consta de dos sumandos <4Q(r) y 4,~~(r). El primero
— —-:~t0 ~I1t2t4t?1t2~~t?}r272 (2.175)
126 2 Análisis de la evolución de la superficie de tubos fluhios finos
es suma de funciones monótonas decrecientes. El segundo
m—I (—l)”17(~ + -tít n)17(m — n
—
,i~:0 17(1 + ni — n)17(~ — n)17(mn — n)17(n + 1)
-‘jI—’
rs >j3 a(ni, n)rl2(m~~)
u
(2.176)
también, ya que a(ni, u) > O por ser
1
17(— + u) > O17(~—n) 2
(ver (2.142)) y tener el resto de las funciones gamma argumentos positivos.Q
El lema anterior muestra que las funciones y,,, (r) son datos admisibles. Tenemos que calcular
las soluciones correspondientes a tales datos y esto es lo que hacernos en el siguiente Lema:
Lema 2.4 Las funciones ym(r) son el límite cuando O tiende a cero de
00 (—1)~17(n + ni 1)17(f





17(n + ~)17(rn — u
17(n + 1)17(1 + mu
— rIflmn)2-Sf~(O; 1 2(-m — u)) sir <
—u) 4
4),,, (r, O)=4 it
rtr=O
(~1)n+m+l17(n + rn)17(1 + u) 2(»±m±115f(O —u — ni — 1
2(1 + 2n)17(n + 1)17(1 + n + ni)
a
si r > 1
(2.178)
Demostración, hacemos un desarrollo en serie de Laurent de y,~(r) en torno a r rs O para
r < 1 y tenemos en cuenta que cada término de la serie es la traza en O rs O de una solución
autosimilar. Hacemos lo mismo con 1$,
72(r) en torno a r rs ~- para r > 1 y obtenemos así el
resultado.E
Las expresiones (2.177), (2.178) son equivalentes a la siguiente:
4),,, (r, O)rs—j—-
II
J— 100+ 2in + 2
da~ r<>F(a, 3— a; 2; 1 — sin O\ 17 (ni + 1
2 r(nt+1—~a)
tal y como podemos comprobar mediante una simple integración por residuos. Esta última
expresión será útil para probar la siguiente proposición:
Proposición 2.5 La función 4),,, (r, O) definida en el Lema 2.4 posee regularidad <300 en r E
Demostración. Tenemos en cuenta en primer lugar que
17 (m + 1 — ~a) y (1
1’ (-uf + 1 —
—~a)17(~)
) (ni+ ~ — ~a)(-m — — ~a)....(1 — ~a) sin
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F(a, b, c; ¾= aba b 1F’(~~ ~; ~ + + ~; 4z — 49)










(e> + n)17(f + u)
u(n—1)(n—2)...1 (n+1)n¡n—1)...2
= Lí+ ~~¿1)(1 u-— 1 ~2 1)] L’ 1 _ o+ 2 2)(ín+1
nos permite concluir
17(2)
~½)~‘I—‘y 17(2 + n)17(1 + u) cos2’~ O<C (p1 (~+ al2cosO)) cos72 O rs
Físinh(~rs
cosO Ial) cos72 O
usando el comiocido desarrollo en productos:
sinhzrszfl (i+ k2w2
)




cosO a¡) >3 cos72O rs
nrO
<3 sinh(~ cosO ¡a¡
1—cosO
Usando la fórmula 15.2.1 en [1] (ver fórmula (2.138) en este capitulo) y procediendo como
arriba es posible probar que
cl~ a3
~iñ 2’2 2’ 2o) ~ C
171+¡a¡
2~)sinh(~ cosO¡a¡—~ 2~cos t~l 1—cosO
Las derivadas de cualquier orden de las funciones $m(r, O) se pueden entonces acotar del
siguiente modo:









2 17 (~ + 1 — ~a)
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00+2m—j-2 dja¡ . rr”~ (1+ ¡a¡/±2n)~4~sinld2 cosO¡a¡) 1 =K~ r
.1100+2,72±2 ¡ aj 1 — cosO sinlí
para r e (0, ~) , O e (0, ~]. Hemos tenido en cuenta que
sinh(~ coso ja[) __ w(¼S~—i)
‘si e 2
sin k~l7 0+002
una exponencial negativa que multiplicada por cualquier potencia de Ia[ es una función inte-
grable. Esto concluye la demostraciónE
Las fumíciones 9m(r) son monótonas decrecientes y las funciones 4)m(r, O) son C<~ fuera
de O = 0. Esta continuidad nos permite afirmar que 4),,,(r, O rs Oo) es monótona para todo
a0o E (0,6) con 6 suficientemente pequeño. Por tanto, existen curvas de nivel 4),~ (r, 9) rs <3
que no se cruzan ni bifurcan localmente cerca de O rs 0. Existen también curvas ortogonales
(curvas de t(r, O) constante suficientemente pequeña) sobre las cuales la función 4),,, (r, O) decrece
e
mnonótonarnente y que representan soluciones locales (para tiempos cortos) del problema (2.100).
Las curvas de nivel 4)m(r, O) rs <3 pueden bifurcar únicamente en aquellos puntos (ro, Oo) en los
que grad (4)m(r, O)) rs o. Como 4)m(r, O) satisface la ecuación (2.166) resulta que en un punto
estacionario (ro. Oo) se tiene A4)m rs O lo cual implica que es en realidad uit punto de silla en
(ro, Ou) lo que se traduce en una bifurcación de las curvas de nivel en él. En el espacio físico esta
situación se traduce en la formación de la cúspide descrita en el Ejemplo 4 de 2.5.4.
Hemos construido soluciones para un coniunto de datos iniciales 9m(r). Cada una de estas
soluciones representa un mecanismo distinto de ruptura:
u.
Teorema 2.4 Si 4)<>
1(r, O) no posee puntos de silla entonces es la representación en el plano
hodógrafo de soluciones con ruptura en tiempo finito en el espacio físico y el perfil, cerca del
punto y e-a el instante de ruptura, es:
1) un filamento de sección transversal nula en el caso ni rs 1
2) dos conos en el caso -m rs 2
3,> li(z) ‘si ¡z¡ ~~—1 en general. mc
Demostración. Simplemente tenemos que darnos cuenta que el término dominante en
(2.178) es la solución autosimilar r
4”f (O; y) con y rs y usar la Proposición 2.3.C a
Podemos formar una familia de soluciones mediante combinaciones lineales de las funciones
y,,(r). Los coeficientes a,, de dichas combinaciones deben ser escogidos de modo que la serie
mt
00
9(r) rs >3 a,-,pm(r)
7,, = 1
a
converja uniformemente al menos en el intervalo (b, 1) con b < 1. En particular, podemos
construir fácilmente datos iniciales 9(r) con una singularidad en ir rs b siendo O < 6 < 1 y esto
representaría un cilindro deformado. u.
2.5.6 Un resultado sobre los mecanismos de ruptura en tiempo finito
a
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3
Teorema 2.5 Existe una familiaP de soluciones (h(z, it), v(z, it)) de (2.16), (2.17) tal que:
1) Las soluciones autosimilares encontradas en el teorema 2.2 pertenecen a P.









3,> Dada una solucton con ruptura en tiempo finito (h(z, it), v(z, it)) E P tal que
para algún a E (O, +oc) existe otra solución con ruptura (l¿(z, 1), ~(z, it)) E 2 tal que
sup (~Ji(z, 0) — h(z, 0) + ¡y(z, 0) — i~(z, 0)) < e (2.179)
con e arbitrariamente pequeño y
¡«e, it) -si A±¡z¡~
z~~*O± ,t—*to
para cualquier a c (a, +~). Este resultado no es cierto en general para ningt¡n 5 e (0,a).
Demostración. La familia 2 está definida por las expresiones (2.160) y (2.161). La parte
1) del teorema es el primer ejemplo de la subsección 2.5.4 que se basa a su vez en la subseccién
2.5.3. La parte 2) fue demostrada en el ejemplo 5 de la subsección 2.5.4 para a rs 1 donde
hemos encontrado una función s(r, 9) representación en el plano hodógrafo de una solución que
satisface las hipótesis. Para los demás casos simplemente tenemos que añadir una perturbacion
en el plano hodógrafo a s(r, O) de la forma
si(r,O) rs cr”>g(9;v) (2.180)
con xi e (—~, —i) y e suficientemente pequeño. El término (2.180) es dominante a distancias
r =c~”-~~ y determina la forma del perfil cerca del punto de ruptura.
Para probar 3) tomamos s(r,O), la representación de la solución en el plano hodógrafo, y
sumamos una perturbación de la forma (2.180) con u e (—í — ~-, —í) y e suficientemente
pequeño. Este término será una pequeña perturbación de s(r,O) para r << c2 G>’~’) pero
será dominante a distancias r >> e2fr —a’) y determina la forma del perfil cerca del punto
de ruptura.
Para 5 e (0, a) el resultado 3) no es cierto. Consideremos por ejemplo el perfil autosimilar
cuya representación en el plano hodógrafo es
3
s(r, O) rs r6g(O —-—)‘2 (2.181)
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y busquemos un elemento en P tal que su representación en el plano hodógrafo cuando r —> -
sea
(r, 9) rs r5g(O; —2)
Tal elemento debe ser de la forma
j (A(v)r~”f
2(o;v) + 13(v)r~vfd9;v)) dv
y el comportamiento cerca del punto de contacto no es el mismo que el de (2.181). Esto implica
que los perfiles en el plano físico no satisfacen (2.179) .0
2.6 Análisis de sistema unidimensional para un fluido de Stokes
En esta Sección discutiremos el mecanismo dc ruptura que a-pa-rece cuando estudiamos la evolución
de un tubo de fluido de Stokes bajo las aproximaciones cuasiestacionaria y unidimensional. La
ecuación que deseamos resolver es la (2.53):
C ars/~t
con dato inicial
u(s, í rs 0) rs uo(s)
lo que implica, integrando dos veces con respecto a s
1 (2.182)
Imponiendo que u —* 1 cuando s¡ —* ~ para todo tiempo (condición de contorno (2.51))
resulta que cí(t) rs 0,c2(t) rs 1. Tenemos que resolver entonces
2pu~rsu —u
2




con f(s) rs g(uo(s)). La representación gráfica de la función g se encuentra en la figura 2.12:
Para un dato inicial uo(s) con un máximo absoluto en s rs O es fácil concluir que u explota en
s=0 cuando 1 rs —2p ( no(O) +
el perfil de tal singularidad. Si
podemnos inferir Localmente que
log 1 — ) rs j~. Estamos interesados ahora en conocer<no(O)
tenemos en cuenta que un(s) ‘si uo(0) — a) cerca de s rs O
1




Es decir, la singularidad es de la forma
1
























Figura 2.12: La función g(u)
Si recordamos la relación existente entre u(s, t) y las funciones z(s, t> que define las carac-
terísticas y h(z, it) que representa la frontera libre el espacio físico
1
n(s, it) rs z~(s, ¿) rs
h2(z(s, it), it)
podemos deducir inmediatamente que la función h(z, it) es, cerca de la singularidad, de la forma
h(z,t) rs (~
0 — t)~ ~ — t)~ z) -
y representa un cilindro que se cierra. Dicho cilindro tiene una longitud
L -~ (Lo —
y una sección transversal
Sr-<to—t)~
Acabamos de probar el siguiente teorema con respecto a las soluciones de (2.36) y (2.37):
Teorema 2.6 Dado un dato inicial ho(z) regular, tal que
ho --> 1
<-400




con 6 -< 0, entonces en regiones
se tiene
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Es importante hacer notar que la solución del límite unidimensional para el sistema de Stokes 3<
no satisface la ley de conservación de la Proposición 2.1, ya que en el tiempo de ruptura y cerca
del punto de ruptura 3o
u “a (s—sof2 3<
lo que implica que u no es una función integrable. La aproximación de inercia despreciable deja
de ser válida por tanto cerca del tiempo de ruptura. 3<
2.7 Análisis de sistema unidimensional para un fluido sin tensión mt
superficial






o equivalentemente, integrando en it
ut+g (1) rs f(s) (2.183)
con dato inicial u,
rs no(s) - (2.184)
La ecuación (2.183) es una ecuación de difusión no lineal y no homogénea. La podemos escribir
mt
como
itt rs ~t — + f(s) (2.185)
Consideraremos en lo que sigue funciones f y u
0 continuas y acotadas.
mc
Proposición 2.6 1) La solución de la ecuación (2.185) con dato inicial (2.184) no explote en
finito.
2) La solución de la ecuación (2.185) con dato inicial (2.184) puede explotar en t infinito
a
con la siguiente estructura autosimilar cerca de la explosión (que consideraremos tiene lugar cn
el origen)
rs tir (fis)
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Demostración. Si denotamos por s(t) una curva que parte de un máximo de u(s, it) y que
une los máximos de la solución tendremos que a lo largo de la curva
du dii ds Bu ( u5~(s(t), t) 2 (n~(s(t), t))2’
\
dt — DL ~-i~-:;-—” k (u(s(t), it))2 (u(s(it), it) )3) + f(s(t)) =f(s(t))
y por tanto
supu < supnu + (sup) it
S S ksI
es decir, no existe explosión en tiempo finito
Si tomamos f(s) <3 e introducimos una posible solución de la forma
u rs (e rs vis)
podemos escribir la ecuación (2.183) comno
W+±EW’+P(i)rsC (2.186)
Introducirnos la función g rs -w1 en (2.186) para obtener
gg” ~ 1 g’j+iy
Si g(0) > ~r entonces existe una solución simétrica que es monótona creciente y que crece en
la forma g “a Esto concluye la demostraciónEI
‘lYadíjciendo estos resultados al espacio físico podemos probar el siguiente teorema
Teorema 2.7 1) Para un fluido sin tensión superficial y en la aproximación unidimensional no
existe ruptura en tiempo finito.




Demostración. La primera parte es un corolario de la Proposición previa. La segunda
parte se puede probar teniendo en cuenta el cambio
1~
u rs rs h2(z(s,t),it)




con E una función simétrica y acotada. Finalmente
1 1 1h rs ur rs t
tQ
y esto completa la demostraciónE




















Ruptura para fluidos de Stokes
incompresibles
3.1 Introducción
Este capítulo está dedicado a describir un mecanismo de ruptura de tubos fluidos muy viscosos
e incompresibles mediante técnicas asintóticas.
El sistemna de ecuaciones que estudiaremos es el sistema de Stokes en aproximación cuasies-
tacionaria que tras un adecuado reescalamiento se escribe como
0= —Vp+ AT~ en 12(t) (3.1)
en 12(t) (3.2)
junto con las condiciones de contorno
rs —un3 en 012(t) (3.3)
donde H es la curvatura media de la frontera libre que se puede escribir, para superficies a-
xisimétricas y en término de la distancia h(z) de cada punto al eje, como
1 __
Hrs (3.4)
(T~1) es el tensor de esfuerzos y n~ es la componente i-ésima del vector normal a 012(it).
La simetría cilíndrica sugiere la introducción de las coordenadas cilíndricas (z, r, O). Ten-
dremos entonces que la componente O de cualquier vector se anula y que podemos restringirnos
al análisis de funciones que dependen únicamente de r y z.
El tensor de esfuerzos (T13) viene dado, en coordenadas cilíndricas y bajo la hipótesis de
simetría cilíndrica, por
(T.)~(Tzz rs —pie 2%? ¿~+ “~ (3.5)tj~q, r ( dv, ~ 2~’~ ¡
7’- rr >1 Dz+Dr Br
y el vector normal por
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1+ (ohjUna masa puntual situada en un punto de la frontera libre se moverá siguiendo el campo develocid des en ese punto p r todo tiemp . Tendremos entonces que
Vv rs 3<
donde Ev es la velocidad con que se mueve la frontera en su dirección normal, o equivalentemente
3<-
Oh Oh
Vr — u,— en 09(1) (3.6)O:
El mecanismo descrito en este capítulo empleando métodos forniales se basa en el tipo de
ideas que se han utilizado para el análisis de numerosos problemas de formación de singulari-
dades (ver por ejemplo [57]). El tipo de singularidad que se obtiene aquí presenta dos regiones
diferenciadas. En una región interna dominada por el flujo de Stokes la solución es aproximada-
mente un cilindro que se cierra. Esta solución pierde su validez en distancias ¡:1 -si (ito —
para cierto a > 0, pero el estudio de esta región se simplifica porque es posible emuplear el tipo
de aproximacion unidimensional descrito en el segundo capítulo para el problema de frontera —
libre considerado. En este caso queda un parámetro libre que hay que determinar resolviendo
un problema no-lineal de autovalores. Esta situación sucede frecuentemente en diversos proble-
mc
mas de formación de singularidades y se le denomina a menudo en la literatura “similaridad de
segundo orden” (según la nomenclatura que se usa en [4]).
U
3.2 Análisis asintótico de un mecanismo de ruptura en tiempo
finito
e
En esta sección discutiremos un mecanismo de ruptura de tubos fluidos localmente en espacio y
tiempo. Comencemos escribiendo el sistema en coordenadas cilíndricas:
e
Op (O2v~ 02w 1 0v~ v~’\
Ors—y+ y dr2 + 0:2+0 — 77) (3.7)
ors~~WOvO~O~02 ,, (3.8)
dv, Oú~ t~Qrs jy-~-y~— (3.9)
a
Si tenemos en cuenta que los vectores normal y tangente a la superficie se expresan como
~ _ ( ~tí) mc
mc
a
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(i,~)
1+ ( dh)2
podemos entonces escribir las condiciones de contorno (3.3) en la siguiente forma:( ¡Oh \Á\/ dv~ dv7 Oh (bu,- 0v7\




2-y -2~ y-~-+-~-) + yá-) y-P-l-2K)—-~ +kI;;j)H (3.11)
Existe una familia de soluciones explícitas de (3.7), (3.8), (3.9), (3.10), (3.11) y (3.6) que
representan cilindros que se cierran uniformemente y en tiempo finito:







donde a(it) es una función real arbitraria y R(t) > O satisface, en virtud de (3.6), la siguiente
ecuación diferencial
(ito — it)R~ — R rs —a(t)R
cuya solución general es
dr
R(t) rs RoeL (1—a(r)) to —r
Las soluciones obtenidas en (3.12) se caracterizan por que la frontera libre desaparece uni-
formemente en todo el espacio en el tiempo t rs it
0. Esta situación es poco plausible en flujos
físicamente reales. Sin embargo estas soluciones serán útiles para construir, mediante perturba-
ciones de (3.12), soluciones asintóticas del sistema de Stokes en las que la frontera libre se cierra
a un punto.
En lo que sigue consideraremos el caso a(t) rs 1 y por ello 11(t) rs
11o~
La fórmula explícita para y,- y u




que son las variables autosimilares naturales asociadas al problema (3.7)-(3.11) y (3.6) así como
las funciones h y jS definidas por medio de
h(z, it) rs e
7A(E, r) (3.13)
p(r,z,it) rs et~(p,~,r)
138 3 Ruptura para fluidos de Stokes incompresibles





El parámetro Ro jugará el papel de un autovalor que se determinará posteriormente.
3<
Sisumnamnos a la solución (3.14) una pequeña perturbación de la forma





donde s es un parámetro pequeño que nos permitirá determinar los órdenes de magnitud de los
distintos términos que apareceran mas tarde, e introducimos (3.13) y





















comí condiciones de contorno a









71-U’ — U — 2~’—sV7f’





U(Ro + sf) (1 + Úf’¾± (1 + ¿2f’2)~


















(3.15) dentro del sistema




















7 dV,- V,- (3.21)
+ Op p
que debe satisfacerse en un cilindro de radio Ro ligeramente perturbado. Las condiciones de
contorno (3.16), (3.17) y (3.18) linealizadas serían en este límite:
(~j + ) — Of’ rs 0 (3.22)
0V,- f
—P+2 rs (3.23)0~ o
f
1 + 3~f’ rs V,- (3.24)
A continuación describiremos una familia de soluciones polinómicas del sistema (3.19), (3.20)
y (3.21) con condiciones de contorno (3.22), (3.23) y (3.24).
Comenzamos con las soluciones polinómicas pares para 1(z). Introduzcamos
n
rs eÁ1 >3 a2i+l2(ni¿+1p2(ni)
n
rs e >3 b2i,2(flií+l(tp2(ni)+l
~=0
rs e —~ + f
en (3.19), (3.20) y (3.21) para obtener el siguiente sistema de 3n + 1 ecuaciones:
—2(n — i)d21,2(~1) + (2(n — i) + 2) (2(n — i))b2~,2(~/)±i+ (2i + 2) (2i + l)
621+2,2(ni)1 rs 0 (3.25)
—2(i + 1)d
2I422(~¡i) + 4(n — i)
2a
2~+1 2(71—1) + (2i + 3)(2i + 2)a21+32(7111) = 0 (3.26)
(2i + 1)a2l+l,2(71~) + (2(n — i) + 2)b212(711)+i rs 0 (3.27)
donde i =0,1, ...,n— 1 en (3.25) y (3.26) e i =0,1,..., u- en (3.27).
Sea
71
f(~~ 7~) rs e~’ >3 Y2~2nE
2
t=0
Las condiciones de contorno (3.22), (3.23) y (3.24) darían lugar al siguiente sistema de 3n+3
ecuaciones:
2ib





21 2(,>1)+2(2(u-—i) +1)b2¿2(711)+m rs YR~ +(2i+2)(2i+1)-}21+2271)
(3.29)
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(Oi — -Ml2j,2
71 rs 621
donde i rs 0,1,..., n en (3.28), (3.29) y (3.30) y 1271+2271= 0
De (3.27) obtenemos
2(n — i) + 26
a21+i ,2(n—i) rs — 2i + 1 2i,2(n—/)+1
y de (3.26) junto con (3.31):
2
=2 —r(u- — i + 1)
2a
2/12(71¿+í) — (2(-n —
z
i) + 2) b21,2(71~1)±1
parai= U2 u-.
Eliminando los coeficientes d2~2(71 ~ dados por (3.32) en (3.29) para i rs L2, ...n obtenemos
una ecuación que junto con (3.28) y (3.30) constituyen (para cada i) un sistema de tres ecuaciones
con tres incógnitas: a2<i,2(~>¡+i>, b2¿,2(711)+í y 121,2n Dicho sistema se puede representar
matricialmente en la siguiente forma:
















donde suponemos 12n±2,2u = O. En el caso i rs O obtenemos de (3.30) y (3.31)
1
>~1O,2n = bo2n+íR¿71+1 — 2n +
Para que existan soluciones del sistema (3.33) se ha de verificar la siguiente condición de
det ( 2 2n 12uRo~k ~
o
O E0 A—6u-
= Á271(1?0) = —6
1 36nRo — 1 — 121?o
La ecuación (3.33) implica U
3 Rg
72i,2n rs 4





En el caso i =0 obtenemnos, a partir de (3.33) particularizado para i rs 1, el valor de a1271
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Introducimos (3.37) en (3.34) para obtener
‘Y0,2n rs —~ sí u- ~ 1 (3.38)2 (u- —1) u- (u-+ 1) (24Ro — 1<4271
1
‘70,2 rs 4
La ecuación (3.36) junto (3.38) constituyen una relación de recurrencia para los coeficientes





Si usamos la normalización 12n,2u rs 1 entonces obtenemos los siguientes valores de 72§,2n a
partir de (3.36)
F(u- + 1)L(u- + 4)FQ + i + 36Rpn2+O6Rpn—12Rp—n—1 ¡(~34)71-/ —72R071—24R0+ 1 /723,2n — (1 + (—72n — 24) Ro)71t~ [ji + í)F(j + ~)F(u- + 1 +
—72R071—24fl0+ 1 )





71p rs >5 d
2i+l2(ni)~2i+lp2(nt)
1=0
en (3.19), (3.20) y (3.21) para obtener el siguiente sistema de 3u- + 1 ecuaciones:
—2(u-—i)d21+l2(711)+(2(n—i)+2) (2(n—i))b21+í 2(u~o±1+(2i+3)(2i+2)b21+2,2(711»1 rs 0 (3.40)
—(2i + 3)d21+u,2(71ii) + 4(u- — i)
2a
21+22(711) + (2i + 4)(2i + 3)a21+42(7111) =0 (3.41)
(2i + 2)a21+2,2(71/) + (2(u- — i) + 2)
621+1,2(71i)+í = 0 (3.42)
donde i =0,1, ...,u-— 1 en (3.40) y (3.41) e i =0,1,..., u- en (3.42).
Sea
y,
f(~, r) rs ~
/t0
Las condiciones de contorno (3.22), (3.23) y (3.24) llevan al siguiente sistema de 3u- + 3
ecuaciones: 6(2i + l)721÷12y,±í
(2i + 1)b
21±r,2(y,¿)+1+ 2(u- — i + 1)a21,2(71l~m> rs R2(n~i)9~i (3.43)
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—d2~~12(y,~> + 2(2(u- — i) + 1)b2;÷¡2(n<+J
u
3<1 (12 ±1271+1 + (2i + 3)(2i +
(3.44)
(3(2i + 1) — Á)y2~±i271±í= b2i+l,2(n~~i)+IRi)+I
con =0,1, ...,n en (3.43), (144) y (3.45) y ‘v2~+3j71 O
De (3.42) obtenemos
2(n — i) + 2
rs — 6




y de (3.40) junto con (3.46):
— 4(n—i+ 112
__ (2i + 1) a2¡,2(,,.~±l) — 2(n — -i + 1)b21±12(71i±1) (3.47)
Introduciendo (3A7) en (3.44) obtenemos una ecuación que junto con (3.43) y (3.45) consti-
tuyen (para cada u-) un sistema de tres ecuaciones con tres incógnitas: a2¿2(71¿±Ií,
62i±m,2(~i—í)±í
y Y2i+1,2u+1 Dicho sistema se puede representar matricialmente en la siguiente forma:




2i + 1 —
6 241
6(n—í)+4 — t+I)
f?2(71~>± )Á—3(2z+l) ( 112,-4-1,2n+1 lx o
donde suponemos ‘72u±3,2n±m= 0. Para que existan soluciones de (3.48) se ha de
condición









6I?un + 6R~ — 1
ji Ro
De (3.48) obtenemos entonces
3
12i+1,2
71+1 rs — —4 (36n
2 + 24n — 72in — 24i — 36) 11o — u- + + 3)(2i + 2)’Y2i-i-s,2n±¡ (3.50) mc
o
(3.51)
La fórmula (3.50) constituye una relación de recurrencia para los coeficientes del polinomio de
grado 2n + 1 que es autofunción correspondiente al autovalor Ám+í y que denotaremos f2
71±í(~)
71
f2rx±i(E) rs >3 y23+i,271±iE~~
Si normalizamos mediante 12n+l,2n-4-1 rs 1 entonces obtenemos ]os siguientes valores de
121+I,2n-i-1 a partir de (3.50)
(—3R¿)~~ F(n + ~)f(n + 1)2(1 + j + 36R
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fs(~) rs —~ ‘~
2 24Ro — 1




.ME) rs 4(7811o —1) (12/?o + 1) 1211o + 1
f6K) 135 R~ 405
32 (24Ro — 1) (l2ORo + 1) — 4 (CORo — 1) (I2ORo + ij +
45 ng ~
2 l2ORo+1
Busquemos soluciones que se describen mediante el siguiente desarrollo formal en autofun-
clones 1
00f(E r) rs >3 C,
1e<~”’f71 (E) (3.52)
n0
Obsérvese que de entre los autovalores A71 dados en (3.52) se tienen dos autovalores que
darían inestabilidad en eJ desarrollo (3.52) si Ro > ~ y mas de dos si
11o < ~i¡. La existencia de
autovalores inestables es frecuente en el estudio de problemas de generación de singularidades.
Bajo las hipótesis de simetría de nuestro problema el primer autovalor inestable estaría asociado a
un cambio en el tiempo de la formación de la singularidad y el segundo a un desplazamiento en el
punto (véase [25] para una descripción de la forma en que autovalores inestables pueden modificar
el tiempo de formación de la singularidad). Si Ro < ~ aparecerán más autovalores inestables y
el mecanismo de formación de singularidades no sería estable, por lo que nos restringiremos al
caso 110> 24





Nótese que f(E, -r) se hace del orden unidad en regiones de orden
~‘a e”’”~=dt)’ rs e+’ (353)
El proceso de linealizaeión que condujo al sistema (3.19)-(3.24) deja de ser válido cuando se
satisface (3.53).
En el caso de que las 2u- — 1 primeras autofunciones no aparezcan en la combinación lineal





de un desarrollo del tipo (352) es algo técnica y será pospuesta a la última Sección de este
capítulo.
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La relación (3.53) sugiere la introducción de las nuevas variables 17 rs _________




— I4’~ (-q, p) (3.56)(ito —
rs W,-(zpp)
1 mcp — P(iyp)
(it0—t)
y las condiciones de conexión u,
“a It + Ct,qTh cuando 17 —* O
W7(17,p) “a 217+C271a2y,~í,u&»~
1 cuando 17—40 (3.57)
W,-(17,p) “a —p+ (½y,a
271,117
2”4’ cuando 17 —+0
P(
17, p) ‘-si (—2 + ib) + C½y,d271,oy2~~’ cuando -q —4 0
donde C2y, una constante positiva arbitraria.
Usamos las variables (3.56) en el sistema (35), (3.8) y (3.9) para obtener, en el orden más -~
bajo en potencias de (tu — t) y para a,, < 0,




0W-. 0W,- w’< (3.60)
__ +
017 Op P e
La solución general del sistema (3.58), (3.59) y (3.69) es de la forma
<(17) mc
¡4/,- rs 2 (3.61)
P rs po(q)
Las condiciones de contorno (3.10), (3.11) y la ecuación (3.6) son, en el orden más bajo en
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(3.63)
SO
—~ + (1 + a4)ijy’ rs W,- W7y’ (3.64)
La condición (3.62) se satisface automáticamente y la condición (3.63) implica
t
Po(17) = —<“(q) + — (3.65)
Observemos sin embargo que el sistema (3.58)-(3.64) no determina la función y. La situación
es bastante similar a la que se encontró en eí Capítulo 2 al deducir límites unidimensionales a
partir de las ecuaciones de Navier-Stokes (ver la Sección 2.2). En efecto, las variables (3.56)
corresponden a la descripción de un tubo casi unidimensional y es natural encontrar la misma
situación que se encontró en aquel caso. Para determinar la función y debemos calcular, al igual
que se hizo allí, órdenes superiores del desarrollo.
Introduzcamos en (3.7)-(3.1l) y (3.6) las expresiones
h rs (ito — it) y(zj)
1(it0 — tf<’~ W7(ij,p) + (to — t)an w7(ij,p) +
rs W,-(17, p) + (ito — it)2’~ w,-(y, p) +1p rs P(-q p) + (lo — t>—1—2an p2(17, p) +(to—t)
para obtener en el primer orden el sistema (3.58)-(3.64) cuya solución no está completamente
determinada como vimos y es de la forma (3.61), y en el segundo orden las ecuaciones




7 OIL,- ir,- (3.68)
d17 Op p
junto con las siguientes condiciones de contorno
~-~-— Qb”—3y%&’rsO en prsy (3.69)Op 2
—po—4’rs 1 enprsy (3.70)
La solución general del sistema (3.66), (3.67) y (3.68) es
rs
iv,- = —j~v’(17)í¡
7>2 rs ~ (—2v’(17) — >b”’(17)) ,-v
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st
con
Despejando de (3.70) Po e introduciendo su expresión junto con la de ~ en (3.67) obtenemos W
la siguiente ecuación para < en función de y
y’ a
__ + 3i1”’ + 6y’V” — o
y
que junto con la ecuación de evolución (3.64) en su orden más bajo nos lleva al siguiente sistema
para las funciones < y y:
y’ 1 ~2-fl’
y Y a
¿4—0 (3.72>~P+ (1+ O71fr/~ +y&9- 2
Sobre las soluciones de (3.71), (3.72) impondremos las condiciones de conexión (3.57) que en





así como las siguientes condiciones de comportamiento asintótico a
(3.74)
¡3± -~
9 —* GO a
que son necesarias para obtener velocidades del fluido y anchuras del tubo acotadas para ‘si 1.
Solamnente si a~ > —1 la solución y(17) puede representar ruptura en tiempo finito. Este hecho,
junto con la suposición a~ < O que condujo al sistema (3.71>, (3.72> restringe el análisis a
El problema es entonces el de determinar aquellos valores de a
71 (o equivalentemente de R0)
tales que existen soluciones de (3.71), (3.72) satisfaciendo (3.73) y (3.74). Esto lo haremos en
las próximas secciones.
a
3.3 Análisis del sistema de ecuaciones diferenciales ordinarias
(3.71), (3.72)
a
Escribamos por sencillez a _ — a El objetivo de esta Sección es el análisis, para cada a, de las
soluciones del sistema (3.71>, (3.72) que satisfacen (3.73).
El sistema que han de satisfacer y y < es no autónomo y de dimensión dos: a
1 /,\~
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y las condiciones de conexion en el origen son (ver (3.73)):
SO(17,’> “a Ro+C½17271 (3.77)
u—>0
<(u,’) “au—>0
Comnenzaremos estudiando el caso más estable u- rs 1.
Multiplicamos la ecuacion (3.75) por SO2 e integramos una vez para obtener
SO + 31<’
siendo <3= 11o + 6Rg. De la ecuación (3.76) podemos obtener
SO’ _________
SO
El valor adecuado para 11o se fija por la condición (3.77). Supongamos
SO = Ro+a172 +...
e introduzcamos estas expresiones en (3.75) y (3.76) para obtener, en los órdenes más bajos:
R
0+6k¿ rs SO+3SO2<’~R0+6Rg+(a+3(4R0a+3Rgb))172+...
— SO’ 1—~4” (2a ~b 17+...




1 + 12R~ 9Ro




La relación (3.78) es, por (3.55), idéntica a (3.35).
Se puede obtener fácilmente, integrando en 17 la ecuación (3.75), separando los términos en SO
en (3.76) e introduciendo <(u) rs 17g(17) así como la nueva variable ~ rs log 17, el siguiente sistema
de ecuaciones




El sistema (3.79) es autónomo.
Introducimos a continuación el siguiente cambio de variables:
<3 rs log(g+(a+1))
JI rs log(SO/Ho)
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5.para poder escribir el sistema en la forma
~ + 3R¿c2M(e0G’ + e0 — (a + 1)) (3.80)
1JI’ rs j0 —(U’ + 1 — (a + 1)e0) (3.81)
2
Haciendo el nuevo cambio de variables 5.
a
V rs JI + —
2
3<
el sistema (3.80), (3.81) se transforma en




rs (3+ a) e~— mc
Multiplicamos finalmente la primera ecuación por —~eS y la segunda por ~CV,introduci~




y el valor de Bu dado en (3.78) para llegar a
e
ct+1 ~ 1




El sistema (3.82) representa un sistema autónomo de dimensión dos. Estudiaremos la exis—
tencia de soluciones dibujando el correspondiente diagrama de fases. mt
La solución que buscamos debe conectar los puntos ( 1~3~ A) y (A~ o) que son
puntos de equilibrio como podemos verificar fácilmente (los denotamos en la figura 3.1 por P y
UQ respectivamnente). El carácter de estos puntos de equilibrio se puede encontrar linealizando el








lo cual implica que el punto (~, ~) es un punto de silla, ya que 2 y —1 son los autovalores
de A. La dirección principal correspondiente al primer autovalor es (2, —1) y la correspondiente
al segundo (1, 1) (ver líneas discontinuas en torno a 1> en la figura 3.1).
mc
a








VV)Xo 4i )x~) VV)
y el punto (<i~, o) es un punto de reposo estable, puesto que los dos autovalores de ¡3 son
negativos. ‘lbdas las órbitas excepto dos entran a lo largo de las direcciones (1,0> y (—1,0)
(marcadas con líneas discontinuas en la figura 31). Las dos órbitas restantes entran a lo largo
de (2at2, í) y (~2oV, —i). Solamente aquellas órbitas que entren a lo largo de (2~Á, í)
serán admuisibles, pues son las únicas que satisfacen la condición (3.74) cuando se escriben en
las variables origimiales.
La existencia de órbitas que unan los dos puntos de equilibrio se deduce mediante una simple
inspección del mapa de fases: x’ se anula en la curva x rs O (I’i en la figura 3.1) y en la cuádrica
(x ~)((t2) 2a+5) (0 —~
que es una hipérbola (1% en la figura 3.1). y’ se anula en y rs 0 (23 en la figura 3.1) así
como en x rs + en la De aquí se deduce que todas las órbitas en la~——~ (2~ figura 3.1).
región x > ,»~, y > o y en particular una que tenga su origen en (~y-~~ ~ se aproximan
asintóticamente al punto (»~T-Í’ o).
Las soluciones que hemos hallado presentan los siguientes comportamientos asintóticos
14’1 <3m(a) + A1 ¡~¡‘+I (3.83)
SO “a
y cabe esperar que solamente para ciertos valores de a se anule Ci(ct) (es decir, que la órbita
entre en el punto de equilibrio a lo largo de la dirección principal menos atractiva). Obsérvese
que esta es la situación típica de los problemas de similaridad de segundo orden.




se tendría en los órdenes más bajos:
R
0+6Rg = SO+3SO2<’~~Ro+6Rg+(U+3(4Roa+Rg(1+2n)b))1j2n+...
— ~s’ 1— ~g~’ (2u- 2n2b~\ 2n+1
_ so <~(a~1)q kjoa+ 3+4 ‘~
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lo cual implica
~-(3+a) 2n-I-1 =01 + l2Ru 3(2u- + 1)Rg




La relación (3.84) es, por (3.55), idéntica a la (3.35).
Las soluciones que buscamos, serán órbitas del sistema de ecuaciones (3.82) con el valor de
R
0dado en (3.84) y que unan los puntos (~,~) y (A,o). Un análisis del mapa de
fases análogo al realizado para u- = 1 muestra la existencia de tales órbitas y el comportamiento
de las soluciones es
1<1 ~‘a <3,,(a) + K1 117K>’ (3.85)
SO ‘~ I<t21171~±’
A continuación nuestro objetivo es calcular las constantes <371(a) en (3.85) y determinar
los valores de a para los que dichos coeficientes se anulan. Para ello, es importante observar
que el sistema de ecuaciones (3.75), (3.76) se puede integrar explícitamente mediante las ideas
que se introdujeron en el Capítulo 2, es decir, mediante el uso de coordenadas lagrangianas.
Observemos que si definimos




17 rs (3.88)(ito —
entonces las ecuaciones (3.75), (3.76) se pueden escribir en la forma
½+ ~h(h2 u7) 7 rs 0 (3.89)
(h2) + (vh2) = 0 (3.90)
3.4 Estudio de la constante de tiro Cu-(ct)
En esta sección calcularemos las constantes <371(a). Probaremos en primer lugar que
123(a+2)2((a+3)(2a+5)I’(1ft) 3
<3í(a) = 6 F9a)(2’ — a; — a; —5— 2a) —
—(a + 3) (12(a+ 2)1 F (—?)F¼) FQ-a—~,—a4—a;—5—2a)
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y que existe una uníca a0 en el intervalo [—2,0] tal que <3m(ao)rs 0. Recordamnos que la función
F(a, 6; e;:) es la función hipergeométrica y que E(o) es la función gammna (ver [1]).
Para realizar el cálculo introducimos un cambio de va-dables idéntico al introducido en la









Introduciendo las expresiones (3.86), (3.87), con 17 dado en (3.88), dentro de (3.91) encon-
tramos
dz(s,t) _ 1 1
Os h2(z(s, it), it) (t~ — 1)2 so2( <,~ >i~~ ) (3.92)
odo(s, t) rs v(o(s, ¡9, it) 1 d( 1+ ) u,
bit (it
0 — t)’> - (ito — it) ~‘
lo cual sugiere la siguiente estructura autosimilar para z(s, it):
a
5 ) (3.93)
z(s, it) rs (ito — t)í+a ~ 1)3±0(ito —
mt
Dada una función o(s, it) definida en la forma (3.93) podemos deducir de muanera única las
funciones so y < a partir de (3.92).
El siguiente objetivo será la deterímxinación de la ecuación que debe ser satisfecha por o(s, it).
Introducimos por sencillez la siguiente notacion
a
para designar la derivada de f con respecto de x si la variable y permanece constante y efectua—
mos el cambio (391) en el sistema (389), (3.90). Observemos que a
(de;)) rs (o~ht) + ~ (d~t)
de donde se deduce, empleando (3.91),
<~) (tj:+(d$VÁ+IY (3.94)
u
y por otra parte
1 (O — 71
______ ——1— ~~i~ 3 y52->3) mc
(zí))
— - Os o o
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Por otra parte
O







+~ (4) =0 (3.96)
que es la siguiente ecuación para u =








La ecuación que satisface la función 1 sería entonces:
/2




donde 1< es una constante arbitraria.
Si imponemnos simetría respecto del origen para la función f y usamos que por (3.91), f(0) rs
RJ entonces necesariamente 1< rs 11o + 6Rg. Consideramos ahora
1(E) rs RJ2 + (7( + 0(d)
e introducimos esta expresión dentro de (3.98) para deducir la condición
1
Rors
12(¡3 — 1) (3.99)
que es idéntica a (3.78).
La ecuación (3.98) se puede integrar fácilmente en término de In ~ e y =




con <3 una constante arbitraria.
La integral a la derecha de (3.100) se puede calcular por métodos elementales. Se obtiene
entonces, teniendo en cuenta el valor de 11o dado en (3.99), el siguiente resultado
(3.98)
(3.100)
y ~ ((2¡3 — 1) y + ~ (1—y< rs (3.101)
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donde <3 > O es una constante arbitraria. Sin pérdida de generalidad podemos suponer <3 rs 1
ya que la ecuación (3.98) es invariante bajo el reescalamiento sc —> AE para cualquier A > 0.
De (3.101) podemos obtener fácilmente
y ((2/3 — 1) y + 1)~~ (1 rs —y~0~t (2y/i — y + 1< /3_ =22~ t—e y);)dy dy “ (1—y) (3.102)
y deducimos entonces que la función y(4) es simétrica y decrece cuando 4 crece.
El valor de C~ (a) (con <31 () la función definida en (3.83)) es, teniendo en cuenta las relaciones
(3.91), (3.87) y (3.88),
rs f o









— J~ ((t ‘1) y4— y) (~—wí ((2/3—1) y + ~½ ¿ y) d¿¡
usado (3.102).
Ki(/3) se puede escribir de forma explícita en término de las funciones
gamumna teniendo en cuenta la fórmnula (ver fórníula 15.3.1 en El]):
¡“(a, 6; e; o) F(b)f}c— 6)1
que nos permite escribir I<~(/3) como
rs (/3)0) /12/3—1\





— — 3. 1>1.
2 ‘~~Tj/
¡<di) es regular en el intervalo 1 < 13 < 3. Notar que
K
1(/3) —> + 00
K1(/3) —>—O0
0->~
como se deduce fácilmente de (3.103) y esto implica, dada la continuidad de I<m(/3) en el intervalo
considerado, la existencia de al menos una raíz. A modo de ejemplo se proporciona a continuación
el valor numérico de I<~(/3) en ciertos casos particulares: K1 () rs fr J<m(2) rs ~, Ixh(~) rs —~w.
La representación gráfica de la función I<~(/3) se muestra en la figura 3.2. Obsérvese que
la función ¡<¡(/3> es monótona decreciente, por lo que tiene una única raíz en un punto que se
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Figura 3.2: La función Ki(z)
¡3=2.1748
Entonces, por (3.97), a0 rs —0.8252. En el tiempo de ruptura y próximos al punto de ruptura
el perfil final del tubo viene dado por
h(z, t rs ito) z—.0 ClzL
57208
donde hemos usado (3.74)
Concluimos este apartado probando que el valor explicito de 0
71(a) es





1—a; 1+ 1x E —2—a, 2n a; 1—




2na + 6n —2) X
— 2w) —
1
—2--- a, —a; y—
y que existe al menos un valor de a (que denominaremos ao) en el intervalo
O,, (au)rs O




— ci; 1 — 6n —
talque
f(~) rs PLS~2 + c(” + O(sc471)
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1
dentro de (3.98) para deducir la condición
12(n/3 — 1)
y definimos ¡3 rs n/3. La ecuación (3.98) se puede integrar fácilmente en término de In ~ e y rs





6Ro¡3 In sc ~ GRo/3
U
con <3 una constante arbitraria, y calculando la integral obtenemos
+ í (1 — y)~ = csc71
donde podemos fijar, sin pérdida de generalidad, <3= 1.
El valor de C,,(a) viene dado entonces por
1
C,,(a) rs Ju z













rs ~-fm((12$.--.~i) 4 í) ~-~- (1— y)An) dy (3.105)









—¡3,3— ¡3; 3—13 +
1




es acotada para 1 < ~ < ~ Observemos que (3.105) implica
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y esto implica, dada la continuidad de K,«¡3) en el intervalo considerado, la existencia de al
menos una raíz de la función K,,Q3) en dicho intervalo
A modo de ejemplo representamos las funciones 14Q3) y
La función K2(z)
o
o 30.5 1 25
—1
-2
La función K3 Q»>
La siguiente tabla contiene los valores
numéricamente para varios valores de u:








Estos valores sugieren que la sucesión de las raíces de J<,,(¡3) converge a ¡3o rs 2 cuando u







En efecto, nótese que
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14t’ j’ (~ &
1 ‘tu +
2 u- V4u-~ík
+ ~~4u-—-1 — 4n)y1± — Vi?) (1
u-















2u-(4n —1)’ — 2u- 2n
donde B(a,b) es la función beta de argumentos a y 6. Esto prueba (3.106)
Por otra parte,







í) ((4n — 1~ + l)’i? (1— v<’~ dy rs
____ ___ +






2 (2n — 1)
ade donde se deduce (3.107) y concluye la demostración del resultado.
3.5 Justificación del desarrollo (3.52)
En esta última sección mostraremos que para una clase bastante general de funciones las solu-
ciones de (3.19)-(3.24) se pueden desarrollar como en (3.52). Para ello introducimos una función







u,Se tiene entonces que (3.21) se satisface automáticamente. Podemos eliminar P de (3.19),
(3.20) derivando la primera ecuación con respecto a sc, la segunda con respecto a p y restando













Dada una función g(~) calculamos su transformada de Fourier con respecto a la coordenadasc mediante
ñ(k) rs ~ ¡~s(sc)eik~ásc (3.111)













3.5. Justificación del desarrollo (3.52) 159
donde hemos definido ¡5 rs ¡kjp y resolvemos (3.112) en el dominio O =¡5=Rok]. Usando
(3.108), (3.109) en (3.22) y tomando la transformada de Fourier concluimos
——z-+ =6 en p rs R0 kI (3.113)
~ ¡/cJ3
Por otra parte podemos eliminar 1’ de (3.23) derivando con respecto a sc y usando entonces
(3.20). Eliminamos entonces (Vr, 1/y) usando 4’, y después de tomar la transformada de Fourier
en la variable ~ deducimos de (3.23)
Podemos reescribir (3.113) como( d2 íd—-—u <=0 enO=¡5=Ro¡k¡, k#0 (3.115)d~d¡5
Existen dos soluciones independientes de (3.115) satisfaciendo la condición de regularidad
en el origen, y se pueden elegir corno
<i(¡ij) =2 ¡5I~(¡5) (3.116)
<2 51o(k) —¡5I~(¡5) (3.117)
donde 1






2 + —-~ — (a? + ,,2)i,~ O
De hecho, se puede comprobar fácilmente que ~ satisfacen respectivamente
d2íp
1 ld4n








Los valores de Ci(k), <32(k) se pueden calcular fácilmente en función de J(k, r) usando las
condiciones de contorno (3.113), (3.114). Después de algunos cálculos sencillos se obtiene
C’k~ — 1 i (~12R¿k2
1o (¡k¡ R
0) + 6Rg ¡k[¿ fi (¡k] Ro) + 12R0 1k] h (¡k¡ Ro) ‘3íí9~
— 21k (—‘? (Rok]) Rgk
2 — fi (1k ¡k¡) + 15 (Ro ¡k¡) Rgk2> /c3 + kl
—k2R
0I0 (¡k¡ Ro) + k’J?~f~ (¡k¡ Ro) + ¡k] 1~ (]kj Ro) — ¡kV R~I1 (¡k¡ Ro)’
\
+ (—fi (1k ¡k¡) Rgk2 — fi (Ru Jk¡) + ‘8 (Rn ¡k¡) R~k2> /c3 ) j’(k, w)
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(i$(k) = 6R~k2J0 (1k] Ru) — 61?o ¡k] f~ (jk] Ho) — ]k¡ fl (¡k[ Ru) + ¡kj3 J?]~I~ (]kIRu)g(/c
)
U0 (k2R¿Ig (]k¡ Ho)2 — 1? (]k¡ Rn) — k~R~I2 (]k¡ R0)) /c3
Estamos interesados en calcular Vr(Ro, ~)en (3.24). Usando (3.108) obtenemos
¶7= —ik en p rs Ro
U0





donde la función <3(k) se define como
0’<3(k) rs
1 (1 — k
2Rg) 4 (Ru ¡/1) + 6k2R¿II (Ro [k¡) — 6 ¡k¡ R~1t (Rok]) t (Ro ]k]) — 6k2R¿4 (Ro ¡k¡
)
2R
0 (8 (Ro ]k¡) R¿k2 + ~?(Rok]) — J<~ (Rú Ik¡) R¿k2>
Si recordamos que las funciones modificadas de Bessel presentan los siguientes comportamien—






















cuando k¡ —> O
cuando ]k¡ —>00
Tomando la transformnada de Fourier de (3.24) con respecto a sc y usando (3.121) deducimos
of — 3/1 rs (0(k) + 3)1
Or Ok
La ecuación (3.125) se puede resolver explícitamente integrando a
Si escribimos J(k, 0) = fu(k) obtenemnos entonces
f(k, w) rs
don de
M(k) rs ljk (O(s) —





Las fórmulas (3.126), (3.127) nos permiten calcular el comportamiento asintótico de j(k, y)
para una clase general de datos fn(sc). Para ello multiplicarnos (3.126) por una función test
so(k) E <300 y de soporte compacto. Obtenemos entonces
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rs eG(O>I ~ fu(~)eM(cíM((esr)so(e3x4)d( (3.128)
Los comportamientos asintóticos (3.123), (3.124) implican que la integral a la derecha de
(3.128) converge para datos fu(k) muy generales. Además se tiene el siguiente comportamiento
asintótico
f~ .f(k, -r)so(k)dkt’a e’~Q~>’ J—~ fo(C)eM(C)so(O)dC cuando r —>00
o de forma equivalente
(3.129)
donde 8 es la distrubución delta de Dirac y
<3 jo0 f
0~¿~M(cy~; cuando r —*00













donde asumimos que las integrales a la derecha existen. Esto ocurre para clases muy generales
de datos iniciales debido al factor exponencial eM(() y a los comportamientos asintóticos (3.123),
(3.124) que implican M(~> “a ~i~i cuando ](¡ —*00. Escribamos
roo
Ej rs f00 fo(4OeM(<í(~iC)ld(
Reordenando las sumas en (3.130) obtenemos fácilmente el siguiente comportamiento asintótico
.f(k, r) 6
>3 Fíe(G(OfrS¡)r>3 (1 ;n)!
1=0
Tomamos ahora la transformada de Fourier inversa de (3.131) para deducir
00 1W
f(sc~ r) “a >3 F¿e(G(O»3¡>I 1>3
Y=o
y no es difícil comprobar que cada una de las funciones
— 2n)!
J(k, r) “a CeG(0
1716(k) cuando r —*00
Iic,o¡(k~
(3(k)) cuando T —*00 (3.131)
2rr(l — 2u-)! )
)
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Deducción y análisis de la relación
de dispersión (2.15)
A.1 Obtención de la relación de dispersión




y en aproximación lineal, se escriben como( d2 u,.
dr















Si derivamos (A.2) con respecto a r, multiplicamos (Al) por ik y las restamos llegamos




__ + FIlE — (F
2 + 1~ rs O





donde ? = A + k
2r rs k’r. La única solución de (A.4) no singular en el origen es
y = <3t(k’r)
siendo Ii(x) la función modificada de Bessel de orden uno.
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Usamos ahora la ecuación (A.3) para formular el sistema
dv-
—ikv,. (Ir rs <311(k’r)
1 d(rv,.
)
ikv~ + rs O
r
La solución más general de (AS) es de la fornía
= A¡o(k’r) + BIo(kr)
ik
u,. rs ——A11(k’r) —iBIi(kr)
donde A y B son dos constantes arbitrarias.
El campo de presiones se obtiene a partir de la ecuación (A.2>
(eP ~‘=ikp rs —Am’7 + k dr
2 rs —ABIo(kr)
habida cuenta de que el segundo miembro es una ecuación del tipo Bessel de orden cero.
Las constantes A y E quedarán fijadas a partir de las condiciones de contorno:







en r rs 1
en r rs 1
u->
Introducimos las expresiones (A.6) y (A.7) para la solución general en las condiciones de
contorno para obtener
— iBJi(k)) + Ak’Ii(k’) + BkI1 (k)
A
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— ~2kI’ (k’) — 1 1 _ 2kk’ I¡(k) —o___ (1 /c2) “ ________
X 20h2 k)) /c2 + /c’2 11(k’)
en la que deberíamos despejar A en función de k. Lo que es fácil hacer es, siguiendo a Middleman
(ver [39]), escribir la ecuación en la forma cuadrática
{Iu(k)A2 + (2k1;(k) — k
2+k’2 ;jtí;(k’)) — 2Oh~~ — k24¿
2§11(k)=20 (A.9)
La ecuación (A.9) es la relación de dispersión para las pequeñas perturbaciones de un chorro
cilíndrico (ver [22], probablemente el primer sitio donde aparece escrita). Podemos interpretarla
como la ecuación implícita de la o las curvas >dk) solución de ella. El resto del apéndice está
dedicado al análisis de dicha relación.
En el caso particular Oh —* O se tiene A rs O en (A.6). Este es el caso del fluido potencial
(ver [47]) y sólo podemos imponer la condición de contorno para T,.,.. La relación de dispersion
resolvería la ecuaciómi
{-Jo(k)V —
1(j — k2)J(k) rs O
con A rs OhA.
Es decir
/c2)’1(~)
la expresión (AlO) es la relación de dispersión de Rayleigh y supone un cierto límite singular
de (A.9). Es de señalar que de las dos ramas, una es inestable ante perturbaciones con ¡k¡ < 1
y que para ¡k¡ > 1 resulta A(k) imaginario puro.
A.2 Estudio analítico de la relación de dispersión (A.9)
En este apartado describiremos algunas propiedades generales de las soluciones de (A.9). Dada
la simetría A: —* —k de la relación de dispersión, resulta suficiente estudiar el semiplano k > O.
Sintetizamos varias propiedades en el siguiente lema
Proposición Al Sea f’ el conjunto de puntos (k, A) E IR >< C que satisfacen (=1.9).Entonces
1) (1,0) e E
2,) Existen dos ramas emergentes de (0,0)
3) Existen infinitas ramas emergentes de {(0, —¡4>1 siendo y,, la n-¿sima ralo no nula de
la función de Bessel 4(x).




4) Aparte de las ramas del tercer apartado, existen cuatro posibles ramas emergentes del
punto del infinito. Los comportamientos asintóticos son A
1 “a a1k
2, i rs 1,2,3 con a~
/136 SN 8 8
3______________ — — —0.91262
cia rs afl + &fl





93 (+?+~ 33) 3
—3.5437
1
—v2i(II rs 2 E +~ 33)+
para tres de las ramas y A ‘~ —/3k con /3
k—+oo
1/3 = 2 + 40h2




obtenemnos la relación de dispersión en el orden más bajo en un entorno de (0,0)
1 k
k A+2k2 iOh2A+2k2 =0





Am rs ~ (í2k2 +4








Esto es, hay dos ramas emergentes del k rs 0; una ofrece A’s estrictamente
empieza con Vs positivos.
negativos y otra
Escribimos ahora la ecuación (A.9) en la forma cuadrática
>3+ +2k2Q~) ~+ (4/c41;(k)







¡o (k) rs O (A.11)
Resolviendo (Alí) para A obtenenios
2 Im(k
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Si k’ es imaginario puro entonces reescribimos k’ rs —iw (con w real) y se tiene
Io(~iw)~h~L4~W — .~ Io(—iw) 1Jo(w>
ZW fi (—Lv) Ii(—iw) Ji(w)
La ecuación a resolver es entonces
I’(k) ¡1 I’(k)N
2 1 I~(k) I~(k) /Jo(w) N2= /c2 + — k2$ )± 2ohak(l ~k2) +4k~/c) yyJI(~) —1) (A.13)
Iu(k) fu(
Nótese que para cualquier valor de k < 1 la función de la derecha con el signo + está bien
definida y es positiva mientras el término bajo la raíz sea positivo y de hecho tiene infinitas
singularidades. Esto implica la existencia de infinitas ramas.
Las ramas emergen de A,, rs —w~ rs —¡4 con J
1~,,) rs o. Todas ellas son localmente de
estabilidad, ya que 2 > O por definición. El comportamiento asintótico de las mismas cerca de





lo cual fija -y rs 4, el signo + y un valor para A
A — 4JoG’n) _ 4p,,Jfly,,) pi,,
Es posible hacer corresponder todas estas ramas reales (excepto la que parte de w rs O) con
ramas próximas al infinito y dentro de la región Re(A) < —kg. Las ramas son tales que en cada
una de ellas [A + k ¡ permanece siempre entre dos ceros de J1 y se comportan asintóticamente
en la forma
w,,(k) k—o*>o Jota,,) 1 1
Pn+
4PnJ~yúklIn+41¼k
ya que únicamente de este modo
/caJl(k) —
1(ka ka’l(k))+lk(í k2)Ii(lC) ~4/c3 Ji(k) Jo(w)í)
I~(k J1 (w
~/c2~ 4k3g Ju(p,,) _
______ — (k2)
Por últimno, averiguaremos cuáles son las posibles ramas en la región Re(A) > —kg localmente
cerca de] infinito. Para ello hacemos k, Y —+00.




y escribiendo A rs a/ca resulta
a+lrs—1± 4 a+1
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& debe satisfacer
LO +8a3+24a2+16o-rsO
Una de las raíces es a = O y las otras tres se hallan fácilmente usando las fórmulas generales st
para las raíces de un polinomio de tercer grado. Las dos raíces reales corresponden al signo —
en (A.12) y las dos complejas al signo +.
Para determinar el comportamiento asintótico preciso de la rama correspondiente a la raíz st




y usar los desarrollos de las funciones modificadas de Bessel
ek 1 1>
Io(k) k-+oo 2wk V +8k)
k(sk)Ii(k)
en (Ah) para obtener en el orden más bajo
—-4/3k~+(4+2/3)k~+ 1 k3—0 —20h2 —
de donde se deduce mc
13=2 +40h2
y esto concluye la demostración.C —
Denotaremos por Fg+ la rama inestable que parte del origen, ~kla rama estable que parte
del origen y F~ la que parte de {(0, —¡4)1 siendo pi,, la n-ésima raíz no nula de la función de
Bessel J¡(z). Denotaremos por Ft,, el conjunto de ramas con comportamiento> kZoo —k2 —~-% mt
por F~ las que tienen comuportamientos > -‘~ a,,k2 con n rs 1,2,3 y por f~ la rama con
coniportamiento A —/3k. e-
Una cuestión importante es la posible conexión de ~?con Ef U E00 Podemos formular al
respecto el siguiente lema:
Lema Al 1) Existe una iinica rama real que cru:a la parábola A rs
2) Sea
~ 2 ~(k)(/cfÍu(k’) —
A(k,A)= (j2k2ldfr) + 2~(~ /c2)”(~) +-‘k~~ (A’) £
~/ 20h Io(k) Io(k) Vi
1 )
Existen en la región R rs {A < k2} infinitos puntos (k,,, A,,) c E tales que A(k,,, A,,) rs O. fis
posble establecer una relación biunivoca entre los puntos (k,,, A,,) y los puntos {(0, —pi~)}U(0,O)
de la Proposición anterior.
mc
Demostración. La parábola A rs /c2 corresponde a Y rs 0. Los posibles puntos (k, —Y) E
E satisfacen
a
(k2k11(k) (VIo(k)) — 2Oh2~(’ — Io(k) !o(k) (A.14)
mc
SÉ





Simplificando (A.14) llegamos a k = O (que no es el punto que buscamos> y a las raíces de
1(k) = — (2Jh2 (1 — 1?) — 6kQ I~(k
)
Io(k)
El hecho de que el comportamiento asintótico en el origen sea ~5iwk y en el infinito /c3
implica la existencia de raíces. Que dicha raíz es única lo deducimos del hecho de que el mínimo






2) — 6k2)) rs
4k?
0 (k) 11(k) +Ii (kV /c2 — Io(k)2 /c2 + ~ J~(/c)2 + 121~ (/c)2
- fi (k)2






Es fácil comprobar que el tercer término de la derecha y la suma del primero y el segundo
son estrictamente decrecientes. Esto implica la existencia de una única solución para todo valor
de Oh.
Nótese que /c’2 es siempre negativo en la región R. Esto sugiere la introducción de Y = —Lo
____ — kiwiy f,(k’) — wJ-Qa — 1 con lo que
2 rsú1~fi>~ + 1G1~ <1271~(k) fo(k 1+ 20h2k(l
fo(k) +‘tksím(k) (cd~n(k)
Si en algún momento se hace A rs O será porque
9 Io(k)
es decir,












Para todo Oh la función j(k; Oh) tiene infinitas raíces, ya que x rs k 1— es estric-
tamente creciente y el cociente ~- diverge a +oc a la derecha de los diversos ceros de Jm(z)
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dos ceros de J1, tal y como ocurre, entonces la biyección con los puntos {(O, —¡4)1 U (0, 0)
es automática. Para demostrar la unicidad de las raíces basta darse cuenta de que la función
j(k; Oh) es estrictamente decreciente. Notemos que para todo valor de Oh
- di ¡
dk (~)~+ I~(k) ____y +4klo(k) (a:____











La función g(k) posee una única raíz en k = 1.484 (calculado numéricamente) y es negativa
a partir de este punto. Es por ello que podemos restringir el análisis de h(k) a k e (0,1.484).
La función 14k) es siempre negativa tal y como muestra la figura A.1 y esto prueba la unicidad
de las raíces entre dos ceros de J1 (a:).
0 0.2 0.4 0.6 Y8
u
Figura Al: Representación de la función 14k)
Si las raíces no fueran únicas entre dos ceros de Ji(x), lo cual ocurre por ejemplo en el caso
no realista 01ú2 <—M con M suficientemente grande, entonces los nuevos ceros que aparecen
seríja el origen de ramas complejas que podrían conectar con las ramas complejas del infinito
que fueron halladas en la Proposición anterior.C
Les puntos (k,,,A,,) e £ para los que á(k,,,Au-) = O son tales que las ramas E& U {E~,
u- rs 1,2, ..} cambian el signo + por el — ante la raíz en (A.13). La correspondencia biunívoca
entre las ramas l2~ y P~ con u- rs 1,2, . es automática y son por tanto la misma rama ya que
comparten un punto, que es el (k,,, A,,) e E tal que =4k,,,A,,) rs 0.
La rama l’3 no se puede continuar hasta el infinito y no se hace compleja. Necesariamente
entonces deberá cruzar la parábola A rs —5 y lo hará en el punto hallado en el Lerna anterior.
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A.3 Estudio numérico de la relación de dispersión (A.9)




La ecuación (A.9) se puede entonces descomponer, para Y imaginario, en las dos siguientes
ecuaciones escalares
(r2 cos (20) + E — s)2 — r4 sin2 (20) = g2 + s(i — R)S +4R3N (A.15)
2 (r2 ces (20) + .1? — r2 sin (20) = 4RSM (A.16)
coners 20h2’ Skí’~, Rrsk2 M~Bo-ÁD, N=AcBD~l.C2-f-D2
Les casos O rs O, ~ son límites en los que el espectro se hace real puro y solamente es necesario2
estudiar la ecuación (A.15).
A continuación trazamos las curvas r rs r
1(k) y r = r2(k) definidas de forma impícita por
(Alt) y (A.16) respectivamente para e rs 1,3,3.5 y O = O. Ilustramos de esta manera cómo
se produce la conexión de las dos ramas reales que parten del origen y su bifurcación en otras
dos ramas conectadas por dos ramas complejas conjugadas (el cruce de rm(k) y r2(k) implica la
























Esto muestra que Eg+ = ~ry _ — ~rsi Oh > Oh~ un cierto número de Ol’mesorge
crítico y que E3~ = £3 yP~ rs f~ si Oh -c Ofr. Además, si Oh < Oh~, entonces es de
hecho = E~ rs E3 rs E~ vía dos ramas complejas conjugadas. En el límite Oh rs O
desaparecen las ramas del infinito y las dos complejas que conectaban se hacen imaginarias
puras y se extienden hasta el infinito.
rs 3.5
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A.4 Unicidad de la rama inestable
Una cuestión esencial es la de la unicidad de la rama inestable hallada arriba. A continuación
probamos el siguiente lema:
Lema A.2 Existe una ?nica rama real en la región Re(A) > O.
Demostración. Las ramas reales puras corresponden a 0 = O. La ecuación (A16) se





f(k, Q) rs —e(l — R)S
que es una función con ceros en rs 0,1 y que es positiva en [1, +co) y negativa en [0,1].
Evaluamos a continuación






( 1 2A-pR C Io( A+R) 2I~( A+R)
)
1 2 ¡loCa:> ~
1 1
a: a: \h(z))







es estrictamente negativa (ver figura A2)
10 20 30 40 50
Figura A.2: La función f(a:)
resulta que > 0. Es por ello que f > O si
k < 1. Esto demuestra el enunciado.E
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El próximo paso consistirá en ver que no pueden existir otras ramas que las reales puras.




Dada la periodicidad en (A.16), nos podemos restringir a 0 =~i y como ha de ser k real
entonces debe verificarse Q cos (26) — 1 =O.
Constatamos numéricamente que la función
f(4, w) rs 2 (42w cos (26) + R — s) 42w sin (26) — 4RSM
mt
sólo se anula en O rs 0. para todo valor de w. Lo hacemos hasta w moderadamente alto y
comprobamos que según va creciendo w nos acercarnos al perfil correspondiente a w —*00 que
es de h forma
f(4, w) rs w2 (2 (242 cos (26) — i) 42 sin (20) — 44(42 cos (20) — í) ~ sin o)
st
y positivo para todo valor de 4 y de 6 E (0, ~)en la región 42 cos (20) — 1 > 0.
Las únicas ramas posibles son las reales puras y ya hemos visto que solamente existe una.
mt
A.5 Representación gráfica de la relación de dispersión
En este último apartado presentamos representaciones gráficas de las relaciones de dispersión a e”
altos y bajos números de Ohnesorge. Las representaciones han sido hechas a mano a partir de
las conclusiones de los apartados anteriores. En ellas representamos con líneas discontinuas la
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Figura A.3: La relación de dispersión para Oh> Oh0
176 A Deducción y anáLsis de la relacón de dispersión (2.15
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