This paper analyzes the problem of maximizing the disconnectivity of undirected graphs by deleting a subset of their nodes. We consider three metrics that measure the connectivity of a graph: The number of connected components (which we attempt to maximize), the largest component size (which we attempt to minimize), and the minimum cost required to reconnect the graph after the nodes are deleted (which we attempt to maximize). We formulate each problem as a mixed-integer program, and then study valid inequalities for the first two connectivity objectives by examining intermediate dynamic programming solutions to k-hole subgraphs. We randomly generate a set of test instances, on which we demonstrate the computational efficacy of our approaches.
Introduction
Consider an undirected simple graph G(V, E) having node set V = {1, . . . , n}, and edge set E ⊆ {(i, j) : i, j are distinct nodes in V}. We examine the problem of maximally disconnecting G by deleting a subset of no more than B < |V| nodes (and all of their incident edges). Define a (maximal) connected component as a subgraph such that every pair of nodes in the subgraph is connected by a path, and no path exists between a node outside the sub-graph and a node belonging to the subgraph. We consider the following network-connectivity metrics, which we apply to G after some subset of nodes has been deleted from it: (i) the number of components in G, (ii) the largest component size in G, and (iii) the minimum cost to reconnect the graph after node deletions, given a set of edge construction costs. We refer to these three problems as MaxNum, MinMaxC, and MaxMinLR, respectively. If there exist alternative optima for these problems, we define an optimal solution as one requiring the fewest node deletions.
Applications related to the problems that we study in this paper have been conducted in areas of telecommunication [21] , social network activities [7] , homeland security [8] , and epidemic control [31] . In particular, node-deletion problems have significant relevance to analyzing the attack tolerance of complex networks [4] , and of small-world networks [28] , which have received substantial attention in the past decade.
An intuitive approach to solving the problems we consider in this paper is to greedily delete a node having the largest degree in the current graph along with its adjacent edges, and reiterate until B nodes have been deleted [see, e.g., 3, 27] . However, this algorithm does not generally yield even a constant-factor polynomial-time approximation scheme. Figure 1 depicts a MaxNum instance with B = 1, in which the greedy algorithm removes the gray node, resulting in one component (excluding the deleted node). However, the optimal solution removes the black node, yielding four components. (Note that by increasing the number of leaf nodes adjacent to the black node, and the number of non-leaf nodes adjacent to the gray node, we can arbitrarily increase the optimality gap between the heuristic and optimal objective function values.) Figure 2 depicts a MinMaxC instance with B = 1, where the greedy algorithm deletes the highest-degree node (colored gray), leaving a largest component that has 16 nodes. However, the optimal solution deletes the black node, which results in a smaller largest-component size of five; again, this optimality gap can be made arbitrarily large by suitably expanding the graph. We refer to Arulselvan et al. [6] , Dinh et al. [12] , Matisziw et al. [19] , and Murray et al. [20] for simulation-and heuristic-based methodologies for solving network disconnection problem variants.
By contrast, we explore an exact optimization algorithm for these problems in this paper.
Our central approach for these problems is inspired by bilevel optimization techniques used in network interdiction models [see, e.g., 5, 8, 10, 18, 22, 26, 25, 29] . Of particular relevance to our study, Akgun [2] analyzes an interdiction algorithm that minimizes the maximum pairwise sums of flows from K node groups on an undirected graph G(N, A) having capacitated edges. In their problem, a set of K disjoint node groups exists with N 1 ∪ · · · ∪ N K ⊆ N , and the maximum flow objective is given by
K j=i+1 δ ij , where δ ij is the maximum flow possible from nodes in N i to nodes in N j . Their approach employs multi-commodity flow interdiction analysis to solve a min-max bilevel programming problem.
Most node deletion problems are N P-complete on general graphs [see, e.g., 6, 12, 11, 17] .
Due to Theorem 1 in Yannakakis [30] , MinMaxC is N P-hard in the strong sense. We show in this paper that both MaxNum and MaxMinLR are strongly N P-hard as well.
However, MaxNum and MinMaxC become easier when restricted to certain special graph types. For instance, Shen and Smith [23] propose polynomial-time dynamic programming (DP) algorithms for solving MaxNum and MinMaxC on trees and series-parallel graphs.
Moreover, by defining a hole of a graph as a set of nodes v 1 , . . . , v m such that an edge exists between v i and v j (i < j) if and only if i = j − 1 or i = 1 and j = m, they extend the discussion to a so-called k-hole graph, which is a connected graph that contains exactly k holes [see, e.g., 14] . Given a k-hole graph, they develop DP algorithms with complexities of O(n 3+k ) and O(n 3+k log n) for optimally solving MaxNum and MinMaxC, respectively.
In this paper, we formulate MaxNum, MinMaxC, and MaxMinLR on general graphs as two-stage network interdiction models. We then transform each model into an integrated mixed integer program (MIP). For MaxNum and MinMaxC, we employ results in Shen and
Smith [23] , and derive a class of valid inequalities designed to improve the solvability of our MIPs, based on polynomial-time DP solutions of subgraphs derived from G.
The remainder of the paper is organized as follows. We begin by formulating MIP models for MaxNum, MinMaxC, and MaxMinLR in Section 2. In Section 3, we demonstrate how to utilize a DP approach for solving MaxNum and MinMaxC on k-hole subgraphs of G to obtain objective bounds and valid inequalities for the corresponding MIP models. We examine the computational performance of our approach in Section 4, and conclude the paper in Section 5
with future research directions.
Complexity Analysis and MIP Formulations
In this section, we formulate the three node deletion problems as bilevel min-max (or max-min) programs, and prove that each is strongly N P-hard. We then demonstrate how to obtain an integrated MIP model for each node deletion problem.
MaxNum
We begin by considering MaxNum, which maximizes the number of components after deleting a subset of nodes. We first show that this problem is N P-hard in the strong sense.
Denote as MaxNum the decision version of MaxNum, which seeks to delete a subset of no more than B nodes, such that the number of components in G is at least some given integer target value T .
Theorem 1. MaxNum is N P-complete in the strong sense.
Proof. MaxNum clearly belongs to N P: Given a subset of (no more than B) nodes that have been deleted from G, we eliminate all of their incident edges. We then compute the number of components in this remaining graph using a polynomial-time search algorithm [1] , and check whether the number of components is at least T .
Next, we show that MaxNum is N P-complete by using a transformation from Independent Set (IS) [13] stated as follows: Given a graph G I (V I , E I ), does there exist a subset S ⊆ V I having k nodes, such that no pair of nodes in S is adjacent? We transform an IS instance into a MaxNum instance with exactly the same graph G I (V I , E I ). Let node deletion budget B = |V I | − k, and the target T = k.
Suppose that the IS instance has a solution S with |S| = k. We construct a solution to
MaxNum by deleting all nodes in V I \ S. Because S is an independent set, no edge exists between any pair of nodes in S, and thus no edges remain when all nodes in V I \ S are deleted. Each remaining node is a singleton component, and thus there are k components in G I .
Now suppose that the IS instance has no solution. For any set of nodes Q ⊆ V I with |Q| ≤ B that we delete (along with their incident edges), there exists at least one edge in the remaining graph (or else V I \ Q is a feasible solution to IS). The total number of components is then at most k − 1 < T .
Because IS is N P-complete in the strong sense, and we have used only polynomiallybounded numerical data in our transformation, we have shown that MaxNum is N Pcomplete in the strong sense as well.
Remark 1.
Note that an alternative version of MaxNum, which retains all deleted nodes as isolated components in the remaining graph, is also strongly N P-hard. We can modify Theorem 1 for this case by using the same transformation, keeping B = |V I | − k, and setting
Now, to formulate MaxNum as an MIP, define binary variables x i , ∀i ∈ V, such that x i = 1 if node i is not deleted, and x i = 0 otherwise. Also, define y ij ∈ {0, 1}, ∀(i, j) ∈ E, such that y ij = 0 if edge (i, j) ∈ E is deleted (due to the deletions of nodes i, j, or both), and y ij = 1 otherwise. Note that y ij = x i x j , i.e., an edge is not deleted if and only if both of its incident nodes are not deleted. Let η(x, y) be the number of components remaining in G given a deletion solution (x, y). We give MaxNum as
s.t.
In the objective (1a), we introduce a penalty term −1/n i∈V (1 − x i ) such that if there exists more than one solution that maximizes the number of components, a solution having the fewest deleted nodes is chosen as an optimal solution. (Note that 0 < 1/n i∈V (1
for any solution values of x, and that the function η(x, y) takes only integer values. Hence, the introduction of this penalty term will not generate suboptimal solutions.) Constraint (1b) limits the number of deleted nodes to be no more than B, and constraints (1c) force y ij = 1 if x i = x j = 1, for all (i, j) ∈ E. Otherwise, if x i = 0 or x j = 0, y ij will take on a value of 0.
We next formulate the problem of calculating η(x, y) using an MIP model on an auxiliary network, and show that the linear programming (LP) relaxation of this formulation yields a convex hull representation of the problem, given that all y-values are binary-valued.
Let G(V ∪ {0}, A) denote a transformed directed network, where node 0 will act as a dummy source node, and set A consists of two directed arcs (i, j) and (j, i) for all edges (i, j) ∈ E not disrupted by a deleted node, i.e., A :
as the set of active nodes. Our approach requires that a path must exist in G from node 0 to each active node i in V. Let A * be a minimum-cardinality set of arcs that can be constructed between node 0 and every node in V, such that by using arcs in A ∪ A * , there exists a path from node 0 to i, ∀i ∈ V. Then the number of components in graph G equals |A * |.
Define F S(i) = {j : (i, j) ∈ A} as the set of nodes adjacent from node i, and RS(i) = {j : (j, i) ∈ A} ∪ {0} as the set of nodes adjacent to node i, ∀i ∈ V. Also, F S(0) = V and RS(0) = ∅. We define binary variables z i for all i ∈ V, such that z i = 1 if we construct arc (0, i) (i.e., if we will use (0, i) in a path from 0 to some node in V), and z i = 0 otherwise.
The goal is to minimize the number of arcs (0, i) constructed over all i ∈ V, subject to the restriction that at least one path can be routed from node 0 to every active node k ∈ V.
We associate a different commodity with each node pair (0, k), ∀k ∈ V, and define f ijk as the multi-commodity flow variable on arc (i, j) ∈ A that routes a path from node 0 to node k ∈ V. The MaxNum subproblem is given by
Constraints (2b) are multi-commodity flow balance constraints, in which we define parameters a 0 = 1 and a i = 0, ∀i ∈ V, i.e., there exists one unit of flow originating at node 0 and terminating at node k, for each k ∈ V. Note that constraints (2b) do not require any flow to reach node k ∈ V if it is not active (i.e., if
and f 0ik = 0, ∀i ∈ V, is feasible). Constraints (2c) indicate that no flow is permitted on arc (0, j), ∀j ∈ V, if the arc is not constructed, and constraints (2d) prevent flow on arc (i, j) ∈ A if it is deleted (where y ij ≡ y ji , ∀(i, j) ∈ A). Constraints (2e) and (2f) require z to be binary, and f to be nonnegative, respectively. Formulation (2) can be extended for solving the case where deleted nodes are considered as singleton components, by simply changing the right-hand-sides (RHS) of constraints (2b) to a i , ∀i ∈ {0} ∪ V.
We illustrate a feasible solution in Figure 3 in which three components remain in G after some other nodes (not shown) have been deleted. In this graph, only edges (1, 2), (2, 3), and (4, 5) remain after node deletion. An optimal solution to (2) constructs potential arcs Next, we show that solving (2) is equivalent to solving its LP relaxation.
Proposition 1. Let P be the feasible region of the LP relaxation of (2) (in which constraints (2e) are eliminated). Given binary x and y-values, a subproblem solution (f, z) with a fractional z-or f -value is not an extreme point of P .
Proof. We first show that any solution (f ,z) ∈ P with 0 <z i < 1 for some i ∈ V can be represented as a strict convex combination of two distinct points (f 1 ,z 1 ) and (f 2 ,z 2 ) in P , and thus is not an extreme-point solution. Define sets I + and I 0 such that j ∈ I + if the (j, k) th constraints of (2c) are not binding for all k ∈ V, and j ∈ I 0 if at least one such constraint is binding for some k. First, suppose that i ∈ I + , and let i = min k∈ V z i −f 0ik .
We setf Now, suppose that i ∈ I 0 , and denote C i as the component to which node i belongs.
, is the smallest possible positive flow that traverses any arc (0, j), over all j ∈ C i . Note that 0 < ≤z j , ∀j ∈ C i , where the second inequality holds due to (2c).
Next, we design the values of (f 1 ,z 1 ) and (f 2 ,z 2 ) as follows. First, define K
, and note that becausef 0ik < 1, there exists at least one node l ∈ C i (l = i) such thatf 0lk > 0. Letf 1 0lk =f 0lk + andz 1 l =z l + . Also, denote P uvk as the set of all arcs in some path from u to v, using only arcs (i, j) in A for whichf ijk > 0. We set f 1 abk =f abk − for all arcs (a, b) ∈ P ikk , and setf 1 cdk =f cdk + for all arcs (c, d) ∈ P lkk . Repeat the foregoing procedure for all nodes k in I 0 , compensating for the lack of flow to node k via node i by increasing flow to node k via node l, and set all other elements of (f 1 ,z 1 ) equal to their corresponding values in (f ,z).
These operations clearly retain feasibility to the flow balance constraints (2b) without violating bound restrictions (2d) and (2f). Constraints (2c) are satisfied by decreasingz 1 i at the same rate asf 1 0ik , and increasingz 1 l at the same rate asf
(The arguments to verify the feasibility of (f 2 ,z 2 ) are the same as above.) Solutions (f 1 ,z 1 ) and (f 2 ,z 2 ) are again distinct because > 0. Note
, which is a strict convex combination of two distinct feasible points in P . Thus, we conclude that all extreme points to P have binary z-values.
Finally, if z is a binary vector, then the subproblem decomposes into |V| separable path flow problems in terms of the f -variables, and thus f must also be binary-valued in any extreme point solution. This completes the proof.
According to Proposition 1, we reformulate subproblem (2) by replacing (2e) with z i ≥ 0 for all i ∈ V, where the upper bounds z i ≤ 1 are unnecessary noting that no z-value exceeds 1 in any optimal solution. Let π ik , −α 0ik , and −α ijk be dual variables associated with (2b), (2c), and (2d), respectively. The dual of formulation (2) is given by:
where (3b), (3c), and (3d) are dual constraints respectively associated with primal variables f 0ik , f ijk , and z i . By replacing η(x, y) with (3a) in formulation (1), we obtain a bilinear mixed-integer program with nonlinear terms of x k π 0k and y ij α ijk existing in the objective function. Observe that one optimal solution to (3) is obtained by letting
and all other π-and α-variables equal to zero.
(This solution is feasible to (3) and has the same objective function value as that to the primal, and hence must be optimal.) It is therefore permissible to restrict our attention to solutions in which all π-and α-values belong to the interval [0,1].
Because all x-and y-variables are binary-valued, by letting β 0k ≡ x k π 0k and γ ijk ≡ y ij α ijk , we linearize these bilinear terms using the following inequalities:
where we omit constraints β 0k ≥ 0, β 0k ≥ x k + π 0k − 1, γ ijk ≤ y ij , and γ ijk ≤ α ijk because they will not be violated by any optimal solution. The integrated MaxNum formulation is then given by
MinMaxC
Our next objective is to minimize the largest component size in the graph after node deletions. The MinMaxC objective function is similar to the one for MaxNum: 
Constraints (7d) indicate that λ ≥ max k∈V i∈V σ ik , where i∈V σ ik calculates the cardinality of the component to which node k belongs, ∀k ∈ V. At optimality, λ takes on its minimum feasible value, and thus equals max k∈V i∈V σ ik . Next, we establish the following proposition to show that other constraints in (7) guarantee feasible and binary σ-values as defined.
Proposition 2. Given binary y-values, there exists an optimal solution to (7) in which σ ik = 1 if and only if node i and node k belong to the same component, and σ ik = 0 otherwise.
Proof. In constraints (7b), we impose σ kk = 1, ∀k ∈ V. Constraints (7c) state that when i = k, we have that σ jk − σ kk ≥ y kj − 1, ∀(k, j) ∈ A, and thus enforce all σ jk -values to equal 1 if an edge exists between nodes j and k (i.e., y kj = 1). We next show that these constraints propagate through the component and force σ ik = 1 for all nodes i that are connected to node k. Suppose that node i 1 is connected to node k by some path
Because i p is adjacent to k, σ ipk = 1 by the argument above. By induction, suppose σ itk = 1 for some 1 < t ≤ p. The constraint σ i t−1 k − σ itk ≥ y i t−1 it − 1 then forces σ i t−1 k = 1 because
Next, observe that for nodes l ∈ V that are not connected to k, it is feasible to set σ lk = 0.
Noting (7d), there must exist an optimal solution in which all σ-values take on their smallest values allowed by (7c) and (7e), and therefore, σ ij either takes on a value of 0 or 1. Remark 2. We can also prove that Proposition 2 is valid by formulating a similar network design model to the one presented for the MaxNum case. In the MinMaxC case, this network flow problem would once again establish a set of potential arcs that could emanate from a dummy node, but with the restriction that only one potential arc can be built at optimality. Each of the original nodes i ∈ V has a maximum demand of x i , and the objective of the model is to send as much flow across a potential arc as possible subject to the restriction that no node receives more flow than its demand. This problem is equivalent to identifying the maximum component size in the graph. To guarantee the integrality of the network design problem, we can then apply the Special Structures Reformulation-Linearization Technique of [24] to ensure that all extreme points have integer-valued variables. One can then apply a series of model substitutions and simplifications to obtain (7), which would equivalently establish the claim in Proposition 2.
We illustrate an optimal solution to problem (7) in Figure 4 , in which λ is computed as the maximum of i∈V σ ik , ∀k = 1, . . . , 6, given by i∈V σ i1 = i∈V σ i2 = i∈V σ i3 = 3.
MaxMinLR
The last connectivity metric that we consider regards the minimum link construction cost for reconnecting a network. Our motivation for considering this problem is that it represents the case in which a two-stage Stackelberg game is played between an interdicting agent and some network operator. The network operator will reconnect all surviving nodes after an attack at minimum cost, while the interdictor's goal is to maximize the minimum cost that the operator incurs. Let E be the set of edges that can be built to reconnect the graph after edge deletions, and c ij be the link construction cost associated with edge (i, j),
We begin by showing that MaxNum is a special case of MaxMinLR. Note that any MaxMinLR instance in which E = E, and c ij = 1, ∀(i, j) ∈ E, is identical to a MaxNum instance on the same graph: The number of components in an optimal MaxNum solution is one fewer than the number of edges required to reconnect the graph. (This observation is true regardless of whether we treat deleted nodes as entities that need to be reconnected in the MaxMinLR problem.) Thus, because MaxNum is a special case of MaxMinLR, and MaxNum is strongly N P-hard, then MaxMinLR is also strongly N P-hard. By contrast to MaxNum and MinMaxC, Theorem 2 shows that when deleted nodes do not need to be reconnected, MaxMinLR remains hard even when G is a tree. Theorem 2. MaxMinLR (without reconnecting deleted nodes) is strongly N P-hard, even if c ij is binary-valued for all (i, j) ∈ E, and if G is a tree.
Proof. See Appendix A.
We model MaxMinLR as an MIP by creating a directed auxiliary graph G(V, A), in which two directed arcs (i, j) and (j, i) appear in A associated with each edge (i, j) ∈ E.
Meanwhile, two directed arcs (i, j) and (j, i) appear in a potential arc set A for each edge (i, j) ∈ E that may be used to reconnect the graph. Recall that V is the set of all active nodes. We formulate the problem of determining the minimum connection cost on G(V, A) as a multi-commodity network design problem, which routes (| V| − 1) paths from some active node q to all other active nodes (one path each from node q to node i, ∀i ∈ V \ {q}).
Without loss of generality, we specify source node q as the smallest-indexed active node.
Define binary variables w i , such that w i = 1 if node i is the smallest-indexed node in V, and w i = 0 otherwise. In the master problem, we establish the definition of w by using the following inequalities:
where constraints (8a) ensure w i = 0 if node i has been deleted, and constraints (8b) enforce w i = 0 if any node k having a smaller index than i (i.e., k < i) has not been deleted.
Constraint (8c) forces one eligible w i to take a value of 1. The master problem of MaxMinLR is similar to (1) except that the objective maximizes η (w, x, y) − 1/n i∈V (1 − x i ), where η (w, x, y) is the minimum link construction cost given binary values w, x, and y, and the constraint set includes (8a)-(8c).
Define F S (i) = {j : (i, j) ∈ A ∪ A} as the set of nodes potentially adjacent from node i, and RS (i) = {j : (j, i) ∈ A ∪ A} as the set of nodes potentially adjacent to i, ∀i ∈ V. Let f ijk be the flow on arc (i, j) ∈ A ∪ A corresponding to paths from node q to node k, ∀k ∈ V.
Define binary variables z ij ∈ {0, 1}, such that z ij = 1 if we construct arc (i, j), and z ij = 0 otherwise, ∀(i, j) ∈ A. The MaxMinLR subproblem is given by η (w, x, y) = min
subject to:
where constraints (9b) represent multi-commodity flow balance conditions at each node i ∈ V, which require the existence of a path from node q to node k for all active k ∈ V.
Note that these constraints are only stated for all i, k ∈ V, i < k, because if w i = 1, then
connected (i.e., y ij = 0) nor constructed (i.e., z ij = 0), where y ij ≡ 0 if (i, j) ∈ A and z ij ≡ 0 if (i, j) ∈ A. Constraints (9d) stipulate that no arc incident to any deleted node is constructed. Constraints (9e) and (9f) state logical conditions on the variables.
Remark 3. Consider the MaxMinLR problem in which the network operator reconnects all nodes (including those that are deleted) in G. We retain the same master problem as before, but delete constraints (8) and simply set w 1 = 1, and w i = 0, ∀i ∈ V \ {1}. This simplification is valid because we now must force the entire graph to be reconnected after node deletions. Also, we retain the objective function and all constraints of (9), except that we remove constraints (9d), and replace (9b) with
Proposition 3. Let P be the feasible region of the LP relaxation of (9) in which integrality constraints (9e) are eliminated. Given binary values of w and y, a subproblem solution (f, z)
with fractional f or z is not an extreme point of P .
The proof of Proposition 3 is similar to the proof of Proposition 1 and is hence omitted.
Therefore, to formulate MaxMinLR as a single MIP, we replace η (w, x, y) in the master problem by the dual of the LP relaxation of (9), and rewrite all bilinear terms as a series of linear inequalities similar to (4a) and (4b).
Let τ ik , −θ ijk , and −µ ij be dual variables associated with (9b), (9c), and (9d), respectively. In particular, define τ ik ≡ 0 for all i, k ∈ V, i ≥ k. We present the integrated MaxMinLR MIP model as follows. max i∈V k∈V,k>i
Constraints (11b) and (11c) are dual constraints associated with primal variables f ijk , ∀(i, j) ∈ A ∪ A, k ∈ V and z ij , ∀(i, j) ∈ A, respectively. We define
γ ijk ≡ y ij θ ijk , and δ ij ≡ y ij µ ij in the objective, and enforce these relationships via constraints (11d), (11e), (11f), and (11g), respectively, as before.
Bounds and Inequalities for MaxNum and MinMaxC
We now discuss strategies for bounding the optimal objective function values for MaxNum and MinMaxC, and using the obtained bounds to tighten the MIP formulations for these problems. Recall that Shen and Smith [23] prescribe polynomial-time optimal DP algorithms for MaxNum and MinMaxC on k-hole-graphs (where k is a constant). We do not carry out this analysis for MaxMinLR, as Theorem 2 indicates that it is not solvable (in general) in polynomial time, even when G is a tree, unless P = N P.
We begin by describing mechanisms for bounding the connectivity objectives, i.e., the number of components in MaxNum, and the largest component size in MinMaxC. Denote x G and x G as optimal solutions to MaxNum and MinMaxC on G, respectively. Also, let η G (x) equal the number of components, and η G (x) equal the largest component size, after
we delete a subset of nodes (and their incident edges) associated with solution x on graph G. We first establish the following proposition.
Lemma 1. For any subgraph G S (V, E S ) of G, we have:
Proof. The first inequality in (12a) holds because x G S is feasible to the master problem (1) on G, yielding a valid lower bound η G (x G S ) on η G (x G ). The second inequality in (12a)
holds because E S ⊆ E, and any optimal MaxNum solution on G S generates at least as many components as it does on G. The same arguments hold for (12b), because any feasible solution to MinMaxC provides an upper bound on η G (x G ), and an optimal solution on any subgraph yields a lower bound on η G (x G ). This completes the proof.
In our implementation, we specify a priori some value k max that denotes the maximum number of holes that we allow in any induced subgraph of G, and generate a series of
. . , m. According to Lemma 1, the following bounds are valid:
Given the bounds established in (13a) and (13b), we now turn our attention to employing these bounds within a graph partitioning strategy that generates valid inequalities for MaxNum and MinMaxC. Given G(V, E), we partition V into m nonempty subsets V 1 , . . . , V m , such that V i ∩ V j = ∅ for all i, j = 1, . . . , m, i = j and We then execute the DP algorithm of Shen and Smith [23] on each k i -hole subgraph G i given a node deletion budget of B. As is typical in DP schemes, we obtain the optimal connectivity objective values corresponding to every node deletion budget value B i = 0, . . . , B.
These values allow us to construct functions that reflect relationships between the connectivity objective values and budgets in MaxNum and MinMaxC over G i , which yield valid inequalities for their respective MIPs. (Hartman et al. [15] , Büyüktahtakin [9] have applied similar techniques for solving the capacitated lot-sizing problem.)
We first present the development of our valid inequalities in the context of the MaxNum problem. Let η i (B i ) be the maximum number of components that we can obtain in G i given deletion budget B i = 0, . . . , B. Let variable η represent the optimal connectivity objective value for solving MaxNum on G, and let η i be a variable representing the optimal connectivity objective value for solving MaxNum on G i , ∀i = 1, . . . , m. We construct a piecewise-linear
We use the tightest such function possible, in which every linear segment of g i (B i ) touches at least two points on the function η i (B i ), assuming that B ≥ 1. We append the following system of valid inequalities into the MaxNum formulation, where B i is now released as a variable representing the number of node deletions that take place over
where (14a) For i = 2, we substitute (14b) by using
The procedure is similar for solving MinMaxC, except that we define η i (B i ) as the minimum largest component size we can obtain over G i in terms of budget value B i = 0, . . . , B, and we approximate it by using its tightest possible convex envelope function g i (B i ). We replace constraints (14a) and (14b) with
where η is defined analogously to η in MaxNum. Constraints (16) However, computational experience indicates that the use of (18) impedes the performance of the integer programming solver we use, especially when B is relatively large, since the number of binary variables increases linearly as we increase B.
As an alternative, we can relax 0 ≤ b l i ≤ 1, ∀i = 1, . . . , m, l = 0, . . . , B, and then claim that the LP relaxation of constraints (18) provides tighter valid inequalities than (14) and (16) section, we will examine the computational efficacy of adding either (14) or the LP relaxation of (18).
Computational Results
In this section, we investigate the computational efficacy of solving our MIP models with and without the valid inequalities presented in Section 3 (where appropriate), and examine the quality of the bounds obtained for these models. In our experiments, we first directly solve the MIP models of MaxNum, MinMaxC, and MaxMinLR. For MaxNum and MinMaxC, we then generate connectivity objective bounds by solving DPs on a set of randomly constructed k-hole subgraphs and employing (13a) or (13b), which we augment by using a greedy-based heuristic. We then test the effectiveness of including the valid inequality systems derived from the graph partition strategy within the MIP models for MaxNum and MinMaxC. All MIP models and algorithms were implemented using the C++ programming language and CPLEX 11.0 [2008] via ILOG Concert Technology 2.5, and all computations were performed on a Dell PowerEdge 2600 UNIX machine with two Pentium 4 3.2 GHz (1M Cache) processors, 6.0 GB memory, and Red Hat Version 5.0 installed. We present CPU times in seconds, allow a one-hour (3600 seconds) time limit, and report LIMIT on all instances that could not be solved within the time limit.
Experimental Setup
We randomly generate twenty test instances for MaxNum, MinMaxC, and MaxMinLR, comprising five 10-, 20-, 30-, and 40-node instances. We refer to the i th n-node instance as "n-i". To generate these graphs, we start with a set of 10-node base graphs, and connect nodes i ∈ V and j ∈ V (i = j) with probability 0.6. After edges are generated in this fashion, we check to ensure that the graph is connected. If not, then we randomly add an edge that connects two components until the generated graph becomes connected.
Next, we randomly pick any two, three, and four such 10-node base graphs to construct 20-, 30-, and 40-node instances, respectively. (By generating graphs in this manner, we can seed the partitioning strategy in Section 3 with these densely connected base components that comprise each graph.) We retain all nodes and edges in the base graphs, and randomly generate edges between each pair of nodes that belong to different base graphs. For each such pair (i, j), we construct edge (i, j) with probability 0.1. The base graphs then serve as "clusters" (e.g., as would be found in small-world graphs) in an otherwise sparse graph, and allow us to isolate the effectiveness of our proposed envelope inequalities. If the resulting graph is not connected, then we again randomly connect its components as described above until a connected graph is obtained. For the MaxMinLR instances, we set E = E, and randomly choose each edge construction cost c ij from the integer set {1, . . . , 10} for all (i, j) ∈ E.
Experimental Results
We first examine the impact of using various budget values B in solving MaxNum, Min- Next, we examine the quality of the objective bounds obtained for MaxNum and MinMaxC, as given by (13a) and (13b). Recall that k max is the maximum number of holes that we will permit in any generated subgraph of G(V, E). Our procedure for generating subgraphs of G that have no more than k max holes associates a priority parameter ν ij , ∀(i, j) ∈ E, such that ν ij equals the degree of node i (i.e., the number edges in E incident to node i) plus the degree of node j. Let ν max and ν min be the maximum and minimum ν ij -values among all (i, j) ∈ E. Define p ij = (ν ij − ν min )/(ν max − ν min ) as a conditional probability that edge (i, j) ∈ E appears in a constructed subgraph. (In particular, if ν ij = ν min , we adjust p ij as 0.01 instead of being zero. Also, if ν min = ν max , then p ij = 0.5, ∀(i, j) ∈ E.) We order all edges arbitrarily, and examine them one by one to see if they will be added to the subgraph:
If the addition of the edge creates more than k max holes in the subgraph, then the edge will not be added to the subgraph, and otherwise, the edge is added with probability p ij .
After each edge has been tested for inclusion into the subgraph, we repeat the process with another round of potential edge additions until the addition of some edge will create more than k max holes. We ensure that the subgraph is connected by randomly adding edges in E to the subgraph that connect its components.
We examine values of k max = 0, 0.1|V|, and 0.2|V| in our test instances, and set m = 5
as the number of k-hole subgraphs in both (13a) and (13b). We also derive feasible solutions for both MaxNum and MinMaxC by implementing the greedy heuristic algorithm described in Section 1. Table 3 sizes (e.g., 10-or 20-node graphs).
For our last experiment, we investigate the impact of solving the MIP models with the valid inequalities for MaxNum and MinMaxC, adding either the LP relaxation of (18) or (14) and (16), respectively. Tables 4-6 compare CPU times for solving the problems on 20-, 30-, and 40-node instances given B = 4, 6, and 8. A preprocessing step, which adds bounds on the objective value using solutions given by the greedy algorithm, is performed for both the original MIP models and the models with valid inequalities added. The column labeled
Orig. represents CPU times of solving the problems on original graphs by using MIP models.
For each 20-(30-) node instance, we partition the graph into two (three) 10-node base graphs, and for each 40-node instance, we partition the graph into either two 20-node subgraphs, or four 10-node subgraphs. We use optimal DP solutions obtained by solving the problems on the original subgraphs to generate valid inequality systems (14) , (16) , and the LP relaxation of (18); this process required 0.1-0.2 CPU seconds for all 10-node partitions, and 100-120 CPU seconds for all 20-node partitions. In the corresponding benchmark columns of each specific instance, we present results given by valid inequalities that yield either a shorter CPU time or a smaller gap (indicated by * if the valid inequalities are given by the LP relaxation of (18)). We use "[·]" to mark any solution that is worse than the original MIP solution (in terms of CPU time or optimality gap). (Note that instance 20-1 can be solved to optimality using the greedy algorithm when B = 8, as indicated in Table 3 , and thus no comparison of CPU times is present in Table 4 .)
The partition-based valid inequalities decrease solution times in most instances for B = 4, but in a much smaller portion of instances for either B = 6 or B = 8. This decrease in effectiveness is due to the fact that the relaxations (14) and (16) (18) normally provides better results than (14) or (16) . Table 6 reports optimality gaps for solving 40-node instances. (The LP-relaxation-and envelope-function-based valid inequalities provide the same optimality gaps in most 40-node instances tested, and thus we omit * in Table 6 .) In addition to the same observations from Tables 4 and 5, note that the impact of our valid inequalities is relatively weaker if generated from four rather than two partitions. This result is intuitive because the 2-partition inequalities are based on subgraphs that jointly contain more of the original graph edges than the 4-partition subgraphs contain. 
Concluding Remarks
In this paper, we formulate MIP models for solving network disconnection problems on general graphs. We consider three network connectivity metrics: Maximizing the remaining number of components, minimizing the largest component size, and maximizing the minimum graph reconnection cost. For the first two cases, we further study bounds and valid inequalities computed based on optimal DP solutions on some k-hole subgraphs/partitions of the original graph. We report computational results of directly solving the MIP models for all three metrics, and demonstrate the computational efficacy of using valid inequalities for solving MaxNum and MinMaxC.
A future research direction could examine methods that seek to improve the subgraph relaxations for MaxNum and MinMaxC, and investigating whether or not any tight relaxations for MaxMinLC can be utilized within a similar scheme. More computationally intensive methods can also be applied to improve the valid inequality generation scheme that we propose for this problem. One idea may utilize several copies of (14) and (16) corresponding to different partitions of the input graph. Another may dynamically update these partitions within the branch-and-bound tree by re-solving DPs based on x-variable values that have been fixed in the branch-and-bound process. The inequalities would hence become locally valid rather than globally valid, and may improve the quality of the relaxation, leading to quicker termination and more effective fathoming rules. Finally, while the emphasis of our research has been on exact methods, the bounding mechanisms here naturally lend themselves to heuristic approaches. The difficulty of optimally solving these problems demonstrates that heuristics will be quite necessary on large-scale instances of the problems that we have discussed here. Now suppose that there are no solutions to the IS instance. First observe that if node 0 is not deleted in the MaxMinLR instance, then any set of attacks on nodes corresponding to V I yields a graph that remains connected, with a corresponding construction cost of zero.
Hence, assume that node 0 has been deleted in any solution to the MaxMinLR problem. Now, for every subset Q of V I with |Q| = k, there exists at least one edge (i, j) ∈ E I such that both nodes i and j belong to Q. The network operator can build edge (i, j) at zero cost, and can connect the remaining nodes in Q at a cost of at most k − 2 < C. The transformed
MaxMinLR instance is thus a no-instance as well.
Because IS is N P-complete in the strong sense, data used in our transformation is polynomially bounded (with binary c-values), and G(V 0 , A 0 ) is constructed as a tree, we have shown that MaxMinLR on tree graphs with binary construction costs is strongly N P-hard.
