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Abstract
We present a stochastic version of Concurrent Constraint Programming (CCP), where we associate a rate
to each basic instruction that interacts with the constraint store. We give an operational semantic that can
be provided either with a discrete or a continuous model of time. The notion of observables is discussed,
both for the discrete and the continuous version, and a connection between the two is given. Finally, a
possible application for modeling biological networks is presented.
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1 Introduction
Concurrent Constraint Programming [22] (CCP) is a language based on the idea
of “store as constraint”. It has the syntax of a simple process algebra, but with
the power of working over a constraint system, a form of memory where constraints
on the variables into play are stored and information is reﬁned monotonically. In
its ﬁfteen years of life, it has been extended in diﬀerent directions: with a timed
semantic [23], in the distributed setting [15], and with a (discrete time) probabilistic
semantic [10,9], just to cite a few. Its fame can be related both to its logical
simplicity, allowing to reason about concurrency, and to the power of the constraint
systems, enabling to model complex programs with a reasonable eﬀort.
In this work we extend [10], by giving a diﬀerent probabilistic syntax and se-
mantics that can model both discrete and continuous time, allowing more reﬁned
forms of quantitative analysis of CCP programs.
The basic idea of this extension is to assign a rate to each instruction that inter-
acts with the constraint store, i.e. ask, tell and the procedure call. Rates here are
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functions assigning a positive real number to each conﬁguration of the constraint
store. This choice results in a ﬂexible language, and it will be exploited in the
applications presented afterwards. The stochastic behaviour is obtained by a race
condition between the diﬀerent ask, tell and procedure call agents of this form that
are enabled in a particular state. The fastest process is executed and a new race is
started ex novo. In this way we give a continuous time semantics, in the same way
as stochastic π-calculus [19], PEPA [17], EMPA [2] or pKLAIM [8,7]. On the other
hand, we can think at rates as weights or priorities given to the instructions, and so
we can normalize the rates of the active agents, and associate a probability of exe-
cution to each of them, obtaining a discrete probabilistic computation. Therefore,
the same syntax can be used to model both continuous and discrete time. To cap-
ture properly those two diﬀerent behaviours, we deﬁne an abstract multi-transition
graph, that is then concretized with the chosen model of time.
There are some technical problems with our approach, in particular related
to the hiding operator: we do not associate any rate to it, hence it has to be
“removed” before starting any race condition. This is tackled by keeping track in
the conﬁguration of the set of local variables, and by replacing hidden variables
with fresh free ones.
Comparing the discrete-time semantic presented here with the one developed
in [10], we remark that the main diﬀerence resides in the way probabilities are as-
signed. In [10], probability distributions are given to each summation and parallel
composition, forcing to deﬁne these operators and their semantic parametrically
w.r.t. the number of processes involved, thus losing some of their algebraic prop-
erties (i.e. associativity). Assigning priorities to instructions, instead, set us free
from this limitation (see Section 4). Moreover, we can have both a discrete and a
continuous model of time in the same framework.
The introduction of this new semantic has several motivations. First of all
one, can apply the broad range of techniques developed in performance analysis, in
order to extract information from a program. Secondly, the modeling capabilities are
extended, though keeping untouched the simplicity of the syntax. In particular, this
stochastic version of CCP can be used to model biological systems like metabolical
pathways, signaling cascades, gene regulatory networks, and so on, almost in the
same way as stochastic π-calculus [19] is used for this task [20]. The basic idea is
to identify biological entities with processes, and model their interaction as a form
of communication, see Section 6 for further details.
The paper is organized as follows. In Section 2 some preliminary concepts are
recalled. In Section 3 the syntax of the language is discussed, together with the
machinery for dealing with hiding removal. Section 4 presents the operational se-
mantics, while the models of time, and the concept of observables are put forward
in Section 5. Finally, in Section 6 we hint to a possible application of the language
in modeling biological systems, in Section 7 we discuss some related work, and in
Section 8 we draw some ﬁnal conclusions.
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Program = D.A
D = ε | D.D | p(x) : −A
M = tellλ(c).A | askλ(c).A | M1 + M2
A = 0 | [p(x)]λ | M | ∃xA | (A1 ‖ A2)
Table 1
Syntax of stochastic CCP
2 Preliminaries
Constraint systems are one of the basic ingredients of CCP, and they are deﬁned
(cf. [6] or [24]) as complete algebraic lattices, where the ordering  is given by the
inverse of the entailment relation . Usually, such a constraint system is derived
from a ﬁrst-order language together with an interpretation, where constraints are
formulas of the language, and a constraint c entails a constraint d, c  d, if every
valuation satisfying c satisﬁes also d. In this case we write d  c. Clearly, in every
real implementation the predicate must be decidable. In addition, to model hiding
and parameter passing, the previous lattice is enriched with a cylindric algebraic
structure (cf. [16]), i.e. with cylindriﬁcation operators and diagonal elements.
Formally, a constraint system C = (Con,Con0,V,,unionsq,,⊥,∃x, dxy) is a com-
plete algebraic lattice where Con is the set of constraints, ordered by , Con0 is
the set of ﬁnite elements, unionsq is the least upper bound (lub) operation, V is the set of
variables,  and ⊥ are respectively the bottom and the top element, {∃x | x ∈ V}
are the cylindriﬁcation operators and {dxy | x, y ∈ V} are the diagonal elements.
An important instrument while working with constraint systems are the sub-
stitutions of variables in a constraint, allowing to model hiding and recursive call
in a simple way. We can think of a substitution as a mapping f : V → V, with
|{x ∈ V | x = f(x)}| < ∞. Formally, given a constraint c, and two vectors of vari-
ables x ⊂ fv(c) and y, we deﬁne the substitution of x with y in c as the constraint
c[x/y] = ∃α(y = αunionsq∃x(α = xunionsqc)), with α∩ (fv(c)∪y∪x) = ∅ and |α| = |x| = |y|.
Substitutions satisfy some basic properties, cf. [12] for a detailed review. In partic-
ular, if f is a renaming (bijective mapping), then ∃f(x)c[f ] = (∃xc)[f ], i.e. bounded
variables can always be renamed.
3 Syntax
The syntax of the calculus is given in Table 1. The instructions are basically the ones
of CCP, with the introduction of the rates λ. In particular, rates are added to three
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instructions, i.e. ask, tell and the recursive call. A rate is a function λ : C → R+,
assigning to every conﬁguration of the constraint store a positive real number. We
can consider these numbers either as a priority, inducing discrete probability distri-
butions (through normalization), or as a rate in the sense of [17], representing the
“speed” associated to the corresponding instruction, where the higher the rate, the
higher the speed. Of course, in this second case we have in mind mainly a contin-
uous model of time, so those rates will be assigned to an exponential distribution,
and therefore they determine the time employed by an instruction to be executed.
In particular, we can think of a rate as the expected number of times an instruction
will be executed in an unit of time.
The rationale behind gluing rates to ask and tell operations is, in the continuous
time case, that those instructions operate on the constraint store of the system,
hence they eﬀectively require a certain amount of time to be executed. This time
may depend on the complexity of the constraint to be told, or on the complexity of
the eﬀective computation of the entailment relation. In addition, we can think that
there is a time needed by the system to compute the least upper bound operation
in our constraint system, as this corresponds to a form of constraint propagation.
Moreover, the time needed by these operations can depend on the current conﬁg-
uration of the constraint store; for instance, the more constraints are present, the
harder is to compute the entailment relations, cf. [1] for a reference on constraint
propagation. Note that there is a rate associated also to procedure calls. This may
be questionable, but in fact there is a cost associated also to such operation: the
process must access to the repository where declarations are stored, and it must re-
place the free variables with the speciﬁed ones. Moreover, this assumption is needed
to avoid inﬁnite branching in the transition system, cf. below. This two-fold in-
terpretation of rates ﬁnds its motivation in the deﬁnition of a common framework
where studying the relationship between discrete and continuous models of time.
The only canonical instruction that does not have a rate is the hiding operator.
We really think that the declaration of a local variable is a too simple operation to
assign a rate to it. However, we want to have a semantics where each transition
has some probabilistic information attached to it, so not giving rates to hiding
implies that we need a mechanism to hide variables outside the transition system.
Essentially, we obtain this by replacing an hidden variable with a fresh one, and
guaranteeing that no other agent can access to it. This mechanism is presented in
next subsection.
Finally, we observe that the choice operator is guarded both by ask and tell
instructions, in contrast with the usual praxis of guarding it by ask agents only.
This is not troublesome, as ask and tell compete always through a race condition
(determined by their rate) and, moreover, we can always think of tell agents as
preceded by an always enabled askλ() instruction.
In Table 2 we deﬁne a congruence relation between agents. The ﬁrst three rules
simply state that the parallel operator is a commutative monoid in the space of
agents, while the next three rules imply the same property for the choice operator.
The last three rules deal with some basic properties of the hiding operator. We
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(CR1) A1 ‖ (A2 ‖ A3) ≡ (A1 ‖ A2) ‖ A3
(CR2) A1 ‖ A2 ≡ A2 ‖ A1
(CR3) A1 ‖ 0 ≡ A1
(CR4) M1 + (M2 + M3) ≡ (M1 + M2) + M3
(CR5) M1 + M2 ≡ M2 + M1
(CR6) M1 + 0 ≡ M1
(CR7) ∃x∃yA ≡ ∃y∃xA
(CR8) ∃xA ≡ ∃yA[y/x] if y is not free in A
(CR9) ∃xA ≡ A if x is not free in A
Table 2
Congruence Relation for stochastic CCP
stress that the request of having all executable processes encapsulated by a rate is
crucial for the semantics, cf. Section 4 for more details.
3.1 Conﬁgurations and Removal of Hiding
Transitions of the system are determined by the agent to be executed and the
current conﬁguration of the store, thus the conﬁguration space should be P × C,
where P is the space of processes (modulo the congruence relation of Table 2), and
C is the constraint system. However, the mechanism to remove hiding requires the
introduction of another term in the product above.
First, we split the set of variables V into two inﬁnite disjoint subsets V1 and
V2, V1 ∩ V2 = ∅ and V = V1 ∪ V2. Then we ask that all the variables used in the
deﬁnition of agents are taken from V1, so that all variables in V2 are fresh before
starting a computation. Intuitively, we will use variables taken from V2 to replace
hidden variables in an agent. In this way we can avoid name clashes with free
variables or with other hidden variables. However, we need also a way to remember
which variables of V2 we used. The simplest way is to carry this information directly
in the conﬁguration of the system. Therefore, if we denote with ℘f (V2) = V the
collections of ﬁnite subsets of V2, then a conﬁguration of the system will be a point
in the space P × C × V, indicated by 〈A, d, V 〉. This idea of adding the set of local
variables to system conﬁgurations is borrowed from [12].
It’s clear that it is not really important how a local variable is called, as long as
it is used just by the process that has deﬁned it. This justiﬁes the introduction of
the following deﬁnition:
Deﬁnition 3.1 Let 〈A1, d1, V1〉 , 〈A2, d2, V2〉 ∈ P × C × V. 〈A1, d1, V1〉 ≡r
〈A2, d2, V2〉 if and only if there exists a renaming f : V2 → V2 such that f(V2) = V1,
d1[f ] = d2 and A2[f ] ≡ A1.
It is simple to see that ≡r is a congruence relation (r stays here for renaming).
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The mechanism of hiding removal will be achieved through a function μ : P×C×
V → P × C × V/ ≡r, mapping conﬁgurations with into ones where no active agent
is preceded by an hiding operator. Deﬁnition of μ is given by structural induction
on the agents. To simplify the notation, in the following we denote μ (〈A, d, V 〉)
by 〈A, d, V 〉μ In addition, if 〈A, d, V 〉μ = 〈A
′, d, V ′〉, we set 〈A, d, V 〉μ1 = A
′ and
〈A, d, V 〉μ2 = V
′.
Deﬁnition 3.2 The function μ : P × C ×V → P ×C ×V is deﬁned inductively by:
(i) 〈0, d, V 〉μ = 〈0, d, V 〉;
(ii) 〈M,d, V 〉μ = 〈M,d, V 〉;
(iii) 〈[p(y)]λ, d, V 〉μ = 〈[p(y)]λ(c).A, d, V 〉;
(iv) 〈∃xA, d, V 〉μ = 〈A[x/y], d, V ∪ {y}〉μ,
with y ∈ V2 \ V , if x is free in A;
(v) 〈∃xA, d, V 〉μ = 〈A, d, V 〉μ, if x is not free in A;
(vi) 〈A1 ‖ A2, d, V 〉μ =〈
〈A1, d, V 〉μ1 ‖
〈
A2, d, 〈A1, d, V 〉μ2
〉
μ1
, d,
〈
A2, d, 〈A1, d, V 〉μ2
〉
μ2
〉
;
The above deﬁnition is a little bit hard to parse. Its idea, however, is simple: a
nulla agent, a summation (hence all agents starting with ask and tell), or a recursive
call is left untouched, while, whenever there is an hiding operator, we substitute
a fresh variable from V2 to the hidden one, and then we recursively operate the
remaining agent. Rule (vi) deals with the case in which the hidden operator is in
excess, and it can be removed by rule (CR9). This rule is not implied by (v), as in
this case we do not want to add new variables in V . Finally, the rule for dealing
with parallel construct simply state that μ is applied recursively ﬁrst on the left
agent and then on the right agent. This is necessary because we must not use the
same name for local variables in the left and the right processes, so we need to have
the information about local variables of the left process while removing hidings in
the right (or viceversa).
As we are not interested in the actual name given to local variables, the correct
space of conﬁgurations to use is C = P × C × V / ≡r. μ con be safely lifted to this
new space.
Proposition 3.3 The function μ :
(
P × C × V
)
/ ≡r→
(
P × C × V
)
/ ≡r, where
μ ([〈A, d, V 〉]) = [μ (〈A, d, V 〉)], is well deﬁned. 
As a ﬁnal remark, we observe that we cannot use a similar mechanism to get
rid of recursion, as an automatic application of procedure call may generate an
inﬁnite degree of parallelism. For instance, consider p :- tellλ(c) ‖ p; if we solve
automatically the recursion, we would get an inﬁnite number of copies of tell.
This mechanism for the elimination of hiding operator can be seen as an instanta-
neous transition, which in the language of stochastic modeling means an instruction
with an inﬁnite rate associated to it. If we had modeled hiding in this way, we could
have simpliﬁed the conﬁgurations of the system, by dropping the information about
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(SR1) 〈tellλ(c).A, d, V 〉 −→(1,λ(d)) 〈A, d unionsq c, V 〉μ
(SR2) 〈askλ(c), d, V 〉 −→(1,λ(d)) 〈A, d, V 〉μ if d  c
(SR3) 〈[p(y)]λ, d, V 〉 −→1,λ(d) 〈A[x/y], d, V 〉μ if [p(y)]λ : −A
(SR4)
〈M1, d, V 〉 −→(p,λ) 〈A
′
1, d
′, V 〉μ
〈M1 + M2, d, V 〉 −→(p′,λ′) 〈A
′
1, d
′, V 〉μ
with p′ = pλ
λ+rate(A2,d)
and λ′ = λ + rate(A2, d)
(SR5)
〈A1, d, V 〉 −→(p,λ) 〈A
′
1, d
′, V 〉μ
〈A1 ‖ A2, d, V 〉 −→(p′,λ′) 〈A
′
1 ‖ A2, d
′, V 〉μ
with p′ = pλ
λ+rate(A2,d)
and λ′ = λ + rate(A2, d)
Table 3
Operational Semantics of stochastic CCP
local variables. On the other hand, the introduction of inﬁnite rates generates a
“non-conventional” Continuous Time Markov Chain, where the classical analysis
techniques cannot be used safely. This fact requires to deal diﬀerently with normal
and inﬁnite rates, complicating the deﬁnition of the operational semantics. This is,
for instance, what happens with EMPA [2].
4 Operational Semantics
The operational semantic of the language is given in the Structural Operational
Semantic style by a labeled multi-transition system, corresponding to a labeled
relation −→. Formally, if the space of conﬁgurations is C =
(
P × C × V
)
/ ≡r,
then −→ is a multiset whose elements belong to C × [0, 1] × R+ × C. Thus the
relation is labeled by two real numbers, one between 0 and 1 and the other one
positive. Intuitively, the ﬁrst number corresponds to the probability associated to
the particular transition, while the second term is the rate at which the transition
happens, both depending on the current conﬁguration of the store. Concretely, these
two numbers are what we need to deﬁne the probabilistic model of the underlying
Markov Chain associated to the program execution, be it discrete or continuous (cf.
Section 5).
L. Bortolussi / Electronic Notes in Theoretical Computer Science 164 (2006) 65–80 71
The transition is deﬁned in Table 3. First, we give a formal deﬁnition of the
function rate : P × C → R, assigning to each agent its global rate. This global rate
is nothing but the sum of the rates of all the active subagents of the considered
agent.
Deﬁnition 4.1 The function rate : P × C → R is deﬁned by
(i) rate (0, d) = 0;
(ii) rate (tellλ(c).A, d) = λ(d);
(iii) rate (askλ(c).A, d) = λ(d) if d  c;
(iv) rate (askλ(c).A, d) = 0 if d  c;
(v) rate ([p(y)]λ, d) = λ(d);
(vi) rate (M1 + M2, d) = rate (M1, d) + rate (M2, d).
(vii) rate (A1 ‖ A2, d) = rate (A1, d) + rate (A2, d);
In this deﬁnition we see clearly that in each state of the system rate functions are
evaluated w.r.t. the current conﬁguration of the store, guaranteeing that the tran-
sition system is actually labeled by real numbers. Now we give some comments on
the rules of Table 3. The ﬁrst observation is that after each transition, the function
μ deﬁned in Section 3.1 is applied to the obtained conﬁguration. This guarantees
that the agent ready to be executed in the next step has all active hidings resolved.
Rule (SR1) states that the tell instruction add its argument to the constraint store,
and this happens with probability one and at rate λ, i.e. the one speciﬁed in the
tell instruction itself. Rule (SR2) works similarly for the ask instruction, relatively
to rate and probability, provided that the current store entails the asked constraint.
Rule (SR3) implements the recursive call by using a simple substitution; the deﬁ-
nition of Section 2 guarantees that variables are connected correctly (in the same
way done by the Δ operator, cf. [6]). Rules (SR4) and (SR5) are similar, and they
implement the race condition mechanism, or the probabilistic choice. They state
that, if a single term of the sum or of the parallel composition can evolve with a
certain probability and a certain rate, the whole construct can evolve with a new
probability and a new rate given by the expressions of Table 3. Note that we need
just the rules for the left agents, as the corresponding ones for right agents can be
derived from the commutativity of + and ‖. Intuitively, what happens is a compe-
tition between the tell, ask, and procedure call instructions that are executable by
the current conﬁguration. We can show that the rate of execution is the sum over
all rates of executable agents, and that the probability of execution is the rate of
the executed agent divided by the global rate.
Formally, we can deﬁne the executable agents for a given conﬁguration as
Deﬁnition 4.2 Let 〈A, d, V 〉 ∈ C. The set of executable instructions of 〈A, d, V 〉,
denoted by exec(〈A, d, V 〉), is deﬁned inductively by:
(i) exec(〈0, d, V 〉) = ∅;
(ii) exec(〈tellλ(c).A, d, V 〉) = {tellλ(c)};
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(iii) exec(〈askλ(c).A, d, V 〉) = {askλ(c)} if d  c;
(iv) exec(〈askλ(c).A, d, V 〉) = ∅ if d  c;
(v) exec(〈[p(y)]λ, d, V 〉) = {[p(y)]λ};
(vi) exec(〈M1 + M2, d, V 〉) = exec(〈M1, d, V 〉) ∪ exec(〈M2, d, V 〉);
(vii) exec(〈A1 ‖ A2, d, V 〉) = exec(〈A1, d, V 〉) ∪ exec(〈A2, d, V 〉);
Equipped with this deﬁnition, the following proposition can be easily shown:
Proposition 4.3 Let 〈A, d, V 〉 ∈ C be the current conﬁguration. Then the next
transition executes one of the agents belonging to the set exec(〈A, d, V 〉), call it
A. If rate (exec(〈A, d, V 〉)) =
∑
A∈exec(〈A,d,V 〉) rate(A), then the probability of the
transition is rate(A)/rate (exec(〈A, d, V 〉)), and the rate associated to the transition
is rate (exec(〈A, d, V 〉)). 
Comparing this semantic with the one of the probabilistic version of CCP pre-
sented in [10,11], we can observe two things. First, their deﬁnitions of the parallel
and the choice operators are parametric w.r.t. the number of processes involved.
Secondly, they assign probability distributions to those operators, while we assign
rates to basic agents, and derive the probability distributions by combining together
those rates compositionally. This diﬀerent approach allows to maintain the associa-
tivity of both sum and parallel composition. In addition, the discrete time semantic
arising in our framework (see next section) diﬀers from the one of [10] in the point in
which normalization is performed. In [10] normalization over active agents must be
performed in each summation and parallel construct, in order to compute the prob-
ability attached to each transition. In our framework, instead, is essentially applied
at the level of the global state, by taking into account rates of all active processes.
Note that this normalization is actually computed by structural induction on the
derivation tree of a transition step, exploiting compositionality.
5 Time Models and Observables
The operational semantic deﬁned in Table 3 is abstract w.r.t. the notion of time
involved. In fact, in the labels we carry suﬃcient information to construct both a
discrete time and a continuous time model of the language, by “concretizing” in
two diﬀerent ways the transition relation. This corresponds to the two diﬀerent
interpretation of rates, either as priorities or as frequencies of execution per unit of
time.
The ﬁrst step in constructing a probabilistic model describing the evolution of
the system, be it a Discrete Time Markov Chain (DTMC) or a Continuous Time
Markov Chain (CTMC), is to collapse the multi-transition system into a simple
transition system =⇒⊆ C × [0, 1] × R+ × C, having at most one edge connecting
two diﬀerent nodes of the graph. First of all, consider two transitions exiting from
a state σ ∈ C of the graph, say σ −→(p1,λ1) and σ −→(p2,λ2). Proposition 4.3
guarantees that λ1 = λ2, being this the exit rate from state σ.
If σi, σj ∈ C are two nodes of the multi-transition system, then σi =⇒(p,λ) σj is
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built in the following way: p is computed by summing all probabilities of transitions
σi −→(p′,λ) σj , hence p =
∑
σi−→(p′,λ)σj
p′, while the exit rate λ remains the same.
As an example, consider the simple process A = tellλ(c) + tellλ(c), with λ the
constant function λ0. The graph of the multi-transition system has only two nodes,
σ0 = (A,) and σ1 = (0, c) (sets of local variables can be safely forgotten), and two
edges, both equal to σ0 −→( 1
2
,2λ0)
σ1. Therefore, the resulting transition system
will have only the edge σ0 =⇒(1,2λ0) σ1, taking into account that the apparent rate
of the transition from σ0 to σ1 is doubled thanks to the race condition between the
tell agents in the choice.
5.1 Discrete Time
First we deal with the discrete time concretization of the language. Basically, we
discard all the information relative to the rates, and keep only the probability
associated to transitions, obtaining a Discrete Time Markov Chain (DTMC). We
want to stress that a single agent, a tell construct say, does not have an absolute
probability assigned. It only has a rate representing its propensity or priority of
being executed, while the actual probability of being chosen depends on the context
in which it is inserted. The broader this context, the smaller this probability.
A DTMC can be identiﬁed with its stochastic matrix Π, indexed by the nodes of
the graph (called states in the Markov Chain context). In our framework, the matrix
Π is deﬁned simply by πij = p, where σi =⇒(p,λ) σj . Proposition 4.3 guarantees that∑
j πij = 1, hence the stochastic matrix Π is well deﬁned. It is now straightforward
to deﬁne discrete time traces as the traces of the DTMC; let’s denote them by
δ = σ1, p1, σ2, p2, σ3, . . . , pnσn+1. The length of such a trace is length (δ) = n, while
its probability is Prob(δ) =
∏length(δ)
i=1 pi.
We can now deﬁne the I/O observables, corresponding to the input output be-
haviour (cf. [10]). First we have to deﬁne what is the probability of going from the
state σI to the state σO, equal to Prob(σI −→ σO):
Prob(σI −→ σO) =
∑
{p | p = Prob(δτ ), δτ = σIp1σ2 . . . σnpnσO} .
Secondly, we get rid of the information about the sets of local variables, as we want
to observe only the outcome in terms of the constraint store:
Prob
(
〈A, d〉 −→
〈
A′, d′
〉)
=
∞∑
|V |=0
Prob(〈A, d, ∅〉μ −→
〈
A′, d′, V
〉
μ
).
Note that we do not distinguish between V sets of the same cardinality, as they are
all equivalent modulo renaming.
Deﬁnition 5.1 The discrete time I/O observables is a (sub)distribution of proba-
bility on the constraint store C, given by:
Od (〈A, d〉) =
{
(d′, p) | p = Prob
(
〈A, d〉 −→
〈
0′, d′
〉)}
.
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Fig. 1. The execution tree of the program
˙
tellλ1(c) ‖ askλ2(c).tellλ3 (d) + tellλ4(e),	
¸
The previous distribution is in general a sub-probability, because there can be
inﬁnite non-terminating computations and we do not collect probability from them.
However, there are general probabilistic constructions that can avoid those prob-
lems, cf. [25], but we do not follow that direction here. In fact, we are satisﬁed by
the interpretation of the loss of probability mass as the probability that the program
never terminates.
Example 5.2 We present now a simple example, in order to clarify the functioning
of the observables. We consider a very simple program, composed by just one
agent, i.e. A = tellλ1(c) ‖ askλ2(c).tellλ3(d) + tellλ4(e). The constraint system we
have in mind here is very simple: c, d, e are the basic tokens, and all the diﬀerent
combination via unionsq of them are diﬀerent. As in A there isn’t any hiding operator,
we can safely forget the set of local variables in the conﬁgurations. When the
computation starts from an empty constraint store , the execution tree is depicted
in Figure 1. Note that on the edges of the tree we have two numbers as labels: the
ﬁrst one is the probability associated to that transition, and the second one is the
rate of the transition itself. At the beginning we can observe a race condition
between two tell processes (the ask is not enabled), one with rate λ1 and one with
rate λ4. So the probability of adding c to the store is
λ1
λ1+λ4
, while e will be added
with probability λ4
λ1+λ4
. In either case, the rate of transition is λ1 + λ4. Other
transitions work similarly.
It is clear from the tree in Figure 1 that there are just two terminal states,
i.e. 〈0, c unionsq d〉 and 〈0, c unionsq e〉. To compute the discrete time observables, we have to
collect together all the probabilities of the traces leading to them, giving:
Od(〈A,〉) =
{
(c unionsq d,
λ1λ2
λ
), (c unionsq e,
λ− λ1λ2
λ
)
}
,
with λ = (λ1+λ4)(λ2+λ4). Note that this is a probability, as all the computations
terminate.
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5.2 Continuous Time
In this section we deﬁne the continuous time concretization of the operational
semantic. The idea is to deﬁne an underlying Continuous Time Markov Chain
(CTMC) [18] in terms of its inﬁnitesimal generator Q-matrix, which is simply com-
puted from the information present in the transition system =⇒. Consider two
states σi, σj ∈ C, with σi =⇒(p,λ) σj ; the element qij of the matrix is computed as
qij = pλ: the rate of the transition from σi to σj is the p fraction of λ, the global
exit rate from σi. Note that the information carried in the transition =⇒ corre-
spond to the jump chain and the holding time random variables associated to the
CTMC [18], an equivalent characterization that is the basis of Monte Carlo simula-
tion algorithms for CTMC. From the Q-matrix we can reconstruct the distribution
of probability of going to a state j from a state i in time t, by solving the following
system of diﬀerential equations (that can be inﬁnite, if so is the state space), called
also the stochastic master equation of the CTMC [18]:
P ′(t) = QP (t), P (0) = Id.(1)
Given the probability matrix P (t), we can give the notion of continuous time
observables as a function of the elapsed time t. In fact, the probability of going
from σI to σO in time t is Prob (σI −→ σO) (t) = P (t)σI ,σO . Abstracting from
information of local variables, we have that the probability of going from a a state
〈A, d〉 to a state 〈A′, d′〉 in time t is
Prob
(
〈A, d〉 −→
〈
A′, d′
〉)
(t) =
∞∑
|V |=1
Prob
(
〈A, d, ∅〉μ −→
〈
A′, d′, V
〉
μ
)
(t).
Deﬁnition 5.3 The continuous time I/O observables at time t are a sub-probability
distribution over the constraint store, deﬁned as
Oc(〈A, d〉)(t) =
{
(d′, p) | p = Prob
(
〈A, d〉 −→
〈
0, d′
〉)
(t)
}
.
Intuitively, this gives the probability that a process terminates with ﬁnal store
d′ in t units of time or less. This is a sub-probability because in general not all the
computations have stopped after time t. We pinpoint that the notion of observable
deﬁned here is a function of the elapsed time. Actually, it corresponds to a sub-
vector of the row P (t)〈A,d,∅〉μ of the matrix P (t).
2 Continuity of P (t) implies that
Oc(t) is continuous. An interesting question is the long term behaviour of Oc(t), i.e.
what happens in the limit t →∞. Essentially, we are asking what is the probability
of eventually reaching a terminal state. But those states are absorbing classes of the
CTMC, and a general result guarantees that those long term probabilities depend
only on the underlying discrete chain (cf. [18] for further details). This fact allows
us to prove the following
2 More precisely, it corresponds to a linear function of that vector, due to the aggregation on the set of
local variables.
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Theorem 5.4
lim
t→∞
Oc(〈A, d〉)(t) = Od(〈A, d〉). 
Therefore, the t-dependent observable distribution in the continuous case con-
verges to the observable distribution deﬁned for the discrete model of time.
This theorem connects together the long term behaviour of the discrete and the
continuous time concretizations. Essentially, it states that in the asymptotic limit
the additional information introduced by the continuous time model evaporates,
leading to the same probability distribution induced by the discrete time model.
This theorem is naturally stated and proved within our framework, which makes
explicit the relations intervening between discrete and continuous interpretation of
the language.
Example 5.5 We retake Example 5.2. To compute the observables in the con-
tinuous time case, we have to calculate the Q matrix for the underlying chain.
First we have to ﬁx an ordering for the states of the program. If we set A3 =
〈tellλ1(c), e〉, A1 = 〈tellλ1(c) ‖ askλ2(c).tellλ3(d) + tellλ4(e),〉, A4 = 〈tellλ3(d), c〉,
A2 = 〈askλ2(c).tellλ3(d) + tellλ4(e), c〉, A5 = 〈0, c unionsq d〉, A6 = 〈0, c unionsq e〉, with the
ordering induced by the indexes, we have:
Q =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−λ1 − λ4 λ1 λ4 0 0 0
0 −λ2 − λ4 0 λ2 0 λ4
0 0 −λ1 0 0 λ1
0 0 0 −λ3 λ3 0
0 0 0 0 0 0
0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Given the matrix Q, we can compute very easily the probability of going to one
state to another in a certain time t, and consequently the observables. In fact, for
a ﬁnite matrix, the solution of Equation (1) is, in terms of matrix exponentials,
P (t) = etQ.
For instance, if λ1 = λ2 = λ3 = λ4 = 1, we have
Oc(〈A,〉)(1) = {(c unionsq d, 0.0513), (c unionsq e, 0.3483)} ,
Oc(〈A,〉)(2) = {(c unionsq d, 0.1467), (c unionsq e, 0.6009)} ,
Oc(〈A,〉)(100) = {(c unionsq d, 0.2500), (c unionsq e, 0.7500)} .
As we can see, the observables converge fast to the stationary distribution given by
Od(〈A,〉) = {(c unionsq d, 0.2500), (c unionsq e, 0.7500)} .
6 Modeling Biological Systems in sCCP
Stochastic process algebras have revealed to be a powerful tool to model biological
systems, at diﬀerent level of abstractions [20]. This application stemmed out from
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observing the striking parallel between biological entities interacting and processes
communicating. The ﬁrst biological systems modeled where networks of biochemical
reactions, where each single molecule was represented by an independent agent,
while reactions were modeled as communication through channels. The most used
process algebra in this ﬁeld is stochastic π-calculus [19], even if others have been
used, like PEPA [17].
CCP oﬀers a diﬀerent form of communication than π-calculus, proceeding asyn-
chronously via the store, which can be seen as a form of memory endowed with
computational capabilities. This feature is reﬂected in the modeling process, as part
of the interactions must be described at the store level. Note that we can think at
the constraint store as a description of the environment, populated by biological
actors, i.e. processes interacting with it by means of ask and tell instructions. 3
In the case of biochemical reactions, we can associate a variable of the store to
each molecule and each compound, storing the number of these molecules present in
the system. 4 Diﬀerently from π-calculus, agents here are associated with reactions
and they interact by modifying the values of the variables in the constraint store.
The kinetic speed of these reactions in a well stirred mixture is proportional to a
basic rate times the number of available interacting molecules. For a bimolecular
reaction, this means the product of the number of the two molecules involved. This
observation is at the basis of the Gillespie algorithm [13] for numerical simulation of
biochemical reactions, and we can recover it by using the appropriate rate functions.
To test the feasibility of this description, we implemented a meta-interpreter in
Prolog for the language, capable of running simulations of sCCP programs.
In Figure 2 we present the sCCP code and the time evolution of the simple
invertible reaction of Sodium and Chlorine ionization: Na + Cl  Na+ + Cl−.
As we can see, we have two processes, performing in parallel the ionization of Na
and Cl and the deionization of corresponding ions. Observe the structure of rate
functions: rates are computed as a basic rate times the product of the variables
storing the quantity of the two molecules involved in the reaction.
The advantages of this description w.r.t. stochastic π-calculus are
mainly the possibility of representing quantitative information (number of
molecules/concentration) in variables of the store and the ﬂexibility given by non-
constant rates in the modeling of kinetic dynamics, cf. [4] for further comments on
this.
7 Related Work
This version of CCP belongs to the class of process algebras, like PEPA [17], stochas-
tic π-calculus [19] or EMPA [2], just to cite a few. There is, however, an important
diﬀerence between CCP and these languages, namely the fact that communica-
3 Note that synchronous communication can be easily integrated into CCP following, for instance, [3]. This
addition would extend even more the modeling capabilities.
4 Computations in CCP proceed monotonically, as we can only add new information but never remove it,
hence to have variables changing values we have to represent them as list of terms growing in size. These
variables will be referred as stream variables.
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ioniz(Na, Cl,Na+, Cl−) :-
( tellλINaCl(ion(Na, Cl,Na
+, Cl−)) +
tellλDNa+Cl− (deion(Na, Cl, Na
+, Cl−))
).ioniz(Na, Cl,Na+, Cl−)
Fig. 2. sCCP process for Na + Cl  Na+ + Cl− reaction (left) and simulation outcome (right).
tion in CCP is asynchronous, while the other languages implement a synchronous
interaction between agents. Asynchronous communication is, in fact, simpler to
deal from the point of view of performance analysis, as the deﬁnition of synchro-
nization’s rate is troublesome (cf. [5]). In this light, there is a stronger similarity
with asynchronous stochastic languages like pKLAIM [8] and especially stochastic
KLAIM [7], where rates are assigned to communication instructions.
CCP has been extended in the probabilistic setting in two diﬀerent ways. In [14]
the probabilistic ingredient is introduced by the addition of random variables in the
constraint store, while the instructions of the language remain unchanged. More
similar to our approach is the probabilistic version presented in [10], where proba-
bility distributions are attached both to the summation operator and to the parallel
composition. This gives rise to a probabilistic language with a discrete model of
time, cf. Section 4 for further comments. To our knowledge, this is the ﬁrst proposal
of a continuous time stochastic version of CCP.
8 Conclusions and Future Work
We presented a stochastic version of CCP, where each instruction communicating
with the store has a real number attached to it, representing either the priority of
the instruction or its “speed” rate. The operational semantic is given in an ab-
stract form, that can be concretized with a speciﬁc model of time, either discrete or
continuous. In addition, a concept of observables, corresponding to input/output
behaviour is deﬁned both for the discrete time and the continuous time version,
and moreover the usual algebraic properties of summation and parallel composi-
tion are preserved. The bridge between discrete and continuous time is given by
Theorem 5.4, stating their equivalence in the long term behaviour. In Section 6,
we argued that sCCP can be used as a language for modeling biological systems.
A more detailed analysis of this purpose is deferred as future work. Moreover, for
modeling purposes the development of ad hoc probabilistic model checking proce-
dures [21] for sCCP can be important.
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