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DECAY OF DISSIPATIVE EQUATIONS AND NEGATIVE SOBOLEV SPACES
YAN GUO AND YANJIN WANG
Abstract. We develop a general energy method for proving the optimal time decay rates of
the solutions to the dissipative equations in the whole space. Our method is applied to classical
examples such as the heat equation, the compressible Navier-Stokes equations and the Boltzmann
equation. In particular, the optimal decay rates of the higher-order spatial derivatives of solutions
are obtained. The negative Sobolev norms are shown to be preserved along time evolution and
enhance the decay rates. We use a family of scaled energy estimates with minimum derivative
counts and interpolations among them without linear decay analysis.
1. Introduction
The purpose of this paper is to develop a new method to establish the optimal time decay
rates of the solutions to the Cauchy problem for the compressible Navier-Stokes equations and the
Boltzmann equation through the pure energy method. Both the two equations can be formulated
as the perturbed operator form: {
∂tU + LU = N(U)
U |t=0 = U0, (1.1)
where U is the small perturbation of the equilibrium state, L is the linear operator and N(U) is the
nonlinear term. The linear operator L is positively definite in some sense, which implies that the
solution etLU0 of the linearized equation of (1.1) converges to 0 as t→∞. By the classical spectral
method, the optimal time decay rates of the linearized equations of the compressible Navier-Stokes
equations and the Boltzmann equation are well known. The decay rates are similar to that of the
heat equation: for 1 ≤ p ≤ 2,∥∥∥∇ℓxetLU0∥∥∥
L2
≤ C(1 + t)− 32 ( 1p− 12 )− ℓ2
(
‖U0‖Lp +
∥∥∥∇ℓxU0∥∥∥
L2
)
, ℓ ≥ 0. (1.2)
One may then expect that the small solution of the nonlinear equation (1.1) has the same decay
rate as the linear one (1.2). Many works were denoted to proving the time decay rate for the
nonlinear system (1.1). For instance, see [1, 2, 5, 12, 13, 15, 16, 17, 18, 19, 22, 24, 27] for the
compressible Navier-Stokes equations and [3, 4, 6, 26, 32, 33, 35, 36] for the Boltzmann equation,
and the references therein. There are two main kinds of method for proving these decay rates among
those references. One is that under the additional assumption that U0 ∈ Lp with 1 ≤ p < 2 (near
1), then the optimal decay rate of (1.1) is proved by combining the linear optimal decay rate (1.2) of
spectral analysis and the energy method, cf. [3, 4, 5, 6, 12, 13, 15, 16, 17, 18, 19, 24, 26, 27, 32, 35].
The other one is to proving the decay rate through the pure energy method, cf. [1, 2, 22, 33, 36].
It is difficult to show that the Lp norm of the solution can be preserved along time evolution in
the Lp–L2 approach. On the other hand, except [22], the existing pure energy method of proving
the decay rate does not lead to the optimal decay rate for the solution. Motivated by [11], using
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a negative Sobolev space H˙−s to replace Lp norm, we combine scaled energy estimates with the
interpolation between negative and positive Sobolev norms to prove the time decay rate for these
dissipative equations. To illustrate the main idea of our approach, we first revisit the heat equation{
∂tu−∆u = 0 in R3
u|t=0 = u0, (1.3)
Notation 1. In this paper, ∇ℓ with an integer ℓ ≥ 0 stands for the usual any spatial derivatives
of order ℓ. When ℓ < 0 or ℓ is not a positive integer, ∇ℓ stands for Λℓ defined by (A.9). We
use H˙s(R3), s ∈ R to denote the homogeneous Sobolev spaces on R3 with norm ‖·‖H˙s defined by
(A.10), and we use Hs(R3) to denote the usual Sobolev spaces with norm ‖·‖Hs and Lp, 1 ≤ p ≤ ∞
to denote the usual Lp(R3) spaces with norm ‖·‖Lp . We will employ the notation a . b to mean
that a ≤ Cb for a universal constant C > 0 that only depends on the parameters coming from the
problem, and the indexes N and s coming from the regularity on the data. We also use C0 for a
positive constant depending additionally on the initial data.
Theorem 1.1. If u0 ∈ HN (R3) ∩ H˙−s(R3) with N ≥ 0 be an integer and s ≥ 0 be a real number,
then for any real number ℓ ∈ [−s,N ], we have∥∥∥∇ℓu(t)∥∥∥
L2
≤ C0(1 + t)−
ℓ+s
2 . (1.4)
Proof. Let −s ≤ ℓ ≤ N . First, we have the standard energy identity of (1.3):
1
2
d
dt
∥∥∥∇ℓu∥∥∥2
L2
+
∥∥∥∇ℓ+1u∥∥∥2
L2
= 0. (1.5)
Integrating the above in time, we obtain∥∥∥∇ℓu(t)∥∥∥2
L2
≤
∥∥∥∇ℓu0∥∥∥2
L2
. (1.6)
This gives in particular (1.4) with ℓ = −s. Now for −s < ℓ ≤ N , by Lemma A.4, we interpolate
to get ∥∥∥∇ℓu(t)∥∥∥
L2
≤ ∥∥∇−su(t)∥∥ 1ℓ+1+s
L2
∥∥∥∇ℓ+1u(t)∥∥∥ ℓ+sℓ+1+s
L2
. (1.7)
Combining (1.7) and (1.6) (with ℓ = −s), we obtain∥∥∥∇ℓ+1u(t)∥∥∥
L2
≥ ∥∥∇−su0∥∥− 1ℓ+sL2
∥∥∥∇ℓu(t)∥∥∥1+ 1ℓ+s
L2
. (1.8)
Plugging (1.8) into (1.5), we deduce that there exists a constant C0 > 0 such that
d
dt
∥∥∥∇ℓu∥∥∥2
L2
+ C0
(∥∥∥∇ℓu∥∥∥2
L2
)1+ 1
ℓ+s
≤ 0. (1.9)
Solving this inequality directly, we obtain∥∥∥∇ℓu(t)∥∥∥2
L2
≤
(∥∥∥∇ℓu0∥∥∥− 2ℓ+s
L2
+
C0t
ℓ+ s
)−(ℓ+s)
≤ C0(1 + t)−(ℓ+s). (1.10)
Thus we deduce (1.4) by taking the square root of (1.10). 
Remark 1.2. The general optimal Lq decay rates of the solution follow by (1.4) and the Sobolev
interpolation (cf. Lemma A.1). For instance,
‖u(t)‖L∞ ≤ C ‖u(t)‖
1
4
L2
∥∥∇2u(t)∥∥ 34
L2
≤ C0(1 + t)−(
3
4
+ s
2). (1.11)
An important feature in Theorem 1.1 is that the H˙−s norm of the solution is preserved along time
evolution. Compared to (1.2), the result (1.4) demonstrates that the H˙−s(s ≥ 0) norm of initial
data enhances the decay rate of the solution with the factor s/2.
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Remark 1.3. Although Theorem 1.1 can be proved by the Fourier analysis or spectral method, the
same strategy in our proof can be applied to nonlinear system with two essential points in the proof:
(1) closing the energy estimates at each ℓ-th level (referring to the order of the spatial derivatives of
the solution); (2) deriving a novel negative Sobolev estimates for nonlinear equations which requires
s < 3/2 (n/2 for dimension n).
The rest of this paper is organized as follows. In Section 2, we will state our main results of this
paper. We will prove the main theorem of the compressible Navier-Stokes equations in Section 3
and prove the main theorems of the Boltzmann equation in Section 4, respectively. The analytic
tools used in this paper will be collected in Appendix. We point out here that our method can be
applied to many dissipative equations in the whole space. For example, the natural extension of
this paper is to considering the compressible Navier-Stokes equations and the Boltzmann equation
under the influence of the self-consistent electric field or electromagnetic field, and these will be
reported in the forthcoming papers.
2. Main results
2.1. Main results for compressible Navier-Stokes equations. Considering the compressible
Navier-Stokes equations

∂tρ+ div(ρu) = 0
∂t(ρu) + div(ρu⊗ u) +∇p(ρ)− µ∆u− (µ + λ)∇divu = 0
(ρ, u)|t=0 = (ρ0, u0),
(2.1)
which governs the motion of a compressible viscous fluid. Here t ≥ 0 and x ∈ R3. The unknown
functions ρ, u represent the density, velocity of the fluid respectively, and the pressure p = p(ρ) is a
smooth function in a neighborhood of ρ¯ with p′(ρ¯) > 0, where ρ¯ is a positive constant. We assume
that the constant viscosity coefficients µ and λ satisfy the usual physical conditions
µ > 0, λ+
2
3
µ ≥ 0. (2.2)
The convergence rate of solutions of the Cauchy problem (2.1) to the steady state has been
investigated extensively since the first global existence of small solutions in H3 (classical solutions)
was proved in [23]. For the initial perturbation small in H3 ∩ L1, [24] obtained
‖(ρ− ρ¯, u)(t)‖L2 . (1 + t)−3/4, (2.3)
and for the small initial perturbation belongs to Hm ∩Wm,1 with m ≥ 4, [27] proved the optimal
Lq decay rate
‖∇k(ρ− ρ¯, u)(t)‖Lq . (1 + t)−
3
2
(
1− 1
q
)
− k
2 , for 2 ≤ p ≤ ∞ and 0 ≤ k ≤ 2. (2.4)
By the detailed study of the Green function, the optimal Lq, 1 ≤ q ≤ ∞ decay rates were also
obtained in [12, 13, 19] for the small initial perturbation belongs to Hm ∩ L1 with m ≥ 4. These
results were extended to the exterior problem [18, 17] or the half space problem [15, 16] or with an
external potential force [5], but without the smallness of L1-norm of the initial perturbation. For
the small initial perturbation belongs to H3 only, by a weighted energy method, [22] showed the
optimal decay rates∥∥∥∇k(ρ− ρ¯, u)(t)∥∥∥
L2
. (1 + t)−k/2 for k = 1, 2, and ‖(ρ− ρ¯, u)(t)‖L∞ . (1 + t)−3/4; (2.5)
While based on a differential inequality, [1, 2] obtained a slower (than the optimal) decay rate for
the problem in unbounded domains with external force through the pure energy method.
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We will apply the energy method illustrated in Theorem 1.1 to prove the L2 optimal decay rate
of the solution to the problem (2.1). We rewrite (2.1) in the perturbation form as

∂t̺+ ρ¯divu = −̺divu− u · ∇̺
∂tu− µ¯∆u− (µ¯+ λ¯)∇divu+ γρ¯∇̺ = −u · ∇u− h(̺)
(
µ¯∆u+ (µ¯+ λ¯)∇divu)− f(̺)∇̺
(̺, u)|t=0 = (̺0, u0),
(2.6)
where ̺ = ρ− ρ¯, µ¯ = µ/ρ¯, λ¯ = λ/ρ¯, γ = p′(ρ¯)/ρ¯2, and the two nonlinear functions of ̺ are defined
by
h(̺) :=
̺
̺+ ρ¯
and f(̺) :=
p′(̺+ ρ¯)
̺+ ρ¯
− p
′(ρ¯)
ρ¯
. (2.7)
Then our main results are stated in the following theorem:
Theorem 2.1. Assume that (̺0, u0) ∈ HN for an integer N ≥ 3. Then there exists a constant
δ0 > 0 such that if
‖̺0‖
H[
N
2 ]+2
+ ‖u0‖
H[
N
2 ]+2
≤ δ0, (2.8)
then the problem (2.6) admits a unique global solution (̺(t), u(t)) satisfying that for all t ≥ 0,
‖̺(t)‖2Hm + ‖u(t)‖2Hm +
∫ t
0
‖∇̺(τ)‖2Hm−1 + ‖∇u(τ)‖2Hm dτ ≤ C
(
‖̺0‖2Hm + ‖u0‖2Hm
)
, (2.9)
where
[
N
2
]
+ 2 ≤ m ≤ N . If further, ̺0, u0 ∈ H˙−s for some s ∈ [0, 3/2), then for all t ≥ 0,∥∥Λ−s̺(t)∥∥2
L2
+
∥∥Λ−su(t)∥∥2
L2
≤ C0 (2.10)
and ∥∥∥∇ℓ̺(t)∥∥∥2
HN−ℓ
+
∥∥∥∇ℓu(t)∥∥∥2
HN−ℓ
≤ C0(1 + t)−(ℓ+s) for − s < ℓ ≤ N − 1. (2.11)
Remark 2.2. For N = 3 and s = 0, our decay rates (2.11) coincide with (2.5) of [22]. While for
the other cases, our results are completely new. Notice that we do not assume that H˙−s norm of
initial data is small and this norm enhances the decay rate of the solution to be faster than that
of [22]. The constraint s < 3/2 comes from applying Lemma A.6 to estimate the nonlinear terms
when doing the negative Sobolev estimates via Λ−s. For s ≥ 3/2, the nonlinear estimates would not
work.
Remark 2.3. Notice that we only assume that the lower order Sobolev norm of initial data is
small, while the higher order Sobolev norm can be arbitrarily large. Although one may replace the
range of smallness [N2 ] + 2 by a smaller number (e.g. 3) by refining the energy estimates, this is
beyond our primary interest in this paper.
The proof of Theorem 2.1 will be presented in Section 3, which is inspired by the proof of
Theorem 1.1. However, we will be not able to close the energy estimates at each ℓ-th level as the
heat equation. This is essentially caused by the “degenerate” dissipative structure of the linear
homogenous system of (2.6) when using our energy method. More precisely, the linear energy
identity of the problem reads as: for ℓ = 0, . . . , N ,
1
2
d
dt
∫
R3
γ|∇ℓ̺|2 + |∇ℓu|2 dx+
∫
R3
µ¯|∇∇ℓu|2 + (µ¯ + λ¯)|div∇ℓu|2 dx = 0. (2.12)
The constraint (2.2) implies that there exists a constant σ0 > 0 such that∫
R3
µ¯|∇∇ℓu|2 + (µ¯ + λ¯)|div∇ℓu|2 dx ≥ σ0
∥∥∥∇ℓ+1u∥∥∥2
L2
. (2.13)
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Note that (2.12) and (2.13) only give the dissipative estimate for u. To rediscover the dissipative
estimate for ̺, we will use the linearized equations of (2.6) via constructing the interactive energy
functional between u and ∇ρ to deduce
d
dt
∫
R3
∇ℓu · ∇∇ℓ̺ dx+ C
∥∥∥∇ℓ+1̺∥∥∥2
L2
.
∥∥∥∇ℓ+1u∥∥∥2
L2
+
∥∥∥∇ℓ+2u∥∥∥2
L2
. (2.14)
This implies that to get the dissipative estimate for ∇ℓ+1̺ it requires us to do the energy estimates
(2.12) at both the ℓ-th and the ℓ + 1-th levels (referring to the order of the spatial derivatives
of the solution). To get around this obstacle, the idea is to construct some energy functionals
Emℓ (t),
[
N
2
]
+ 2 ≤ m ≤ N and 0 ≤ ℓ ≤ m− 1 (less than m− 1 is restricted by (2.14)),
Emℓ (t) ∽
∑
ℓ≤k≤m
∥∥∥[∇k̺(t),∇ku(t)]∥∥∥2
L2
,
which has aminimum derivative count ℓ.We will then close the energy estimates at each ℓ-th level in
a weak sense by deriving the Lyapunov-type inequality (cf. (3.102)) for these energy functionals in
which the corresponding dissipation (denoted by Dmℓ (t)) can be related to the energy Emℓ (t) similarly
as (1.8) by the Sobolev interpolation. This can be easily established for the linear homogeneous
problem along our analysis, however, for the nonlinear problem (2.6), it is much more complicated
due to the nonlinear estimates. This is the second point of this paper that we will extensively and
carefully use the Sobolev interpolation of the Gagliardo-Nirenberg inequality between high-order
and low-order spatial derivatives to bound the nonlinear terms by
√
E [N/2]+20 (t)Dmℓ (t) that can be
absorbed. When deriving the negative Sobolev estimates, we need to restrict that s < 3/2 in order
to estimate Λ−s acting on the nonlinear terms by using the Hardy-Littlewood-Sobolev inequality,
and also we need to separate the cases that s ∈ (0, 1/2] and s ∈ (1/2, 3/2). Once these estimates are
obtained, Theorem 2.1 follows by the interpolation between negative and positive Sobolev norms
similarly as in the proof of Theorem 1.1.
2.2. Main results for Boltzmann equation. The dynamics of dilute particles can be described
by the Boltzmann equation:
∂tF + v · ∇xF = Q(F,F ), (2.15)
with initial data F (0, x, v) = F0(x, v). Here F = F (t, x, v) ≥ 0 is the number density function of
the particles at time t ≥ 0, position x = (x1, x2, x3) ∈ R3 and velocity v = (v1, v2, v3) ∈ R3. The
collision between particles is given by the standard Boltzmann collision operator Q(h1, h2) with
hard-sphere interaction:
Q(h1, h2)(v) =
∫
R3
∫
S2
|(u− v) · ω|{h1(v′)h2(u′)− h1(v)h2(u)} dω du. (2.16)
Here ω ∈ S2, and
v′ = v − [(v − u) · ω]ω, u′ = u+ [(v − u) · ω]ω, (2.17)
which denote velocities after a collision of particles having velocities v, u before the collision and
vice versa.
We denote a normalized global Maxwellian by
µ(v) = e−|v|
2/2, (2.18)
and define the standard perturbation f(t, x, v) to µ as
F = µ+
√
µf. (2.19)
The Boltzmann equation for the perturbation f now takes the form
∂tf + v · ∇xf + Lf = Γ(f, f), (2.20)
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with initial data f(0, x, v) = f0(x, v). Here the linearized collision operator L is given by
Lh = − 1√
µ
{Q(µ,√µh) +Q(√µh, µ)}, (2.21)
and the nonlinear collision operator (non-symmetric) is
Γ(h1, h2) =
1√
µ
Q(
√
µh1,
√
µh2). (2.22)
It is well-known that the operator L ≥ 0, and for any fixed (t, x), the null space of L is
N = span{√µ, v√µ, |v|2√µ} . (2.23)
For any fixed (t, x), we define P as the L2v orthogonal projection on the null space N . Thus for any
function f(t, x, v) we can decompose
f = Pf + {I −P}f. (2.24)
Here Pf is called the hydrodynamic part of f , and {I−P}f is the microscopic part.
Notation 2. In the context of the Boltzmann equation, we shall use 〈·, ·〉 to denote the L2 inner
product in R3v with corresponding L
2 norm | · |2, while we use (·, ·) to denote the L2 inner product
either in R3x×R3v or in R3x with L2 norm ‖ · ‖L2 without any ambiguity. We shall simply use L2x, L2v
to denote L2(R3x) and L
2(R3v) respectively, etc. We will use the notation L
2
vH
s
x to denote the space
L2(R3v;H
s
x) with norm
‖h‖L2vHsx =
(∫
R3v
‖f‖2Hsx dv
)1/2
, (2.25)
and similarly we use the notations of L2vH˙
s
x, L
2
vL
p
x and L
p
xL2v, etc. For the Boltzmann operator
(2.16), we define the collision frequency as
ν(v) =
∫
R3
|v − u|µ(u)du, (2.26)
which behaves like 1 + |v|. We define the weighted L2 norms
|g|2ν = |ν1/2g|22, ‖g‖2ν = ‖ν1/2g‖2. (2.27)
We denote L2ν by the weighted space with norm ‖ · ‖ν .
We will apply the energy method illustrated in Theorem 1.1 to prove the L2 optimal decay rate
of the solution to the problem (2.20). Main results are stated in the following theorems.
Theorem 2.4. Assume that f0 ∈ L2vHNx for an integer N ≥ 3. Then there exists a constant δ0 > 0
such that if ∑
0≤k≤N
∥∥∥∇kf0∥∥∥
L2
≤ δ0, (2.28)
then the problem (2.20) admits a unique global solution f(t, x, v) satisfying that for all t ≥ 0,∑
0≤k≤N
∥∥∥∇kf(t)∥∥∥2
L2
+
∫ t
0
‖{I−P}f(τ)‖2ν +
∑
1≤k≤N
∥∥∥∇kf(τ)∥∥∥2
ν
dτ ≤ C
∑
0≤k≤N
∥∥∥∇kf0∥∥∥2
L2
. (2.29)
If further, f0 ∈ L2vH˙−sx for some s ∈ [0, 3/2), then for all t ≥ 0,∥∥Λ−sf(t)∥∥
L2
≤ C0 (2.30)
and ∑
ℓ≤k≤N
∥∥∥∇kf(t)∥∥∥2
L2
≤ C0(1 + t)−(ℓ+s) for − s < ℓ ≤ 1, (2.31)
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and
‖{I−P}f(t)‖2L2 ≤ C0(1 + t)−(1+s). (2.32)
Furthermore, if ∑
0≤k≤N
∥∥∥∇kf0∥∥∥
L2
+ ‖f0‖ν ≤ δ0, (2.33)
then for all t ≥ 0, ∑
ℓ≤k≤N
∥∥∥∇kf(t)∥∥∥2
L2
≤ C0(1 + t)−(ℓ+s) for − s < ℓ ≤ N − 1, (2.34)
and ∥∥∥∇ℓ{I−P}f(t)∥∥∥2
L2
≤ C0(1 + t)−(ℓ+1+s) for − s < ℓ ≤ N − 2. (2.35)
Remark 2.5. Notice that similarly to that of the compressible Navier-Stokes equations we do not
need to assume that L2vH˙
−s
x norm of initial data is small and this norm enhances the decay rate
of the solution. The constraint s < 3/2 also comes from applying Lemma A.6 to estimate the
nonlinear terms when doing the negative Sobolev estimates via Λ−s.
The proof of Theorems 2.4 will be presented in Section 4, which is also inspired by the proof of
Theorem 1.1. However, similarly to the compressible Navier-Stokes equations, we will be not able
to close the energy estimates at each ℓ-th level and this is caused by the “degenerate” dissipative
structure of the linear homogenous system of (2.20) when using our energy method. More precisely,
the linear energy identity of the problem reads as:
1
2
d
dt
∥∥∥∇ℓf∥∥∥2
L2
+ (L∇ℓf,∇ℓf) = 0. (2.36)
It is well-known that L is only positively definite with respect to the microscopic part {I −P}f ,
that is, there exists a constant σ0 > 0 such that
(L∇ℓf,∇ℓf) ≥ σ0
∥∥∥∇ℓ{I−P}f∥∥∥2
ν
. (2.37)
To rediscover the dissipative estimate for the hydrodynamic part Pf , we will use the linearized
equation of (2.20) via constructing the interactive energy functional Gℓ between ∇ℓf and ∇ℓ+1f
to deduce
dGℓ
dt
+
∥∥∥∇ℓ+1Pf∥∥∥2
L2
.
∥∥∥∇ℓ{I−P}f∥∥∥2
L2
+
∥∥∥∇ℓ+1{I−P}f∥∥∥2
L2
. (2.38)
This implies that to get the dissipative estimate for∇ℓ+1Pf it requires us to do the energy estimates
(2.36) at both the ℓ-th and the ℓ + 1-th levels (referring to the order of the spatial derivatives of
the solution). To get around this obstacle, the idea is to construct some energy functionals Eℓ(t),
0 ≤ ℓ ≤ N − 1 (less than N − 1 is restricted by (2.38)),
Eℓ(t) ∽
∑
ℓ≤k≤N
∥∥∥∇kf(t)∥∥∥2
L2
,
which has a minimum derivative count of ℓ, and we will derive the Lyapunov-type inequalities
(cf. (4.57) and (4.70)) for these energy functionals in which the corresponding dissipation (denoted
by Dℓ(t)) can be related to the energy Eℓ(t) similarly as (1.8) by the Sobolev interpolation. This
can be easily established for the linear homogeneous problem along our analysis, however, for the
nonlinear problem (2.20), we shall use extensively the Sobolev interpolation of the the Gagliardo-
Nirenberg inequality (for the functions defined on R3x × R3v) between high-order and low-order
spatial derivatives to expect to bound the nonlinear terms by
√E0(t)Dℓ(t) that can be absorbed.
But this can not be achieved well at this moment and we will be left with one extra term related
to a sum of velocity-weighted norms of f , as stated in (4.57). Note that when taking ℓ = 0, 1 in
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(4.57), we can absorb this unpleasant term. While for ℓ ≥ 2, we need to assume the weighted
norm of the initial data. With the help of these weighted norms, we will succeed in removing this
sum of velocity-weighted norms from the right hand side of (4.57) to get (4.70) in which we can
take ℓ = 2, . . . , N − 1. To estimate the negative Sobolev norm in Lemma 4.5, we need to restrict
that s < 3/2 when estimating Λ−s acting on the nonlinear terms, and we also need to separate
the cases that s ∈ (0, 1/2] and s ∈ (1/2, 3/2). We remark that it is also important that we use
the Minkowski’s integral inequality to exchange the order of integrations in v and x in order to
estimate the nonlinear terms and that we extensively use the splitting f = Pf + {I−P}f .
We end this subsection by reviewing some previous related works on the global existence and
the time decay rates of solutions to the Boltzmann equation. The existence of global solutions
near Maxwellians has been established in various function spaces, see [31, 26, 28, 9, 20, 32, 10] for
instance. It was also shown in [31, 28, 10] that the solutions in the periodic domain or bounded
domain decay in time at the exponential rate and in [26, 32] that the solutions in the whole space
decay at the optimal algebraic rate of (1 + t)−3/4 if additionally the initial perturbation is small
in L2vL
1
x. On the other hand, some analogous theorems of global existence and decay rate of the
solutions to the Boltzmann equation with forces have also been established; see [34, 33, 6] for the
Boltzmann equation with external forces, [7, 36, 35, 3] for the Vlasov-Poisson-Boltzmann system
and [8, 30, 14, 4] for the Vlasov-Maxwell-Boltzmann system. However, among these references the
optimal decay rates of the solution have been only established under the additional assumption
that the initial perturbation is small in L2vL
1
x. Based on the techniques of using an time differential
inequality in [1] and the pure energy method, [33] and [36] obtained the convergence rates (but
slower than the optimal rates) for the Boltzmann equation with external potential force and the
Vlasov-Poisson-Boltzmann system respectively.
3. Compressible Navier-Stokes equations
3.1. Energy estimates. In this subsection, we will derive the a priori nonlinear energy estimates
for the system (2.6). Hence we assume a priori that for sufficiently small δ > 0,
‖̺(t)‖
H[
N
2 ]+2
+ ‖u(t)‖
H[
N
2 ]+2
≤ δ. (3.1)
First of all, by (3.1) and Sobolev’s inequality, we obtain
ρ¯/2 ≤ ̺+ ρ¯ ≤ 2ρ¯. (3.2)
Hence, we immediately have
|h(̺)|, |f(̺)| ≤ C|̺| and |h(k)(̺)|, |f (k)(̺)| ≤ C for any k ≥ 1. (3.3)
where h and f are nonlinear functions of ̺ defined by (2.7). Next, to estimate the L∞ norm of the
spatial derivatives of h and f , we shall record the following estimate:
Lemma 3.1. Assume that ‖̺‖H2 ≤ 1. Let g(̺) be a smooth function of ̺ with bounded derivatives,
then for any integer m ≥ 1 we have
‖∇m(g(̺))‖L∞ . ‖∇m̺‖1/4L2
∥∥∇m+2̺∥∥3/4
L2
. (3.4)
Proof. Notice that for m ≥ 1,
∇m(g(̺)) = a sum of products gγ1,...,γn(̺)∇γ1̺ · · · ∇γn̺, (3.5)
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where the functions gγ1,...,γn(̺) are some derivatives of g(̺) and 1 ≤ γi ≤ m, i = 1, . . . , n with
γ1 + · · ·+ γn = m. We then use the Sobolev interpolation of Lemma A.1 to bound
‖∇m(g(̺))‖L∞ . ‖∇γ1̺‖L∞ · · · ‖∇γn̺‖L∞
. (‖∇γ1̺‖L2 · · · ‖∇γn̺‖L2)1/4
(∥∥∇2∇γ1̺∥∥
L2
· · · ∥∥∇2∇γn̺∥∥
L2
)3/4
.
(
‖̺‖1−γ1/m
L2
‖∇m̺‖γ1/m
L2
· · · ‖̺‖1−γn/m
L2
‖∇m̺‖γn/m
L2
)1/4
×
(∥∥∇2̺∥∥1−γ1/m
L2
∥∥∇m+2̺∥∥γ1/m
L2
· · · ∥∥∇2̺∥∥1−γn/m
L2
∥∥∇m+2̺∥∥γn/m
L2
)3/4
. ‖̺‖n−1H2 ‖∇m̺‖
1/4
L2
∥∥∇m+2̺∥∥3/4
L2
.
(3.6)
Hence, we conclude our lemma since ‖̺‖H2 ≤ 1. 
We begin with the first type of energy estimates including ρ and u themselves.
Lemma 3.2. Assume that 0 ≤ k ≤ N − 1, then we have
d
dt
∫
R3
γ|∇k̺|2 + |∇ku|2 dx+ C
∥∥∥∇k+1u∥∥∥2
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
)
. (3.7)
Proof. For k = 0, multiplying (2.6)1, (2.6)2 by γ̺, u respectively, summing up and then integrating
the resulting over R3 by parts, by Ho¨lder’s and Sobolev’s inequalities and the fact (3.3), we obtain
1
2
d
dt
∫
R3
γ|̺|2 + |u|2 dx+
∫
R3
µ¯|∇u|2 + (µ¯+ λ¯)|divu|2 dx
=
∫
R3
γ(−̺divu− u · ∇̺)̺− (u · ∇u+ h(̺)(µ¯∆u+ (µ¯ + λ¯)∇divu) + f(̺)∇̺) · u dx
. ‖̺‖L3 ‖∇u‖L2 ‖̺‖L6 +
(‖u‖L3 ‖∇u‖L2 + ‖̺‖L6 ∥∥∇2u∥∥L3 + ‖̺‖L3 ‖∇̺‖L2) ‖u‖L6
. δ
(
‖∇̺‖2L2 + ‖∇u‖2L2
)
.
(3.8)
By (2.13), we obtain (3.7) for k = 0.
Now for 1 ≤ k ≤ N−1, applying ∇k to (2.6)1, (2.6)2 and then multiplying the resulting identities
by γ∇k̺,∇ku respectively, summing up and integrating over R3, we obtain
1
2
d
dt
∫
R3
γ|∇k̺|2 + |∇ku|2 dx+
∫
R3
µ¯|∇k+1u|2 + (µ¯ + λ¯)|∇kdivu|2 dx
=
∫
R3
γ∇k(−̺divu− u · ∇̺)∇k̺
−∇k (u · ∇u+ h(̺)(µ¯∆u+ (µ¯+ λ¯)∇divu) + f(̺)∇̺) · ∇ku dx
=
∫
R3
γ∇k−1(̺divu+ u · ∇̺)∇k+1̺
+∇k−1 (u · ∇u+ h(̺)(µ¯∆u+ (µ¯+ λ¯)∇divu) + f(̺)∇̺) · ∇k+1u dx
:= I1 + I2 + I3 + I4 + I5.
(3.9)
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We shall estimate each term in the right hand side of (3.9). First, for the term I1, by Ho¨lder’s
inequality and the Sobolev interpolation of Lemma A.1, we have
I1 =
∫
R3
γ∇k−1(̺divu)∇k+1̺ dx
= γ
∫
R3
∑
0≤ℓ≤k−1
Cℓk−1∇k−1−ℓ̺∇ℓdivu∇k+1̺ dx
.
∑
0≤ℓ≤k−1
∥∥∥∇k−1−ℓ̺∥∥∥
L∞
∥∥∥∇ℓ+1u∥∥∥
L2
∥∥∥∇k+1̺∥∥∥
L2
.
∑
0≤ℓ≤k−1
∥∥∥∇k−1−ℓ̺∥∥∥
L∞
‖u‖1−
ℓ+1
k+1
L2
∥∥∥∇k+1u∥∥∥ ℓ+1k+1
L2
∥∥∥∇k+1̺∥∥∥
L2
.
(3.10)
The main idea is that we will carefully adjust the index in the right hand side of (3.10) so that it
can be bounded by the right hand side of (3.7). This is the crucial point that helps us close our
energy estimates at each k-th level and avoid imposing the smallness of the whole HN norm of
initial data. To this end, we use Lemma A.1 to do the interpolation
∥∥∥∇k−ℓ−1̺∥∥∥
L∞
. ‖∇α̺‖
ℓ+1
k+1
L2
∥∥∥∇k+1̺∥∥∥1− ℓ+1k+1
L2
, (3.11)
where α satisfies
k − ℓ− 1
3
=
(
α
3
− 1
2
)
× ℓ+ 1
k + 1
+
(
k + 1
3
− 1
2
)
×
(
1− ℓ+ 1
k + 1
)
=⇒ α = k + 1
2(ℓ+ 1)
≤ k + 1
2
≤
[
N
2
]
+ 1.
(3.12)
Hence, plugging (3.11) into (3.10), together with (3.1) and Young’s inequality, we obtain
I1 .
∑
0≤ℓ≤k−1
δ
∥∥∥∇k+1̺∥∥∥1− ℓ+1k+1
L2
∥∥∥∇k+1u∥∥∥ ℓ+1k+1
L2
∥∥∥∇k+1̺∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
)
.
(3.13)
Similarly, we can bound
I2 =
∫
R3
γ∇k−1(u · ∇̺)∇k+1̺ dx
= γ
∫
R3
∑
0≤ℓ≤k−1
Cℓk−1∇k−1−ℓu · ∇ℓ∇̺∇k+1̺ dx
.
∑
0≤ℓ≤k−1
∥∥∥∇k−1−ℓu∥∥∥
L∞
∥∥∥∇ℓ+1̺∥∥∥
L2
∥∥∥∇k+1̺∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
)
(3.14)
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and
I3 =
∫
R3
∇k−1 (u · ∇u) · ∇k+1u dx
= γ
∫
R3
∑
0≤ℓ≤k−1
Cℓk−1∇k−1−ℓu · ∇ℓ∇u∇k+1̺ dx
.
∑
0≤ℓ≤k−1
∥∥∥∇k−1−ℓu∥∥∥
L∞
∥∥∥∇ℓ+1u∥∥∥
L2
∥∥∥∇k+1u∥∥∥
L2
. δ
∥∥∥∇k+1u∥∥∥2
L2
.
(3.15)
Next, we estimate the term I4. First, we notice that
I4 =
∫
R3
∇k−1 (h(̺)(µ¯∆u+ (µ¯+ λ¯)∇divu)) · ∇k+1u dx
≈
∫
R3
∇k−1 (h(̺)∇2u) · ∇k+1u dx
=
∫
R3
∑
0≤ℓ≤k−1
Cℓk−1∇k−1−ℓh(̺)∇ℓ∇2u∇k+1u dx
.
∑
0≤ℓ≤k−1
∥∥∥∇k−1−ℓh(̺)∇ℓ+2u∥∥∥
L2
∥∥∥∇k+1u∥∥∥
L2
.
(3.16)
We shall separate the cases in the summation of (3.16). For ℓ = k − 1, we have∥∥∥h(̺)∇k+1u∥∥∥
L2
∥∥∥∇k+1u∥∥∥
L2
. ‖h(̺)‖L∞
∥∥∥∇k+1u∥∥∥
L2
∥∥∥∇k+1u∥∥∥
L2
. δ
∥∥∥∇k+1u∥∥∥2
L2
; (3.17)
for ℓ = k − 2, by Ho¨lder’s and Sobolev’s inequalities, we have∥∥∥∇(h(̺))∇ku∥∥∥
L2
∥∥∥∇k+1u∥∥∥
L2
.
∥∥h′(̺)∇̺∥∥
L3
∥∥∥∇ku∥∥∥
L6
∥∥∥∇k+1u∥∥∥
L2
. δ
∥∥∥∇k+1u∥∥∥2
L2
; (3.18)
and for 0 ≤ ℓ ≤ k− 3, noticing that k − ℓ ≥ 3, we may then use Lemma 3.1, together with Lemma
A.1, to bound∥∥∥∇k−1−ℓ(h(̺))∥∥∥
L∞
.
∥∥∥∇k−1−ℓ̺∥∥∥1/4
L2
∥∥∥∇k+1−ℓ̺∥∥∥3/4
L2
.
(
‖̺‖1−
k−1−ℓ
k+1
L2
∥∥∥∇k+1̺∥∥∥ k−1−ℓk+1
L2
)1/4(
‖̺‖1−
k+1−ℓ
k+1
L2
∥∥∥∇k+1̺∥∥∥ k+1−ℓk+1
L2
)3/4
. ‖̺‖
2ℓ+1
2(k+1)
L2
∥∥∥∇k+1̺∥∥∥1− 2ℓ+12(k+1)
L2
.
(3.19)
Therefore, by (3.19) and using Lemma A.1 again, we obtain∥∥∥∇k−1−ℓh(̺)∇ℓ+2u∥∥∥
L2
∥∥∥∇k+1u∥∥∥
L2
.
∥∥∥∇k−1−ℓh(̺)∥∥∥
L∞
∥∥∥∇ℓ+2u∥∥∥
L2
∥∥∥∇k+1u∥∥∥
L2
. ‖̺‖
2ℓ+1
2(k+1)
L2
∥∥∥∇k+1̺∥∥∥1− 2ℓ+12(k+1)
L2
‖∇αu‖1−
2ℓ+1
2(k+1)
L2
∥∥∥∇k+1u∥∥∥ 2ℓ+12(k+1)
L2
∥∥∥∇k+1u∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
)
,
(3.20)
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where we have denoted α by
ℓ+ 2 = α×
(
1− 2ℓ+ 1
2(k + 1)
)
+ (k + 1)× 2ℓ+ 1
2(k + 1)
=⇒ α = 3(k + 1)
2(k − ℓ) + 1 ≤
3(k + 1)
7
≤
[
N
2
]
+ 1 since k − ℓ ≥ 3.
(3.21)
In light of (3.17), (3.18) and (3.20), we find
I4 . δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
)
. (3.22)
Finally, it remains to estimate the last term I5. First, we have
I5 =
∫
R3
∇k−1 (f(̺)∇̺) · ∇k+1u dx
=
∫
R3
∑
0≤ℓ≤k−1
Cℓk−1∇k−1−ℓf(̺)∇ℓ∇̺∇k+1u dx
.
∑
0≤ℓ≤k−1
∥∥∥∇k−1−ℓf(̺)∇ℓ+1̺∥∥∥
L2
∥∥∥∇k+1u∥∥∥
L2
.
(3.23)
We shall separate the cases in the summation of (3.23). For ℓ = k − 1, we have∥∥∥f(̺)∇k̺∥∥∥
L2
∥∥∥∇k+1u∥∥∥
L2
. ‖̺‖L3
∥∥∥∇k̺∥∥∥
L6
∥∥∥∇k+1u∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
)
. (3.24)
For 0 ≤ ℓ ≤ k − 2, similarly as in (3.19)–(3.21), by Lemma 3.1 and Lemma A.1, we may bound∥∥∥∇k−1−ℓf(̺)∇ℓ+1̺∥∥∥
L2
∥∥∥∇k+1u∥∥∥
L2
. δ
2ℓ+1
2(k+1)
∥∥∥∇k+1̺∥∥∥1− 2ℓ+12(k+1)
L2
‖∇α̺‖1−
2ℓ+1
2(k+1)
L2
∥∥∥∇k+1̺∥∥∥ 2ℓ+12(k+1)
L2
∥∥∥∇k+1u∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
)
,
(3.25)
where we have denoted α by
ℓ+ 1 = α×
(
1− 2ℓ+ 1
2(k + 1)
)
+ (k + 1)× 2ℓ+ 1
2(k + 1)
=⇒ α = k + 1
2(k − ℓ) + 1 ≤
k + 1
5
≤
[
N
2
]
+ 1 since k − ℓ ≥ 2.
(3.26)
In light of (3.24) and (3.25), we find
I5 . δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
)
. (3.27)
Summing up the estimates for I1 ∼ I5, i.e., (3.13), (3.14), (3.15), (3.22) and (3.27), we deduce
(3.7) for 1 ≤ k ≤ N − 1. 
Next, we derive the second type of energy estimates excluding ρ and u themselves.
Lemma 3.3. Assume that 0 ≤ k ≤ N − 1, then we have
d
dt
∫
R3
γ|∇k+1̺|2 + |∇k+1u|2 dx+ C
∥∥∥∇k+2u∥∥∥2
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
.
(3.28)
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Proof. Let 0 ≤ k ≤ N − 1. Applying ∇k+1 to (2.6)1, (2.6)2 and multiplying by γ∇k+1̺, ∇k+1u
respectively, summing up and then integrating over R3 by parts, we obtain
1
2
d
dt
∫
R3
γ|∇k+1̺|2 + |∇k+1u|2 dx+
∫
R3
µ¯|∇k+2u|2 + (µ¯ + λ¯)|∇k+1divu|2 dx
=
∫
R3
γ∇k+1(−̺divu− u · ∇̺)∇k+1̺
−∇k+1 (u · ∇u+ h(̺)(µ¯∆u+ (µ¯+ λ¯)∇divu) + f(̺)∇̺) · ∇k+1u dx
=
∫
R3
γ∇k+1(−̺divu− u · ∇̺)∇k+1̺
+∇k (u · ∇u+ h(̺)(µ¯∆u+ (µ¯+ λ¯)∇divu) + f(̺)∇̺) · ∇k+2u dx
:= J1 + J2 + J3 + J4 + J5.
(3.29)
We shall estimate each term in the right hand side of (3.29). First, we split J1 as:
J1 = −γ
∫
R3
∇k+1(̺divu)∇k+1̺ dx
= −γ
∫
R3
(
̺∇k+1divu+ C1k+1∇̺∇kdivu+C2k+1∇2̺∇k−1divu
+
∑
3≤ℓ≤k+1
Cℓk+1∇ℓ̺∇k+1−ℓdivu
)
∇k+1̺ dx
:= J11 + J12 + J13 + J14.
(3.30)
Hereafter, it it happens to be the case ℓ > k+1, etc., then it means nothing. By Ho¨lder’s, Sobolev’s
and Cauchy’s inequalities, we obtain
J11 . ‖̺‖L∞
∥∥∥∇k+2u∥∥∥
L2
∥∥∥∇k+1̺∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
(3.31)
and
J12 . ‖∇̺‖L3
∥∥∥∇k+1u∥∥∥
L6
∥∥∥∇k+1̺∥∥∥
L2
. δ(
∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
), (3.32)
and
J13 .
∥∥∇2̺∥∥
L3
∥∥∥∇ku∥∥∥
L6
∥∥∥∇k+1̺∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
)
. (3.33)
While for the last term J14, noting that now k + 2− ℓ ≤ k − 1, by Ho¨lder’s inequality and Lemma
A.1, we obtain
J14 .
∑
2≤ℓ≤k+1
∥∥∥∇ℓ̺∥∥∥
L2
∥∥∥∇k+2−ℓu∥∥∥
L∞
∥∥∥∇k+1̺∥∥∥
L2
.
∑
2≤ℓ≤k+1
‖̺‖1−
ℓ
k+1
L2
∥∥∥∇k+1̺∥∥∥ ℓk+1
L2
‖∇αu‖
ℓ
k+1
L2
∥∥∥∇k+2u∥∥∥1− ℓk+1
L2
∥∥∥∇k+1̺∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
,
(3.34)
where we have denoted α by
k − ℓ+ 2
3
=
(
α
3
− 1
2
)
× ℓ
k + 1
+
(
k + 2
3
− 1
2
)
×
(
1− ℓ
k + 1
)
=⇒ α = 3(k + 1)
2ℓ
+ 1 ≤ k + 3
2
≤
[
N
2
]
+ 2 since ℓ ≥ 3.
(3.35)
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In light of (3.31), (3.32), (3.33) and (3.34), we find
J1 . δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
. (3.36)
Next, for the term J2, we utilize the commutator notation (A.7) to rewrite it as
J2 = −γ
∫
R3
∇k+1(u · ∇̺)∇k+1̺ dx
= −γ
∫
R3
(
u · ∇∇k+1̺+ [∇k+1, u] · ∇̺
)
∇k+1̺ dx
:= J21 + J22.
(3.37)
By integrating by part, we have
J21 = −γ
∫
R3
u · ∇|∇
k+1̺|2
2
dx =
γ
2
∫
R3
divu |∇k+1̺|2 dx
. ‖∇u‖L∞
∥∥∥∇k+1̺∥∥∥2
L2
. δ
∥∥∥∇k+1̺∥∥∥2
L2
.
(3.38)
We use the commutator estimate of Lemma A.3 to bound
J22 .
(
‖∇u‖L∞
∥∥∥∇k∇̺∥∥∥
L2
+
∥∥∥∇k+1u∥∥∥
L2
‖∇̺‖L∞
)∥∥∥∇k+1̺∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
)
.
(3.39)
In light of (3.38) and (3.39), we find
J2 . δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
)
. (3.40)
Now we estimate the term J3. By Ho¨lder’s inequality and Lemma A.1, we have
J3 =
∫
R3
∇k (u · ∇u) · ∇k+2u dx
=
∫
R3
∑
0≤ℓ≤k
Cℓk
(
∇k−ℓu · ∇∇ℓu
)
· ∇k+2u dx
.
∑
0≤ℓ≤k
∥∥∥∇k−ℓu∥∥∥
L∞
∥∥∥∇ℓ+1u∥∥∥
L2
∥∥∥∇k+2u∥∥∥
L2
.
∑
0≤ℓ≤k
‖∇αu‖
ℓ+1
k+2
L2
∥∥∥∇k+2u∥∥∥1− ℓ+1k+2
L2
‖u‖1−
ℓ+1
k+2
L2
∥∥∥∇k+2u∥∥∥ ℓ+1k+2
L2
∥∥∥∇k+2u∥∥∥
L2
. δ
∥∥∥∇k+2u∥∥∥2
L2
,
(3.41)
where we have denoted α by
k − ℓ
3
=
(
α
3
− 1
2
)
× ℓ+ 1
k + 2
+
(
k + 2
3
− 1
2
)
×
(
1− ℓ+ 1
k + 2
)
=⇒ α = k + 2
2(ℓ+ 1)
≤ k + 2
2
≤
[
N
2
]
+ 2.
(3.42)
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Next, we estimate the term J4, and we do the splitting
J4 =
∫
R3
∇k (h(̺)(µ¯∆u+ (µ¯+ λ¯)∇divu)) · ∇k+2u dx
≈
∫
R3
∇k (h(̺)∇2u) · ∇k+2u dx
=
∫
R3
(
h(̺)∇k+2u+C1k∇(h(̺))∇k+1u+ C2k∇2(h(̺))∇ku
+
∑
3≤ℓ≤k
Cℓk∇ℓ(h(̺))∇k−ℓ+2u
)
· ∇k+2u dx
:= J41 + J42 + J43 + J44.
(3.43)
The first three terms can be easily bounded by
J41 . ‖h(̺)‖L∞
∥∥∥∇k+2u∥∥∥2
L2
. δ
∥∥∥∇k+2u∥∥∥2
L2
(3.44)
and
J42 .
∥∥h′(̺)∥∥
L∞
‖∇̺‖L3
∥∥∥∇k+1u∥∥∥
L6
∥∥∥∇k+2u∥∥∥
L2
. δ
∥∥∥∇k+2u∥∥∥2
L2
, (3.45)
and
J43 .
(∥∥h′′(̺)∥∥
L∞
‖∇̺‖L∞ ‖∇̺‖L3 +
∥∥h′(̺)∥∥
L∞
∥∥∇2̺∥∥
L3
) ∥∥∥∇ku∥∥∥
L6
∥∥∥∇k+2u∥∥∥
L2
. δ
(∥∥∥∇k+1u∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
.
(3.46)
The last term J44 is much more complicated. We shall split it further as follows.
J44 .
∑
3≤ℓ≤k
∫
R3
|∇ℓ(h(̺))||∇k−ℓ+2u||∇k+2u| dx
=
∑
3≤ℓ≤k
∫
R3
|∇ℓ−1(h′(̺)∇̺)||∇k−ℓ+2u||∇k+2u| dx
≤
∑
3≤ℓ≤k
∫
R3

∣∣∣h′(̺)∇ℓ̺∣∣∣+ ∑
1≤m≤ℓ−1
∣∣∣∇m(h′(̺))∇ℓ−m̺∣∣∣

 |∇k−ℓ+2u||∇k+2u| dx
:= J441 + J442.
(3.47)
Since k − ℓ+ 2 ≤ k − 1, we may use Ho¨lder’s inequality and Lemma A.1 to bound
J441 .
∑
3≤ℓ≤k
∥∥∥∇ℓ̺∥∥∥
L2
∥∥∥∇k−ℓ+2u∥∥∥
L∞
∥∥∥∇k+2u∥∥∥
L2
.
∑
3≤ℓ≤k
‖̺‖1−
ℓ
k+1
L2
∥∥∥∇k+1̺∥∥∥ ℓk+1
L2
‖∇αu‖
ℓ
k+1
L2
∥∥∥∇k+2u∥∥∥1− ℓk+1
L2
∥∥∥∇k+2u∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
,
(3.48)
where we have denoted α by
k − ℓ+ 2
3
=
(
α
3
− 1
2
)
× ℓ
k + 1
+
(
k + 2
3
− 1
2
)
×
(
1− ℓ
k + 1
)
=⇒ α = 3(k + 1)
2ℓ
+ 1 ≤ k + 3
2
≤
[
N
2
]
+ 2 since ℓ ≥ 3.
(3.49)
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For the term J442, noting that 1 ≤ m ≤ ℓ − 1 ≤ k − 1, we may then use Ho¨lder’s inequality,
Lemma 3.1 and Lemma A.1 to bound
J442 .
∑
3≤ℓ≤k
∑
1≤m≤ℓ−1
∥∥∇m(h′(̺))∥∥
L∞
∥∥∥∇ℓ−m̺∥∥∥
L∞
∥∥∥∇k−ℓ+2u∥∥∥
L2
∥∥∥∇k+2u∥∥∥
L2
.
∑
3≤ℓ≤k
∑
1≤m≤ℓ−1
‖∇m̺‖1/4
L2
∥∥∇m+2̺∥∥3/4
L2
∥∥∥∇ℓ−m̺∥∥∥1/4
L2
∥∥∥∇ℓ−m+2̺∥∥∥3/4
L2
×
∥∥∥∇k−ℓ+2u∥∥∥
L2
∥∥∥∇k+2u∥∥∥
L2
.
(3.50)
To estimate the right hand side of (3.50), we divide it into two cases.
Case 1: For m = 1 or m = ℓ− 1, we have
‖∇̺‖1/4
L2
∥∥∇3̺∥∥3/4
L2
∥∥∥∇ℓ−1̺∥∥∥1/4
L2
∥∥∥∇ℓ+1̺∥∥∥3/4
L2
. δ ‖̺‖
1
4(1−
ℓ−1
k+1)
L2
∥∥∥∇k+1̺∥∥∥ 14( ℓ−1k+1)
L2
‖̺‖
3
4(1−
ℓ+1
k+1)
L2
∥∥∥∇k+1̺∥∥∥ 34( ℓ+1k+1)
L2
. δ
2− 2ℓ+1
2(k+1)
∥∥∥∇k+1̺∥∥∥ 2ℓ+12(k+1)
L2
.
(3.51)
Hence, by (3.51) and using Lemma A.1, we have
‖∇̺‖1/4
L2
∥∥∇3̺∥∥3/4
L2
∥∥∥∇ℓ−1̺∥∥∥1/4
L2
∥∥∥∇ℓ+1̺∥∥∥3/4
L2
∥∥∥∇k−ℓ+2u∥∥∥
L2
∥∥∥∇k+2u∥∥∥
L2
. δ
2− 2ℓ+1
2(k+1)
∥∥∥∇k+1̺∥∥∥ 2ℓ+12(k+1)
L2
‖∇αu‖
2ℓ+1
2(k+1)
L2
∥∥∥∇k+1u∥∥∥1− 2ℓ+12(k+1)
L2
∥∥∥∇k+2u∥∥∥
L2
. δ2
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
,
(3.52)
where we have denoted α by
k − ℓ+ 2 = α× 2ℓ+ 1
2(k + 1)
+ (k + 1)×
(
1− 2ℓ+ 1
2(k + 1)
)
=⇒ α = 3(k + 1)
2ℓ+ 1
≤ 3(k + 1)
7
≤
[
N
2
]
+ 1 since ℓ ≥ 3.
(3.53)
Case 2: For 2 ≤ m ≤ ℓ− 2, noting also that ℓ−m ≥ 2, then we bound
‖∇m̺‖1/4
L2
∥∥∇m+2̺∥∥3/4
L2
∥∥∥∇ℓ−m̺∥∥∥1/4
L2
∥∥∥∇ℓ−m+2̺∥∥∥3/4
L2
.
(∥∥∇2̺∥∥1−m−2k−1
L2
∥∥∥∇k+1̺∥∥∥m−2k−1
L2
)1/4(∥∥∇2̺∥∥1− mk−1
L2
∥∥∥∇k+1̺∥∥∥ mk−1
L2
)3/4
×
(∥∥∇2̺∥∥1− ℓ−m−2k−1
L2
∥∥∥∇k+1̺∥∥∥ ℓ−m−2k−1
L2
)1/4(∥∥∇2̺∥∥1− ℓ−mk−1
L2
∥∥∥∇k+1̺∥∥∥ ℓ−mk−1
L2
)3/4
.
∥∥∇2̺∥∥2− ℓ−1k−1
L2
∥∥∥∇k+1̺∥∥∥ ℓ−1k−1
L2
.
(3.54)
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Hence, by (3.54) and using Lemma A.1 again, we have
‖∇m̺‖1/4
L2
∥∥∇m+2̺∥∥3/4
L2
∥∥∥∇ℓ−m̺∥∥∥1/4
L2
∥∥∥∇ℓ−m+2̺∥∥∥3/4
L2
∥∥∥∇k−ℓ+2u∥∥∥
L2
∥∥∥∇k+2u∥∥∥
L2
. δ2−
ℓ−1
k−1
∥∥∥∇k+1̺∥∥∥ ℓ−1k−1
L2
‖∇αu‖
ℓ−1
k−1
L2
∥∥∥∇k+1u∥∥∥1− ℓ−1k−1
L2
∥∥∥∇k+2u∥∥∥
L2
. δ2
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
,
(3.55)
where we have denoted α by
k − ℓ+ 2 = α× ℓ− 1
k − 1 + (k + 1)×
(
1− ℓ− 1
k − 1
)
=⇒ α = 2.
(3.56)
Therefore, we deduce from the two cases above that
J442 . δ
2
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
, (3.57)
and this together with (3.48) implies
J44 . δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
. (3.58)
By the estimates (3.44), (3.45), (3.46) and (3.58), we obtain
J4 . δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
. (3.59)
Finally, it remains to estimate the last term J5. To begin with, we split
J5 =
∫
R3
∇k (f(̺)∇̺) · ∇k+2u dx
=
∫
R3
(
f(̺)∇k+1̺+ C1k∇(f(̺))∇k̺+
∑
2≤ℓ≤k
Cℓk∇ℓ(f(̺))∇k−ℓ+1̺
)
· ∇k+2u dx
:= J51 + J52 + J53.
(3.60)
The first two terms can be easily bounded by
J51 . ‖f(̺)‖L∞
∥∥∥∇k+1̺∥∥∥
L2
∥∥∥∇k+2u∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
(3.61)
and
J52 . ‖∇̺‖L3
∥∥∥∇k̺∥∥∥
L6
∥∥∥∇k+2u∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
. (3.62)
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We now focus on the most delicate term J53. We shall split it further as follows.
J53 .
∑
2≤ℓ≤k
∫
R3
|∇ℓ(f(̺))||∇k−ℓ+1̺||∇k+2u| dx
=
∑
2≤ℓ≤k
∫
R3
|∇ℓ−1(f ′(̺)∇̺)||∇k−ℓ+1̺||∇k+2u| dx
≤
∫
R3
(|f ′(̺)∇2̺|+ |f ′′(̺)∇̺∇̺|) |∇k−1̺||∇k+2u| dx
+
∑
3≤ℓ≤k
∫
R3

|f ′(̺)∇ℓ̺|+ ∑
1≤m≤ℓ−1
|∇m(f ′(̺))∇ℓ−m̺|

 |∇k−ℓ+1̺||∇k+2u| dx
:= J531 + J532 + J533.
(3.63)
By Ho¨lder’s inequality, Lemma A.1, we estimate J531 by
J531 .
(∥∥∇2̺∥∥
L2
+ ‖∇̺‖L3 ‖∇̺‖L6
) ∥∥∥∇k−1̺∥∥∥
L∞
∥∥∥∇k+2u∥∥∥
L2
.
∥∥∇2̺∥∥
L2
‖̺‖
1
2
k+1
L2
∥∥∥∇k+1̺∥∥∥k+
1
2
k+1
L2
∥∥∥∇k+2u∥∥∥
L2
.
∥∥∇2̺∥∥ 34
L2
‖̺‖
1
4
−
1
2
k+1
L2
∥∥∥∇k+1̺∥∥∥
1
2
k+1
L2
‖̺‖
1
2
k+1
L2
∥∥∥∇k+1̺∥∥∥ k+
1
2
k+1
L2
∥∥∥∇k+2u∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
.
(3.64)
Since ℓ ≥ 3, k − ℓ+ 1 ≤ k − 2, we may use Ho¨lder’s inequality and Lemma A.1 to bound J532 by
J532 .
∥∥∥∇ℓ̺∥∥∥
L2
∥∥∥∇k−ℓ+1̺∥∥∥
L∞
∥∥∥∇k+2u∥∥∥
L2
. ‖̺‖1−
ℓ
k+1
L2
∥∥∥∇k+1̺∥∥∥ ℓk+1
L2
‖∇α̺‖
ℓ
k+1
L2
∥∥∥∇k+1̺∥∥∥1− ℓk+1
L2
∥∥∥∇k+2u∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
,
(3.65)
where we have denoted α by
k − ℓ+ 1
3
=
(
α
3
− 1
2
)
× ℓ
k + 1
+
(
k + 1
3
− 1
2
)
× (1− ℓ
k + 1
)
=⇒ α = 3(k + 1)
2ℓ
≤ k + 1
2
≤
[
N
2
]
+ 1 since ℓ ≥ 3.
(3.66)
For the term J533, noticing that 1 ≤ m ≤ ℓ − 1 ≤ k − 1, we may then use Ho¨lder’s inequality,
Lemma 3.1 and Lemma A.1 to bound
J533 .
∑
3≤ℓ≤k
∑
1≤m≤ℓ−1
∥∥∇m(h′(̺))∥∥
L∞
∥∥∥∇ℓ−m̺∥∥∥
L∞
∥∥∥∇k−ℓ+1̺∥∥∥
L2
∥∥∥∇k+2u∥∥∥
L2
.
∑
3≤ℓ≤k
∑
1≤m≤ℓ−1
‖∇m̺‖1/4
L2
∥∥∇m+2̺∥∥3/4
L2
∥∥∥∇ℓ−m̺∥∥∥1/4
L2
∥∥∥∇ℓ−m+2̺∥∥∥3/4
L2
×
∥∥∥∇k−ℓ+1̺∥∥∥
L2
∥∥∥∇k+2u∥∥∥
L2
.
(3.67)
To estimate the right hand side of (3.67), we divide it into two cases.
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Case 1: For m = 1 or m = ℓ− 1, similarly as in (3.51)–(3.53), by Lemma A.1 we have
‖∇̺‖1/4
L2
∥∥∇3̺∥∥3/4
L2
∥∥∥∇ℓ−1̺∥∥∥1/4
L2
∥∥∥∇ℓ+1̺∥∥∥3/4
L2
∥∥∥∇k−ℓ+1̺∥∥∥
L2
∥∥∥∇k+2u∥∥∥
L2
. δ
2− 2ℓ+1
2(k+1)
∥∥∥∇k+1̺∥∥∥ 2ℓ+12(k+1)
L2
‖∇α̺‖
2ℓ+1
2(k+1)
L2
∥∥∥∇k+1̺∥∥∥1− 2ℓ+12(k+1)
L2
∥∥∥∇k+2u∥∥∥
L2
. δ2
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
,
(3.68)
where we have denoted α by
k − ℓ+ 1 = α× 2ℓ+ 1
2(k + 1)
+ (k + 1)×
(
1− 2ℓ+ 1
2(k + 1)
)
=⇒ α = k + 1
2ℓ+ 1
≤ k + 1
7
≤
[
N
7
]
+ 1 since ℓ ≥ 3.
(3.69)
Case 2: For 2 ≤ m ≤ ℓ− 2, noting also that ℓ−m ≥ 2, as in (3.54), we may bound
‖∇m̺‖1/4
L2
∥∥∇m+2̺∥∥3/4
L2
∥∥∥∇ℓ−m̺∥∥∥1/4
L2
∥∥∥∇ℓ−m+2̺∥∥∥3/4
L2
.
∥∥∇2̺∥∥2− ℓ−1k−1 ∥∥∥∇k+1̺∥∥∥ ℓ−1k−1
L2
. (3.70)
Notice that we may not simply let
∥∥∇2̺∥∥ . δ as in (3.55) since it would be out of reach for some
ℓ. We will adjust the index as follows, by Lemma A.1,
∥∥∇2̺∥∥2− ℓ−1k−1 ∥∥∥∇k+1̺∥∥∥ ℓ−1k−1
L2
. δ
2− ℓ−1
k−1
− k+1
2(k−1)
∥∥∇2̺∥∥ k+12(k−1)
L2
∥∥∥∇k+1̺∥∥∥ ℓ−1k−1
L2
. δ
2− ℓ−1
k−1
− k+1
2(k−1)
(
‖̺‖1−
2
k+1
L2
∥∥∥∇k+1̺∥∥∥ 2k+1
L2
) k+1
2(k−1) ∥∥∥∇k+1̺∥∥∥ ℓ−1k−1
L2
. δ2−
ℓ
k−1
∥∥∥∇k+1̺∥∥∥ ℓk−1
L2
.
(3.71)
Hence, by (3.70)–(3.71) and using Lemma A.1 again, we have
‖∇m̺‖1/4
L2
∥∥∇m+2̺∥∥3/4
L2
∥∥∥∇ℓ−m̺∥∥∥1/4
L2
∥∥∥∇ℓ−m+2̺∥∥∥3/4
L2
∥∥∥∇k−ℓ+1̺∥∥∥
L2
∥∥∥∇k+2u∥∥∥
L2
. δ2−
ℓ
k−1
∥∥∥∇k+1̺∥∥∥ ℓk−1
L2
‖∇α̺‖
ℓ
k−1
L2
∥∥∥∇k+1̺∥∥∥1− ℓk−1
L2
∥∥∥∇k+2u∥∥∥
L2
. δ2
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
,
(3.72)
where we have denoted α by
k − ℓ+ 1 = α× ℓ
k − 1 + (k + 1)×
(
1− ℓ
k − 1
)
=⇒ α = 2.
(3.73)
Therefore, we deduce from the two cases above that
J533 . δ
2
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
, (3.74)
and this together with (3.64) and (3.65) implies
J53 . δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
. (3.75)
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By the estimates (3.61), (3.62) and (3.75), we obtain
J5 . δ
(∥∥∥∇k+1̺∥∥∥2
L2
+
∥∥∥∇k+1u∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
. (3.76)
Summing up the estimates for J1 ∼ J5, i.e., (3.36), (3.40), (3.41), (3.59) and (3.76), by (2.13),
we deduce (3.28) for 0 ≤ k ≤ N − 1. 
Now, we will use the equations (2.6) to recover the dissipation estimate for ̺.
Lemma 3.4. Assume that 0 ≤ k ≤ N − 1, then we have
d
dt
∫
R3
∇ku · ∇∇k̺ dx+C
∥∥∥∇k+1̺∥∥∥2
L2
.
∥∥∥∇k+1u∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
. (3.77)
Proof. Let 0 ≤ k ≤ N − 1. Applying ∇k to (2.6)2 and then multiplying by ∇∇k̺, we obtain
γρ¯
∫
R3
|∇k+1̺|2 dx ≤ −
∫
R3
∇k∂tu · ∇∇k̺ dx+ C
∥∥∥∇k+2u∥∥∥
L2
∥∥∥∇k+1̺∥∥∥
L2
+
∥∥∥∇k (u · ∇u+ h(̺)(µ¯∆u+ (µ¯ + λ¯)∇divu) + f(̺)∇̺)∥∥∥
L2
∥∥∥∇k+1̺∥∥∥
L2
.
(3.78)
The delicate first term in the right hand side of (3.78) involves ∇k∂tu, and the key idea is to
integrate by parts in the t-variable and use the continuity equation. Thus integrating by parts for
both the t- and x-variables, we obtain
−
∫
R3
∇k∂tu · ∇∇k̺ dx
= − d
dt
∫
R3
∇ku · ∇∇k̺ dx−
∫
R3
∇kdivu · ∇k∂t̺ dx
= − d
dt
∫
R3
∇ku · ∇∇k̺ dx+ ρ¯
∥∥∥∇kdivu∥∥∥2
L2
+
∫
R3
∇kdivu · ∇k(̺divu+ u · ∇̺) dx.
(3.79)
For k = 0, we easily bound the last term in (3.79) by
−
∫
R3
divu · (̺divu+ u · ∇̺) dx . δ
(
‖∇̺‖2L2 + ‖∇u‖2L2
)
. (3.80)
For 1 ≤ k ≤ N − 1, we integrate by parts to have∫
R3
∇kdivu · ∇k(̺divu+ u · ∇̺) dx = −
∫
R3
∇k+1divu · ∇k−1(̺divu+ u · ∇̺) dx. (3.81)
Recalling from the derivations of the estimates of I1 and I2 in Lemma 3.2, we have already proved
that ∥∥∥∇k−1 (̺divu+ u · ∇̺)∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥
L2
+
∥∥∥∇k+1u∥∥∥
L2
)
. (3.82)
Thus, in view of (3.79)–(3.82), together with Cauchy’s inequality, we obtain
−
∫
R3
∇kut · ∇∇k̺ dx
≤ − d
dt
∫
R3
∇ku · ∇∇k̺ dx+ C
(∥∥∥∇k+1u∥∥∥2
L2
+
∥∥∥∇k+2u∥∥∥2
L2
)
+ δ
∥∥∥∇k+1̺∥∥∥2
L2
.
(3.83)
On the other hand, recalling the derivations of the estimates of J3, J4 and J5 in Lemma 3.3, we
have already proved that∥∥∥∇k (u · ∇u+ h(̺)(µ¯∆u+ (µ¯+ λ¯)∇divu) + f(̺)∇̺)∥∥∥
L2
. δ
(∥∥∥∇k+1̺∥∥∥
L2
+
∥∥∥∇k+1u∥∥∥
L2
+
∥∥∥∇k+2u∥∥∥
L2
)
.
(3.84)
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Plugging the estimates (3.83)–(3.84) into (3.78), by Cauchy’s inequality, since δ is small, we then
obtain (3.77). 
3.2. Energy evolution of negative Sobolev norms. In this subsection, we will derive the
evolution of the negative Sobolev norms of the solution. In order to estimate the nonlinear terms,
we need to restrict ourselves to that s ∈ (0, 3/2). We will establish the following lemma.
Lemma 3.5. For s ∈ (0, 1/2], we have
d
dt
∫
R3
γ|Λ−s̺|2 + |Λ−su|2 dx+ C ∥∥∇Λ−su∥∥2
L2
. ‖∇̺,∇u‖2H1
(∥∥Λ−s̺∥∥
L2
+
∥∥Λ−su∥∥
L2
)
; (3.85)
and for s ∈ (1/2, 3/2), we have
d
dt
∫
R3
γ|Λ−s̺|2 + |Λ−su|2 dx+ C ∥∥∇Λ−su∥∥2
L2
. ‖(̺, u)‖s−1/2
L2
‖(∇̺,∇u)‖5/2−s
H1
(∥∥Λ−s̺∥∥
L2
+
∥∥Λ−su∥∥
L2
)
.
(3.86)
Proof. Applying Λ−s to (2.6)1, (2.6)2 and multiplying the resulting by γΛ
−s̺,Λ−su respectively,
summing up and then integrating over R3 by parts, we obtain
1
2
d
dt
∫
R3
γ|Λ−s̺|2 + |Λ−su|2 dx+
∫
R3
µ¯|∇Λ−su|2 + (µ¯+ λ¯)|divΛ−su|2 dx
=
∫
R3
γΛ−s(−̺divu− u · ∇̺)Λ−s̺
− Λ−s (u · ∇u+ h(̺)(µ¯∆u+ (µ¯+ λ¯)∇divu) + f(̺)∇̺) · Λ−su dx
:= W1 +W2 +W3 +W4 +W5.
(3.87)
We now restrict the value of s in order to estimate the nonlinear terms in the right hand side of
(3.87). If s ∈ (0, 1/2], then 1/2 + s/3 < 1 and 3/s ≥ 6. Then using the estimate (A.14) of Riesz
potential in Lemma A.6 and the Sobolev interpolation of Lemma A.1, together with Ho¨lder’s and
Young’s inequalities, we obtain
W1 = −γ
∫
R3
Λ−s(̺divu)Λ−s̺ dx .
∥∥Λ−s(̺divu)∥∥
L2
∥∥Λ−s̺∥∥
L2
. ‖̺divu‖
L
1
1/2+s/3
∥∥Λ−s̺∥∥
L2
. ‖̺‖L3/s ‖∇u‖L2
∥∥Λ−s̺∥∥
L2
. ‖∇̺‖1/2−s
L2
∥∥∇2̺∥∥1/2+s
L2
‖∇u‖L2
∥∥Λ−s̺∥∥
L2
.
(
‖∇̺‖2L2 +
∥∥∇2̺∥∥2
L2
+ ‖∇u‖2L2
)∥∥Λ−s̺∥∥
L2
.
(3.88)
Similarly, we can bound the remaining terms by
W2 = −γ
∫
R3
Λ−s(u · ∇̺)Λ−s̺ dx .
(
‖∇u‖2L2 +
∥∥∇2u∥∥2
L2
+ ‖∇̺‖2L2
)∥∥Λ−s̺∥∥
L2
, (3.89)
W3 = −
∫
R3
Λ−s (u · ∇u) · Λ−su dx .
(
‖∇u‖2L2 +
∥∥∇2u∥∥2
L2
)∥∥Λ−su∥∥
L2
, (3.90)
W4 = −
∫
R3
Λ−s
(
h(̺)(µ¯∆u+ (µ¯+ λ¯)∇divu))Λ−su dx
.
(
‖∇̺‖2L2 +
∥∥∇2̺∥∥2
L2
+
∥∥∇2u∥∥2
L2
) ∥∥Λ−su∥∥
L2
,
(3.91)
W5 = −
∫
R3
Λ−s (f(̺)∇̺) · Λ−su dx .
(
‖∇̺‖2L2 +
∥∥∇2̺∥∥2
L2
)∥∥Λ−su∥∥
L2
. (3.92)
Hence, plugging the estimates (3.88)–(3.92) into (3.87), we deduce (3.85).
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Now if s ∈ (1/2, 3/2), we shall estimate the right hand side of (3.87), i.e., W1 ∼W5 in a different
way. Since s ∈ (1/2, 3/2), we have that 1/2 + s/3 < 1 and 2 < 3/s < 6. Then using the (different)
Sobolev interpolation, we have
W1 = −γ
∫
R3
Λ−s(̺divu)Λ−s̺ dx . ‖̺‖L3/s ‖∇u‖L2
∥∥Λ−s̺∥∥
L2
. ‖̺‖s−1/2
L2
‖∇̺‖3/2−s
L2
‖∇u‖L2
∥∥Λ−s̺∥∥
L2
.
(3.93)
W2 = −γ
∫
R3
Λ−s(u · ∇̺)Λ−s̺ dx . ‖u‖s−1/2
L2
‖∇u‖3/2−s
L2
‖∇̺‖L2
∥∥Λ−s̺∥∥
L2
, (3.94)
W3 = −
∫
R3
Λ−s (u · ∇u) · Λ−su dx . ‖u‖s−1/2
L2
‖∇u‖3/2−s
L2
‖∇u‖L2
∥∥Λ−su∥∥
L2
, (3.95)
W4 = −
∫
R3
Λ−s
(
h(̺)(µ¯∆u+ (µ¯ + λ¯)∇divu))Λ−su dx
. ‖̺‖s−1/2
L2
‖∇̺‖3/2−s
L2
∥∥∇2u∥∥
L2
∥∥Λ−su∥∥
L2
,
(3.96)
W5 = −
∫
R3
Λ−s (f(̺)∇̺) · Λ−su dx . ‖̺‖s−1/2
L2
‖∇̺‖3/2−s
L2
‖∇̺‖L2
∥∥Λ−s̺∥∥
L2
. (3.97)
Hence, plugging the estimates (3.93)–(3.97) into (3.87), we deduce (3.86). 
3.3. Proof of Theorem 2.1. In this subsection, we shall combine all the energy estimates that
we have derived in the previous two subsections to prove Theorem 2.1.
We first close the energy estimates at each ℓ-th level in our weaker sense. Let N ≥ 3 and
0 ≤ ℓ ≤ m − 1 with [N2 ] + 2 ≤ m ≤ N . Summing up the estimates (3.7) of Lemma 3.2 for from
k = ℓ to m − 1, and then adding the resulting estimates with the estimates (3.28) of Lemma 3.3
for k = m− 1, by changing the index and since δ is small, we obtain
d
dt
∑
ℓ≤k≤m
(
γ
∥∥∥∇k̺∥∥∥2
L2
+
∥∥∥∇ku∥∥∥2
L2
)
+ C1
∑
ℓ+1≤k≤m+1
∥∥∥∇ku∥∥∥2
L2
≤ C2δ
∑
ℓ+1≤k≤m
∥∥∥∇k̺∥∥∥2
L2
. (3.98)
Summing up the estimates (3.77) of Lemma 3.4 for from k = ℓ to m− 1, we have
d
dt
∑
ℓ≤k≤m−1
∫
R3
∇ku · ∇∇k̺ dx+C3
∑
ℓ+1≤k≤m
∥∥∥∇k̺∥∥∥2
L2
≤ C4
∑
ℓ+1≤k≤m+1
∥∥∥∇ku∥∥∥2
L2
. (3.99)
Multiplying (3.99) by 2C2δ/C3, adding it with (3.98), since δ > 0 is small, we deduce that there
exists a constant C5 > 0 such that for 0 ≤ ℓ ≤ m− 1,
d
dt


∑
ℓ≤k≤m
(
γ
∥∥∥∇k̺∥∥∥2
L2
+
∥∥∥∇ku∥∥∥2
L2
)
+
2C1δ
C3
∑
ℓ≤k≤m−1
∫
R3
∇ku · ∇∇k̺ dx


+ C5


∑
ℓ+1≤k≤m
∥∥∥∇k̺∥∥∥2
L2
+
∑
ℓ+1≤k≤m+1
∥∥∥∇ku∥∥∥2
L2

 ≤ 0.
(3.100)
Next, we define Emℓ (t) to be C−15 times the expression under the time derivative in (3.100).
Observe that since δ is small Emℓ (t) is equivalent to
∥∥∇ℓ̺(t)∥∥2
Hm−ℓ
+
∥∥∇ℓu(t)∥∥2
Hm−ℓ
, that is, there
exists a constant C6 > 0 such that for 0 ≤ ℓ ≤ m− 1,
C−16
∥∥∥∇ℓ̺(t)∥∥∥2
Hm−ℓ
+
∥∥∥∇ℓu(t)∥∥∥2
Hm−ℓ
≤ Emℓ (t) ≤ C6
∥∥∥∇ℓ̺(t)∥∥∥2
Hm−ℓ
+
∥∥∥∇ℓu(t)∥∥∥2
Hm−ℓ
. (3.101)
Then we may write (3.100) as that for 0 ≤ ℓ ≤ m− 1,
d
dt
Emℓ +
∥∥∥∇ℓ+1̺∥∥∥2
Hm−ℓ−1
+
∥∥∥∇ℓ+1u∥∥∥2
Hm−ℓ
≤ 0. (3.102)
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Proof of (2.9). Taking ℓ = 0 and m = [N2 ] + 2 in (3.102), and then integrating directly in time, in
light of (3.101), we obtain
‖̺(t)‖2
H[
N
2 ]+2
+ ‖u(t)‖2
H[
N
2 ]+2
≤ C6E [
N
2
]+2
0 (t) ≤ C6E
[N
2
]+2
0 (0)
≤ C26
(
‖̺0‖2
H[
N
2 ]+2
+ ‖u0‖2
H[
N
2 ]+2
)
.
(3.103)
By a standard continuity argument, this closes the a priori estimates (3.1) if we assume ‖̺0‖
H[
N
2 ]+2
+
‖u0‖
H[
N
2 ]+2
≤ δ0 is sufficiently small. This in turn allows us to take ℓ = 0 and [N2 ] + 2 ≤ m ≤ N in
(3.102), and then integrate it directly in time, to obtain
‖̺(t)‖2Hm + ‖u(t)‖2Hm +
∫ t
0
‖∇̺(τ)‖2Hm−1 + ‖∇u(τ)‖2Hm dτ ≤ C24
(
‖̺0‖2Hm + ‖u0‖2Hm
)
. (3.104)
This proves (2.9). 
Now we turn to prove (2.10)–(2.11). However, we are not able to prove them for all s ∈ [0, 3/2)
at this moment. We shall first prove them for s ∈ [0, 1/2].
Proof of (2.10)–(2.11) for s ∈ [0, 1/2]. We define E−s(t) to be the expression under the time deriva-
tive in the estimates (3.85)–(3.86) of Lemma 3.5, which is equivalent to ‖Λ−s̺(t)‖2L2+‖Λ−su(t)‖2L2 .
Then, integrating in time (3.85), by (2.9), we obtain that for s ∈ (0, 1/2],
E−s(t) ≤ E−s(0) +C
∫ t
0
‖∇̺(τ),∇u(τ)‖2H1
√
E−s(τ) dτ
≤ C0
(
1 + sup
0≤τ≤t
√
E−s(τ)
)
.
(3.105)
This implies (2.10) for s ∈ [0, 1/2], that is,∥∥Λ−s̺(t)∥∥2
L2
+
∥∥Λ−su(t)∥∥2
L2
≤ C0 for s ∈ [0, 1/2]. (3.106)
If ℓ = 1, . . . , N − 1, we may use Lemma A.4 to have∥∥∥∇ℓ+1f∥∥∥
L2
≥ C ∥∥Λ−sf∥∥− 1ℓ+s
L2
∥∥∥∇ℓf∥∥∥1+ 1ℓ+s
L2
. (3.107)
By this fact and (3.106), we may find∥∥∥∇ℓ+1̺∥∥∥2
L2
+
∥∥∥∇ℓ+1u∥∥∥2
L2
≥ C0
(∥∥∥∇ℓ̺∥∥∥2
L2
+
∥∥∥∇ℓu∥∥∥2
L2
)1+ 1
ℓ+s
. (3.108)
This together with (2.9) implies in particular that for ℓ = 1, . . . , N − 1,∥∥∥∇ℓ+1̺∥∥∥2
HN−ℓ−1
+
∥∥∥∇ℓ+1u∥∥∥2
HN−ℓ−1
≥ C0
(∥∥∥∇ℓ̺∥∥∥2
HN−ℓ
+
∥∥∥∇ℓu∥∥∥2
HN−ℓ
)1+ 1
ℓ+s
. (3.109)
In view of (3.101) and (3.109), we then deduce from (3.102) with m = N the following time
differential inequality
d
dt
ENℓ + C0
(ENℓ )1+ 1ℓ+s ≤ 0 for ℓ = 1, . . . , N − 1. (3.110)
Solving this inequality directly gives, together with (3.104),
ENℓ (t) ≤ C0(1 + t)−(ℓ+s) for ℓ = 1, . . . , N − 1. (3.111)
Consequently, in view of (3.101), we obtain from (3.111) that for s ∈ [0, 1/2],∥∥∥∇ℓ̺(t)∥∥∥2
HN−ℓ
+
∥∥∥∇ℓu(t)∥∥∥2
HN−ℓ
≤ C0(1 + t)−(ℓ+s) for ℓ = 1, . . . , N − 1. (3.112)
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Thus, by (3.112), (2.9) and the interpolation, we deduce (2.11) for s ∈ [0, 1/2]. 
Proof of (2.10)–(2.11) for s ∈ (1/2, 3/2). Notice that the arguments for the case s ∈ [0, 1/2] can
not be applied to this case. However, observing that we have ̺0, u0 ∈ H˙−1/2 since H˙−s∩L2 ⊂ H˙−s′
for any s′ ∈ [0, s], we then deduce from what we have proved for (2.10) and (2.11) with s = 1/2
that the following decay result holds:∥∥∥∇ℓ̺(t)∥∥∥2
HN−ℓ
+
∥∥∥∇ℓu(t)∥∥∥2
HN−ℓ
≤ C0(1 + t)−(ℓ+1/2) for − 1
2
≤ ℓ ≤ N − 1. (3.113)
Hence, by (3.113), we deduce from (3.86) that for s ∈ (1/2, 3/2),
E−s(t) ≤ E−s(0) + C
∫ t
0
(
‖(̺, u)‖s−1/2
L2
‖(∇̺,∇u)‖5/2−s
H1
)√
E−s(τ) dτ
≤ C0 + C0
∫ t
0
(1 + τ)−(7/4−s/2) dτ sup
0≤τ≤t
√
E−s(τ)
≤ C0
(
1 + sup
0≤τ≤t
√
E−s(τ)
)
.
(3.114)
This implies (2.10) for s ∈ (1/2, 3/2), that is,∥∥Λ−s̺(t)∥∥2
L2
+
∥∥Λ−su(t)∥∥2
L2
≤ C0 for s ∈ (1/2, 3/2). (3.115)
Now that we have proved (3.115), we may repeat the arguments leading to (2.11) for s ∈
(1/2, 3/2) to prove that it holds for s ∈ (1/2, 3/2). This completes the proof of Theorem 2.1. 
4. Boltzmann equation
4.1. Energy estimates. In this subsection, we will derive the a priori nonlinear energy estimates
for the equation (2.20). We first derive the following standard energy estimates:
Lemma 4.1. Let k = 0, . . . , N , then we have
d
dt
∥∥∥∇kf∥∥∥2
L2
+ σ0
∥∥∥∇k{I−P}f∥∥∥2
ν
.
∑
|γ1|≤k
∥∥∥|∇|γ1|f |2|∇k−|γ1|f |ν∥∥∥2
L2
. (4.1)
Proof. Applying ∂γ with |γ| = k, 0 ≤ k ≤ N to (2.20), multiplying the resulting identity by ∂γf
and then integrating over R3x × R3v, we obtain
1
2
d
dt
‖∂γf‖2L2 + (L∂γf, ∂γf) = (∂γΓ(f, f), ∂γf). (4.2)
The estimate (A.19) of Lemma A.8 implies
(L∂γf, ∂γf) ≥ σ0 ‖∂γ{I −P}f‖2ν . (4.3)
On the other hand, by the collision invariant property, the estimate (A.22) (with η = 1/2) of
Lemma A.9 and symmetry, together with Cauchy’s inequality, we obtain
(∂γΓ(f, f), ∂γf) =
∑
γ1≤γ
Cγ1γ (Γ(∂
γ−γ1f, ∂γ1f), ∂γ{I −P}f)
≤ C
∑
γ1≤γ
|ν−1/2Γ(∂γ−γ1f, ∂γ1f)|2|ν1/2∂γ{I −P}f |2
≤ C
∑
γ1≤γ
∫
R3x
|∂γ1f |2|∂γ−γ1f |ν |∂γ{I −P}f |ν dx
≤ C
∑
|γ1|≤k
∥∥∥|∇|γ1|f |2|∇k−|γ1|f |ν∥∥∥2
L2
+
σ0
2
‖∂γ{I −P}f‖2ν .
(4.4)
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Hence, by the estimates (4.3)–(4.4), we deduce (4.1) from (4.2). 
Next, notice that the dissipation estimate in (4.1) is degenerate, and it only controls the micro-
scopic part {I−P}f . Hence, in order to get the full dissipation estimate we shall use the equation
(2.20) to estimate the hydrodynamic part Pf in terms of the microscopic part.
Lemma 4.2. Let N ≥ 3. If ‖f(t)‖L2vHNx . δ, then we have that for k = 0, . . . , N − 1, there exists
a constant C1 > 0 such that
dGk
dt
+
∥∥∥∇k+1Pf∥∥∥2
L2
≤ C1
{∥∥∥∇k{I−P}f∥∥∥2
L2
+
∥∥∥∇k+1{I−P}f∥∥∥2
L2
}
. (4.5)
Here Gk(t) is defined by (4.9) with the property
|Gk| .
∥∥∥∇kf∥∥∥2
L2
+
∥∥∥∇k+1f∥∥∥2
L2
. (4.6)
Proof. We represent Pf as
Pf =
{
a(t, x) + b(t, x) · v + c(t, x)|v|2}√µ. (4.7)
Then for each k = 0, . . . , N−1, it follows from Lemma 6.1 of [10] that there exists a constant C > 0
such that∥∥∥∇k+1Pf∥∥∥2
L2
≤ dGk
dt
+ C
{∥∥∥∇k{I−P}f∥∥∥2
L2
+
∥∥∥∇k+1{I −P}f∥∥∥2
L2
}
+C
∥∥∥〈∇kΓ(f, f), ζ〉∥∥∥2
L2
,
(4.8)
where Gk(t) is defined as
Gk(t) =
∑
|γ|=k
∫
R3
{〈{I −P}∂γf, ζa〉 · ∇x∂γa+ {I−P}∂γf, ζij〉 · ∂j∂γbi} dx
+
∑
|γ|=k
∫
R3
{〈{I −P}∂γf, ζc〉 · ∇x∂γc+ ∂γb · ∇x∂γa} dx,
(4.9)
and ζ, ζa(v), ζij(v), and ζc(v) are some fixed linear combinations of the basis
[
√
µ, vi
√
µ, vivj
√
µ, vi|v|2√µ], 1 ≤ i, j ≤ 3.
The proof of (4.8) is based on the use of the local conservation laws and macroscopic equations
which are derived from the so called macro-micro decomposition.
We now estimate the nonlinear term in the right hand side of (4.8). By the estimate (A.21) of
Lemma A.9 and the fact that ζ decays exponentially in v, we have∥∥∥〈∇kΓ(f, f), ζ〉∥∥∥2
L2
.
∑
|γ|=k
∑
γ1≤γ
∥∥〈Γ(∂γ1f, ∂γ−γ1f), ζ〉∥∥2
L2
.
∑
|γ1|≤k
∥∥∥|∇|γ1|f |2|∇k−|γ1|f |2∥∥∥2
L2
.
(4.10)
By Ho¨lder’s inequality, Minkowski’s integral inequality (A.16) of Lemma A.7, the Sobolev interpo-
lation of Lemma A.2 and Young’s inequality, we obtain∥∥∥|∇|γ1|f |2|∇k−|γ1|f |2∥∥∥
L2
.
∥∥∥∇|γ1|f∥∥∥
L6xL
2
v
∥∥∥∇k−|γ1|f∥∥∥
L3xL
2
v
.
∥∥∥∇|γ1|f∥∥∥
L2vL
6
x
∥∥∥∇k−|γ1|f∥∥∥
L2vL
3
x
. ‖f‖1−
|γ1|+1
k+1
L2
∥∥∥∇k+1f∥∥∥ |γ1|+1k+1
L2
‖∇αf‖
|γ1|+1
k+1
L2
∥∥∥∇k+1f∥∥∥1− |γ1|+1k+1
L2
. δ
∥∥∥∇k+1f∥∥∥
L2
.
(4.11)
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Here we have denoted α by
1
3
− k − |γ1|
3
=
(
1
2
− α
3
)
× |γ1|+ 1
k + 1
+
(
1
2
− k + 1
3
)
×
(
1− |γ1|+ 1
k + 1
)
=⇒ α = k + 1
2(|γ1|+ 1) ≤
k + 1
2
≤ N
2
.
(4.12)
Hence, we have ∥∥∥〈∇kΓ(f, f), ζ〉∥∥∥2
L2
. δ2
∥∥∥∇k+1f∥∥∥2
L2
. (4.13)
Plugging the estimates (4.13) into (4.8), since δ is small, we obtain (4.5). 
To conclude our energy estimates, we turn to the nonlinear term in the right hand side of (4.1).
We shall derive the following two sets of nonlinear estimates, depending on whether we assume the
weighted norm of initial data.
Lemma 4.3. Let N ≥ 3. If ‖f(t)‖L2vHNx . δ, then for k = 0, . . . , N − 1, we have
∑
|γ1|≤k
∥∥∥|∇|γ1|f |2|∇k−|γ1|f |ν∥∥∥2
L2
. δ2

∥∥∥∇k+1f∥∥∥2
L2
+
∑
1≤ℓ≤N
∥∥∥∇ℓ{I−P}f∥∥∥2
ν

 ; (4.14)
and for k = N , we have
∑
|γ1|≤N
∥∥∥|∇|γ1|f |2|∇N−|γ1|f |ν∥∥∥2
L2
. δ2

∥∥∇Nf∥∥2
L2
+
∑
1≤ℓ≤N
∥∥∥∇ℓ{I−P}f∥∥∥2
ν

 . (4.15)
Proof. We first use the splitting f = Pf + {I−P}f to have∥∥∥|∇|γ1|f |2|∇k−|γ1|f |ν∥∥∥
L2
.
∥∥∥|∇|γ1|f |2|∇k−|γ1|f |2∥∥∥
L2
+
∥∥∥|∇|γ1|f |2|∇k−|γ1|{I−P}f |ν∥∥∥
L2
:= J11 + J12.
(4.16)
For the term J11, if k = 0, . . . , N − 1, it has been already bounded in (4.11) as
J11 . δ
∥∥∥∇k+1f∥∥∥
L2
; (4.17)
while for k = N , by the symmetry, we may assume |γ1| ≤ N2 to obtain, by Lemma A.7 and Lemma
A.2,
J11 .
∥∥∥∇|γ1|f∥∥∥
L∞x L
2
v
∥∥∥∇N−|γ1|f∥∥∥
L2
.
∥∥∥∇|γ1|f∥∥∥
L2vL
∞
x
∥∥∥∇N−|γ1|f∥∥∥
L2
. ‖∇αf‖1−
|γ1|
N
L2
∥∥∇Nf∥∥ |γ1|N
L2
‖f‖
|γ1|
N
L2
∥∥∇Nf∥∥1− |γ1|N
L2
. δ
∥∥∇Nf∥∥
L2
,
(4.18)
where we have denoted α by
− |γ1|
3
=
(
1
2
− α
3
)
×
(
1− |γ1|
N
)
+
(
1
2
− N
3
)
× |γ1|
N
=⇒ α = 3N
2(N − |γ1|) ≤ 3 since |γ1| ≤ N/2.
(4.19)
Now for the term J12, note that we can only bound the ν-weighted factor by the dissipation,
so we can not pursue as before to adjust the index. Notice that {I −P}f is always part of the
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dissipation. If |γ1| ≤ k− 2 (if k− 2 < 0, then it’s nothing in this case, etc.) and hence k− |γ1| ≥ 2,
then we bound
J12 ≤
∥∥∥∇|γ1|f∥∥∥
L∞x L
2
v
∥∥∥∇k−|γ1|{I −P}f∥∥∥
ν
. δ
∑
2≤ℓ≤N
∥∥∥∇ℓ{I−P}f∥∥∥
ν
; (4.20)
and if |γ1| ≥ k − 1 and hence k − |γ1| ≤ 1, then we bound, by Sobolev’s inequality,
J12 ≤
∥∥∥∇|γ1|f∥∥∥
L2
∥∥∥|∇k−|γ1|{I−P}f |ν∥∥∥
L∞x
≤
∥∥∥∇|γ1|f∥∥∥
L2
∥∥∥ν1/2∇k−|γ1|{I −P}f∥∥∥
L2vL
∞
x
. δ
∑
1≤ℓ≤3
∥∥∥∇ℓ{I−P}f∥∥∥
ν
.
(4.21)
Hence, we have that for k = 0, . . . , N ,
J12 . δ
∑
1≤ℓ≤N
∥∥∥∇ℓ{I−P}f∥∥∥
ν
. (4.22)
Consequently, in light of the estimates (4.17), (4.18) and (4.22), we then get (4.14)–(4.15). 
Lemma 4.4. Let N ≥ 3. If ‖f(t)‖L2vHNx + ‖f(t)‖ν . δ, then for k = 0, . . . , N − 1, we have∑
|γ1|≤k
∥∥∥|∇|γ1|f |2|∇k−|γ1|f |ν∥∥∥2
L2
. δ2
(∥∥∥∇k+1f∥∥∥2
L2
+
∥∥∥∇k{I−P}f∥∥∥2
ν
)
; (4.23)
and for k = N , we have ∑
|γ1|≤N
∥∥∥|∇|γ1|f |2|∇N−|γ1|f |ν∥∥∥2
L2
. δ2
∥∥∇Nf∥∥2
ν
. (4.24)
Proof. Clearly, we only need to revise the estimates of the term J12 defined in (4.16). Note that
now we can also bound the ν-weighted factor by the energy, so we can pursue to adjust the index.
For k = 0, . . . , N − 1, if |γ1| = 0, then we have
J12 . ‖f‖L∞x L2v
∥∥∥∇k{I−P}f∥∥∥
ν
. δ
∥∥∥∇k{I −P}f∥∥∥
ν
; (4.25)
if |γ1| ≥ 1, then by Lemma A.7 and Lemma A.2, we have
J12 .
∥∥∥∇|γ1|f∥∥∥
L3xL
2
v
∥∥∥ν1/2∇k−|γ1|{I−P}f∥∥∥
L6xL
2
v
.
∥∥∥∇|γ1|f∥∥∥
L2vL
3
x
∥∥∥ν1/2∇k−|γ1|{I−P}f∥∥∥
L2vL
6
x
. ‖∇αf‖1−
|γ1|−1
k
L2
∥∥∥∇k+1f∥∥∥ |γ1|−1k
L2
‖{I−P}f‖
|γ1|−1
k
ν
∥∥∥∇k{I−P}f∥∥∥1− |γ1|−1k
ν
. δ
(∥∥∥∇k+1f∥∥∥
L2
+
∥∥∥∇k{I−P}f∥∥∥
ν
)
.
(4.26)
where we have denoted α by
1
3
− |γ1|
3
=
(
1
2
− α
3
)
×
(
1− |γ1| − 1
k
)
+
(
1
2
− k + 1
3
)
× |γ1| − 1
k
=⇒ α =
3
2k − (|γ1| − 1)
k − (|γ1| − 1) ≤
k
2
+ 1 ≤ N + 1
2
.
(4.27)
Hence, we have that for k = 0, . . . , N − 1,
J12 . δ
(∥∥∥∇k+1f∥∥∥
L2
+
∥∥∥∇k{I −P}f∥∥∥
ν
)
. (4.28)
This together with (4.17) implies (4.23).
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Now for k = N , if |γ1| ≥ N − 1, by Lemma A.7 and Lemma A.2, we estimate
J12 ≤
∥∥∥∇|γ1|f∥∥∥
L2
∥∥∥ν1/2∇N−|γ1|{I −P}f∥∥∥
L∞x L
2
v
≤
∥∥∥∇|γ1|f∥∥∥
L2
∥∥∥ν1/2∇N−|γ1|{I−P}f∥∥∥
L2vL
∞
x
. ‖∇αf‖1−
2|γ1|−3
2N
L2
∥∥∇Nf∥∥ 2|γ1|−32N
L2
‖{I−P}f‖
2|γ1|−3
2N
ν
∥∥∇N{I −P}f∥∥1− 2|γ1|−32N
ν
. δ
(∥∥∇Nf∥∥
L2
+
∥∥∇N{I−P}f∥∥
ν
)
,
(4.29)
where we have denoted α by
|γ1| = α×
(
1− 2|γ1| − 3
2N
)
+N × 2|γ1| − 3
2N
=⇒ α = 3N
2(N − |γ1|) + 3 ≤ N ;
(4.30)
and if |γ1| ≤ N − 2, by again Lemma A.7 and Lemma A.2, we estimate
J12 ≤
∥∥∥∇|γ1|f∥∥∥
L∞x L
2
v
∥∥∥∇N−|γ1|{I −P}f∥∥∥
ν
≤
∥∥∥∇|γ1|f∥∥∥
L2vL
∞
x
∥∥∥∇N−|γ1|{I−P}f∥∥∥
ν
. ‖∇αf‖1−
|γ1|
N
L2
∥∥∇Nf∥∥ |γ1|N
L2
‖{I−P}f‖
|γ1|
N
ν
∥∥∇N{I−P}f∥∥N−|γ1|N
ν
. δ
(∥∥∇Nf∥∥
L2
+
∥∥∇N{I −P}f∥∥
ν
)
,
(4.31)
where we have denoted α by
− |γ1|
3
=
(
1
2
− N
3
)
× |γ1|
N
+
(
1
2
− α
3
)
×
(
1− |γ1|
N
)
=⇒ α = 3N
2(N − |γ1|) ≤
3N
4
since |γ1| ≤ N − 2.
(4.32)
Hence, we have that for k = N ,
J12 . δ
(∥∥∇Nf∥∥
L2
+
∥∥∇N{I−P}f∥∥
ν
)
. (4.33)
This together with (4.18) implies (4.24). 
4.2. Energy evolution of of negative Sobolev norms. In this subsection, we will derive the
evolution of the negative Sobolev norms of the solution. In order to estimate the nonlinear terms,
we need to restrict ourselves to that s ∈ (0, 3/2). We will establish the following lemma.
Lemma 4.5. For s ∈ (0, 1/2], we have
d
dt
∥∥Λ−sf∥∥2
L2
+ σ0
∥∥Λ−s{I−P}f∥∥2
ν
. ‖{I−P}f‖2ν + ‖∇f‖2L2 +
∥∥∇2f∥∥2
L2
; (4.34)
and for s ∈ (1/2, 3/2), we have
d
dt
∥∥Λ−sf∥∥2
L2
+ σ0
∥∥Λ−s{I−P}f∥∥2
ν
. ‖{I−P}f‖2ν + ‖f‖2s+1L2 ‖∇f‖3−2sL2 . (4.35)
Proof. Applying Λ−s to (2.20), and then taking the L2 inner product with Λ−sf , together with the
collision invariant property and Cauchy’s inequality, we have
1
2
d
dt
∥∥Λ−sf∥∥2
L2
+ σ0
∥∥Λ−s{I −P}f∥∥2
ν
≤ (Λ−sΓ(f, f),Λ−s{I−P}f)
≤ C
∥∥∥Λ−s (ν− 12Γ(f, f))∥∥∥2
L2
+
σ0
2
∥∥Λ−s{I−P}f∥∥2
ν
.
(4.36)
To estimate the right hand side of (4.36), since 0 < s < 3/2, we let 1 < p < 2 to be with
1/2 + s/3 = 1/p. By the estimate (A.14) of Riesz potential in Lemma A.6, Minkowski’s integral
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inequality (A.16) of Lemma A.7, and the estimate (A.22) (with η = 1/2) of Lemma A.9, together
with Ho¨lder’s inequality, we obtain∥∥∥Λ−s (ν− 12Γ(f, f))∥∥∥
L2
=
∥∥∥Λ−s (ν− 12Γ(f, f))∥∥∥2
L2vL
2
x
.
∥∥∥ν− 12Γ(f, f)∥∥∥
L2vL
p
x
≤
∥∥∥ν− 12Γ(f, f)∥∥∥
LpxL2v
. ‖|f |2|f |ν‖Lpx ≤ ‖f‖L 3sx L2v
‖f‖ν
≤ ‖f‖
L2vL
3
s
x
(‖{I −P}f‖ν + ‖f‖L2) .
(4.37)
We bound the first term in (4.37) as, since 3/s > 2, by Sobolev’s inequality,
‖f‖
L2vL
3
s
x
‖{I−P}f‖ν . ‖f‖L2vH2x ‖{I−P}f‖ν . δ ‖{I −P}f‖ν . (4.38)
While for the other term in (4.37), we shall separate the estimates according the value of s. If
0 < s ≤ 1/2, then 3/s ≥ 6, we use the Sobolev interpolation and Young’s inequality to have
‖f‖
L2vL
3
s
x
‖f‖L2 ≤ ‖∇f‖1+s/2L2
∥∥∇2f∥∥1−s/2
L2
‖f‖L2 . δ
(‖∇f‖L2 + ∥∥∇2f∥∥L2) ; (4.39)
and if s ∈ (1/2, 3/2), then 2 < 3/s < 6, we use the (different) Sobolev interpolation and Ho¨lder’s
inequality to have
‖f‖
L2vL
3
s
x
‖f‖L2 . ‖f‖s−1/2L2 ‖∇f‖
3/2−s
L2
‖f‖L2 = ‖f‖s+1/2L2 ‖∇f‖
3/2−s
L2
. (4.40)
Consequently, in light of (4.37)–(4.40), we deduce from (4.36) that (4.34) holds for s ∈ (0, 1/2]
and that (4.35) holds for s ∈ (1/2, 3/2). 
4.3. Energy evolution of the microscopic part {I −P}f . In this subsection, we will derive
the energy evolution of the weighted norm of the microscopic part. With the help of this weighted
norm, we can prove a further estimates of the microscopic part which allows us to prove the faster
decay of it. The following lemma provides the energy evolution for {I−P}f .
Lemma 4.6. If ‖f(t)‖L2vHNx . δ, then we have
d
dt
‖{I −P}f‖2L2 + σ0 ‖{I−P}f‖2ν . ‖∇f‖2L2 . (4.41)
and
d
dt
‖{I−P}f‖2ν +
1
2
‖ν{I−P}f‖2L2 . ‖∇f‖2L2 + ‖{I−P}f‖2ν . (4.42)
Proof. We only prove (4.42), but the proof of (4.41) is similar. Applying the projection {I −P} to
(2.20), we obtain
∂t{I −P}f + v · ∇x{I−P}f + L{I−P}f = Γ(f, f)− v · ∇xPf +P(v · ∇xf). (4.43)
Taking the L2 inner product of (4.43) with ν{I−P}f , we have
1
2
d
dt
‖{I−P}f‖2ν + (νL{I−P}f, {I−P}f)
= (Γ(f, f), ν{I −P}f) + (−v · ∇xPf +P(v · ∇xf), ν{I−P}f).
(4.44)
The estimate (A.20) of Lemma A.8 implies
(νL{I−P}f, {I −P}f) ≥ 1
2
‖ν{I−P}f‖2L2 − C‖{I−P}f‖2ν . (4.45)
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While we use Ho¨lder’s inequality, the estimate (A.22) (with η = 0) of Lemma A.9 and Sobolev’s
inequality to bound
(Γ(f, f), ν{I −P}f) ≤ C
∫
R3x
|νf |2|f |2|ν{I−P}f |2 dx
≤ C
∫
R3x
{ν{I−P}f |2 + |Pf |2} |f |2|ν{I−P}f |2 dx
≤ C ‖f‖L∞x L2v ‖ν{I−P}f‖
2
L2 + ‖f‖L3xL2v ‖f‖L6xL2v ‖ν{I−P}f‖L2
≤ Cδ
(
‖ν{I−P}f‖2L2 + ‖∇f‖2L2
)
,
(4.46)
On the other hand, by the direct computation we can bound the last two terms in (4.44) by
(−v · ∇xPf +P(v · ∇xf), ν{I−P}f) ≤ C ‖∇f‖2L2 +
1
8
‖ν{I−P}f‖2L2 . (4.47)
Hence, plugging (4.45)–(4.47) into (4.44), since δ is small, we obtain (4.42). 
By (4.42), we know that if ‖f0‖ν is small, then ‖f(t)‖ν is small. With the help of this weighted
bound, we can prove the following energy evolution for ∇k{I−P}f, k = 1, . . . , N − 2.
Lemma 4.7. If ‖f(t)‖L2vHNx + ‖f(t)‖L2ν . δ, then for k = 0, . . . , N − 2, we have
d
dt
∥∥∥∇k{I−P}f∥∥∥2
L2
+ σ0
∥∥∥∇k{I−P}f∥∥∥2
ν
.
∥∥∥∇k+1f∥∥∥2
L2
. (4.48)
Proof. Applying ∇k with k = 0, . . . , N − 2 to (4.43) and then taking the L2 inner product with
∇k{I −P}f , we have
1
2
d
dt
∥∥∥∇k{I−P}f∥∥∥2
L2
+ σ0
∥∥∥∇k{I−P}f∥∥∥2
ν
≤
(
∇kΓ(f, f),∇k{I −P}f
)
+
(
−v · ∇x∇kPf +P(v · ∇x∇kf),∇k{I −P}f
)
.
(4.49)
By the estimate (4.23) of Lemma 4.4, we may bound(
∇kΓ(f, f),∇k{I−P}f
)
≤ Cδ2
∥∥∥∇k+1f∥∥∥2
L2
+
(
Cδ2 +
σ0
8
)∥∥∥∇k{I −P}f∥∥∥2
ν
. (4.50)
By the direct computation we can bound the last two terms in (4.49) by(
−v · ∇x∇kPf +P(v · ∇x∇kf),∇k{I−P}f
)
≤ C
∥∥∥∇k+1f∥∥∥2
L2
+
σ0
4
∥∥∥∇k{I−P}f∥∥∥2
L2
. (4.51)
Hence, plugging (4.50)–(4.51) into (4.49), we obtain (4.48). 
4.4. Proof of Theorems 2.4. In this subsection, we will combine all the energy estimates that
we have derived in the previous three subsections to prove Theorem 2.4.
We let N ≥ 3 and then assume the a priori estimates
‖f(t)‖L2vHNx . δ. (4.52)
Let 0 ≤ ℓ ≤ N − 1. For from k = ℓ to N − 1 we bound the righthand side of (4.1) of Lemma 4.1 by
the estimate (4.14) of Lemma 4.3 and then sum up the resulting estimates, by changing the index,
we obtain
d
dt
∑
ℓ≤k≤N−1
∥∥∥∇kf∥∥∥2
L2
+ C
∑
ℓ≤k≤N−1
∥∥∥∇k{I−P}f∥∥∥2
ν
≤ Cδ2

 ∑
ℓ≤k≤N−1
∥∥∥∇k+1f∥∥∥2
L2
+
∑
1≤k≤N
∥∥∥∇k{I −P}f∥∥∥2
ν

 .
(4.53)
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For k = N we bound the righthand side of (4.1) of Lemma 4.1 by the estimates (4.15) of Lemma
4.3, and then add the resulting estimate with (4.53), by changing the index, to deduce that there
exist constants C2, C3 > 0 such that
d
dt
∑
ℓ≤k≤N
∥∥∥∇kf∥∥∥2
L2
+C2
∑
ℓ≤k≤N
∥∥∥∇k{I −P}f∥∥∥2
ν
≤ C3δ2

 ∑
ℓ+1≤k≤N
∥∥∥∇kf∥∥∥2
L2
+
∑
1≤k≤N
∥∥∥∇k{I−P}f∥∥∥2
ν

 .
(4.54)
On the other hand, we sum up the estimates (4.5) of Lemma 4.2 from k = ℓ to N − 1, by changing
the index, to obtain
d
dt
∑
ℓ≤k≤N−1
Gk +
∑
ℓ+1≤k≤N
∥∥∥∇kPf∥∥∥2
L2
≤ C1
∑
ℓ≤k≤N
∥∥∥∇k{I−P}f∥∥∥2
L2
. (4.55)
Then, multiplying (4.55) by a small number β > 0 and then adding the resulting inequality with
(4.54), we obtain
d
dt

 ∑
ℓ≤k≤N
∥∥∥∇kf∥∥∥2
L2
+ β
∑
ℓ≤k≤N−1
Gk


+ (C2 − C1β)
∑
ℓ≤k≤N
∥∥∥∇k{I−P}f∥∥∥2
ν
+ β
∑
ℓ+1≤k≤N
∥∥∥∇kPf∥∥∥2
L2
≤ C3δ2

 ∑
ℓ+1≤k≤N
∥∥∥∇kf∥∥∥2
L2
+
∑
1≤k≤N
∥∥∥∇k{I−P}f∥∥∥2
ν

 .
(4.56)
We define Eℓ(t) to be the expression under the time derivative in (4.56). We may now take β to
be sufficiently small so that (C2 −C1β) > 0 and that Eℓ(t) is equivalent to
∥∥∇ℓf(t)∥∥2
L2vH
N−ℓ
x
due to
the fact (4.6). On the other hand, since β is fixed and δ is small, we can then absorb the first term
in the right hand side of (4.56) to have that for some constant C4 > 0, by adjusting the constant
in the definition of Eℓ(t),
d
dt
Eℓ +
∥∥∥∇ℓ{I −P}f∥∥∥2
ν
+
∑
ℓ+1≤k≤N
∥∥∥∇kf∥∥∥2
ν
≤ C4δ2
∑
1≤k≤N
∥∥∥∇k{I−P}f∥∥∥2
ν
. (4.57)
Proof of (2.29). We take ℓ = 0 in (4.57). Noticing that in this case, we can absorb the right hand
side of (4.57), so we have, by adjusting the constant in the definition of E0(t),
d
dt
E0 + ‖{I−P}f‖2ν +
∑
1≤k≤N
∥∥∥∇kf∥∥∥2
ν
≤ 0. (4.58)
Integrating (4.58) directly in time, we deduce (2.29). Hence, if we assume (2.28) for a sufficiently
small δ0, then a standard continuity argument closes the a priori estimates (4.52) and thus we
conclude the global solution with the uniform bound (2.29). 
Now we turn to prove (2.30)–(2.31). However, we are not able to prove them for all s at this
moment. We shall first prove them for s ∈ [0, 1/2].
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Proof of (2.30)–(2.31) for s ∈ [0, 1/2]. First, integrating in time the estimate (4.34) of Lemma 4.5,
by the bound (2.29), we obtain that for s ∈ (0, 1/2],
∥∥Λ−sf(t)∥∥2
L2
≤ ∥∥Λ−sf0∥∥2L2 + C
∫ t
0
(
‖{I−P}f(τ)‖2ν + ‖∇f(τ)‖2L2 +
∥∥∇2f(τ)∥∥2
L2
)
dτ ≤ C0.
(4.59)
This together with (2.29) gives (2.30) for s ∈ [0, 1/2].
Next, we take ℓ = 1 in (4.57). Noticing that in this case we can also absorb the right hand side
of (4.57), so we have, by adjusting the constant in the definition of E1(t),
d
dt
E1 + ‖∇{I−P}f‖2ν +
∑
2≤k≤N
∥∥∥∇kf∥∥∥2
ν
≤ 0. (4.60)
Recalling that the energy functional E1(t) is equivalent to ‖∇f(t)‖2L2vHN−1x , so there is one excep-
tional term ‖∇Pf(t)‖2L2 that can not be bounded by the corresponding dissipation in (4.60). The
key point is to interpolate by Lemma A.5 as
‖∇Pf‖L2 ≤ ‖∇f‖L2 .
∥∥∇2f∥∥1+s2+s
L2
∥∥Λ−sf∥∥ 12+s
L2
. (4.61)
This yields that for some C5 > 0,∥∥∇2f∥∥
L2
≥ C5 ‖∇f‖1+
1
1+s
L2
∥∥Λ−sf∥∥− 11+s
L2
. (4.62)
Thus, by the bound (2.30), then we have that there exists C0 > 0 so that∥∥∇2f∥∥
L2
≥ C0 ‖∇f‖1+
1
1+s
L2
. (4.63)
Hence, by (4.63) and the trivial inequality ‖·‖ ≤ ‖·‖ν , we deduce from (4.60) that
d
dt
E1 + C0(E1)1+
1
1+s ≤ 0. (4.64)
Solving this inequality directly and by (2.29) again, we obtain that
E1(t) ≤ C0(1 + t)−(1+s). (4.65)
This gives (2.31) for ℓ = 1. While for −s < ℓ < 1, (2.31) follows by the interpolation. 
Proof of (2.30)–(2.31) for s ∈ (1/2, 3/2). Notice that the arguments for the case s ∈ [0, 1/2] can
not be applied to this case. However, observing that we have f0 ∈ L2vH˙−1/2x since L2vH˙−sx ∩L2vL2x ⊂
L2vH˙
−s′
x for any s
′ ∈ [0, s], we then deduce from what we have proved for (2.30) and (2.31) with
s = 1/2 that the following decay result holds:∑
ℓ≤k≤N
∥∥∥∇kf(t)∥∥∥2
L2
≤ C0(1 + t)−(ℓ+
1
2
) for − 1
2
≤ ℓ ≤ 1. (4.66)
Hence, by (4.66) and (2.29), we deduce from (4.35) that for s ∈ (1/2, 3/2),
∥∥Λ−sf(t)∥∥2
L2
≤ ∥∥Λ−sf0∥∥2L2 + C
∫ t
0
(
‖{I−P}f(τ)‖2ν + ‖f(τ)‖2s+1L2 ‖∇f(τ)‖3−2sL2
)
dτ.
≤ C0 + C0
∫ t
0
(1 + τ)−(5/2−s) dτ ≤ C0.
(4.67)
This proves (2.30) for s ∈ (1/2, 3/2). Now that we have proved (4.67), we may repeat the arguments
leading to (2.31) for s ∈ [0, 1/2] to obtain (2.31) for s ∈ (1/2, 3/2). 
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Proof of (2.32). Applying the Gronwall inequality to (4.41), by (2.31) with ℓ = 1, we obtain
‖{I−P}f(t)‖2L2 ≤ e−σ0t ‖{I−P}f0‖2L2 + C
∫ t
0
e−σ0(t−τ) ‖∇f(τ)‖2L2 dτ
≤ e−σ0t ‖f0‖2L2 + C0
∫ t
0
e−σ0(t−τ)(1 + τ)−(1+s) dτ
≤ C0(1 + t)−(1+s).
(4.68)
This gives (2.32). 
Proof of (2.34). Due to the estimates (2.29) and (4.42), if we assume (2.33) for a sufficiently small
δ0 > 0, then we have the estimates
‖f(t)‖L2vHNx + ‖f(t)‖ν . δ. (4.69)
This allows us to use Lemma 4.4 in place of Lemma 4.3 to improve the estimate (4.57) as
d
dt
Eℓ +
∥∥∥∇ℓ{I−P}f∥∥∥2
ν
+
∑
ℓ+1≤k≤N
∥∥∥∇kf∥∥∥2
ν
≤ 0 for ℓ = 0, . . . , N − 1. (4.70)
Then we interpolate by using Lemma A.5 as,
∥∥∥∇ℓf∥∥∥
L2
.
∥∥∥∇ℓ+1f∥∥∥ ℓ+sℓ+s+1
L2
∥∥Λ−sf∥∥ 1ℓ+s+1
L2
. (4.71)
This together with (2.30) yields that there exists C0 > 0 such that for −s < ℓ ≤ N − 1,
∥∥∥∇ℓ+1f∥∥∥
L2
≥ C
(∥∥∥∇ℓf∥∥∥2
L2
)1+ 1
ℓ+s ∥∥Λ−sf∥∥− 1ℓ+s
L2
≥ C0
(∥∥∥∇ℓf∥∥∥2
L2
)1+ 1
ℓ+s
. (4.72)
Hence, by (4.72) and the trivial inequality ‖·‖L2 ≤ ‖·‖ν , we deduce from (4.70) that
d
dt
Eℓ + C0(Eℓ)1+
1
ℓ+s ≤ 1 for ℓ = 1, . . . , N − 1. (4.73)
Solving this inequality directly and by (2.29) again, we obtain that
Eℓ(t) ≤ C0(1 + t)−(ℓ+s) for ℓ = 1, . . . , N − 1. (4.74)
Thus, by (2.30), (4.74) and the interpolation, we deduce (2.34). 
Proof of (2.35). The estimates (4.69) allows us to have the estimates (4.48) of Lemma 4.7. Hence,
applying the Gronwall inequality to (4.48) with k = 1, · · · , N − 2, by (2.34) with ℓ = k + 1, we
obtain∥∥∥∇k{I −P}f(t)∥∥∥2
L2
≤ e−σ0t
∥∥∥∇k{I−P}f0∥∥∥2
L2
+ C
∫ t
0
e−σ0(t−τ)
∥∥∥∇k+1f(τ)∥∥∥2
L2
dτ
≤ e−σ0t
∥∥∥∇kf0∥∥∥2
L2
+ C0
∫ t
0
e−σ0(t−τ)(1 + τ)−(k+1+s) dτ
≤ C0(1 + t)−(k+1+s).
(4.75)
This proves (2.35) for ℓ = 1, . . . , N − 2. Which for −s < ℓ < N − 2, (2.35) follows by the
interpolation. The proof of Theorem 2.4 is completed. 
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Appendix A. Analytic tools
A.1. Sobolev type inequalities. We will extensively use the Sobolev interpolation of the Gagliardo-
Nirenberg inequality.
Lemma A.1. Let 0 ≤ m,α ≤ ℓ, then we have
‖∇αf‖Lp . ‖∇mf‖1−θL2
∥∥∥∇ℓf∥∥∥θ
L2
(A.1)
where 0 ≤ θ ≤ 1 and α satisfy
1
p
− α
3
=
(
1
2
− m
3
)
(1− θ) +
(
1
2
− ℓ
3
)
θ. (A.2)
Proof. This can be found in [25, pp. 125, THEOREM]. 
For the Boltzmann equation, we shall use the corresponding Sobolev interpolation of the Gagliardo-
Nirenberg inequality for the functions on R3x ×R3v.
Lemma A.2. Let 0 ≤ m,α ≤ ℓ. Let w(v) be any weight function of v, then we have(∫
R3v
w ‖∇αf‖2Lpx dv
) 1
2
.
(∫
R3v
w ‖∇mf‖2L2x dv
) 1−θ
2
(∫
R3v
w
∥∥∥∇ℓf∥∥∥2
L2x
dv
) θ
2
(A.3)
where 0 ≤ θ ≤ 1 and α satisfy
1
p
− α
3
=
(
1
2
− m
3
)
(1− θ) +
(
1
2
− ℓ
3
)
θ. (A.4)
Proof. For any function f(x, v), by Lemma A.1, we have
‖∇αf‖Lpx . ‖∇mf‖
1−θ
L2x
∥∥∥∇ℓf∥∥∥θ
L2x
. (A.5)
Taking the square of (A.5) and then multiplying by w(v), integrating over R3v, by Ho¨lder’s inequality,
we obtain∫
R3v
w ‖∇αf‖2Lpx dv .
∫
R3v
w ‖∇mf‖2(1−θ)
L2x
∥∥∥∇ℓf∥∥∥2θ
L2x
dv
=
∫
R3v
(
w
1
2 ‖∇mf‖L2x
)2(1−θ)(
w
1
2
∥∥∥∇ℓf∥∥∥
L2x
)2θ
dv
≤
(∫
R3v
(
w
1
2 ‖∇mf‖L2x
)2
dv
)1−θ(∫
R3v
(
w
1
2
∥∥∥∇ℓf∥∥∥
L2x
)2θ
dv
)θ
.
(A.6)
Taking the square root of (A.6), we deduce (A.3). 
We recall the following commutator estimate:
Lemma A.3. Let m ≥ 1 be an integer and define the commutator
[∇m, f ]g = ∇m(fg)− f∇mg. (A.7)
Then we have
‖[∇m, f ]g‖L2 . ‖∇f‖L∞
∥∥∇m−1g∥∥
L2
+ ‖∇mf‖L2 ‖g‖L∞ . (A.8)
Proof. It can be proved by using Lemma A.1, see [21, pp. 98, Lemma 3.4] for instance. 
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A.2. Negative Sobolev norms. We define the operator Λs, s ∈ R by
Λsf(x) =
∫
R3
|ξ|sfˆ(ξ)e2πix·ξ dξ, (A.9)
where fˆ is the Fourier transform of f . We define the homogeneous Sobolev space H˙s of all f for
which ‖f‖H˙s is finite, where
‖f‖H˙s := ‖Λsf‖L2 =
∥∥∥|ξ|sfˆ∥∥∥
L2
. (A.10)
We will use the non-positive index s. For convenience, we will change the index to be “−s” with
s ≥ 0. We will employ the following special Sobolev interpolation:
Lemma A.4. Let s ≥ 0 and ℓ ≥ 0, then we have∥∥∥∇ℓf∥∥∥
L2
≤
∥∥∥∇ℓ+1f∥∥∥1−θ
L2
∥∥Λ−sf∥∥θ
L2
, where θ =
1
ℓ+ 1 + s
. (A.11)
Proof. By the Parseval theorem, the definition of (A.10) and Ho¨lder’s inequality, we have∥∥∥∇ℓf∥∥∥
L2
=
∥∥∥|ξ|ℓfˆ∥∥∥
L2
≤
∥∥∥|ξ|ℓ+1fˆ∥∥∥1−θ
L2
∥∥∥|ξ|−sfˆ∥∥∥θ
L2
=
∥∥∥∇ℓ+1f∥∥∥1−θ
L2
‖f‖θ
H˙−s
. (A.12)

For the Boltzmann equation, we shall use the corresponding Sobolev interpolation for the func-
tions on R3x × R3v.
Lemma A.5. Let s ≥ 0 and ℓ ≥ 0, then we have∥∥∥∇ℓf∥∥∥
L2
.
∥∥∥∇ℓ+1f∥∥∥1−θ
L2
∥∥Λ−sf∥∥θ
L2
, where θ =
1
ℓ+ 1 + s
. (A.13)
Proof. It follows by further taking the L2 norm of (A.11) over R3v. 
If s ∈ (0, 3), Λ−sf defined by (A.9) is the Riesz potential. The Hardy-Littlewood-Sobolev
theorem implies the following Lp inequality for the Riesz potential:
Lemma A.6. Let 0 < s < 3, 1 < p < q <∞, 1/q + s/3 = 1/p, then∥∥Λ−sf∥∥
Lq
. ‖f‖Lp . (A.14)
Proof. See [29, pp. 119, Theorem 1]. 
A.3. Minkowski’s inequality. In estimating the nonlinear terms for the Boltzmann equation, it
is crucial to use the Minkowski’s integral inequality to exchange the orders of integration over x
and v.
Lemma A.7. Let 1 ≤ p <∞. Let f be a measurable function on R3y × R3z, then we have(∫
R3z
(∫
R3y
|f(y, z)| dy
)p
dz
) 1
p
≤
∫
R3y
(∫
R3z
|f(y, z)|p dz
) 1
p
dy. (A.15)
In particular, for 1 ≤ p ≤ q ≤ ∞, we have
‖f‖LqzLpy ≤ ‖f‖LpyLqz . (A.16)
Proof. The inequality (A.15) can be found in [29, pp. 271, A.1], hence it remains to prove (A.16).
For q =∞, we have
‖f‖L∞z Lpy = sup
z∈R3
(∫
R3y
|f |p dy
)1/p
≤
(∫
R3y
(
sup
z∈R3
|f |
)p
dv
)1/p
= ‖f‖LpyL∞z . (A.17)
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For q <∞ and hence 1 ≤ q/p <∞, then by (A.15), we have
‖f‖LqzLpy =

∫
R3z
(∫
R3y
|f |p dy
)q/p
dz


1/q
≤

∫
R3y
(∫
R3z
|f |q dz
)p/q
dv


1/p
= ‖f‖LpyLqz . (A.18)

A.4. Boltzmann collision operators. Now, we collect some useful estimates of the linear colli-
sion operator.
Lemma A.8. 〈Lh1, h2〉 = 〈h1, Lh2〉, 〈Lh, h〉 ≥ 0. And Lh = 0 if and only if h = Ph. Moreover,
there exist a constant σ0 > 0 such that
〈Lh, h〉 ≥ σ0 |{I−P}h|2ν , (A.19)
and
〈νLh, h〉 ≥ 1
2
|νh|22 − C|h|2ν . (A.20)
Proof. We refer to [10, Lemma 3.2] for (A.19), and [10, Lemma 3.3] for (A.20). 
Next, we collect some useful estimates of the nonlinear collision operator.
Lemma A.9. There exists C > 0 such that
|〈Γ(h1, h2), h3〉|+ |〈Γ(h2, h1), h3〉| ≤ C sup
v
{ν3h3}|h1|2|h2|2. (A.21)
Moreover, for any 0 ≤ η ≤ 1, we have
|ν−ηΓ(h1, h2)|2 ≤ C
{|ν1−ηh1|2|h2|2 + |ν1−ηh2|2|h1|2} . (A.22)
Proof. We refer to [7, Lemma 2.3] for (A.21), and [32, Lemma 2.7] for (A.22). 
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