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Let k be an algebraically closed field, and let 0 denote 0-dimensional vector space
over k. Recall that n-Kronecker quiver Kn is just the quiver with two vertices 1, 2, and n
arrows γ1,, γn  1   2. We use repkKn to denote finite-dimensional representations
of Kn. If we use mod Kn to denote finite-dimensional modules of Kn, where Kn  
kKn, then there is an equivalence between categories repkKn and mod Kn. We
will frequently identify these two categories.
Let T n,Ω be the universal covering of Kn, that is, T n is an n-regular tree
with a bipartite orientation Ω. In general, we can take k-modules of the quiver T n as
graded Kronecker modules. We use modT n,Ω to denote finite-dimensional graded
Kronecker modules (or simply modules). In the end, we introduce two reflection functors
σ,σ  modT n,Ω  modT n, σΩ concerning all sink points or all source points of
T n0, respectively, where σΩ is the orientation under action of σ. If σ
tM x 0 for any
t > Z, we call that M is regular, where M > modT n,Ω is an indecomposable module.
Category modT n,Ω admits AR-sequences and its regular components are type of
ZAª. Let M > modT n,Ω be an indecomposable module. We call M a sink (source,
or flow) module if there exists a path of maximal length in M connecting two sink points
(or source points, or one sink and one source points). Hence we can define center CM,
radius rM of M . Moreover, a module Y > modT n,Ω is said to be a sink (flow or
source) module if Y   `i>IY
i, and all Y i have the same center and are indecomposable
sink (flow or source) modules. Let D be a regular component of modT n,Ω, and
let σD be the corresponding component under the action of reflection functor σ. Let
0   X   Y   Z   0 be an AR-sequence in D, and let bZ be the number of flow
modules in the σ-orbit of Z, then
a Y is a sink (source or flow) module if and only if σZ is a sink (source or flow) module.
Moreover, their radii and centers satisfy rY    rσZ  1 and CY    CσZ.
b S WD WσD SB 1,WD C
bD1
2 , where WD is the width of D and bD  
bZ.
We define full subcategories Injn,Ω, Surjn,Ω and CRn,Ω on modT n,Ω. There exists a
push-down functor πλ  modT n,Ω  mod Kn, and it is exact. Let M > modT n,Ω
be an indecomposable module. Let N   πλM, and let N be not isomorphic to a simple
module. We say thatM is of type A1,2 if there exists a path inM consisting of all the direct
summands Mγji ,Mγ
j
i for some two indexes i, i
, where Nγx   `πγjx γxMγ
j
x, x >
i, i. J. Carlson, E. Friedlander and J. Pevtsova once introduced the subclass of modules
of constant rank in 2008. We say thatM is of constant rank, provided πλM is of constant
rank. We show that M > Injn,Ω 8Surjn,Ω when M is of type A1,2 and is of constant rank.
If there exists WσD   1 for a regular component D of modT n,Ω. Then we have
CRn,Ω 9D   Injn,Ω 8Surjn,Ω 9D.
Let M be a finite-dimensional module of Kn, we consider its dimension vector dimM  
dimkM1,dimkM2. Let F   x, y S
2
nx B y B x. Suppose that x, y > F. We construct
a module Xx, y of Kn, and we prove it being elementary. Suppose that dimM   x, y.
We show that:
a The module M is an elementary module, then x @ 2n.





Sei k ein algebraisch abgeschlossener Körper und 0 der 0-dimensionale k-Vektorraum. Der
n-Kronecker-Köcher Kn ist der Köcher mit zwei Ecken 1, 2 und n Pfeilen γ1,, γn  1   2.
Wir bezeichnen mit repkKn die Kategorie der endlich-dimensionalen Darstellungen des
Köchers Kn. Diese ist äquivalent zur Kategorie mod Kn endlich-dimensionaler Moduln der
Wege-Algebra Kn   kKn. Wir werden diese Äquivalenz durchgängig nutzen.
Sei T n,Ω die universelle Überdeckung von Kn, d.h. T n ist ein n-regulärer Baum
mit einer bipartiten Orientierung Ω. Im Allgemeinen werden wir k-Moduln des Köchers T n
als graduierte Kronecker-Moduln ansehen. Wir bezeichnen mit modT n,Ω die Kategorie
endlich-dimensionaler, graduierter Kronecker-Moduln (kürzer: Moduln). Wir werden zwei
Spiegelungs-Funktoren σ,σ  modT n,Ω   modT n, σΩ, relativ allen Senken- bzw.
allen Quellen-Punkten von T n0, definieren.
Die Kategorie modT n,Ω erlaubt das Studium von AR-Folgen, seine regulären Kom-
ponenten sind vom Typ ZAª. Sei M > modT n,Ω ein unzerlegbarer Modul. Wir nennen
M einen Senken- (Quellen- oder Fluss) Modul, falls ein Weg maximaler Länge in M existiert,
welcher zwei Senken-Punkte (zwei Quell-Punkte, oder einen Senken-Punkt und einen Quell-
Punkt) verbindet. Dies ermöglicht es uns, das Zentrum CM und den Radius rM von M
zu definieren. Wir sagen ferner, dass ein Modul Y > modT n,Ω ein Senken- (Fluss- oder
Quell-) Modul ist, falls Y   `i>IY i, wobei alle Y i unzerlegbare Senken- (Fluss- oder Quell-)
Moduln mit gleichem Zentrum sind. Sei D eine reguläre Komponente von modT n,Ω, und
sei σD die Komponente, welche nach Anwendung des Spiegelungs-Funktors σ entsteht. Sei0 X   Y   Z   0 eine AR-Folge in D, und sei bZ die Anzahl von Fluss-Moduln in der
σ-Bahn von Z, dann geltena Y ist ein Senken- (Quell- oder Fluss-) Modul genau dann, wenn σZ ein Senken- (Quell-
oder Fluss-) Modul ist. Des Weiteren genügen ihre Radien und Zentren den Gleichungen
rY    rσZ  1 und CY    CσZ.
b SWDWσD SB 1,WD C bD12 , wobei WD die Breite von D ist und bD   bZ.
Wir definieren die vollen Unterkategorien Injn,Ω, Surjn,Ω und CRn,Ω von modT n,Ω. Es
existiert ein push-down Funktor πλ  modT n,Ω   mod Kn, welcher exakt ist. Sei M >
modT n,Ω ein unzerlegbarer Modul. Sei N   πλM, so dass N nicht einfach ist. Wir sagen,
dass M vom Typ A1,2 ist, falls ein Weg in M existiert, der aus allen direkten Summanden
von Mγji ,Mγji für zwei Indizes i, i existiert, wobei Nγx   `πγjx γxMγjx, x > i, i.
J. Carlson, E. Friedlander und J. Pevtsova führten 2008 die Unterklasse aller Moduln von
konstantem Rang ein. Wir sagen, dass ein Modul M von konstantem Rang ist, falls πλM von
konstantem Rang ist. Wir zeigen, dass M > Injn,Ω 8Surjn,Ω gilt, falls M vom Typ A1,2 und vom
konstanten Rang ist. Falls WσD   1 für eine reguläre Komponente D von modT n,Ω,
dann gilt
CRn,Ω 9D   Injn,Ω 8Surjn,Ω 9D.
SeiM ein endlich-dimensionalerKn-Modul mit Dimensionsvektor dimM   dimkM1,dimkM2.
Unter der Annahme, dass x, y > F   x, y S 2nx B y B x gilt, konstruieren wir einen Kn-
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Let k be an algebraically closed field. Let T n be the covering of generalized Kronecker quiver
Kn. We call a finite-dimensional representation of T n a graded module of Kn, n C 3.
Let Q be a quiver. We use repkQ to denote the finite-dimensional representations of Q.
There is a reflection (or called shift) functor σ  repkQ  repkQ. Working with push-down
functor πλ  modT n,Ω   mod Kn [7, 7.1], we get πλ X σM   σ X πλM for all M >
modT n,Ω. Let M > modT n,Ω be an indecomposable module. We call M regular if
σtM x 0 for any t > Z. Functors σ,σ induces a quasi-inverse equivalence between k-linear
full subcategories of modT n,Ω and modT n, σΩ consisting of regular modules (section
3).
In section 4, we focus on a regular indecomposable module M of modT n,Ω. We use
T M to denote its support. Recall that any path in T M of maximal length will be called
a diameter path [5, section 1]. All diameter paths of M have the same length dM and the
same center CM [5, section 2]. Then we can get three different modules; sink module, source
module, and flow module. More generally, we call a module N   `i>IN i a sink (flow, or source)
module, provided all its indecomposable direct summands N i are indecomposable sink (flow,
or source) modules with same center and dN   maxdN i S i > I, N i > modT n,Ω. It
is also well-known that regular components (sometimes called AR-components) of generalized
Kronecker quivers Kn are components of type ZAª (cf.[8]). It is the same for the covering
T n. Suppose that D is a regular component of modT n,Ω. Then for an AR-sequence0 X   Y   Z   0 in D, module Y is a sink (source, or flow) module if and only if σZ is
a sink (source, or flow) module.
There exist two full subcategories EIPn, EKPn and a width WC of regular component
C in mod Kn [11, Section 2]. Correspondingly, we have Injn,Ω, Surjn,Ω and WD of regular
component D in modT n,Ω. Let σD denote the corresponding component of D under
the action of reflection functor σ. Claus Michael Ringel defines an invariant bD for such
component D in 2018 (cf.[5]). In the section 5, we combine those things and get the inequalities:
Theorem A. Let D be a regular component of modT n,Ω. Then we have
SWD WσD SB 1 and bD12 DWD.
In section 6, we talk about modules of constant rank. Let M > modT n,Ω be indecom-
posable, and let N   πλM. Let γ   Pni 1Nγi. In section 6.1, we write down the matrix γ,
and find rk γ C rk Pn1i 1 Nγi C  C rk Nγ1. We say that the M is of constant rank, provided
N is of constant rank. We say that the M is of type A1,2, provided there exists a path in
T M consisting of Mγpi ,Mγqj  for some two i, j, where Nγi  >πγpi  γiMγpi ,Nγj  
>πγqj  γjMγqj . Then we get the following result:
Theorem B. Let M > modT n,Ω be an indecomposable module, and be of constant rank.
Suppose that the module M is of type A1,2 for some two indexes i, j. Then there exists M >
Injn,Ω 8Surjn,Ω.
Let D be a regular component of modT n,Ω. Then we have
Theorem C. Let D be a regular component of modT n,Ω. Suppose that WD   1. Then
there exists
CRn,σΩ 9σD   Injn,σΩ 8Surjn,σΩ 9 σD
1
for the regular component σD.
Now suppose that M > repkKn is a regular indecomposable module, and let x, y be
its dimension vector, we denote by dim M   dimkM1,dimkM2   x, y. Associating to Kn,




it is barely known about its elementary modules. Let R be the set of regular dimension
vectors. By abusing notations, we introduce two maps σ, δ on the set R, where σx, y  nx  y, x, δx, y   y, x, x, y > R. Let F   x, y S 2nx B y B x. We have seen that set F is
a fundamental domain for the action of the group generated by δ and σ on the set R (cf.[17]).
Hence we only need to focus on the set F. We construct a module Xx, y for the dimension
vector x, y, where x  y   n  1. We prove
Theorem D. Let x, y > F with x  y   n  1. Then a module M > modKn with dimension
vector x, y is elementary if and only if M is of the form Xx, y.
2
2 Preliminaries
In this section, we present a few concepts and some basic results. For convenience, we will
give some definitions in a short way. A thorough introduction to this part can be found in
[1, II-VII], [5] or [7]. Throughout, k will denote an algebraically closed field.
2.1 Almost split sequence
Definition. Given a finite-dimensional algebra A over k, we let mod A denote the category of
finite-dimensional right A-modules. Then for L,M,N > mod A, the short exact sequence
0 L M N 0f g
is called an almost split sequence or Auslander-Reiten sequence (or simply AR-sequence) if the
following conditions a, b, c (or c) are satisfied:a L and N are indecomposable.b The map g does not split.c Given any A-module N  and map h  N    N which is not a split epimorphism, then h
factors through g as in the following diagram:
N 
0 L M N 0.
h
g
c Given any A-module L and map ϕ  L   L which is not a split monomorphism, then ϕ
factors through f as in the following diagram:




Let mod Aop denote A-dual category of mod A. We introduce A-dual functor
t   HomA,A  mod A  mod Aop.




Ð  M   0 be a minimal projective representation of M .





Ð  P t1   Coker p
t
1   0.
We define Tr M   Coker pt1 and call it the transpose of M . When M is indecomposable, and is
not projective, we have Tr(Tr M) M [1, IV.2.1]. Let D   Homk, k. The Auslanter-Reiten
translation in mod A is defined by the compositions of Tr and D, that is, τ   DXTr and τ1  
TrXD.
Definition. Let N > mod A be an indecomposable module, then
(1) N is called preinjective, provided there exists some t > N0 such that τtN   0.
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(2) N is called preprojective, provided there exists some t > N0 such that τ tN   0.
(3) N is called regular, provided N is not preinjective or preprojective.
It is well-known that there is no nonzero morphism from preinjecitve modules to preprojective
or regular modules [7, Proposition 2.13]. When N is decomposable, we sometimes say that N is
still regular, provided there does not exist indecomposable direct summand which is preinjective
or preprojective in N .
Let X,Y > mod A. We say that homomorphism f  X   Y is irreducible, provided f is
neither a split monomorphism nor a split epimorphism, and if f   f1 X f2, then either f1 is a
split epimorphism or f2 is a split monomorphism. Let radA be the radical of mod A. We can
define the set
IrrX,Y    radAX,Y ~ rad2AX,Y 
and call it the space of irreducible morphisms [1, IV.1.6].
Definition. The Auslander-Reiten quiver ΓA of A is defined as follows:
a The points ΓA0 correspond to the isomorphism classes  X of indecomposable modules
X in mod A.b Let  X,  Y  be two points in ΓA0. Then there are dimk IrrX,Y  arrows from  X to Y  in ΓA1.
Let X,Y > mod A be indecomposable modules. We say that X is a predecessor of Y , provided
there exists a directed path from  X to  Y  in ΓA, i.e. a chain of irreducible maps from X
to Y . We say that X is a sucessor of Y , provided there exists a directed path from  Y  to  X
in ΓA, i.e. a chain of irreducible maps from Y to X.
Definition. A connected component D of ΓA is called preprojective, preinjective, or regular,
provided modules contained in it are all preprojective, preinjective, or regular.
We use   Y  to denote the subset of ΓA0 consisting of Y and all its predecessors, andY   to denote the subset of ΓA0 consisting of Y and all its sucessors, respectively.
Let X be a non-projective indecomposable module (or let Y be a non-injective indecompos-
able module). Then there exists a uniquely determined AR-sequence,
0  Y fÐ  `ti 1Mnii gÐ X   0,
where Y (or X) is indecomposable, modules Mi are pairwise non-isomorphic and indecompos-












, gi   gi1,, gini. Then the
maps fi1 , fi2 ,, fini  Y   Mi and gi1 ,, gini  Mi   X correspond to bases of the IrrY,Mi
and IrrMi,X, respectively. We write Y   τX (or X   τY ) and we denote this in ΓA by Y b  X. Note that we sometimes don’t distinguish X (or Y ) and its isomorphism class  X
(or  Y ) in ΓA.
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2.2 Graph
Definition. A graph is a pair G   G0,G1  G0 (whose elements called the vertices) and G1
(whose elements called the edges). If a, b is an edge, then a, b are also called neighbours.
For a graph G, there is a map Ω, called orientation  G   G0 G0, such that Ωa, a is
either (a, a) or (a, a). We call G,Ω an oriented graph. We write a  a if Ωa, a   a, a
and call a the start and a the target. Meanwhile we call a a sink (or a source) if it is not a start
(or the target, respectively) of any arrow. If any vertex is a sink or a source, then the orientation
Ω will be called bipartite. A subgraph of a graph G   G0,G1 is a graph G   G0,G1 such
that G0 b G0,G

1 b G1.
A path of length t C 0 in graph G is a finite sequence a0, a1,, at of vertices satisfying
ai1, ai are neighbours for 1 B i B t, and aj1 x aj1 for 1 B j @ t. If t   2r, then ar is called its
center and r its radius [5, 2.1]. If t   2r  1, then ar, ar1 is called its center and r its radius.
Suppose that for any pair a, b of vertices in G, there always exists a path connecting a and b,
then we say that G is connected. We call a path of length t C 0 being a cycle whenever its
source and target coincide. A cycle of length 1 is said to be a loop. Graph G is called acyclic
if it contains on cycles, and it is called finite if G0 and G1 are finite set.
Graph G is called a tree if it is connected and paths connecting a vertex with itself are
always length 0. Let G be a tree, we define
da, b   the length of path connecting a and b.
This is well-defined since there is only one path from a to b in the tree G. If G is a subset of
tree G and x > G, we define
dx,G  mindx, a S a > G.
For every finite tree G, the paths of maximal possible length dG are called the diameter
of G. Let rG denote the radius of G. It can be shown that for a finite tree G, all diameter
paths of G have the same center CG [5, 2.1]. Suppose that a0, a1,, at is a diameter path
of G. We define,
CG   ¢̈̈¦̈̈¤
ar t   2r,
ar, ar1 t   2r  1.
2.3 Quivers
A quiver is just an oriented graph (loops and multiple arrows are allowed), normally denoted
by Q   Q0,Q1, s, t, where s, t  Q1   Q0. For x > Q0, let
x   y > Q0 S §α > Q1  tα   y,where sα   x
x   y > Q0 S §α > Q1  sα   y,where tα   x.
The neighbourhood N x of x is x 8 x. We say that x is a leaf, provided x has at most one
neighbour. We say that quiver Q   Q0,Q1, s, t is a subquiver of quiver Q   Q0,Q1, s, t,
provided Q0 b Q0,Q

1 b Q1 and the restrictions s SQ1 , t SQ1 of s, t to Q1 satisfy s SQ1  s, t SQ1  t.
Subquiver Q is called full if Q1   α > Q1 S sα > Q0, tα > Q0. We get quiver Q its
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underlying graph Q by forgetting the orientation of the arrows. We say that Q is connected
if Q is a connected graph. Without loss of generality, we always assume that it is acyclic and
connected when we talk about a quiver Q.
A finite-dimensional representation M   Mxx>Q0 , Mαα>Q1 over Q consists of vector
spaces Mx and k-linear maps Mα Msα  Mtα such that dimkM   Px>Q0dimkMx is finite.
A morphism f  M   N between representations is a collection of k-linear maps fzz>Q0 ,








We sometimes use Si, P i, Ii to denote the correspondingly simple, projective and
injective representations at the point i, i > Q0. We thus define a category RepkQ of all k-
linear representations of Q. We denote by repkQ the subcategory of RepkQ consisting of
finite-dimensional representations.
Definition. Let Q   Q0,Q1, s, t be a finite, connected, and acyclic quiver [1, VII.5]. For
every point a > Q0, we define a new quiver
σaQ   Q0,Q1, s, t,
as follows: all the arrows of Q having a as source or as target are reversed, all other arrows
remain unchanged. More precisely, Q0   Q0 and there exists a bijection Q1   Q

1 such that if
α > Q1 denotes the arrow corresponding to α > Q1 under this bijection, then:
(1) if sα x a and tα x a, then sα   sα and tα   tα; whereas
(2) if sα   a or tα   a, then sα   tα and tα   sα.
Definition. Let Q be a finite quiver, a a sink in Q, and let Q   σaQ. We define a reflection
functor
Sa : repkQ  repkQ
between the categories repkQ and repkQ as follows [1, VII.5.5].
Let M   Mi, ϕαi>Q0,α>Q1 be an object in repkQ. We define SaM   M i , ϕαi>Q0,α>Q1 in
repkQ as follows:a When i x a, we define M i   Mi. However, space M a is the kernel of k-linear mapϕαα  `αsα aMsα  Ma;b when j x a, we define ϕα   ϕα for all arrows α  i   j in Q1. When α  i   a is an arrow
in Q1, then ϕα  M

a   Mi is the composition of the inclusion of M

a into `αsα aMsα
with the projection onto the direct summand Mi.
Similarly, if Q is a finite connected quiver, a a source in Q, and Q   σaQ. There exists a
reflection functor
Sa  repkQ  repkQ
between the categories repkQ and repkQ as follows. Let M    M , ϕαi>Q0,α>Q1 be an
object in repkQ. We define the object SaM    Mi, ϕαi>Q0,α>Q1 in repkQ as follows:
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a When i x a, we define M i   Mi. However, space Ma is the cokernel of the k-linear mapϕαα M a   `αa tαM tα;b when i x a, we define ϕα   ϕα for all arrows α  i   j in Q1. When α  a   j is an arrow





the projection of this direct summand onto Ma.
Corollary 2.3.1. [1, VII. Corollary 5.7] Let Q be a finite, connected, and acyclic quiver with
at least two points; a sink in Q; and Q   σaQ. The reflection functors Sa  repkQ  repkQ
and Sa  repkQ  repkQ satisfy the following properties:a The functor Sa is left adjoint to Sa .b If M is indecomposable in repkQ, then the following two conditions are equivalent;
(i) SaM x 0,
(ii) M  Sa.
Moreover, if this is the case, then SaS

aM  M and S

a induces an algebra isomorphism
EndM  EndSaM.c If M  is indecomposable in repkQ, then the following two conditions are equivalent;
(i) SaM
 x 0,
(ii) M   Sa.
Moreover, if this is the case, then SaS

aM
 M  and Sa induces an algebra isomorphism
EndM   EndSaM .d The functors Sa and Sa induce quasi-inverse equivalences between the k-linear full sub-
category of repkQ of the representations having no direct summand isomorphic to the
simple projective representation Sa and the k-linear full subcategory of repkQ of the
representations having no direct summand isomorphic to the simple injective representa-
tion Sa.
2.4 Covering Theory




Let Kn   kKn. Clearly, algebra Kn is Artin [11, Section 2.1]. Let εi correspond to the
trivial path point i, i > 1,2. In the following, we give a brief construction of the covering T n
of Kronecker quiver Kn [7, 7.1]. Let Q   Q0,Q1, s, t be a quiver. We define formal inverseQ11 on Q1, where
a Q11   α1 S α > Q1;b sα1   tα and tα1   sα for any α1 > Q11;c we say that ω is a walk of Q1, provided there exists ω   αεnn αε11 , where αi > Q1, ε > 1,1
and sαεi1i1    tαεii  for all i @ n;d sω   sαε11  and tω   tαεnn .
Let W   walks of Kn. We introduce an equivalence relation  on W , which is generated
by γ1i γi  ε1 and γiγ
1
i  ε2. We define an involution 1 on W , where
1: W  W ; αεnn αε11 1 ( αε11 αεnn .
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Let πKn be the fundamental group of Kn in the point 1, i.e. πKn    α S sα  
tα   1, where  α is the equivalence classe of unoriented path α. The multiplication is the
concatenation of paths. We define [ω]1:=[ω1] and the identity element is [ε1]. Then quiver
T n is given by the following data:a T n0 is the set of equivalence classes of walks starting in 1.b When ω  γiω for some i > 1,, r, we say that there exists an arrow from [ω] to [ω ].
Let π  T n   Kn;  ω ( tω,  ω    γiω ( γi. Action of group G   πKn on
T n is the concatenation of paths:
g. v    vω1 and g. u   γiu    uω1   γiuω1,
where g    ω > πKn and  v,  u > T n0 with arrow  u    γiu    v. Finally, we
define T n   π
11, T n   π12. Let Ω be the bipartite on T n. Then for any M >
repkT n,Ω, group G acts on M via:
M g   M gxx>T n0 , M gαα>T n1,
where M gx  Mg.x and M gα  Mg.α.
Definition. Let g x S b T n0 be a set of vertices.
a The unique minimal tree in T n containing S is denoted by T S.
b A vertex x > T S0 is called a leaf of T S, provided S N x 9 T S0 SB 1.
Definition. Let x > T n0 and M > modT n,Ω be a module.a The set suppM   y > T n0 SMy x 0 is called the support of M .b The vertex x is said to be a leaf M , provided x is a leaf of T M   T suppM.
Definition. Let M > modT n,Ω. We call M a thin module, provided dimkMa B 1 for every
a > T n0.
Let M > modT n,Ω be a thin module. According to [9, Proposition 1], we know that M is
indecomposable if suppM is connected. Now we look at an example.























where dimkMa   1 for all a > T M0, Mγi   λi, λi > k  0. Let g    γ12 γ1 > G. Then M is























where  ε1    γ11 γ2,  γ2    γ2γ11 γ2,  γ3    γ3γ11 γ2. There exist dimkM ga   1 for all a >
T M g0 and M gγi   λi.
Let Γ be a quiver. Then Γ is said to be locally finite, provided every point x > Γ0 has only
finitely many neigbours.
Definition. Let Γ be a locally finite quiver containing no loops. Let τ be a bijection between
two subsets of Γ0. Then Γ, τ (or simply, Γ) is called to be a translation quiver, provided for
any x > Γ0 such that τx exists, any every y > x, the number of arrows from y to x is equal to
the number of arrows from τx to y. Morevoer, we say that Γ, τ  is a full translation subquiver
of Γ, τ, provided Γ is a full subquiver of Γ and τ x   τx, whenever x is a vertex of Γ such
that τx belongs to Γ.
We define a push-down functor πλ  repkT n,Ω  repkKn;M ( πλMj, πλMγi






Mβ  πλM1   πλM2, j > 1,2,1 B i B n.
The functor πλ is exact [3, 3.2]. Since the category repkKn is equivalent to the category
mod Kn of finite-dimensional modules for path algebra Kn of generalized Kronecker quiver
Kn, we sometimes say that a representation M > repkKn is a module of Kn.
For any two sinks x, y > T n0, we can see that σxσy   σyσx using the definition. If we fix a
bipartite orientation Ω of T n, then we can define a reflection functor
σ  repkT n,Ω  repkT n, σΩ
at all sinks of quiver T n,Ω, where σΩ is the orientation of T n under the action of functor
σ. Then σ is well-defined and independent of the order. We sometimes call such functor σ the
shift functor. Similarly, we can get another functor σ at all source points of T n0. Note that
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the repkT n,Ω also admits AR-sequences (cf.[3, 2.2]). By [5, 2.6], the composition σ2 is the
translation τ .
We call modules in repkT n,Ω the graded Kronecker modules (or graded modules, or
simply modules). We often use modT n,Ω to denote those modules. Without specific
emphasis, we always mean quiver T n,Ω when we talk about covering T n.
Definition. Let M > modT n,Ω be an indecomposable module. We say that M is regular,
provided πλM is regular.
We will show that functors σ and σ send regular indecomposable modules to regular indecom-
posable modules in section 3.
Theorem 2.4.1. [7, Theorem 7.1] The following statements hold.a πλ sends indecomposable representations in repkT n,Ω to indecomposable representa-
tions in repkKn.b If M > repkT n,Ω is indecomposable, then πλM  πλN if and only if M g  N for
some g > G.c πλ sends AR-sequences to AR-sequences and πλ commutes with the Auslander-Reiten
translations.d If M > repkT n,Ω is indecomposable in a component D with πλM in a component
C, then πλ induces a covering D   C of translation quivers.
Corollary 2.4.2. [7, Corollary 7.2] Let D be regular component, then the covering D   πλD is
an isomorphism of translation quivers. In particular, D is of type ZAª. Moreover, a component
C is regular if and only if C is of type ZAª.
2.5 Graded Kronecker modules
Let M > modT n,Ω be indecomposable. Then T M   suppM is a finite tree, we can
define
dM   dT M, CM   CT M and rM   rT M.
We call them diameter, center, and radius of M , respectively [5, 2.4]. We say thata M is said to be a sink module, provided diameter paths of T M start and end in sinks;b M is said to be a source module, provided diameter paths of T M start and end in
sources;c M is said to be a flow module, provided length of diameter path of T M is odd.
Theorem 2.5.1. [5, Theorem 1] Let M be a regular indecomposable module of modT n,Ω.
Then the shift orbit of M contains a unique sink module M0 with smallest possible radius, saying
with radius r0   r0M. Let Mi   σiM0 for all i > Z. Then there is an integer 0 B bM B r0M
and a path a0,, ab in T n with the following properties.a For i C 0, the module Mi is a sink module with radius r0  i and center a0.b For 1 B i B bM, the module Mi is a flow module with radius r0  1 and center ai1, ai.c For i C 0, the module Mb1i is a source module with radius r0  i and center ab.
The integer r0M is positive. If r0M is even, then a0 is a sink, otherwise a source.
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2.6 Index and Balls
Let M be a regular indecomposable module of modT n,Ω. Theorem 2.5.1 tells us that there
exists some i C 0 such that σi1M is a flow or source module. Let i be the minimal with this
property, we define
M0   σiM and Mi   σiM0, for each i > Z.
Then all the module Mi with i B 0 are sink modules.
Definition. Given an indecomposable regular module M > modT n,Ω, we define its index
ιM   t when M   σtM0, t > Z.
For any x, c, c1, c2 > T n0 and r > N [5, 2.3], let
Brc   x > T n0 S dx, c B r,
Brc1, c2   x > T n0 S dx, ci B r, i > 1,2.
We call such sets Brc and Brc1, c2 the balls with radius r and with center c or c1, c2,
respectively. Let M > modT n,Ω be an indecomposable module. Suppose that c, or c1, c2,
and r are the center and radius of M , respectively. We define
BM   Brc, or BM   Brc1, c2.
































































































Figure 1: Regular component ZAª.
It is well-known that the regular components of ΓKn are the type of ZAª (cf.[8]). A
module M is called quasi-simple if it is located in the bottom row of a ZAª component. Let
M be a module in a regular ZAª-component C, then there exists a quasi-simple module X > C
(or Y > C) such that we can find a chain of irreducible monomorphisms X   X1      Xs1  
Xs  M (or irreducible epimorphisms M   Ys   Ys1     Y1   Y ). We call s the quasi-length
of M and the module X (or Y ) quasi-socle (or quasi-top ) of M . We call the factors Xi~Xi1
or Yi~Yi1 the quasi-composition factors of M . It can be shown that M is uniquely determined
by its quasi-length and quasi-socle (or quasi-top), whence we can define
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qlM   s   quasi-length of M .










ÐÐ Xi~Xj `Xi1~Xj1 ι pÐÐÐÐ Xi1~Xj   0
being AR-sequences for all 1 B j B i B s  1, where p is projection, and ι is embedding [8, 3.2].
Note that for a quiver Q, we usually use C,D,, to denote the regular components of
repkQ, and σC, σD,, its corresponding components under the action of σ in repkQ.
Definition. For any α > kn  0 and any M > mod Kn, we define
xα   α1γ1   αnγn.
We denote by
xMα M  M
the linear operator associated to xα.
Definition. Let M > mod Kn be indecomposable. Module M is said to have the equal kernels
property, provided ker xMα is independent of α for all α > k
n  0. Further, M is said to have
the equal images property, provided im xMα is independent of α.
Let M > mod Kn be indecomposable and non-simple. General theory tells us that
ni 1 kerxMei   M2 and Pni 1 imxMei   M2,
where ei is the i-th canonical coordinate. In particular, the module M has the equal kernels
property if and only if M2   kerxMα  for all α > kn  0, and the equal images property if and
only if M2   imxMα  for all nonzero α [7, Lemma 2.20]. Hence for an indecomposable module
M , we can define two sets
EKPn   M > mod Kn does not have direct summands of type S1 S ¦α > kn0  kerxMα   M2,
EIPn   M > mod Kn does not have direct summands of type S2 S ¦α > kn0  imxMα   M2.
Definition. Let M > mod Kn. We say that the module M is of constant rank if the rank of
xMα is independent of α > k
n  0.
Hence we get the set
CRn   M > mod Kn S there is rM > N0 such that rk xMα   rM for all α > kn  0.
There exists EKPn 9 EIPn   0 [11, 2.4]. Clearly, there is EIPn 8 EKPn b CRn [11, Theorem
2.5].
It is shown that there are uniquely determined quasi-simple modules MC and WC in C such
that the cone MC   of all successors of MC satisfies MC     EKPn 9 C and the cone  WC
of all predecessors of WC satisfies  WC   EIPn 9 C [11, Theorem 3.3]. Let
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Injn,Ω := M > modT n,Ω S ¦δ > T n1 Mδ is injective ,
Surjn,Ω :=M > modT n,Ω S ¦δ > T n1 Mδ is surjective .
CRn,Ω   M > mod T n,Ω S πλM is of constant rank.
Let M > modT n,Ω be regular indecomposable. According to [7, Theorem 8.1], we know
that M > Injn,Ω if and only if M > EKPn.
Definition. Let C be a regular component of mod Kn. Define WC an integer satisfying
τWC1MC  WC. We call WC the width of C.
Definition. Let D be a regular component of modT n,Ω. We define an integer WD
satisfying τWD1MD  WD. We call WD the width of D.
In fact, we want to talk about the invariants in the regular component D of modT n,Ω in
the following sections. Ringel shows that bM   bM  for any regular indecomposable modules
M,M  > D [5, section 7]. We combine D with σD using reflection functor σ. By discussing
their widths WD,WσD and radii rD, rσD, we get these two components D, σD being
almost the same things. That is why we hardly get difference when we use push-down functor
πλ to act on them.
2.8 Duality
Recall that the duality D  mod Kn   mod Kn; Mi,Mγj( Mi ,Mγj, where Mi is the
k-dual of M3i, and Mγj is the k-dual of Mγj, where ξ  1,2   1,2 is the involution
with ξ1   2, i   1,2, j > 1,, n.







1 . Then we can get a quiver anti-morphism ζ  T n   T n; for every
arrow  w    γiw in T n, there is a unique arrow ζ w    γiw with start ζ0 γiw   γ1i wγ1 and target ζ0 w    wγ1. Then we can define duality
DT n  modT n,Ω  modT n,Ω; Ni,Nγj( Ni ,Nγj.
We have πλ XDT nM  D X πλM for all M > modT n [7, Section 7.2]. We also have
D(EKPn)   EIPn [11, Section 2.2]. Then we have DT n(Injn,Ω)   Surjn,Ω by [7, Theorem 8.1].
Using the definition of DT n, we can see that functor D2T n is equivalent to the identity functor
on category modT n,Ω.
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3 Reflection functor of convering quiver
3.1 Indecomposable module and reflection functor
We want to show that reflection functor sends regular indecomposable module to regular inde-
composable module. We abuse notations, and let σ   S2 , σ
   S1 for Kn.
Lemma 3.1.1. Let M > modT n,Ω be an indecomposable module. Then πλσM   σπλM
and πλσM   σπλM.
Proof. We only prove πλσM   σπλM, and it is similar for the other one. If σM   0,
then πλM  S1, there is nothing to prove. Suppose that σM x 0. We need to show that
the following diagram commutes.
modT n,Ω mod Kn










Mβ  πλM1   πλM2,
for j > 1,2 and 1 B i B n.
Let N   σπλM, where















By the definition of σ, each Nγi is the composition of the inclusion of N1 into >γj πλMsγj
with the projection onto the direct summand πλMsγi.
On the other hand, let N    σM and N    πλN . Note that,
N 2   ?
πy 2



























By the definition of σ, each N γi is the composition of inclusion of N 1   N1 into
>γj πλMsγj with the projection onto the direct summand πλMsγi . Then we know
that
Nγi   N γi, 1 B i B n.
Then N   N .
Lemma 3.1.2. Functors σ and σ send regular indecomposable modules to regular indecom-
posable modules.
Proof. Let M > modT n,Ω be regular indecomposable. Using Corollary 2.3.1d and Corol-
lary 2.4.2, we can see that σπλM is regular indecomposable. However, Lemma 3.1.1 tells
us that πλσM   σπλM, whence σM is indecomposable. For functor σ, the proof is
similar.
3.2 Balls and reflection functor
Let M > modT n,Ω be a regular indecomposable module. We define
B1M   x > T n,Ω0 S dx,BM B 1.
Then B1M is the ball having the same center with BM, and its radius r1   r  1, where
r is the radius of BM (see 2.6). In particular, these balls BM, B1M can be taken as
subquivers of T n,Ω naturally, whence we sometimes call them subquivers BM, B1M.
Such subquivers are finite. From now on, we always assume that M is regular indecomposable
when we talk about a module M > modT n,Ω in this section. Let 1,, nM be the all
sink points in B1M, and let 1,, nM be the all source points in B1M, respectively,
nM , nM > N.
Lemma 3.2.1. Let M > modT n,Ω be a regular indecomposable module. Then
σM   S1SnM M.
Proof. Let x > T n0 B1M be a sink point. Then there exists dx,BM C 2, whence we
have y ¶ suppM for any arrow α  y   x. Then N x 9 T M0   g, whence Sx M  M . On
the other hand, reflection functors σx and σx commute for any two sink points x,x > T n0.
Hence we have σM   S1SnM M.
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Lemma 3.2.1 tells us that we can take regular indecomposable module M as a representation
of subquiver B1M. By duality, we have σDT nM   S1SnM DT nM. Similarly, we
have the following result:
Corollary 3.2.2. Let M > modT n,Ω be a regular indecomposable module. Then
σM   S1SnM M.
Proof. This is a dual version of Lemma 3.2.1.
Lemma 3.2.3. Let M > modT n,Ω be a regular indecomposable module. Then
σσM   SnMS1 S1SnM M M .
Proof. Let x > T n,Ω0  B1M be a sink point, that is, x is a source point for σΩ. Let
y > N x. Then y is a sink point for σΩ, that is, y is a source point for Ω. Moreover, point y
either satisfies y 9B1M   g or y is a leaf of B1M by the choice of x. Then we havey 9 suppM   g. Hence σMy  My   0. It indicates that y ¶ suppσM. We have
N x 9 suppσM   g.
Since σM is indecomposable by Lemma 3.1.2, we have x ¶ suppσM. It is obvious that x ¶
suppσM when x is source point for Ω. Then we have suppσM b B1M as sets of points,
and Sx σM   σM for any x > T n,Ω0  B1M being a sink point. Finally, we can see
that σ is the composition of those source points that contained in B1M for σΩ, and they
are exactly the points 1,, nM . By Corollary 2.3.1b, we get our claim.
Note that we can also getBσM b B1M as unoriented graphs from suppσM b B1M
in the proof of Lemma 3.2.3. Similarly, we can get the following result:
Corollary 3.2.4. Let M > modT n,Ω be a regular indecomposable module. Then
σσM   SnMS1S1SnM M M .
Proof. This is a dual version of Lemma 3.2.3. That is, we can change σM into σM in the proof
of Lemma 3.2.3 and consider x > T n0 B1M being a source point for Ω, then x is a sink
point for σΩ. Comparing suppσM with B1M, we can finally get N x 9 suppσM   g
and x ¶ suppσM. Then suppσM b B1M and Sx σM   σM . Hence σ is the
composition of those sink points that contained in B1M for σΩ, and they are exactly the
points 1,, nM . By Corollary 2.3.1c, we get this.
Let M > modT n,Ω be a regular indecomposable module. We also have BσM b
B1M from the proof of Corollary 3.2.4. By Lemma 3.2.3 and Corollary 3.2.4, we can take
M,σM,σM,σσM and σσM
as representations of subquivers B1M,Ω and B1M, σΩ, respectively.
Lemma 3.2.5. Functor σ X σ is equivalent to identity functor on regular modules.
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Proof. Let 1T n denote the identity functor on full subcategory of modT n,Ω consisting of
regular modules. By Lemma 3.1.2, we only need to talk about regular indecomposable modules
of modT n,Ω.
Let M > modT n,Ω be a regular indecomposable module. We now consider M as a
representation of subquiver B1M. According to Lemma 3.2.3, there exists an isomorphism
ηM  M   σσM. Let N > modT n,Ω be regular indecomposable, and let f  M  
N be a morphism. Let B1M,N be the minimal ball containing B1M and B1N.
Then B1M,N b T n0 is finite. It allows us to take M,N as representations of subquiver
B1M,N. Let F   σ X σ, and let 1,, nM,N be the sink points of subquiver B1M,N.






Note that B1M,B1N b B1M,N. By the proof of Lemma 3.2.3 and Corollary 2.3.1, it
is not hard to see that
F X  SnM,NS1 S1SnM,N X X,
where X > M,N. Moreover, we have
HomkM,N  HomkF M, F N
by Corollary 2.3.1d. Then there exists such F f > HomkF M, F N so that the above
diagram commutes. Hence there exists a natural isomorphism η  1T n   F . Then functor
σ X σ is equivalent to 1T n.
Corollary 3.2.6. Functor σ X σ is equivalent to identity functor on regular modules.
Proof. By Lemma 3.1.2, we only need to talk about regular indecomposable modules of category
modT n,Ω. Using Corollary 3.2.4 and Corollary 2.3.1c, d, we can finally get a dual proof
with that of Lemma 3.2.5.
Lemma 3.2.7. The functors σ and σ induce quasi-inverse equivalences on k-linear full sub-
categories of modT n,Ω and modT n, σΩ consisting of regular modules.
Proof. Combining Lemma 3.2.5 and Corollary 3.2.6, functors σ Xσ and σ Xσ are equivalent to
the identity functor on regular modules of modT n,Ω, that is, σ, σ are the inverse functors
of σ, σ, respectively. Hence we have the claim.
Lemma 3.2.8. Let M > modT n,Ω be a regular indecomposable module. Then DT n X
σM  σ1 XDT nM and DT n X σM  σ XDT nM.
Proof. Using Lemma 3.2.7, we have these isomorphisms.
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4 Middle terms of AR-sequences of covering quiver
In this part, we discuss middle terms of AR-sequences in regular components of modT n,Ω.
Now let M > modT n,Ω be a regular indecomposable module. By Theorem 2.5.1, and
sticking to the abuse, we definea θM   a0,, ab the center path of M ,b pM   a0, qM   ab.
Note that pM is the center of all sink modules of the σ-orbit of M and qM is the center
of its all source modules, respectively. Moreover, the number bM is just the number of flow
modules in the σ-orbit of M and bM   dpM, qM. Recall that i   ιM. According to
Theorem 2.5.1, we can get the following corollary.
Corollary 4.1. Let M > modT n,Ω be a regular indecomposable module. Thena M is a sink module if and only if i B 0,b M is a flow module if and only if 0 @ i B bM,c M is a source module if and only if i A bM.
Let D be a regular component of modT n,Ω, and let M,M  > D be two regular indecom-
posable modules. Suppose that σ-orbit of M (or M ) contains b (or b) flow modules. According
to [5, section 7], we have pM   pM , qM   qM  and b   b. This is saying that for the
σ-orbits of M and M , the centres of all the sink modules or source modules are the same. We
also have r0M  qlM   r0M   qlM , where r0M   rM0. Then we define
pD   pM,
qD   qM,
bD   dpM, qM,
rD   r0M  qlM.
There exist pM   pσtM   pM    pσtM  and qM   qσtM   qM    qσtM  for
any t, t > Z. That is, θσtM   θσtM  and bM   bσtM   bM    bσtM    b.
We say that a module Y > modT n,Ω is a sink (source, or flow) module, provided
all its indecomposable direct summands are sink (source, or flow) modules with same center.
Suppose that Y   `i>IYi, where Yi are indecomposable sink (source, or flow) modules for all
i, and CYi   CYj, i, j > I. Then we define rY    maxrYi S i > I,CY    CYi.
Let 0   X   Y   Z   0 be an AR-sequence in regular component D. Suppose that
Y   Y1 ` Y2, where Y1, Y2 > modT n,Ω are indecomposable and qlY1 @ qlY2. Then we
have bY1   bY2 and ιY1   ιY2 [5, Theorem 3]. In addition, CY1   CY2 and Y1, Y2
are of the same type modules [5, Theorem 4]. Hence we get CY    CY2, rY    rY2. We
define
ιY    ιY2 and bY    bY1   bY2.
In the following of this section, we focus on such middle term Y and let Y   Y2 when Y is
indecomposable.
Lemma 4.2. Let X,Y,Z > modT n,Ω be regular modules. Assume that 0   X   Y  
Z   0 is an AR-sequence. Then ιY    ισZ. Moreover, Y is a sink (flow, or source)
module if and only if σZ is a sink (flow, or source) module.
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Proof. We already know that ιY1   ιY2 by [5, Theorem 4]. We just need to prove ιY2  
ισZ. By [5, Theorem 3], we get ιZ   ιY2  1. Then ισZ   ιY2. This also tells us that
Y has the same type with σZ [Corollary 4.1].
Let M > modT n,Ω be a regular indecomposable module. We define:
ιM   1qlMPM i>I ιM i,
where I is the set of all quasi-composition factors of M . We call ιM the average index of M .
We have ιM   ιM [5, Proposition 4]. Moreover, we have the following:
Lemma 4.3. [5, Lemma 3] Let X > modT n,Ω be a regular indecomposable module with
ιX B 0. Then X is a sink module and BX   BX , X  is the quasi-top of X.
Lemma 4.4. [5, Lemma 3] Let X > modT n,Ω be a regular indecomposable module with
ιX C bX  1. Then X is a source module and BX   BX , X  is the quasi-socle of X.
Now we get our result:
Theorem 4.5. Let D be a regular component of modT n,Ω. Suppose that 0   X   Y  
Z   0 is an AR-sequence in D. Then there exist CY    CσZ and rY    rσZ  1.
Proof. We firstly assume that σZ is a sink module, then Y and Z would be sink modules using
Lemma 4.2 and [5, 3.1a]. Then CY    pY    pZ   CZ   CσZ. Module σ2Z   X
would be a source module whenever modules Y and σZ are both sources [5, 3.3], whence we
still have CY    qY    qZ   Cσ2Z   CσZ is this case.
By [5, Proposition 1.b], the radii of all its flow modules are all the same in the σ-orbit
of a regular indecomposable module. Moreover, centres of those flow modules just follow the
path from pM to qM, that is, θM [5, 3.2.a]. However, there exist θY    θZ   θσZ
and bY    bZ   bσZ. Hence we must have CY    CσZ when both of them are flow
modules.
For the second assertion, we use the induction on the quasi-length of Z. Suppose that
qlZ   1. It indicates that Z is quasi-simple and Y   Y2. In addition, Z is the quasi-top
of Y . We can see that Y is a sink module, provided σZ is a sink module [Lemma 4.2]. By
Lemma 4.3, we get BY    BZ, whence Z is a sink and rZ   rσZ  1 [5, 3.1.a].
Then rY    rZ   rσZ  1. Suppose that σZ is a source module. Then Y is a source
module and X   σ2Z is the quasi-socle of Y . Then BY    Bσ2Z [Lemma 4.4]. On the
other hand, there exists rσ2Z   rσZ  1, whence rY    rσZ  1 in this case [5, 3.3].
Suppose that σZ is a flow module. We get Y being a flow module [Lemma 4.2]. But we have
seen that all flow modules have the same radius in the σ-orbit of a regular indecomposable
module. Moreover, there exist rσZ   rZ0  1 and rY    rY0  1. Note that there
exist r0Y   qlY    r0Z  qlZ, qlY0   qlY  and qlZ   qlZ0 [Lemma 3.2.7]. Since
qlY    qlZ1, then r0Y    rY0   r0Z1   rZ01. Finally, we have rY    rσZ1.























We have qlY1   qlZ    1 and qlZ   2. The sequences 0   Y1   Z   Z    0 and0  σY1   σZ   σZ    0 are AR-sequences [Lemma 3.2.7]. There exist
rZ   rσZ   1, and rσZ   rσ2Z   1.
Hence there has
rY    rY2   rY1  2   rσ2Z   2   rσZ  1























In this case, there always exists rY1   rσZ   1 by induction. However, there exists rY2  
rY1  2 [5, Theorem 4]. Hence rY    rσZ   3   rσZ  1 since rZ   rσZ   2.
Corollary 4.6. Let D be a regular component of modT n,Ω. Then there exists rD  
rσD.
Proof. Let M > D be a regular indecomposable module. By the definition, we have rD  
r0M qlM. However, r0M   rM0 and qlM   qlσM [Lemma 3.2.7]. Hence rσD  
r0σM  qlσM   rM0  qlσM   rD.
Lemma 4.7. Let X,Y,Z > modT n,Ω be regular modules. Suppose that
0 X   Y   Z   0
is an AR-sequence with T X0 9 T Z0   g, then Y is a flow module.
Proof. This means that σZ must be a flow module [Theorem 4.5].a Suppose that σZ is a sink module with CσZ   x0, where x0 > T σZ0. According to
[5, 3.1a], Z is a sink module and CZ   x0. For σ2Z  X, we have CX   CσZ   x0
when X is a source module [5, 3.1.c], and CX 9CZ   x0 when X is a flow module
[5, 3.1.b]. Hence we always have CZ9CX   CσZ9Cσ2Z x g in this case. This
contradicts our assumption T X0 9 T Z0   g.
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b Suppose that σZ is a source module with CσZ   y0, y0 > T σZ0. Then σ2Z   X is
a source module and CX   CσZ [5, 3.3]. Module Z has 3 possibilites: sink, flow or
source. Using [5, 3.1, 3.2, 3.3], we know that CZ   CσZ   y0 when Z is a sink or
source module. When Z is a flow module, there exists CZ9CσZ   y0, where CZ  y0, y0, y0 > T n0 . Since T X0 9 T Z0   g, but CX 9CZ   CσZ 9CZ x g,
this case also cannot happen.
Together with a and b, we can see that σZ is a flow module.











where dimkZa   1, a > T Z0 and Zγi   λi, λi > k  0, i > 1,3. Then Z is regular indecom-
posable [7, Theorem 2.18]. Suppose that 0   X   Y   Z   0 is an AR-sequence. Then










where  γ1    γ13 γ2,  γ2    γ13 γ2. Then Z is a sink module, and X is a source module.
Moreover, there exists T X 9 T Z   g. Let a0, a1, a2 be the diameter path of T Z. Using
direct computation, we get module σZ  k
γ2
Ð  k being a flow module. Then CσZ   a0, a
and rσZ   0, a > T σZ0. According to Lemma 4.7, we get Y being a flow module. By
Theorem 4.5, rY    rσZ  1   1,CY    CσZ   a0, a.
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5 Widths of regular components
In this section, we want to talk about graded modules and width in a regular component D
of modT n,Ω. Let M > modT n,Ω be a regular indecomposable module. We define
NMb   N b 9 T M0,¦b > T M0.
Lemma 5.1. Let M > Injn,Ω be a regular indecomposable module. Thena M is a sink module and dM C 4.b Any leaf of T σM is a sink. In particular, σM is a sink module.
Proof. According to [7, Theorem 8.1b], we know that M must be a sink module. Note that
σM is also indecomposable [Lemma 3.2.7]. We now suppose that there has a source vertex
b0 being a leaf in T σM. Let α  b0   b1 be the arrow in T σM0. Then k-linear map
ϕ   σMα  σMb0   σMb1 is non-trivial, b1 > T σM0. Since σσM M , then there
exists a map ϕ   Mα  Mb1   σMb1   Mb0   coker ϕ that is not injective in M by the
definition of σ, this is a contradiction. Hence all leaves of T σM0 are sinks and σM is a sink
module.
Actually, dM C 4 since M is a sink and regular module. Otherwise, assume that dM   2
since dM is even. We will get dσM   0, that is, S T σM0 S  1, so that σM is not regular,
a contradiction.
Corollary 5.2. Let N > Surjn,Ω be a regular indecomposable module. Thena N is a source module and dN C 4.b Any leaf of T σN is a source. In particular, σN is a source module.
Proof. Since N > Surjn,Ω, then we have DT nN > Injn,Ω. By Lemma 5.1, we know that N
is a source module and dN C 4. According to Lemma 3.2.8, we can see that σ XDT nN 
DT n X σN is a sink module. Then b is clear.




Ð  k > modT 3,Ω, where γ1, γ2 > k  0. Then N is regular
indecomposable. Suppose that N > D for some regular component D of. Let M   σ2N , then























Using the definition of σ, there exists M > Injn,Ω 9 D. Note that N ¶ Injn,Ω 9 D and N
is quasi-simple [10, Proposition 3.4]. Then M   σ2N is quasi-simple and M   MD [Lemma
3.2.7]. One can check that σM is a sink module.
Lemma 5.3. Let M > Injn,Ω 9D be a regular indecomposable module. Then σ
M > Injn,σΩ 9σD.
Proof. Let M    σM . We want to prove that M  > Injn,σΩ 9 σD. That is to say, every map is
injective in M  [7, Theorem 8.1].
We consider M > Injn,Ω and want to reflect at a source point x > T M0. In fact, all
neighbours of x belong to T M0. We have injective maps fi  Mx   Myi for 1 B i B n, yi >






,m >Mx. For each i, we have to show
that the map gi  M yi   Myi   M

x;mi ( 0,,0,mi,0,0  im f is injective, where gi maps
mi to the i-th position in M x. Let mi > ker gi. Then 0,,0,mi,0,,0 > im f . Hence there is
m >Mx such that mi   fim, and fjm   0 for all j x i. Since each fj is injective (actually,
jxi kerfj   0 suffices), we conclude that m   0, that is, mi   0. Consequently, gi is injective.
Lemma 5.4. Let N > Surjn,Ω 9D be a regular indecomposable module. Then σN > Surjn,σΩ 9σD.
Proof. Since DT nN > Injn,Ω, then we get σ XDT nN 3.2.8 DT n X σN > Injn,σΩ using
Lemma 5.3, that is, σN > Surjn,σΩ 9 σD.
Lemma 5.5. Let D be a regular component of modT n,Ω. Then
ιMσD > ιMD  1, ιMD  1.
Proof. Now let M   MD. Since D is regular and qlM   1, then for any N > Injn,Ω 9D with
qlN   1, it is well-known that N   τtM   σ2tM and ιN   ιM  2t for some t > N0.
Hence M is the one with the biggest index ιM in its σ-orbit located in Injn,Ω 9 D. Then
σM > Injn,σΩ 9 σD by Lemma 5.3. Moreover, qlσ1M   qlMσD   qlM [Lemma 3.2.7],
and ισM B ιMσD. Note that MσD is located in the σ-orbit of M with odd index. We
have ιMσD C ιMD  1 and ιMσD x ιMD. Suppose that ιMσD B ιM  3. Then
ισM   ιM  1 A ιMσD, a contradiction. Similarly, suppose that ιMσD C ιM  3.
Then ισMσD   ιMσD  1 A ιM and σMσD > Injn,Ω 9D by Lemma 5.3, a contradiction.
Hence ιMσD > ιM  1, ιM  1.
Example. Continuing the example after Corollary 5.2, we now let M   σN . Then supp(M)























We can see that M > Inj3,σΩ, and M is indecomposable. Moreover, M is a quasi-simple module
[10, Proposition 3.4]. Since N   σM ¶ Inj3,Ω and σN is a flow module, then M   MσD. In
fact, we already get MD   σ2N . Hence ιMσD   ιMD  1. Note that πλMD > πλD and
πλMσD > πλσD. It says that functor πλ does not give us much information concerning such
component D.
Lemma 5.6. Let D be a regular component of modT n,Ω. Then
ιWσD > ιWD  1, ιWD  1.
Proof. Let U > Surjn,Ω 9D with qlU   1, then it is already known that U   τ sWD   σ2sWD
and ιU   ιWD  2s for some s > N0. That is, ιU C ιWD. On the other hand, we
have σWσD > Surjn,Ω 9D by Lemma 5.4. Suppose that ιWσD B ιWD  3. Then ισWσD  
ιWσD  1 @ ιWD, a contradiction. Similarly, suppose that ιWσD C ιWD  3. Then
ισWD   ιWD 1 @ ιWσD and σWD > Surjn,σΩ 9σD by Lemma 5.4, a contradiction. Hence
ιWσD @ ιWD  3. Finally, there exists ιWσD   ιWD  2s  1 for some s > Z.
Theorem 5.7. Let D be a regular component of modT n,Ω. Then we have
SWD WσD SB 1 and bD12 DWD.
Proof. Since there exists τ   σ2 in our case, then there is σ2WD1MD   WD. It says that
module WD is located in the σ-orbit of module MD. Consequently, there is 2WD  1 
ιMD   ιWD. Then WD   ιWDιMD2 1. According to Lemma 5.5 and Lemma 5.6, there
exist inequalities
ιWD  1  ιMD  1
2
 1  WD  1




ιWD  1  ιMD  1
2
 1  WD  1.
(1)
Hence SWD WσD SB 1. (2)
There are only sink modules and source modules contained in Injn,Ω 8 Surjn,Ω. Now let
N be a regular indecomposable module located in the σ-orbit of module MD. Then there is
N   σqMD for some q > N. Suppose that N is a flow module so that q C 2. Using Lemma 5.1
and Corollary 5.2, it is shown that σMD is a sink and σWD is a source. Then
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ισMD   ιMD  1 @ ιN   q  ιMD @ ισWD   ιWD  1.
Then 1 @ q @ ιWD1 ιMD   2WD1. It indicates that the maximal length of the range
of q is 2WD  1  1  1   2WD  1, whence the number of flow modules bN B 2WD  1.
Moreover, there exists bD   dpN, qN   bN. Hence bD12 DWD.
Corollary 5.8. Let D be a regular component of modT n,Ω. Suppose that WD  WσD  
1, then bD   0.
Proof. Suppose that there exists such a component D so that bD   bσD C 1. Hence there at
least exists a regular indecomposable and flow moduleN > D orN > σD with qlN   1. Suppose
that N > D. By Lemma 3.2.5, we know that σN ¶ Injn,σΩ9σD and σN ¶ Surjn,Ω9σD [Lemma
5.1, Corollary 5.2]. Then ιMσD B ιτ1σN   ισN 2 and ιWσD C ιτσN   ισN 2.
Hence
WσD   ιWσDιMσD2  1 C ισN2ισN22  1   ισNισN2  1  2   2,
a contradiction. When N > σD, we can similarly prove that WD C 2, and this is also a
contradiction.
Example. Let M > modT 3,Ω be the following
0 k k k k k 0 ,








where λi > k  0, i > 1,2,,9. Then M is indecomposable and M > Inj3,Ω is a sink module.
In fact, M is a quasi-simple module [10, Proposition 3.4]. Moreover, we can show that M is
regular [7, Theorem 2.18].
In fact, we have bM   0. In particular, M   MD for some regular component D of
modT 3,Ω as σM ¶ Inj3,σΩ. By direct computation, we know that σ2M and σ3M are source
modules. However, σ3M,σ4M are also source modules and all maps are surjective in them.
Since σ2M ¶ Surj3,Ω, then σ4M   τ 2M   WD and WD   1. Moreover, there exists σM ¶
































































































Figure 2: Regular component WD   1.
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6 Graded modules of constant rank
6.1 Matrices of graded module of constant rank
Let M > modT n,Ω and N   πλM. We have
N1   πλM1   ?
πy 1





Mγji   πλM1   πλM2,
for some y > T n0, j > N and i > 1,2,, n. For convenience, we let γji   Mγji , and let
γi   Nγi in this section, where Mγji   Msγji    Mtγji , πγji    γi,1 B i B n. By abusing
notations, we still use γji and γi to denote their corresponding arrows in M and N , respectively.
Let M > modT n,Ω be an indecomposable module. Since simple modules are trivial cases
in our discussions, we assume that πλM is not isomorphic to a simple module in general. We
want to discuss the rank of matrix γ   Pni 1Nγi   Pni 1 γi. We use induction on the diameter
l   dM of M . Clearly, we have l C 1. Suppose that l   1. Then T M would look like
α  a  b, a, b > T M0, α > T M1. Hence
Γ1   γ   Pni 1 γi  Mα   γ1j   γj,
for some j > 1,, n. Suppose that l   2. Then M is either a sink or a source module.
Moreover, there only exists a source or a sink in T M0, that is, N1  Msγ1i  or N2  Mtγ1j  for
some i, j > 1,, n. We can get















γi   γ1a11 γ1a12  γ1a1n1  , (3)
for some subset I2   a11, a12,, a1n1 b 1,2,, n. Since matrices Γ2,Γ2 represent different
trees, we sometimes call them tree Γ2 or Γ2. Note that all leaves of Γ2 are sinks, all leaves of
Γ2 are sources. Let E2   γ1a12 , γ1a13 ,, γ1a1n1.
Suppose that l   3. Then M is a flow module. It indicates that there exsit n2 arrows γ2a2i
connecting tree Γ2 or Γ2 for some n2 > 1,, n  1, where I3   a21,, a2n2 b 1,, n. Let
E3   γ2i S i > I3. Suppose that all arrows γ2a2i connect tree Γ2. Since l   3, there exists some
a1j > I2 such that
tγ2a2i   tγ1a1j
for all arrows γ2a2i > E3. We reorder γ
1
a1i







γ1a11 0  0
   











where E3   Pγ2a2i>E3 γ2a2i . Similarly, we can get a matrix Γ3 when all arrows of E3 connect
tree Γ2, that is, there exsits some a1j > I2 such that sγ2a2i   sγ1a1j for all γ2i > E3.
Suppose that l   4. Then M is either a sink or a source module. Suppose that M is a
sink module. Then there exist n3 arrows γ3a3i connecting tree Γ3 in M , 1 B i B n3 B n  1. Let
I4   a31,, a3an3, and let E4   γ3i S i > I4. It indicates that there exsit some γ2a2j > E3 such
that
sγ2a2j   sγ33i, for some γ33i > E4.
For convenience, we let i   j when a2j   a3i, and we reorder a2j by starting from a21 such that
a21   a31. Then we get
Γ4  
<@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@@>
γ1a11 0 0  0








0 γ3a31 0  0
0 γ3a32 0  0
    
0 γ3a3m1 0  0
0 0 γ3a3m2  0
    
0 0 γ3a3m3  
    
0 0 0  γ3a3mn2
    
0 0 0  γ3a3mn3
=AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA?
   Γ3
E4	   Γ3  Q
γ3a3i>E4
γ3a3i , (5)
where E4   Pγ3a3i>E4 γ3a3i . Suppose that M is a source module, that is, all arrows γ3a3i connect
tree Γ3, we can get a tree Γ

4. We can continue doing this, and we will finally get matrices
Γl   Pni 1 γi when M is a sink or flow module, or Γl   P
n
i 1 γi when M is a source module,
and set El, where l > NC4. Note that El is the set consisting of those γji such that tγji  (or
sγji ) are leaves, and are located at the endings of diameter paths of T M; if tγji    al (or
sγji    al) is a leaf for some al > T M0, then there exists a diameter path a0,, al in T M.
Let El   Pγji >El γji .

















, l   2r, r > N,
(6)
















, l   2r  1,
Γl1 El , l   2r, r > N,
(7)
when M is a source module, where El   Pγji >El γji .
Proof. There is nothing to prove when πλM is isomorphic to simple module. Suppose that
πλM is not isomorphic to a simple module. We only prove the first equation, that is, M is a
sink or flow module, and the second one is similar.
We use induction on the length of diameter l. Suppose that it is true when l   2r  1, or 2r.
When l   2r1, that is, M is a flow module, we consider the set E2r1. By our construction, all
sγji  > El are source leaves and there exsit some γji > El1 such that tγji    tji . Moreover,
there exists Γl1    Γl2El  1	 by induction. Hence we have
Γ2r1    Γl2 0El  1 El	   Γl1 El
When l   2r2, we consider set E2r2. By our construction, module M is a sink module. Then
any tγji  > El is a sink leave and there exist some γji > El1 such that sγji    sγji . Then we
have
Γ2r2   Γ2r1El	.
Combining these two matrices Γ2r1,Γ2r2, we get our first equation.
Lemma 6.1.2. Let a0, a1, a2,, al be a diameter path of a finite tree Q, where l > NC2. Then
the set N a1   N a1  a2 consists of all leaves.
Proof. Suppose that there exists a vertex a > N a1 being not a leaf. It means that there at
least exists a vertex a1 x a > N a such that the length of path a, a, a1, a2,, am is greater
than that of diameter path a0, a1, a2,, al in Q, this is a contradiction.
In fact, we have inequalities as follow:
Lemma 6.1.3. Let M > modT n,Ω be an indecomposable module with diameter l C 2. Then
there exists an inequality
S El SB n  1r, l   2r, or 2r  1, r > N.
Proof. We use induction on the length l. When l   2 or 3, there is nothing to prove. Suppose
that S El SB n1r when l   2r or 2r1, r C 2. Suppose that M is a sink module when l   2r. By
our construction, each sγji  is a leaf for every γji > E2r1 [Lemma 6.1.2]. Let a0, a1,, a2r1
be a diameter path of T M when l   2r  1, and let a2r1 be a source. Then a2r1   sγji 
for some γji > E2r1 and point a2r1 has at most n  1 neighbours being leaves when l   2r  2.
Moreover, all γji > E2r1 have such property. Hence
S E2r1 SBS n  1E2r1 SB n  1r1.
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When l   2r  1  1, we assume that a0,, a2r1, a2r11 is a diameter path of T M. It
indicates that a2r1 has at most n  1 neighbours being leaves and a2r1   tγji  for some
γji > E2r3. Then
S E2r11 SB n  1 S E2r1 SB n  1r2.
Note that it is not every arrow of E2r1 connects an arrow of E2r11 for l   2r  1  1.
Otherwise, suppose that ar1 is the center of T M when l   2r1. By our construction, it is
not hard to see that dar1, b   dar1, b   r  2 for any two source leaves b   sγji , b   sγji 
when l   2r  1 1, where γji , γji > E2r11. Then there exists an indecomposable module M
(for example, a thin module) such that its leaves b, b satisfy a0,, ar1, br2, br3,, b2r11  
b and a0,, ar1, ar2, ar3,, a2r11   b are paths of T M and
ai S i   r  2, r  3,,2r  1  1 9 bi S i   r  2, r  3,,2r  1  1   g.
That is, leaves b and b are connected by a path in T M passing the point ar1. Then there
exists a path w of T M such that
w   b2r11, b2r1,, br2, ar1, ar2, ar3,, a2r11,
and length of w is 2r  2 being even, this is a contradiction. Moreover, one can check that
there are at most n  1 neighbours of ar1 located on the diameter paths of T M when every
arrow of E2r1 connects an arrow of E2r11 according to our discussion, and there only exists
one neighbour of ar1 consisting of the diameter path of T M when l   2r  1  1. Hence
S E2r11 SB n1r2n1 B n  1r1.
Similarly, one can show that the above inequality holds when M is a source module for l   2r.
We recall an old result:
Lemma 6.1.4. [12, Theorem 19, 8.1, 8.2, 8.7] Ranks of Partitioned Matrices. For matri-
ces over an arbitrary field:
rk A B C rk A, rk A
B
	 C rk A,
rk X 0
S Y
	 C rk X rk Y .
Let M > modT n,Ω be an indecomposable module, and let N   πλM. We define sets
Si   Mγji  S πMγji    Nγi, and Si b Si is a subset, 1 B i B n. We define
Nγi   γi   `Mγj
i
>SiMγji.
Lemma 6.1.5. Let M > modT n,Ω be a module. There exsit inequalities
rk Γl   rk Pni 1 γi C rk Pni 1 γi C rk Pn1i 1 γi C  C rk γ1.
Proof. Without loss of generality, we assume that M is indecomposable, and πλM is not
isomorphic to a simple module. Let Γ̃l   Pni 1 γi . Then matrix Γ̃l is gotten from matrix Γl
by letting those γji , where γ
j
i > Si  Si . By Lemma 6.1.1 and Lemma 6.1.4, we get the first
inequality rk Γl Crk Γ̃l. For the rest inequalities, proofs are similar.
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Definition. Let α > kn0, the map α  P 2  P 1,m( α1γ1α2γ2αnγnm induces
an embedding of Kn-modules. We set Xα   coker α.
Definition. We call that M > modT n,Ω is of constant rank provided πλM is of constant
rank.
Theorem 6.1.6. [15, Theorem 3.7] Let M > modT n,Ω be of constant rank. Then any
direct summand of M is also of constant rank.
Lemma 6.1.7. [11, Lemma 3.5] Let M > modKn be regular and not isomorphic to an Xα. Let
0   τM   E  M   0 be the AR-sequence ending in M. If two out of the three modules are
of constant rank, then so is the third.
Let M > modT n,Ω be an indecomposable module. Recall that NMa   N a9T M0
for any a > T M0. Let N   πλM. In the following proofs, we always assume that module N
is the push-down of the module M . We now consider matrix Γl. Let
Bi   sγji  S πγji    γi, and Ci   tγji  S πγji    γi,1 B i B n.
If there exsits sγpy > Bi for some γpy > Sy, y x i, it indicates that matrix γpy locates in the same
columns with some matrix γji in Γl, that is, sγpy   sγji , where γji > Bi. Similarly, γpy locates
in the same rows with γji in Γl if tγpy   tγji  > Ci.
Let M > modT n,Ω be an indecomposable module, and let N   πλM be not isomorphic
to a simple module. Suppose that M is of constant rank. Then l   dM C 2, and we have the
following conclusions:
Lemma 6.1.8. Let i > 1,2,, n. Then for each arrow γpi Msγpi   Mtγpi , γpi > Si, and every
set Sj, i x j, there exist some γ
q1
j > Sj, or γ
q2
j > Sj such that
sγq1j    sγpi  > Bi, or tγq2j    tγpi  > Ci.
Proof. Let N   πλM. It is clear that rk xNα C 1, α > kn  0. Assume that there exists a
non-trivial map γuj Msγuj   Mtγuj  in Sj for some j x i such that sγuj  ¶ Bi and tγuj  ¶ Ci.






	   γpi ` γuj for all γpi > Si. Now let A   Nγi Nγj   γi  γj.
According to Lemma 6.1.5, there exist inequalities
rk A   rkγi  γj C rkγi  γuj    rk γi 00 γuj 	 A rk γi. (8)
It is a contradiction since module N   πλM is of constant rank and rk A   rk γi.
Lemma 6.1.9. Let a0, a1,, am be a path of T M,m C 2. Suppose that a0 is a leaf. Then
we have S NMa1 S  n.
Proof. Since M is of constant rank, we have rk γ1   rk γ2      rk γn in N . Suppose thatS NMa1 S@ n. We first assume that a0 is a sink. It indicates that there exists some γi such that
there does not exist non-trivial direct summand γpi Ma1  Ma in T M for all γpi > Si, that is,
a1 ¶ Bi, where a > NMa1. As a0 is a leaf, it also says that there does not exist direct summand
γqi > Si such that tγqi    a0, that is, a0 ¶ Ci. On the other hand, there at least exists one map
γwj > Ej  Ma1   Ma0 that is non-trivial for some γ
w
j > Sj, j x i. Then we have sγwj    a1 ¶ Bi
and tγwj    a0 ¶ Ci. According to Lemma 6.1.8, we know that this cannot happen. When a0 is
a source, we can consider non-trivial map γw

j Ma0  Ma1 for some γ
w
j > Sj , j
 x i. Finally, we
have S NMa1 S  n.
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When n C 3, we have the following:
Lemma 6.1.10. Let a0, a1,, am be a path of T M,m C 2. Suppose that bi > NMa1 a2
are leaves for 1 B i B n  1. Then
a When a0 is a sink, kernels of the maps γ1i Ma1  Mbi satisfy
ker γ11    ker γ
1
n1
and they are all surjective;b when a0 is a source, maps γ1i  Mbi   Ma1 satisfy im γ11    im γ1n1 and they are all
injective.
Moreover, there always exists rk γ1n C rk γ
1
i , where γ
1
n is the map between Ma0 and Ma1.



















	   Pni 1`γji >Siγji , Si   Si  γ1i . We have rk γ1n C rk γ1i from Γl. Otherwise, suppose
there that exists some j such that rk γ1n @ rk γ
1
j , j > 1,, n  1. Then















	   `γin>Snγin  `γij>Sjγij.
For the map γ1i Ma1  Mbi ,1 B i B n  1, there exists an equation









Otherwise, suppose that there exists rk γ1i A rk γ
1
j for some 1 B i x j B n  1, n C 3. Then by
Lemma 6.1.4 and Lemma 6.1.5, there exist inequalities























	   `γvi >Siγvi  `γvj >Sjγvj  `γvn>Snγvn, B

A















. Moreover, each γ1i is
surjective since M is indecomposable and tγ1i  is a leaf, 1 B i B n  1. Suppose that a0 is a













n 0  0
0 0  0 B A
=AAAAAAA?
,
where B A   Pni 1`γji >Siγji , Si   Si  γ1i . Similarly, we can get
rk γ11      rk γ
1
n1   rk γ11  γ1n1, and rk γ1n C rkγ1i ,1 B i B n  1.
Then we have im γ11    im γ
1
n1  im γ11  γ1n1 by the theory of matrix. Moreover, each
γ1i is injective since M is indecomposable and sγ1i  is a leaf, 1 B i B n  1.
Corollary 6.1.11. If M is a thin module, then we have M > Injn,Ω 8Surjn,Ω and M is quasi-
simple.


























where γ1i  Ma1   Ma , a
 > NMa1,1 B i B n, and Γ1l   BA	   Pni 1`γji >Siγji , Si   Si  γ1i .
Since M is a thin module, then we have
ker γ11    ker γ
1
n   0.
If we delete set NMa1 a2 in T M0, we will get a new module M 1 and a matrix Γ1l . It
is not hard to see that M 1 is still a thin module and indecomposable. Moreover, we can see
that M 1 is also of constant rank and rk Γ1l   rk Γl1. Hence we can repeat our process, and
delete such sets NMb a2 in T M0. Note that points of NMb a2 are leaves. Finally,
we get a new module M p and point a2 is a sink leaf of M p. Using Lemma 6.1.9, we replace
M by module M p at the beginning, and discuss M p again.
After finite steps, we will get a module M̃ , and πλM̃  P 1, that is to say, every leaf of
T M is a sink, that is, M > Injn,Ω. Similarly, we can consider matrix Γl when a0 is a source,
and get M > Surjn,Ω. We get M being quasi-simple by [7, Corollary 10.16].
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Let n   2, and let M > modT 2,Ω be an indecomposable module. Suppose that πλM
is not isomorphic to a simple module. Let l   dM. Then l C 1. We want to look at matrix Γl
when n   2. We choose an order for γp1 and γ
q
2 , and we define








    
0 0 0 γu2 γ
u
1
0 0 0 0 γu12
=AAAAAAAAA?
where l C u. In fact, matrix A1,2 represents a path in M starting from sγ12 and ending at
tγu12 . Hence we sometimes call it path A1,2. We have sγ12 and tγu12  being leaves.
Let n C 3. Let M > modT n,Ω be an indecomposable module, and let N   πλM be
not isomorphic to a simple module. If there exists a path in T M consisting of all direct
summands γpi , γ
q
j for some two arrows γi, γj in N , then module M is said to be of type A1,2.
Note that it may be decomposable when we restrict M to these direct summands γpi , γ
q
j .
Let M > modT n,Ω be an indecomposable module, n C 3. Suppose that M is of constant
rank, and πλM is not isomorphic to a simple module. We have the following:
Lemma 6.1.12. Suppose that M is of type A1,2 for some two arrows γi, γj. Then for any direct
summand γpl , either sγpl  is a leaf and γpl is injective, or tγpl  is a leaf and γpl is surjective,
where γpl > Sl, l x i, j.
Proof. By Lemma 6.1.10, we only need to show that sγpl  or tγpl  is a leaf. Now we consider
matrix A1,2,l   γi  γj  γl   A1,2  γl in N , where l x i, j. By Lemma 6.1.8, we know that
sγpl  > Bi, or tγpl  > Ci for any γpl > Sl. Hence matrix A1,2,l would be the following:
A1,2,l   γi  γj  γl  
<@@@@@@@@@@@@@@@@@@@>




i 0  0





        





0 0  0 0 0 0  γu1j
0 0  0 0 γ1

l 0  0
0 0  0 0 0 γ2

l  0
        0










where Al   Pup 1 γ
p




l , and tγpl    tγpi , sγpl    sγpi , p > 1,, u, and set
Sl   γpl , γpl S p   1,, u, u  S Si S.
Suppose that sγql  is not a leaf for some γql > Sl. It indicates that there exists some direct
summand γwl > Sl such that sγwl    sγql  ¶ Bi, and tγwl  ¶ Ci, l x i, j, since arrow γwl is not
located on the path A1,2. By Lemma 6.1.8, this is a contradiction. Using similar discussion, we
can get all tγpl  being leaves. Moreover, sγ1j  and tγu1j  are leaves because these two points
are located at the two endings of path A1,2.
Let U1, U2 be two finite-dimensional vector spaces over field k, and let L b HomkU1, U2
be a subspace. We say that L is a r-subspace provided for any 0 x f > L , there exists rk f   r.
Let U 1 b U1 be a subspace, let f SU 1 denote map f restricted to U 1.
34
Lemma 6.1.13. [13, Lemma 3.1] Let f, g > L be two nonzero elements. Then there exists
fker g b im g.
Let M > modT n,Ω be an indecomposable module, n C 3, and let M be of constant rank.
Suppose that N   πλM is not isomorphic to a simple module. Then we can get:
Lemma 6.1.14. Suppose that M is of type A1,2 for some two arrows γi, γj. Then there exists
M > Injn,Ω 8Surjn,Ω.
Proof. We consider matrix A1,2,l   γi  γj  γl   A1,2  γl in N , where l x i, j. By the proof of
Lemma 6.1.12, matrix A1,2,l would be the following,
A1,2,l   γi  γj  γl  
<@@@@@@@@@@@@@@@@@>










0 0  0 0  





0 0  0 0 0  γu1j
0 0  0 0 γ1

l  0
   0    0





where γpl , γ
p
l > Sl, u  S Si S, and tγpl    tγpi , sγpl    sγpi , p > 1,, u.
Since M is of constant rank, we have rk Ai,j,l   rk γi   rk γj   rk γl. Then we have
rk γpl  rk γ
p
l   rk γ
p
i , for all p > 1,, u. (9)
Otherwise, suppose that there exists some q > 1,, u such that rk γql  rk γql A rk γqi . Then
we have γql ` γ
q







	 and D2   `γji >Siγji , Si   Si  γqi .
Hence
rk D   rk D1 Pupxq rk γ
p




i   rk γi,




	 C rk γql  rk γql A rk γqi by Lemma 6.1.4. Finally
rk γl  γi C rk γql ` γql  γi A rk γi
by Lemma 6.1.5, this is a contradiction. Similarly, suppose that there exists rk γql rk γ
q








	 C rk γql γqi  C rk γqi A rk γql  rk γql .











rk γpl A rk γl, this is a contradiction.
By Lemma 6.1.13, we have γlker γi b im γi. Since ker γi   `γji >Si ker γji , there exists
γp

l ker γpi  b im γpi . However, im γpl 9 im γpi   0. Then γpl ker γpi    0. Hence there exists
ker γpi b ker γ
p
l , p > 1,, u.
35
On the other hand, there is also γiker γl b im γl. Similarly, we have γpi ker γpl  b im γpl .
Suppose that γpi ker γpl  ø im γpl . Since ker γpi b ker γpl , then γpi SUp is injective, where Up is
the complement of ker γp

l   U
 in vector space U  Msγpi . Then
γpi U   γpi Up `U  b γpi SUp `γpi SU ø Up ` im γpl ,
under isomorphisms of vector spaces. However, there exists
dimkUp

 rk γpl   rk γ
p
l  rk γ
p
l A rk γ
p
i ,
this is a contradiction with equation (9). Hence there exist isomorphisms
γpi ker γpl   im γpl , (10)
for all p > 1,, u. Actually, we can also get
rk γ
p1
l  rk γ
p
l   rk γ
p
j . (11)
through changing i into j. Then γpj ker γp1l   im γpl , p > 2,, u.
Hence we can see that there exists decomposition of γpi and γ
p


















p1 Msγpj   Msγp1i . Hence we get
A1,2,l   γi  γj  γl  
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i SUp , γpj   γpj SUp1 , and
A  
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Note that we only need l x i, j and n C 3. On the other hand, M is indecomposable. Then
either A   0, or A   0. Suppose that A   0, then
rk γp

i   rk γ
p
i   rk γ
p
l   rk γ
p1
j   rk γ
p1
j ,1 B q B u.
Hence ker γp






j are all injective in M , 1 B p B u. Hence M > Injn,Ω. Similarly, we get M >
Surjn,Ω when A   0.
6.2 Reflection functor and graded modules of constant rank
In this section, we want to see what would happen when we use reflection functor σ to act on
Injn,Ω 8Surjn,Ω in modT n,Ω, n C 3.
Lemma 6.2.1. Let M > Injn,Ω be a regular indecomposable module. Suppose that σM is of
constant rank. Then σM > Injn,σΩ.
Proof. Since M > Injn,Ω, M is a sink module and its diameter l is even. Let l0   a0, a1,, am
be a diameter path of T M. By [7, Theorem 8.1], all maps γ1i  Mci   Ma2 are injective,
ci > NMa2,1 B i B n. Let M    σM . By Lemma 5.1, all leaves of M  are sinks and m C 4.
By [5, Proposition 1.a], path l1   a1,, am1 is a diameter path of T M . Actually, all






are isomorphic, where points ci > NM a2  a3 are leaves and 1 B i B n  1
[Lemma 6.1.9]. Note that M a2   ker µ, where µ   γ11 ,, γ1n  `Mci  Ma2 , ci > NMa2. On the





 Mci ;m   m1,,mn(mi,1 B i B n  1. Moreover
ker γ1i   m   m1,,mi1,0,mi1,,mn S Pnvxi γ1vmv   0.
We pick an element ei   m1,,mi1,0,mi1,,mn > ker γ1i . Consider ker γ1j ,1 B j x i B n1.
By Lemma 6.1.10a, there exists ker γ1i  ker γ1j . Then the element ei > ker γ1i  ker γ1j
indicates that mj   0 in ei for all 1 B j x i B n  1. Finally, we get
ei   0,0,,0,mn > ker γ1i .
Hence ker γ1i   m   0,0,,0,mn S γ1nmn   0   0 because γ1n is injective in M , that is,
γ1i is injective, 1 B i B n  1. Note that rk γ
1
n B dimk M

a2   rk γ
1







However, there exists rk γ1n C rk γ
1
i by Lemma 6.1.10. Hence rk γ
1
n   rk γ
1
i , and γ
1
n is also
















for M . Since all γ1i are injective for 1 B i B n, we get a module M
2, and matirx
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Γl2   BA	 ,
satisfying rk Γl2   rk Γl1 rk γ
1
1 , where module M
2 is gotten from M  by deleteing seta2 8NM a2  a3 in suppM , l2 is a path of M2. We can see that M2 is still of constant
rank. Module M2 may be decomposable, however, T M2 is connected. Note that the maps
in M2 are the same with that of M .
If dM    2, then we are done. Suppose that dM  C 4. In fact, we already see that all
leaves of M  are sinks [Lemma 5.1b]. If a3 is not a leaf of suppM2, then we can continue to
delete the set b2 8NM b2  a3 in suppM  when b1, b2, a3,, bm1 is another diameter
path of M . After finite steps, we will get a module Mp such that a3 is a sink leaf of Mp.
Although Mp may be decomposable, suppMp is still a tree by our construction, and each
direct summand of Mp is of constant rank [Theorem 6.1.6]. Suppose that Mp   `i>IMp,i, where
every Mp,i is indecomposable and is of constant rank. Since M  is indecomposable, there exists
a3 > suppMp,i 9 suppMp,j
for any i x j. Otherwise, suppose that there exists a direct summand Mp,i of Mp such that
a3 ¶ suppMp,i.
It indicates that Mp,i is also a direct summand of M  by our construction, this is a contradiction.
Let lp,i   ai,0   a3, ai,1,, ai,pi be a path of direct summand Mp,i, i > I. Then path lp,i satisfies
condition of Lemma 6.1.10a. Hence Mp satisfies condition of Lemma 6.1.10a.
We now change M  into Mp at the beginning, and discuss one of its paths lp   a3,, al.







  M bi being injective for every bi >
NM a4. Then we delete set a4 8 NM a4  a5 and get a module M q. We repeat this
process, and we can finally see that every M γji  is injective in M , whence M    σM > Injn,σΩ.
Lemma 6.2.2. Let M > Surjn,Ω be a regular indecomposable module. Suppose that σ
M is of
constant rank, then σM > Surjn,σΩ.
Proof. According to Lemma 3.2.8 and [15, Proposition 5.2], we know that DT n X σM is of
constant rank and
DT n X σM  σ X DT nM.
Since M > Surjn,Ω, then DT nM > Injn,Ω. By Lemma 6.2.1, we know that
σDT nM > Injn,σΩ.
Hence σM > Surjn,σΩ.
Theorem 6.2.3. Let D be a regular component of modT n,Ω. Suppose that WD   1.
Then there exists
CRn,σΩ 9σD   Injn,σΩ 8Surjn,σΩ 9 σD
for the regular component σD.
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Proof. By Theorem 5.7, we get that WσD   1, or 2. Now let M > D, and let M ¶ Injn,Ω8
Surjn,Ω. Then there have σ2M > Injn,Ω, σ2M > Surjn,Ω since WD   1.
Suppose that WσD   2. We have σM,σM ¶ Injn,σΩ8 Surjn,σΩ for component σD. Oth-
erwise, suppose that σM > Surjn,σΩ. Since WσD   2, there exist σM,σ3M ¶ Injn,σΩ. Then
σ2M   τM ¶ Injn,Ω by Lemma 5.3. This cannot happen since WD   1. Similarly, we can
show that σM ¶ Injn,σΩ.
By Lemma 3.2.4, Lemma 3.2.7, Lemma 6.2.1 and Lemma 6.2.2, we have
σM  σσ2M ¶ CRn,σΩ 9 σD, σM  σσ2M ¶ CRn,σΩ 9 σD.
Since WσD   2, there is
CRn,σΩ 9σD   Injn,σΩ 8Surjn,σΩ 9 σD. (12)
Suppose that WσD   1. We can see that σM  WσD > Surjn,σΩ, or σM  MσD > Injn,σΩ.
Hence there exists M  σWσD, or M  σMσD by Lemma 3.2.7. Since M ¶ Injn,Ω8 Surjn,Ω and
WD  WσD   1, then M is not of constant rank [Lemma 6.2.1, Lemma 6.2.2]. Moreover,
CRn,Ω 9D   Injn,Ω 8Surjn,Ω 9 D. Suppose that M  σWσD. Then σM ¶ Injn,σΩ since
WσD   1. However, σ2M > Injn,Ω since WD   1. Then σM  σσ2M is not of constant
rank by Lemma 6.2.1. Suppose that M  σMσD. Then σM ¶ Surjn,σΩ since WσD   1.
However, there is σ2M > Surjn,Ω since WD   1. Then σM  σσ2M is not of constant rank
according to Lemma 6.2.2. Hence equation (12) is also true when WσD   1.
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7 Elementary modules of Kn
7.1 Dimension vectors of elementary modules
Let Kn   kKn, n C 3. There exists a function called dimension vector on mod Kn
dim: mod Kn   Z2,M ( dimkM1,dimkM2.
if 0   L   M   N   0 is an exact sequence in mod Kn, then dim L+dim N   dim M .
There exists a bilinear form
@ , A Z2 Z2   Z, x1, x2, y1, y2( x1y1  x2y2  nx1y2.
This bilinear form is exactly same with the Euler-Ringel form on the Grothendieck group
K0Kn  Z2. Then we get a quadratic form
q  Z2   Z, x(@ x,x A.
Definition. A dimension vector x, y is said to be regular, provided qx, y @ 0.
Let σ,σ be the Bernstein-Gelfand-Ponomarev reflections (or BGP-functors) of K0Kn   Z2
given by σx, y   nx  y, x, σx, y   y, ny  x. By abusing notations, we take σ,σ as
the BGP functors of mod Kn (we take the opposite of the n-Kronecker quiver to be again the
n-Kronecker quiver).
Let M > mod Kn be an indecomposable module different from S2, then there exists
dim σM   σ dim M .
Similarly, if M is indecomposable and different from S1, then dim σM   σ dim M .
Definition. Let M > mod Kn be regular. We say that M is elementary, provided there is no
short exact sequence 0   L   M   N   0 with L,N > mod Kn being nonzero regular
modules.
If M is elementary, then all module σtM are elementary, t > Z [1, VII. Corollary 5.7d].
Definition. The dimension vector x, y is said to be elementary, preprojective, or preinjective,
provided there exists an elementary, preprojective, or preinjective module M with dimM  x, y.
Let R be the set of the regular dimension vectors. We have seen that σ maps R onto R. In
fact, there is another transformation δ on K0Kn defined by δx, y   y, x. Moreover, it sends
R onto R. Let M > mod Kn, then δ dim M   dim M, where M is the dual representation of
M , which is, M   M1 ,M2 , Mγi1BiBn, M1 is the kdual of M2 and M2 is the kdual of
M1, the map Mγi is the kdual of Mγi.
We give the set
F   x, y S 2nx B y B x.
Lemma 7.1.1. [17, Section 2. Lemma] The set F is a fundamental domain for the action of
the group generated by δ and σ on the set R.
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Lemma 7.1.2. [17, Lemma 3.1] Assume that M > modKn is a regular module with a proper
nonzero submodule U such that both dimension vectors dimU and dimM~U are regular. Then
M is not elementary.
Proposition 7.1.3. [17, Appendix 1. Proposition] Let M > modKn be nonzero regular module.
Then M is elementary if and only if for any submodule U of M , the submodule U is preprojective
or the factor module M~U is preinjective.
By duality and Lemma 7.1.2, a module M > mod Kn is elementary if and only if its dual
M is elementary. That is to say, if dim M   x, y, then x, y is elementary if and only ify, x is elementary. Hence we only need to study one of these two dimension vectors.
Lemma 7.1.4. [7, Lemma 14.11] Let M > modKn be an elementary module with dimM   x, y
and y B x B y  n  2. Then x @ n.
Let V i denote the i-dimensional vector space over field k, i > N. Let LV j, V i be the linear
space of all k-linear transformations from V j to V i. Let lr, j, i   dimkL, where L b LV j, V i
is the largest linear subspace such that rk v   r for all 0 x v > L.
Theorem 7.1.5. [14, Theorem] Let 2 B r B j B i be integers. Then
i  r  1 B lr, j, i B i  j  2r  1.
We define a quadratic function fw   w2 nw1   w n2 2  n24 1,w > k,n > N. Since w2
has positive coefficient, we have max
aBwBb
fw   maxfa, fb for all a B b > R.
Let x, y > F, y x n  1. Then
qx  1, y  n  1   x  12  y  n  12  nx  1y  n  1
  y  n  12 x  1
y  n  12  1  n
x  1
y  n  1
  y  n  12t2  1  nt
  y  n  12ft,
(13)
where t   x1yn1 . Then qx  1, y  n  1 @ 0 if and only if ft @ 0.
Let Λn be the arrow space of Kn. It is an n-dimensional vector space with basis γi S 1 B i B
n. Let M > mod Kn. We use γi.m to denote arrow γi acting on m,m >M .
Lemma 7.1.6. Suppose that x, y > F and y C 2n  1. Then x  1, y  n  1 is a regular
dimension vector.
Proof. Since y B x and n C 3, we have y  n  1 B x  1. On the other hand, the inequalities
y C 2n1 and y C 2nx imply yn1 C n1nn11x1. This is because 2n A n1nn11 and these
two lines y1  
2
nx and y2  
n1
nn11x  1  n  1 intersect at the point nn  1,2n  1.
That is, n1nn11x  1 B y  n  1 B x  1 and x1yn1 >  1, nn11n1 . Let t   x1yn1 . Since
f1 B fnn11n1 , we obtain
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ft   fnn  1  1
n  1

  nn  1  1
n  1
2  1  nnn  1  1
n  1
  n  1
n  1
2  1  n2  n
n  1










n  12 @ 0.
(14)
Hence x  1, y  n  1 is a regular dimension vector.
Lemma 7.1.7. Let M > modKn be a module with dimM   x, y such that n1 B y B xn2.
Then M has a submodule U with dimension vector 1, n  1.
Proof. Actually, we can obtain a proof by following the arguments of Ringel mutatis mutandis
(cf.[17, Lemma 3.2]).
Lemma 7.1.8. Suppose that x, y > F is an elementary dimension vector. Then y @ 2n  1.
Proof. By Lemma 7.1.4, we only need to consider the case: x  y C n  1. Suppose that
there exists some elementary module M with dim M   y, x such that y C 2n  1 and




y C 2n  1,







y C 2n  1,
y  n  1 B x B n2y,
x C y  n  1 C 3n  1.
(16)










Since f yy1    n2y2n2y1y12 @ 0 and f n2 yn1y1    fn2 n22y2    n22y22n24 1 @ 0, y C 2n1,y  1, x  n  1 is regular. Now we consider y  2, x  x, n  1 B x B 2n  1. Note that
y  n  1  x B x  x B n2y  x






















We have yny2   1 
n2




2 , and f12   52n4 @ 0, n C 3. As n2  yny2 B n2  12 , then
fyny2  B f12 @ 0. On the other hand, fn2  1y2    1y22  n24  1 @ 0, y C 2n  1. Hencey  2, x  x is regular.
Let U bM be a submodule generated by an arbitrary element 0 xm >M1. Then dimension
vector of U is 1, n. Otherwise, suppose that dim U   1, xU and xU B n  1. Since M is
indecomposable, we have xU C 1 as xU   0 will indicate that M has a direct summand S1
and M is decomposable. We now let U    U ` U , where U  a is semi-simple module with
dimension vector 0, n1xU. We can see that U  bM is a submodule with dimension vector1, n  1. Since y  1, x  n  1 is regular and dim U  is regular, M is not elementary, this
is a contradiction by Lemma 7.1.2 and Lemma 7.1.6.
We claim that it generates a submodule E bM with dim E   2, xE and xE C n1 for any
two nonzero and linearly independent elements m1,m2 > M1. Otherwise, suppose that there
exist some two non-linear elements m1,m2 > M1 such that submodule Ẽ generated by these
two elements has dimension vector 2, xẼ and xẼ B n. We already know that any submodule
U b M with dimkU1 x 0 has the property dimkU2 C n. This implies xẼ   n. Lemma 7.1.7
provides a submodule E b Ẽ b M of dimension vector 1, n  1, a contradiction. Hence we
have xE A n. We have seen that y  2, x  x is regular for all n  1 B x @ 2n. Then xE   2n.
Note that m1,m2 are random elements. Now let set e1,, ey be a basis of M1. Let U i be
the submodule generated by single element ei, i   1,, y, where y C 2n  1 C 4. Comparing to
submodule E, we have U i 9 U j   0 for any i x j > 1,, y. Then we can get x C ny A n2y,
this is a contradiction with (16). Finally, we can see that there does not exist such elementary
dimension y, x with y C 2n  1. Then y @ 2n  1.
Lemma 7.1.9. Suppose that x, y > F is an elementary dimension vector. Then x @ 2n.
Proof. By Lemma 7.1.4, we only need to show that x, y is not elementary when x y C n 1,
that is, y B xn1, where x C 2n. According to Lemma 7.1.8, we know that 2nx B y @ 2n1.
Now we consider dimension vector y, x. Suppose that there exists an elementary module M




2n B x B n2y,
2
nx B y B x  n  1,
y @ 2n  1.
(17)




n  1 B x  n  1 @ n  12,
2
nx  1 B y  1,
y @ 2n  1,













   n2 1  n22xn @ n2 1  n22nn1n   n2  n24n6 .
Note that f yy1    n2y2n2y1y12 @ 0,4 B y @ 2n  1, and fn2  n24n6    n24n62  n24  1 @
1  n
2
4  1 @ 0, n C 4. Hence ft @ 0, t >   yy1 , n2  n24n6. Then y  1, x  n  1 is regular.
Let n  1 B x B 2n  1 @ x. Consider y  2, x  x. Then
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1
n1   1 
n2



















2 xn1xn    n2 1  1xn B n2 1  1nn1n   n2  12n2 ,2n B x @ nn  1.
On the other hand, f 1n1   2nn12 @ 0 and fn2  12n2    12n22  n24  1 @ 0, n C 4. Hencey  2, x  x is regular.
Let U b M be a submodule with dim U   yU , xU. When yU   1, we get xU   n sincey1, xn1 is regular. Otherwise, suppose that xU B n1. We can let U    U `U , where
U  is a semi-simple module with dim U    0, n1xU. Then dim U    1, n1 is regular and
dim M~U    y  1, x  n  1 is regular. Then M is not elementary [Lemma 7.1.2]. Suppose
that yU   2. We claim that it generates a submodule U 1 b U with dim U 1   2, xU1 and
xU1 C n  1 for any two nonzero and linearly independent elements m1,m2 > U1. Otherwise,
suppose that there exist two elements m1,m2 > U1 such that submodule Ũ generated by m1,m2
has dimension vector 2, xŨ with xŨ B n. We know that any submodule U bM with dimkU1 x 0
has the property dimkU2 C n. Then xŨ   n. Now Lemma 7.1.7 provides a submodule E
 b Ẽ bM
of dimension vector 1, n1, a contradiction. Since y2, xxU is regular when n1 B xU @ x,
and 2, xU is regular when n  1 B xU @ 2n, we get xU   2n. This indicates that it generates
a submodule U 2 b M with dim U 2   2,2n for any two nonzero and linearly independent
elements m1,m2 > M1. Let e1,, ey be a basis of M1. Let U i be the submodule generated
by single element ei, i > 1,, y. Comparing to submodule U , we have U i 9 U j   0. Hence
x C ny A n2y, this is a contradiction with (17). Hence such elementary module M does not exist,
that is, x @ 2n.
Suppose that we can find an elementary module M with dim M   y, x when x @ 2n, wherex, y > F. If we let U be a submodule of M generated by nonzero and linearly independent
elements m1,m2, then we have dim U   2, x according to the above discussion, where m1,m2 >
M1.
Corollary 7.1.10. Let x, y > F, n @ x @ 2n. Let M > modKn be a module with dimension
vector y, x. Then M is an elementary module if and only if elements of M1 satisfy the
following two conditions:a any nonzero element m1 >M1 generates a submodule U  with dimension vector 1, n, i.e.
U   P 1;b any two nonzero and linearly independent elements m1,m2 >M1 generate a submodule U 
with dimension vector 2, x.
Proof. Suppose that M is an elementary module. According to the proof of Lemma 7.1.9, we
get a, b.
Suppose that M1 satisfies conditions a, b. We can first see that M is indecomposable.
Otherwise, suppose that M   M  `M . Since n @ x @ 2n, there exsits some submodule
X > M ,M  such that for any 0 xm >X1, it generates a submodule U with dimension vector1, xU and xU @ n. This is a contradiction with condition a. Since x, y > F and dimension
vector of M is y, x, y C 2nx A 2, M is regular. Finally, we can see that module M satisfies the
conditions of Proposition 7.1.3. Then M is elementary.
Lemma 7.1.11. Suppose that x, y > F is an elementary dimension vector, where n @ x @ 2n.
Then y2  y  2x B 4n  2.
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Proof. Suppose that M is an elementary module with dim M   y, x,2   2n  n @ y B x. Let
I   m1,,my be a basis of M1, and let I    m1,,mx be a basis of M2, respectively. Let
mi,mj > I, i x j. Assume that for each γi > Λn, there exists
γi.mj   aji1,, ajix,




























It says that the rank of the matrix Ai,j is independent of the choices of mi,mj by Corollay
7.1.10. Hence there exists rk Ai,j  x. On the other hand, the matrix Ai,j can also be
treated as a linear transformation from vector space V x to vector space V 2n. Since the number
of set mi,mj S i x j is y2   yy12 , the dimension of linear space W generated by all such
matrices Ai,j S i x j is yy12 . Otherwise, suppose that dimkW @ yy12 . Then there exist



















Then we can find at least an element 0 x m   P bi,jmi such that γi.m  0 for all 1 B i B n, this
is a contradiction with Corollary 7.1.10a.
On the other hand, we have 2n  x  1 B lx,x,2n B 2n  x  2x  1   2n  x  1, which
means lx,x,2n   2n  1  x. By Theorem 7.1.5, we know that yy12 B 2n  1  x. That is,
y2  y  2x B 4n  2.
Lemma 7.1.12. Let M > modKn with dimension vector x, y, x C 1. Suppose that any nonzero
element m > M1 generates a submodule U with dimension vector 1, y. Then M is indecom-
posable and y B n.
Proof. When x   1, we have done. Now let x C 1. Suppose that there exists a module M being
decomposable and M   M  `M . Assume that dim M    x, y. For any 0 x m > M 1, it
generates a submodule U  with dimension vector 1, y. Then y   y. Hence x @ x, and we have
dim M    xx,0. This cannot happen since random element m also generates a submodule
U  with dimension vector 1, y,0 xm >M 1 . Since dimkΛn   n, we get y B n.
Lemma 7.1.13. Let M > modKn be a module with dimM   x, y > F and x B n  1. Let
0 x m > M1 be an arbitrary element. Then M is elementary if and only if the submodule U
generated by m has dimension vector 1, y.
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Proof. Suppose that dim U   1, y for any 0 xm >M1. Then the module U is a regular module
[7, Lemma 3.5]. By Lemma 7.1.12 and 1 B y B x B n  1, M is regular indecomposable. Let U 
be a random proper submodule of M with dimension vector x, y. Then x C 1. Note that
x   0 will indicate that M is decomposable. Hence y   y and dim U  is regular. Moreover,
dim M~U    x  x,0 is preinjective. Hence M is elementary by Proposition 7.1.3.
Conversely, let M be an elementary module. Suppose that there exists some 0 x m > M1
generating a submodule U with dim U   1, y and 1 B y @ y. Note that y   0 will indicate
that U is isomorphic to the simple module S1 and M is decomposable. Then U is regular.
Now consider factor module M~U and its dimension vector x  1, y  y
qx  1, y  y   x  12  y  y2  nx  1y  y
  x  1 x  1  ny  y  y  y2 @ 0. (19)
Since x  1 C y  y and ny  y  x  1 A y  y when y B x B n  1, x  1, y  y is a regular
dimension vector which contradicts Lemma 7.1.2.
Letx, y > F, where x @ n. Suppose that M > mod Kn is an elementary module with
dimension vector x, y. Lemma 7.1.13 tells us that M can be seen as a representation of the
quiver
Xx points  X X
y points X  X  X
that is, each point of upper row has y arrows. For the elementary module M , we just put
1-dimensional vector space k on each point. We will give a precisely construction later.
Let M > mod Kn be a module. We introduce an arrow γn1 and define γn1.m   0 for each
m > M . Let Λn1   Λn ` kγn1, where kγn1 is the 1-dimensional vector space generated by
arrow γn1. Hence we have an embedding ι  mod Kn   mod Kn1 in this way. Then module
M can be seen as a module of mod Kn1. In the following, we always mean γn1.M   0 when
we say M > modKn b mod Kn1.
Let F be the fundamental domain of Kn, and let x, y > F with x @ n. We have 2nx B y B x.
Hence 2n1x @
2
nx B y B x. Then x, y is located in the fundamental domain of Kn1.
Corollary 7.1.14. Let x, y > F with x @ n. Suppose that x, y is elementary for Kn. Thenx, y is elementary for Kn1.
Proof. Now let M > mod Kn be an elementary module with dimension vector x, y. We want
to prove that M is also elementary for Kn1. Let U be a submodule of M in mod Kn1. By
Lemma 7.1.13, it generates a submodule U  with dimension vector 1, y for any 0 x m1 > M1
for Kn, whence this is also true for Kn1. Then dim U   xU , y for Kn1, where xU C 1. Then
M~U is preinjective with dim M~U   x  xU ,0. Hence we can see that M is also elementary
for Kn1 [Lemma 7.1.13].
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Let x, y > F with x @ n. Suppose that M > mod Kn is an elementary module with
dimension vector x, y. Let A be a matrix over k. We use At to denote its transpose. Let
m1,,mx be a basis of M1. We define Ai   γ1.mi  γn.mit , γi > Λn. We focus on the
matrix Ai. Lemma 7.1.13 tells us rk Ai   y. Each Ai can be seen as a linear transformation
from the vector space V y to the vector space V n. We define VM   k @ Ai S 1 B i B x A, that is,
the linear space VM is spanned by all such Ai over k. Then we have:
Lemma 7.1.15. Let x, y > F with x @ n. Suppose that M > mod Kn is an elementary module
with dimM   x, y. Then dimk VM   x.
Proof. Suppose that dimkVM @ x. It indicates that there exist some bi > k  0 such that


















Hence we can find an element 0 x m   Pxi 1 bimi > M1 such that γj.m   0 for all j > Λn.
According to Lemma 7.1.13, this cannot happen.
Lemma 7.1.16. Suppose that x, y > F is an elementary dimension vector with x @ n. Then
there exists an inequality x  y B n  1.
Proof. Suppose that M > mod Kn is an elementary module with dim M   x, y. We now
consider the linear space VM . Note that the Ai can be treated as a linear transformation from
the vector space V y to the vector space V n and rk Ai   y, Ai > VM . On the other hand,
n  y  1 B ly, y, n B n  y  2y  1   n  y  1 by Theorem 7.1.5. Hence dimkVM   x B n  y  1,
that is, x  y B n  1.
7.2 Construction of elementary modules
Let x, y > F with x  y   n  1. We construct a module X   Xx, y   X1,X2,Xγi1BiBn
of Kn: let e1,, ex be a standard basis of X1, i.e. the i-position is 1 and others are all 0 for
each ei. Let e1,, ey be a standard basis of X2. We use  s;a1, a2,, ay to denote the arrow
γai mapping es to e

i in Xx, y, and we call it arrow basis of es, where 1 B s B x,1 B i B y,1 B
ai B n, γai > Λn. For e1, we define its arrow basis being  1; 1,2,, y. For the second e2, we
start from 2 to y  1, that is, the arrow basis of e2 is  2; 2,3,, y  1. For e3, we repeat this
process by starting from 3 to y  2. We keep doing it. Finally, we can get x arrow bases of
Xx, y   1; 1,2,, y,  2; 2,3,, y  1,,  s; s, s  1,, y  s  1,,  x;x,x  1,, n,1 B s B x.
That is,













Let ej   0 when j ¶ 1, y. Then γi.ej   eij1, γi > Λn, j > 1,, x. Now we give an example.
Example. LetX3,3 > modK5. Then we can get its arrow bases:  1; 1,2,3,  2; 2,3,4,  3; 3,4,5.

















































Lemma 7.2.1. The module Xx, y is elementary.











a1 0 0  0
a2 a1 0  0
a3 a2 a1  0
    
ay ay1  a2 a1
ay1 ay  a3 a2
   
ax ax1  axy2 axy1
0 ax  axy3 axy2
    
0 0  ax ax1
0 0  0 ax
=AAAAAAAAAAAAAAAAAAAAAAAAAA?
.
Since Am is an n y matrix, we get rk Am B y. Let j   min i S ai x 0,1 B i B x. We get a y  y
matrix Aj  
<@@@@@@@>
aj 0  0
aj1 aj  0
   
ajy1 ajy2  aj
=AAAAAAA?




ajy ajy1  aj1
ajy1 aj1  aj2
   
0 0  ax
=AAAAAAA?
. Then rk Am C y [12, 8.2]. That is to say, we have
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rk Am  y.
By Lemma 7.1.13, Xx, y is elementary.
Theorem 7.2.2. Let x, y > F with x y   n 1. Then a module M > modKn with dimension
vector x, y is elementary if and only if M is of the form Xx, y.
Proof. By Lemma 7.2.1, we already know that Xx, y is elementary. Now let M > mod Kn
be an elementary module with dimension vector x, y. By Lemma 7.1.15, we get dimkVM   x.
According to Theorem 7.1.5, there exist inequalities
n  y  1 B ly, y, n B n  y  2y  1   n  1  y.
That is, x   n 1 y B ly, y, n   n 1 y, which is x   ly, y, n. By Lemma 7.2.1, the module
Xx, y can also provide a linear space VX satisfying dimkVX   x with rk v   y for all 0 x v > VX .
Then we have VM  VX . Suppose that A1,,Ax and B1,,Bx are the bases of the linear
spaces VX and VM , respectively. Then there exists an invertible matrix T such that
B1,,Bxt   A1,,AxT, (20)
We now reconstruct a new module X x, y such that A1,,Axt   A1,,AxT . According
to Lemma 7.1.13, X x, y is elementary. Then we can see that X x, y M .
Remark. Unfortunately, we couldn’t give a similar result for dimension vector x, y when
n @ x @ 2n, where x, y > F. It is still a question to describe their elementary modules.
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