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We show that the application of circularly polarized electromagnetic radiation on the surface of
a Weyl semimetal can generate states at that surface. These states can be characterized by their
surface momentum. The Floquet eigenvalues eiθ of these states come in complex conjugate pairs
rather than being equal to ±1. If the amplitude of the radiation is small, we find some unusual
bulk-boundary relations: the values of θ of the surface states lie at the extrema of the θ’s of the
bulk system, and the peaks of the Fourier transforms of the surface state wave functions lie at
the momenta where the bulk θ’s have extrema. For the case of zero surface momentum, we can
analytically derive scaling relations between the decay length of the surface states and the amplitude
and penetration length of the radiation. For topological insulators, we again find that circularly
polarized radiation can generate states on the top surface; these states have much larger decay
lengths than the surface states which are present even in the absence of radiation. Finally, we show
that radiation can generate surface states for trivial insulators also.
I. INTRODUCTION
Weyl semimetals (WSMs) have emerged as a new class
of three-dimensional topological materials with gapless
and linearly dispersing states in the bulk1–21. The low-
energy bulk excitations of WSMs are Weyl fermions, and
the gapless points in the bulk of a WSM are known as
Weyl points. Each Weyl point is associated with a chi-
rality which is a quantum number that depends on the
Berry flux enclosed by a surface surrounding the Weyl
point. Hence Weyl points with opposite chiralities act
as monopoles and anti-monopoles of Berry flux10. In the
presence of perturbations, Weyl points can only appear or
disappear in pairs which have opposite chiralities22. As a
result of the non-trivial topology in the bulk, WSMs host
topologically protected gapless states at the surfaces of
the system. The momenta of these surface states form
certain finite curves in the two-dimensional Brillouin zone
called Fermi arcs. The ends of the Fermi arcs on a given
surface are given by the projections of the momenta of
the bulk Weyl points on to that surface. As the momen-
tum of a surface state approaches one of the end points
of a Fermi arc, the decay length of the surface state into
the bulk diverges; hence the surface state merges with
a bulk state at the end point. If the projection of the
bulk Weyl points on a particular surface happens to be
a single point, there are no states on that surface (see
Fig. 1).
There have been extensive studies in recent years show-
ing that time periodic variations of certain parameters in
the Hamiltonian of a quantum system can drive it into
phases which are not present in their static counterparts.
For example, it has been found that the application of
electromagnetic radiation (EMR), which is described by a
vector potential which varies periodically with time, may
drive a system from one topological (or non-topological)
phase to another23–38 or can significantly alter the prop-
erties of a topological system39–41.
It has been shown very recently that circularly polar-
ized EMR applied to the surface of a WSM can generate
novel surface states which can be studied using the con-
cept of exceptional points in momentum space42. How-
ever, a detailed understanding of all the properties of
such surface states is not yet available. In this work, we
will study the emergence of the states on the surfaces of
a WSM and a number of properties of these states using
both analytical and numerical methods, without consid-
ering the idea of exceptional points.
The plan of our paper is as follows. In Sec. II we will
consider a simple model of a WSM which has only two
Weyl points in the bulk whose projection on the top sur-
face happens to be a single point; hence there are no
states on that surface in the absence of EMR. We then
apply circularly polarized EMR on the top surface; this
makes the Hamiltonian of the system periodic in time,
and the system can be studied using Floquet theory. We
will consider circular polarization (rather than, say, lin-
ear polarization) so that the Hamiltonian remains invari-
ant under rotations in the x − y plane even in the pres-
ence of driving. We describe such a polarization using a
vector potential of the form ~A(t) = A(cosωt, η sinωt, 0)
where ω is the frequency of the radiation, and η = ±1 for
right and left circularly polarizations respectively. Fur-
ther, we assume that the radiation amplitude decays ex-
ponentially as we go away from the top surface into the
bulk, so that A = A0e
γz where 1/γ is the penetration
length. [In this paper we will always take the top sur-
face to be at z = 0 and the bulk to be in the region
z < 0. Hence eγz decays exponentially as we go from the
top surface into the bulk.] We will study if EMR gener-
ates surface states that decay along the −zˆ-direction (see
Fig. 1). To numerically find states that decay along the
2zˆ-direction we introduce a one-dimensional lattice along
the zˆ-direction. Each lattice point contains two states
corresponding to the spin of the electron. Due to trans-
lational invariance, the momentum of the surface states
in the plane of the surface, (kx, ky), is a good quantum
number; this reduces the problem to an effectively one-
dimensional one in which the surface momentum simply
appears as a parameter. The rotational invariance of our
problem allow us to choose ky = 0 and only kx to be
nonzero in all our calculations. In Sec. III A we discuss
the results that we obtain numerically. We calculate the
Floquet operator U = T e−i
∫
T
0
dtH(t) which evolves the
system for one time period T = 2π/ω, and find the eigen-
values and eigenstates of U . To find the surface states
we look at the inverse participation ratio (IPR) of all the
Floquet eigenstates. The states with larger IPR are more
localized, and we generally find that the states with the
largest IPR values are localized at the top surface. To
identify which states are localized at the surface, we plot
the squares of the absolute values of the wave functions
of these eigenstates and find which states are localized
near the top. The wave functions give us information
about the decay lengths of these surface states; these
decay lengths depend on the various parameters of the
system and the radiation.
In Sec. III B, we show that there is an unusual kind
of bulk-boundary correspondence between the surface
states and the Floquet eigenstates of the bulk system
which has periodic boundary conditions in the zˆ-direction
and therefore has the momentum kz as a good quantum
number. To find such a correspondence in our system,
we numerically find the Floquet eigenvalues (FEVs), eiθ,
of the bulk states as a function of kz and compare these
with the FEVs of the surface states. We find two inter-
esting relations between the two sets of θ’s. When we
plot the θ’s of the states of the bulk system versus their
momentum kz, we discover that the points where the θ’s
have extrema coincide with the values of θ of the sur-
face states. We also find that the peaks of the Fourier
transform of the wave functions of the surface states oc-
cur at the same momenta kz where the bulk FEVs have
extrema.
In Sec. III C we discuss a special case where the mo-
menta of the surface states, kx and ky, are both equal to
zero. We show that the equations of motion of the Flo-
quet problem can be made completely time-independent
by a unitary transformation. Thus the problem of find-
ing the FEVs can be reduced to finding the eigenvalues
of a time-independent Hamiltonian; these can be easily
found numerically. In the continuum limit, the equations
of motion near the top surface can be written as a differ-
ential equation of the Airy form which is the Schro¨dinger
equation of a particle with a hard wall at the top sur-
face and a linearly increasing potential in the bulk. We
therefore obtain a number of surface state whose wave
functions look like Airy functions. Further, we can an-
alytically understand some features of the surface states
such as the dependence of their decay lengths on the ra-
diation amplitude.
In Sec. IV we discuss the case of a three-dimensional
topological insulator (TI) and the effect of applying cir-
cularly polarized EMR near the top surface of such a
system. The analysis proceeds along similar lines as in
the WSM system. We numerically show that new surface
states are generated by the EMR; these are in addition to
the old surface states which exist even in the absence of
radiation simply because the system is a TI. The decay
lengths of the new surface states are much larger than
that of the old states, and can be tuned by varying the
amplitude of the EMR. Finally, we find that EMR can
generate surface states even in a trivial insulator which
has no surface states in the absence of the radiation. In
Sec. V, we summarize our main results and point out
some directions for future studies.
II. MODEL
We begin with a simple model for the low-energy
Hamiltonian of a three-dimensional WSM. Expanding
around the center of the Brillouin zone to quadratic order
in the momentum ~k, we consider the form
H = [m0 − m1k
2
z − m2 (k
2
x + k
2
y)] σ
z
+ v [σxkx + σ
yky] (1)
where σi, i = x, y, z are the Pauli spin matrices. (We
will set ~ = 1 in this paper). The dispersion for this
Hamiltonian is given by
Eb = ±
√
[m0 −m1k2z −m2(k
2
x + k
2
y)]
2 + v2(k2x + k
2
y)
(2)
The gapless points of this dispersion define the Weyl
points. From Eq. (2) we see that Eb = 0 implies
kx = ky = 0,
kz = ±
√
m0
m1
. (3)
Hence this system has only two Weyl points which lie at
(kx, ky, kz) = (0, 0,−
√
m0/m1) and (0, 0,
√
m0/m1).
We now look at the projections of the Weyl points on
different surfaces of the three-dimensional system. The
projections of the Weyl points on a side surface (say, the
y − z surface) define a Fermi arc on that surface which,
in the Brillouin zone of that surface, is a curve going
from (ky , kz) = (0,−
√
m0/m1) to (0,
√
m0/m1). Hence
3FIG. 1: The figure shows projections of the two Weyl points
on the x− y (top) and y − z (side) surfaces.
surface states exist on that surface with momenta which
lie on the Fermi arc. However the projections of the
Weyl points on the top surface (the x− y surface) go to
a single point given by (kx, ky) = (0, 0), as illustrated
in Fig. 1. Hence there is no Fermi arc and therefore no
surface states at the top surface.
We will now study what happens if the top surface is
illuminated by circularly polarized EMR with frequency
ω and time period T = 2π/ω. In the case of circular
polarization incident on the x − y surface, the radiation
produces the vector potential ~A(t) = A(cosωt, η sinωt, 0)
where η = ±1 for right and left circularly polarized
beams, respectively. [Actually, since the radiation de-
scribes a wave traveling towards the −zˆ direction, the
arguments of cos and sin in ~A(t) should be ωt + kz,
where k = ω/c. However, for the system parameters that
we will consider below, ωz/c will be much smaller than
1. We will therefore ignore the term kz = ωz/c.] We
want to see if this periodic driving produces any states
on the x − y surface. To study this problem numeri-
cally, we introduce a one-dimensional (1D) lattice along
the zˆ-direction and a continuum model along the xˆ and
yˆ directions; hence kx and ky are good quantum num-
bers. We will use Floquet theory in order to compute
the FEVs as a function of (kx, ky), and we will then find
the states which are localized near the x−y surface using
the inverse participation ratio as discussed below.
We introduce a lattice discretization of of the z part
of Eq. (1) as follows. We label the sites of the 1D lattice
by integers n, with the total number of lattice points
being equal to Nz; we will use open boundary conditions,
with n = 1 and Nz denoting the top and bottom surfaces
respectively. Each site will have two states corresponding
to spin, σz = ±1; hence the wave function at each site n
will have two components, and the entire wave function
will have 2Nz components. We will denote the lattice
spacing by a which we will take to be equal to 1 A˚. We
now define a lattice Hamiltonian which reduces to Eq. (1)
in the limit kza → 0. This can be done by replacing
k2z → (2/a
2)[1 − cos(kza)] = (1/a
2)(2 − eikza − e−ikza),
and hence k2zψn → (1/a
2)(2ψn − ψn+1 − ψn−1) on the
lattice. Equation (1) then takes the form
Hψn = [m0 − m2(k
2
x + k
2
y)] σ
z ψn
+
m1
a2
σz [ψn+1 + ψn−1 − 2ψn]
+ v [σxkx + σ
yky] ψn. (4)
We will set a = 1 A˚ henceforth.
Next, we include the vector potential of the circu-
larly polarized EMR in the Hamiltonian. We assume
that the amplitude of the vector potential has the form
A = A0e
−γan, so that the amplitude of the vector po-
tential decreases exponentially with a penetration length
1/γ as we move away from the x− y surface and go into
the bulk. It is realistic to assume this kind of exponen-
tial dependence as radiation usually gets absorbed in a
medium. Adding the vector potentials to the momenta
as kx → kx+A cosωt and ky → ky+A sinωt, we see that
Eq. (4) takes the form
Hψn = [m0 − m2{(kx +A cosωt)
2
+ (ky +A sinωt)
2}]σzψn
+v [σx(kx +A cosωt) + σ
y(ky +A sinωt)]ψn
+ m1σ
z [ψn+1 + ψn−1 − 2ψn], (5)
where we have assumed that the radiation is right circu-
larly polarized (η = 1).
We will numerically study the eigenvalues and eigen-
vectors of the Floquet operator U which time evolves the
system by one time period T = 2π/ω, namely,
U = T e−i
∫
T
0
dtH(t), (6)
where T denotes the time-ordered product. For a peri-
odic Hamiltonian as in Eq. (5) which satisfies H(t+T ) =
H(t), the Floquet operator has the property that its
eigenvalues remain invariant if we shift the time by an
arbitrary amount, i.e., t → t + τ . To see this, let us
take τ to lie in the range [0, T ], and consider the Floquet
operator corresponding to the time-shifted problem,
U ′ = T e−i
∫
T+τ
τ
dtH(t)
= T e−i
∫
T+τ
T
dtH(t)e−i
∫
T
τ
dtH(t)
= T e−i
∫
τ
0
dtH(t)e−i
∫
T
τ
dtH(t), (7)
where we have used the fact that H(t) is periodic in time
with period T . If we define U1 = e
−i
∫
τ
0
dtH(t) and U2 =
e−i
∫
T
τ
dtH(t), we see that U = U2U1 while U
′ = U1U2. Let
χ be an eigenstate of U , with Uχ = eiθχ (the eigenvalues
of U are unimodular since U is unitary). This implies
4that
U2U1χ = e
iθ χ,
U1U2U1χ = e
iθ U1χ,
U ′(U1χ) = e
iθ (U1χ). (8)
Hence, if χ is an eigenstate of U with eigenvalue eiθ, then
U1χ is an eigenstate of U
′ with the same eigenvalue. Now,
U1 = e
−i
∫
τ
0
dtH(t) gives the time evolution from t = 0 to
t = τ . Thus if χ is the wave function at t = 0, then U1χ
is the time evolved wave function at time t = τ .
We will now use the above facts to show that although
Eq. (5) contains two momenta kx and ky, the eigenvalues
of the Floquet operator U only depends on the magnitude
k =
√
k2x + k
2
y. To show this, let us assume that kx =
k cosφ and ky = k sinφ, and carry out a rotation by angle
φ around the z-axis in the spin space,
σ′x = σx cosφ+ σy sinφ,
σ′y = σy cosφ− σx sinφ. (9)
We now look at the various terms in Eq. (5). The terms
which are linear in (kx, ky) and (σ
x, σy) are given by
σxkx + σ
yky = (σ
′x cosφ− σ′y sinφ) k cosφ
+ (σ′x sinφ+ σ′y cosφ) k sinφ
= σ′xk,
kx cosωt+ ky sinωt = k cos(ωt− φ),
σx cosωt+ σy sinωt = σ′x cos(ωt− φ) + σ′y sin(ωt− φ).
(10)
Hence Eq. (5) takes the form
Hψn = [m0 − m2{k
2 +A2
+ 2kA cos(ωt− φ)}]σzψn
+v [σ′x{k +A cos(ωt− φ)}
+ σ′yA sin(ωt− φ)]ψn
+ m1σ
z[ψn+1 + ψn−1 − 2ψn]. (11)
We can now use the arguments presented around Eqs. (7-
8) to show that the eigenvalues of the Floquet operator of
Eq. (11) do not depend on the value of φ. It is therefore
sufficient to set φ = 0 in Eq. (11) and study the FEVs as
a function of k alone. Namely, we can take kx = k and
ky = 0 in Eq. (5).
Using the fact that the Pauli matrices σx and σz are
real while σy is imaginary, we can derive a symmetry of
the Hamiltonian in Eq. (5) and therefore of U . We define
a 2Nz-dimensional matrix
Σy = INz ⊗ σ
y, (12)
where INz is the Nz-dimensional identity matrix.
Namely, σy has Nz blocks along the diagonal, each block
being equal to σy. We note that (Σy)2 = I2Nz . We then
see that the Hamiltonian in Eq. (5) satisfies
Σy H Σy = −H∗, (13)
which implies that the Floquet operator in Eq. (6) satis-
fies
Σy U Σy = U∗. (14)
This implies that if Uψ1 = e
iθψ1, then
ψ2 = Σ
yψ∗1 (15)
satisfies Uψ2 = e
−iθψ2.
III. NUMERICAL RESULTS
A. Surface states
In this section we present numerical results for the
WSM under the effect of the periodic driving. We calcu-
late the Floquet operator U defined in Eq. (6) and find
its eigenvectors ψj and eigenvalues e
iθj , where the θj lie
in the range [−π, π]. [The Floquet eigenvalues are some-
times written as eiθj = e−iǫjT , where ǫj are called the
quasienergies; these lie in the range [−π/T, π/T ]. How-
ever, we will generally work with the variable θj rather
than ǫj due to the simplifying feature that the range of
θj does not depend on T .] To identify the surface states,
we calculate the inverse participation ratios (IPRs) of all
the eigenvectors. The IPR for a state ψj is defined as
Ij =
∑2Nz
m=1 |ψj(m)|
4 (note that the states are normal-
ized so that
∑2Nz
m=1 |ψj(m)|
2 = 1 for all j). States with
large values of Ij are more localized; we look at the wave
functions of such states to find which of them are local-
ized near the top surface (n = 1).
The values of the parameters that we have used to
find surface states are as follows42: m0 = 0.5 eV, m1 =
0.605 eV, m2 = 1 eV A˚
2, v = 1 eV A˚, kx = k = 0.5
A˚−1, and ky = 0. In Fig. 2, we show the probabilities
|ψj(m)|
2 versus m for one of the surface states, taking
A0 = 0.5 A˚
−1, γ = 0.0005 A˚−1, ω = 2 eV/~, and Nz =
200 sites (hence the Hamiltonian is a 400-dimensional
matrix). Since A = A0e
−γan (where a = 1 A˚ is the
lattice spacing), the penetration length of the radiation is
1/γ = 2000 A˚ which is much larger than the system size
of Nza = 200 A˚; this means the radiation decreases very
little as we move away from the x−y surface into the bulk.
In Fig. 3, we show the probabilities of a surface state for
A0 = 0.05 and Nz = 400 sites; all other parameters are
the same as in Fig. 2. We find that the surface state has
a bigger width. We will see later that the width of the
surface state scales as an inverse power of the radiation
5amplitude A0. (We find that it is necessary to give γ a
small but nonzero value to obtain surface states. If we
set γ = 0 exactly, we do not find any states localized near
the surface).
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FIG. 2: Probabilities vs n for a surface state wave function
for a system with m0 = 0.5 eV, m1 = 0.605 eV, m2 = 1 eV
A˚2, v = 1 eV A˚, k = 0.5 A˚−1, A0 = 0.5 A˚
−1, γ = 0.0005
A˚−1, ω = 2 eV/~, and 200 sites. The FEV of this state is
0.0363 + 0.9993i.
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FIG. 3: Probabilities vs n for a surface state wave function
for A0 = 0.05 A˚
−1, and 400 sites; all other parameters have
the same values as in Fig. 2. The FEV of this state is 0.7521+
0.6590i.
Looking at the wave functions of the surface states,
we find that two surface states ψ1 and ψ2 whose FEVs
are complex conjugates of each other are related to each
other as
ψ2 = σ
yψ∗1 , (16)
as expected from Eq. (15).
We find numerically that states appear at the top sur-
face for a range of momenta kx = k and ky = 0, where
k goes from, say, k1 to k2. This range depends on the
various parameters of the model and the EMR. For ex-
ample, for the parameters m0, m1, m2, v, A0, γ and ω
used in Fig. 2, we find that there are at least two sur-
face states (with complex conjugate FEVs) all the way
from k = 0 to 0.7; hence k1 = 0 and k2 = 0.7. (For cer-
tain values of k, there are four or more surface states).
Since the problem is rotationally invariant, this implies
that there is an annular region of momentum (kx, ky)
given by k1 <
√
k2x + k
2
y < k2 where there are two or
more surface states. This region has a finite area given
by π(k22 − k
2
1). Now consider a system whose top surface
has a very large but finite area given by
∫
dxdy = A.
Then the total number of points in phase space, defined
as
∫
dkxdkydxdy/(2π)
2, where surface states appear is
given by A(k22 − k
2
1)/(4π). Hence the number of surface
states is proportional to the surface area A. Note how-
ever that the FEVs of these states depend on the value
of
√
k2x + k
2
y; hence the degeneracy of the FEVs is not
proportional to the area42.
It is interesting to study how the surface states evolve
with time. Namely, given a surface state ψ(0) which is
an eigenstate of the Floquet operator in Eq. (6), we can
study how
ψ(τ) = T e−i
∫
τ
0
dtH(t) ψ(0) (17)
changes with τ in the range 0 ≤ τ ≤ T . [The ar-
guments presented around Eqs. (7-8) show that ψ(τ)
is the eigenstate of the time-shifted Floquet operator
U ′ = T e−i
∫
T+τ
τ
dtH(t) discussed in Eq. (7).] We have
numerically studied how the wave function in Eq. (17)
varies with τ . We find that the variation is generally
quite small. For instance, for the system parameters used
in Fig. 3, the plots of probabilities versus n for ψ(0),
ψ(T/4), ψ(T/2) and ψ(3T/4) are found to be indistin-
guishable from each other on the scale of that figure.
We have examined if the surface states discussed in this
section are stable to certain perturbations. We find that
these states continue to exist when the perturbations are
sufficiently small. For instance, we have studied the ef-
fect of a small random on-site potential (proportional to
the 2 × 2 identity matrix) added to the Hamiltonian in
Eq. (5); the on-site potential ǫ(n) is taken from a uniform
probability distribution in the range [−ǫ0, ǫ0], and is cho-
sen independently at different sites n. (Such a term in the
Hamiltonian breaks the symmetry described in Eq. (13),
and hence the eigenvalues of the Floquet operator U no
longer come in complex conjugate pairs). Numerically
we find that the surface states survive this perturbation,
6possibly with some changes in the shapes and peak posi-
tions of their wave functions, when ǫ0 . 0.1 vA0.
B. Bulk-boundary correspondence
We now consider the system with periodic boundary
conditions in the zˆ-direction (namely, the site after n =
Nz is the same as the site at n = 1). This gives us a bulk
system which has no boundaries. We then look at the
bulk states in the presence of radiation and see if there
is any correspondence between the bulk states and the
surface states that appear due to driving. In the previous
section on surface states, we had taken the amplitude A
of the vector potential to decrease exponentially along the
zˆ-direction as A = A0e
−γan. We took γ to be very small,
and the system size Nza to be much smaller than the
penetration length 1/γ but much larger than the width
of the surface states. As we will see later, the width of
the surface states scales in such a way with 1/γ that the
surface states survive in the limit γ → 0 provided that
we take the system size Nz to be large enough. We will
therefore set γ = 0 in this section so that the radiation
amplitude is uniform through out the system. Hence we
have translational invariance along the zˆ-direction and
the momentum kz is a good quantum number, along with
kx and ky. Setting kx = k and ky = 0 as before, the bulk
Hamiltonian is found to be
Hb = [m0 − 2m1(1− cos kz)
− m2 (k
2 + A20 + 2kA0 cosωt)] σ
z
+ v [σx(k +A0 cosωt) + σ
yA0 sinωt].
(18)
This Hamiltonian is only a 2-dimensional matrix unlike
the Hamiltonian in the previous section which was 2Nz-
dimensional; hence the numerical calculations are much
faster here. We find the eigenvalues of the Floquet op-
erator U = T e−i
∫
T
0
dtHb(t) as a function of kz, for the
values of the various parameters for which we got sur-
face states in the previous section. [In analogy with the
symmetry discussed in Eqs. (13-15), we find here that
σyHσy = −H∗ which implies that σyUσy = U∗; hence
the eigenvalues of U are complex conjugates of each other
for every value of kz. It is also clear from Eq. (18) that
the eigenvalues of U are the same for kz and −kz.]
In Fig. 4 (a), we plot the real part, cos θ, of the FEVs
(eiθ) as a function of kz for a bulk system with m0 = 0.5
eV, m1 = 0.605 eV, m2 = 1 eV A˚
2, v = 1 eV A˚−1,
k = 0.5 A˚−1, A0 = 0.05 A˚
−1, γ = 0, ω = 2 eV/~,
and Nz = 800 sites with periodic boundary conditions.
We see that cos θ has extrema at several values of kz.
Of these, the extrema at cos θ = ±1 are trivial in the
sense that they arise simply because cos θ lies in the range
[−1, 1]. The non-trivial extrema of cos θ lie at kz = 0.628
and 2π − 0.628 where cos θ = 0.007 and at kz = π where
cos θ = 0.754. As an alternative way of viewing these
results, Fig. 4 (b) shows a plot of θ versus kz for the
same system parameters. (For each value of kz, there are
two values of θ given by a ± pair). Once again we see
some extrema lying at kz = 0.628 and 2π − 0.628 where
θ = 1.564 and at kz = π where θ = 0.721.
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FIG. 4: (a) Plot of cos(θ) vs kz and (b) plot of θ vs kz for a
bulk system with m0 = 0.5 eV, m1 = 0.605 eV, m2 = 1 eV
A˚2, v = 1 eV A˚−1, k = 0.5 A˚−1, A0 = 0.05 A˚
−1, ω = 2 eV/~,
and 800 sites.
We now compare the extrema of θ for the bulk sys-
tem with the values of θ for the surface states studied in
the previous section for the 1D lattice system with the
same parameter values (except that the previous section
requires a small nonzero value of γ = 0.0005 A˚−1). We
find that the θ
7extrema of θ of the bulk system. (For instance, the sur-
face state shown in Fig. 3 has cos θ = 0.7521 implying
θ = 0.720; this is very close to the extremum value of
0.721 that we see in Fig. 4 (b).) This is one kind of
bulk-boundary correspondence.
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FIG. 5: Plot of real and imaginary parts of the FEVs of the
states of a bulk system with the same parameter values as in
Fig. 4.
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FIG. 6: Density of states ρ(θ) as a function of θ in the range
[−pi, pi] for a bulk system with the same parameter values as
in Fig. 4.
The fact that the FEVs of the bulk system have ex-
trema as a function of kz can be visualized in a different
way. Figure 5 shows the real and imaginary parts of the
FEVs (these form a unit circle since the Floquet operator
U is unitary) for a system with the same parameters as
in Fig. 4. We can see that the density of the eigenvalues
is not uniform throughout the plot; it is denser in some
parts compared to the other parts. Near any point θ′
where θkz has an extremum, the density of states defined
as
ρ(θ) =
∫ 2π
0
dkz
2π
δ(θ − θkz ) (19)
will diverge for an infinitely large system and will have a
sharp peak for a finite but large system. (In Eq. (19)
we have normalized the density of states such that∫ π
−π dθρ(θ) = 1). In Fig. 6 we show the density of states
as a function of θ. [In order to obtain a smooth curve,
we have replaced the δ-functions in Eq. (19) by Gaus-
sians exp[−(θ − θkz)
2/σ2], where σ = 0.0224, and then
summed over the 2Nz values of θkz .] We indeed see that
the extrema in Fig. 4 (b) occurring at θ = 0.721 and
1.564 agree well with some of the values of θ where the
density of states has peaks as we have shown in Fig. 6.
We can therefore restate the bulk-boundary correspon-
dence by saying that the values of θ of the surface states
match some of the points where the density of states has
a peak in a plot like Fig. 6.
Next, we want to see if the values of kz where the θ’s
of the bulk system have extrema have any significance
for the wave functions of the surface states. We know
that the wave functions for the 1D lattice system with
Nz sites has 2Nz components due to the spin-1/2 degree
of freedom. We therefore consider two different Fourier
transforms of the wave function ψj of a surface. These
are defined as
f↑(kz) =
1
Nz
∑
m=1,3,···
e−ikzm ψj(m),
f↓(kz) =
1
Nz
∑
m=2,4,···
e−ikzm ψj(m),
for spin-up and spin-down electrons respectively.
In Fig. 7, we show plots of |f↑(kz)|
2 versus kz for two
surface states with the parameter values as shown in
Fig. 3; we have chosen surface states whose θ’s match
some of the extrema of the θ’s of the bulk system as
shown in Fig. 4 (b). We see that the peaks |f↑(kz)|
2 oc-
cur at the values of kz equal to ±0.628 and 3.142; these
are the same as the values of kz where the θ’s of the bulk
system shown in Fig. 4 (b) have extrema. (We obtain
similar results if we plot |f↓(kz)|
2 versus kz). This is
another kind of bulk-boundary correspondence.
It would be useful to understand the reason for a cor-
respondence between the extrema of the θ’s of the bulk
system and the θ’s of the surface states. A possible rea-
son may be as follows43. We know that the presence of
an extremum of the bulk θ’s near a particular value, say,
θ′ at kz = k
′, means that the density of states ρ(θ) di-
verges as we approach θ = θ′. The presence of a large
number of bulk states near (k′, θ′) may make it easier for
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FIG. 7: Plots of |f↑(kz)|
2 vs kz for two surface states whose
θ’s match some of the extrema of the θ’s of the bulk states.
The coordinates of the peaks of the Fourier transforms are
shown in the figure. The system parameters are the same as
in Fig. 3.
a system to superpose those states to form states which
are localized at the surface. Such surface states will then
naturally have a value of θ which lies close to θ′ and a
Fourier transform whose peak is close to k′.
Before ending this section, we would like to note that
the values of θ’s of the bulk and surface states are not
separated by a gap. This raises the question, why are
the surface states robust to certain kinds of perturba-
tions, such as on-site disorder as discussed at the end of
Sec. III A?
C. Surface states at kx = ky = 0
It turns out that the problem defined by Eq. (5) be-
comes much easier to solve and we can gain a much better
understanding of the surface state wave functions for the
special case kx = ky = 0. We then get
Hψn = (m0 − 2m1 − m2A
2) σz ψn
+ m1 σ
z (ψn+1 + ψn−1)
+ v (σxA cosωt + σyA sinωt) ψn, (20)
where A = A0e
−γan. We will write ψn = (an, bn)
T ,
where an and bn denote the spin-up and spin-down
components at the site n. The Schro¨dinger equation
i∂ψn/∂t = Hψn then takes the form
i
∂an
∂t
= (m0 − 2m1 − A
2) an
+ m1 (an+1 + an−1) + v Ae
−iωt bn,
i
∂bn
∂t
= − (m0 − 2m1 − A
2) bn
− m1 (bn+1 + bn−1) + v Ae
iωt an.
(21)
Interestingly, there is a transformation which makes
Eqs. (21) look time-independent. This is given by
an = α˜n e
−iωt/2 and bn = β˜n e
iωt/2. (22)
Substituting this in Eq. (21), we obtain
i
∂α˜n
∂t
= (m0 − 2m1 − A
2 −
ω
2
) α˜n
+ m1 (α˜n+1 + α˜n−1) + vA β˜n,
i
∂β˜n
∂t
= − (m0 − 2m1 − A
2 −
ω
2
) β˜n
− m1 (β˜n+1 + β˜n−1) + vA α˜n. (23)
Next, we put α˜n(t) = αne
−iEt and β˜n(t) = βne
−iEt
in the above equations. [This implies that an(T ) =
−an(0)e
−iET and bn(T ) = −bn(0)e
−iET , where we have
used the fact that e−iωT/2 = e−iπ = −1. Hence the FEV
is given by eiθ = −e−iET .] We then find the completely
time-independent equations
Eαn = (m0 − 2m1 − A
2 −
ω
2
) αn
+ m1(αn+1 + αn−1) + vA βn
Eβn = − (m0 − 2m1 − A
2 −
ω
2
) βn
− m1(βn+1 + βn−1) + vA αn. (24)
We have numerically solved Eqs. (24) for a finite sys-
tem in which n goes from 1 to Nz. We find several surface
9states ψj which are localized near n = 1 as in Figs. 2-3.
For all these states, we find that the Fourier transform
of both the components an and bn are peaked at kz = π.
This means that αne
iπn = αn(−1)
n varies slowly on the
scale of a lattice spacing (given by a = 1 A˚), and simi-
larly for βn(−1)
n. We therefore define the slowly varying
quantities
α′n = (−1)
nαn and β
′
n = (−1)
nβn. (25)
Eqs. (24) then take the form
Eα′n = (m0 − 2m1 − A
2 −
ω
2
) α′n
− m1(α
′
n+1 + α
′
n−1) + vA β
′
n
Eβ′n = − (m0 − 2m1 − A
2 −
ω
2
) β′n
+ m1(β
′
n+1 + β
′
n−1) + vA α
′
n. (26)
Since α′n, β
′
n are slowly varying, we can use the Tay-
lor expansions α′n+1 + α
′
n−1 = 2α
′
n + ∂
2α′n/∂z
2 and
β′n+1 + β
′
n−1 = 2β
′
n + ∂
2β′n/∂z
2, where z = −na is
now a continuous variable. [We have taken z = −na
because n increases from zero while z decreases from
zero as we go down from the top surface; see Fig. 1.
Hence A = A0e
−γan = A0e
γz.] We will henceforth write
α′n = α
′(z) and β′n = β
′(z). Using this in Eqs. (26) gives
Eα′ = (m0 − 4m1 − A
2 −
ω
2
) α′
− m1
∂2α′
∂z2
+ vA β′, (27)
Eβ′ = − (m0 − 4m1 − A
2 −
ω
2
) β′
+ m1
∂2β′
∂z2
+ vA α′. (28)
Next, we find numerically that for the surface states,
E ≃ m0 − 4m1 − ω/2, so that
∆E = E − (m0 − 4m1 − ω/2) ≪ E. (29)
We also find that β′ is much smaller than α′ for the
surface states; hence we can neglect the second order
differential term in Eq. (28). We can also ignore the term
A2 = A20e
2γz in Eq. (28) if A0 is small. That equation
then gives Eβ′ ≃ −Eβ′ + vAα′ which implies
β′ =
vAα′
2E
. (30)
Using Eqs. (29-30) in Eq. (27), we get
− m1
∂2α′
∂z2
+
v2A2
2E
α′ − A2α′ = ∆E α′. (31)
We now use the form A = A0e
γz. Further, since γ is
small and we are only interested in the region close to
z = 0 (the top surface), we can write A = A0(1 + γz).
Putting all this together, we obtain
−
∂2α′
∂z2
−
A20
m1
(1−
v2
2E
) (1 + 2γz) α′ =
∆E
m1
α′. (32)
For the parameter values that we are using, E ≃ m0 −
4m1 − ω/2 is negative. Hence the quantity
C =
2
m1
(1−
v2
2E
) (33)
is positive. Defining
D =
∆E
m1
+
A20
m1
(1 −
v2
2E
), (34)
Eq. (32) takes the form
−
∂2α′
∂z2
− CγA20zα
′ = Dα′. (35)
This is the Schro¨dinger equation of a particle in a poten-
tial which increases linearly as z decreases from zero, and
there is a hard wall at z = 0 since the particle cannot be
in the region z > 0 (which lies outside system).
We now define a rescaled variable
w = (CγA20)
1/3
(
z +
D
CγA20
)
. (36)
Eq. (35) then takes the form
−
∂2α′
∂w2
− wα′n = 0. (37)
This is known as the Airy equation; its solutions are given
by the first and second kind of Airy functions denoted by
Ai(−w) and Bi(−w) respectively. We want a solution of
Eq. (37) which goes to zero as w → −∞; such a solu-
tion is given by Ai(−w) which has the asymptotic form
Ai(−w) ∼ exp[−(2/3)(−w)3/2] as w → −∞. In general
a linearly increasing potential gives several bound states.
The spreads of the wave functions of these bound states
will be given by ∆w of order 1, which implies
∆z ∼
1
γ1/3 A
2/3
0
, (38)
due to the form in Eq. (36).
We thus conclude that for a fixed amplitude of the
radiation, A0, the spread of the bound states is of or-
der a2/3/γ1/3 (we have introduced the factor of a2/3
for dimensional reasons), while the penetration length
of the radiation is 1/γ. Clearly, 1/γ is much larger than
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a2/3/γ1/3 if 1/(aγ)≫ 1. It is therefore possible to choose
γ and the system size Nza in such a way that the spreads
of the bound states are much smaller than Nza which,
in turn, is much smaller than 1/γ. This is the regime
in which all our numerical calculations have been done.
Note that since we have taken Nza ≪ 1/γ for the sys-
tem with surfaces in Sec. III A, we are justified in doing
the calculations for the bulk system in Sec. III B with γ
set equal to 0; this is necessary since we want the bulk
system (with periodic boundary conditions) to be trans-
lation invariant in the zˆ-direction.
Eq. (38) implies that if γ is held fixed and the radia-
tion amplitude A0 → 0, the spreads of the bound states
diverge. This makes sense since we do not expect to find
any bound states when A0 = 0.
Fig. 8 shows four surface states with 0, 1, 2 and 3 nodes
respectively, for a system with m0 = 0.5 eV, m1 = 0.605
eV, m2 = 1 eV A˚
2, v = 1 eV A˚, kx = ky = 0, A0 = 0.5
A˚−1, γ = 0.0005 A˚−1, ω = 2 eV/~, and 200 sites.
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FIG. 8: Probabilities vs n for four surface state wave functions
for a system with m0 = 0.5 eV, m1 = 0.605 eV, m2 = 1 eV
A˚2, v = 1 eV A˚, kx = ky = 0, A0 = 0.5 A˚
−1, γ = 0.0005 A˚−1,
ω = 2 eV/~, and 200 sites.
Finally, we note that although we have derived the
scaling relation in Eq. (38) for the case kx = ky = 0,
we expect this relation to hold even for other momenta
as long as the amplitude A0 of the EMR is small. A
comparison of Figs. 2 and 3, where k = 0.5 A˚−1, shows
that the spread of the bound state indeed increases when
A0 decreases.
IV. EFFECTS OF PERIODIC DRIVING ON
TOPOLOGICAL INSULATORS
A. Hamiltonian
We now study what happens when EMR applied to
the top surface of a TI like Bi2Se3
39. We begin with a
bulk Hamiltonian for Bi2Se3 of the form
44
H = (−m+B1k
2
z)τ
z + vzkzτ
y
+ v‖τ
x(σxky − σ
ykx), (39)
where m = 0.28 eV, B1 = 6.86 eV A˚
2, vz = 2.26 eV A˚,
and v‖ = 3.33 eV A˚. Here the σ
i’s are Pauli spin matrices,
and τ i’s denote Pauli pseudospin matrices with τz = ±1
denoting Bi and Se respectively. In the presence of cir-
cularly polarized EMR applied to the top surface (x− y
surface located at z = 0), the Hamiltonian becomes,
H = (−m+B1k
2
z)τ
z + vzkzτ
y
+v‖τ
x[σx(ky +A sin(ωt))− σ
y(kx +A cos(ωt))],
(40)
where we assume the form A = A0e
γz. As discussed
in Sec. II, we again introduce a 1D lattice, with a lat-
tice spacing a = 1 A˚, along the zˆ-direction. Each lat-
tice point now has four components corresponding to
spin σz = ±1 and pseudospin τz = ±145. To go
from the continuum Hamiltonian in Eq. (40) to a lat-
tice Hamiltonian, we replace k2z → (2/a
2)[1−cos(kza)] =
(2/a2)(1−(eikza+e−ikza)/2), and kz → (1/a)[sin(kza)] =
(−i/a)[eikza + e−ikza], assuming that kza≪ 1. We then
set a = 1 A˚ as before. Following these substitutions,
we obtain the action of the lattice Hamiltonian on the
four-component wave function ψn
Hψn = − mτ
zψn + 2B1τ
zψn − B1τ
z(ψn+1 + ψn−1)
−
i
2
vzτ
y(ψn+1 − ψn−1)
+ v‖τ
x[σx(ky + A sin(ωt))
− σy(kx + A cos(ωt))]ψn, (41)
where A = A0e
−γn. As we discussed for the WSM, this
Hamiltonian is again rotationally invariant; hence we can
set ky = 0 henceforth.
B. Numerical Results
We now numerically compute the Floquet operator
U = T e−i
∫
T
0
dtH(t), (42)
where T = 2π/ω, and find its eigenvalues and eigenstates.
We choose kx = k = 0.5 A˚
−1 and ky = 0, and take the
11
parameters of the EMR to be A0 = 1 A˚
−1, γ = 0.001
A˚−1, ω = 2 eV/~, and Nz = 200 sites (H and U are
therefore 800-dimensional matrices). We know that the
x − y surface of a TI hosts surface states even in the
absence of any periodic driving. We therefore want to
see whether the EMR generates any new surface states.
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FIG. 9: Probabilities vs n for a state on the x− y surface of
a TI with a small decay length. The system parameters are
m = 0.28 eV, B1 = 6.86 eV A˚
2, vz = 2.26 eV A˚, v‖ = 3.33 eV
A˚, A0 = 1 A˚
−1, γ = 0.001 A˚−1, ω = 2 eV/~, and 200 sites.
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FIG. 10: Probabilities vs n for a state on the x− y surface of
a TI with a decay length which is much larger than the one
in Fig. 9. The system parameters are the same as in Fig. 9.
We find that there are two types of surface states on
the x − y surface. There are some surface states which
appear even in the absence of driving and have a decay
length given by vz/m ∼ 8 A˚; we call these the old surface
states. Figure 9 shows this kind of a surface state. The
decay lengths of these states are almost independent of
the radiation amplitude. Figure 10 shows another kind
of surface state which has a much larger decay length.
These are the new states that appear due to periodic
driving by the EMR. We find that the decay lengths of
these states vary with the amplitude of the EMR just as
we found for the surface states of a WSM in Sec. III A.
If the value of the parameter m in Eqs. (39-40) is
changed from 0.28 eV to −0.28 eV, the system becomes
a trivial insulator. When a circularly polarized EMR is
applied to the x − y surface of this system, we find nu-
merically that the new kind of surface state with a large
decay length again appears. However, the old states with
a small decay length does not appear; this is expected
since a trivial insulator does not have any surface states
in the absence of driving.
We have studied if a bulk-boundary correspondence
exists for this system (either a TI or a trivial insulator)
which has the same form as the correspondence that we
found in Sec. III B. We did not find such a correspon-
dence here. This may be because this system is more
complicated than a WSM in that the wave function has
four components instead of two components at each site.
Just as in Sec. III C, we find that it is much easier to
study surface states in the special case where kx = ky =
0. Once again, there is a unitary transformation which
maps the Floquet problem to one in which we have to
solve a time-independent problem. Namely, if we define
ψn = exp[−
i
2
ωtσz]ψ˜n, (43)
followed by ψ˜n(t) = ψ˜ne
−iEt, we obtain the equation
−mτzψ˜n + 2B1τ
zψ˜n −B1τ
z(ψ˜n+1 + ψ˜n−1)
−
i
2
vzτ
y(ψ˜n+1 − ψ˜n−1) − v‖τ
xσyA0e
−γnψ˜n
−
ω
2
σzψ˜n = Eψ˜n. (44)
This reproduces the solutions of the Floquet problem,
with the Floquet eigenvalues being given by eiθ =
−e−iET . As before the surface states can be found by
looking at the IPRs of all the solutions of Eq. (44) and
identifying the ones with the largest IPRs.
V. CONCLUSIONS
In this paper, we have studied the effects of EMR ap-
plied to the top surface of a WSM. We first introduced a
simple model for a WSM which has only two Weyl points.
The projections of these Weyl points on the different sur-
faces give the end points of Fermi arcs; these are curves
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lying in the Brillouin zones of those surfaces such that
there are surface states whose momenta lie on the Fermi
arcs. For the top surface of the WSM in our model, the
Fermi arc is a single point; hence there is Fermi arc and
no state on that surface in the time-independent system
where the EMR is absent. We then studied the system
in the presence of circularly polarized EMR applied to
the top surface. We choose the case of circular polariza-
tion so that the Hamiltonian is invariant under rotations
within the top surface.
To numerically look for surface states, we introduce a
1D lattice along the zˆ-direction. At each lattice point, de-
noted by an integer n, there are two states corresponding
to the electron spin, σz = ±1. We take the amplitude
of the vector potential of the EMR to be of the form
A = A0e
−γan, where 1/γ is the penetration length of
the radiation. It is realistic to assume this kind of ex-
ponential decay as radiation usually gets absorbed in a
medium; we also find that this assumption is necessary
for our calculations as surface states do not appear if
we take an infinitely large penetration length. Due to
the translational invariance of the surface, the momen-
tum on the surface, (kx, ky), is a good quantum number.
We numerically calculate the Floquet operator U which
evolves the system through one time period T = 2π/ω,
where ω is the frequency of the EMR. Using the rota-
tional symmetry, we have shown that the FEVs do not
depend on kx and ky separately, but only on the magni-
tude k =
√
k2x + k
2
y. Hence we have assumed kx = k and
ky = 0 in all our calculations.
Given all the eigenstates of U , we find which of them
describe surface states by calculating the IPRs of all the
states and identifying the ones with large values of IPR.
The surface states decay rapidly as we go into the bulk.
Looking at the surface states for different values of the
amplitude A0 (specifically, A0 = 0.05 and 0.5), we find
that the decay length of the surface state is larger if A0
is smaller. We show later that there is a power law which
relates the two quantities. We find that the number of
surface states is proportional to the area of the surface.
For time-independent systems, it is known that a non-
trivial bulk topology gives rise to states at the surfaces
of the system. Hence there is a correspondence between
the bulk bands and the surface states. We look for such
a bulk-boundary correspondence in our system. To do
this, we consider a bulk system with periodic boundary
conditions along the zˆ-direction so that all the three mo-
menta, kx, ky and kz, are good quantum numbers. We
then plot θ (corresponding to the FEVs eiθ) of the bulk
system as a function of kz, for a given value of kx = k
and ky = 0. We find that the values of θ of the sur-
face states match some of the extrema of the θ’s of the
bulk states. To put this differently, the density of states
ρ(θ) of the bulk system has peaks at certain values of
θ, and we find that some of these points match the θ’s
of the surface states. Next, we find the Fourier trans-
form f(kz) of the surface states as a function of kz , for
one particular spin component. We find that the peaks
of |f(kz)|
2 occur at the same values of kz where the θ’s
of the bulk system have extrema. We therefore find two
kinds of bulk-boundary correspondence, one between the
values of θ’s of the bulk and surface states and the other
between the corresponding values of kz.
We then study a special case of this problem where
kx = ky = 0. We find that this problem can be made
completely time-independent by a unitary transforma-
tion. It is possible to solve the problem analytically in the
continuum limit; we obtain a differential equation of the
Airy form which explains why the numerically obtained
surface state wave functions look like Airy functions. We
find that the spread of these bound states scales with
the amplitude A0 and the penetration length 1/γ of the
EMR as 1/(γ1/3A
2/3
0 ). Thus the spread of the bound
states diverges if either γ or A0 goes to zero.
Finally, we study the effect of circularly polarized EMR
on a TI. A TI has non-trivial topology in the bulk and
hence hosts states at the surfaces even in the absence of
EMR. We looked at the effects of the EMR to see if this
generates a new kind of surface states. A numerical study
of the Floquet operator U shows that there are two kinds
of surface states; one is the usual (old) surface state found
in the time-independent system while the other is a new
surface state whose decay length is much larger than that
of the old surface state. The decay lengths of the new
surface states can be tuned by varying the parameters of
the EMR. We then find that if we consider a trivial insu-
lator, there is no surface state in the absence of the EMR
as expected; however, the application of EMR generates
surface states which are similar to the new surface states
generated in a TI. In analogy with the WSM, we have
looked for a bulk-boundary correspondence for periodic
driving of a TI, but have not found such a correspondence
so far.
Turning to experimental methods for detecting the sur-
face states generated by EMR, it may be possible to look
for such states using time-resolved and angle-resolved
photoemission spectroscopy39 and anomalous Hall con-
ductivity40. One can also try to measure the oscillating
surface currents which are carried by the surface states42.
We will end by pointing out some directions for future
studies. In this paper, we have only considered circu-
larly polarized EMR; this simplifies the calculations due
to rotational invariance. We can study what happens if
the EMR is linearly polarized; in this case, the form of
the surface states will depend on both kx and ky, not
just
√
k2x + k
2
y. It would be interesting to find the com-
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plete range of parameters (such as the frequency ω of
the EMR and the surface momentum (kx, ky)) in which
surface states appear. The stability of the surface states
may be worth studying in detail. References 42,46 have
argued that there is a topological protection because the
momenta of the surface states are given by exceptional
points which have a branch point structure. However, it
would be useful to see if any topological invariants appear
in this problem; this may help to analytically find the val-
ues of ω where surface states appear or disappear43,47,48.
For the WSM, we have only studied the states on the top
surface (x− y) because we know that there are no states
there in the absence of EMR. It would be interesting to
study what happens on the other surfaces where states
are present even when there is no EMR42.
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