This report focuses on an approach to high performance visualization and analysis, termed query-driven visualization and analysis (QDV). QDV aims to reduce the amount of data that needs to be processed by the visualization, analysis, and rendering pipelines. The goal of the data reduction process is to separate out data that is "scientifically interesting" and to focus visualization, analysis, and rendering on that interesting subset. The premise is that for any given visualization or analysis task, the data subset of interest is much smaller than the larger, complete data set. This strategy-extracting smaller data subsets of interest and focusing of the visualization processing on these subsets-is complementary to the approach of increasing the capacity of the visualization, analysis, and rendering pipelines through parallelism. This report discusses the fundamental concepts in QDV, their relationship to different stages in the visualization and analysis pipelines, and presents QDV's application to problems in diverse areas, ranging from forensic cybersecurity to high energy physics.
Introduction
Query-driven visualization and analysis (QDV) addresses the big-data analysis challenge by focusing on data that is "scientifically interesting" and, hence, reducing the amount of data that needs to be processed by the visualization, analysis, and rendering pipelines. The data reduction is typically based on range queries, which are used to constrain the data variables of interest. The term QDV was coined by Stockinger et al. [31, 32] to describe the combination of high performance index/query methods with visual data exploration methods. Using this approach, the complexity of the visualization, analysis and rendering is reduced to O(k), with k being the number of objects retrieved by the query. The premise of QDV, then, is that for any given visualization or analysis task, the data subset of interest, k, is much smaller than the larger, complete data set. QDV methods are among a small subset of techniques that are able to address both large and highly complex data.
In a typical QDV task, the user begins the analysis by forming definitions for data subsets of interest. This characterization is done through the concept of range queries, that is, the user defines a set of constraints for variables of interest. For example, in the context of a combustion simulation, a scientist may only be interested in regions of a particular temperature t and pressure p, such that (1000F< t < 1500F) AND (p < 800Pa). QDV uses such range queries to filter data before it is passed to the subsequent data processing pipelines, thereby, focusing the visualization and analysis exclusively on the data that is meaningful to the user. In practice, a user may not have a precise notion of which parts of the data are of the most interest. Rather than specifying the exact data subset(s) of interest, a user may begin the analysis by excluding large data portions that are known to be of no interest and/or specifying regions that are known to contain the data of interest. Through a process of iterative refinement of queries and analysis of query results, the user is able to gain further insight into the data and identify and specify more precisely the data subset(s) of interest.
QDV inherently relies on two main technologies: fast methods for evaluating data queries; and efficient methods for specification, validation, visualization, and analysis of query results. In the context of QDV of scientific data, approaches based on bitmap indexing have shown to be very effective for accelerating multivariate data queries, which will be the focus of Section 2. Then, Section 3 discusses different methods used for specification, validation, and visualization of data queries, with a particular focus on parallel coordinates as an effective interface for formulating multivariate data queries (see Section 3.1). To facilitate the query-based data analysis process, the QDV approach has also been combined with automated analysis methods to suggest further query refinements, as well as to automate the definition of queries and extraction of features of interest. As an example, Section 3.2 discusses various methods for the segmentation and labeling of query components. To illustrate the effectiveness and wide applicability of QDV methods, two case studies are investigated: the applications of QDV to network traffic data in Section 4.1, and particle accelerator simulation data in Section 4.2. This chapter concludes with an evaluation of the QDV approach and a discussion of future challenges in Section 5.
Data Subsetting and Performance
Efficient methods for data subsetting are fundamental to the concept of QDV. The database community has developed a variety of indexing methods to accelerate data searches. Many popular database systems use variations of the B-tree [2] . The B-tree was designed for transaction-type applications, exemplified by interactions between a bank and its customer. Interactions with transactional data are characterized by the frequent modification of data records, one record at a time, and retrieval of a relatively small number of data records, such as the look-up of a customer's banking information. In contrast, scientific data is typically not modified after creation, but is processed in a read-only fashion. Furthermore, scientific search operations typically retrieve many more data records than typical transaction-type queries, and the number of records may also vary considerably more. For example, when studying the ignition process in a combustion data set, a query that isolates regions of high temperature may initially only retrieve very few data records; however, as the combustion process progresses from an initial spark into a large flame, the same query may result in the retrieval of a sizable fraction of the data. Scientific search operations also often involve a large number of data dimensions. For example, when analyzing the combustion process, a scientist may be interested in regions that exhibit high temperature, high pressure, and contain a high/low concentration of different chemical species. For these types of versatile, high-dimensional, read-only query operations, the bitmap index is a more appropriate indexing structure [29] , which is the subject of Section 2.1.
There is a pressing need for efficient data interfaces that make indexing technology accessible to the scientific data processing pipelines. Across scientific applications, array-based data models are most commonly used for data storage. However, common array-based scientific data formats, such as HDF5 [33] and NetCDF [34] , do not support semantic indexing methods. A number of array-based research databases, such as SciDB [7] or MonetDB [5] , provide advanced index/query technology, are optimized for scientific data. However, scientific data is commonly stored outside of a database system. In practice, it is often too expensive to make copies of extremely large scientific data sets for the purpose of indexing, and the conversion of data to different file formats may break downstream data processing pipelines. Query-based analyses, hence, require efficient data interfaces that make semantic indexing methods accessible within state-of-the-art scientific data formats (see Section 2.2).
The first section, Section 2.1, discusses bitmap indexing in detail. Then, in Section 2.2, FastQuery [10] is introduced as an example index and query system for integrating bitmap indexing technology with state-of-the-art scientific data formats, including extensions of bitmap indexing to the processing of queries on large distributed-memory platforms.
Bitmap Indexing
A bitmap index stores the bulk of its information in a series of bit sequences known as bitmaps. Figure 1 shows a small example with one variable named I, with a value range of 0, 1, 2, or 3. For each of the four possible values, a separate bitmap is created to record which rows, or records, contain the corresponding value. For example, the value 0 only appears in row 1. The bitmap representing the value 0, hence, contains a 1, as the first bit, while the remaining bits are 0. This is the most basic form of a bitmap index [23] .
A scientific data set often involves many variables, and a query may involve an arbitrary combination of the variables. When the B-Tree index [11] or a multidimensional index [14] is used, the most efficient way to answer a query is to create an index with the variables involved in the query. This approach requires a different index for each combination of variables. Because the number of possible combinations is large, a large amount of disk space is needed to store the different indices. These combinations are necessary because the results from these tree-based indices cannot be easily combined to produce the final answer. In contrast, when using a bitmap index to answer a query, a bitmap is produced to represent the answer. A multivariate query can be answered by resolving the condition on each variable separately, using the bitmap index for that variable, and then combining all the intermediate answers with bitwise logical operations to produce the final answer. In this case, the total size of all bitmap indices grows linearly with the number of variables in the data. Typically, the bitwise logical operations are well-supported by computer hardware. Therefore, the bitmap indices can answer queries efficiently.
The variable I shown in Figure 1 has only four possible values. In general, for a variable with C distinct values, the basic bitmap index needs C bitmaps of N bits each, where N is the number of rows (or records) in the data set [9] . If C is the cardinality of the variable, then in a worst-case scenario, C = N , and the corresponding bitmap index has N 2 bits. Even for a moderate size data set, N 2 bits can easily fill up all disks of a large computer system. Ideally, the index size should be proportional to N , instead of N 2 . The techniques for controlling the bitmap index sizes roughly fall in three categories: compression, encoding, and binning.
Compression: In principle, any lossless compression method can be used to compress bitmap indices. In practice, the most efficient bitmap compression methods are based on run-length Bitmap Index RID I =0 =1 =2 =3  1 0  1  0  0  0  2 1  0  1  0  0  3 2  0  0  1  0  4 3  0  0  0  1  5 3  0  0  0  1  6 3  0  0  0  1  7 3  0  0  0  1  8 1  0  1 
Figure 1: A sample bitmap index where RID is the record ID and I is the integer attribute with values in the range of 0 to 3.
encoding, as they support bitwise logical operations on the compressed data without decompressing the bitmaps [1, 38] . Working directly with the compressed bitmaps reduces the time needed for reading the bitmaps from disk to memory, as well as the amount of time to perform the necessary computations. Furthermore, using Word-Aligned Hybrid (WAH) compression, it was shown that the time needed to evaluate a query is, in the worst case, a linear function of the number of records h that satisfy the query [39] . Therefore, the WAH compressed bitmap index has an optimal computational complexity of O(h). In the context of QDV, this means that the computational complexity of the analysis no longer depends on the total of number of data records, N , but only on the number of records, h, that define the feature(s) of interest defined by the query. Encoding: The basic bitmap encoding used in Figure 1 is also called equality-encoding, as it shows the best performance for equality queries, such as temperature, t = 100F. Other wellknown bitmap encoding methods include the range encoding [8] and the interval encoding [9] . They are better suited for other query types, such as (35.8Pa < p < 56.7Pa). There are also a number of different ways of composing more complex bitmap indices by using combinations of the equality, range, and interval encoding [41] .
Binning: The basic bitmap index works well for low-cardinality attributes, such as "gender," "types of cars sold per month," or "airplane models produced by Airbus and Boeing." However, for scientific data, the variables often have a large value-range, while different values are hardly ever repeated. These types of scientific data are referred to as high-cardinality data. A bitmap index for a high-cardinality variable typically requires many bitmaps. One can reduce the number of bitmaps needed by binning the data. However, the corresponding index would not be able to answer some queries accurately. The cost of resolving the query accurately could be quite high [26] . Additional data structures might be needed to answer the queries with predictable performance [43] .
The bitmaps inside the bitmap indices also offer a way to count the number of records satisfying certain conditions quickly. This feature can be used to quickly compute conditional histograms. For example, in addition to directly counting from the bitmaps, it is also possible to count the rows in each histogram bucket by reading the relevant raw data, or use a combination of bitmaps and the raw data. Stockinger et al. [30] described a set of algorithms for efficient parallel computation of conditional histograms. The ability to quickly compute conditional histograms, in turn, accelerates many histogram-based visualization methods, such as histogram-based parallel coordinates described later in Section 3.1. Figure 2a illustrates the serial performance for computing conditional histograms, using bitmap indexing by way of the FastBit [37] software.
Histogram-based analysis methods-such as density-based segmentation and feature detec- On the left, (a) shows timings for serial computation of regularly and adaptively binned 2D histograms on a 3D (≈ 90×10 6 particles) particle data set using bitmap indexing and a baseline sequential scan method. Image source: Rübel et al. 2008 [28] . Timings for serial evaluation of 3D bin-queries are shown in (b), using a 2D (≈ 2.4 × 10 6 particles) and 3D (≈ 90 × 10 6 particles) particle data set. Bin queries are evaluated using: (1) per-bin bitvectors returned by FastBit, (2) FastBit queries, and (3) a baseline sequential scan method. Image source: Rübel et al., 2010 [27] . tion methods-require the ability to evaluate bin-queries efficiently [27] . A bin-query extracts the data associated with a set of histogram bins and is comprised of a series of queries, for example, in the 3D case, of the form [(
, where i indicates the index of a selected bin and x, y, and z refer to the dimensions of the histogram. Instead of evaluating complex bin-queries explicitly, one can use bitmaps-one for each nonzero histogram bin-to efficiently store the inverse mapping from histogram-bins to the data. Figure 2b illustrates the performance advantage of this approach for evaluating binqueries. In practice, the overhead for computing the per bin bitmaps depends on the number of nonzero bins, but is, in general, moderate.
A number of the above described methods have been implemented in an open-source software called FastBit [37] . In the context of QDV, FastBit is used to process range queries and equality queries, as well as to compute conditional histograms and bin-queries. FastBit has also been integrated with the parallel visualization system VisIt, making FastBit-based QDV capabilities available to the user community. 8 
Data Interfaces
In order to make effective use of semantic indexing methods to accelerate data subselection, advanced data interfaces are needed that make index and query methods accessible within state-of-the-art scientific data formats. Such interfaces should ideally have the following characteristics. First, they enable access to a large range of scientific data formats. Second, they avoid costly data copy and file conversion operations for indexing purposes. Third, they scale to massive data sets. Fourth, they are capable of performing indexing and query operations on large, distributed, multicore platforms. For example, Gosink et al. [17] described HDF5-FastQuery, a library that integrates serial index/query operations using FastBit with HDF5.
Recently, Chou et al. introduced FastQuery [10] , which integrates parallel-capable index/query operations using FastBit-including bitmap index computation, storage, and data subset selectionwith a variety of array-based data formats. FastQuery provides a simple array-based I/O interface to the data. Access to the data is then performed via data format specific readers that implement the FastQuery I/O interface. The system is, in this way, agnostic to the underlying data format and can be easily extended to support new data formats. FastQuery also uses FastBit for index/query operations. To enable parallel index/query operations, FastQuery uses the concept of subarrays. Similar to Fortran and other programming languages, subarrays are specified using the general form of lower : upper : stride. Usage of subarrays provides added flexibility in the data analysis, but more importantly-since subarrays are, by definition, smaller than the complete data set-index/query times can be greatly reduced compared to approaches that are constrained to processing the entire data set. This subarray feature, furthermore, enables FastQuery to divide the data into chunks during index creation, chunks that can be processed in parallel in a distributed-memory environment. Evaluation of data queries is then parallelized in a similar fashion. In addition to subarrays, FastQuery also supports parallelism across files and data variables. Chou et al. demonstrated good scalability of both indexing and query evaluation, to several thousands of cores. For details, see the work by Chou et al. [10] .
Formulating Multivariate Queries
Semantic indexing provides the user with the ability to quickly locate data subsets of interest. In order to make effective use of this ability, efficient interfaces and visualization methods are needed that allow the user to quickly identify data portions of interest, specify multivariate data queries to extract the relevant data, and validate query results. As mentioned earlier, a QDV-based analysis is typically performed in a process of iterative refinement of queries and analysis of query results. To effectively support such an iterative workflow, the query interface and visualization should provide the user with feedback on possible strategies to refine and improve the query specification, and be efficient to provide the user with fast, in-time feedback about query-results, in particular, within the context of large data.
Scientific visualization is very effective for the analysis of physical phenomena and plays an important role in the context of QDV for the validation of query results. Highlighting query results in scientific visualizations provides an effective means for the analysis of spatial structures and distributions of the selected data portions. However, scientific visualization methods are limited with respect to the visualization of high-dimensional variable space in that only a limited number of data dimensions can be visualized at once. Scientific visualizations, hence, play only a limited role as interfaces for formulating multivariate queries.
On the other hand, information visualization methods-such as scatter-plot matrix and parallel coordinate plots-are very effective for the visualization and exploration of high-dimensional variable spaces and the analysis of relationships between different data dimensions. In the context of QDV, information visualizations, therefore, play a key role as interfaces for the specification of complex, multidimensional queries and the validation of query results.
Both scientific and information visualization play an important role in QDV. In the context of QDV, multiple scientific and information visualization views-each highlighting different aspects of the data-are, therefore, often linked to highlight the same data subsets (queries) in a well-defined manner to facilitate effective coordination between the views. In literature, this design pattern is often referred to as brushing and linking [35] . Using multiple views allows the user to analyze different data aspects without being overwhelmed by the high dimensionality of the data.
To ease validation and refinement of data queries, automated analysis methods may be used for the post-processing of query results to, for example, segment and label the distinct spatial components of a query. Information derived through the post-processing of query results provides important means to enhance the visualization, to help suggest further query refinements, and to automate the definition of queries to extract features of interest.
The next sections describe the use of parallel coordinates as an effective interface to formulate high-dimensional data queries (see Section 3.1). Afterwards, the post-processing of query results are discussed, enhancing the QDV-based analysis through the use of automated methods for the segmentation of query results and methods for investigation of the importance of variables to the query solution and their interactions (see Section 3.2).
Parallel Coordinates Multivariate Query Interface
Parallel coordinates are a common information visualization technique [19] . Each data variable is represented by a vertical axis in the plot (see Fig. 3 ). A parallel coordinates plot is constructed by drawing a polyline connecting the points where a data record's variable values intersect each axis.
Parallel coordinates provide a very effective interface for defining multidimensional range queries. Using sliders attached to each parallel axis of the plot, a user defines range thresholds in each displayed data dimension. Selection is performed iteratively by defining and refining thresholds one axis at a time. By rendering the user-selected data subset (the focus view) in front of the parallel coordinates plot created from the entire data set-or a subset of the data defined using a previous query-(the context view), the user receives immediate feedback about general properties of the selection (see Fig. 7 ). Data outliers stand out visually as single or small groups of lines diverging from the main data trends. Data trends appear as dense groups of lines (or bright colored bins, in the case of histogram-based parallel coordinates). A comparison of the focus and context view helps to convey understanding about similarities and differences between the two views. Analysis of data queries defined in parallel coordinates, using additional linked visualizations-such as physical views of the data-then provides additional information about the structure of a query. These various forms of visual query feedback help to validate and refine query-based selections. Figure 7 exemplifies the use of parallel coordinates for the interactive query-driven analysis of laser plasma particle acceleration data discussed in more detail later in Section 4.2.2.
Parallel coordinates also support iterative, multiresolution exploration of data at multiple time-scales. For example, initially a user may view data on a weekly scale. After selecting a week(s) of interest, this initial selection may be used as context view. By scaling the parallel axis to show only the data ranges covered by the context selection-also called dimensional scaling-the selection can be viewed and refined in greater detail at daily resolution.
In practice, parallel coordinates have disadvantages when applied to very large data. In the traditional approach, the parallel coordinates plot is rendered by drawing a polyline for each data record. When there are relatively few data records, this approach is reasonable and produces legible results. But when applied to large data sets, the plot can be quickly cluttered and difficult to interpret, as is the case in Figure 3a . Worst of all, the computational and rendering complexity of parallel coordinates is proportional to the size of the data set. As data sizes grow, these problems quickly become intractable.
Histogram-based parallel coordinates [22, 28] are an efficient, density-based method for computing and rendering parallel coordinates plots. Rather than viewing the parallel coordinates plot as a collection of polylines (one polyline per data record), one can discretize the relationship of all data records between pairs of parallel axes using 2D histograms.
Based on the 2D histograms-one per neighboring axes pair-rendering proceeds by drawing , show a comparison of two different parallel coordinate renderings of a particle data set consisting of 256,463 data records and 7 variables using: (a) traditional line-based parallel coordinates and (b) high-resolution, histogram-based parallel coordinates with 700 bins per data dimension. The histogram-based rendering reveals many more details when displaying large numbers of data records. Image (c) shows the temporal histogram-based parallel coordinates of two particle beams in a laser-plasma accelerator data set, at timesteps t = [14, 22] .
Color is used to indicate the discrete timesteps. The two different beams can be readily identified in x (second axis). Differences in the acceleration can be clearly seen in the momentum in the x direction, px (first axis). Image source: Rübel et. al, 2008 [28] .
one quadrilateral per nonempty bin, where each quadrilateral connects two data ranges between the neighboring axes. Quadrilateral color and opacity is a function of histogram bin magnitude, so more densely populated regions are visually differentiated from regions with lower density. This approach has a significant advantage for large data applications: the rendering complexity no longer depends on the size of the original data, but only on the resolution of the underlying histograms. The histograms, for the context view, need to be computed only once. The calculation of the focus view histograms happens in response to user changes to query ranges and are accelerated by FastBit. Previous studies examine the scalability characteristics of those algorithms on large supercomputers when applied to very large scientific data sets [3, 28, 30] . Figure 3b shows how more information in data is revealed through a combination of visualization and rendering principles and techniques. For example, color brightness or transparency can convey the number of records per bin, and rendering order takes into account region density so that important regions are not hidden by occlusion. Different colors could be assigned to different timesteps, producing a temporal parallel coordinates plot (see Fig. 3c ). This approach is useful in helping to reveal multivariate trends and outliers across large, time-varying data sets.
Segmenting Query Results
A query describes a binary classification of the data, based on whether a record satisfies the query condition(s). However, typically, the feature(s) of interest to the end users are not individual data records, but regions of space defined by connected components of a query-such as ignition kernels or flame fronts. Besides physical components of a query, a feature of interest may also be defined by groups of records (clusters) in high-dimensional variable space. Combining QDV with methods for the segmentation and classification of query results can facilitate the analysis of large data sets by supporting the identification of subfeatures of a query, by suggesting strategies for the refinement of queries, or by automating the definition of complex queries for automatic feature detection.
A common approach for enhancing the QDV analysis process consists of identifying spatially connected components in the query results. This has been accomplished in the past using a technique known as connected component labeling [36, 40] . Information from connected component labels provides the means to enhance the visualization-as shown in Figure 4b -and enables further quantitative analysis. For example, statistical analysis of the number and distributions in size or volume of physical components of query results can provide valuable information about the state and evolution of dynamic physical processes, such as a flame [6] . Connected component analysis for QDV has a wide range of applications. Stockinger et al. [32] applied this approach to combustion simulation data. In this context, a researcher might be interested in finding ignition kernels, or regions of extinction. On the other hand, when studying the stability of magnetic confinement for fusion, a researcher might be interested in regions with high electric potential because of their association with zonal flows, critical to the stability of the magnetic confinement-as shown in Figure 4a [42] .
In practice, connected component analysis is mainly useful for data with known topology, in particular, data defined on regular meshes. For scattered data-such as particle data-where no connectivity is given, density-based clustering approaches may provide a useful alternative to group selected particles based on their spatial distribution. One of the main limitations of a connected component analysis, in the context of QDV, is that the labeling of components by itself does not yield any direct feedback about possible strategies for the refinement of data queries.
To address this problem, Gosink et al. [18] proposed the use of multivariate statistics to support the exploration of the solution space of data queries. To analyze the structure of a query result, they used kernel density estimation to compute the joint and univariate probability distributions for the multivariate solution space of a query. Visual exploration of the joint density function-for example, using isosurfaces in physical space-helps users with the visual identification of regions in which the combined behavior of the queried variables is statistically more important to the inquiry. Based on the univariate distribution functions, the query solution is then segmented into different subregions in which the distribution of different variables is more important in defining the queries' solution. Figure 4b shows an example of the segmentation of a query defining the eye of a hurricane. Segmentation of the query solution based on the univariate density functions reveals three regions in which the query's joint distribution is dominated by the influence of pressure (blue), velocity (green), and temperature (red). The comparison of a query's univariate distributions to the corresponding distributions, restricted to the segmented regions, can help identify parameters for further query-refinement.
As illustrated by the above example, understanding the structure of a query defined by the trends and interactions of variables within the query's solution, can provide important insight to help with the refinement of queries. To this end, Gosink et al. [16] proposed the use of univariate cumulative distribution functions restricted to the solution space of the query to identify principle level sets for all variables that are deemed the most relevant to the query's solution. Additional derived scalar fields, describing the local pairwise correlation between two variables in physical space are then used to identify a pairwise variable interactions. Visualization of these correlation fields, in conjunction with principle isosurfaces, then enables the identification of statistically important interactions and trends between any three variables.
The manual, query-driven exploration of extremely large data sets enables the user to build and test new hypotheses. However, manual exploration is often a time-consuming and complex process and is, therefore, not well-suited for the processing of large collections of scientific data. Combining the QDV concept with methods to automate the definition of advanced queries to extract specific features of interest helps to support the analysis of large data collection. For example, in the context of plasma-based particle accelerators, many analyses rely on the ability to accurately define the subset of particles that form the main particle beams of interest. To this effect, Section 4.2 describes an efficient query-based algorithm for the automatic detection of particle beams [27] . Combining the automatic query-based beam analysis with advanced visualization supports an efficient analysis of complex plasma-based accelerator simulations, as shown in Figure 4c .
Applications of Query-Driven Visualization
QDV is among the small subset of techniques that can address both large and highly complex data. QDV is an efficient, feature-focused analysis approach that has a wide range of applications. The case studies that follow all make use of supercomputing platforms to perform QDV and analysis on data sets of unprecedented size. One theme across all these studies is that QDV reduces visualization and analysis processing time from hours or days, to seconds or minutes.
The study results presented in Section 4.1 aim to accelerate analysis within the context of forensic cybersecurity [3, 30] . Two high energy physics case studies are presented in Section 4.2, both of which are computational experiments aimed at designing next-generation particle accelerators, such as: a free-electron laser (Section 4.2.1) and a plasma-wakefield accelerator (Section 4.2.2).
Applications in Forensic Cybersecurity
Modern forensic analytics applications, like network traffic analysis, consist of hypothesis testing, knowledge discovery, and data mining on very large data sets. One key strategy to reduce the time-to-solution is to be able to quickly focus analysis on the subset of data relevant for a given analysis. This case study, presented in earlier work [3, 30] , uses a combination of supercomputing platforms for parallel processing, high performance indexing for fast searches, and user interface technologies for specifying queries and examining query results.
The problem here is to find and analyze a distributed network scan attack buried in one year's worth of network flow data, which consists of 2.5 billion records. In a distributed scan, multiple distributed hosts systematically probe for vulnerabilities on ports of a set of target hosts. The traditional approach, consisting of command line scripts and using ASCII files, could have required many weeks of processing time. The approach presented below reduces this time to minutes.
Data: In this experiment, the data set consists of network connection data for a period of 42 weeks-a total of 2.5 billion records-acquired from a Bro system [24] running at a large supercomputing facility. The data set contains for each record, the "standard" set of connection variables, such as source and destination IP addresses, ports, connection duration, etc. The data is stored in flat files, using an uncompressed binary format for a total size of about 281GB. The IP addresses are split into four octets, A : B : C : D, to improve query performance. For instance, IP S A refers to the class A octet of the source IP address. The FastBit bitmap indices used to accelerate data queries require a total of ≈ 78.6GB of space.
Interactive Query Interface: The study's authors showed a histogram-based visualization and query interface to facilitate the exploration of network traffic data. After loading the metadata from a file, the system invokes FastBit to generate coarse temporal resolution histograms containing, for example, counts of variables over the entire temporal range at a weekly resolution. The user then refines the display by drilling into a narrower temporal range and at a finer temporal resolution. The result of such a query is another histogram, which is listed as a new variable in the user interface. A more complex query may be formed by the "cross-product" of histograms of arbitrary numbers of data variables, and may be further qualified with arbitrary, user-specified conditions.
One advantage of such a histogram-centric approach is that it allows for an effective iterative refinement of queries. This iterative, multiresolution approach, which consists of an analyst posing different filtering criteria to examine data at different temporal scales and resolutions, enables effective context and focus changes. Rather than trying to visually analyze 42 weeks worth of data at one-second resolution all at once, the user can identify higher-level features first and then analyze those features and their subfeatures in greater detail.
Another advantage is performance. The traditional methodology in network traffic analysis consists of running command-line scripts on logfiles. Due to the nature of how FastBit stores and operates on bitmap indices, it can compute conditional histograms much more quickly than a traditional sequential scan. This idea was the subject of several different performance experiments [3, 30] .
Network Traffic Analysis: The objective of this analysis example is to examine 42 weeks worth of network data to investigate an initial intrusion detection system (IDS) alert indicating a large number of scanning attempts on TCP port 5554, which is indicative of a so-called "Sasser worm." The first step, then, is to search the complete data set to identify the ports for which large numbers of unsuccessful connection attempts have been recorded by the Bro system. Figure 5a shows the counts of unsuccessful connection attempts on all ports over the entire time range at weekly temporal resolution. The chart reveals a high degree of suspicious activity in the seventh week, on destination port 5554. Now that the suspicious activity has been confirmed and localized, the next goal is to identify the addresses of the host(s) responsible for the unsuccessful connection attempts. The splitting of IP addresses into four octets (A : B : C : D) enables an iterative search to determine the A, then B, C, and finally, D octet addresses of the attacking hosts. The first query then asks for the number of unsuccessful connection attempts on port 5554 during the seventh week over each address within the Class A octet. As can be seen in Figure 5b , the most suspicious activity originates from host(s), having IP addresses with a 220 A octet. Further refinements of the query, then reveal the B octet (IP=220 : 184 : x : x) and a list of C octets (IP S C = {26, 31, 47, 74, 117, 220, 232}) from which most of the suspicious activity originates, indicating that a series of hosts on these seven IP S C network segments may be involved in a distributed scan. The query process repeats over the D address octet to produce a complete set of IP addresses of all hosts participating in the distributed scan attack.
Once the addresses for the attacking hosts are identified, the next question is "What are the access patterns of these host addresses through destination IP addresses?" In other words, the problem is to determine the set of host addresses that are being attacked. The destination Class C octets, scanned by each of the seven source hosts-shown in Figure 5c -reveals that each of the seven participating hosts is sending traffic to about 21 or 22 contiguous Class C addresses. Further analysis of the class D octets in the context of the identified C octets, reveals that each attacking host scans through all Class D addresses for each Class C address and that each of the hosts scans a contiguous range of IP R C 's.
This case study reveals the iterative nature of exploratory analytics. The first inquiry examined all data at a coarse temporal resolution. Subsequent inquiries became more focused, looking at smaller and smaller subsets of the data. One of the previous studies estimated the time required for executing a single query to be approximately 43 hours, using traditional shellbased scripts, compared to about five seconds, using the QDV approach. Given that this case study encompasses many queries, one conclusion is that advanced exploratory analytics on very large data sets may simply not be feasible using traditional approaches.
Applications in High Energy Physics
Particle accelerators are among the most important and versatile tools in scientific discovery. They are essential to a wealth of advances in material science, chemistry, bioscience, particle physics, and nuclear physics. Accelerators also have important applications to the environment, energy, and national security. Example applications of particle accelerators include studying bacteria for bioremediation, exploring materials for solar cells, and developing accelerator-based systems to inspect cargo for nuclear contraband. Accelerator-based systems have also been proposed for accelerator-driven fission energy production and as a means to transmute nuclear waste.
Accelerators have a direct impact on the quality of people's lives through applications in medicine, such as the production of medical radioisotopes, pharmaceutical drug design and discovery, and through the thousands of accelerator-based irradiation therapy procedures that occur daily at U.S. hospitals. Given the importance of particle accelerators, it is essential that the most advanced high performance computing tools be brought to bear on accelerator R&D, and on the design, commissioning, and operation of future accelerator facilities. The following sections describe the application of QDV to the analysis of output from numerical simulations that model the behavior of electron linear particle accelerators (linacs) in Section 4.2.1 and laser plasma particle accelerators (LPA) in Section 4.2.2.
Different variations of particle-in-cell (PIC) based simulations are used to model both linacs, as well as LPA experiments [21, 25] . In PIC simulations, collections of charged particles, such as electrons or protons, are modeled as computational macro-particles that can be located anywhere in the computational domain. The electromagnetic field is spatially discretized, often using a regular mesh. At each simulation step, the particles are moved under the electromagnetic forces obtained through interpolation from the fields. The current carried by the moving particles is then deposited onto the simulation grid to update the electric and magnetic fields. The data sets produced by accelerator simulations are extremely large, heterogeneous (both particles and fields), multivariate and often of highly varying spatio-temporal resolution.
The analytics process is similar to that of the previous network traffic analysis example (see Section 4.1): a scientist begins the investigation with a very large data set and formulates a set of questions, then iteratively extracts subsets of data for inspection and analysis. The pace at which knowledge is discovered is a function of the rate at which this entire process can occur. The combination of QDV and supercomputers can reduce this duty cycle from hours to seconds, thereby helping to accelerate the discovery of scientific knowledge.
Linear Particle Accelerator
The linac case study applies QDV to the analysis of data from large-scale, high-resolution simulations of beam dynamics in linacs for a proposed next-generation x-ray, free electron laser (FEL) at LBNL [12] . PIC-based simulations on this type of accelerator require large numbers of macroparticles (> 10 8 ) to control the numerical macroparticle shot noise and to avoid overestimation of the microbunching instability, and they produce particle data sets that are massive in size [25] . The authors, Chou et al. [10] , focus on applying QDV to study beam diagnostics of the transverse halo and beam core.
Data: The source data in this study was generated by the IMPACT-T simulation code [25] , and consists of 720 timesteps with ≈ 1 billion particles per timestep. The 50TB data set contains nine variables describing the physical particle location and momentum. The variables x and y are the transverse location of particles. The longitudinal particle location, t, is in a relative coordinate system-that is, t identifies the particle's arrival time at the physical location z.
Transverse Halo: The transverse halo of a particle beam is a low-density portion of the beam usually defined as those particles beyond some specified radius or transverse amplitude in physical space, shown in Figure 6a . Controlling the beam halo is critical because the particles of the halo have the potential to reach very large transverse amplitudes, eventually striking the beam pipe and causing radioactivation of accelerator components and possibly component damage. Also, the beam halo is often the limiting factor in increasing the beam intensity to support scientific experiments. To enable a detailed analysis of this phenomenon-to determine the origin of the halo particles and to help develop halo mitigation strategies-physicists need to be able to efficiently identify and extract the halo particles.
The authors identify halo particles using the query r > 4σ r . The derived quantity r = 2 x 2 + y 2 , which is separately computed and indexed, describes the transverse radial particle location. The transverse halo threshold is given by σ r = 2 σ 2 x + σ 2 y , where σ x and σ y denote the root mean square (RMS) beam sizes in x and y, respectively. Using r for identification of halo particles is based on the assumption of an idealized circular beam cross section. To ensure that the query adapts more closely to the transverse shape of the beam, one may relax the assumption of a circular beam cross section to an elliptical beam cross section, by scaling the x and y coordinates independently by the corresponding RMS beam size, σ x and σ y using, for example, a query of the form r due to a mismatch in the beam as it traveled from one section of the accelerator to the next. These type of query-based diagnostics provide accelerator designers with evidence that further improvement of the design may be possible, and also provides quantitative information that is useful for optimizing the design to reduce halo formation and beam interception with the beam pipe, which will ultimately improve accelerator performance.
Core: Creating beams with good longitudinal beam quality, which is defined in terms of the longitudinal RMS emittance, and maintaining that beam quality during the acceleration process, is critical in certain types of accelerators involving intense electron beams. Frequently, the longitudinal "head" and "tail" of an electron bunch will be very different from its "center" region, also known as the longitudinal "core." Focusing on the longitudinal core of a particle bunch eliminates strong variations at the head and tail, which would otherwise distort the analysis results.
The authors define the core of the beam using the queryt − 200δ ≤ t ≤t + 200δ, witht being the longitudinal bunch centroid. The parameter δ = 0.036728 has been provided by domain scientists and corresponds to ≈ 1nm; or more precisely, the time it takes an electron to travel 1nm. To identify within-core variations in particle density, uncorrelated energy spread, and transverse emittance, the core is typically further subdivided into slices for analysis purposes. In order to divide the core into, say, 400, 1nm wide slices, one could evaluate, at each timestep, multiple queries of the form t min (i) ≤ t ≤ t max (i) with t min =t − (i − 201)δ , t max (i) = t − (i − 200)δ and i ∈ [1, 400] . Such an analysis of all 720 timesteps of the example data set would require 288, 000 queries, further highlighting the need for efficient query methods.
Performance: The authors used the FastQuery [10] system for the parallel processing of index and query operations on the NERSC Cray XE6 supercomputing system Hopper. 1 The pre-processing to build the indexes for all timesteps of the 50TB data set required about 2 hours. Using bitmap indexing, the evaluation of the halo and core query required only 12 seconds, using 3000 cores, while practically reasonable times of around 20 seconds can be achieved using only approximately 500 compute cores. The combination of visual data exploration and efficient data management in the QDV concept enables, in this way, repeated, complex, large-scale query-based analysis of massive data sets, which would otherwise not be practical, with respect to both time as well as computational cost.
Laser Plasma Particle Accelerator
Plasma-based particle accelerators (LPAs) [13] use a short (≤ 100fs), ultrahigh intensity (≥ 10 18 W/cm 2 ) laser pulse to drive waves in a plasma. Electrons in a hydrogen plasma are displaced by the radiation pressure of the laser pulse, while the heavier ions remain stationary. This displacement of the electrons in combination with the space-charge restoring force of the ions, drives a wave (wake) in the plasma. Similar to a surfer riding a wave, electrons that become trapped in the plasma wave are accelerated by the wave to high energy levels. LPAs can achieve electric and magnetic fields thousands of times stronger than conventional accelerators, enabling the acceleration of particles to high energy levels within very short distances (centimeters to meters). Researchers at the LOASIS 2 program have demonstrated high-quality electron beams at 0.1 to 1 GeV using millimeter to centimeter long plasmas [15, 20] .
One central challenge in the analysis of large LPA simulation data arises from the fact that, while large numbers of particles are required for an accurate simulation, only a small fraction of the particles are accelerated to high energies and subsequently form particle features of interest. During the course of a simulation, multiple high-energy particle beams may form and additional particle bunches may appear in secondary periods of the plasma wave. In this context, scientists are particularly interested in the analysis of the main particle beam. This section discusses query-driven analysis of LPA simulations used to extract, analyze, and compare high-energy particle beams.
Data: This case study uses data sets produced by VORPAL [21] , an electromagnetic PICbased simulation code. Accurate modeling of LPAs is computationally expensive, in particular, due to large differences in scale, e.g., length of the plasma versus the laser wavelength. To save computational resources and storage space, VORPAL employs a moving-window simulation approach. In this method, only a window around the laser pulse is simulated at each timestep, and it is moved along at the speed of light, as the laser propagates through the plasma. The output data contains particle position (x, y, z), particle momentum (px, py, pz), particle weight (wt), and particle identifier (id). The data is indexed using FastBit to accelerate the evaluation of range queries, id-based equality queries, and the computation of conditional histograms.
Interactive Query-Driven Data Exploration: To gain a deeper understanding of the acceleration process, physicists need to address a number of complex questions, such as: Which particles become accelerated? How are particles trapped and accelerated by the plasma wave? How are the beams of highly accelerated particles formed? And, how do the particle beams evolve over time? The case study tackles these questions via an interactive, query-driven visual exploration approach for histogram-based parallel coordinates (see Section 3.1) and high performance scientific visualization [28] .
To identify those particles that were accelerated, the authors, who included an accelerator physicist, performed an initial threshold selection in px at a late timestep of the simulation. This initial selection restricts the analysis to a small set of particles with energies above the base acceleration of the plasma wave. Figure 7a shows an example of a parallel coordinates plot of such a selection (gray).
Based on the results of the first query, the selection was further refined to select the main particle beams of interest. The authors first increase the px threshold to extract the particles of highest energy. This initial refinement often results in the selection of multiple beam-like features trapped in different periods of the plasma wave.
As illustrated in Figure 7a (red lines), to separate the different particle beams and to extract the main particle beam, the selection is then often further refined through range queries in the longitudinal coordinate x and transverse coordinates y and z. In the selection process, parallel coordinates provide interactive feedback about the structure of the selection, allowing for fast Figure 3c shows an example in which parallel coordinates are used to compare the acceleration behavior of two particle beams. Based on the information from different individual timesteps, a user may refine a query, to select, for example, beam substructures that are visible at different discrete timesteps. Rübel et al. [28] demonstrated that using FastBit-accelerated equality queries, the time needed for tracing beam particles can be reduced from many hours to less than a second.
Automatic Query-Based Beam Detection: Interactive query-driven visual data exploration is effective in that it provides great flexibility and supports detailed data analysis, allowing scientist to define and validate new hypotheses about the data and the physical phenomena being modeled. However, manual detection and extraction of the acceleration features of interest, such as particle beams, is time consuming. To support the analysis of large collections of accelerator simulations, efficient methods are needed for automatic detection and extraction of particle beams.
Rübel et al. [27] described an efficient query-based algorithm for automatic detection of particle beams. At a single timestep, the analysis proceeds as follows. First, the algorithm computes a 3D conditional histogram of (x, y, px) space, restricted to high-energy particles selected by the query px > 1e10. Using a two-stage segmentation process, the algorithm first identifies the region in the physical space (x, y), containing the highest energy particles. The so-defined spatial selection is then refined using a 3D region-growing-based segmentation centered around the highest-density histogram bin. Histogram-based bin-queries (see Section 2.1) are then used to extract the particles belonging to the so-identified feature. The identified per-timestep features are then traced over time and refined through additional per-timestep segmentations. Finally, the particles of interest are traced over time using a series of ID-based equality queries, and additional particle-to-feature distance fields are computed. In this query-based analysis process, the computation of conditional histograms, the evaluation of histogram-based bin queries, and the identifier-based particle tracing are accelerated through FastBit.
Even for a large 3D data set (approximately 620GB) consisting of 26 timesteps with approximately 230 × 10 6 particles per timestep, the analysis requires only about 3 minutes in serial, which is already much less than what a single histogram-based bin-query would require without using FastBit. As shown in Figure 2b , the analysis has to evaluate tens of bin queries, 52 threshold and equality queries. Combining the query-based beam analysis with advanced visualization supports automated analysis and comparison of particle beams in complex LPA simulations (see Fig. 4c ). Figure 8 shows as an example a visualization of the injection and acceleration process of an automatically detected particle beam.
Conclusion
Query-driven visualization and analysis is a blend of technologies that limit visualization and analysis processing to the subset of data that is "interesting." The premise is that, in any given investigation, only a small fraction of a large data set is of interest.
QDV is useful for fast visual exploration of extremely large data sets. It has been shown to be useful to accelerate and automate complex feature detection tasks, in particular, when combined with other analysis methods, such as unsupervised learning. As a general concept,
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QDV is very flexible and can be easily integrated with a large range of other methods. Advanced index/query systems (e.g., FastQuery) and integration of these data interfaces with advanced visualization systems (such as VisIt), make QDV-based analysis much more accessible to the scientific community.
QDV is among the small subset of techniques that can address visualization and analysis of large and highly complex data. The case studies in this chapter, taken from forensic cybersecurity and high-energy physics applications, make use of supercomputing platforms to perform QDV and analysis on data sets of unprecedented sizes. Other recent work in QDV, not discussed here, applies the concepts to diverse application areas, like computational finance, climate modeling and analysis, magnetically confined fusion, and astrophysics. One theme across all of these studies is that QDV reduces visualization and analysis processing time from hours or days to seconds or minutes.
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