A comment on "Neurophysiological dynamics of phrase-structure building during sentence processing" by Nelson et al (2017), Proceedings of the National Academy of Sciences USA 114(18), E3669-E3678.
often 5-gram models, to obtain meaningful predictions (Jozefowicz, Vinyals, Schuster, Shazeer, & Wu, 2016) . A higher-order lexical n-gram model would strengthen the current results. The authors also employ more sophisticated n-gram models. One is an unbounded model based on part-of-speech categories, implying a dramatic loss of information with respect to the original words which might explain its poor performance. The other is a syntactic n-gram, but not enough information is provided about its definition and implementation. Regardless, since the model is obtained from a corpus derived from a toy grammar and lexicon, its probabilities are likely to be unrealistic and thus it is problematic. In sum, dependency offers a better approach to the syntactic complexity of languages and merge. n-gram models of higher complexity should be the subject of future research involving realistic sentences. 
