The paper describes a relative entropy procedure for imposing restrictions on simulated forecast distributions from a variety of models. Starting from an empirical forecast distribution for some variables of interest, the technique generates a new empirical distribution that satisfies a set of moment restrictions not used in the construction of the original. The new distribution is informationally as close as possible to the original in the sense of minimizing the Kullback-Leibler Information Criterion, or relative entropy. We illustrate the technique with an example related to monetary policy that shows how to introduce restrictions from economic theory into a model's forecasts.
After examining the model's forecast performance over the 1990s, forecasts beginning at the onset of the most recent recession are modified to incorporate additional restrictions implied by a standard Taylor rule for monetary policy.
UPDATING PREDICTIONS USING RELATIVE ENTROPY

Relative Entropy and Moment Conditions
Our interest is in the predictive distribution of an M-dimensional random variable y. In practice, it is usually difficult to derive this distribution analytically, but it is often straightforward to sample from the distribution using computer simulation techniques. Specifically, suppose we have a sample of N draws {y i ,i ϭ 1,...,N} on y, together with weights {π i ,i ϭ 1,...,N}, which ensure that each observation receives weight in the sample dictated by the predictive distribution. For a random sample from the predictive density itself, the weights are π i ϭ 1րN for all i.
Further, we assume that we have other information about functions of y not used in the creation of the draws from the predictive distribution. This information could take the form of moments of a function g(y) representing quantities such as the mean, median, standard deviation, or quantiles of the predictive distribution. Alternatively, the information could involve moment conditions reflecting the implication of some dynamic economic theory. Temporarily postponing the question of how to interpret this "new" information, the question we take up now is how to make use of it.
Suppose that the expectation of g(y) is equal to a known quantity, ḡ. For example, g(y) might be y itself, in which case its expectation being equal to ḡ embodies knowledge of the mean of the predictive distribution for y. Alternatively, g(y) could be the cross-product of a bond return and a hypothesized marginal rate of substitution, in which case ḡ ϭ 1, reflecting the prediction of many asset pricing models. In general,
that is, the mean computed under the original weights will not satisfy the moment condition associated with the new information. This, of course, is what makes the information "new". Accommodating the new information requires modifying the beliefs and structure embodied in the original weights {π i ,i ϭ 1,...,N}. Following Stutzer (1996) and Kitamura and Stutzer (1997) , we find a new set of weights {π * i , i ϭ 1,...,N}, representing a new predictive density that is as close as possible to the original, but that satisfies the specified moment restriction.
There are many ways to measure "closeness" of two probability distributions. The information-theoretic sense of closeness hinges on a measure of the extra information I(π * , π) in a subject probability distribution π * , relative to that in a reference distribution π having the same support. Such a measure may be justified axiomatically. For example (see Maasoumi 1993) , suppose that I(π * , π) (1) is continuous, (2) is invariant to the labelling of events, (3) equals zero when π * ϭ π, (4) is increasing in the number of events ruled out by π * that are possible under π and decreasing in the number of events possible under π that are not ruled out by π * , and (5) embodies the notion that the information in independent experiments is the sum of the information in the two experiments. Then I(π * , π) must be of the form (see Renyi 1961) I α (π * ;π) ϭ 1
in the N-outcome discrete case, a measure popularized by Cressie and Read (1984) (see also Mittelhammer, Judge, and Miller, 2000, section 13.4) . If axiom (5) is replaced by a stronger "composition" axiom 1 that adds a mean value property to (5), then α must equal the limiting value of zero, in which case the information measure is the Kullback-Leibler (KL) divergence (or Kullback-Leibler Information Criterion-KLIC), which can be written
When π is uniform, K(π * , π) is the negative of Shannon's (1948) entropy, a measure of the information missing from a distribution. In the non-uniform case, K(π * , π) is called relative entropy. The measure K(.,.) is a "directed divergence" between two probability distributions, and in general K(π * , π) ≠ K(π, π * ). In either case, the measure corresponds to an expected log likelihood ratio; in the natural KL divergence K(π * , π), this expectation is the mean information in favor of π * , taken with respect to this "new" probability distribution, while the role-reversed K(π, π * ) is the mean information favoring π, given that "old" π distribution. In the estimation context, minimization of K(π * , π) subject to moment constraints is the basis for the "information-theoretic" estimator of Kitamura and Stutzer (1997) , whereas minimization of K(π, π * ) subject to constraints corresponds (in the uniform π case) to the "empirical likelihood" estimator of Qin and Lawless (1994) . Generalized moment estimators based on these objectives have been shown to have the same (first order) asymptotic distribution, although which "works better" in practice is an open question (see Newey and Smith 2004) .
The two Kullback-Leibler divergences can be used to create a distance measure: 1/2K(π * , π) ϩ 1/2K(π, π * ). Moreover, this composite measure can be shown to be proportional to the Bhattacharya-Matsusita-Hellinger distance between the distributions (see Granger, Maasoumi, and Racine, 2002) . While there are reasonable alternatives (including the variation distance, which is the summation of absolute differences between π * and π), most work in econometrics seems to have used the Kullback-Leibler divergence (see volume 107, spring 2002, of The Journal of Econometrics for examples). Further, the natural KL divergence treats the new information in π * as correct, which is attractive when it is in fact information and is in fact new. Moreover, our experience is that KL is very well behaved numerically, a feature not always shared by other measures. The reason KL is well behaved will become clear presently, in the solution to the problem of finding probabilities π * representing the distribution closest to π that satisfies the additional moment restrictions.
We seek new weights that minimize K(π * :π), subject to the following constraints:
Solution of this problem is straightforward using the method of Lagrange (see Shannon, 1948 and Csiszár, 1975 , for the solution in the case of general probability distributions). The first-order conditions are
where µ is the Lagrange multiplier associated with the adding up condition, and γ is the multiplier associated with the mean restriction. The logarithmic form makes the adding up condition easy to implement; rearranging yields the solution for the new probabilities:
Thus the initial weights π have been modified, or "exponentially tilted", via Equation (1) to generate the new weights π * in much the same way that the state-price density modifies objective probabilities of payoffs to risk-neutral probabilities in contingentclaims asset pricing. Unlike in the empirical likelihood case, nonnegativity of the probabilities is enforced automatically.
2 Moreover, using the fact that ͚ N iϭ1 π * i ϭ 1 and ͚ N iϭ1 π * i g(y i ) ϭ ḡ, the vector of "tilting parameters" γ can be computed as the solution to a well-behaved convex minimization problem:
2. Minimizing the "empirical likelihood" version of KL, K(π, π * ) with uniform π, π i ϭ 1/N, leads to the less-tractable, less-well behaved
Ϫ1 . In general, special care must be taken to ensure that the weights remain positive. Further, the solution for θ is arg[ ͚i [N(1ϩ
In the Hellinger distance case 1/2K(π * , π) ϩ 1/2K(π, π * ), closed-form expressions for the π * i in terms of the multipliers are not available.
because the first-order conditions for this problem yield
which is the solution for the Lagrange multiplier in Equation (1) that imposes the moment condition. Then, with the weights in hand, one can compute the updated expectation of any other function of interest h(y) as ͚ N iϭ1 π * i h(y i ).
A Gaussian Example
To illustrate the tilting procedure in an analytical context, consider the problem of finding the KLIC-closest density f * to a bivariate normal f(y) ϭ N(θ,Σ) subject to the restriction that the second variable y 2 , has mean equal to µ 2 and variance equal to Ω 22 . Letting γ 1 denote the Lagrange multiplier associated with the mean restriction and γ 2 the multiplier associated with the variance restriction, the firstorder conditions lead to
where c is the normalizing constant. The exponential tilt simply adds a linear and a quadratic term to the quadratic form in the exponent of the Gaussian kernel. Upon completing the square, we find that f * (y) ϭ N(µ,Ω) where µ 2 and Ω 22 are as given, and
Thus the moment conditions lead to the usual formula for the conditional mean. If, in addition, the variance condition is Ω 22 ϭ 0, we obtain the usual formula for the conditional variance-covariance matrix as well. In general, imposing such a zerovariance condition makes the mean restriction "hard" in the terminology of Waggoner and Zha (1999) . This can be accomplished literally only in population, as in the example, but in practice can be approximated using a very large number of Monte Carlo replications and a very narrow interval around the mean restriction. The mean restriction alone is considerably "softer" than Waggoner and Zha's "soft" condition, which only requires that the random variable of interest reside within a particular range. The example illustrates the general principle, apparent from Equation (1), that for a random vector y with density f, the probability density f * closest to f in the KLIC sense, such that the mean of g(y) equals ḡ has density given by
where γ is set to ensure that the mean restriction holds. This relationship also suggests a convenient way to sample from the density f * , a subject we take up next.
Relation to Importance Sampling
Expression (2) suggests how to generate a sample from the density f * using "importance sampling" (Kloek and van Dijk, 1978, Geweke, 1989) . Heuristically, importance sampling involves re-weighting a sample drawn conveniently from one density f so that the sample corresponds to one drawn from the "target" density f * . Those values in the support having lower density under f * than f are down-weighted; values in the support having greater density under f * are up-weighted. Specifically, in our context, given a sample {y i ,i ϭ 1,...,N} from the density f with weights {π i ,i ϭ 1,...,N} the sample from f * is given by the same {y i ,i ϭ 1,...,N}, but with weights {π * i , i ϭ 1,...,N} from Equation (1). Note that the drawings are those from the f density and the weights are adjusted to make these a set of drawings from the f * density. Of course, for this procedure to make sense, the support of f and f * must be the same. More generally, other conditions are needed to ensure that f is a "good" importance density for f * . In essence, what is required is that the weights, {π * i ,i ϭ 1,...,N}, must be well behaved. For example, the new weights should not be "too far" from the original weights {π i ,i ϭ 1,...,N}: that is, the new density f * should not be too far from f in the KLIC sense. The minimized value of the KL divergence can be used as a guide, but the raw measure is problem-specific and thus difficult to interpret. 4 Thus instead of using the raw KLIC, we follow Geweke (1989) in monitoring other measures of the quality of the sample from the tilted distribution. The simplest way to do this is to keep track of the fraction of total weight assigned to the drawing receiving highest weight. A largest weight many times larger than 1/N, for example, is a clear signal of an inadequate importance density. Another monitoring device suggested by Geweke is more sensitive to unequal weighting: this device is the ratio of the average sum of the squares of the highest m weights to the average sum of the squares of all of the weights from the importance sample. Values much larger than unity indicate unwanted variation in the weights.
Geweke focuses on a third indicator of the quality of an importance sampler, a quantity referred to as "relative numerical efficiency" (RNE). To understand the RNE consider a function h(y) having mean µ h , and define the Monte Carlo estimator of µ h as
3. Some restrictions may be inconsistent with the predictive distribution, i.e., there may be no observations to support the moment restrictions. In this case, there is no solution to the constrained KLIC-minimization problem.
4. When the moment generating function of g(y) exists under the original density π, and {y i } (possibly together with non-uniform weights {π i }) is a suitable random sample from π, the conditions in Geweke (1989) will be satisfied, and the Monte Carlo estimate of the KLIC will converge to the true value almost surely. This value is γ′ḡ Ϫ ln[E π exp(γ′g(y))] where E π denotes expectation under π and the term in square brackets is the integrating constant for the π * density. The limiting KLIC will be zero when the Lagrange multiplier associated with the mean restriction is zero, but otherwise depends on details of the application-the function g(.), the mean restriction, and the source density π. In the univariate Gaussian case with a single mean restriction, the KLIC divergence is proportional to the squared bias.
where w(y i ) refers to the sampling weights, with w(y i ) ≥ 0. The RNE is given by the ratio of the variance of h(y) to the asymptotic variance of N 1ր2 (h N Ϫ µ h ), the latter of which reflecting volatility in the weights w(y i ) as well as in the function of interest h(y i ). In the time series context, RNE is analogous to the ratio of the variance from a hypothetical random sample to one computed from a serially correlated sample. A positively serially correlated sample is effectively smaller, and of course the variance of (say) a mean estimator from such a sample will be larger than what would have been obtained from the random sample, were it available. The RNE is the inverse of how much the variance is inflated in the positively serially correlated sample (the inverse of so-called "correlation time"), and RNE itself measures precisely how much smaller the serially correlated sample is than the random one.
5 In our context, N·RNE can be interpreted as the effective size of the sample from the "tilted" density relative to the sample of size N from the original. For example, an RNE value of 0.33 for the moment restriction underlying the tilt indicates that the required moment was effectively computed with a sample only 33% as large as the original N.
We judge the adequacy of our predictive densities as importance samplers for the tilted densities by examining the RNEs of functions associated with the tilt. Of course, low RNE values for the tilting function need not imply low RNEs for other functions. 
Interpretation of the Weight Function
The "tilt" produced by re-weighting to impose the moment conditions can be interpreted in various ways, depending on whether it is associated with the prior, the likelihood, or the conditional predictive distribution. In our applications, the tilted predictive distribution arises as follows. First, a parametric model (likelihood) for the data y given parameters θ is specified: p(y|θ). Similarly, a prior distribution for θ is specified as p(θ). By Bayes' rule, the posterior distribution for θ is proportional to the product of prior and likelihood,
p(θy)fp(yθ)p(θ) .
Given the data y and the parameters θ, the distribution of a future value of y, y′, is given by the conditional predictive p (y′y,θ) . Then the joint density of the future value y′ and the parameters θ is f (y′,θy) 
fp(y′y,θ)p(yθ)p(θ)
5. Just as the variance of an estimator from a negatively serially correlated sample can be smaller than that from an uncorrelated sample, RNEs can exceed unity when the importance density "oversamples" in the "right" place for the moment being computed. (Geweke (1989) has some examples.)
6. There is an RNE computable for every function in the tilt, whereas measures like ω m depend only upon the single set of weights. Hence, other measures of inequality in the weights can also be helpful in practice. For example, "Lorenz curves" display the fraction of total weight attributable to a given fraction of the observations. The associated Gini coefficient (twice the area between the Lorenz curve and the "perfect equality" 45-degree line) reflects the degree of inequality in the weights, and is an alternative measure to Geweke's ω 1 and ω 10 . and the predictive density is obtained by marginalizing over θ:
To sample from the predictive distribution, one typically samples θ i from the posterior p(θ|y) and then y′ i from p(y′y,θ i ). That is, we can think of the drawing y′ i as being a function of the data and the underlying parameter draw: y * (y,θ i ). Thus the tilted joint density for y′ and θ is given by
where γ is such that the moment restriction holds:
where c is the integrating constant of the predictive density. Notice that the tilting function exp{γ′g(y * (y,θ))} depends upon the data (y), the parameter vector θ, and properties of the conditional predictive density p(y′y,θ), which in the examples below is implicit in the specification of the likelihood function. Thus the tilt modifies the joint distribution of y′ and θ, and will in general modify the marginal posterior for θ as well as the conditional predictive for y′ given θ. However, since the sample (y i , θ i ) for i ϭ 1, ..., N is from the original joint density, proportional to
p(y′y,θ)p(yθ)p(θ)
with new weights given by exp{γ′g(y * (y,θ))}, several other interpretations can be given to the process. Indeed, the same predictive f * could arise from: (1) the data dependent prior 7 exp{γ′g(y * (y,θ))}p(θ) together with the original likelihood p(y|θ) and conditional predictive p(y′y,θ), (2) the original prior p(θ) together with the tilted ("updated") likelihood exp{γ′g(y * (y,θ))}p(yθ) and the original conditional predictive p(y′y,θ), (3) the updated posterior exp{γ′g(y * (y,θ))}p(yθ)p(θ) together with the conditional predictive p(y′y,θ), or (4) the tilted predictive p(y′y,θ)exp{γ′g(y * (y,θ))} together with the original posterior p(yθ)p(θ). Thus whether one thinks that the "new information" is really just a different prior (1), a modification to the likelihood function (2), an updated posterior (3), or a modified predictive (4) is a matter of taste. In finding the KLIC-closest density to the original but that satisfies the moment restrictions, the tilt enforces the informationally minimal compromise among reshaping of the prior, likelihood, and predictive; the result preserves as much of the covariation in the joint predictive as possible given the moment conditions. 7. In general, the dependence of y′ on y is nontrivial, and the "tilted prior" is data dependent. Like Zellner's (1977) "maximal data information prior", it introduces as little extra information as possible, though in our case, some of that information is data-based. Alternatively, the moment condition associated with the tilt can be thought of as post-sample information, and the tilted predictive the update of the original predictive in light of the new information.
AN APPLICATION TO FUNDS RATE, INFLATION, AND OUTPUT GAP FORECASTING
This section describes examples that apply the relative entropy technique in a policy-related forecasting exercise. Recently, Bernanke (2003) and Svensson (2003) have outlined a framework that a number of central bankers use for monetary policy analysis. The framework, when applied to the United States, centers on three variables: the Federal Funds interest rate, the inflation rate, and the measured real output gap between potential real GDP and observed real GDP. Assuming that the central bank aims at achieving a target rate of inflation, the adjustments to the Federal Funds rate (the policy instrument) are undertaken to achieve that goal. Deviations of real output from potential are perceived to affect future inflation-for example, when the output gap is positive (actual output is above potential output), it places upward pressure on future inflation. The monetary policymaker should, in this setup, monitor deviations of inflation from a target value and monitor persistent departures of the output gap from zero.
Improving Forecasts with "Taylor Rule" Restrictions
We begin with a simple forecasting model for the three variables of interest. This model has the usual features of a forecasting model-it is a nonstructural, vector autoregressive (VAR) time series model for the variables of interest. Prior information about the pattern of coefficients in the VAR is incorporated to the extent that it improves the out-of-sample forecasting performance of the model.
After assessing the forecasting performance of the model during the 1990s, we add information in the form of moment conditions on the three variables together with a "Taylor rule" connecting them (see Rudebusch and Svensson 1999) . The moment conditions reflect views, for example, that mean predictions of the inflation rate three years from now should equal a target rate of 2.5%. The Taylor rule is sometimes thought of as representing a policy rule for setting the federal funds rate in response to movements in inflation and output. Alternatively, it can be thought of as merely reflecting regularities in the historical correlations of inflation, the output gap, and the funds rate that would, if "correct", help in predictions of all three of the time series. Our implementation of the idea is consistent with the latter view, and does not give the "rule" a structural interpretation; rather, we simply exploit the regularities it embodies.
We add information of this sort to the unconstrained forecasting model by "tilting" the predictive distribution to incorporate the associated moment conditions using the procedure described in the previous section. Upon doing so, we find that for the mid1990s, the extra information is helpful in short-term forecasting. This is especially true for the inflation rate and the funds rate when the forecasts are tilted so that long-run averages reflect the Taylor rule.
Our forecasting model for the Federal Funds rate (r), the inflation rate (π), and the (real) output gap (x) is a vector autoregression (VAR) of the form y t ϭ b ϩ B 1 y tϪ1 ϩ …B p y tϪp ϩ u t , t ϭ 1,...,T where y t denotes a 3 × 1 vector of current dated observations for period t on the three variables in the VAR; the B i are 3 × 3 coefficient matrices; and b is a 3 × 1 vector of constant terms. The error term is assumed to be a Normal and independently distributed 3 × 1 vector such that E[u t y tϪs ,s Ͼ 0] ϭ 0, and E[u t u′ t y tϪs ,s Ͼ 0] ϭ Σ Ͼ 0 for all t.
Estimation of the VAR model uses a Normal-Wishart prior of the type described in Sims and Zha (1998) . We imposed prior restrictions on the model in order to generate forecasts that were somewhat more accurate than would be generated by an unrestricted VAR. In the prior, the model is centered on the notion that the output gap, the first difference of the Federal Funds rate, and the first difference of the inflation rate are serially uncorrelated. This prior is very similar to the "Minnesota" prior (see Sims and Zha, 1998 , particularly section 4.1). The hyper-parameter values were chosen to make the prior relatively loose.
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The data are quarterly observations on the federal funds rate (average of the monthly rates), the differenced log of the GDP price deflator, and the log of real GDP less the log of (real) potential GDP (as estimated by the Congressional Budget Office).
We produce a sample from the unrestricted predictive density using the procedure described above. From the Normal-Wishart posterior distribution for the parameters θ ϭ vec(B, Σ), where B ϭ [b,B 1 ,...,B p ] ′ , we take a drawing of parameters that is then used to generate a drawing from the conditional predictive distribution by performing a dynamic simulation of the VAR over the forecast horizon. In all the calculations that follow, 20,000 draws are used to build up the empirical predictive distribution. We implemented several types of moment restrictions, all motivated by the Taylor rule. For an end-of-sample date T and forecast horizon h ϭ 1, ..., 12 quarters, the Taylor rule equation is given by:
where the inflation target π is set at 2.5%. The moment restriction that the mean Taylor rule residual ξ Tϩh is zero might be interpreted as "business as usual" monetary policy, or the "normal" relationship among the funds rate, inflation, and the output gap. But note that the zero-mean restriction is on the joint predictive distribution of all three variables in the VAR, and that there is no imposition of an orthogonality condition that the residuals are uncorrelated with the inflation forecast or the output 8. In the notation of Sims and Zha (1998) , the hyper-parameter values are: λ 0 ϭ 1, λ 1 ϭ 0.2, λ 3 ϭ 1, µ 5 ϭ 1.75, and µ 6 ϭ 1.75, where: λ 0 controls the overall tightness, λ 1 is the relative tightness around the random walk prior, λ 3 is the relative tightness on lag decay, µ 5 is the weight on the sums of coefficients in the dummy observation for unit roots, and µ 6 is the weight on dummy initial observations that down weight deterministic trends. Larger values of λ correspond to looser priors, whereas larger values of µ correspond to tighter priors. gap forecast.
9 That is, the imposition of the Taylor rule restriction does not carry with it a structural interpretation.
We present results for each of the following four sets of restrictions on the VAR model's re-weighted predictive distribution: R1) In each forecast period, the Taylor rule residual has mean zero (a total of 12 restrictions). Specifically, E(ξ Tϩh ) ϭ 0, h ϭ 1,...,12.
R2) The Taylor rule residual has mean zero on average over the last four quarters of the forecast horizon (one restriction). Specifically, E( ͚ 12 hϭ9 ξ Tϩh ) ϭ 0.
R3) a) The Taylor rule residual has mean zero and b) the mean inflation rate equals the target on average over the last four quarters of the forecast horizon (two restrictions). Specifically, E( ͚ 12 hϭ9 ξ Tϩh ) ϭ 0, and E( ͚ 12 hϭ9 π Tϩh Ϫ π ) ϭ 0. R4) a) The Taylor rule residual has mean zero, b) the mean inflation rate equals the target, and c) the output gap has mean zero on average over the last four quarters of the forecast horizon (three restrictions). Specifically,
The first set of restrictions, R1, demonstrates that a large number of constraints can be imposed using the technique. However, one may wish to view the zero-mean Taylor rule residual as a longer-run restriction on the forecasts rather than one that holds period-by-period. This is illustrated by R2. In R3, the monetary authority is assumed to also be able to hit the inflation target on average in the longer run. The last set of restrictions, R4 adds the constraint that the output gap is eventually closed on average, and the three restrictions together imply that the mean funds rate equals 5% over the last year of the forecast.
While each of these types of restrictions could in principle be built directly into the forecasting model (some more easily than others), each would require special programming. Such efforts (e.g., Doan, Litterman, and Sims, 1984, Waggoner and Zha, 1999) would typically employ conditioning-exact or nearly exact imposition of particular paths for predicted variables. As noted above, our moment restrictions are "softer" than this, though they can be made as "hard" as desired by adding higher moment conditions that shrink the variance around the mean predictions to zero. Moreover, it is easy to envision moment restrictions arising from economic theory that would otherwise be very difficult to work with-imposing an intertemporal marginal condition only on the model's long-run forecasts, for example. Further, it will generally not even be feasible to work with such structural conditions in a fully articulated model in the context of the repeated pseudo-real-time forecast 9. We note, however, that imposition of orthogonality between the right-hand-side variables of Equation (3) with the error term ξ would be straightforward using our procedure. We did not pursue this. Also, we implemented the "first principles" Taylor rule (Equation 3) rather than a version including an interest-rate smoothing component that might have been in greater accord with the data during some parts of the sample period. experiments we describe below. The entropy-based procedure, in contrast, requires negligible computer time, and is easily adapted to specialized applications.
Two practical questions arise when applying the relative entropy technique. The first is: what is the information content of moment restrictions relative to the initial predictive distribution? The divergence between the distribution generated from the VAR model and the re-weighted distribution that incorporates the moment restrictions is summarized by the average RNE values for the functions of the forecasts being restricted.
The second question is: do the moment restrictions alter the forecast performance of the model over the period being examined? This is a separate question because moment restrictions that shift the predictive distribution may or may not yield improved forecast performance. We analyze forecast accuracy using the root mean squared error (RMSE) of the mean forecasts from the re-weighted distribution relative to that of the mean VAR forecast.
We generated a sequence of quarterly predictive distributions for a forecast horizon h ϭ 1, ..., 12 quarters beginning in the first quarter of 1993, using data for the period 1960:1 to 1992:4. Sequentially, for each quarter until 1997:4, a new observation was added to the data set, and new predictive distributions were simulated, resulting in an ensemble of 21 sets of predictive distributions. These forecast trials mimic the examination of model forecasting properties in a pseudo-out-ofsample setting.
To get a sense of how the additional information affects the original VAR forecasts, Figure 1 displays a time series of the average RNE values for each of the four sets of restrictions.
10 As is evident, the distortion introduced by the restrictions was substantial for forecasts formed in the first two years of the evaluation period. Put another way, the 'tilt' induced by the moment restrictions was quite severe throughout 1993 and 1994, so that effectively, many of the 20,000 Monte Carlo draws were given relatively little weight in producing the new predictive distributions. While these results suggest that the additional information induced different forecasts than the VAR, they give no hint as to whether those forecasts were better. That issue is addressed in Table 1 , which presents comparisons of the standard forecast accuracy measures from the VAR model forecast-the mean of the predictive distribution, which is optimal under a squared-error loss function-compared with the forecasts generated from the four sets of Taylor-rule restrictions. Over the evaluation period the various moment restrictions generally improved average forecast performance at most horizons. The third set of restrictions (R3) generates the 10. Figure 1 is useful for illustrating the evolution of RNE for a given set of restrictions over time, but comparisons across restrictions at a point in time are problematic. Indeed the figure displays the apparently paradoxical result that RNEs sometimes increase when more restrictions are imposed. This can happen for two reasons. First, these are average RNEs across sets of restrictions. For example, the RNE for R3 at time t is the average of the RNE for R2 at time t and the RNE for the inflation target restriction at t. Whenever the inflation target RNE is smaller than the RNE for the Taylor rule residual, the average RNE for R3 will be smaller than that for R2 despite the imposition of an extra restriction. Second, it is possible that the imposition of a second set of restrictions causes the "right" sort of oversampling for the first set. This is akin to finding an importance density that yields an RNE exceeding unity. See Note 5. Average relative numerical efficiency (RNE) across restrictions for each of four sets of restrictions: (R1) in each forecast period, the Taylor rule residual has mean zero (12 restrictions), (R2) on average over the last four quarters of the forecast horizon the expected Taylor rule residual is zero (one restriction), (R3) on average over the last four quarters of the forecast horizon a) the Taylor rule residual has mean zero, and b) mean the inflation rate equals the target (two restrictions), and (R4) on average over the last four quarters of the forecast horizon (a) The Taylor rule residual has mean zero, (b) the mean inflation rate equals the target, and (c) the mean output gap is zero (three restrictions).] most notable forecast improvements, especially for the funds rate in the mediumterm, and for inflation over the whole period. The mean forecast from the VAR model tended to over-predict inflation during much of the forecast period. The third set of restrictions, in contrast, better captured the relatively tame inflation profile over the period. Interestingly, the fourth set of restrictions (R4) considerably worsened the funds rate forecasts at the long horizon. As mentioned above, R4 restricts the average funds rate to equal 5% over the final year of the forecast horizon but the actual funds rate exceeded 5% in 1998 and 1999.
Real-Time Forecasting: 2001 Recession Outlook
In the fourth quarter of 2000, statements by the Federal Reserve System's Federal Open Market Committee (FOMC) began to note a rapid slowing of the real economy. In January 2001, the FOMC reduced the federal funds rate. How would the Taylor rule restrictions employed above have changed the outlook assessment at that time? That is, would the subsequent path of the funds rate, inflation, and the output gap have looked much different from the unconditional prediction if the Taylor rule To set the stage, at the end of 2000, the federal funds rate target was 6.5%. The target was lowered to 6% on January 3, and by the end of the first quarter, the target funds rate was 5%. To the VAR forecasts formed in December 2000, we imposed the Taylor rule and inflation restrictions (R3). Figure 2 displays the baseline and reweighted forecasts along with associated 2/3 probability bands. The restrictions shift the baseline VAR model predictions moderately (the average RNE value for this forecast is 0.60). By the end of the period the expected funds rate is pulled down from a baseline prediction of around 6% to close to 5%, and similarly the inflation forecast is lowered from 3.5% to the target of 2.5%. The forecast of the output gap is not much affected by the restrictions and is close to zero by the end of the forecast horizon in both the VAR and the restricted mean forecasts. Although ex post, the restrictions improved average forecast accuracy relative to the baseline model during the 1990s, they may have only marginally influenced the policy maker's perceptions of the future relative to the forecasts of the VAR model as of late 2000. That is, using data as of the fourth quarter of 2000, predictions of economic conditions, and presumably monetary policy, would have largely been in line with the Taylor rule. In addition, the restricted forecasts would have been slightly more accurate than the baseline model when compared to the actual realized data.
Over the course of the year 2001, there were marked changes to the funds rate and general economic conditions. Figure 3 shows the effect of imposing the R3 restrictions on forecasts produced at the end of 2001. By then, the Fed had eased substantially, and its target federal funds rate was at 1.75%. The average RNE in Figure 3 is 0.31, suggesting that the baseline VAR model's predictions in late 2001 contain relatively less information from the perspective of the Taylor rule conditions than they did a year earlier. Relative to the VAR forecast, the tilted forecast predicted a more rapid increase in the funds rate to around 6% in 2004 as well as an up-tick in the inflation rate-because it was well below the 2.5% target at the end of 2001. The two output gap forecasts are broadly similar and were both above zero by the end of the forecast period. It is notable that, in contrast to the forecasts formed at the end of 2000, imposing the restrictions on the forecasts formed at the end of 2001 would have worsened the model's forecast performance relative to the baseline VAR.
CONCLUSION
This paper has described a relative entropy procedure for imposing moment restrictions on predictive distributions. The technique produces a new set of weights that imply a distribution that is as close as possible to the original in the sense of minimizing the associated Kullback-Leibler Information Criterion, or relative entropy. Our procedure is not a substitute for re-estimating the model to incorporate restrictions directly. Rather, it allows the modeler to get a sense of the influence that a wide range of restrictions could have on the forecasts from a model that imposes them directly as part of the prior. The technique is illustrated by a specific monetary policy forecasting exercise that imposes a variety of restrictions on a VAR model
