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A. Cimatti, M. Roveri and P. Bertoli, Conformant planning via symbolic model
checking and heuristic search
In this paper we tackle the problem of Conformant Planning: find a sequence of actions that guar-
antees goal achievement regardless of an uncertain initial condition and of nondeterministic action
effects. Our approach, set in the framework of search in the belief space, is based on two main in-
tuitions. First, symbolic model checking techniques, Binary Decision Diagrams in particular, can be
used to represent and expand the search space, and to provide an efficient computational platform.
Second, driving the search solely with reachability information is not effective, and the notion of
knowledge has to be taken explicitly into account.
We make the following contributions. First, we thoroughly analyze reachability heuristics: we
formally prove their admissibility, we show how they can be implemented by means of symbolic
techniques, and experimentally evaluate them. Second, we analyze the limitations of reachability
heuristics, and propose more informed, yet admissible, heuristics, based on a formal notion of knowl-
edge. Third, we present a practical conformant planning algorithm, where the search is explicitly
based on the notion of target knowledge, i.e., the amount of information that has to be available in
order to reach the goal. The search alternates between the “Acquire Knowledge” mode, where actions
have the precise purpose of gathering necessary information, and the “Reach Goal” mode, where ac-
tions are directed towards the goal. Finally, we provide a thorough experimental comparison between
several conformant planners. Our approach is sometimes able to outperform the competitor systems
by orders of magnitude. © 2004 Published by Elsevier B.V.
J. Larrosa and T. Schiex, Solved weighted CSP by maintaining arc consistency
Recently, a general definition of arc consistency (AC) for soft constraint frameworks has been pro-
posed by T. Schiex [Proc. CP-2000, Singapore, 2000, pp. 411–424]. In this paper we specialize this
definition to weighted CSP and introduce two O(ed3) enforcing algorithms. Then, we refine the
definition and introduce a stronger form of arc consistency (AC*) along with two O(n2d2 + ed3)
algorithms. As in the CSP case, an important application of AC is to combine it with search. We
empirically demonstrate that a branch and bound algorithm that maintains either AC or AC* is a
state-of-the-art general solver for weighted CSP. Our experiments cover binary Max-CSP and Max-
SAT problems. © 2004 Published by Elsevier B.V.
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G. de Cooman and M. Zaffalon, Updating beliefs with incomplete observationsCurrently, there is renewed interest in the problem, raised by Shafer in 1985, of updating probabili-
ties when observations are incomplete (or set-valued). This is a fundamental problem in general, and
of particular interest for Bayesian networks. Recently, Grünwald and Halpern have shown that com-
monly used updating strategies fail in this case, except under very special assumptions. In this paper
we propose a new method for updating probabilities with incomplete observations. Our approach is
deliberately conservative: we make no assumptions about the so-called incompleteness mechanism
that associates complete with incomplete observations. We model our ignorance about this mech-
anism by a vacuous lower prevision, a tool from the theory of imprecise probabilities, and we use
only coherence arguments to turn prior into posterior (updated) probabilities. In general, this new
approach to updating produces lower and upper posterior probabilities and previsions (expectations),
as well as partially determinate decisions. This is a logical consequence of the existing ignorance
about the incompleteness mechanism. As an example, we use the new updating method to prop-
erly address the apparent paradox in the ‘Monty Hall’ puzzle. More importantly, we apply it to the
problem of classification of new evidence in probabilistic expert systems, where it leads to a new,
so-called conservative updating rule. In the special case of Bayesian networks constructed using ex-
pert knowledge, we provide an exact algorithm to compare classes based on our updating rule, which
has linear-time complexity for a class of networks wider than polytrees. This result is then extended
to the more general framework of credal networks, where computations are often much harder than
with Bayesian nets. Using an example, we show that our rule appears to provide a solid basis for re-
liable updating with incomplete observations, when no strong assumptions about the incompleteness
mechanism are justified. © 2004 Published by Elsevier B.V.
R.I. Brafman and M. Tennenholtz, Efficient learning equilibrium
We introduce efficient learning equilibrium (ELE), a normative approach to learning in non-
cooperative settings. In ELE, the learning algorithms themselves are required to be in equilibrium. In
addition, the learning algorithms must arrive at a desired value after polynomial time, and a deviation
from the prescribed ELE becomes irrational after polynomial time. We prove the existence of an ELE
(where the desired value is the expected payoff in a Nash equilibrium) and of a Pareto-ELE (where
the objective is the maximization of social surplus) in repeated games with perfect monitoring. We
also show that an ELE does not always exist in the imperfect monitoring case. Finally, we discuss
the extension of these results to general-sum stochastic games. © 2004 Published by Elsevier B.V.
J. del R. Millán, F. Renkens, J. Mouriño and W. Gerstner, Brain-actuated interaction
Over the last years evidence has accumulated that shows the possibility to analyze human brain ac-
tivity on-line and translate brain states into actions such as selecting a letter from a virtual keyboard
or moving a robotics device. These initial results have been obtained with either invasive approaches
(requiring surgical implantation of electrodes) or synchronous protocols (where brain signals are
time-locked to external cues). In this paper we describe a portable noninvasive brain-computer inter-
face that allows the continuous control of a mobile robot in a house-like environment and also the
operation of a virtual keyboard. The interface works asynchronously (the person makes self-paced
decisions on when to switch from one mental task to the next) and uses 8 surface electrodes to mea-
sure electroencephalogram signals from which a statistical classifier recognizes 3 different mental
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states. Here we report results with five volunteers during their brain-actuated interaction experiments
with the mobile robot and the virtual keyboard. Two of the participants successfully moved the robot
between several rooms, while the other three participants managed to write messages with the virtual
keyboard. One of the latter volunteers is a physically impaired person suffering from spinal muscular
atrophy. © 2004 Published by Elsevier B.V.
F.C. Chu and J.Y. Halpern, Great expectations. Part II: Generalized expected utility
as a universal decision rule
Many different rules for decision making have been introduced in the literature. We show that a
notion of generalized expected utility proposed in [F. Chu, J.Y. Halpern, Great expectation. Part I:
On the customizability of generalized expected utility, in: Proc. IJCAI-03, Acapulco, Mexico, 2003]
is a universal decision rule, in the sense that it can essentially all other decision rules. This approach
gives us a general technique for designing new decision rules as well as providing a framework for
comparing decision rules to each other. © 2004 Published by Elsevier B.V.
H. Liu, H. Motoda and L. Yu, A selective sampling approach to active feature
selection
Feature selection, as a preprocessing step to machine learning, has been very effective in reducing
dimensionality, removing irrelevant data, increasing learning accuracy, and improving result compre-
hensibility. Traditional feature selection methods resort to random sampling in dealing with data sets
with a huge number of instances. In this paper, we introduce the concept of active feature selection,
and investigate a selective sampling approach to active feature selection in a filter model setting. We
present a formalism of selective sampling based on data variance, and apply it to a widely used fea-
ture selection algorithm Relief. Further, we show how it realizes active feature selection and reduces
the required number of training instances to achieve time savings without performance deterioration.
We design objective evaluation measures of performance, conduct extensive experiments using both
synthetic and benchmark data sets, and observe consistent and significant improvement. We suggest
some further work based on our study and experiments. © 2004 Published by Elsevier B.V.
A.M. Abdelbar, Approximating cost-based abduction is NP-hard
Cost-based abduction (CBA) is an important problem in reasoning under uncertainty. Finding Least-
Cost Proofs (LCPs) for CBA systems is known to be NP-hard and has been a subject of considerable
research over the past decade. In this paper, we show that approximating LCPs, within a fixed ratio
bound of the optimal solution, is NP-hard, even for quite restricted subclasses of CBAs. We also
consider a related problem concerned with the fine-tuning of a CBA’s cost function. © 2004 Published
by Elsevier B.V.
I. Horrocks and U. Sattler, Decidability of SHIQ with complex role inclusion
axioms
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M. Donnelly, A formal theory for reasoning about parthood, connection, and
location
P. Jonsson and A. Krokhin, Complexity classification in qualitative temporal
constraint reasoning
M. Nykänen, An incremental algorithm for DLO quantifier elimination via
constraint propagation (Research Note)
S. Li and M. Ying, Generalized Region Connection Calculus
