In this paper, we introduce our recent studies on human perception in audio event classification. In particular, the pre-trained model VGGish is used as feature extractor to process audio data, and DenseNet is trained by and used as feature extractor for our electroencephalography (EEG) data. The correlation between audio stimuli and EEG is learned in a shared space. In the experiments, we record brain activities (EEG signals) of several subjects while they are listening to music events of 8 audio categories selected from Google AudioSet. Our experimental results demonstrate that i) audio event classification can be improved by exploiting the power of human perception, and ii) the correlation between audio stimuli and EEG can be learned to complement audio event understanding.
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I. BACKGROUND AND MOTIVATION
Human perception and responses to audio events is correlated to human cognitive processes. Recent researches on cognitive neuroscience have confirmed the feasibility of learning discriminative features from brain signals (EEG recordings) [1] for distinguishing music audio stimuli. However, little research studies the following problems: i) how to measure the differences between audio events by exploiting audio and/or EEG data, and ii) how to measure the correlation between audio stimuli and the corresponding EEG data.
In this work, we build a new EEG dataset to annotate audio events selected from Google AudioSet (see https://research.google.com/audioset/). Based on this dataset, we study not only the capabilities of deep learning in classifying audio stimuli by using the evoked EEG data, but also the correlation between audio and EEG data to understand audio events. This paper has two major contributions: i) several models are compared to evaluate the performances of audio event classification, and ii) the correlation between audio and EEG data is learned to help audio event understanding and classification, which generates competitive results.
II. METHODOLOGY
To demonstrate how audio stimuli, EEG, and their combination can be used to distinguish different audio events, we train different deep models to investigate several scenarios of audio event classification and learn the correlation between audio stimuli and EEG.
A. Audio event classification
We first train a DenseNet [2] , which takes EEG data as input, uses a convolutional neural network to extract feature and a dense layer as output, and classifies audio events by a softmax activation function. We try to minimize the crossentropy between the predicted probabilities and the reference probabilities (the class labels).
As for EEG, the DenseNet trained above (without the last dense layer) is used to reduce each EEG recording to a feature vector of 512 dimensions, which is further reduced to 20-dimension by using PCA. As for audio, the pre-trained VGGish model [3] is used to reduce each audio to a 1152dimension vector, which is further reduced to 20-dimension by using PCA. When a pair of EEG and audio are used, they are respectively reduced to 512 and 1152 dimensions, which are further concatenated together as a 1664-dimension vector and reduced to 20 dimensions by using PCA.
In the audio event classification, besides the aforementioned DenseNet, we also train a SVM classifier based on the 20dimension feature and the class label of audio events.
B. Correlation learning between audio and EEG
We also use canonical-correlation analysis (CCA), Deep CCA (DCCA) [4] , and Category-based Deep CCA (C-DCCA) [5] to project audio and EEG features into a shared space. We hope that the information contained in the EEG data can help extract meaningful features from the audio data through canonical-correlation analysis. To evaluate the correlation between audio and EEG, two tasks are investigated: using EEG as query to retrieve audio and vice versa.
III. EVALUATION
Our audio events, selected from Google large-scale Au-dioSet, contain 8 audio categories (Chant, Child singing, Choir, Female singing, Male singing, Rapping, Synthetic singing, and Yodeling) with 160 10s-long audio segments. We conduct the EEG data collection on 9 male subjects, using EEG devices produced by OpenBCI (http://openbci.com/) where 16 channels are used to sample EEG data at the frequency of 125 Hz. Each subject listens to each of the audio segments for 5 times while his EEG signal is recorded. A total number of 7200 EEG signals are acquired. We randomly split our dataset into ten folds, and make sure that each category is 
A. Performance of audio event classification
The performance of audio event classification, under different data modalities and using different models, are summarized in Table I . When only using EEG, we can see that the difference between two testing accuracies achieved by DenseNet and PCA-SVM is small, showing that the classification using simple PCA and SVM is only slightly lower than that of DenseNet. Therefore, PCA-SVM is also used for other combinations of data modalities. When using both audio and EEG data, we obtain a training accuracy of 99%, and a testing accuracy of 81%. This testing accuracy is much higher than that achieved by EEG-only and audio-only methods. It shows that a part of the information contained in two mediums is mutually complementary. The confusion matrices associated with three experiments are shown in Fig. 1 . 
B. Results on correlation learning between audio and EEG
We use the cross-modal retrieval tasks to evaluate correlation between audio and EEG. In the task of retrieving audio by EEG, there is only one relevant audio, and the performance is measured by the MRR1 metric, while the performance of retrieving EEG by audio is measured by the MAP metric (there are 45 relevant EEG data for each audio, based on which mean average precision is computed). In the evaluation, we compare CCA, DCCA [4] and C-DCCA [5] , and their results are summarized in Table II. In the task of retrieving audio from EEG, 720 EEGs (queries) correspond to 16 audios (in the database), and many EEG signals (45) share the same audio. This is equivalent to the classification of EEG to one of the 16 audios, and MRR1 is relatively high. In contrast, given an audio as query, there are 45 relevant EEG data in the database. But not all of them are quite similar even in the shared canonical space. Therefore, the MAP performance is relatively low in all methods. In both tasks, C-DCCA achieves a much better performance than the other two methods by stressing the intra-class similarity. IV. CONCLUSION AND FUTURE WORK Experimental results confirm that using EEG helps to increase the precision of audio event classification. Meanwhile, the great gap between testing and training in the accuracy shows that we could increase the performances of all the classifiers by adding some regularization to avoid overfitting. We also notice that the detected correlation remains weak and further experiments or data collection are necessary to show more meaningful results. In the future, we will also investigate how to leverage the power of human perception to refine audio event recommendation.
