[1] The ensemble Kalman filter (EnKF) depends on a set of ensemble forecasts to calculate the background error covariances. Without model error perturbations and the inflation of forecast ensembles, the spread of the ensemble forecasts can collapse rapidly. There are several ways to generate model perturbations, i.e., perturbations in model parameters/parameterizations, perturbations in the forcing fields of the model and adding some error terms to the right-hand side of the model equations. In this paper, we focus on the ''adding model error terms'' approach, which utilizes a first-order Markov chain model. This approach is suitable to those unforced models, such as the coupled atmosphere-ocean models. However, for a multivariate model, the balance between different model variables could be an important issue in building its model-error model. In this paper, we focus on building a balanced error model for an intermediate coupled model for El Niño-Southern Oscillation (ENSO) predictions. A simple approach to build such a model-error model is proposed on the basis of the multivariate empirical orthogonal functions method. EnKF data assimilation experiments with different configurations of multivariate model error treatments (no model errors, unbalanced and balanced model errors) are performed using realistic sea surface temperature (SST) and sea level (SL) observations. Results show that it is necessary to develop balanced, multivariate modelerror models in order to successfully assimilate both SST and SL observations. The hindcasts initialized from these different assimilation experiment results also demonstrate that the balanced model errors can yield more balanced initial conditions that lead to improved predictions of ENSO events. 
Introduction
[2] The ensemble Kalman filter (EnKF) that was introduced by Evensen [1994 Evensen [ , 2003 Evensen [ , 2004 ] is a Monte Carlo approximation to the traditional Kalman filter [e.g., Kalman and Bucy, 1961] . The EnKF method uses an ensemble of forecasts to estimate the background error covariances. By providing flow-and location-dependent estimates of the background error, the EnKF can optimize the background to newly available observations. In doing so, it may be able to produce analyses and forecasts that are much more accurate than some current, simpler data assimilation schemes, which assume that the background error is known a priori and does not vary in time. Many efforts in ensemble data assimilation (see work by Hamill [2006] for a review) recognized that in order for the EnKF to maintain sufficient spread in the ensemble and prevent filter divergence, the model error was a crucial factor during the assimilation cycle and should be treated as a stochastic extension of the physical model. By treating the model errors adequately in an ensemble data assimilation system, the spread in the ensemble will be larger, resulting in a Kalman gain that reasonably draws the analysis closer to the observations [Evensen, 2003; Lermusiaux et al., 2006a] .
[3] Model errors mainly result from errors in the parameterization of the physical processes and boundary conditions, and the errors in the numerical solution methods, with the errors arising from the unpredictable or stochastic processes that occur in nature also playing an important model error resource.
[4] Buizza et al. [1999] demonstrated a simple technique for perturbing the magnitude of the contributions from all of the physical, parameterized terms in the prognostic equations for integrating noise to account for deterministic subgrid-scale parameterizations. Further studies that involve this perturbation on model parameters/parameterizations method include those by Palmer [2001] , Penland [2003] , and Shutts [2004] .
[5] Another way to generate model perturbations is by treating the forcing fields as stochastic components of the forced models (such as ocean or land surface models). Evensen [2003] suggested a linear, first-order Markov stochastic model to represent the uncertainties in the atmospheric forcing fields of ocean models. Brusdal et al. [2003] applied this method into the atmospheric random forcing fields in order to simulate modeling errors with the Miami Isopycnic Coordinate Ocean Model on the ensemble assimilation experiments, while Leeuwenburgh [2007] also used this method to force the Max Planck Institute Ocean Model during an EnKF assimilation process. A spatial and temporal correlated (3D) multivariate stochastic forcing model developed by Lermusiaux [2006b] has been used in several ocean regions, including the Levantine Sea, Massachusetts Bay and in real time for Monterey Bay. This approach was performed under the assumption that the dominant model errors are connected to improper specifications of the atmospheric forcing fields for the ocean model and can make the ocean ensemble members dynamical consistent and balanced. However, as pointed out by others (L. Y. Wan et al., Dressing ensemble Kalman filter using hybrid coordinate ocean model in Pacific, submitted to Advances in Atmospheric Sciences, 2007) , the perturbations of the surface forcing can only have effects upon the upper ocean and the deeper ocean states that can suffer from underestimation of the ensemble spread.
[6] The third way involves directly adding some random terms to the right-hand side of a model. These random terms or process noises are explicitly defined as the model errors. This approach is convenient for unforced models, such as atmosphere-ocean coupled models. Markov chain models can be utilized to model the associated errors as illustrated by Tsyrulnikov [2005] . Zheng et al. [2006a] applied this approach to an intermediate coupled model (ICM) by embedding a linear, first-order Markov stochastic noise model for the sea surface temperature anomalies (SSTA) in an effort to build a single-model ensemble prediction system for the El Niño -Southern Oscillation (ENSO) predictions. The assimilation results were then used to provide the ensemble initial conditions for the ensemble forecast system (EPS) and were verified to be accurate and reasonable for improving the forecast skill. Jin et al. [2007] used the statedependent stochastic noises to study the dynamics and predictability of the ENSO recharge oscillator. Currently, use of this method has been mainly focused upon the univariate model error, while the univariate random model error term in a multivariate model could not guarantee (or might break) the reasonable relationship between the model variables in the background error covariances during the ensemble data assimilation process [Zheng et al., 2007] .
[7] Thus, one important issue related to this approach is the multivariate aspect. For a multivariate model, the model errors usually are not independent random variables [e.g., Lermusiaux et al., 2006c] . It is known [Cohn and Parrish, 1991] that if the model errors for the linear system are balanced, then the Kalman filter state estimations will also be balanced. And extended to the ensemble Kalman filter algorithm, it is also important to have the correct multivariate forecast error covariances for the ensemble data assimilation, as emphasized by Oke et al. [2002] , Borovikov et al. [2005] , Lermusiaux [2007] , and Liu et al. [2007] .
[8] The method in which one can consider the model errors in a coupled model is still currently an active area of study [Lermusiaux et al., 2006a] . Once we choose the approach of adding the random model error terms during the assimilation cycles, a potential problem is that these added random errors might break the compatibility between the model resultant variables, thus the compatibility of the multivariate model errors should be considered and artificially guaranteed during the data assimilation cycles. The motivations of this study are to demonstrate the impacts that the unbalanced and balanced multivariate model errors have upon the EnKF, and how one may obtain balanced model errors using an ICM.
[9] The rest of this paper is organized as follows: Section 2 briefly describes the EnKF data assimilation scheme, the Markov chain-based model-error models, and a general way to construct a balanced model-error model. Section 3 provides a description of the ICM used in this study and the analysis of the associated multivariate model errors. In section 4 we show the results from the EnKF data assimilation experiments using both balanced and unbalanced multivariate model-error models. The results of the assimilation experiments without model error perturbations (perfect model assumption) are also presented. Section 5 simply compares the hindcast results which were initialized from the assimilation experiment results. Finally, section 6 presents our discussions and conclusions.
Data Assimilation and Markov Model-Error Model Description

Ensemble Kalman Filter Data Assimilation
[10] The ensemble square root algorithm for EnKF analysis is now briefly described, with a focus on the standard analysis scheme [e.g., Evensen, 2004; Leeuwenburgh et al., 2005] . The perturbation of the measurements was avoided, and the scheme was designed to solve for the analysis without imposing any additional approximations, such as the assumption of uncorrelated measurement errors. 2.1.1. Ensemble Definitions for the Analysis Scheme
[11] As in Evensen [2004] , the matrix holding the ensemble model members were defined as,
where N is the ensemble size.
[12] The ensemble mean was stored in each column of A, which can be defined as
Therefore, the ensemble perturbation matrix was defined as,
And the ensemble covariance matrix P can be defined as,
where the superscript T indicates the matrix transpose. 
where
À1 is the Kalman gain matrix, P f is the forecast error covariance matrix, H is the (nonlinear) operator that maps the state vector space to the observation space, R is the observational error covariance matrix, d is the unperturbed measurements, and the superscripts f and a denote the forecast and analysis, respectively.
[14] The analyzed anomalies are calculated by the equation,
where the eigenvectors Z and eigenvalues L were defined in Evensen [2004] , and we can compute the eigenvalue decomposition of the matrix (HP f H T + R) À1 to obtain the eigenvectors Z and eigenvalues L [e.g., Lermusiaux, 1999] . Q is a random orthogonal matrix and multiplication with Q is equivalent to a random rotation of the eigenvectors about Z, which has the effect of randomly distributing the variance among all the ensemble members [e.g., Leeuwenburgh et al., 2005] .
[15] We can now obtain the whole analyzed ensemble A a by adding the ensemble mean A a to the analyzed perturbations A 0a as follows:
Markov Stochastic Model-Error Model
[16] The stochastic physical model can be simply written as equation (8) on the basis of the random walk theory,
where the vector y j for ensemble member j represents the model states, N is the ensemble size, f is the nonlinear model operator, vector s is the amplitude of the model errors and the vector q j represents the model errors associated with the model states for ensemble member j. 
where v (t) and w (t) represent the 'white noise' that is drawn from a distribution of pseudorandom fields at a time t, with a mean equal to 0 and a variance equal to 1. The coefficient a 1 and a 2 are the time correlations of the errors, and v (t) and w (t) are spatially correlated with the specified correlation scales. Thus, equation (9) and (10) describe the time evolutions of the independent model errors, q 1 and q 2 .
[18] In practice, the spatial correlation scale of the white noise is hard to specify, and the specification of the time correlation a is also difficult. One can use the empirical orthogonal functions (EOFs) approach to analyze the properties of the model errors [e.g., Lermusiaux, 2002] and avoid these difficulties in specifications [e.g., Richman et al., 2005] . For example, for the variable y 1 , we can initially obtain a series of forecast samples at various forecast times, all with the same forecast lead time. Then the observation minus forecast values are calculated as the model errors (the true model states are unknown). Finally, the EOF method is applied to analyze the spatial-temporal characteristics of the normalized model errors, and the parameter s 1 (the amplitude of q 1 ) in equation (8) is defined as the standard deviation of the model error matrix. After doing this, the time evolution of q 1 (equation (9)) can be represented as,
where Y 1,i represents the spatial pattern of the ith EOF mode for the model error q 1 , which is a constant horizontal distribution for each mode. l 1,i (t) represents the random normalized time coefficient of the ith mode at time t, the coefficient a 1,i is the time correlation of the stochastic forcing for the ith mode, v i (t) is a random number of the ith mode at time t, with a mean equal to 0 and variance equal to 1, and the correlations between the random vector of each mode should be zero to allow the maintenance of the orthogonality of each mode. Therefore, equation (11) ensures that the variance in l 1,i (t) is equal to 1 as long as the variance of l 1,i (tÀ1) is also equal to 1. The subscript i indicates the EOF mode number, the number M is the number of the EOF modes used in the stochastic model, and x (t) represents a residual random field for q 1 at time t that is obtained by taking out the first M EOF modes from the observation minus forecast values.
[19] There are two advantages that should be addressed here for this simplified representation of the model errors. First, there is no longer any need to calculate the spatial correlation scales of the model errors in equation (9) and equation (10) at each grid point through perturbing the time coefficients with only the constant spatial patterns for each mode. Another advantage is that the temporal correlation coefficients, a 1 , for each mode in equation (11) for the stochastic model can be easily obtained by calculating the lagged correlations of the time series of the expansion time coefficients for each mode.
[20] Similar to the model error analysis for the variable y 1 , but independent from q 1 , the stochastic model of q 2 may also be rewritten as follows:
where z (t) represents a residual random field for q 2 at time t, and the parameters Y 2,i and a 2,i are obtained from the EOF analysis results of the normalized observation minus forecast values for variable y 2 . Thus the unbalanced multivariate model-error model is simply combined by two independent univariate model-error models (based on two independent EOF model error analyses) in this paper.
Balanced Multivariate Model Error Representation
[21] As indicated by equation (11) and equation (12), the analysis and simulations for both q 1 and q 2 can be performed separately. When two uncorrelated random perturbations q 1 and q 2 are added to both variables y 1 and y 2 respectively, the random model states may meet with unmatched and inconsistent problems. Different from the unbalanced treatment described above, we adopted multivariate (the model errors for the variable y 1 and y 2 ) empirical orthogonal functions (MEOFs) to get eigenvectors and the corresponding time coefficients from the series of observation minus forecast values (the forecast results for both variables at the same forecast time were strongly correlated), and the two variables were weighted equally in calculating the MEOFs. Next, the equation for the balanced multivariate stochastic model-error model can be written as,
where F i represents the spatial pattern of the ith MEOF mode for both the y 1 and y 2 model errors, which is a constant horizontal distribution for each mode. k i (t) represents the associated random normalized time coefficient of the ith mode at time t, the coefficient b i is the time correlation of the stochastic forcing for the ith mode, q i (t) is a random number of the ith mode at time t with a mean equal to 0 and a variance equal to 1, and the correlations between the random vector of each mode should be zero to allow for the maintenance of the orthogonality of each mode. The subscript i indicates the MEOF mode number, the number N is the number of the MEOF modes used in the stochastic model, and h (t) represents a residual random field for both q 1 and q 2 at time t by taking out the first N MEOF modes from the observation minus forecast values.
[22] Equation (13) indicates that the time coefficients of a special MEOF mode for both q 1 and q 2 are the same, and that we can obtain a set of balanced (temporally covarying with different spatial patterns) pseudorandom ensembles for both q 1 and q 2 by only perturbing one time coefficient and multiplying it by the different spatial patterns of the two variables. This treatment can ensure the compatibility between the two random variables in the stochastic model and avoid the unbalanced problem.
[23] Similar applications of the MEOF method on the error analysis can be found in a set of previous research works. By Lermusiaux [1999] , on the basis of the multivariate EOF analysis results of the data minus forecast values, an adaptive data assimilation method was proposed to learn the dominant errors and to update the posterior errors. Chen et al. [2000] analyzed and corrected the systematic model biases of the Lamont model [Zebiak and Cane, 1987] by applying the MEOF approach to remove the initialization shock. This MEOF approach is also used in treating the atmospheric fields as stochastic forcings to the ocean model during the assimilation process [Leeuwenburgh, 2007] , the combined EOF decomposition produced different but temporally covarying spatial patterns for the individual variables, and decreased the possibility that perturbations to the various forcing variables had opposing effects on the ocean variables, which would reduce their effectiveness in maintaining the ensemble spread. In the following sections we will check out the effects of this treatment using an ICM.
Model and Model Error Analysis
[24] In this section, we briefly describe the model components. Both the EOF and MEOF approaches were applied to analyze the multivariate model errors, and the applications of the model-error models in the data assimilation are also described here.
Description of the Model Components
[25] An intermediate ocean model was presented by Keenlyside and Kleeman [2002] and Zhang et al. [2003 Zhang et al. [ , 2005 . The dynamical component of the intermediate complexity ocean model consisted of both linear and nonlinear components. The former was basically a McCreary-type modal model [McCreary, 1981] , but was extended to include a horizontally varying background stratification, as well as 10 baroclinic modes plus a parameterization of the local Ekman-driven upwelling as well. A correction, derived from the residual nonlinear momentum equations, was included to improve the solution where the linear assumptions broke down.
[26] A SST anomaly model was embedded within this dynamical framework. The governing equation describes the evolution of the mixed-layer temperature anomalies [e.g., Keenlyside, 2001] . As demonstrated by Zhang et al. [2003 Zhang et al. [ , 2005 , a realistic parameterization for the temperature of the subsurface water entrained into the mixed layer (T e ) is crucial to the performance of the SST simulations in the equatorial Pacific. An empirical T e model was constructed from historical data and has been demonstrated to C07002 ZHENG AND ZHU: BALANCED MODEL ERRORS FOR EnKF be effective in improving the simulation of the SST. The ocean model was coupled with a statistical atmospheric model, which specifically related the wind stress (t) to the SST anomaly fields. All coupled-model components exchanged simulated anomaly fields. Information between the atmosphere (t) and the ocean (SST) was exchanged daily.
Analysis of the Multivariate Model Errors
[27] As described in the introduction, because there are no additional forcing fields for the coupled model, Zheng et al. [2006a] embedded a linear, first-order Markov stochastic model within the ICM to represent the univariate model uncertainties of the SST anomalies during the SST anomaly ensemble data assimilation process. However, as pointed out by the simulation errors of the model sea level anomalies (SLA) of Zhang et al. [2004] , we also found that there were some systematic errors in the adjusted SL anomalies when compared to the observed TOPEX/Poseidon/Jason-1 (T/P/J) altimeter SL data [e.g., Lagerloef et al., 1999] when only the SST anomaly data were assimilated into the ICM, which can distort the subsurface processes and further degrade the SST anomaly predictions. Figure 1 displays the SL anomalies from the observed T/P/J altimeter ( Figure 1a ) and from the assimilation results presented by Zheng et al. [2006a] (Figure 1b) along the equator for the period between October 1992 and September 2006 (a total of 14 years of data). We can find that the assimilationadjusted SL anomalies had some deficiencies, which are obtained from the only SST anomaly data assimilation scheme that was presented by Zheng et al. [2006a] . This is because the relationship between the SST and SL anomalies in the background error covariances is not good when only the SST anomaly perturbations are considered within the stochastic model. Therefore, in this paper, we attempted to improve the relationship between the SST and SL anomalies in the background error covariances by applying a balanced multivariate model error perturbation approach and tried to then assimilate both the SST and SL anomaly data into the ICM using the sequential EnKF data assimilation method with 100 ensemble members.
[28] Before applying the stochastic model-error model in the data assimilation process, we should first analyze and estimate some properties of the model errors in order to obtain the parameters that are needed in the stochastic model. In this work, we focused on the forecasted SST and SL anomaly fields (represented as the variables y 1 and y 2 , respectively, in section 2) of the model, which are the key variables for coupled air-sea interactions and subsurface thermal process, respectively. This analysis was performed by comparing the SST and SL anomalies 1-month observation minus forecast values as the model errors that were sampled from 120 samples over a 10-year period starting in October 1992 and extending until September 2002, without considering the errors inherent within the initial conditions.
[29] The forecast initialization scheme was a nudging assimilation scheme, which was used to minimize the initial errors here [Zheng et al., 2006b] . Figure 2 illustrates the process of estimating the model errors. First, to obtain the approximate ''perfect'' initial fields, the observed SST anomaly data were nudged into the model at every time [31] After these, we employed the MEOF method for the SST and SL anomaly model errors to get eigenvectors and the corresponding time coefficients, which were needed for solving equation (13) using our 13-year time series of monthly observation minus forecast values, and the two variables were weighted equally in calculating the MEOFs. We also applied the EOF method to analyze their individual spatial modes and the associated time series of the SST and SL anomaly model errors, respectively. Figure 5 shows the spatial patterns of the first EOF mode (Figures 5a and 5b ) and the first MEOF mode (Figures 5d and 5e) , and the associated time series (Figures 5c and 5f, respectively) . The spatial patterns of the first EOF mode for both the SST and SL anomalies were similar to those of the first MEOF mode. The spatial structure represents the place that was not predicted well by the model. Clear differences in the spatial structure of the model errors between the SST and SL anomalies were observed. For the SST anomalies, model uncertainties of the first mode were mainly located over the eastern equatorial Pacific, and extended into the central basin. For the SL anomalies, the model uncertainties of the first mode had two centers that were located over the western and eastern equatorial Pacific.
[32] Figure 6 shows the spatial patterns of the second EOF mode (Figures 6a and 6b ) and the second MEOF mode (Figures 6d and 6e) , along with their associated time series (Figures 6c and 6f, respectively) . The spatial patterns of the EOF mode for both the SST and SL anomalies were also similar to those of the MEOF mode, with small differences in the eastern equator found for the SL anomalies. In contrast to the first mode, the model uncertainties for the SST anomalies were mainly located over the eastern costal region and the central equatorial Pacific, while forecast uncertainties of the SL anomalies were centralized beside the equator over the central basin.
Application for Model Errors in the Data Assimilation
[33] Equation (13) represents the balanced multivariate stochastic model, and the equation (11) and (12) describe the entire unbalanced, multivariate, stochastic model that was used in this paper. We can use equation (8) and equations (11), (12), and (13) to provide a simple representation for a nonlinear, multivariate model with stochastic model noise. From the EOF analysis results, one unbalanced multivariate model-error model can be initiated for both the SSTA and SLA together (i.e., SSTA and SLA have their own time coefficients for each EOF mode, respectively). According to the MEOF analysis results, a combined SSTA and SLA model-error stochastic model was also setup (i.e., both SSTA and SLA have the same time series for each MEOF mode). To achieve reasonable amplitudes, the first 10 EOF/MEOF modes were used in the stochastic model. The temporal correlation coefficients for each mode were obtained by calculating the 1-month lagged correlations for each EOF time series values. Table 1 presents the temporal correlation coefficients that were used in the stochastic model. Figures 4c and 4d indicates that the correlation coefficients are above the 95% confidence level according to a student's t test.
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[34] One issue on the integration time step of the model errors should be explained and addressed here. As described above, the properties of the (balanced/unbalanced) multivariate model errors were analyzed on the basis of a series of monthly observation and deterministic forecast values to construct the random model-error model. While in the operational approach of adding model errors, we chose to integrate the simulated (balanced/unbalanced) multivariate model errors of both SST and SL anomalies into the physical model daily. Instead of the stochastic method by augmenting the ensemble-estimated model of covariances at each assimilation step (i.e., 1 month) with sampling the preestimated model error statistics to represent the missing model error covariances [e.g., Mitchell and Houtekamer, 2000] .
[35] This application was mainly due to three reasons. First, for the limitations of the temporal resolutions the observations (i.e., the SST and SL anomaly observations we used in this paper are monthly averaged data), we only can compare the departures between the monthly observations and model forecast results to analyze the properties of the model errors. Second, on the basis of the predescribed monthly model error properties, one simple choice of the model error representations is to run a forecast model without integrating noise but only to add noise to each member at the data assimilation time so as to increase the ensemble variance appropriate to the missing model error covariances. But this approach is only aim to solve the filter divergence of the ensemble data assimilation algorithm, and it is too artificial to simulate the nonlinear interactions between model variables with model errors during the forecast process. Thus we chose to disperse and iterate the model errors into the model with a more integration frequency (i.e., 30 time steps over 1 month), and ensured that the increase in ensemble variance over 1 month would approximately grow up to s 2 at the assimilation step. Finally, when red (time correlated) stochastic model noise is added into the model at more frequent times (i.e., daily time step in this paper), correlations will be developed between the red noise and the model variables during the ensemble forecast process. Thus, during the analysis it is also possible to consistently update the model noise as well as the model state [Evensen, 2003] . And these continuous stochastic model errors (daily time step) also can represent 
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Data Sets
[36] Monthly observed SST anomaly fields from Smith and Reynolds [2004] and T/P/J altimeter SL anomaly data [e.g., Lagerloef et al., 1999] were assimilated into the ICM with the ensemble Kalman filter once per month. These observational data were also used for analyzing the model errors and verifying the assimilation results.
EnKF Data Assimilation Experiments
[37] In this section, the impacts of the model error perturbation schemes on the ensemble data assimilation are illustrated with the various data sets presented in and the various model error representations presented in section 3. Because the multivariate model-error models were both constructed on the basis of data over the period October 1992 to September 2002, to make total independent verifications of the assimilation results, all assimilation experiments using the EnKF [Evensen, 2004] were performed over the period October 2002 to September 2006 with 100 ensemble members. The choice of the 100 ensemble members was based on the convergence criteria [Lermusiaux, 1999] , and Natvik and Evensen [2003] also showed that ensemble sizes below 60 were unreasonably small for realistic nonlinear applications. Besides, most EnKF applications seem to work well with 100 members.
Experimental Design
[38] According the stochastic model-error model setups discussed in section 3, three sets of model error perturbation schemes were applied to test their effectiveness during the assimilation cycle, and each set of experiments was explored using three different data combinations. Therefore, a total of 9 experiments were designed and are presented in Table 2 . To check whether the model errors are needed during the assimilation cycles, we also performed one set of assimilation experiments without model error perturbations. Exp-1 represents that the perfect model assumption scheme was considered in the data assimilation (only the initial perturbations were applied at the initial time, October 2002). In Exp-2 we added the unbalanced model errors for both SST and SL anomalies. Exp-2 is referred to the ''Unbalanced SSTA + SLA'' model error perturbation scheme. In Exp-3 balanced model errors for SST and SL are used and will be called ''Balanced SSTA + SLA'' model error perturbation scheme. The postfix ''a'' in Table 2 indicates that only the SST anomaly data were assimilated, the postfix ''b'' indicates that only the SL anomaly data were assimilated, and the postfix ''c'' indicates that both the SST and SL anomaly data were assimilated during a single assimilation cycle.
Experimental Results
[39] The cross validations (i.e., verifying the SL anomaly analysis results with only the SST anomaly data assimilated (Exp-*.a), and the SST anomaly analysis results with only the SL anomaly data assimilated into the model (Exp-*.b)) with independent observational data (see section 3) were performed by comparing the RMS errors between the ensemble mean with the observations over the entire model domain. This provides us with information about the EnKF's ability to adjust the SST and SL anomalies.
[40] To illustrate the differences between the before/after assimilation results, we defined two variables to measure the differences between the observations and forecast/analysis results. For each assimilation step, the misfit between the observations and the forecasts (before assimilation) were calculated and named the 'innovation', and the distance between the observations and the analysis (after assimila- Exp-1 represents that a perfect model assumption without model error perturbations. Exp-2 is referred to the ''unbalanced SSTA + SLA'' model error perturbation scheme by simply combining the two individual (SSTA and SLA) EOF analysis results. Exp-3 represents the ''balanced SSTA + SLA'' model error perturbation scheme from the MEOF analysis results. The postfixes ''a,'' ''b,'' and ''c'' indicate that only the SST anomaly data, only the SL anomaly data, and both the SST and SL anomaly data, respectively, were assimilated into the model. Figure 7 . RMS errors between the ensemble mean SL anomalies and the SL anomaly data for the three sets of model error perturbation schemes in the only SSTA data assimilation. The black line represents the data collected prior to the assimilation results, and the red line represents the data following the assimilation results in (a) the perfect model without model error perturbation scheme, (b) the unbalanced SSTA + SLA model error perturbation scheme, and (c) the balanced SSTA + SLA model error perturbation scheme. (d) The RMS errors of the adjusted ensemble mean SL anomalies for the three sets of model error perturbation schemes are also compared. The black line represents the perfect model without model error perturbation scheme, the red line represents the unbalanced SSTA + SLA model error perturbation scheme, and the blue line represents the balanced SSTA + SLA model error perturbation scheme.
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where d k is the vector of the measurement at the assimilation step k, and i k and r k represent the vectors of the innovation and residual at assimilation step k, respectively. A k f and A k a are the ensemble average forecast and analysis at the same time, respectively. H is the measurement operator relating the forecast or analysis states to the observations d.
[41] The RMS errors in the innovations and residuals at assimilation step k are defined as,
where m is the grid number over the entire model ocean domain. The RMS errors provide the average measure of the differences between the before/after assimilation results and measurements.
[42] Both of the final SST and SL anomaly data assimilation (Exp-*.c) results were also presented here. Note that the various model error perturbation schemes were examined by comparing the time series of the RMS errors in the innovations and residuals, and a principal verification was taken from the RMS errors of the residuals that were smaller than those of the innovations. This means that the model states after analysis are closer to the observations than those before analysis, and indicates that the assimilation cycles can make effective improvements on the model states and reasonably adjustments on the model variables.
SST-Only Anomaly Data Assimilating Results
[43] Figures 7a, 7b , and 7c display the RMS errors between the before and after assimilation SL anomalies and the independent SL anomaly observational data with the SST-only anomaly data assimilated into the model for three sets of the model error perturbation scheme. The statistical relationship between the SST anomalies and SL anomalies in the background error covariances determines whether the adjusted SL anomaly results were considerable when the SST-only anomaly observational data were assimilated. The perfect model assumption without model error perturbations resulted in the ensemble spread collapsing after a few assimilation cycles and there are essentially no corrections for the assimilated SL anomalies (Figure 7a ). In the unbalanced SSTA + SLA model error perturbation scheme experiment, the SL anomaly analysis departed further from the observations after assimilating SST data (Figure 7b ). In the balanced SSTA + SLA model error perturbation scheme experiment (Figure 7c) , the SL anomaly analysis is closer to the observations after assimilation SST data. This indicates that the balanced model error scheme can create a reasonable relationship between the SST and SL anomalies in the background error covariances and spread information from SST to SL correctly, while the unbalanced scheme cannot do this correctly. Figure 7d compares the RMS errors between the adjusted SL anomalies and SL anomaly observational data for the three sets of the model error perturbation scheme. The balanced SSTA + SLA model error perturbation scheme provided the best assimilation results.
SL-Only Anomaly Data Assimilating Results
[44] Figures 8a, 8b , and 8c display the residual and innovations of SST anomaly fields in the SL-only data assimilation experiments with different model error schemes. The three experiments, with the exception of the Combining the SST-only anomaly data assimilating results, the unbalanced model error perturbation scheme does positive impacts on the SL-only anomaly data assimilation results, and negative impacts on the SST-only ones. These are mainly due to the model configurations in the ICM [Zhang et al., 2005] . For example, the simulated SL anomalies are set as stationary in 1 month and updated monthly, thus the variations of SST anomalies do little effects on the SL anomalies in 1 month. While the simulated SL anomalies can directly and strongly affect the simulations of the SST anomalies through an empirical subsurface thermal process. So the variations of the SST anomalies can quickly respond to the variations of the SL anomalies in the model. These can explain why the relationship between the SL and SST anomalies can be reasonably established by inducing the SLA model error perturbations (even the unbalanced model error perturbations), which can create reasonable spread information from SL to SST correctly through the model integral, and improve the EnKF's ability. While, the SSTA model error perturbations in the unbalanced model error perturbation scheme cannot create the correct spread information from SST to SL, and make negative impacts on the SST-only anomaly data assimilating results. However, the balanced model error perturbation scheme can avoid the deficiency of the unbalanced one, and create the balanced relationship between the SST and SL anomalies all the time. Figure 8d displays the RMS errors between the SST anomaly analyses for the three sets of model error perturbations, with the results of the balanced model error perturbation scheme (Exp-3.b) still providing the best results.
[45] This cross validations of the assimilation results presented strict verifications of the impacts of the three model error treatments on the abilities of the EnKF. As is known to all, for the EnKF and other ensemble data assimilation algorithms, the background error covariances are calculated by a set of ensemble forecasts. If the ensemble members are directly calculated by the model without any model error perturbations, the compatibility between the model variables should be unassailable. But the Exp-1 assimilation results showed that the perfect model assumption would result in a series of problems, such as the filter divergence due to the underestimation of the background error covariances. Also, the Exp-1 assimilation results proved that the model errors must be considered and added into the ensemble forecast results, and indicated that the algorithmic modifications were necessary to ensure that background error covariances should not be systematically underestimated in the EnKF [Hamill, 2006] .
[46] In this study, we chose the method of adding the random model error terms to the model equations to simulate the stochastic model errors during the assimilation cycles. A potential problem, shown by the Exp-2 assimilation results, is that these added random errors might break the compatibility between the model resultant variables. The unbalanced multivariate model errors can distort the ability of the EnKF, and the assimilation results in some cases were worse than the Exp-1 assimilation results (e.g., shown in Figures 7d and 8d) . To artificially consider and guarantee the compatibility of the multivariate model errors during the data assimilation cycles, the MEOF method was adopted for analyzing and simulating the balanced stochastic multivariate model errors. The Exp-3 assimilation results showed that this approach can effectively ensure the calculated background error covariances at the assimilation steps can express the relationship and compatibility between the model variables well, and the significantly improved abilities of the EnKF demonstrated that the importance of the balanced model errors during the ensemble data assimilation process. 4.2.3. Both SST and SL Anomaly Data Assimilation Results
[47] Figure 9 shows the residual and innovations of SST anomaly fields in the both SST and SL anomaly data assimilation experiments with three different model error schemes, and Figure 10 compares these SL anomaly results. As expected, the assimilation results from the SST and SL anomalies determined using a balanced, model error treatment provided the most reasonable results, especially for the SL anomaly assimilation. For the SST anomalies, the RMS errors of the residuals in the two perturbed assimilation experiments (Exp-2.c and Exp-3.c) were all smaller than those of the innovations, and the RMS errors of the residuals in Exp-2, and Exp-3 were similar and maintained a range from 0.15 to 0.3°C during the 4-year assimilation process. The obvious corrections in Exp-1.c for foremost several months are caused by the effects of the initial perturbations, and the corrections are getting more and more inconspicuous with the ensemble collapsing. For the SL anomalies, there were still nearly no corrections in Exp-1, with the RMS errors of the residuals in Exp-2.c were greater than those of the innovations in some cases. Only the assimilated SL anomalies in Exp-3.c were found to be closer to the observational data than they were before the assimilation, with the range of the RMS errors of the residuals falling within 2.0 to 4.0 cm, which is smaller than the observational SL anomaly errors (i.e., 5.0 cm) taken from the assimilation experiments.
[48] Different from the perfect model assumption and the univariate EOF model error treatment, The MEOF method was verified and proved to be feasible to treat the multivariate model errors dynamically balanced, and to be able to significantly improve the abilities of the EnKF, with both the SST and SL anomaly assimilated results falling reasonably close to the observations. The differences between the MEOF modes and univariate EOF modes shown in the study display that the error fields of SSTA and SLA have strong connections and are not independent. This is due to the existence of dynamical links between SST and SL anomaly fields both in the model [e.g., Zhang et al., 2004 Zhang et al., , 2005 and the real world [e.g., Chen et al., 1998; Xue et al., 2000] . These dynamical links and their impact on the forecast errors can only be understood by considering at least the two fields combined. The MEOF approach is only one way but much better than the univariate EOF that cannot reveal any links between the two fields.
Hindcast Experiments
[49] Our final purpose is improving the SST anomaly prediction of an ensemble ENSO prediction system recently developed by Zheng et al. [2006a] . In this section, we performed three sets of forecast experiments to check whether the balanced model error perturbation scheme not only can improve the EnKF's ability but also can improve the prediction skill.
[50] The details of the ensemble forecast experiment design are shown in Table 3 . The ensemble initial conditions of the experiment F-1, F-2, and F-3 are provided by the assimilation results of the experiment Exp-1.c, Exp-2.c, and Exp-3.c, respectively. These three sets of retrospective forecast experiments covering the period between November 2002 and October 2006 were made and compared to available observations. A 12-month ensemble hindcast was initialized each month during this 4-year period with 100 members. Because the 4-year hindcast period is too short to use some standard statistical methods to verify the forecast results, we chose a case example to check the deterministic predictability of the EPS for the large events.
[51] Figure 11 shows long-lead ensemble mean forecasts of three experiments for the largest warm episodes (as measured by peak Niño3.4 SST anomalies) since 2003. The ensemble mean forecasts of the experiments F-2 and F-3 can both successfully predict the 2006/07 El Niño event at 12-month lead time, and the ensemble mean forecasts of the experiment F-1 badly fall away from the observations. However, the ensemble mean forecasts of the experiment F-3 follow the observations quite best in all lead times, although there are still some small errors existed in the forecasted onset and magnitude of 2006/07 El Niño event.
[52] This comparison indicates that the EnKF assimilation method with the balanced model error perturbation scheme can provide more accurate and dynamical consistent (balanced) ensemble initial conditions for the EPS, and further improve the prediction skills of the EPS [Zheng et al., 2007] . For the unbalanced model error perturbation scheme, the assimilation results can introduce some unmatched information into the initial conditions, and then degrade the prediction skills of the EPS. The perfect model assumption can badly distort the EnKF's ability and provide no useful information for the predictions.
Discussions and Conclusions
[53] The EnKF analysis algorithm is actually one of the most effective data assimilation approaches, and has been received more and more attention and has been included in more and more research applications as time goes on. The principal difficulty in the EnKF analysis method is to determine how to get the reasonable ensemble predictions and how to consider the model error as the crucial factor required for obtaining reasonable analysis results. In this work, we discussed the balanced issue of the multivariate model errors for directly adding some random model errors to the right-hand side of our model, and proposed a general method to generate the balanced multivariate model errors. We also demonstrated and verified the feasibility and rationality of this approach by utilizing an ICM along with assimilation experiments using real observations. The primary conclusions in this paper are as follows: (1) The multivariate model errors were not mutually independent, and therefore should be treated as correlated random variables. (2) The multiobservational data can be successfully and reasonably assimilated into the model during the same assimilation cycle by appropriately considering the compatibility and consistency between the multivariate model errors, and this approach can provide the balanced initial fields for the EPS. (3) The unbalanced multivariate model errors cannot establish the balanced relationship between the multivariate model states in the background covariances for the EnKF data assimilation algorithm, and the assimilation results can introduce some unmatched/unbalanced information into the initial conditions to degrade the prediction skills of the EPS. (4) The perfect model assumption makes the EnKF useless and indicates that the model errors must be considered during the assimilation cycles.
[54] In this paper, we assumed that the model errors in the coupled model were mainly caused by the model imperfections and were defined as departures of the forecast tendencies from the observations without considering the The ensemble initial conditions of the experiment F-1, F-2, and F-3 are provided by the assimilation results of the experiment Exp-1.c, Exp-2.c, and Exp-3.c, respectively. These three sets of 12-month retrospective forecasts were initialized each month covering the period between November 2002 and October 2006 with 100 members. Borovikov et al., 2005; Pereira and Berre, 2006; Zupanski and Zupanski, 2006] . These ensemble results can be obtained by adding random noise into some important parameters of the model (e.g., the air-sea coupling coefficient in the coupled model).
[55] The model errors during the assimilation cycle were preferentially improved in this paper. How to appropriately characterize and simulate the model errors during the ensemble data assimilation procedure is still a major problem, especially for the coupled model. There were no additional sources of external error (i.e., external forcings) in the coupled model, as all of the model errors came mainly from the errors in the parameterization of the physical processes and the errors in the numerical solution methods. In this sense, the dominant variables in which variations can bring quick responses from other model components were the key variables in the coupled model, and should be paid more attention in future efforts. In this paper, we focused on the SST and SL anomalies in the ICM, which were the key variables for the coupled air-sea interactions and SST anomaly simulations. However, there are still other variables and parameters that need to be studied, such as the coupling scalar parameters that were discussed by Zhang et al. [2005] .
[56] The results described in this paper represent our preliminary attempts to develop and improve a balanced stochastic model-error model within the EnKF analysis process to provide better and more reasonable assimilation results using the EnKF method. Further refinements and extensions are underway.
