Abstract. Using a novel approach, we present some new explicit criteria for global exponential stability of the zero solution of general nonlinear time-varying Volterra difference equations. Furthermore, an explicit stability bound for equations subject to nonlinear time-varying perturbations is given. Finally, the obtained results are used to study uniform attraction of equilibrium of discrete-time bidirectional associative memory (BAM) neural networks. Some illustrative examples are given.
Introduction
Volterra difference equations have been widely used in the modeling of processes in continuous mechanics and biomechanics, problems of control and estimations and some schemes of numerical solutions of integral and integrodifferential equations, see e.g. [2] , [7] , [12] , [16] - [19] .
Problems of stability of Volterra difference equations have attracted much attention from researchers, during the last twenty years, see e.g. [1] , [4] - [13] , [15] , [21] - [23] and references therein. Many various methods have been used to investigate stability of Volterra difference equations such as Lyapunov functions, Z transform, comparison theorems, topological methods, fixed point theorems, etc (see e.g. [7] , [10] , [15] , [23] ).
In particular, the first significant result on exponential stability of Volterra difference equations is due to Elaydi and Murakami, see [8] . Roughly speaking, Elaydi and Murakami showed that even to the simplest Volterra difference equations (namely, linear time-invariant Volterra difference equations of convolution type), the exponential stability is "stronger" than the uniform asymptotic stability. More precisely, a linear timeinvariant Volterra difference equation of convolution type is exponentially stable if and only if it is uniformly asymptotically stable and its kernel exponentially decays, see [8] . For further and updated information on stability of linear time-invariant Volterra difference equations, we refer to the recent survey paper [10] .
In general, problems of global exponential stability of timevarying Volterra difference equations are very hard even those of linear time-varying Volterra equations. Most of existing results in the literature are derived by the method of Lyapunov functions and they are not easy to use. Some sufficient convarying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
Preliminaries
In this section, we present notation and some preliminary results which will be of use in what follows. Let R be the set of all real numbers and let N be the set of all natural numbers. For any k 1 , k 2 ∈ Z, k 1 ≤ k 2 , let Z [k 1 ,k 2 ] be the set of all integers in the interval [k 1 , k 2 ]. Set Z + := N ∪ {0} and Z − := {−k : k ∈ Z + }. Let n, l, q be positive integers. Inequalities between real matrices and vectors will be understood componentwise, i.e. for two real l × q-matrices A = (a i j ) and B = (b i j ), the inequality A ≥ B means a i j ≥ b i j for i ∈ Z [1,l] , j ∈ Z [1,q] . In particular, if a i j > b i j for i ∈ Z [1,l] , j ∈ Z [1,q] , then we write A B instead of A ≥ B. The set of all nonnegative l × q-matrices is denoted by R l×q + . The identity m × mmatrix will be denoted by I m . If x = (x 1 , x 2 , ..., x m ) T ∈ R m and P = (p i j ) ∈ R l×q we define |x| = (|x i |) and |P| = (|p i j |). It is easy to see that |CD| ≤ |C||D|. For any matrix A ∈ R m×m , the spectral radius of A is denoted by ρ(A) = max{|z| : z ∈ σ (A)}, where σ (A) := {z ∈ C : det(zI m − A) = 0} is the set of all eigenvalues of A. A norm . on R m is said to be monotonic if |x| ≤ |y| implies x ≤ y for all x, y ∈ R m . Every p-
Introduction
Preliminaries
In this section, we present notation and some preliminary results which will be of use in what follows. Let R be the set of all real numbers and let N be the set of all natural numbers. For any k 1 , k 2 ∈ Z, k 1 ≤ k 2 , let Z [k 1 ,k 2 ] be the set of all integers in the interval [k 1 , k 2 ]. Set Z + := N ∪ {0} and Z − := {−k : k ∈ Z + }. Let n, l, q be positive integers. Inequalities between real matrices and vectors will be understood componentwise, i.e. for two real l × q-matrices A = (a i j ) and B = (b i j ), the inequality A ≥ B means a i j ≥ b i j for i ∈ Z [1,l] , j ∈ Z [1,q] . In particular, if a i j > b i j for i ∈ Z [1,l] , j ∈ Z [1,q] , then we write A B instead of A ≥ B. The set of all nonnegative l × q-matrices is denoted by R l×q + . The identity m × mmatrix will be denoted by I m . If x = (x 1 , x 2 , ..., x m ) T ∈ R m and P = (p i j ) ∈ R l×q we define |x| = (|x i |) and |P| = (|p i j |). It is easy to see that |CD| ≤ |C||D|. For any matrix A ∈ R m×m , the spectral radius of A is denoted by ρ(A) = max{|z| : z ∈ σ (A)}, where σ (A) := {z ∈ C : det(zI m − A) = 0} is the set of all eigenvalues of A. A norm . on R m is said to be monotonic if |x| ≤ |y| implies x ≤ y for all x, y ∈ R m . Every p-Introduction terra difference equations have been widely used in the eling of processes in continuous mechanics and biomenics, problems of control and estimations and some emes of numerical solutions of integral and integroerential equations, see e.g. [2] , [7] , [12] , [16] - [19] . roblems of stability of Volterra difference equations have acted much attention from researchers, during the last nty years, see e.g. [1] , [4] - [13] , [15] , [21] - [23] and referes therein. Many various methods have been used to investe stability of Volterra difference equations such as Lyaov functions, Z transform, comparison theorems, topologimethods, fixed point theorems, etc (see e.g. [7] , [10] , [15] , ]). n particular, the first significant result on exponential staty of Volterra difference equations is due to Elaydi and rakami, see [8] . Roughly speaking, Elaydi and Murakami wed that even to the simplest Volterra difference equations ely, linear time-invariant Volterra difference equations of volution type), the exponential stability is "stronger" than uniform asymptotic stability. More precisely, a linear timeriant Volterra difference equation of convolution type is exentially stable if and only if it is uniformly asymptotically le and its kernel exponentially decays, see [8] . For further updated information on stability of linear time-invariant terra difference equations, we refer to the recent survey pa- [10] . n general, problems of global exponential stability of timeing Volterra difference equations are very hard even those inear time-varying Volterra equations. Most of existing res in the literature are derived by the method of Lyapunov ctions and they are not easy to use. Some sufficient convarying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
Introduction
Preliminaries
Introduction
In general, problems of global exponential stability of timevarying Volterra difference equations are very hard even those of linear time-varying Volterra equations. Most of existing results in the literature are derived by the method of Lyapunov varying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
Preliminaries
Introduction
In general, problems of global exponential stability of timevarying Volterra difference equations are very hard even those of linear time-varying Volterra equations. Most of existing revarying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
Preliminaries
Introduction
In general, problems of global exponential stability of timevarying Volterra difference equations are very hard even those of linear time-varying Volterra equations. Most of existing results in the literature are derived by the method of Lyapunov varying Volterra difference equations. Furthermore, we de an explicit stability bound for equations subject to nonlin time-varying perturbations. Finally, the obtained results applied to study uniform attraction of equilibrium of discr time bidirectional associative memory neural networks. So illustrative examples are given.
Preliminaries
In this section, we present notation and some preliminary sults which will be of use in what follows. Let R be the of all real numbers and let N be the set of all natural n bers. For any k 1 , k 2 ∈ Z, k 1 ≤ k 2 , let Z [k 1 ,k 2 ] be the se all integers in the interval [k 1 , k 2 ]. Set Z + := N ∪ {0} Z − := {−k : k ∈ Z + }. Let n, l, q be positive integers. equalities between real matrices and vectors will be underst componentwise, i.e. for two real l × q-matrices A = (a i j ) B = (b i j ), the inequality A ≥ B means a i j ≥ b i j for i ∈ Z [1,l] , Z [1,q] . In particular, if a i j > b i j for i ∈ Z [1,l] , j ∈ Z [1,q] , t we write A B instead of A ≥ B. The set of all nonne tive l × q-matrices is denoted by R l×q + . The identity m × matrix will be denoted by I m . If x = (x 1 , x 2 , ..., x m ) T ∈ R m P = (p i j ) ∈ R l×q we define |x| = (|x i |) and |P| = (|p i j |). easy to see that |CD| ≤ |C||D|. For any matrix A ∈ R m×m , spectral radius of A is denoted by ρ(A) = max{|z| : z ∈ σ (A where σ (A) := {z ∈ C : det(zI m − A) = 0} is the set of eigenvalues of A. A norm . on R m is said to be mo tonic if |x| ≤ |y| implies x ≤ y for all x, y ∈ R m . Every
Introduction
In general, problems of global exponential stability of timevarying Volterra difference equations are very hard even those of linear time-varying Volterra equations. Most of existing results in the literature are derived by the method of Lyapunov varying Volterra difference equations. Furt an explicit stability bound for equations s time-varying perturbations. Finally, the o applied to study uniform attraction of equi time bidirectional associative memory neu illustrative examples are given.
Preliminaries
In this section, we present notation and so sults which will be of use in what follow of all real numbers and let N be the set bers. For any k 1 , k 2 ∈ Z, k 1 ≤ k 2 , let Z all integers in the interval [k 1 , k 2 ]. Set Z Z − := {−k : k ∈ Z + }. Let n, l, q be pos equalities between real matrices and vector componentwise, i.e. for two real l × q-mat B = (b i j ), the inequality A ≥ B means a i j ≥ Z [1,q] . In particular, if a i j > b i j for i ∈ Z [ we write A B instead of A ≥ B. The tive l × q-matrices is denoted by R . Introduction olterra difference equations have been widely used in the odeling of processes in continuous mechanics and biomeanics, problems of control and estimations and some hemes of numerical solutions of integral and integrofferential equations, see e.g. [2] , [7] , [12] , [16] - [19] . Problems of stability of Volterra difference equations have tracted much attention from researchers, during the last enty years, see e.g. [1] , [4] - [13] , [15] , [21] - [23] and referces therein. Many various methods have been used to invesgate stability of Volterra difference equations such as Lyanov functions, Z transform, comparison theorems, topologil methods, fixed point theorems, etc (see e.g. [7] , [10] , [15] , 3]).
In particular, the first significant result on exponential stality of Volterra difference equations is due to Elaydi and urakami, see [8] . Roughly speaking, Elaydi and Murakami owed that even to the simplest Volterra difference equations amely, linear time-invariant Volterra difference equations of nvolution type), the exponential stability is "stronger" than e uniform asymptotic stability. More precisely, a linear timevariant Volterra difference equation of convolution type is exnentially stable if and only if it is uniformly asymptotically able and its kernel exponentially decays, see [8] . For further d updated information on stability of linear time-invariant olterra difference equations, we refer to the recent survey par [10] .
varying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
In this section, we present notation and some preliminary results which will be of use in what follows. Let R be the set of all real numbers and let N be the set of all natural numbers. For any k 1 , k 2 ∈ Z, k 1 ≤ k 2 , let Z [k 1 ,k 2 ] be the set of all integers in the interval [k 1 , k 2 ]. Set Z + := N ∪ {0} and Z − := {−k : k ∈ Z + }. Let n, l, q be positive integers. Inequalities between real matrices and vectors will be understood componentwise, i.e. for two real l × q-matrices A = (a i j ) and B = (b i j ), the inequality A ≥ B means a i j ≥ b i j for i ∈ Z [1,l] , j ∈ Z [1,q] . In particular, if a i j > b i j for i ∈ Z [1,l] , j ∈ Z [1,q] , then we write A B instead of A ≥ B. The set of all nonnegative l × q-matrices is denoted by R 
Introduction
Preliminaries
Introduction
varying Volterra difference equations. F an explicit stability bound for equation time-varying perturbations. Finally, th applied to study uniform attraction of e time bidirectional associative memory n illustrative examples are given.
Preliminaries
In this section, we present notation and sults which will be of use in what foll of all real numbers and let N be the s bers. For any k 1 , k 2 ∈ Z, k 1 ≤ k 2 , le all integers in the interval [k 1 , k 2 ]. Se Z − := {−k : k ∈ Z + }. Let n, l, q be equalities between real matrices and vec componentwise, i.e. for two real l × q-B = (b i j ), the inequality A ≥ B means a i Z [1,q] . In particular, if a i j > b i j for i ∈ we write A B instead of A ≥ B. T tive l × q-matrices is denoted by R l×q + matrix will be denoted by I m . If x = (x 1 P = (p i j ) ∈ R l×q we define |x| = (|x i |) easy to see that |CD| ≤ |C||D|. For any spectral radius of A is denoted by ρ(A) = where σ (A) := {z ∈ C : det(zI m − A) eigenvalues of A. A norm . on R m tonic if |x| ≤ |y| implies x ≤ y for [1, l] , j 2
THE POLISH ACADEMY OF SCIENCES SCIENCES, Vol. XX, No. Y, 2016 bpasts-2016-00ZZ
Stability of nonlinear Volterra equations sing a novel approach, we present some new explicit criteria for global exponential stability of the zero solution of general e-varying Volterra difference equations. Furthermore, an explicit stability bound for equations subject to nonlinear time-varying is given. Finally, the obtained results are used to study uniform attraction of equilibrium of discrete-time bidirectional associative M) neural networks. Some illustrative examples are given. lobal exponential stability, Volterra equations uction ference equations have been widely used in the processes in continuous mechanics and biomeoblems of control and estimations and some numerical solutions of integral and integroquations, see e.g. [2] , [7] , [12] , [16] - [19] . of stability of Volterra difference equations have uch attention from researchers, during the last s, see e.g. [1] , [4] - [13] , [15] , [21] - [23] and refern. Many various methods have been used to invesity of Volterra difference equations such as Lyaions, Z transform, comparison theorems, topologi-, fixed point theorems, etc (see e.g. [7] , [10] , [15] , lar, the first significant result on exponential stalterra difference equations is due to Elaydi and see [8] . Roughly speaking, Elaydi and Murakami even to the simplest Volterra difference equations ear time-invariant Volterra difference equations of type), the exponential stability is "stronger" than asymptotic stability. More precisely, a linear timelterra difference equation of convolution type is exstable if and only if it is uniformly asymptotically s kernel exponentially decays, see [8] . For further information on stability of linear time-invariant erence equations, we refer to the recent survey pavarying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
Preliminaries
In this section, we present notation and some preliminary results which will be of use in what follows. Let R be the set of all real numbers and let N be the set of all natural numbers. For any k 1 , k 2 ∈ Z, k 1 ≤ k 2 , let Z [k 1 ,k 2 ] be the set of all integers in the interval [k 1 , k 2 ]. Set Z + := N ∪ {0} and Z − := {−k : k ∈ Z + }. Let n, l, q be positive integers. Inequalities between real matrices and vectors will be understood componentwise, i.e. for two real l × q-matrices A = (a i j ) and B = (b i j ), the inequality A ≥ B means a i j ≥ b i j for i ∈ Z [1,l] , j ∈ Z [1,q] . In particular, if a i j > b i j for i ∈ Z [1,l] , j ∈ Z [1,q] , then we write A B instead of A ≥ B. The set of all nonnegative l × q-matrices is denoted by R l×q + . The identity m × mmatrix will be denoted by I m . If x = (x 1 , x 2 , ..., x m ) T ∈ R m and P = (p i j ) ∈ R l×q we define |x| = (|x i |) and |P| = (|p i j |). It is easy to see that |CD| ≤ |C||D|. For any matrix A ∈ R m×m , the spectral radius of A is denoted by ρ(A) = max{|z| : z ∈ σ (A)}, where σ (A) := {z ∈ C : det(zI m − A) = 0} is the set of all eigenvalues of A. A norm . on R m is said to be monom [1, q] , then we write A À B instead of A ¸ B. The set of all nonnegative l£q-matrices is denoted by
Introduction
In particular, the first significant result on exponential stability of Volterra difference equations is due to Elaydi and Murakami, see [8] . Roughly speaking, Elaydi and Murakami showed that even to the simplest Volterra difference equations (namely, linear time-invariant Volterra difference equations of convolution type), the exponential stability is "stronger" than the uniform asymptotic stability. More precisely, a linear timeinvariant Volterra difference equation of convolution type is exponentially stable if and only if it is uniformly asymptotically varying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
Preliminaries
In this section, we present notation and some preliminary results which will be of use in what follows. Let R be the set of all real numbers and let N be the set of all natural numbers. For any k 1 , k 2 ∈ Z, k 1 ≤ k 2 , let Z [k 1 ,k 2 ] be the set of all integers in the interval [k 1 , k 2 ]. Set Z + := N ∪ {0} and Z − := {−k : k ∈ Z + }. Let n, l, q be positive integers. Inequalities between real matrices and vectors will be understood componentwise, i.e. for two real l × q-matrices A = (a i j ) and B = (b i j ), the inequality A ≥ B means a i j ≥ b i j for i ∈ Z [1,l] , j ∈ Z [1,q] . In particular, if a i j > b i j for i ∈ Z [1,l] , j ∈ Z [1,q] , then we write A B instead of A ≥ B. The set of all nonnegative l × q-matrices is denoted by R l×q + . The identity m × mmatrix will be denoted by I m . If x = (x 1 , x 2 , ..., x m ) T ∈ R m and P = (p i j ) ∈ R l×q we define |x| = (|x i |) and |P| = (|p i j |). It is easy to see that |CD| ≤ |C||D|. For any matrix A ∈ R m×m , the 
Introduction
In particular, the first significant result on exponential stability of Volterra difference equations is due to Elaydi and Murakami, see [8] . Roughly speaking, Elaydi and Murakami showed that even to the simplest Volterra difference equations (namely, linear time-invariant Volterra difference equations of convolution type), the exponential stability is "stronger" than the uniform asymptotic stability. More precisely, a linear timeinvariant Volterra difference equation of convolution type is exvarying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
Preliminaries
In this section, we present notation and some preliminary results which will be of use in what follows. Let R be the set of all real numbers and let N be the set of all natural numbers. For any k 1 , k 2 ∈ Z, k 1 ≤ k 2 , let Z [k 1 ,k 2 ] be the set of all integers in the interval [k 1 , k 2 ]. Set Z + := N ∪ {0} and Z − := {−k : k ∈ Z + }. Let n, l, q be positive integers. Inequalities between real matrices and vectors will be understood componentwise, i.e. for two real l × q-matrices A = (a i j ) and B = (b i j ), the inequality A ≥ B means a i j ≥ b i j for i ∈ Z [1,l] , j ∈ Z [1,q] . In particular, if a i j > b i j for i ∈ Z [1,l] , j ∈ Z [ 
Stability of nonlinear Volterra equations
approach, we present some new explicit criteria for global exponential stability of the zero solution of general terra difference equations. Furthermore, an explicit stability bound for equations subject to nonlinear time-varying lly, the obtained results are used to study uniform attraction of equilibrium of discrete-time bidirectional associative orks. Some illustrative examples are given.
ntial stability, Volterra equations tions have been widely used in the n continuous mechanics and biomecontrol and estimations and some solutions of integral and integroe e.g. [2] , [7] , [12] , [16] - [19] . of Volterra difference equations have from researchers, during the last 1], [4] - [13] , [15] , [21] - [23] and referous methods have been used to invesra difference equations such as Lyaorm, comparison theorems, topologitheorems, etc (see e.g. [7] , [10] , [15] , significant result on exponential stance equations is due to Elaydi and ghly speaking, Elaydi and Murakami implest Volterra difference equations riant Volterra difference equations of ponential stability is "stronger" than tability. More precisely, a linear timevarying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
Preliminaries
In this section, we present notation and some preliminary results which will be of use in what follows. Let R be the set of all real numbers and let N be the set of all natural numbers. For any k 1 , k 2 ∈ Z, k 1 ≤ k 2 , let Z [k 1 ,k 2 ] be the set of all integers in the interval [k 1 , k 2 ]. Set Z + := N ∪ {0} and Z − := {−k : k ∈ Z + }. Let n, l, q be positive integers. Inequalities between real matrices and vectors will be understood componentwise, i.e. for two real l × q-matrices A = (a i j ) and B = (b i j ), the inequality A ≥ B means a i j ≥ b i j for i ∈ Z [1,l] , j ∈ Z [1,q] . In particular, if a i j > b i j for i ∈ Z [1,l] , j ∈ Z [1,q] , then we write A B instead of A ≥ B. The set of all nonnegative l × q-matrices is denoted by R l×q + . The identity m × mmatrix will be denoted by I m . If x = (x 1 , x 2 , ..., x m ) T ∈ R m and l×q l£q we define jxj = (jx i j) and jPj = (jp ij j). It is easy to see that jCDj = jCjjDj. For any matrix A 2
Introduction
In particular, the first significant result on exponential stability of Volterra difference equations is due to Elaydi and Murakami, see [8] . Roughly speaking, Elaydi and Murakami showed that even to the simplest Volterra difference equations (namely, linear time-invariant Volterra difference equations of convolution type), the exponential stability is "stronger" than varying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
Preliminaries
Introduction
In general, problems of global exponential stability of timevarying Volterra difference equations are very hard even those of linear time-varying Volterra equations. Most of existing results in the literature are derived by the method of Lyapunov functions and they are not easy to use. Some sufficient conditions for exponential stability of linear time-varying Volterra difference equations can be found in [5] , [10] , [15] . To the best varying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
Preliminaries
In this section, we present notation and some preliminary results which will be of use in what follows. Let R be the set of all real numbers and let N be the set of all natural numbers. For any k 1 , k 2 ∈ Z, k 1 ≤ k 2 , let Z [k 1 ,k 2 ] be the set of all integers in the interval [k 1 , k 2 ]. Set Z + := N ∪ {0} and Z − := {−k : k ∈ Z + }. Let n, l, q be positive integers. Inequalities between real matrices and vectors will be understood componentwise, i.e. for two real l × q-matrices A = (a i j ) and B = (b i j ), the inequality A ≥ B means a i j ≥ b i j for i ∈ Z [1,l] , j ∈ Z [1,q] . In particular, if a i j > b i j for i ∈ Z [1,l] , j ∈ Z [1,q] , then we write A B instead of A ≥ B. The set of all nonnegative l × q-matrices is denoted by R l×q + . The identity m × mmatrix will be denoted by I m . If x = (x 1 , x 2 , ..., x m ) T ∈ R m and P = (p i j ) ∈ R l×q we define |x| = (|x i |) and |P| = (|p i j |). It is easy to see that |CD| ≤ |C||D|. For any matrix A ∈ R m×m , the spectral radius of A is denoted by ρ(A) = max{|z| : z ∈ σ (A)}, where σ (A) := {z ∈ C : det(zI m − A) = 0} is the set of all eigenvalues of A. A norm . on R m is said to be monotonic if |x| ≤ |y| implies x ≤ y for all x, y ∈ R m . Every pnorm on R m ( x p = (|x 1 | p + |x 2 | p + ... + |x m | p ) 1 p , 1 ≤ p < ∞ and x ∞ = max i∈Z [1,m] |x i |), is monotonic. Note that x = |x| , ∀x ∈ R m , for any monotonic norm. Throughout this paper, the norm of vectors is assumed to be monotonic and the norm M of a matrix M ∈ R l×q is always understood as the operator norm defined by M = 
Stability of nonlinear Volterra equations
Using a novel approach, we present some new explicit criteria for global exponential stability of the zero solution of general time-varying Volterra difference equations. Furthermore, an explicit stability bound for equations subject to nonlinear time-varying ns is given. Finally, the obtained results are used to study uniform attraction of equilibrium of discrete-time bidirectional associative AM) neural networks. Some illustrative examples are given.
s: Global exponential stability, Volterra equations oduction difference equations have been widely used in the of processes in continuous mechanics and biomeproblems of control and estimations and some of numerical solutions of integral and integroal equations, see e.g. [2] , [7] , [12] , [16] - [19] . ms of stability of Volterra difference equations have much attention from researchers, during the last ears, see e.g. [1] , [4] - [13] , [15] , [21] - [23] and referrein. Many various methods have been used to invesbility of Volterra difference equations such as Lyanctions, Z transform, comparison theorems, topologids, fixed point theorems, etc (see e.g. [7] , [10] , [15] , icular, the first significant result on exponential staVolterra difference equations is due to Elaydi and i, see [8] . Roughly speaking, Elaydi and Murakami hat even to the simplest Volterra difference equations varying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
Introduction
In particular, the first significant result on exponential stability of Volterra difference equations is due to Elaydi and Murakami, see [8] . Roughly speaking, Elaydi and Murakami varying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
Preliminaries
In this section, we present notation and some preliminary results which will be of use in what follows. Let R be the set of all real numbers and let N be the set of all natural numbers. For any k 1 
be the set of all integers in the interval [k 1 , k 2 ]. Set Z + := N ∪ {0} and Z − := {−k : k ∈ Z + }. Let n, l, q be positive integers. Inequalities between real matrices and vectors will be understood componentwise, i.e. for two real l × q-matrices A = (a i j ) and m . Every p-norm
Introduction
Volterra difference equations have been widely used in the modeling of processes in continuous mechanics and biomechanics, problems of control and estimations and some schemes of numerical solutions of integral and integro-differential equations, see e.g. [2, 7, 12, [16] [17] [18] [19] .
Problems of stability of Volterra difference equations have attracted much attention from researchers, during the last twenty years, see e.g. [1, 4-13, 15, 21-23] and references therein. Many various methods have been used to investigate stability of Volterra difference equations such as Lyapunov functions, Z transform, comparison theorems, topological methods, fixed point theorems, etc. (see e.g. [7, 10, 15, 23] ).
In particular, the first significant result on exponential stability of Volterra difference equations was achieved by Elaydi and Murakami, see [8] . Roughly speaking, Elaydi and Murakami showed that even the simplest Volterra difference equations (namely, linear time-invariant Volterra difference equations of convolution type) have "stronger'' exponential stability than the uniform asymptotic stability. More precisely, a linear time-invariant Volterra difference equation of convolution type is exponentially stable if and only if it is uniformly asymptotically stable and its kernel exponentially decays, see [8] . For further and updated information on stability of linear time-invariant Volterra difference equations, we refer to the recent survey paper [10] .
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It is easy to see that |CD| ≤ |C||D|. For any matrix A ∈ R m×m , the spectral radius of A is denoted by ρ(A) = max{|z| : z ∈ σ (A)}, where σ (A) := {z ∈ C : det(zI m − A) = 0} is the set of all eigenvalues of A. A norm . on R m is said to be mono- [1,m] |x i |), is monotonic. Note that x = |x| , ∀x ∈ R m , for any monotonic norm. Throughout this paper, the norm of vectors is assumed to be monotonic and the norm M of a matrix M ∈ R l×q is always understood as the operator norm defined by M = max y =1 My , where R l and R q are provided with some monotonic vector norms. Recall that ρ(M) ≤ M for any matrix norm, see e.g. [7] , and the operator norm · has the following monotonicity property, see e.g. [14] ,
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Preliminaries
In this section, we present notation and some preliminary results which will be of use in what follows. Let R be the set of all real numbers and let N be the set of all natural numbers. For any
Let n, l, q be positive integers. Inequalities between real matrices and vectors will be understood componentwise, i.e. for two real l × q-matrices A = (a i j ) and
The set of all nonnegative l × q-matrices is denoted by R l×q + . The identity m × mmatrix will be denoted by I m . If x = (x 1 , x 2 , ..., x m ) T ∈ R m and P = (p i j ) ∈ R l×q we define |x| = (|x i |) and |P| = (|p i j |). It is easy to see that |CD| ≤ |C||D|. For any matrix A ∈ R m×m , the spectral radius of A is denoted by ρ(A) = max{|z| : z ∈ σ (A)}, where σ (A) := {z ∈ C : det(zI m − A) = 0} is the set of all eigenvalues of A. A norm . on R m is said to be mono-
|x| , ∀x ∈ R m , for any monotonic norm. Throughout this paper, the norm of vectors is assumed to be monotonic and the norm M of a matrix M ∈ R l×q is always understood as the operator norm defined by M = max y =1 My , where R l and R q are provided with some monotonic vector norms. Recall that ρ(M) ≤ M for any matrix norm, see e.g. [7] , and the operator norm · has the following monotonicity property, see e.g. [14] ,
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) is an eigenvalue of M and there
Explicit criteria for exponential stability
Consider a nonlinear Volterra difference equation of the form exists a nonnegative eigenvector x ∈ R m , x = 0 such that
exists and is nonnegative if and only if t > ρ(M).
The following theorem follows from Theorem 2.1.
. Then the following statements are equivalent:
Explicit criteria for exponential stability
Consider a nonlinear Volterra difference equation of the form
where
is an equilibrium point of the equation (2)). For given n 0 ∈ Z + , denote S n 0 the set of all functions ϕ(·) :
Clearly, for fixed n 0 ∈ Z + and given ϕ ∈ S n 0 , (2) has a unique solution satisfying the initial condition
This solution is denoted by x(·, n 0 , ϕ).
DEFINITION 3.1. The zero solution of (2) is said to be globally exponentially stable (shortly, GES) if there exist K > 0 and λ ∈ (0, 1) such that
We are now in the position to prove the main result of this paper. 
On the other hand, as shown in the proof of Theorem 3.2, any one of conditions (6), (7) (8), ensures that (9) is GES. Therefore, Theorem 3.2 says that if (2) is "bounded above" by the linear Volterra equation (9) and (9) is GES (one of conditions (6), (7), (8) holds) then the zero solution of (2) is GES too.
Proof. We first prove that the zero solution of (2) is GES provided (i) holds. The proof consists of two steps.
Step I: We show that
Let us define λ := α −1 and u(n) := Mλ n−n 0 p, n ∈ Z. From (3) and (10) , it follows that
It is worth noticing that
where F(¢,¢) :
Volterra equations
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exists and is nonnegative if and only if t > ρ(M).
Explicit criteria for exponential stability
The zero solution of (2) is said to be globally exponentially stable (shortly, GES) if there exist K > 0 and λ ∈ (0, 1) such that
for all n, n 0 ∈ Z + , n ≥ n 0 , ϕ(·) ∈ S n 0 .
for all n, k ∈ Z + , n ≥ k, x ∈ R m . Then the zero solution of (2) is GES provided one of the following conditions holds: (i) There exist α > 1 and p ∈ R m + , p 0 so that REMARK 3.3. Roughly speaking, (5) mea "bounded above" by the linear equation
On the other hand, as shown in the proof of The one of conditions (6), (7) (8), ensures that (9) is fore, Theorem 3.2 says that if (2) is "bounded linear Volterra equation (9) and (9) is GES (one (6), (7), (8) holds) then the zero solution of (2) 
is
Proof. We first prove that the zero solution of (2 vided (i) holds. The proof consists of two steps.
Let us define λ := α −1 and u(n) := Mλ n−n 0 p, n and (10), it follows that
It is worth noticing that
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Preliminaries
Let n, l, q be positive integers. Inequalities between real matrices and vectors will be understood componentwise, i.e. for two real l × q-matrices A = (a i j ) and B = (b i j ), the inequality A ≥ B means a i j ≥ b i j for i ∈ Z [1,l] , j ∈ Z [1,q] . In particular, if a i j > b i j for i ∈ Z [1,l] , j ∈ Z [1,q] , then we write A B instead of A ≥ B. The set of all nonnegative l × q-matrices is denoted by R 
|x| , ∀x ∈ R m , for any monotonic norm. Throughout this paper, the norm of vectors is assumed to be monotonic and the norm M of a matrix M ∈ R l×q is
exists and is nonnegative if and only if t > ρ(M).
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Then the zero solution of (2) is GES provided one of the following conditions holds: REMARK 3.3. Roughly speaking, (5) means that (2) is "bounded above" by the linear equation
It is worth noticing that 
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The set of all nonnegative l × q-matrices is denoted by R 
|x| , ∀x ∈ R m , for any monotonic norm. Throughout this paper, the norm of vectors is assumed to + and given φ 2
exists and is nonnegative if and only if t > ρ(M).
Explicit criteria for exponential stability
Then the zero solution of (2) is GES provided one of the following conditions holds: REMARK 3.3. Roug "bounded above" by the
On the other hand, as sh one of conditions (6), (7 fore, Theorem 3.2 says linear Volterra equation (6) , (7), (8) holds) then t Proof. We first prove tha vided (i) holds. The proo
Let us define λ := α −1 a and (10), it follows that
has a unique solution satisfying the initial condition exists a nonnegative eigenvector x ∈ R m , x = 0 such that
exists and is nonnegative if and only if t > ρ(M).
Explicit criteria for exponential stability
REMARK 3.3. Roughly speaking, (5) means that (2) is "bounded above" by the linear equation
This solution is denoted by x(¢, n 0 , φ). The following theorem follows from Theorem 2.1.
for all n, n 0 2
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exists and is nonnegative if and only if t > ρ(M).
Explicit criteria for exponential stability
are given functions such that F(n, 0) = 0 for all n ∈ Z + and G(n, k, 0) = 0 for n ≥ k, n, k ∈ Z + (i.e. ξ = 0 is an equilibrium point of the equation (2)). For given n 0 ∈ Z + , denote S n 0 the set of all functions ϕ(·) :
The zero solution of (2) is said to be globally exponentially stable (shortly, GES) if there exist K > 0 and REMARK 3.3. Roughly speaking, (5) m "bounded above" by the linear equation
On the other hand, as shown in the proof of T one of conditions (6), (7) (8), ensures that (9) fore, Theorem 3.2 says that if (2) is "bounde linear Volterra equation (9) and (9) is GES (o (6), (7), (8) holds) then the zero solution of (2 Proof. We first prove that the zero solution of vided (i) holds. The proof consists of two step
Let us define λ := α −1 and u(n) := Mλ n−n 0 p, and (10), it follows that
We are now in a position to prove the main result of this paper.
Theorem 3.2. Suppose there exist A(¢) :
modeling of processes in continuous mechanics and biomechanics, problems of control and estimations and some schemes of numerical solutions of integral and integrodifferential equations, see e.g. [2] , [7] , [12] , [16] - [19] .
In general, problems of global exponential stability of timevarying Volterra difference equations are very hard even those of linear time-varying Volterra equations. Most of existing results in the literature are derived by the method of Lyapunov functions and they are not easy to use. Some sufficient conditions for exponential stability of linear time-varying Volterra difference equations can be found in [5] , [10] , [15] . To the best of our knowledge, there are not many explicit criteria for global exponential stability of nonlinear time-varying Volterra difference equations in the literature. In particular, several abstract criteria for exponential stability of some nonlinear Volterra difference equations can be found in [5] , [15] , [22] .
In this paper, we present a new approach to global exponential stability of nonlinear time-varying Volterra difference equations. Our approach is based on the celebrated PerronFrobenius theorem and the comparison principle. Consequently, we get some new explicit criteria for global exponential stability of the zero solution of general nonlinear timetime-varying perturbations. Finally, the obtained r applied to study uniform attraction of equilibrium o time bidirectional associative memory neural netwo illustrative examples are given.
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It is easy to see that |CD| ≤ |C||D|. For any matrix A ∈ R m×m , the spectral radius of A is denoted by ρ(A) = max{|z| :
The next theorem summarizes some basic properties of nonnegative matrices which will be used in what follows. (2) is GES provided one of the following conditions holds:
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The next theorem summarizes some basic properties of nonnegative matrices which will be used in what follows. (2) is said to be globally exponentially stable (shortly, GES) if there exist K > 0 and λ ∈ (0, 1) such that
We are now in the position to prove the main result of this paper.
THEOREM 3.2. Suppose there exist A(·)
(iii) There exist γ > 1 so that (2) is said to be globally exponentially stable (shortly, GES) if there exist K > 0 and λ ∈ (0, 1) such that
(iii) There exist γ > 1 so that
. (6) (ii) There exist β > 1 and A 2
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It is easy to see that |CD| ≤ |C||D|. For any matrix A ∈ R m×m , the spectral radius of A is denoted by ρ(A) = max{|z| : z ∈ σ (A)}, where σ (A) := {z ∈ C : det(zI m − A) = 0} is the set of all eigenvalues of A. A norm . on R m is said to be mono-
is an eigenvalue of M and there
THEOREM 3.2. Suppose there exist A(·)
By in
|x(n)
By th for a St Cons for a 2 . (7) (iii) There exists γ > 1 so that DEFINITION 3.1. The zero solution of (2) is said to be globally exponentially stable (shortly, GES) if there exist K > 0 and λ ∈ (0, 1) such that
THEOREM 3.2. Suppose there exist A(·)
(iii) There exist γ > 1 so that 
exists and is nonnegative if and only if t > ρ(M).
. Then the following tements are equivalent:
Explicit criteria for exponential stability nsider a nonlinear Volterra difference equation of the form
ere
are given functions such that F(n, 0) = 0 for all n ∈ Z + and n, k, 0) = 0 for n ≥ k, n, k ∈ Z + (i.e. ξ = 0 is an equilibrium int of the equation (2)). For given n 0 ∈ Z + , denote S n 0 the set of all functions ϕ(·) :
Clearly, for fixed n 0 ∈ Z + and given ϕ ∈ S n 0 , (2) a unique solution satisfying the initial condition
is solution is denoted by x(·, n 0 , ϕ).
The zero solution of (2) is said to be globy exponentially stable (shortly, GES) if there exist K > 0 and (0, 1) such that n−n 0 REMARK 3.3. Roughly speaking, (5) means that (2) is "bounded above" by the linear equation
Let us define λ := α −1 and u(n) := Mλ n−n 0 p, n ∈ Z. From (3) and (10), it follows that
On the other hand, as shown in the proof of Theorem 3.2, any one of conditions (6) (7) (8) , ensures that (9) is GES. Therefore, Theorem 3.2 states that if (2) is "bounded above" by the linear Volterra equation (9) and (9) is GES (one of conditions (6) (7) (8) , holds) then the zero solution of (2) is also GES.
Step 1. We show that
Clearly, for fixed n 0 ∈ Z + and given ϕ ∈ S n 0 , (2) s a unique solution satisfying the initial condition
The zero solution of (2) is said to be globly exponentially stable (shortly, GES) if there exist K > 0 and
It is worth noticing that Stability of nonlinear Volterra equations bstract. Using a novel approach, we present some new explicit criteria for global exponential stability of the zero solution of general nlinear time-varying Volterra difference equations. Furthermore, an explicit stability bound for equations subject to nonlinear time-varying rturbations is given. Finally, the obtained results are used to study uniform attraction of equilibrium of discrete-time bidirectional associative emory (BAM) neural networks. Some illustrative examples are given.
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In general, problems of global exponential stability of timerying Volterra difference equations are very hard even those linear time-varying Volterra equations. Most of existing revarying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
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The following theorem follows from Theorem
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Explicit criteria for exponential sta
Consider a nonlinear Volterra difference equation (2)).
For given n 0 ∈ Z + , denote S n 0 the set of all fu
Clearly, for fixed n 0 ∈ Z + and given has a unique solution satisfying the initial condit
This solution is denoted by x(·, n 0 , ϕ). DEFINITION 3.1. The zero solution of (2) is sa ally exponentially stable (shortly, GES) if there ex λ ∈ (0, 1) such that
We are now in the position to prove the main paper.
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On the other hand, as shown in the proof of Theorem 3.2 one of conditions (6), (7) (8), ensures that (9) is GES. T fore, Theorem 3.2 says that if (2) is "bounded above" b linear Volterra equation (9) and (9) is GES (one of condi (6), (7), (8) holds) then the zero solution of (2) 
is GES too
Proof. We first prove that the zero solution of (2) is GES vided (i) holds. The proof consists of two steps.
Let us define λ := α −1 and u(n) := Mλ n−n 0 p, n ∈ Z. Fro and (10), it follows that 
It is worth noticing that
}, for each y, for fixed n 0 ∈ Z + and given ϕ ∈ S n 0 , (2) on satisfying the initial condition
oted by x(·, n 0 , ϕ).
. The zero solution of (2) is said to be glob- (2) is "bounded above" by the linear equation
arly, for fixed n 0 ∈ Z + and given ϕ ∈ S n 0 , (2) ution satisfying the initial condition
denoted by x(·, n 0 , ϕ).
3.1. The zero solution of (2) is said to be globly stable (shortly, GES) if there exist K > 0 and hat REMARK 3.3. Roughly speaking, (5) means that (2) is "bounded above" by the linear equation
Introduction
Volterra difference equations have been widely used in the modeling of processes in continuous mechanics and biomechanics, problems of control and estimations and some schemes of numerical solutions of integral and integrodifferential equations, see e.g. [2] , [7] , [12] , [16] - [19] . Problems of stability of Volterra difference equations have attracted much attention from researchers, during the last twenty years, see e.g. [1] , [4] - [13] , [15] , [21] - [23] and references therein. Many various methods have been used to investigate stability of Volterra difference equations such as Lyapunov functions, Z transform, comparison theorems, topological methods, fixed point theorems, etc (see e.g. [7] , [10] , [15] , [23] ).
In particular, the first significant result on exponential stability of Volterra difference equations is due to Elaydi and Murakami, see [8] . Roughly speaking, Elaydi and Murakami showed that even to the simplest Volterra difference equations (namely, linear time-invariant Volterra difference equations of convolution type), the exponential stability is "stronger" than the uniform asymptotic stability. More precisely, a linear timevarying Volterra difference equations. Furtherm an explicit stability bound for equations subje time-varying perturbations. Finally, the obtai applied to study uniform attraction of equilibri time bidirectional associative memory neural n illustrative examples are given.
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In this section, we present notation and some sults which will be of use in what follows. L of all real numbers and let N be the set of a bers. For any
Let n, l, q be positiv equalities between real matrices and vectors wil componentwise, i.e. for two real l × q-matrice
From (3) and (10), it follows that
exists and is nonnegative if and only if t > ρ(M).
The zero solution of (2) is said to be globy exponentially stable (shortly, GES) if there exist K > 0 and REMARK 3.3. Roughly speaking, (5) means that (2) is "bounded above" by the linear equation
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It is worth noticing that (3) and (10), it follows that
By induction, we can show that
By the monotonicity of vector norms, it follows that
Step II: We show that (4) holds. Consider the linear Volterra equation (9) . By Step I, we have for any ϕ ∈ S n 0 , ϕ n 0 ≤ 1, (3) and (10), it follows that
Step II: We show that (4) holds. Consider the linear Volterra equation (9) . By Step I, we have for any ϕ ∈ S n 0 , ϕ n 0 ≤ 1,
By induction, we can show that r all n ∈ Z + and s an equilibrium l functions ϕ(·) :
s said to be globexist K > 0 and (4) ain result of this
solution of (2) is holds: at
such that (3) and (10), it follows that
ticing that
, we can show that
tonicity of vector norms, it follows that
show that (4) holds. linear Volterra equation (9) . By
Step I, we have
By the monotonicity of vector norms, it follows that (3) and (10), it follows that
exists and is nonnegative if and only if t > ρ(M).
Explicit criteria for exponential stability
Then the zero solution of (2) is GES provided one of the following conditions holds: (i) There exist α > 1 and p ∈ R m + , p 0 so that
REMARK 3.3. Roughly speaking, (5) means that (2) "bounded above" by the linear equation
On the other hand, as shown in the proof of Theorem 3.2, a one of conditions (6), (7) (8), ensures that (9) is GES. The fore, Theorem 3.2 says that if (2) is "bounded above" by t linear Volterra equation (9) and (9) is GES (one of conditio (6), (7), (8) holds) then the zero solution of (2) is GES too.
Proof. We first prove that the zero solution of (2) is GES pr vided (i) holds. The proof consists of two steps.
Let us define λ := α −1 and u(n) := Mλ n−n 0 p, n ∈ Z. From ( and (10), it follows that
(1
It is worth noticing that
Step II: We show that (4) holds. Consider the linear Volterra equation (9) . By Step I, we ha for any ϕ ∈ S n 0 , ϕ n 0 ≤ 1,
Step 2. We show that (4) holds. Consider the linear Volterra equation (9) . By Step 1, we have for any φ 2
exists and is nonnegative if and only if t > ρ(M).
Explicit criteria for exponential stability
Roughly speaking, (5) means that (2) is "bounded above" by the linear equation
, where K := Mkpk. By the linearity of (9),
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where K := M p . By the linearity of (9),
of (15) with the initial value function ϕ(·) . By a similar argument as in
Step II of the proof of (i), we get
Therefore, the zero solution of (2) is GES. This completes the proof.
For given γ > 1, let us denote
In particular, the following follows from Theorem 3.2. (2) , for all n ¸ n 0 , φ 2
exists and is nonnegative if and only if t > ρ(M).
Explicit criteria for exponential stability
(1 It is worth noticing that
Therefore,
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of (15) with the initial value function ϕ(·) . By argument as in
Therefore, the zero solution of (2) is GES. This com proof.
In particular, the following follows from Theorem 3
Stability of nonlinear Volterra equations p . By the linearity of (9), (15) with the initial value function ϕ(·) . By a similar argument as in Step II of the proof of (i), we get
In particular, the following follows from Theorem 3.2. 
such that (12) For given φ 2
exists and is nonnegative if and only if t > ρ(M).
Explicit criteria for exponential stability
Stability of nonlinear Volterra equations
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By induction, we have
By the monotonicity of vector norms,
Thus, (4) follows from (12) and (13). Hence, the zero solution of (2) is GES.
Next, we show that (ii) implies (i). Since
for some η > 1. Let β be as in (ii) and let α 0 := min{β , η}. Clearly, α 0 > 1 and
Thus, (i) holds. Finally, it remains to show that the zero solution of (2) is GES provided (iii) holds. From (8) , it follows that
. Thus, the zero solution of the scalar difference equation
is GES, by (ii). Fix ϕ ∈ S n 0 . Let x(·) := x(·, n 0 , ϕ) be the solution of (2) By induction, we have Therefore,
is GES, by (ii). Fix ϕ ∈ S n 0 . Let x(·) := x(·, n 0 , ϕ) be the solution of (2) .
By the monotonicity of vector norms, Therefore,
is GES, by (ii). Fix ϕ ∈ S n 0 . Let x(·) := x(·, n 0 , ϕ) be the solution of (2) . (13) Thus, (4) follows from (12) and (13) . Hence, the zero solution of (2) 
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Preliminaries
The set of all nonnegative l × q-matrices is denoted by R l×q + . The identity m × mmatrix will be denoted by I m . If x = (x 1 , x 2 , ..., x m ) T ∈ R m and P = (p i j ) ∈ R l×q we define |x| = (|x i |) and |P| = (|p i j |). It is easy to see that |CD| ≤ |C||D|. For any matrix A ∈ R m×m , the spectral radius of A is denoted by ρ(A) = max{|z| :
The next theorem summarizes some basic properties of nonnegative matrices which will be used in what follows. 
Stability of nonlinear Volterra equations
Preliminaries
The next theorem summarizes some basic properties of nonnegative matrices which will be used in what follows. Therefore,
Next, we show that (ii) implies (i). Since
is GES, by (ii). Fix ϕ ∈ S n 0 . Let x(·) := x(·, n 0 , ϕ) be the solution of (2) , (14) for some η > 1. Let β be as in (ii) and let α 0 := min{β, η}. Clearly, α 0 > 1 and
Thus, (4) follows from (12) and (13). Hence, the zero of (2) is GES.
for some η > 1. Let β be as in (ii) and let α 0 := min Clearly, α 0 > 1 and
Thus, (i) holds. Finally, it remains to show that the zero solution o GES provided (iii) holds. From (8) , it follows that ∑ n k=0 B(n, k) γ n−k < a, ∀n ∈ Z + , for some a ∈ [0, 1 the zero solution of the scalar difference equation
Thus, (i) holds. Finally, it remains to show that the zero solution of (2) is GES provided (iii) holds. From (8) , it follows that A(n) + ∑ n k=0 B(n, k) γ n−k < a, ∀n ∈ Z + , for some a ∈ [0, 1). Thus, the zero solution of the scalar difference equation
is GES, by (ii). Fix ϕ ∈ S n 0 . Let x(·) := x(·, n 0 , ϕ) be the solution of (2)- (3) and let z(·) := z(·, n 0 , ϕ(·) ) be the solution argument as in St Therefore, the zer proof.
We illustrate th EXAMPLE 3.5. ence equation
is GES, by (ii). Fix ϕ ∈ S n 0 . Let x(·) := x(·, n 0 , ϕ) be the solution of (2) 
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In particular, the first significant result on exponential stability of Volterra difference equations is due to Elaydi and Murakami, see [8] . Roughly speaking, Elaydi and Murakami showed that even to the simplest Volterra difference equations (namely, linear time-invariant Volterra difference equations of convolution type), the exponential stability is "stronger" than the uniform asymptotic stability. More precisely, a linear timeinvariant Volterra difference equation of convolution type is exponentially stable if and only if it is uniformly asymptotically stable and its kernel exponentially decays, see [8] . For further and updated information on stability of linear time-invariant Volterra difference equations, we refer to the recent survey pavarying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
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The set of all nonnegative l × q-matrices is denoted by R where K := M p . By the linearity of (9),
Next, we show that (ii) implies (i). Since
is GES, by (ii). Fix ϕ ∈ S n 0 . Let x(·) := x(·, n 0 , ϕ) be the solution of (2) where K := M p . By the linearity of (9),
is GES, by (ii). Fix ϕ ∈ S n 0 . Let x(·) := x(·, n 0 , ϕ) be the solution of (2) The following theorem follows from Theorem 2.1.
. Then the foll statements are equivalent:
Explicit criteria for exponential stability
Consider a nonlinear Volterra difference equation of the
is an equili point of the equation (2)).
For given n 0 ∈ Z + , denote S n 0 the set of all functions
Clearly, for fixed n 0 ∈ Z + and given ϕ ∈ S has a unique solution satisfying the initial condition
This solution is denoted by x(·, n 0 , ϕ). (15) with the initial value function ϕ(·) . By a similar argument as in Step II of the proof of (i), we get
, by continuity of the spectral radius, see [3] . Note
Therefore, (ii) of Theorem 3.4 holds and the zero solution of (2) is GES.
We illustrate the obtained results by a couple of examples. EXAMPLE 3.5. Consider a scalar nonlinear Volterra difference equation
where 0 < a < 1 and n ∈ Z + . Let
where n, k ∈ Z + , n ≥ k and x ∈ R. Since
for
□
For given γ > 1, let us denote near Volterra equations
e n of (15) with the initial value function ϕ(·) . By a similar argument as in
he n of (15) with the initial value function ϕ(·) . By a similar argument as in
A.
he on of (15) with the initial value function ϕ(·) . By a similar argument as in
near Volterra equations
In particular, the following follows from Theorem 3.2.
Theorem 3.4. Suppose there exist A 2
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Let n, l, q be positive integers. Inqualities between real matrices and vectors will be understood omponentwise, i.e. for two real l × q-matrices A = (a i j ) and [1,m] |x i |), is monotonic. Note that x = |x| , ∀x ∈ R m , for any monotonic norm.
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Introduction
Preliminaries
If
where D(2) , ...}, then the zero solution of (22) remains GES.
Proof. By (17) and (23), it follows that
Invoking (24) and
and then the zero solution of the perturbed equation (22) is GES by Theorem 3.4.
By the Perron-Frobenius Theorem (Theorem 2.1 (i)), there exists x ∈ R m + , x = 0, such that
or equivalently,
Let (22) remains GES whenever the size of (∆ F , ∆ G ) is strictly less than η.
Let
and H(1) −1 exist and are nonnegative, by Theorem 1.1 (ii). From (26), it follows that
Stability of nonlinear Volterra eq of the form (22) remains GES whenever the size of (∆ F , ∆ G ) is strictly less than η.
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However, this
If sup n∈Z + n 0 ∈ Z + such tiplying both Stability of nonlinear Volterra equations stract. Using a novel approach, we present some new explicit criteria for global exponential stability of the zero solution of general nlinear time-varying Volterra difference equations. Furthermore, an explicit stability bound for equations subject to nonlinear time-varying rturbations is given. Finally, the obtained results are used to study uniform attraction of equilibrium of discrete-time bidirectional associative emory (BAM) neural networks. Some illustrative examples are given.
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The set of all nonnegative l × q-matrices is denoted by R (22) remains GES whenever the size of (∆ F , ∆ G ) is strictly less than η.
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Let 
Since ε > 0 is arbitrary, we derive 
Let n, l, q be positive integers. Inequalities between real matrices and vectors will be understood componentwise, i.e. for two real l × q-matrices A = (a i j ) and B = (b i j ), the inequality A ≥ B means a i j ≥ b i j for i ∈ Z [1,l] , j ∈ Z [1,q] . In particular, if a i j > b i j for i ∈ Z [1,l] , j ∈ Z [1,q] , then we write A B instead of A ≥ B. The set of all nonnegative l × q-matrices is denoted by R [1,m] |x i |), is monotonic. Note that x = |x| , ∀x ∈ R m , for any monotonic norm. Throughout this paper, the norm of vectors is assumed to be monotonic and the norm M of a matrix M ∈ R l×q is always understood as the operator norm defined by M = max y =1 My , where R l and R q are provided with some monotonic vector norms. Recall that ρ(M) ≤ M for any matrix norm, see e.g. [7] , and the operator norm · has the following monotonicity property, see e.g. [14] ,
Taking norms both sides of the last equation, we have
On the other hand, the resolvent identity gives
However, this conflicts with (25). If sup n∈Z + E(n)x > E 0 x , then for given ε > 0, there is n 0 ∈ Z + such that E(n 0 )x > sup n∈Z + E(n)x − ε > 0. Multiplying both sides of (27) from the left by E(n 0 ), we get
Taking norms, we get rra equations
king norms both sides of the last equation, we have
he other hand, the resolvent identity gives
ever, this conflicts with (25).
Muling both sides of (27) from the left by E(n 0 ), we get
ng norms, we get
of the last equation, we have
lvent identity gives
.
Taking norms both sides of the last equation, we have ra equations
ing norms both sides of the last equation, we have
e other hand, the resolvent identity gives
ver, this conflicts with (25).
Mulg both sides of (27) from the left by E(n 0 ), we get 
st equation, we have
ntity gives
It follows from (28)
n for given ε > 0, there is
This implies
onlinear Volterra equations
(k) , := (22) and (n) + k) + f the Since e, so con-≥ 1. there
However, this conflicts with (25). If sup n∈Z + E(n)x > E 0 x , then for given ε > 0, there is n 0 ∈ Z + such that E(n 0 )x > sup n∈Z + E(n)x −ε > 0. Multiplying both sides of (27) from the left by E(n 0 ), we get
nlinear Volterra equations
(k) , := (22) and (n) + ) + f the ince e, so con-≥ 1. there
G (k) , := f (22) ) and (n) + (k) + f the Since ve, so e con-≥ 1. there
, or equivalently, ear Volterra equations
However, this conflicts with (25).
Multiplying both sides of (27) from the left by E(n 0 ), we get
On the other hand, the resolvent identity gives near Volterra equations
d + + he ce so n-1. re
Multiplying both sides of (27) from the left by E(n 0 ), we get 
the other hand, the resolvent identity gives
wever, this conflicts with (25).
Mullying both sides of (27) from the left by E(n 0 ), we get
If sup n 2
ponentially stable if and only if it is uniformly asymptotically stable and its kernel exponentially decays, see [8] . For further and updated information on stability of linear time-invariant Volterra difference equations, we refer to the recent survey paper [10] .
In this paper, we present a new approach to global exponential stability of nonlinear time-varying Volterra difference equations. Our approach is based on the celebrated PerronFrobenius theorem and the comparison principle. Consequently, we get some new explicit criteria for global exponential stability of the zero solution of general nonlinear timeeasy to see that |CD| ≤ |C||D|. For any matrix A ∈ R m×m , the spectral radius of A is denoted by ρ(A) = max{|z| : z ∈ σ (A)}, where σ (A) := {z ∈ C : det(zI m − A) = 0} is the set of all eigenvalues of A. A norm . on R m is said to be monotonic if |x| ≤ |y| implies x ≤ y for all x, y ∈ R m . Every p- [1,m] |x i |), is monotonic. Note that x = |x| , ∀x ∈ R m , for any monotonic norm. Throughout this paper, the norm of vectors is assumed to be monotonic and the norm M of a matrix M ∈ R l×q is always understood as the operator norm defined by M = max y =1 My , where R l and R q are provided with some monotonic vector norms. Recall that ρ(M) ≤ M for any matrix norm, see e.g. [7] , and the operator norm · has the following monotonicity property, see e.g. [14] ,
is an eigenvalue of M and there 1 + kE(n)xk > kE 0 xk, then for given ε > 0, there is n 0 2 f numerical solutions of integral and integroequations, see e.g. [2] , [7] , [12] , [16] - [19] . s of stability of Volterra difference equations have uch attention from researchers, during the last rs, see e.g. [1] , [4] - [13] , [15] , [21] - [23] and referin. Many various methods have been used to invesility of Volterra difference equations such as Lyations, Z transform, comparison theorems, topologis, fixed point theorems, etc (see e.g. [7] , [10] , [15] , ular, the first significant result on exponential staolterra difference equations is due to Elaydi and , see [8] . Roughly speaking, Elaydi and Murakami t even to the simplest Volterra difference equations near time-invariant Volterra difference equations of n type), the exponential stability is "stronger" than asymptotic stability. More precisely, a linear timeolterra difference equation of convolution type is exstable if and only if it is uniformly asymptotically its kernel exponentially decays, see [8] . For further d information on stability of linear time-invariant fference equations, we refer to the recent survey paal, problems of global exponential stability of timelterra difference equations are very hard even those me-varying Volterra equations. Most of existing reliterature are derived by the method of Lyapunov nd they are not easy to use. Some sufficient conexponential stability of linear time-varying Volterra equations can be found in [5] , [10] , [15] . To the best ledge, there are not many explicit criteria for global l stability of nonlinear time-varying Volterra differions in the literature. In particular, several abstract exponential stability of some nonlinear Volterra difations can be found in [5] , [15] , [22] . aper, we present a new approach to global expobility of nonlinear time-varying Volterra difference Our approach is based on the celebrated Perrontheorem and the comparison principle. Consee get some new explicit criteria for global expoility of the zero solution of general nonlinear timetime bidirectional associative memory neural networks. Some illustrative examples are given.
Preliminaries
Let n, l, q be positive integers. Inequalities between real matrices and vectors will be understood componentwise, i.e. for two real l × q-matrices A = (a i j ) and B = (b i j ), the inequality A ≥ B means a i j ≥ b i j for i ∈ Z [1,l] , j ∈ Z [1,q] . In particular, if a i j > b i j for i ∈ Z [1,l] , j ∈ Z [1,q] , then we write A B instead of A ≥ B. The set of all nonnegative l × q-matrices is denoted by R l×q + . The identity m × mmatrix will be denoted by I m . If x = (x 1 , x 2 , . .., x m ) T ∈ R m and P = (p i j ) ∈ R l×q we define |x| = (|x i |) and |P| = (|p i j |). It is easy to see that |CD| ≤ |C||D|. For any matrix A ∈ R m×m , the spectral radius of A is denoted by ρ(A) = max{|z| : z ∈ σ (A)}, where σ (A) := {z ∈ C : det(zI m − A) = 0} is the set of all eigenvalues of A. A norm . on R m is said to be monotonic if |x| ≤ |y| implies x ≤ y for all x, y ∈ R m . Every p- [1,m] |x i |), is monotonic. Note that x = |x| , ∀x ∈ R m , for any monotonic norm. Throughout this paper, the norm of vectors is assumed to be monotonic and the norm M of a matrix M ∈ R l×q is always understood as the operator norm defined by M = max y =1 My , where R l and R q are provided with some monotonic vector norms. Recall that ρ(M) ≤ M for any matrix norm, see e.g. [7] , and the operator norm · has the following monotonicity property, see e.g. [14] ,
(1) The next theorem summarizes some basic properties of nonnegative matrices which will be used in what follows. invariant Volterra difference equation of convolution type is exponentially stable if and only if it is uniformly asymptotically stable and its kernel exponentially decays, see [8] . For further and updated information on stability of linear time-invariant Volterra difference equations, we refer to the recent survey paper [10] .
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, or equivalently,
∈ (0, 2/3] and a ∈ (0, 1).
An application
In this section, we apply the obtained results to study uniform attraction of equilibrium of discrete-time bidirectional associative memory (BAM) neural networks, see e.g. [18] , [24] . Consider a discrete-time BAM neural network with infinite delay in R 2 described by
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Introduction
Preliminaries
In this section, we present notation and some preliminary results which will be of use in what follows. Let R be the set of all real numbers and let N be the set of all natural numbers. For any k 1 , k 2 ∈ Z, k 1 ≤ k 2 , let Z [k 1 ,k 2 ] be the set of all integers in the interval [k 1 , k 2 ]. Set Z + := N ∪ {0} and Z − := {−k : k ∈ Z + }. Let n, l, q be positive integers. Inequalities between real matrices and vectors will be understood componentwise, i.e. for two real l × q-matrices A = (a i j ) and B = (b i j ), the inequality A ≥ B means a i j ≥ b i j for i ∈ Z [1,l] , j ∈ Z [1,q] . In particular, if a i j > b i j for i ∈ Z [1,l] , j ∈ Z [1,q] , then we write A B instead of A ≥ B. The set of all nonnegative l × q-matrices is denoted by R [1,m] |x i |), is monotonic. Note that x = |x| , ∀x ∈ R m , for any monotonic norm. Throughout this paper, the norm of vectors is assumed to be monotonic and the norm M of a matrix M ∈ R l×q is always understood as the operator norm defined by M = max y =1 My , where R l and R q are provided with some monotonic vector norms. Recall that ρ(M) ≤ M for any matrix norm, see e.g. [7] , and the operator norm · has the following monotonicity property, see e.g. [14] ,
(1) The next theorem summarizes some basic properties of nonnegative matrices which will be used in what follows. Stability of nonlinear Volterra equations sing a novel approach, we present some new explicit criteria for global exponential stability of the zero solution of general e-varying Volterra difference equations. Furthermore, an explicit stability bound for equations subject to nonlinear time-varying is given. Finally, the obtained results are used to study uniform attraction of equilibrium of discrete-time bidirectional associative M) neural networks. Some illustrative examples are given.
Global exponential stability, Volterra equations uction ference equations have been widely used in the f processes in continuous mechanics and biomeroblems of control and estimations and some f numerical solutions of integral and integroequations, see e.g. [2] , [7] , [12] , [16] - [19] .
of stability of Volterra difference equations have uch attention from researchers, during the last s, see e.g. [1] , [4] - [13] , [15] , [21] - [23] and refern. Many various methods have been used to invesity of Volterra difference equations such as Lyations, Z transform, comparison theorems, topologi-, fixed point theorems, etc (see e.g. [7] , [10] , [15] , lar, the first significant result on exponential stalterra difference equations is due to Elaydi and see [8] . Roughly speaking, Elaydi and Murakami t even to the simplest Volterra difference equations ear time-invariant Volterra difference equations of type), the exponential stability is "stronger" than asymptotic stability. More precisely, a linear timelterra difference equation of convolution type is exstable if and only if it is uniformly asymptotically ts kernel exponentially decays, see [8] . For further information on stability of linear time-invariant ference equations, we refer to the recent survey pal, problems of global exponential stability of timeterra difference equations are very hard even those e-varying Volterra equations. Most of existing reliterature are derived by the method of Lyapunov nd they are not easy to use. Some sufficient conxponential stability of linear time-varying Volterra quations can be found in [5] , [10] , [15] . To the best ledge, there are not many explicit criteria for global stability of nonlinear time-varying Volterra differons in the literature. In particular, several abstract xponential stability of some nonlinear Volterra difations can be found in [5] , [15] , [22] . aper, we present a new approach to global expoility of nonlinear time-varying Volterra difference Our approach is based on the celebrated Perrontheorem and the comparison principle. Conseget some new explicit criteria for global expoility of the zero solution of general nonlinear timevarying Volterra difference equations. Furthermore, we derive an explicit stability bound for equations subject to nonlinear time-varying perturbations. Finally, the obtained results are applied to study uniform attraction of equilibrium of discretetime bidirectional associative memory neural networks. Some illustrative examples are given.
Introduction
In this paper, we present a new approach to global exponential stability of nonlinear time-varying Volterra difference equations. Our approach is based on the celebrated PerronFrobenius theorem and the comparison principle. Consequently, we get some new explicit criteria for global exponential stability of the zero solution of general nonlinear timevarying Volterra difference equations. Furthermore, an explicit stability bound for equations subject to time-varying perturbations. Finally, the obtained r applied to study uniform attraction of equilibrium o time bidirectional associative memory neural netwo illustrative examples are given.
Preliminaries
In this section, we present notation and some prelim sults which will be of use in what follows. Let R of all real numbers and let N be the set of all nat bers. For any [1,m] |x i |), is monotonic. Note t |x| , ∀x ∈ R m , for any monotonic norm. Throughout this paper, the norm of vectors is a be monotonic and the norm M of a matrix M always understood as the operator norm defined b max y =1 My , where R l and R q are provided w monotonic vector norms. Recall that ρ(M) ≤ M fo trix norm, see e.g. [7] , and the operator norm · following monotonicity property, see e.g. [14] , P ∈ R l×q , Q ∈ R + 1) = F n, x(n) + F n, x(n) 
An application
Introduction
In general, problems of global exponential stability of timevarying Volterra difference equations are very hard even those of linear time-varying Volterra equations. Most of existing results in the literature are derived by the method of Lyapunov functions and they are not easy to use. Some sufficient conditions for exponential stability of linear time-varying Volterra difference equations can be found in [5] , [10] , [15] . To the best varying Volterra difference equations. Furthermore, we de an explicit stability bound for equations subject to nonlin time-varying perturbations. Finally, the obtained results applied to study uniform attraction of equilibrium of discr time bidirectional associative memory neural networks. So illustrative examples are given.
Preliminaries
In this section, we present notation and some preliminary sults which will be of use in what follows. Let R be the of all real numbers and let N be the set of all natural nu bers. For any k 1 , k 2 ∈ Z, k 1 ≤ k 2 , let Z [k 1 ,k 2 ] be the se all integers in the interval [k 1 , k 2 ]. Set Z + := N ∪ {0} Z − := {−k : k ∈ Z + }. Let n, l, q be positive integers. equalities between real matrices and vectors will be underst componentwise, i.e. for two real l × q-matrices A = (a i j ) B = (b i j ), the inequality A ≥ B means a i j ≥ b i j for i ∈ Z [1,l] , Z [1,q] . In particular, if a i j > b i j for i ∈ Z [1,l] , j ∈ Z [1,q] , t we write A B instead of A ≥ B. The set of all nonne tive l × q-matrices is denoted by R 
Introduction
In general, problems of global exponential stability of timevarying Volterra difference equations are very hard even those of linear time-varying Volterra equations. Most of existing results in the literature are derived by the method of Lyapunov functions and they are not easy to use. Some sufficient conditions for exponential stability of linear time-varying Volterra difference equations can be found in [5] , [10] , [15] . To the best varying Volterra difference equations. an explicit stability bound for equatio time-varying perturbations. Finally, applied to study uniform attraction of time bidirectional associative memory illustrative examples are given.
Preliminaries
In this section, we present notation an sults which will be of use in what fo of all real numbers and let N be the bers. For any k 1 , k 2 ∈ Z, k 1 ≤ k 2 , l all integers in the interval [k 1 , k 2 ]. S Z − := {−k : k ∈ Z + }. Let n, l, q be equalities between real matrices and ve componentwise, i.e. for two real l × q B = (b i j ), the inequality A ≥ B means a Z [1,q] . In particular, if a i j > b i j for i we write A B instead of A ≥ B. T tive l × q-matrices is denoted by R . An application this section, we apply the obtained results to study uniform ttraction of equilibrium of discrete-time bidirectional associave memory (BAM) neural networks, see e.g. [18] , [24] .
Consider a discrete-time BAM neural network with infinite elay in R 2 described by x 1 (n + 1) = a 1 (n)x 1 (n)
(H 2 ) There exist c i , ∈ R + , i ∈ {1, 2} such that | f i (x) − f i (y)| ≤ c i |x − y|, i ∈ {1, 2}, for all x, y ∈ R; (H 3 ) (g i (n)) n ∈ l γ (R), for some γ > 1, i ∈ {1, 2}. Suppose x * := (x * 1 , x * 2 ) T ∈ R 2 is an equilibrium of the BAM neural network (33). That is,         
where F(·, ·) and G(·, ·, ·) are given by 
An application
nd G(·, ·, ·) are given by 
, k ∈ Z + , n ≥ k. 4.1, the zero solution of (30) is GES provided 
ication
, we apply the obtained results to study uniform quilibrium of discrete-time bidirectional associa-BAM) neural networks, see e.g. [18] , [24] . discrete-time BAM neural network with infinite scribed by
(H 2 ) There exist c i , ∈ R + , i ∈ {1, 2} such that | f i (x) − f i (y)| ≤ c i |x − y|, i ∈ {1, 2}, for all x, y ∈ R;
(H 3 ) (g i (n)) n ∈ l γ (R), for some γ > 1, i ∈ {1, 2}.
Suppose x * := (x * 1 , x * 2 ) T ∈ R 2 is an equilibrium of the BAM neural network (33). That is,         
Bull. Pol. Ac.: Tech. XX(Y) 2016 
2a k (3k + 1)(3k + 4) ∈ (0, 2/3] and a ∈ (0, 1).
ation
we apply the obtained results to study uniform uilibrium of discrete-time bidirectional associa-AM) neural networks, see e.g. [18] , [24] . iscrete-time BAM neural network with infinite cribed by
and G(·, ·, ·) are given by 
n, k ∈ Z + , n ≥ k. 
lication
, we apply the obtained results to study uniform quilibrium of discrete-time bidirectional associa-(BAM) neural networks, see e.g. [18] , [24] . discrete-time BAM neural network with infinite escribed by a 1 (n)x 1 (n)
