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Abstract
In this paper, we are concerned with a system of nonlinear partial differential equations modeling a
predator–prey system in heterogeneous habitats. Preys are assumed to follow a logistic growth in the
absence of predation, and predators are assumed to feed on preys with a Holling type II functional
response to prey density. Also, interactions between predators are modelized by the statement of a
food pyramid condition. Assuming no-flux boundary conditions and L1 data, we prove the existence
of at least one weak solution.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
This work is concerned with the mathematical analysis of a predator–prey system in a
heterogeneous spatial domain. We are interested to a n-predator × m-prey system with
logistic growth for the prey populations and a Holling type II functional response to
predation.
Let us first consider a system with one predator of density u(t) and one prey of density
v(t), ignoring spatial considerations. Let r > 0 be the natural growth rate, k|v|σ−1 (k > 0,
σ > 1) be the additional density-dependent mortality rate of the prey population, and let
−a (a > 0) be the natural exponential decay of the predator population. Then, we assume
the predation rate reads pv/(1+ qv) with 1/p the time spent by a predator to catch a prey
and q/p the manipulation time, offering a saturation effect for large densities of preys
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when q > 0; see Rosenzweig and Marc-Arthur [21]. Last, e being the conversion rate from
prey to predator, our model of ordinary differential equations reads for some σ > 1

u′(t)=−au(t)+ e pv(t)1+qv(t)u(t), u(0) > 0,
v′(t)= rv(t)− k|v(t)|σ−1v(t)− pv(t)1+qv(t)u(t), v(0) > 0.
Note that for σ = 2 and q = 0 one retrieves a Lotka–Volterra model with a logistic dynamic
for preys when k > 0. The analysis of these models is well documented for σ = 2, q = 0:
see Hsu et al. [13,14], Cheng [8] and Murray [19].
Let us consider a spatial and bounded domain Ω in RN , N > 1, with boundary ∂Ω . Our
state variables (u, v) are the space- and the time-dependent densities (u(t, x), v(t, x), x ∈
Ω , t ∈ (0, T )) of predators and preys. We assume the spatial habitat to be heterogeneous.
We are led to consider spatially dependent decay rates a(t, x) for predators, growth rates
r(t, x) and density-dependent mortality rates k(t, x)|v|σ−1 for preys. We assume that the
diffusivities Du and Dv are bounded and coercive matrices, and that transport vector fields
Ku and Kv are bounded on (0, T )×Ω . Then, proceeding as in Murray [19], when we have
an external supply f  0 and g  0 the dynamics of the predator–prey system is governed
by the system of semilinear equations

∂tu(t, x)− div(Du(t, x)u(t, x)+ u(t, x)Ku(t, x))
=−a(t, x)u(t, x)+ e(t, x) p(t,x)v(t,x)1+q(t,x)v(t,x)u(t, x)+ f (t, x),
∂t v(t, x)− div(Dv(t, x)v(t, x)+ v(t, x)Kv(t, x))
= r(t, x)v(t, x)− k(t, x)|v(t, x)|σ−1v(t, x)− p(t,x)v(t,x)1+q(t,x)v(t,x)u(t, x)+ g(t, x),
in (0, T )×Ω , together with no-flux boundary conditions on (0, T )× ∂Ω{
(Du(t, x)u(t, x)+ u(t, x)Ku(t, x)) · η(x)= 0,
(Dv(t, x)v(t, x)+ v(t, x)Kv(t, x)) · η(x)= 0, (1)
where η is the outward normal to Ω on ∂Ω , and an initial distribution
u(x,0)= u0(x) 0, v(x,0)= v0(x) 0, x ∈Ω. (2)
Earlier forms of this problem are considered in [11] and [12] with L∞ data. In the
logistic case (σ = 2), this model is considered in [1] where existence results are established
with L∞-data.
We recall that for the case of a single equation, e.g., p = 0, with no advection terms and
under Dirichlet boundary conditions, existence results have been studied for the elliptic
with nonregular data by many authors; see, for instance, [2]. For the corresponding linear
parabolic equation with nonregular data, the existence of a solution is established in [6]
and [7] while uniqueness questions, in the sense of entropic or renormalized formulations,
are considered in [5,20].
Our model that governs the dynamics of a n-predator and m-prey system in a het-
erogeneous spatial domain is the following reaction–diffusion–advection system, for i =
1, . . . ,m and j = 1, . . . , n, in (0, T )×Ω and for some σi > 1:
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

∂t vi(t, x)− div(Dvi (t, x)∇vi(t, x)+ vi(t, x)Kvi (t, x))
= ri(t, x)vi(t, x)− ki(t, x)|ϑ(t, x)|σi−1vi(t, x)
−∑1jn hi,j (t, x, uj , vi)+ fi(t, x),
∂tuj (t, x)− div(Duj (t, x)∇uj (t, x)+ uj (t, x)Kuj (t, x))
=∑1im ei(t, x)hi,j (t, x, uj , vi)−∑j+1kn Ck,j (t, x, uk, uj )
+∑1kj−1 dk,j (t, x)Ck,j (t, x, uk, uj )− aj (t, x)uj (t, x)+ gj (t, x),
(3)
together with no-flux boundary conditions on (0, T )× ∂Ω{
(Dvi (t, x)vi(t, x)+ vi(t, x)Kvi (t, x)) · η(x)= 0,
(Duj (t, x)uj (t, x)+ uj (t, x)Kuj (t, x)) · η(x)= 0. (4)
Last, an initial distribution is assumed at t = 0:






is the total prey population,
hi,j (t, x, u, v)= pi,j (t, x)v1+ qi,j (t, x)v u (7)
is the Holling type II functional response to predation on prey species i from predator
species j and
Ck,j (t, x, u, v)= ck,j (t, x)uv. (8)
In system (3), all functions are nonnegative. Here for i = 1, . . . ,m and j = 1, . . . , n; Dvi ,
Duj , Kvi , Kuj , ri , ki , ei , pi,j , qi,j and aj have similar properties to Dv , Du, Kv , Ku, r ,
k, e, p, q and a. Last, the coefficients ck,j and dk,j describe interactions between predator
species k and j .
Note that for qi,j = 0 and σi = 2, system (3) is still a standard Lotka–Volterra system;
in this case hi,j has similar properties to Ck,j .
When advection is ignored and gj = 0, this model is similar to these in [3] and [9] in




ck,j (t, x)uk +
∑
1kj−1
dk,j (t, x)ck,j (t, x)uk;
such a statement is motivated by the fact that given n species living isolated in a certain
region one may arrange them in an arithmetic sequence and in such a way so that the ith
species may feed on any j th species (j  i) and may not feed on any kth species (k > i).
Consequently, the growth of the ith species should be bounded in terms of the available
food, that is the magnitude of the j th species. This last statement is the content of the food
pyramid condition.
In this work, the basic hypothesis are the food pyramid condition to modelize compe-
tition of n species of predators, a logistic growth for preys and Holling type II functional
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response to modelize interactions between predators and preys. The main difficulty arises
from the fact that we consider nonnegative L1-data, namely
u0j , v
0
i ∈ L1+(Ω) and fi, gj ∈L1+
(
(0, T )×Ω). (9)
2. Notations and assumptions
In this section we give notations and definitions used later on.
2.1. Notations
Let Ω be a bounded, open subset of RN (N  2) with a smooth boundary ∂Ω ; η is
the unit outward normal to Ω on ∂Ω . Next, |Ω | is the N -dimensional Lebesgue measure
of Ω . We denote D+(Ω) the space of nonnegative functions in C∞0 (Ω).













u :Ω → R+ measurable and sup
x∈Ω
∣∣u(x)∣∣<+∞}.
If 1  p  +∞, W 1,p(Ω) is the Sobolev space of functions u on the open set Ω for
which u and ∇u belong to Lp(Ω). If X is a Banach space, a < b and 1  p  +∞,
Lp(a, b;X) denotes the space of all measurable functions u : (a, b)→X such that ‖u(·)‖X
belongs to Lp(a, b).
Next T is a positive number and
QT = (0, T )×Ω, ΣT = (0, T )× ∂Ω.
C1c ([0, T )×Ω) is the set of all C1-functions with compact support in [0, T )×Ω .
Let us recall the definition of truncated function Tγ (z) = min(γ,max(z,−γ )) for
γ ∈ R+; set Sγ (z) =
∫ z
0 Tγ (τ ) dτ . We introduce a function φγ = Tγ+1 − Tγ and we set
Ψγ (z)=
∫ z
0 φγ (τ ) dτ . Note that Tγ and φγ are Lipschitz continuous functions, satisfying
0 |φγ (z)| 1 and |Ψγ (z)| |z| for z ∈ R.
2.2. Assumptions
Let Dα (respectively Kα) denote a generic diffusivity matrix (respectively transport)
defined on QT with values in RN × RN (respectively RN ), where α = vi, uj , for i =
1, . . . ,m and j = 1, . . . , n. Our basic requirement is










and div Kα ∈ L∞(QT ), (12)
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aj , ei, ri and ki ∈L∞+ (QT ), (13)
pi,j , qi,j , ck,j and dk,j ∈L∞+ (QT ). (14)
We assume that there exists a > 0 and km, k0, rm, r0, em such that
Dα(t, x)ξ · ξ  a|ξ |2 a.e. (t, x) ∈QT , ∀ξ ∈ RN, (15)
0 ej (t, x) em, 0< r0  ri(t, x) rm, (16)
0 < k0  ki(t, x) km a.e. (t, x) ∈QT . (17)
3. Main result
In this section we give the definition of a weak solution for nonlinear parabolic systems
of type (3) with no-flux boundary (4) and initial condition (5) with L1 right-hand sides and
initial data. Then, we supply our existence result.
Definition 3.1. Let 1  q < (N + 2)/(N + 1). A weak solution of (3)-(4)-(8) is a set
of nonnegative functions ((uj )1jn, (vi)1im) such that for j = 1, . . . , n, i = 1, . . . ,m
and k = 1, . . . , j − 1, j + 1, . . . , n
uj ∈Lq
(
0, T ;W 1,q(Ω))∩C([0, T ];L1(Ω)),
vi ∈ Lq
(
0, T ;W 1,q(Ω))∩Lσi (0, T ;Lσi (Ω))∩C([0, T ];L1(Ω)),
hi,j (·, ·, uj , vi) ∈L1(QT ),
Ck,j (·, ·, uk, uj ) ∈L1(QT ),
ki(·, ·)ϑσi−1vi ∈L1(QT ),
















Dvi (t, x)∇vi(t, x)+ vi(t, x)Kvi (t, x)







ri (t, x)vi(t, x)− ki(t, x)ϑσi (t, x)
)













fi(t, x)ϕi(t, x) dx dt,






uj (t, x)∂tψj (t, x) dx dt −
∫
Ω







Duj (t, x)∇uj(t, x)+ uj (t, x)Kuj (t, x)



































gj (t, x)ψj (t, x) dx dt.
Theorem 3.1. Assume that (10)–(17) hold. Let u0j , v
0
i ∈ L1+(Ω) and fi, gj ∈ L1+(QT ).
Then, when either one of the following conditions holds for j = 1, . . . , n and i = 1, . . . ,m:
(CN1) Kuj (t, x) · η(x) 0 and Kvi (t, x) · η(x) 0 a.e. (t, x) ∈ΣT ,
(CN2) Kuj (t, x) · η(x) 0 a.e. (t, x) ∈ΣT and σi  2,
system (3)-(4)-(8) has a weak solution.
Condition (CN1) is a standard assumption (see [4,18]) in the context of reaction–
diffusion systems. Next, the coefficient σi = 2 is the natural condition for our motivating
problem: the logistic case.
Remark 3.1. For the one-dimensional space (N = 1), existence of a weak nonnegative
solution belonging to Lq(0, T ;W 1,q(Ω)) for all 1 q < 4/3 can be proved as in [4].
With minor changes one can replace the nonlinear term ki(t, x)|ϑ|σi−1 by∑
1lm |ki,l(t, x) vl |σi−1 provided the set (ki,l)1i,lm satisfies condition (17).
The proof is organized as it follows. First, Section 4 is devoted to an independent
preliminary result which will be used to derive a bound in Lq on the solutions and on their
spatial gradient. Section 5 is devoted to the proof of Theorem 3.1; some a priori estimates
for smooth solutions are also obtained in this section.
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4. A preliminary result
The main idea in the proof of Theorem 3.1 consists in deriving a Lq(0, T ;W 1,q(Ω))
estimate on the solutions, depending only on the L1 norm of the right-hand sides and initial
data. We are ready to state the result of this section.
We note Bγ = {(t, x) ∈QT , γ  |uε(t, x)| γ + 1}.
Lemma 4.1. Let (uε)0<ε1 in L2(0, T ;H 1(Ω)) ∩ L∞(0, T ;L1(Ω)) satisfy: there exists











∣∣∇uε(t, x)∣∣2 dx dt  c. (19)
Let 1  q < (N + 2)/(N + 1). There exists C > 0, depending on β , |Ω |, T and q , such
that





u(t, x) dx and q∗ = Nq
N − q .
Let q  1. We have






Using (18) and Poincaré–Wirtinger’s inequality, there exists c1 > 0 and c2 > 0 such that∫
Ω






























∣∣∇uε(t, x)∣∣q dx dt + c4. (21)
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∣∣∇uε(t, x)∣∣q dx dt. (22)
Then, proceeding as in [6] and [7] applied to (21) and (22) yields (20). ✷
5. Proof of the theorem
The proof is given in four steps. First, a natural extension of nonlinear functions, i.e.,
hi,j ,Ck,j , is made in order to ensure the nonnegativity of solutions. Second, a priori
estimates are obtained on the regularized system. Then compactness results are proved.
Third, the strong convergence of nonlinear terms in L1(QT ) are provided. Finally, we
conclude by passing to the limit on the regularized system.
We introduce functions Fˆ = hˆi,j , Cˆk,j , measurable on QT , continuous with respect
to u and v, for i = 1, . . . ,m, j = 1, . . . , n and k = 1, . . . , j − 1, j + 1, . . . ,m:
Fˆ (t, x, u, v)=


F(t, x,u, v) if u 0, v  0,
F(t, x,u,0) if u 0, v < 0,
F(t, x,0, v) if u < 0, v  0,
F(t, x,0,0) if u < 0, v < 0.
We are concerned with system (3)-(4)-(8) where hi,j and Ck,j are replaced by hˆi,j and
Cˆk,j . We introduce the following smooth approximations of the data u0j , v
0
i and fi, gj ; let
Zε = fi,ε, gj,ε and Z0ε = u0j,ε, v0i,ε be such that

Zε ∈ D+((0, T )×Ω), Z0ε ∈ D+(Ω) and such that for 0 < ε  1
‖Zε‖L1(QT )  ‖Z‖L1(QT ), Zε → Z in L1(QT ), as ε→ 0,
‖Z0ε‖L1(Ω)  ‖Z0‖L1(Ω), Z0ε → Z0 in L1(Ω), as ε→ 0;
(23)
here Z = fi, gj and Z0 = u0j , v0i . Then, classical results (see [15,16] and [23]) provide the
existence of (uj,ε, vi,ε)0<ε1, with uj,ε ∈L2(0, T ;H 1(Ω))∩C([0, T ];L2(Ω)) and vi,ε ∈
L2(0, T ;H 1(Ω))∩Lσi (QT )∩C([0, T ];L2(Ω)), and ∂tuj,ε, ∂tvi,ε ∈ L2(0, T ; (H 1(Ω))′),
solutions of (3)-(4)-(8) where u0j , v
0




i,ε, fi,ε, gj,ε , respec-
tively.
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Let λ > 0 satisfies

λ− ri (t, x) 0 a.e. x ∈Ω and t ∈ (0, T ),
λ− ri (t, x)− div(Kvi (t, x)) 0 a.e. x ∈Ω and t ∈ (0, T ),
λ− div(Kuj (t, x)) 0 a.e. x ∈Ω and t ∈ (0, T ).
(24)
In the sequel, we will often write hˆi,j (·, ·, u, v) = hˆi,j (u, v), Cˆk,j (·, ·, u, v) = Cˆk,j (u, v)
and omit variables (t, x) when no confusion can arise.
We set uj,ε = eλt u˜j,ε , vi,ε = eλt v˜i,ε and ri,λ(v˜i,ε) = e(σi−1)λtki |ϑ˜ε|σi−1v˜i,ε where




















































































e−λtgj,εψj dx dt. (26)
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5.1. Nonnegativity
Lemma 5.1. For each ε > 0 the solution (u˜j,ε, v˜i,ε), for 1  j  n and 1  i  m, has
nonnegative components.





















Cˆk,j (u˜k,ε, u˜j,ε)Tγ (u˜
−







dk,j Cˆk,j (u˜k,ε, u˜j,ε)Tγ (u˜
−
j,ε) dx dt = 0, j  k  n.











































e−λtfi,εTγ (v˜−i,ε) dx dt = 0.
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Observe that
0 z21{|z|γ } +
(




















Since the data v0i,ε is nonnegative, we deduce that v˜
−
i,ε = 0.
Along the same lines one shows u˜j,ε(t, x) 0 a.e. (t, x) in QT . ✷
5.2. A priori estimates
Proposition 5.1. (i) There exists c1 > 0 not depending on ε such that (u˜j,ε, v˜i,ε)0<ε1
satisfies for 1 i m and 1 j  n
‖v˜i,ε‖L∞(0,T ;L1(Ω)) +
∥∥ri,λ(v˜i,ε)∥∥L1(QT ) + ∥∥hi,j (v˜i,ε, u˜j,ε)∥∥L1(QT )  c1. (28)
(ii) There exists c2 > 0 not depending on ε such that (u˜j,ε)0<ε1 satisfies for 1 j  n,
1 k  j − 1 or j + 1 k  n
‖u˜j,ε‖L∞(0,T ;L1(Ω)) +
∥∥Ck,j (u˜k,ε, u˜j,ε)∥∥L1(QT )  c2. (29)



































e−λthi,j (eλt u˜j,ε, eλt v˜i,ε) dx dt

∥∥fi(·, t)∥∥L1(Ω)
and we deduce that for 0< t  T there exist C > 0, such that
∥∥v˜i,ε(t, ·)∥∥L1(Ω) + ∥∥ri,λ(v˜i,ε)∥∥L1(QT ) + ∥∥hi,j (eλt u˜j,ε, eλt v˜i,ε)∥∥L1(QT )

∥∥v˜0i ∥∥L1(Ω) + ‖fi‖L1(QT ) +C,
which completes the proof of estimate (28).
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e−λτCk,1(u˜k,ε, u˜1,ε) dx dτ

∥∥u˜01∥∥L1(Ω) + ‖g1‖L1(QT ) + emmc1;
hence (29) follows for j = 1.
Now we suppose that (29) is true for j = 1, . . . , j0 − 1, and we prove that it is also true







e−λτ dk,j0Ck,j0(u˜k,ε, u˜j0,ε) dx dτ  C. (32)








e−λτCk,j0(u˜k,ε, u˜j0,ε) dx dτ

∥∥u˜0j0∥∥L1(Ω) + ‖gj0‖L1(QT ) + emmc1 +C, (33)
which completes the proof of estimate (29). ✷
284 M. Bendahmane, M. Saad / J. Math. Anal. Appl. 277 (2003) 272–292
Proposition 5.2. Assuming condition (CN1) or condition (CN2) to hold, there exists c3 > 0











Proof. (i) Proof of (34) when (CN1) hold. We introduce a functionFγ , such that Fγ (0)= 0





















div(Kvi )Fγ (v˜i,ε) dx dt.
One also has 0  Fγ (s)  sφγ (s) for s  0. Hence, by the choices of λ in (24) and the










div(Kvi )Fγ (v˜i,ε) dx dt  0.






































fi,εφγ (v˜i,ε) dx dt. (35)




|∇v˜i,ε |2 dx dt  ‖fi‖L1(QT ) +
∥∥v˜0i ∥∥L1(Ω).
The proof of the second part of estimate (34) when condition (CN1) holds is similar to
the first part, which completes the proof.
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(ii) Proof of (34) when (CN2) holds. We still choose ϕi = φγ (v˜i,ε) as a test function























e−λtfi,εφγ (v˜i,ε) dx dt  ‖fi‖L1(QT ). (36)



































|∇v˜i,ε |2 dx dt + c. (37)












T |Ω |)1−2/σi ;
also from (28) the estimate (37) remains valid. Using (37) in the estimate (36), we deduce
(34) which completes the proof. ✷
5.3. Strong convergence in L1(QT )
We deduce immediately from Propositions 5.1, 5.2 and Lemma 4.1 that the sets
(u˜j,ε)0<ε1 and (v˜i,ε)0<ε1 are bounded in Lq(0, T ;W 1,q(Ω)). In view of the equations
satisfied by u˜j,ε and v˜i,ε , this implies that ∂t u˜j,ε, ∂t v˜i,ε are bounded in L1(0, T ;
(W 1,q(Ω))′)+L1(QT ). Therefore, possibly at the cost of extracting subsequences denoted
(u˜j,ε, v˜i,ε)0<ε1 (see, e.g., [22]), we can assume that there exists u˜j , v˜i in Lq(0, T ;
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W 1,q(Ω)), such that as ε goes to 0 and for i = 1, . . . ,m, j = 1, . . . , n, k = 1, . . . , j − 1,
j + 1, . . . , n{
v˜i,ε → v˜i strongly in Lq(QT ) and a.e. in QT ,
u˜j,ε → u˜j strongly in Lq(QT ) and a.e. in QT , (38)

ri,λ(t, x, v˜i,ε)→ ri,λ(t, x, v˜i) a.e. in QT ,
hi,j (t, x, e
λt u˜i,ε, e
λt v˜j,ε)→ hi,j (t, x, eλt u˜i , eλt v˜j ) a.e. in QT ,
Ck,j (t, x, u˜k,ε, u˜j,ε)→ Ck,j (t, x, u˜k, u˜j ) a.e. in QT .
(39)
Now, we have to prove that the last three convergences in (39) hold in L1(QT ). In view of
Vitali’s theorem, to show that (hi,j (·, ·, eλt u˜j,ε, eλt v˜i,ε))0<ε1, (ri,λ(·, ·, v˜i,ε))0<ε1 and
(Ck,j (·, ·, u˜k,ε, u˜j,ε))0<ε1 converges strongly in L1(QT ), is equivalent to proving that
(hi,j (·, ·, eλt u˜j,ε, eλt v˜i,ε))0<ε1, (ri,λ(·, ·, v˜i,ε))0<ε1 and (Ck,j (·, ·, u˜k,ε, u˜j,ε))0<ε1 are
equi-integrable in L1(QT ).
Proposition 5.3. The sequences (ri,λ(·, ·, v˜i,ε))0<ε1 and (hi,j (·, ·, eλt u˜j,ε, eλt v˜i,ε))0<ε1














and strongly in L1(QT ) and a.e. in QT
hi,j (e
λt u˜j,ε, e
λt v˜i,ε)→ hi,j (eλt u˜j , eλt v˜i ), (41)
ri,λ(v˜i,ε)→ ri,λ(v˜i ). (42)
Proof. Note that∫
{|v˜i,ε |γ }














































ri,λ(v˜i,ε)Tγ (v˜i,ε) dx dt

















fi,εTγ (v˜i,ε) dx dt.


























(|fi,ε| + ‖Kvi‖L∞(QT )|∇v˜i,ε|)∣∣Tγ (v˜i,ε)∣∣dx dt. (43)
Let M > 0. According to [17], we use the following trick ∀s:
0 Sγ (s)M2 + γ |s| · 1{|s|>M}, (44)
0
∣∣Tγ (s)∣∣M + γ · 1{|s|>M}. (45)
We conclude that∫
{|v˜i,ε |γ }





















‖Kvi‖L∞(QT )‖∇v˜i,ε‖L1(QT ) + ‖Kvi‖L∞(QT )
∫
{|v˜i,ε |>M}
|∇v˜i,ε |dx dt. (46)
We know (v˜i,ε)0<ε1 is bounded in Lq(0, T ;W 1,q(Ω)) for some q  1 and (fi,ε)0<ε1,
(v0i,ε)0<ε1 are converging in L




















are arbitrarily small. This completes the estimate (40).
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By estimate (39), and using the theorem of Vitali (see, e.g., [10]) the sequences∑
1jn hi,j (e
λt u˜j,ε, e
λt v˜i,ε) and ri,λ(v˜i,ε) are strongly convergent in L1(QT ) if one can
show that hi,j (eλt u˜j,ε, eλt v˜i,ε) and ri,λ(v˜i,ε) lies in weakly compact subset of L1(QT ).




λt v˜i,ε) dx dt 
∫
B∩{|v˜i,ε ∣∣<γ }





∣∣hi,j (eλt u˜j,ε, eλt v˜i,ε)∣∣dx dt.
Using (40),∫
{|v˜i,ε |>γ }
∣∣hi,j (eλt u˜j,ε, eλt v˜i,ε)∣∣dx dt
tends to 0, uniformly in ε as γ →∞. Also,∫
B∩{|v˜i,ε |<γ }









∣∣hi,j (eλt u˜j,ε, eλt v˜i,ε)∣∣dx dt = 0.
Hence hi,j (eλt u˜j,ε, eλt v˜i,ε) is a compact subset of L1(QT ).
Along the same lines one shows ri,λ(v˜i,ε) is a compact subset of L1(QT ). ✷
We complete the properties of the sequences (Ck,j (u˜k,ε, eλt u˜j,ε))0<ε1 with the
following results.
Proposition 5.4. The sequence (Ck,j (u˜k,ε, u˜j,ε))0<ε1 satisfy for j = 1, . . . , n and k =





Ck,j (u˜k,ε, u˜j,ε) dx dt = 0 (48)
and
Ck,j (u˜k,ε, u˜j,ε)→Ck,j (u˜k, u˜j ) strongly in L1(QT ) and a.e. in QT . (49)














Ck,1(u˜k,ε, u˜1,ε) dx dt. (50)
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Then we conclude as in the proof of Proposition 5.3 which completes the proof for j = 1.
The proof of estimate (49) for j = 1 is similar to the proof of (41).
Second, we suppose that (48) and (49) are true for j = 1, . . . , j0 − 1; we are to prove
that (48) and (49) are also true for j = j0.




{|u˜j0 ,ε |γ }
∑
1kj0−1






dk,j0Ck,j (u˜k, u˜j ) (53)
almost everywhere in QT and strongly in L1(QT ).
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Next, upon substituting ψj0 = Tγ (u˜j0,ε) in Eq. (26), we deduce∫
{|u˜j0 ,ε |γ }
∑
j0+1kn






















































∣∣dk,j0Ck,j0(eλt u˜i,ε, eλt u˜j0,ε)∣∣dx dt.
We know (u˜j0,ε)0<ε1 is bounded in Lq(0, T ;W 1,q(Ω)) for some q  1 and Ck,j0 is
convergent in L1(QT ) for k = 1, . . . , j0 − 1 and hi,j0 , (gj0,ε)0<ε1, (u0j0,ε)0<ε1 are
converging in L1(QT ), L1(QT ), L1(Ω), respectively. We can choose M large enough




















∣∣dk,j0Ck,j0(eλt u˜i,ε, eλt u˜j0,ε)∣∣dx dt
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are arbitrarily small. This completes the proof of estimate (48). The proof of (49) for j = j0
is similar to the proof of (41). ✷
5.4. End of the proof of Theorem 3.1
We now complete the properties of the sequences u˜j,ε and v˜i,ε .
Lemma 5.2. The sequences (∇u˜j,ε)0<ε1 and (∇v˜i,ε)0<ε1 converge to ∇u˜j and ∇v˜i
almost everywhere in QT as ε goes to zero. The sequences (u˜j,ε)0<ε1 and (v˜i,ε)0<ε1
are Cauchy sequences in C([0, T ];L1(Ω)).
Taking into account Propositions 5.3, 5.4 and proceeding as in [6,20] and [4], the proof
of Lemma 5.2 is obtained by classical way.

























































































where ϑε =∑1lm vl,ε , with ϕi,ψj ∈ C1c ([0, T ) ×Ω), we obtain in this way that the
limit (uj , vi) is a solution of system (3)-(4)-(8) according to Definition 3.1.
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