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The 3D Chirp sub–bottom profiler acquires a true 3D seismic volume with decimetric hor-
izontal and centimetric vertical resolutions, providing an ideal platform for shallow–water
engineering, archaeology, military, and geological studies. In this thesis, I show how simple
processing flows built around a combination of standard Chirp/Vibroseis techniques and
well known industry methods produce effective and impressive results by considering an ob-
ject identification case study in a shallow–water, harbour setting (Vardy et al., 2008). Both
stacked and migrated volumes are used to identify 89 individual buried targets that are cor-
related with coincident objects. Through subsequent dredging, a 100 % detection success is
demonstrated, along with the strong similarity between the migrated reflector morphology
and co–incident object shape. However, this processing approach requires extensive manual
input and very long processing times (≥ 1 month).
For this reason, a new method for pre–stack 3D Kirchhoff imaging is developed. Correlation
with a series of bandwidth limited theoretical source sweeps is used to frequency decompose
the raw traces for pre–stack time migration using a constant velocity. By accommodating
dispersion through imaging a series of band limited traces, rather than through Fourier
Transform, processing times are reduced from ≥ 1 month to c. two days for the object
detection volume (i.e., approaching real–time application). The effectiveness of this new
algorithm is examined using several synthetic volumes, allowing the degenerative effects of
gaps in the fold to be explored. Finally, the application of the 3D Chirp system to geological
cases is demonstrated through the geomorphological mapping of a sequence of mass move-
ment events in Windermere, UK Lake District. Three mass movement deposits are identified
in a 100 m by 400 m survey area. Through mapping of the package distributions and their
interaction with the pre–existing sediments stratigraphy, they are identified as Younger
Dryas climate amelioration deposits, resulting from the rapid deposition of gravitationally
unstable, unconsolidated sediments. A metre–scale structural interpretation allows the de-
positional regimes (two being debris flow and the third a mass flow deposit) and dominant
transport directions to be inferred.
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in physical apparatus and their use, to construct
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lenberger formations (in north–central Texas)...”
J.A. Udden (1859–1932)
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Introduction
Sound is a disturbance of the mechanical energy within a system,
propagating as waves of alternating pressure that cause localised re-
gions of compression and rarefaction. As such, the propagation of
sound is dependant upon the elastic properties of the host medium.
With the development of elastic theory in the 17th and 18th Cen-
turies, experimentalists such as Mallet (1848, 1851), Mallet and Mal-
let (1859), Rayleigh (1885), Stoneley (1924), and Love (1927), were
able to investigate the elastic properties of the Earth. While these
early experiments looked at the gross properties of the Earth using
surface or refracted waves, it was not until the 1920s that people such
as J.A. Udden considered the idea of using reflections from discrete
impedance boundaries to map subsurface structures (Sheriff, 1988).
In 1921, William P. Haseman, J. Clarence Karcher, Irving Perrine,
and Daniel W. Ohern, used a dynamite charge with an early seismo-
graph to collect the first seismic reflection profile by recording reflec-
tions from a buried stratigraphic interface in the Vines Branch area
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of south–central Oklahoma (Dragoset, 2005).
Seismic imaging is ultimately constrained by the acquisition geometry,
and early experiments, such as Vines Branch, suffered from the small
number of recording channels causing low signal–to–noise (S/N) ra-
tios. Even when technological advancements permitted multi–receiver
arrays, it was not until the advent of digital field systems in the 1960s
that seismic reflection imaging became a truly useful tool (Sheriff,
1988). The increased computational power allowed the use of statisti-
cally developed filters to clean the recorded wavelets (Wiener, 1950),
and geographically coincident traces to be stacked at common mid–
points (CMP – originally CRP, Common Reflection Point) (Mayne,
1962).
The very early experiments, such as Vines Branch, although not 3D
in the true sense of the word, were acquired in such a manner as to
enable the application of 3D processing techniques (referred to as Dip
Shooting). However, with the increasing number of channels, and
therefore better raw S/N ratios, interpreters moved to using continu-
ous sections rather than an individual cross–spread of geophones for
each shot (Sheriff, 1988). While 2D data acquired in this manner is
limited to only along–track dips and therefore can only migrate energy
correctly in the along–track direction, 3D data volumes contain dip-
ping information for all azimuths. This enables dipping events to be
correctly imaged regardless of acquisition direction, and the complex
diffraction hyperbolae formed around point sources to be collapsed
back to their true location, with the additional benefit of increased
S/N.
The early development of 3D seismic acquisition is shrouded in a
thick corporate veil; Dragoset (2005) attributes the first 3D survey
to Exxon, in 1967, while the first published trial took place at Bell
Lake Field, Lea County, New Mexico, in 1972 (Schneider, 1998, 2001).
Today, however, 3D surveys have become the norm, particularly in
the marine environment, where the first recorded survey was in the
North Sea, in 1975 (Davies et al., 2004). Survey ships are capable of
towing up to 16 streamers> 10 km in length, providing multi–azimuth
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coverage of 1 km wide swaths (Cartwright and Huuse, 2005). The
cost–productivity ratio has decreased to such a level that large–scale
2D acquisition, even for reconnaissance surveys, is almost resigned to
the history books. It is not uncommon to cover areas > 10, 000 km2 in
a single survey, while, in the North Sea, a number of smaller volumes
have been combined to provide complete 3D coverage over an area in
excess of 100,000 km2 (Edwards, 2005).
1.1 High–Resolution 3D Seismic Detec-
tors
The proliferation of 3D seismic data acquisition on basin–scale sur-
veys has had an enormous impact on our understanding of large–scale
tectonics (e.g., Cartwright and Huuse, 2005). For example, fault net-
works, their linkages and growth patterns (e.g., Rowan et al., 1998),
igneous systems (e.g. Planke et al., 2000), and fluid–rock interactions
such as blow–out pipes (e.g., Loseth et al., 2001), have all benefited
greatly from mapping/imaging in 3D.
However, these systems use sources with a frequency content in the in
the 5 Hz to 50 Hz region, and CMP bin spacing of tens to hundreds
metres. This provides the several kilometres penetration necessary for
petroleum exploration, but at tens metres vertical and several hun-
dred metre horizontal resolution. There have been several attempts
to transfer these principles into the shallow–water environment (sum-
marised in Table 1.1), where a frequency content of several kHz, and
receiver spacing of tens cm is required to provide the decametre pen-
etration with decimetre vertical and horizontal resolutions. These
systems are reviewed in this section:
1.1.1 SEISCAT/Opus3D
The first successful high–resolution 3D seismic system was developed
at the Renard Centre of Marine Geology, University of Gent (Henriet
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System Source No. Bin References
Receivers Size (m)
SEISCAT 15 in3 Watergun 24 1.0 Henriet et al. (1992)
or Boomer Versteeg et al. (1992)
Marsset et al. (1998)
Opus3D Boomer 16 1.0 Marsset (2000)
(1 – 3 kHz) Missiaen et al. (2002)
Muller et al. (2002)
Missiaen (2005)
BOSS 6 Chirp Transducers 32 - Schock et al. (2001)
(5.0 – 23.0 kHz)
3D Chirp 4 Chirp Transducers 60 0.125 Gutowski et al. (2002)
(1.5 – 13.0 kHz) Bull et al. (2005)
Gutowski et al. (2008)
Vardy et al. (2008)
BOSS (AUV) Chirp Transducers 252 - Schock and Wulf (2003)
(2.0 – 12.0 kHz)
3D VHR Airgun 72 1.25 (inline) Scheidhauer et al. (2003)
(0.4–0.65 kHz) 3.73 (xline) Scheidhauer et al. (2005)
Hammami and Marillier (2007)
SEAMAP-3D Boomer 16 0.25 Muller et al. (2007)
(1.0–3.0 kHz)
Table 1.1: Summary of past and present high–resolution 3D seismic systems,
listed in approximate chronological order.
et al., 1992; Versteeg et al., 1992; Marsset et al., 1998). Designed as a
simple down–scaling of industry techniques, SEISCAT was composed
of 12 dual channel streamers deployed behind a specially modified
catamaran, and acquired data at a 1.0 m bin spacing using either a
15 cubic–inch watergun or boomer source.
Similarly, source–receiver positioning was accomplished using tech-
niques garnered from industry: laser ranging between a Differential–
GPS (D–GPS) base station and a catamaran mounted prism provided
source X/Y location; first arrival travel–time picks an estimate of
the source–receiver offset; while vertical variations could be accom-
modated through swell filtering in post–processing. However, wind,
waves, and currents, particularly in offshore environments, caused the
flexible streamer alignments to become unstable, dramatically increas-
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ing errors in receiver positioning. This made absolute positioning of
each source–receiver pair very difficult, if not impossible, and led to
considerable horizontal and vertical smearing in the stacked volume
(Marsset et al., 1998). There are no published values for these errors,
but one can expect them to be of the order of several 10s cm in very
good conditions, extending to > 1.0 m in areas with a strong current
and/or swell (i.e., of the order of CMP bin size).
With the addition of an EU grant (MAS3–CT97–0121), groups at
the University of Gent and Ifremer built on lessons learned with the
SEISCAT proto–type and developed the Opus3D system. Two 6 m
long inflatable wings extend out either side of a central 6 m long
RIB to deploy eight dual channel streamers, providing a 16 channel
sample of the reflected wavefields at 16 kHz sample rate and 1.0 m
by 1.0 m horizontal resolution (Missiaen et al., 2002). The whole
streamer/wing design is modular, making the inline and cross–line
array size adjustable, and allowing the receiver spacing to be varied
depending on water depth (Missiaen, 2005).
Theoretical positions for each source/receiver pair are calculated us-
ing a Real Time Kinematic GPS (RTK-GPS) antenna mounted on
the boomer catamaran and assuming a static geometry. However, as
with SEISCAT, the Opus3D system relies heavily on post–processing
techniques to remove swell and tidal artefacts (Missiaen, 2005). In-
version of inline consistent vertical anomalies in the first arrival has
been used to isolate tidal and swell effects by making the simplify-
ing assumption of a flat seabed within a single acquisition footprint
(Wardell et al., 2002). Such a methodology effectively corrects verti-
cal variations, producing dramatic improvements in the quality of the
final stack, but cannot accommodate lateral variations. Thereby, the
theoretical horizontal resolution post–migration is limited to a com-
plex relationship between the sea state and seabed roughness, rather
than half the dominant source wavelength (as would be the case for
a perfectly corrected migrated data volume).
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1.1.2 BOSS/BOSS AUV
The first iteration of the BOSS (Buried Object Scanning Sonar) sys-
tem, designed and built jointly by Florida Atlantic University and
The Office of Naval Research, consisted of 32 hydrophones arranged
in a four row, eight column grid around a six element frequency mod-
ulated (Chirp) source array (Schock et al., 2001). Positioning came
from a 3–axis motion sensor which allowed the receiver positions to
be calculated relative to each source location. This resulted in data
being acquired as along–track slices rather than geographically orien-
tated volumes, limiting the absolute positioning of observed targets
to triangulation against objects of known location.
The next generation BOSS system (Schock and Wulf, 2003) has been
expanded to be capable of both towed deployment, and Autonomous
Underwater Vehicle (AUV) mounting. Comprising a 1.5 m diameter
disk of 252 hydrophones arranged around a central spherical source,
the reflected waveforms are recorded at a sampling rate of 48 kHz.
Positioning is still via a motion sensor, meaning that data volumes
remain limited to non–geographically referenced 1.5 m wide along–
track sections. However, additional multi–aspect processing affords
greater resolution within these inline sections (Schock et al., 2005).
A dynamically growing voxel volume of returns is populated with an
extra cross–line row of data after each pulse. These new data are
generated using the following equation:
I(x, y, z,m2) =
1
NM
N∑
n=1
m2∑
m=m2−M+1
sn,m(tTFn)RTFmRFn,m; (1.1)
where I(x, y, z,m2) is the voxel amplitude for location (x, y, z) and
shotm2 calculated overN hydrophones andM shots, while sn,m(tTFn)
is the recorded signal at hydrophone n for the sample time (tTFn)
associated with the path from the source to location (x, y, z), RTFm,
and receiver to location (x, y, z), RFn,m.
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Figure 1.1: Engineering drawing showing top, a), and bottom, b), of 3D Chirp
decimetre resolution 3D seismic profiler.
Although Schock et al. (2005) refer to this as ‘Synthetic Aperture’
processing, it is closer to a real–time application of amplitude sum-
mation over equal traveltime hyperbola (whereas, true synthetic aper-
ture processing, as applied to satellite data, involves spectral decom-
position based on differential along– and across–track sampling rates
(e.g., Chapter 10, Robinson, 2003). While a linear time–varying–gain
(TVG) is applied (RTFmRFn,m), and the amplitude is normalised to
the number of contributing shot–receiver pairs ( 1
NM
), the wave equa-
tion is not solved, and therefore there is no dispersion correction (see,
Chapter 4). As a result, it is most similar to the early Diffraction
Migration methods rather than Kirchhoff, but only using the back-
wards facing half the hyperbola. This results in real–time collapsing
of diffraction hyperbola, albeit with poor representation of the higher
frequencies.
1.1.3 3D Chirp Decimetre–Resolution Sub–Bottom
Profiler
The 3D Chirp system (Figure 1.1) is a rigid–framed high–resolution
sub–bottom profiler comprising 60 hydrophone groups arranged in a
25 cm by 25 cm grid around a cross of four GeoAcoustics GeoChirp II
transducers, developed at the University of Southampton (Gutowski,
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2004). Navigation is provided by four RTK–GPS antennae giving
sub–centimetre positioning, along with heading, pitch, and roll infor-
mation. Due to the rigidity of the mat, this allows the location of a
point anywhere on the array to be calculated at a positioning accu-
racy of X = ±0.46 cm, Y = ±0.70 cm, and Z = ±1.82 cm (Gutowski,
2004; Bull et al., 2005). This permits CMP trace binning onto a 12.5
cm by 12.5 cm grid (assuming one adheres to half receiver separation
binning).
High–resolution Chirp sub–bottom profilers use linear electronics to
produce a highly repeatable and tuneable swept frequency acoustic
signal, capable of providing centimetric vertical resolution and deca-
metric penetration (Schock et al., 1989; Schock and LeBlanc, 1990).
These are distinct from marine Vibroseis systems (e.g., Broding et al.,
1971), which are lower frequency (< 0.5 kHz) and narrow bandwidth
(c. 0.1 kHz) sources, tailored for deep water operation with good
penetration. In contrast, the Chirp sonar sources produce a higher
frequency impulse in the range 1.0 kHz to 24.0 kHz, and modern broad
bandwidth sweeps can span over three octaves, between 1.5 kHz and
13.0 kHz (Gutowski et al., 2002). This broad bandwidth reduces the
pre–migration Fresnel zone, and (based on a sensible limiting resolu-
tion of λ/2) post–migration lateral resolution to < 0.1 m.
The tuneable nature of Chirp sources allow the outgoing acoustic
sweep to be tailored to the specific survey requirements (Gutowski
et al., 2002). For extremely shallow water (2.0 – 10.0 m) surveys (see
Chapter 3, Plets et al. (2007), and Vardy et al. (2008)) a short, 16
ms long, sweep scanning linearly from 1.5 kHz to 13.0 kHz enables
high shot rates of six to eight pulses per second (PPS), in addition
to the improved resolution provided by the broad bandwidth. In
deeper waters (e.g., Chapter 6, Bull et al. (2005), and Gutowski
et al. (2008)), a longer pulse length of 32 ms allows more energy to
be injected into the subsurface and therefore higher signal–to–noise
ratios at depth.
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1.1.4 3D VHR
In the 3D VHR system, three, 24 channel solid–state streamers with
hydrophones positioned every 2.5 m are deployed 5.0 m or 7.5 m apart,
behind a Mini G.I. airgun source (0.40 – 0.65 kHz) (Scheidhauer et al.,
2005). D–GPS receivers on the boat and at the end of each streamer
provide metre–scale positioning for each source–receiver pair, and trig-
ger the source at regular along–track intervals. Considerable amounts
of effort in post–processing are concentrated on regularising the data
coverage to account for non–overlapping sail lines and streamer feath-
ering. Linear interpolation of adjacent common–offset traces and/or
removal of surplus traces were used as part of a Bin Harmonisation
processing step, resulting in a single trace at each offset in each bin.
The final volume of data, which is regularly sampled in both acquisi-
tion and offset space, is optimised for fast and effective processing.
The 15 cubic–inch airgun generates a strong low frequency source,
giving good penetration, even in deep water, allowing the mapping
of sub–surface structures to depths of over 100 m below the seabed
(Scheidhauer et al., 2005; Hammami and Marillier, 2007). Although
the physical size of the array and the limited horizontal resolution
(1.25 m inline and 3.25 m cross–line) make it unsuitable for very
shallow water surveys in harbour or fluvial environments, the lower
frequency source and large source–receiver offsets are excellent for la-
custrine or continental shelf applications to image targets that are
several 100s metres across and several 10s metres thick (e.g., Scheid-
hauer et al., 2003, 2005; Hammami and Marillier, 2007). These targets
are just below the resolution limits of traditional 3D seismic explo-
ration, whilst simultaneously being too large and deeply buried to
be mapped effectively by smaller systems, such as Opus3D, BOSS,
SEAMAP–3D, or 3D Chirp.
1.1.5 SEAMAP-3D
Consisting of 16 hydrophones mounted in a pseudo–rigid frame towed
behind a catamaran mounted boomer source, the SEAMAP-3D (SEismo
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Acoustic Marine Archaeological Prospection in 3D) ultra–high reso-
lution system is being developed by the University of Kiel, Germany
(Muller et al., 2007). An RTK–GPS antenna provides centimetric
positioning, which, combined with the rigidity of the frame, allows
accurate correction for all large–scale tidal and swell positioning vari-
ations. The remaining statics can be handled in post–processing
through standard common–offset static corrections.
The 0.5 m spaced hydrophones provide a 0.25 m by 0.25 m image of
the reflected waveforms at a sample rate of 10.0 kHz. With a shot
rate of 3 Hz, and 2.0 m wide single path swath, large areas (60 m by
300 m and 50 m by 120 m) can theoretically be covered in a single
day, and migrated over–night using an 8 CPU Linux cluster (Muller
et al., 2007). However, to date the system remains unproven, having
not acquired a data set capable of demonstrating its theoretical ca-
pabilities. All acquired data sets suffer from considerable horizontal
and vertical smearing, making the identification of individual targets
difficult (e.g., Muller et al., 2007). Given the 2.0 m swath width and
assuming a maximum survey speed of 4 knots, areas as large as 60
m by 300 m are unlikely to be suitably spatially sampled for pre–
stack migration in a single survey day. Migration of under–sampled
data will introduce significant aliasing artefacts, thereby requiring a
strong anti–aliasing filter that would result in decreased lateral and
vertical resolution. Additionally, in open water where there is a rea-
sonable in–shore swell, one can speculate that there is likely to be
strain induced flexure of the pseudo–rigid frame during towing, which
would introduce errors to the static correction and therefore vertical
smearing.
1.2 Thesis Outline
Despite these developments in data acquisition, there is still a lack of
understanding regarding the best way to approach the data processing
of 3D seismic volumes on these spatial scales. At the present time,
the limiting resolution of high–resolution 3D systems (including 3D
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Figure 1.2: Comparison be-
tween 3D Chirp and basin–
scale marine 3D seismic acqui-
sition geometries. Panel a)
illustrates a basin–scale ma-
rine 3D seismic array of six
streamers (black dashed lines)
towed behind the source arrays
(black circles) at 500 m inter-
vals, each 8000 m long and con-
taining hydrophone groups at
12.5 m intervals. Panel b) il-
lustrates the 3D Chirp array
with 60 hydrophones (black
crosses) arranged in a regular
25 cm grid around four central
sources (black circles).
Chirp) is still largely controlled by the survey design (i.e., the areal
coverage), rather than the acoustic characteristics of the system in
question. The extremely high bandwidth (c. three octaves) and small
receiver spacing pose significantly more stringent positioning problems
compared to standard industry applications.
Receiver footprints for basin–scale marine 3D seismic acquisition and
3D Chirp can be compared by relating hydrophone intervals to source
wavelength (calculated using frequency bandwidths of 0.01 – 0.1 kHz
and 2.0 – 12.0 kHz, respectively), Figure 1.2. Basin–scale arrays use a
single–ended spread geometry to maximise offset sampling (for veloc-
ity model picking), typically with hydrophone spacing allowing ade-
quate sampling of the inline direction but under–sampling the cross–
line (0.83 λ vs. 33.3 λ). The 3D Chirp sub–bottom profiler uses a
centre–spread geometry to acquire multi–azimuth, limited offset data
sets, sampling consistently in both inline and cross–line directions
(1.19 λ).
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During acquisition it is necessary to know where all source–receiver
pairs are better than λ/4 for accurate imaging, and control these
position relative to the reflected wavefield sampling footprint (com-
mon mid–points sampled by a single shot) in order to ensure com-
plete and regular sampling. For basin–scale applications it is possible
to know and control the hydrophone positions relative to ±4.16 m
and 1250 m, respectively (although the positioning can be problem-
atic). For 3D Chirp data, however, this involves knowing the posi-
tions to better than ±2.88 cm, and controlling these positions relative
to the 1.25 m footprint width. Using a solid frame and RTK–GPS,
the positioning accuracy is attainable, but controlling the position of
boat and mat to better than 1.25 m is impossible. This leads to 3D
Chirp volumes being irregularly spatially sampled, with lots of small
gaps/discontinuities.
We stand at something of a hiatus, where, in order to prove the worth
of such complex, time consuming, and expensive shallow–water sub–
bottom profilers, we need to develop processing strategies that extract
the best possible images from the available data in a time frame suit-
able for industrial applications (≤ 1 month). No longer can we be
happy with small–scale 3D images of volume subsets that have been
6 months to a year in preparation.
In this PhD I intend to tackle this problem from first principles. Start-
ing by considering the fundamental limitations imposed by the sys-
tem geometry, and through a combination of synthetic 3D forward
modelling and applications to real data, I assess the best methods
for increasing volume S/N and geometric correction using migration.
The outcomes of this will then feed back into future data acquisition,
providing guidance on optimum survey methodologies to limit spatial
aliasing and enable robust data regularisation. In short, this should
enable a more systematic approach to data acquisition and process-
ing, thereby producing better quality and more reliable images on a
shorter time scale.
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1.2.1 Chapter Synopses
I begin this thesis by examining different aspects of the 3D Chirp sub–
bottom profiler to identify the sources of artefacts in the final migrated
volume. In Chapter 2, I consider the physical properties of the
system: limitations in source–receiver positioning; trace–to–trace and
channel–to–channel repeatability; and imaging constraints (aliasing)
of the source frequency content and receiver geometry. Chapter 3
follows this with an example data set from an atidal basin on the
south coast of the UK. A combination of standard Chirp and industry
processing is used to confirm the ability of the system to acquire a
coherent, true 3D seismic volume, whilst also highlight deficiencies
which require a new approach to data processing.
The next two Chapters, 4 and 5, each tackle the fundamental pro-
cessing step of imaging. Chapter 4 theoretically examines different
methods for pre– and post–stack imaging 3D seismic volumes to iden-
tify an appropriate strategy for 3D Chirp data. The imaging effec-
tiveness and algorithm efficiency of several suitable approaches are
then compared using both synthetic and real data. In Chapter 5 a
new approach to pre–stack 3D Kirchhoff migration using a series of
band–limited traces is developed, and compared against results from
the standard imaging techniques derived in Chapter 4.
The final Chapter, 6, takes the processing methodologies developed
during Chapters 4 and 5, and applies them to another data set.
Acquired in Windermere, UK, this geological case study presents an
extreme case of the processing problems normally encountered in 3D
Chirp volumes, targeting a geologically complex environment with low
amplitude, steeply dipping (up to 20◦) reflectors and a thick (up to
60 m) sediment over–burden. Application of the developed imaging
techniques affords the interpretation of a coherent, geometrically cor-
rect volume to complement existing Multi–Channel Seismic (MCS)
and core data.
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“If you know your enemy and know yourself, you
need not fear the result of a hundred battles. If you
know yourself but not the enemy, for every victory
gained you will also suffer defeat.”
Sun Tzu, The Art of War (c. 400-320 BC)
2
System Characterisation
Although the 3D Chirp sub–bottom profiler is, to first principles, a
downscaling of standard industry 3D seismic technology, for process-
ing purposes it cannot simply be treated as such. Limited source–
receiver offsets and the source directivity make some industry tech-
niques (e.g., tau–p filtering and interval velocity picking) impracti-
cal, while irregular spatial coverage, combined with a broad source
bandwidth and high temporal sampling rate, make reliable 3D imag-
ing difficult. Neither can it be perceived as a more complex version
of a standard 2D Chirp system; sea surface ghosting, interference
within the frame, elevation fluctuations, and greater sensitivity to
source/receiver repeatability (for volume coherency) pose significantly
greater problems during processing.
In this Chapter, the fundamental limitations of the system will be
quantified and considered. Initially, the most basic components of
3D seismic surveying, the source–receiver pair positioning and shot
timing, will be verified. Thereafter, sources of systematic noise such as
14
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source/receiver repeatability, which contaminate a migrated volume
through imperfect summation or cancellation of energy, are discussed.
Finally, the physical limitations of the system and the constraints
these impose on imaging will be reviewed. Together, this information
will provide the theoretical basis from which a suitable approach to
the processing and imaging of decimetre resolution 3D seismic volumes
can be developed.
2.1 Shot Timing and Positioning
The acquisition of a true 3D seismic volume involves accurately po-
sitioning each source–receiver pair in all three dimensions; X, Y, and
Z. This allows each seismic trace to be positioned within a geograph-
ically orientated grid, resulting in a coherent volume of data that can
then be migrated to produce an accurate image of the seabed and
subsurface structure. The Reciprocity Theorem states that, from a
wavefield perspective, shot (xs, ys) and receiver (xg, yg) locations are
interchangeable (Vermeer, 1990). Therefore, the same positioning re-
quirements apply to both sources and receivers.
In order to adequately constrain the reflected wavefields, the error in
horizontal position of each source/receiver pair needs to satisfy the
criterion ± X = ± Y ≤ λ/4. For the broadband sweeps most used in
this thesis (Table 2.2) the bandwidth (upper cutoff frequency) is 13.0
kHz, which equates to a wavelength of 0.115 m, assuming a velocity
of 1500 ms−1. This imposes a positioning accuracy of ±2.88 cm.
Similarly, to ensure constructive summation of reflectors on coincident
traces, the vertical position needs to be known better than the side–
lobe to main–peak distance of the auto–correlated Chirp wavelet. For
the highest resolution, broad bandwidth sweeps (w13 and w32; Table
2.2) this measures 0.06 ms (Plets, 2007), which equates to ±4.5 cm
in a 1500 ms−1 velocity field.
To achieve this required positioning accuracy, the 3D Chirp sub–
bottom profiler uses a dynamically updated RTK–GPS positioning
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string from an antenna, mounted on the rear port side of the mat,
and attitude information (heading, pitch, and roll) from three anten-
nae mounted on the other corners of the mat. Due to the rigidity
of the frame, this allows accurate positioning of each source–receiver
pair, using the transformation (Gutowski, 2004):
 X ′Y ′
Z ′
 =
 c1 b1 k1c2 b2 k2
c3 b3 k3
 X −XCOGY − YCOG
Z − ZCOG
 ; (2.1)
where (X ′, Y ′, Z ′) are co-ordinates relative to the known position of
the RTK–GPS antenna, (−→c , −→b , −→k ) are unit vectors which define the
array co–ordinates for the mat relative to this location using the mat
centre–of–gravity location (XCOG, YCOG, ZCOG) , and (X, Y , and Z)
the source/receiver positions in the reference frame.
Previous static tests (Gutowski, 2004) have estimated the accuracy of
resulting positions as X = ±0.46 cm and Y = ±0.70 cm, while seabed
coherency within a single 12.5 cm bin provides an estimate for vertical
positioning accuracy as Z = ±1.82 cm. This is significantly within the
minimum required level of positioning accuracy. Cross–referencing of
these locations (which are recorded five times per second) with shots
triggered using a GPS clock allows each source–receiver pair to be
located geographically and, subsequently, allocated into a CMP bin.
2.1.1 Positioning
Key to this positioning method, is maintaining the appropriate quality
of the GPS strings. If the accuracy drops below RTK quality the
criterion outlined previously will no longer be satisfied. To define
the quality of the GPS data, the Ashtech Sagitta (RTK–GPS system
used) allocates a “Fix Quality Index” (Thales Navigation, 2002). Each
string is assigned a value between 0 and 19 (where 0 is equivalent to
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Figure 2.1: Figure showing shot z-value positions over the course of a single survey
day, a), highlighting prolonged z-value jumps (red dashed box) and short time
period drifts or jumps in the z-values (blue dashed box). Panel b) shows short
seismic section, illustrating the effect on seabed continuity of short time period
jumps in recorded z–value (shots 30094 to 30140).
no positioning solution, and anything between 14 and 19 it is of RTK–
GPS quality), using the formula:
Q = 14 + 7
[
1−
(
LPMEmeasured
LPMEmax
)]
; (2.2)
where, LPME stands for the Line of Position Mean Error.
LPMEmeasured is the the quadratic average of the weighted residuals
on each positioning solution calculated using the Long–Range Kine-
matic (LRK R©) processing method of the carrier phase signals. While
LPMEmax is defined as:
15 + Station− to−mobile Distance, in km (single− frequency) ,
20 + Station− to−mobile Distance, in km (dual − frequency) .
However, in practise we find that sub–RTK quality GPS strings are
assigned Q ≥ 14; Figure 2.1 shows Z–values positions for 50,000 shots,
all assigned RTK–GPS quality, together with a subset of example
data. The data was acquired in a lake where there were no tides
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or currents and little wind to drive wave generation. Despite the
calm conditions, there are sudden jumps in Z–value position ≥ 10.0
cm, for both prolonged (e.g., red dashed box) and shorter periods of
time (e.g., blue dashed box). The effect on seabed continuity post–
geometry compensation can be seen in Figure 2.1b, where there is a
distinct change in seabed reflector position between shots 30094 to
30140.
These periods of poor quality GPS positioning require removing from
the data volume prior to processing. While positions flagged as non–
RTK quality can easily be filtered automatically, it is not possible to
be more stringent on Q ≥ 14 values since the GGA navigation string
used for source/receiver position simply flags RTK quality or not,
without passing on the specific Quality Index. Therefore, a manual
assessment of the GPS data is required.
2.1.2 Timing
Since the system has been designed to trigger the sources at regular
time intervals, rather than regular distances, the RTK–GPS derived
locations need cross referencing with equally accurate shot times in
order to position the source–receiver pair for each trace. As outlined
above, for traces to constructively combine during CMP stacking or
migration summation, coincident traces need to be consistent within
the peak–to–side lobe offset of the auto–correlated Chirp wavelet. For
the broad band sweeps w13 and w32 this corresponds to 0.06 ms.
If each sample was being timed individually, then this would be equiv-
alent to the required timing accuracy. However, the time samples on
each trace are tagged sequentially from the shot trigger. This makes
the timing requirements based on accurate timing of the absolute shot
time for cross–referencing with the positioning. Since the RTK–GPS
positioning is updated five times per second, and positions linearly
interpolated in between, this is significantly less stringent; an error of
1.0 ms would require the mat to be moving at a vertical velocity of 45
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Figure 2.2: Figure showing histograms of shot trigger times as logged by the
acquisition system, and separately identified by threshold detection on a signal
recorded using a 50 MHz oscilloscope. Difference between two sets of times is
< 0.05 ms..
m/s to induce the 4.5 cm change error in positioning for destructive
interference between coincident traces.
A GPS clock is used to provide hour, minute, and whole second time
flags, from which an internal counter (triggered by a 1 PPS pulse
from the GPS clock at the beginning of each second) provides ms
times. The 1 PPS pulse also prompts a hardware pulse generator in
the Field–Programmable Gate Array (FPGA) logic, which generates
a 1 second long pulse train containing the required number of square
wave shot triggers. This signal is split two ways to trigger both the
Chirp sweep, and the acquisition system, where it is time stamped
using the GPS and CPU counter.
This results in shot triggers that are regular within each second, where
only the time stamping can be affected by system load. Figure 2.2
compares histograms of shot times as logged by the acquisition system,
and separately through threshold identification of the trigger signal
recorded on a 50 MHz oscilloscope. The difference in timing between
the two recording methods is < 0.05 ms.
Shot timing in marine surveying is, however, complicated by the
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sources and receivers being part of a dynamic environment. Whereas,
on land, the sources and geophones are secured in fixed locations, dur-
ing marine acquisition they are (with the exception of ocean bottom
cable or seismometer deployments) constantly in motion being towed
behind the survey vessel.
To easier see how this affects the final quality of an imaged volume,
two example thought experiments will be introduced. These illustrate
two different applications of the 3D Chirp sub–bottom profiler, and
similar systems:
i) Inshore Application: For inshore applications (such as harbour
basins, rivers, or estuaries) where the seabed is c. 10.0 m depth,
this corresponds to 13.0 ms in a 1500 m/s velocity field. Including
15 ms of subsurface structure, and 2 ms for diffracted energy
moved to later times, this equates to a trace length of 30 ms.
Pulse rates would be high (six or eight PPS) and lengths short
(16.37 ms; Table 2.2) to maximise acquisition efficiency, providing
≥ 20 million traces.
ii) Shelf Application: Here the survey target could be a slump
deposit or slide scarp situated just offshore (or, equally, in a fjord
or lake) in c. 50 m of water. Assuming a velocity of 1500 m/s
this equates to c. 66 ms TWT to the seabed. Including 20 ms
of subsurface structure, and 14 ms for recording diffracted energy
moved to later times, meaning a trace length of 100 ms. Pulse
rates could never go above four PPS and lengths would be long
(32.74 ms; Table 2.2) to maximise energy output, so a survey is
likely to contain only c. 15 million traces.
The problems in the accurate timing of energy manifest in two forms:
movement within the source sweep time window; and movement within
the recording time window. The former results from the source sweep
being of finite length, therefore any change in array position will alter
the depth and ray path to a reflection point for the different frequency
components. Assuming a constant survey speed of 4 knots (2.0 m/s),
for the two thought experiments lateral movement during the sweep
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window (16.37 ms and 32.74 ms; Table 2.2) is c. 3.27 cm and c. 6.55
cm, respectively. Vertical movement will offset the different frequen-
cies in time, introducing correlation errors and smearing energy into
the Klauder wavelet side–lobes and side–tail oscillations. Relative to
a CMP bin size of 12.5 cm the horizontal smearing is insignificant,
but vertical movement is not. Particularly during shelf applications,
where the longer sweeps will be used, there is likely to be reduction
in resolution caused by vertical movement during the sweep output
window.
The latter form of timing error is caused by the array being towed at
an approximately constant speed throughout the trace recording win-
dow. Again, assuming a consistent survey speed of 2.0 m/s, it can be
seen that for the inshore thought experiment a recording trace length
of 47 ms (30 ms of trace plus 16.37 ms long source sweep; Table 2.2)
the source/receiver array would move c. 0.094 m during recording, i.e.
almost one CMP bin size. Lines acquired with sail directions 180◦ out
of phase will result in reflections from the same location being posi-
tioned ≤ 0.188 m apart, i.e., up to two CMP bins apart when binning
at 12.5 cm. Given a theoretical horizontal resolution for interpreta-
tion of three CMP bin sizes (0.375 m), this is not ideal but within
acceptable limits on the positioning of the reflected energy. For the
shelf experiment, however, a recording trace length of 133 ms corre-
sponds to 0.266 m of movement between the position associated with
the first sample (trigger time) and the last sample, therefore 0.532
m when acquisition direction is 180◦ out of phase. This maximum
error in energy location is within the theoretical resolution limit of
the system, and would lead to a significant loss of resolution in the
deeper sections of similar volumes, along with artefacts introduced by
the incorrect summation and cancellation of energy. Therefore, for
long trace lengths where the array moves a significant distance within
the recording time of a single shot, assigning source/receiver locations
based on the trigger time (start of the trace) is not accurate enough.
If the reduction in data quality due to these timing errors is large, both
can be accommodated in post–processing. Temporal offsets between
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frequency components could be removed by correlation with a series
of band limited sweeps which are then each static shifted to minimise
correlation errors. While, the easiest solution to array movement dur-
ing recording is to apply a static shift to the recorded trigger time
prior to assigning receiver positions, thereby moving the point on the
trace which is positioned correctly. Given the loss of resolution with
depth through attenuation of the higher frequencies, an appropriate
time would be an approximate seabed time, thereby preserving the
resolution afforded by the higher frequencies. Unless subsurface struc-
ture extends ≥ 100 ms below this approximate seabed, the smearing
of deeper structure will also be minimised.
2.2 Source Repeatability
Pre–stack, the recorded wavefields are 5D, being dependent upon
source and receiver locations (xs, ys and xg, yg, respectively), together
with time, t. Ideally, a survey would completely sample all five of
these dimensions across the entire survey area. However, in reality,
financial and physical limitations mean that all 5D are never com-
pletely sampled. Rather, it is common to selectively sample up to
three of the dimensions to the required accuracy, and sub–sample the
remaining. This has led some (e.g., Padhi and Holley, 1997) to con-
sider a 3D survey in terms of “minimal data sets”; the least amount
of data required to adequately image a reflector. However, these min-
imal data sets are normally of limited spatial extent, meaning that a
completely imaged volume is composed from a number of juxtaposed
(or, preferably, overlapping) minimal data sets.
The 3D Chirp sub–bottom profiler uses an centre–spread geometry
to acquire shot centred minimal data sets, where subsets of the sur-
vey area surrounding each source location are densely sampled in the
receiver (xg, yg) and time dimensions. These sub–volumes are then
overlapped with regular, but less densely spaced, shot locations. Su-
perposition of these minimal data sets results in the pre–stack wave-
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fields being correctly sampled in the receiver and time dimensions,
but under–sampled in the source dimensions.
The coherent migration of 3D seismic data involves the redistribu-
tion of reflected energy over a surface of equal travel time. In simple
terms; coherent energy will constructively interfere, while incoherent
energy (i.e., noise) will destructively interfere. This results in a ge-
ometrically correct (for the chosen migration velocity) volume with
improved S/N ratio. This reliance on the constructive interference of
‘real’ reflections, implies an obvious reliance on the consistency in am-
plitude and phase of the reflected wavelets. If the volume is composed
from a number of different shots and receivers, this is then fundamen-
tally dependent on the repeatability of the source and receivers.
I have used two methods to assess the source/receiver repeatability:
2.2.1 Verbeek and McGee Method
Verbeek and McGee (1995) define a method of estimating the source
repeatability based on the direct amplitude comparison of two equiv-
alent traces using a Repeatability Index (RI), defined as:
RI = min|s (k) |; (2.3)
where
s (k) =
N∑
i=0
|s1(i) − s2(i−k)|
max|s1(i)| ×N ; (2.4)
s1(i) and s2(i−k) are the two equivalent traces digitised into records
with samples i → N . Normalising to the maximum of s1(i), results
in large values of RI representing poor repeatability, and zero being
perfectly repeatable.
By windowing data to the direct arrival, and subtracting an estimate
of the noise contribution extracted from the water column, Verbeek
and McGee (1995) compiled repeatability values for eight different
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Source Source Peak -40 dB Repeatability
depth frequency bandwidth index
(cm) (kHz) (kHz)
Chirp sonar
5 ms 15 6.5 8.5 0.0048
10 ms 15 6.5 8.5 0.0063
16 ms∗ – 5.0 6.0 0.00005
16 ms† – 7.25 11.5 0.00005
20 ms 15 6.5 8.5 0.0361
32 ms∗ – 5.0 6.0 0.00004
32 ms† – 7.25 11.5 0.00006
Boomer
105 J 5 10.0 34.5 0.0025
175 J 5 8.0 40.0 0.0020
280 J 5 6.5 45.7 0.0028
350 J 5 5.7 41.4 0.0027
Table 2.1: Summary of relevant source repeatabilities for a number of high–
resolution seismic sources, from Verbeek and McGee (1995). Lines shaded grey
show data gathered using the 3D Chirp transducer array and an omnidirectional,
spherical hydrophone transducer in the ISVR test tank. The lines marked ∗
represent the traditional Blackman–Harris Chirp sweep, while those marked †
are linearly swept sweeps with sin squared 8th tapers (Gutowski et al., 2002;
Plets et al., 2007).
marine sources (summarised in Table 2.1). They concluded that Chirp
sonar had a RI twice that of the more conventional pinger–type sonar
and boomer sources.
For comparison, a data set was acquired specifically to asses source re-
peatability, using the University of Southampton’s Institute for Sound
and Vibration Research (ISVR) test tank with dimensions of 8.0 m
by 8.0 m by 4.0 m. Fixing a 16 mm diameter, omnidirectional (to
within 2 dB) spherical hydrophone, mounted in a 20 mm diameter
polyurethane cylinder, 1.0 m directly in front of our transducer array,
I recorded the outgoing impulse on a LeCroy Oscilloscope with mini-
mal interference from reflections off the bottom and sides of the tank.
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Processing of these uncorrelated traces in a similar method to that of
Verbeek and McGee (1995), yielded estimates for source repeatability
given in Table 2.1. However, instead of comparing the amplitudes
of similar traces, each trace was individually compared to an aver-
age trace, thereby also including any drifting changes that would not
otherwise have been identified using the basic method. Since gradual
variations in the source/receiver repeatability are just as damaging
to the summation and cancellation during migration, including these
effects is important. Thus, Equation 2.4 becomes:
s (k) =
N∑
i=0
|s1(i) − s¯(i)|
max|s1(i)| ×N . (2.5)
The amplitude resolution of the oscilloscope was ±10−5 V. Using the
standard method of error estimation, this allows us to put a value on
the limiting resolution of RI:
(
∆RI
RI
)2
=
(
∆s1
s1
)2
+
(
∆s¯
s¯
)2
,
∆RI =
√(
∆s1
s1
)2
+
(
∆s¯
s¯
)2
×RI; (2.6)
where s1 is the amplitude of the trace, s¯ is the amplitude of the
average trace, and ∆RI, ∆s1, ∆s¯ are the associated errors. Using
average amplitudes for each trace, the resolution of RI becomes:
∆RI ∼ 3× 10−11. (2.7)
Therefore, the repeatability indices estimated for our different sweeps
(Table 2.1), although small (two orders of magnitude smaller than
those of Verbeek and McGee (1995)), are well within the detectable
variation. It is, perhaps, to be expected that our source RI values are
better than those previously published, the comparison of each trace
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with an average trace will dampen the contribution of high–frequency
changes between adjacent traces to the overall RI value.
Although this method produces meaningful results that are sensitive
to small fluctuations in phase and/or amplitude, it is not possible
(without a visual inspection) to actually discern between these two
effects. Therefore, it is unclear whether fluctuations in source signal
are due to timing offsets, or amplitude variations.
2.2.2 Cross–Correlation Method
The cross–correlation of traces is one of the most basic tools in seismic
processing (e.g., Yilmaz, 1987). It is particularly useful for estimating
the similarity of two traces, as the peak value represents a measure
of their similarity in amplitude, and the sample location of this peak
value the phase difference. When using the cross–correlation in this
manner, it is common to normalise to the product of the summed mag-
nitudes of each trace; thus meaning a value of one represents perfectly
repeatability, and numbers close to zero are highly unrepeatable.
φs1s2 (τ) =
limit
N→∞
N∑
k=−N
s1(k)s2(k+τ)√
N∑
k=−N
s21(k)
N∑
k=−N
s22(k)
(2.8)
where s1 and s2, are the two traces being compared, andN the number
of samples.
This was used to calculate repeatabilities for 17 Chirp sweeps using
data acquired at the ISVR test tank (see, Table 2.2). As before, cross–
correlation was between each trace and an average trace to make the
experiment sensitive to gradual, as well as sudden, changes in the
produced waveform. Errors quoted are the standard error:
errorx¯ =
σ√
N
; (2.9)
where x¯ is the mean of N values, and σ the standard deviation.
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Sweep Frequency Sweep Cross correlated Phase
bandwidth length peak Offset
(kHz) (ms) (ms)
w01 Lin. 2.0 – 6.0 Gauss 16.37 0.9939± 0.0025 0.0010± 0.0050
w02 Lin. 2.5 – 9.0 Gauss 16.37 0.9987± 0.0003 0.0000± 0.0014
w03 Lin. 2.0 – 6.0 Gauss 32.74 0.9970± 0.0005 0.0000± 0.0000
w04 Lin. 2.5 – 9.0 Gauss 32.74 0.9940± 0.0013 0.0010± 0.0017
w05 Lin. 2.0 – 8.0 Gauss 16.37 0.9994± 0.0001 0.0000± 0.0000
w06 Lin. 2.0 – 8.0 Gauss 32.74 0.9962± 0.0007 0.0000± 0.0000
w08 Lin. 1.5 – 13.0 Gauss 32.74 0.9590± 0.0037 0.0660± 0.0301
w09 Quad. 1.5 – 13.0 Gauss 32.74 0.9500± 0.0430 −0.1000± 0.0965
w10 Log. 1.5 – 13.0 Chi rev. 32.74 0.9870± 0.0021 0.1190± 0.0807
w11 Lin. 1.5 – 13.0 Chi 32.74 0.9454± 0.0015 0.2140± 0.0824
w12 Lin. 1.5 – 13.0 Sine sq. 4th 32.74 0.9664± 0.0049 0.0750± 0.0419
w13 Lin. 1.5 – 13.0 Sine sq. 8th 32.74 0.9928± 0.0017 0.0020± 0.0013
w25 Lin. 2.5 – 9.0 Sine sq. 8th 32.74 0.9847± 0.0023 0.0620± 0.0431
w27 Quad. 2.5 – 9.0 Sine sq. 8th 32.74 0.9970± 0.0006 0.0020± 0.0013
w32 Lin. 1.5 – 13.0 Sine sq. 8th 16.37 0.9977± 0.0004 0.0000± 0.0014
w33 Lin. 3.0 – 8.0 Sine sq. 8th 16.37 0.9993± 0.0002 −0.0020± 0.0013
w34 Lin. 2.5 – 9.0 Sine sq. 8th 16.37 0.9985± 0.0004 −0.0020± 0.0019
Table 2.2: Amplitude and phase repeatabilities for a number of GeoAcoustics
Chirp source sweeps calculated using the cross–correlation method. Data was
acquired using a 50 MHz oscilloscope in the controlled conditions of the ISVR
test tank with a hydrophone positioned 1.0 m directly in front of the four Chirp
transducers. Lines shaded grey highlight the two sweeps considered in greater
detail.
As with results obtained using the Verbeek and McGee (1995) method,
fluctuations in amplitude and phase of the outgoing sweep are ex-
tremely small. Of particular interest are sweeps w13 and w32 (shaded
grey in Table 2.2), which are the two broadband sweeps most often
used in this thesis. These both demonstrate amplitude variations of
less than 0.1 %, and phase of less than 0.002 ms.
2.2.3 Reflection Repeatability
Analysis of data acquired to identify variations in the amplitude and
phase content of our Chirp source sweeps has been presented, using
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Figure 2.3: Four panels showing channel–to–channel variation, for sweeps w13 and
w32, whilst stationary and under tow. Repeatability (cross–correlation method)
is decreased c. 5 % by towing noise, but, even when stationary, the repeatability
of the reflected waveform is significantly lower than the outgoing sweep (Table
2.2).
two methods to examine the outgoing impulse as recorded in a highly
controlled environment. It is equally, if not more, interesting to con-
sider the repeatability of the seabed reflectivity under true survey
conditions. As has been demonstrated by Muller et al. (2002), the en-
vironmental effects of engine noise, towing, sea state, and sea surface
ghosting, can cause the observed reflection stability to be one to two
orders of magnitude worse than that of the source alone.
For this reason, these results will be compared and contrasted with
the seabed reflector stability for a number of source sweeps recorded
whilst stationary in Empress Dock (Southampton) with the boat en-
gine switched off, and whilst towing. This enables an approximate
break down of fluctuations in the phase and amplitude of the seabed
wavelet into its constituent components, examining the effect of each
individually.
28
CHAPTER 2. CHARACTERISATION
Figure 2.4: Four panels showing shot–to–shot variation, for sweeps w13 and w32,
whilst under tow (a and b) and stationary (c and d). Repeatability (cross–
correlation method) is decreased c. 5 % by towing noise, but, even when sta-
tionary, the repeatability of the reflected waveform is significantly lower than the
outgoing sweep (Table 2.2).
Primarily, the cross–correlation method was used in order to separate
out the amplitude and phase components. Figure 2.3 shows seabed
reflector amplitude repeatability for each channel, averaged over 200
traces, using sweeps w13 and w32, whilst moored and towed. There
are fluctuations between channels of ±0.1, centred about 0.61 (towed)
and 0.65 (stationary) for w32, and 0.68 (towed) and 0.72 (stationary)
for w13. While there is a clear decrease in repeatability (c. 0.04)
between towed and stationary tests, all demonstrate a dramatic dif-
ference between source stability, as recorded in the ISVR test tank,
and seabed reflector repeatability; decreasing from 0.99 to average
values of 0.70 and 0.63 for w13 and w32, respectively.
Similar results can be seen in the shot–to–shot variation (Figure 2.4),
where seabed repeatability’s vary by ±0.06, but are consistently 0.37
and 0.42 (on average) lower than the source sweep for w13 and w32,
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Figure 2.5: Comparison between RI histograms for two 3D Chirp surveys (a and
b), and two boomer sources (c and d) from Muller et al. (2002). The Chirp data
uses two different source sweeps: a 32.74 ms long 1.5 kHz to 13.0 kHz linear square
wave sweep with sine sq. 8th tapers, w13; and its 16.37 ms duration equivalent,
w32. Data was correlated and windowed around the seabed arrival. The boomer
data was bandpass filtered using frequency gates 100–200–1400-1600 Hz.
respectively. Stratigraphy plays a significant factor in complicating
the shot–to–shot repeatability of the towed results, which is why it
was possible to use only a 100 shot gather for w13. Similarly, the first
50 and last 10 shots for w32 are also affected by changes in seabed
type. The change is, however, consistent; being caused by considering
the reflected seabed wavelet.
For comparison with results presented in Table 2.1, and taking care to
ensure that geological variations did not dominate the signal, a block
of 200 traces from two surveys, using two different sources sweeps (w13
and w32), were processed using the modified method of Verbeek and
McGee (1995) (see, Figure 2.5). Amplitudes from a window centred
on the seabed reflection (thereby excluding the direct arrival, which
is complicated by interactions with the sea surface) were correlated
with the source sweep, but not otherwise processed.
Despite being acquired under survey conditions, the results presented
in Figure 2.5 are comparable to that of Verbeek and McGee (1995).
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Figure 2.6: Figure comparing seafloor response for six randomly selected individ-
ual channels with average trace (thicker black line).
Repeatability indices of 0.031± 0.001 and 0.025± 0.001 for the 16.37
ms and 32.74 ms sweeps, respectively, are consistent with the 0.0361
observed for the Verbeek and McGee (1995) 20 ms sweep. Although
this method does not separate out amplitude and phase influences, it
supports the results obtained using the cross–correlation method; the
repeatability of the seabed reflection is reduced from the very high
source waveform repeatability. This concurs with the observations of
Muller et al. (2002).
The cause of such a significant decrease in repeatability between the
outgoing and reflected waveforms is likely to be the complicated inter-
action of a number of different issues. Figure 2.6 shows six randomly
selected traces from a single stationary gather acquired using w32, to-
gether with the average trace for that gather (darker black line). The
peak of the Klauder wavelet corresponding to the seafloor reflection
consistently occurs around 0.3 ms, and demonstrates a highly reliable
waveform trace–to–trace. However, following the peak, and causing
minor distortion of the trailing side–lobe, the individual traces contain
a series of relatively high amplitude, highly variable cycles that are
not present on the average trace. For both repeatability methods, this
difference is a dominant part of the decrease in repeatability, causing
a reduction of c. 0.3 in the cross–correlation results.
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Bull et al. (1998) have shown that increased energy in trailing side–
lobe(s) can be generated by non–white seafloor reflectors (i.e., the
presence of a graded transition zone). Undoubtedly, this is a con-
tributing factor, particularly since the stationary data was acquired
in a harbour basin where the sedimentary infill consists of very fine,
unconsolidated silt. However, this transition zone is unlikely to vary
greatly within a single footprint area (1.25× 1.00 m), suggesting that
the variation between traces is independent from the environmental
conditions. Instead, it is thought that the trace–to–trace differences
are caused by sea–surface ghosting, along with interaction between
the frame and the reflected wavefield. Since the source–receiver off-
set and orientation of each channel differs, so will the arrival time
of the sea surface ghost and any internal reflections from within the
frame. Therefore, in order to ensure effective summation of traces
during stacking or migration, it is important to repeatedly cover an
area, providing dense coverage including contributions from a large
number of channels.
2.3 Sampling and Aliasing
Aliasing stems from the quantisation of data from a continuous record
into a series of discrete samples. In modern seismic recording methods
this can occur both temporally and spatially: the digitisation of the
seismic trace means it is recorded as a series of amplitude values;
while receiver spacing leads to the seismic wavefield being discretely
sampled in the X/Y plane.
If one considers a seismic trace as a 1–dimensional time series, then
the temporal sampling is governed by the sampling theorem (Shannon,
1948). By modelling the seismic trace as the convolution between a
continuous signal and a series of equidistant delta functions with a
spacing interval equal to the sampling interval, the sampled signal,
sˆ(t), can be written in the time domain as (Robinson and Durrani,
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1986):
sˆ(t) = s(t)
∞∑
n=∞
δ(t− n∆t); (2.10)
and in the frequency domain as:
SA(ω) = S(ω) ∗
∞∑
k=−∞
δ
(
ω − k
∆t
)
; (2.11)
where S(ω) is the continuous Fourier transform of s (t), and SA(ω)
the Fourier transform of the discretely sampled data.
This equation tells us that, in convolving the continuous signal with
a series of delta function, we map the original signal, S(ω), onto each
delta functions. If this spacing of 1/∆t is not broad enough to con-
tain all the information in S(ω), then there will be overlap between
neighbouring delta functions at + 1/2∆t and - 1/2∆t.
This forms the basis of the Nyquist Criterion, or Nyquist frequency,
which states that to record unaliased data for a given frequency band-
width, fband, the sampling interval is:
∆t ≤ 1
2fband
. (2.12)
If we apply this to the 3D Chirp profiler, where fband is 13.0 kHz,
the Nyquist frequency is 26 kHz, equivalent to a sampling interval of
38.46 µs. Presently, we record the data at a temporal sampling rate
of 50 kHz, equivalent to 20.0 µs, and are therefore considerably over-
sampling the data relative to the Nyquist Criterion. This is important
because, although frequencies ≤ fN will be represented correctly in
the data, finer sampling enables accurate representation of the wave-
form shapes.
Expanding this 1–dimensional approach into 3–dimensions involves
including spatial aliasing as well as temporal. Although the two are
not entirely independent (spatial is dependent upon frequency con-
tent, which is intimately tied to the Nyquist Criterion and temporal
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sampling), spatial aliasing is normally considered separately. In part,
this is because it is easier to visualise, and therefore comprehend, with
just two variables (∆x,∆y) rather than three (∆x,∆y,∆t), but also
because spatial aliasing manifests itself in a number of different ways.
Following the terminology of Biondi (2007), there are three funda-
mental types of spatial aliasing; data, image, and operator, each cor-
responding to aliasing in a particular data space. For simplicity, if one
considers the process a trace undergoes during a Kirchhoff migration
(Yilmaz, 1987): the data is recorded in (x, y, t) space and will be data
aliased if trace separation is too large; each trace is then expanded
into image space, forming the migration ellipsoid by solving the wave
equation, if the sampling of the migration aperture (in x, y, t and off-
set domains) is too coarse then operator aliasing occurs; finally, the
imaged ellipsoids are summed into migrated data space, where over
decimation of the spatial or temporal domains will cause image alias-
ing. Operator aliasing is entirely dependent upon the choice of migra-
tion algorithm and will be discussed further in Chapter 5. However,
data and image aliasing are directly related to the acquisition, and
will be discussed further now:
2.3.1 Data Aliasing
Data aliasing is caused by the spatial sampling of the recorded data
being too coarse to accurately image the stratigraphy at the recorded
frequencies. Knowing the component frequencies of the reflected wave-
forms and the spatial sampling, one can express this as a limit on the
maximum resolvable dip angle. For a constant velocity, this is given
by the function (Yilmaz, 1987):
sin θmax ≤ v
2fband∆x
; (2.13)
where ∆x is the spatial sampling and fband the source frequency band-
width, while θmax is the corresponding maximum dip angle.
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Figure 2.7: Panel a) showing spatial sampling (m) at which data aliasing occurs
for a range of dip angles and frequencies, calculated using Equation 2.13 (Yilmaz,
1987). Grey shaded region denotes angles and frequencies aliased in volumes
acquired using 3D Chirp sub–bottom profiler. Panel b) shows a diagrammatical
representation of the wavenumber domain equivalent. The black line with slope
d1 remains unaliased for all frequencies. The grey line, however, has a larger dip
of d2, leading to some of the higher frequencies becoming aliased (represented by
the dashed grey line).
Assuming a velocity of 1500 ms−1, for 3D Chirp this produces the
results shown in Panel a) of Figure 2.7. The highest frequency content
(13.0 kHz) of our source sweeps become spatially aliased at dip angles
≥ 13◦, angles ≥ 25◦ for the central frequency of 7.25 kHz, and data
remains unaliased at all angles less than 90◦ for the lowest frequency
of 1.5 kHz. However, the source array of four transducers act to beam
form the downgoing wavetrain to -3 dB limits of 15◦ from normal in
the cross–track direction, and 30◦ along–track (Figure 2.8) (Gutowski,
2004). Hence, the steeper dip angles at which the reflected wavefield
would become aliased are not illuminated by the source.
Alternatively, it is perhaps more useful to think in terms of the wavenum-
ber domain. Considering a plane wave the gradient of slope d, angular
frequency, ω, and wavenumber, k, can be related by the expression
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Figure 2.8: Source array direc-
tivity calculated for the central
frequency of sweeps w13 and
w32 (Gutowski, 2004). Panel a)
shows the source array configu-
ration, while b), c), and d) the
radial dependant amplitude of
the downgoing sweep in the hor-
izontal and two orthogonal ver-
tical planes, respectively.
(Biondi, 2007):
d =
k
ω
. (2.14)
Data remains unaliased while k ≤ kN , where kN is the Nyquist
wavenumber. Since the Nyquist wavenumber can be defined as |kN | =
pi
∆x
, Equation 2.14 becomes:
|d| ≤ pi
ωd∆x
; (2.15)
for given frequency ωd.
Panel b) of Figure 2.7 shows a diagrammatical representation of alias-
ing in the wavenumber domain. While the black line, representing
data with a dip of d1, remains unaliased for all frequencies between
ωmin and ωmax, the grey line, representing data with dip d2, becomes
aliased when it moves beyond the Nyquist wavenumber, kN . Energy
in frequencies beyond this, represented by the dashed grey line, is
wrapped around to start at −kN , and therefore has an apparent dip
of 180+d2 (although, strictly, this energy will not cause aliasing until
it overlaps unaliased data).
Data aliasing is the most fundamental type of aliasing, as, if the data
is spatially aliased during recording, all subsequent types of spatial
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aliasing will be present. This is a particular problem for 3D Chirp
data sets, where the limited lateral extent of the mat causes sampling
to be highly irregular with lots of small gaps in the coverage, leading
to discontinuous spatial sampling. However, as shall be discussed
further in Chapter 4, small discontinuities in the spatial sampling
can be accommodated easily during the imaging process.
2.3.2 Image Aliasing
Image aliasing occurs when the migrated traces in image space are too
coarsely sampled in time and/or space to accommodate the imaged
stratigraphy. The migration ellipsoid is aliased, leading to gaps ap-
pearing in the data, and/or whole wavelets being smoothed over. As
the level of image aliasing increases, sections become more ambiguous
and harder to interpret, even without the addition of extra noise.
Using the same principles as for Equation 2.15, it is possible to define
a similar equation for relating dip, frequency, and spatial sampling in
image space for a time migration (Biondi, 2001, 2007):
ωξτ ≤
pi
∆xξ
∣∣∣dξx∣∣∣ , ωξτ ≤ pi∆yξ ∣∣∣dξy∣∣∣ . (2.16)
where, image space ξ = (xξ, yξ, τξ), and ∆xξ, ∆yξ and d
ξ
x, d
ξ
y are the
sample spacing and dip in image space, respectively.
It is important to note that ωξτ 6= ωt. The seismic wavelet is com-
pressed by some imaging operators (such as Dip Move Out, DMO,
and Azimuthal Move Out, AMO), while during the migration process
it is stretched. This stretching factor can be defined as dtD
dτξ
, where tD
is the time co–ordinate. Thus, Equations 2.16 become:
ωxt <
pi
∆xξ
∣∣∣dξx∣∣∣ dtDdtξ , ω
y
t <
pi
∆yξ
∣∣∣dξy∣∣∣ dtDdtξ . (2.17)
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The choice of sampling parameters in image space are independent of
the acquisition geometry, being set arbitrarily as part of the migration
algorithm. Therefore, where no data aliasing is observed, image alias-
ing can be easily avoided by increasing the density of sampling of the
migrated ellipsoid. However, higher sampling in image space results in
a significant computational cost for the migration operation, meaning
that it is often better to limit the dip operators by low–pass filtering
during the input phase (Gray, 1992; Claerbout, 2005). Equation array
2.17 allows the apparent dips and sampling intervals in image space
to be related to frequencies in the recorded data space, permitting an
appropriate filter to be designed.
2.4 Conclusions
In this Chapter, some of the fundamental system parameters have
been examined to identify problems and how they may affect data
quality. The main findings of this investigation are:
• Erroneous positions, originating from poor quality RTK–GPS
strings or bad shot time stamps, will result in vertical and hori-
zontal smearing. These must be removed prior to CMP stack or
migration summation.
• Variations in seabed reflector repeatability, due to sea surface
ghosts and/or reflections within the frame, may result in problems
during migration summation between minimal data sets.
• Irregularities in the spatial coverage result in spatial aliasing of
the 3D waveform.
Of all the system characteristics discussed during the course of this
Chapter, the problem of spatial aliasing and its subsequent effects on
migration is the most important. Data volumes acquired using the
3D Chirp sub–bottom profiler will always suffer from being irregu-
larly sampled in the X,Y plane, and contain large numbers of small
gaps in coverage. Traditionally, spatial aliasing effects are removed by
careful low–pass filtering, but this results in a rapid decrease in image
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resolution (e.g., Yilmaz, 1987). A careful consideration of data regu-
larisation techniques is required in order to reliably migrate 3D Chirp
data sets without introducing large numbers of migration artefacts.
In Chapter 3, traditional Chirp processing techniques are combined
with standard industry approaches for handling irregularly sampled
data to process an example volume, providing a baseline of what can
be achieved. This is followed in Chapter 4 with an assessment of the
available regularisation methods, and followed by the development of
an optimal approach in Chapter 5.
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“The future is here. It’s just not widely distributed
yet.”
William Gibson (1948–present)
3
Case Study in Small Object
Detection
1 In this chapter I present the results of a survey acquired in an atidal
basin on the south coast of England, early 2006.
3.1 Introduction
Detailed (decimetric scale) imaging of the seabed and sub–seabed
morphology is crucial in the marine construction industry and home-
land defence. Preliminary surveys to identify hazards, such as sud-
den changes in geology or discrete obstructions, traditionally combine
acoustic seabed mapping and divers with sounding poles. Divers are
1Chapter published as (author list reflective of relative contributions): Decimeter Resolution
3D Seismic Volume in Shallow Water: A Case Study in Small Object Detection, M.E. Vardy,
J.K. Dix, T.J. Henstock, J.M. Bull, and M. Gutowski, Geophysics, 73(2), B33-B40, 2008.
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heavily constrained by environmental conditions such as water tem-
perature, site depth, currents, tides, and particulate suspension levels
(visibility), while even in perfect conditions they can only cover ∼ 10
m2/day and can sample only the top 1.0 m of subsurface. Conse-
quently, there has been much recent work to develop high–frequency
surface–scanning acoustics, such as side–scan sonar, sector scanning
sonar, and swath bathymetry, for object detection on the seabed (e.g.,
Simms and Albertson, 2000; Quinn et al., 2002). By comparison there
has been limited success in replicating this level of resolution in the
sub–surface (Schock et al., 2001; Bull et al., 2005)
Chirp or Boomer sub–bottom profilers (operating in the 0.4 kHz to
24.0 kHz range) are capable of imaging completely buried structures,
but they collapse responses from a 3D environment into 2D vertical
slices and therefore provide no cross–dip information. Even after mi-
gration, the results are imperfect and confusing sections, commonly
degenerated by out–of–plane reflections, especially in areas with rapid
structural variations. Because of that and the poor ground coverage
afforded by a sparse mesh of 2D lines (commonly ≥ 10 m spacing),
they can do little more than indicate zones with a higher risk. How-
ever, when Chirp or Boomer sources are combined with an array of
hydrophones to record the reflected waveforms in 3D (Missiaen, 2005;
Scheidhauer et al., 2005), it is possible to image buried objects, as
shown within along–track sections by Schock et al. (2001).
Sampling the reflected waveform in true 3D and with RTK–GPS po-
sitioning, 3D Chirp allows traces to be binned into a geographically
orientated 12.5 cm by 12.5 cm grid, forming a high–resolution 3D
seismic volume with dip information for all azimuths, and reflections
from completely buried structures (Bull et al., 2005). Previous pub-
lications have discussed geological (Bull et al., 2005) and engineering
(Gutowski et al., 2008) applications. Here, I present the results from
a survey acquired in a man–made atidal basin on the south coast of
the UK, comparing seismic object identification with comprehensive
post–survey dredging.
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Figure 3.1: Annotated photograph of 3D Chirp sub–bottom profiler. The 60
hydrophone groups, housed in 11 longitudinal sections, are arranged in a 0.25 m
by 0.25 m grid around four central transducers. RTK–GPS positioning of each
source–receiver pair permits accurate trace binning onto a 12.5 cm by 12.5 cm
CMP grid.
3.2 Methodology
The 3D Chirp is a rigid framed high resolution sub–bottom profiler
comprising 60 hydrophone groups arranged in a 25 cm by 25 cm grid
around a cross of four GeoAcoustics GeoChirp II transducers (Figure
3.1). Navigation is provided by four RTK–DGPS antennae giving po-
sitioning accurate to X = ±0.46 cm, Y = ±0.70 cm, and Z = ±1.82
cm (Bull et al., 2005). The waveforms were recorded at a 0.02 ms
sampling interval and a horizontal resolution of 12.5 cm by 12.5 cm
(Bull et al., 2005). High resolution Chirp sub–bottom profilers use
linear electronics to produce a highly repeatable and tuneable swept
frequency acoustic impulse capable of providing centimetric vertical
resolution and decametric penetration (Schock and LeBlanc, 1990).
This allows the source sweep to be tailored to the specific survey re-
quirements (Gutowski et al., 2002). For this survey we used a 16.37
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Figure 3.2: Plot of fold coverage, darker
colours indicating a greater number of
traces in the CMP bin. Overlain black
line shows a 5 minute subset of GPS lo-
cations, highlighting how the acquisition
methodology involves strafing an area
repeatedly at various different sail an-
gles. Gaps in line are caused by drops
in GPS quality, while shaded grey ar-
eas surrounding acquired volume denote
the quayside and a nearby building. Dis-
tances in X and Y are projected on the
WGS84 ellipsoid from an arbitrary local
zero.
ms long sweep scanning linearly from 1.5 kHz to 13.0 kHz with a
square envelope (see, Table 2.2). The broader bandwidth than tradi-
tional sweeps gives improved resolution, while the short sweep length
permits high shot rates of six to eight pulses per second.
Bordered by a harbour wall and caisson, the site was 250 m long
by 150 m wide and infilled by a thin veneer of fine grained sediment
that overlay a bedrock surface composed of middle or upper Devonian
slate. At the time of the survey, obstructions in the north–east cor-
ner and southern quarter restricted the accessible area to ∼ 23, 000
m2. However, because the area was closed to all traffic except the
survey vessel, sea state conditions were excellent, and the tight space
provided few problems.
The 3D Chirp profiler collected more than 20 million traces over two
survey days, at a tow distance of 5.0 m behind a small, slow moving
(3 knots), vessel while pulsing at six times per second. Lines were
acquired at 1.0 m line spacing, providing 95 % ground coverage with
no gaps larger than 3.0 m by 3.0 m, and multiple sampling of each
grid bin (Figure 3.2). The average fold was 15 traces per 12.5 cm by
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12.5 cm bin, but when the system was temporarily stationary, this
rose to > 200.
These data were recorded in a raw, uncorrelated format, allowing for
a later, more flexible processing strategy. I used a simple processing
flow to limit the number of potential processing artefacts which might
confuse or disrupt the reflections from discrete targets of particular
interest for this application:
i) Correlation of the raw data with the source sweep, thereby re-
ducing all reflections to the Klauder wavelet.
ii) Clean the data by removing any traces with anomalously low S/N
caused by bubbles in the water column and/or flotsam caught on
system. Using amplitudes extracted from a two–way–traveltime
(TWT) window centred on the bedrock horizon, it was possible
to automatically scan through the volume removing poor quality
traces. In total approximately 8 % of the original data volume
was removed.
iii) Deconvolution using a predictive Weiner filter to remove sea sur-
face ghosting of the bedrock reflector (c. 13.9 ms TWT; Figure
3.3). Although, it has previously been argued that the optimum
processing of high–resolution Chirp data involves a source sig-
nature deconvolution (Quinn et al., 1998), I found a simple pre-
dictive Weiner filter to be more effective with this source sweep,
without damaging the wavelet.
iv) Filtering using a bandpass filter (0–1500–13,000–15,000 Hz) was
employed to remove unwanted high– and low–frequency noise.
v) A 3D pre–stack Kirchhoff time migration implemented by Pro-
MAX was used to move energy back to its correct locations using
a velocity of 1400 ms−1, determined as the lower limit of velocities
estimated using diffraction hyperbola curvature. That improved
the S/N by strengthening the amplitudes of coherent reflectors,
and it optimised horizontal resolution to half the receiver spacing
(larger than the theoretical limit of λ/4). Use of the Kirchhoff
algorithm also resampled the irregularly positioned data onto a
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Figure 3.3: Data recorded using channel 23 for an arbitrary section of 1000 shots.
Using no processing other than a standard correlation to collapse the swept fre-
quency waveform back to a Klauder wavelet, the seabed and bedrock appear as
clean, crisp horizons, and three diffraction hyperbola (labelled a to c) clearly
visible in the sediment cover.
regular volume. Given the limited source–receiver offsets of the
array and the small thickness of the objects relative to the source
wavelength, the migration has a low sensitivity to small–scale
fluctuations in the velocity model. Therefore, I made no attempt
to account for the objects within the velocity model; rather, a
homogeneous velocity was preferred, even when migrating small
cubes that included clearly identifiable targets.
Traditional processing of Chirp sub–bottom profiler data involves ap-
plying an envelope function as the last processing stage. This removes
all phase and polarity information and can cause some vertical smear-
ing, but improves the S/N, especially for weaker horizons. Given the
naturally high S/N of these data (Figure 3.3), I chose not to apply
the envelope function. This representation of results in their true
form and polarity, provides useful discrimination between degraded
and non–degraded reflecting objects.
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I
II
III
IV
Figure 3.4: Surface maps showing TWT to bedrock, a), and seabed, b), horizons
displayed using the same colour scale. Insets show histograms of surface TWT,
highlighting the lack of topography, particularly on the bedrock horizon, where 98
% of returns arrive in a 0.3 ms TWT window. Outlines areas labelled I through
IV denote zones of discontinuous bedrock reflections (see text for details).
3.3 Seabed and Bedrock Structure
3.3.1 Data Quality & Gross Structure
Within the Chirp seismic volume, two continuous reflection hori-
zons extending across the entire survey area are clearly distinguish-
able (Figure 3.3). Since the envelope function has not been applied
to these data, the seabed and bedrock horizons appear as classic
Klauder wavelets with positive (black) side-lobes flanking a negative
(white) central peak. The shallowest reflection is the seabed (TWT c.
12.6 ms), which is relatively weak, whereas the deeper slate interface
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Figure 3.5: a) Vertical section
and b) time slice through lower
sediments, ∼ 0.10 m above the
bedrock horizon, of the largest
reverse polarity anomaly (zone
III). With a maximum extent of
65 m north–to–south and 25 m
east–to–west, this horizon covers
1,225 m2 and displays a broken
upper surface with considerably
more topography than the over-
lying seabed. Panels c) and d)
show a time slice and vertical sec-
tion through the zone II anomaly
which runs parallel to the eastern
boundary of the basin.
(TWT c. 13.2 ms) is a relatively high amplitude reflection.
Using a sound velocity of 1500 ms−1, the higher amplitude, deeper
horizon sits at an average depth of ∼ 10.4 m below the local datum
(defined as the height of the local base station, which is at +55.559 m
from the WGS84 geoid), and demonstrates little topography (Figure
3.4a). Except for two discrete depressions (of which only the western
is completely imaged), the bedrock surface varies < 0.1 ms (< 0.07
m) forming a gentle north–south gradient of < 0.2◦.
Across 86 % of the volume, the bedrock surface is easily identifiable,
but in four zones the bedrock horizon becomes discontinuous and in-
distinct (I through IV, Figure 3.4a). In zones I and II, high amplitude
returns from an overlying morass of superimposed diffraction hyper-
bola mask any response from the deeper bedrock (Figure 3.5c and d).
Subsequent dredging identified these as piles of waste material (e.g.,
rope, wire, cables, wood, and tyres) dumped along the basin margin.
Similarly, the bedrock is masked zones III and IV by an irregular,
reverse–polarity horizon sitting 10 cm to 15 cm above the average
bedrock surface (Figure 3.5a and b).
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Figure 3.6: Sediment isopach map
(TWT), overlaid by crosses marking lo-
cations of acoustically identified buried
targets. The three objects used as ex-
amples for comparing seismic and dredg-
ing results in Section 3.4 are identified by
their acoustic target number (15, 18, and
37), and a triangle, circle, and square, re-
spectively. Similarly, target 21, used to
highlight the advantages of using unmi-
grated volumes in Figure 3.8, is identified
with a star.
The area covered by this latter horizon is 1,225 m2, the largest zone
of which (III) having a maximum extent of 65 m north–to–south and
25 m east–to–west (Figure 3.5a and b). The horizon’s asymmetry
with seabed topography makes it unlikely to be shallow gas. While,
given the low density and thin covering of overbearing sediments, it is
difficult to correlate it with a possible source/trap. Similar acoustic
signatures have been observed in archaeological sites, where they are
commonly associated with low density material such as wood/rope
and peat layers (e.g., Quinn et al., 1997a,b; Arnott et al., 2005; Plets
et al., 2007). However, the post–survey dredging failed to identify any
material. The high amplitudes suggest that, if the horizon is the result
of an accumulation of degraded material, it will be heavily degraded,
making it probable that the material would have disintegrated in the
dredge head.
The weaker, shallower horizon sits at an average depth of ∼ 9.1 m,
and is consistent with the seabed of unconsolidated, fine–grained sedi-
ments described by preliminary diver sorties. Unlike the bedrock, the
seabed displays a more irregular topography (Figure 3.4b), causing
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the sediment cover to be highly variable (Figure 3.6). The average
thickness is 0.76 ms TWT (∼ 0.6 m), but thins to < 0.2 ms TWT
(< 0.15 m) in the west and south, and thickens to 1.96 ms TWT
(∼ 1.5 m) in the two depressions.
The lack of sediment infill to the south, and presence of partially
eroded, relic dredging scour marks is consistent with recorded dredg-
ing in the 1980s and 1990s. Other than two discrete depressions, where
the sediment thickening is caused by the infilling of bedrock anoma-
lies, several smaller, individual seabed promontories rising up to 0.50
m above the average bed depth. In most cases, these take the form
of large diffraction hyperbola (or collections thereof) that protrude
into the water column and can be up to 7.0 m in diameter. Dredging
confirmed these to be piles of dumped material, commonly tangled
conglomerates of rope, wire, hose, and broken chunks of wood. Sim-
ilarly, to the north and east there are seabed highs, ∼ 0.25 m above
average depth, which are coincident with the areas where dumped
material obscures bedrock returns.
3.3.2 Seabed & Bedrock Depressions
Two anomalous seabed and bedrock depressions measuring ∼ 20 m
in diameter and 2 ms TWT (c. 1.5 m) below the average bedrock
level at their deepest points, are observed centred at X = 740, Y =
1710 and X = 815, Y = 1720 (Figure 3.7). The structures appear
to be morphologically defined by the bedrock, with sediment infill
mimicking the underlying structure.
The western depression, which is the only one of the two we have
complete coverage of, measures 20 m east–to–west and 18 m north–to–
south. The sides are steepest to the east and west, dipping at angles of
19◦ and 20◦ from the horizontal, respectively (Figure 3.7a and b). The
southern is much shallower, 6◦, while the northern is stepped. The
upper wall slopes down at an angle of 17◦ from the horizontal, before
flattening out into a 5.0 m wide terrace (see Figure 3.7a and b). The
lower section slopes down at an angle of 14◦, and terminates against
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Figure 3.7: Fence diagrams of vertical sections looking from north–west, a), and
south–east, b), together with a sequence of timeslices, c) through to f), moving
down through the western bedrock depression. Panel c) slices through the lower
sediments, 0.15 ms (∼ 0.11 m) above the bedrock surface, showing strong, dis-
continuous reflections, possibly from ejected debris. Panels d) through f) show
the changing shape of the crater with increasing depth; forming a narrow, 15 m
long pit floor orientated along an angle of 113◦.
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the opposite, southern slope, forming the base of the depression. The
steep eastern and western boundaries lead to the formation of a linear
pit floor, which stretches 15 m at an orientation of 113◦ from the
north–west to the south–east (see, Figure 3.7f), and appears to be a
sharp intersection of the dipping northern and southern slopes with
little or no shallowing (Figure 3.7a and b).
There is no historical evidence for excavation of two such structures,
either as part of the most recent basin developments in the 1950s or
before that. World War II Air Raid Warden records note the im-
pact of a large number of high–explosive and incendiary shells having
fallen in the vicinity of the surveyed area, while local records also
support the possibility of their being bomb craters. This would be in
agreement with timeslices through the lower sediments, which show
dramatically increased returns in areas surrounding the craters that
may be indicative of ejected material (Figure 3.7c). It is not imme-
diately obvious why the depressions are so distinctly square in cross
section, although it seems likely to be linked to the slate bedrock
fracturing along pre–existing cleavage planes.
3.4 Small Object Identification
3.4.1 Seismic Characteristics
The survey was undertaken to map bedrock structures above the
seabed and/or the size and distribution of buried and partly buried
objects before targeted dredging. During interpretation of the 3D
seismic volume, a set of criteria were used to identify suitable targets
for the subsequent dredging – a ‘target’ being a reflection event that
exhibits the distinctive diffraction hyperbolae associated with a local
acoustic impedance contrast. Using that methodology, 89 individ-
ual targets (black crosses, Figure 3.6) were found in the survey area.
Concentrated mainly in the northern half of the basin, some targets
appear to be clustered; e.g., the seven that form a line running parallel
to the basin margin, 29 m in from the western wall, starting at X =
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Figure 3.8: Panels showing 10 m by 10 m timeslices moving down from just above
and through diffraction hyperbola of seismic target 21 in steps of 0.02 ms. The
peak of the hyperboloid, although high amplitude, is small, ∼ 1.0m2, whereas
0.16 ms lower it has opened out into a 3.0 m diameter ring. By cycling up and
down through the 3D volume I was able to easily identify buried targets through
their coherent diffraction hyperboloids. In comparison, the migrated horizon,
final time slice, is less easy to identify as a ‘real’ target being < 1.5 m2 in size
and extending over ∼ 4 time slices.
746 , Y = 1725 and moving north. The targets in the basin range from
0.09 m2 to 38.5 m2 in migrated illuminated area, both protrude above
the seabed and are completely buried, and demonstrate reverse– and
normal–polarities.
Identifying the objects in a migrated volume is extremely difficult as
the smallest is just 0.30 m by 0.30 m and so illuminates just 3 bins by
3 bins. In contrast, locating them in unmigrated data is considerably
easier as their associated diffraction hyperbola can be up to 7.0 m in
diameter (observed on a larger–scale by Hobbs (2003)). Figure 3.8
shows a series of timeslices moving down through the hyperbola of
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acoustic target 21 in 0.02 ms TWT steps. The migrated horizon (final
time slice, Figure 3.8) covers< 1.5 square metres, or< 9 pixels square,
whereas the hyperbola has opened out to form an easily identifiable
3.0 m diameter ring 0.16 ms TWT (∼ 0.11 m) below the object. This
coherent opening of the diffraction hyperbolae into distinctive ringed
structures, provided a method to quickly and effectively identify all
objects buried in the basin.
Once each target had been located, small, 25 m square cubes centred
on each object were migrated. From this geometrically correct horizon
it was possible to extract estimates of object dimensions, together
with polarity information that may give an indication of the material
nature of the object.
3.4.2 Comparison of Acoustic Targets with Dredg-
ing Results
Subsequent to the completion of the 3D Chirp seismic survey, a com-
prehensive dredging program was undertaken to retrieve all discrete
small objects. A 0.66 cubic metre bucket dredge was deployed from a
30 m by 15 m, four–legged dredging platform, with a separate, free–
floating pontoon mounted hopper for sieving. Positioning a D–GPS
antenna over the pivot point allowed each grab to be located to to an
accuracy of ±2.0 m. However, the use of a bucket grab prevented the
acquisition of any orientation information or burial depth.
Due to the possible further development of the basin, it was seen as
important that all objects were cleared, so dredging was not guided
onto specific seismic targets. Instead, the entire 23,000 m2 area was
cleared systematically, making possible an exhaustive comparison of
acoustically identified targets with dredged objects.
All objects recovered during dredging correlated to a coincident acous-
tic target, and for every target identified during the seismic survey an
object of appropriate dimensions was retrieved. To illustrate that
agreement between acoustic and dredging results, three examples,
seismic targets 15, 18, and 37 (see, Figure 3.6) will be considered:
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Figure 3.9: Timeslice, a), and vertical slices along–axis, b), and across–axis, c),
through the migrated volume centred on acoustic target 15. While panels d) and
e) show a location map and photo of the object dredged from this site; a 2.0 m
by 0.45 m diameter metal cylinder. Vertical exaggeration 4:1.
3.4.2.1 Target 15
In the migrated volume, target 15 forms a long (2.0 m), narrow (0.3
m), normal polarity horizon (Figure 3.9). Sitting at a depth of 12.90
ms TWT, ∼ 0.50 m above the bedrock horizon, it it is contiguous
with the seabed and slopes slightly north–to–south at an angle of 2◦
from the horizontal.
A large metal cylinder, 2.0 m long and 0.45 m in diameter, was recov-
ered from this location (Figure 3.9d and e). Upon closer inspection,
the seals of the cylinder had remained intact, there were no significant
accumulations of rust, and the object appeared air filled and empty
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Figure 3.10: Timeslice, a), and vertical slices, b) and c), through acoustic target
18, together with location map and photo, d) and e), of object recovered; a 4.0 m
by 0.35 m by 0.08 m heavily degraded wooden plank. BR indicates top bedrock
reflector. Vertical exaggeration 4:1.
of liquid. Although the dimensions of the acoustic horizon are an
excellent match for those of the recovered object, the horizon is sur-
prisingly low amplitude for a target presenting such a large impedance
boundary.
3.4.2.2 Target 18
Acoustic target 18 is a 3.8 m long, 0.75 m wide, reverse polarity event
that sits at an average depth of 13.22 ms TWT, ∼ 9.3 m. As with
target 15, it is not flat, rather it dips south–to–north at an angle
of 0.5◦ from the horizontal. The vertical sections (Figure 3.10b and
c) provide a better indication of the size and shape of the migrated
horizon, while its reversed polarity suggests it is a wooden object,
probably degraded (e.g., Quinn et al., 1997a,b; Arnott et al., 2005;
Plets et al., 2007).
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Figure 3.11: Timeslice, a), and vertical slices, b) and c), through acoustic target
37. Panels d) and e) show location map and photo of the 1.80 m by 0.13m by
0.10 m wooden pole and attached 0.40 m by 0.30 m metal sheet found during
dredging. BR indicates top bedrock reflector. Vertical exaggeration 4:1
At this location a 4.0 m long, 0.36 m wide, and 0.08 m thick wooden
railway sleeper was found (Figure 3.10d and e). Heavily degraded,
the wooden railway sleeper broke apart when it landed in the hopper,
and again upon transferral to a skip, making it an good match in both
size and composition for the observed acoustic target.
3.4.2.3 Target 37
Target 37 is an anomalously shaped 1.8 m long, high amplitude hori-
zon (Figure 3.11). For most of its length it remains consistently 0.5
m wide, but broadens to 1.0 m to the south. The peak of the Klauder
wavelet is 0.25 ms TWT , ∼ 0.18 m, above that of the bedrock, and
runs parallel along a shallow south–to–north gradient of 0.5◦ from
the horizontal. Similar to target 18, it is polarity reversed, which
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we would expect to indicate an object composed of wood, probably
degraded.
The object found here was a 0.10 m wide by 0.13 m thick by 1.8 m
long wooden pole, attached at one end to a 0.40 m by 0.30 m metal
plate with 0.02 m high raised edges (Figure 3.11d and e). Upon closer
inspection, the wooden bar was badly degraded with large chunks be-
ing easily broken free. Interestingly, at no point does the the acoustic
horizon revert to normal polarity, even though the shape and dimen-
sions (Figure 3.11a) agree extremely well with the retrieved object.
3.5 Discussion
The results demonstrate an excellent correlation between the observed
seismic reflection event and the recovered object. A key factor in
achieving this lies in the processing of the data. For example, in
the unmigrated volume surrounding target 18, the horizon disappears
into a data gap to the south, meaning that the peak of the diffraction
hyperbola is only ∼ 2.5 m in length. Post–migration, the hyperbola
has been collapsed back to a horizon of similar length to the coincident
object, highlighting the advantage of using a 3D Kirchhoff migration
to resample the data onto a regular grid.
The amplitudes of the seismic horizons, whether migrated or other-
wise, cannot simply be taken as a proxy for material properties of
the object. The dimensions of the targets cause waveforms from up-
per and lower surfaces to interfere. As Widess (1973) discussed when
thinking in terms of thin beds in multi–channel seismic data, this can
dramatically reduce the amplitude and alter the shape of the reflected
wavelet. The anomalous amplitude of target 15 is therefore likely to
be a result of the thickness of the metal sheeting being substantially
less than the wavelength.
Similarly, for target 37, as the plate is attached to the pole, the two
would not be resolvable into two distinct sources, making the result-
ing horizon a combined response from both. Since the metal plate
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is < 0.01 m thick the acoustic response will suffer from destructive
interference in the same manner as the metal cylinder found at the
site of target 15, leading to the reflected horizon being dominated
by the response from the wooden pole. This agrees with the horizon
becoming lower amplitude to the south.
3.6 Conclusions
I have presented the results of a survey in an atidal basin on the
south coast of UK, using the 3D Chirp high–resolution sub–bottom
profiler. The data permitted detailed mapping of seabed and bedrock
structure in 3D, and the acoustic identification of 89 discrete buried
targets. Except for the acoustic anomaly labelled zones II and IV,
subsequent post–survey dredging confirmed a 100 % success rate in
identifying buried objects, and showed a strong correlation between
observed acoustic signature and object size.
With these results I have demonstrated that:
• The 3D Chirp sub–bottom profiler is capable of acquiring co-
herently imaged true 3D volumes with decimetre horizontal and
centimetre vertical resolution.
• The effect of systematic noise present within the data, such as
sea–surface ghosting, can be effectively minimised using predic-
tive Wiener filtering.
• It is possible to correct for the irregular and incomplete areal
sampling of the data by using a 3D pre–stack Kirchhoff time
migration.
However, they also indicate a number of limitations with employing
standard processing approaches to 3D Chirp volumes:
1. Pre–stack 3D Kirchhoff migration (using the ProMAX algorithm)
is not a viable solution for 3D imaging a whole 3D Chirp volume.
Migrating the 25 m by 25 m by 18 ms cubes centred on each object
took between 24 and 36 hours, depending on trace densities. To
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migrate the entire data set (which, given the short trace lengths, is
not overly large) would take more than 23 days of solid processing
on a 8 core workstation with 16 GB of RAM.
2. A post–migration filtering technique is needed to remove migra-
tion artefacts caused by spatial aliasing of the data in regions of
steeply dipping topography (e.g., western and eastern boundaries
of the crater). If this structure were deeper these artefacts could
lead to misinterpretation of overlying features.
3. Automated programs need developing for the removal of traces
with bad timing, positioning, and anomalous amplitudes. Al-
though time–gated amplitude filtering was primarily used for the
latter, timing and positioning errors were largely filtered by hand.
As data sets become larger this becomes increasingly unfeasible,
and unnecessarily lengthens the processing time.
These three key limitations are listed in order of importance. Al-
though Normal Move–Out (NMO) stacked volumes are extremely use-
ful for identifying discrete targets (e.g., Figure 3.8), for accurate ge-
ological/structural interpretation and to handle irregularities in the
spatial coverage it is necessary to produce 3D imaged volumes.
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“This is called practice, but remember first to set
forth the theory.”
Leonardo da Vinci (1452–1519)
4
3D Imaging
The juxtaposition of recorded time series into a CMP binned 3D
seismic volume makes the fundamental assumption that all energy
recorded on that trace is the result of a simple ray path between the
source and receiver via their geometric mid–point. In an Earth model
comprising a series of flat, horizontal layers with a homogeneous ve-
locity field such an assumption holds, and the relative orientations of
reflectors are representative of the geological cross–section. However,
in a more realistic Earth model in which layering dips at a variety of
angles, the velocity field can vary on small spatial scales, and discrete
reflectors (such as ore deposits, boulders, or ordnance, etc.) and/or
discontinuities in reflectors are common, the assumption of pure mid–
point reflection fails. In these scenarios, dipping reflectors appear to
have shallower dip angles, while discrete objects and discontinuities
are represented by large diffraction hyperbolae (Figure 4.1).
The final step in seismic data processing moves dipping reflectors to
their ‘true’ subsurface position and collapses diffraction hyperbola
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Figure 4.1: CMP binning of non-zero offset data maps energy from the dipping
reflector along the line A→A’ via solid ray paths (from source, ∗, to receiver,
∇), while the real reflector location, line B→B’ mapped by dashed ray paths, is
steeper dipping and located at deeper depth (although, note the actual reflection
locations are shallower).
using a mathematical process called migration. As by–products of
this, a correctly implemented migration will also suppress incoherent
noise, thereby improving vertical resolution and S/N.
In this chapter, a number of basic approaches to seismic imaging are
discussed, and their suitability for use in the migration of 3D Chirp
volumes considered using a combination of theory and the imaging
of synthetic seismograms. Initially the basic principles of migration
are defined, detailing how a variety of common methods are used for
3D imaging of the pre–stack and post–stack wavefields. The abil-
ity of these methods to replicate the reflected wavefields within the
3D Chirp sampling constraints is then weighted against the compu-
tational expense. Finally, suitable methods for pre– and post–stack
imaging are compared using synthetic data generated using the phase
screen forward modelling code of Wild and Hudson (1998) to test their
effectiveness against typical acquisition artefacts, and a subset of the
volume discussed in Chapter 3.
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4.1 Migration Theory
The fundamental principles of migration were defined geometrically
by Hagedoorn (1954), although investigations into diffraction patterns
had been conducted considerably earlier (e.g., see Hilterman, 1970).
Hagedoorn (1954) defined migration as the movement of energy along
curves of maximum convexity, in effect curves of equal travel time.
This principle forms the basis of more advanced migration approaches,
which are derived from a robust mathematical treatment of the Huy-
gen’s Principle (or, Huygen’s–Fresnel Principle) for analytical solu-
tion using a computer algorithm rather than wave propagation charts
(Trorey, 1970). Although some people still refer to certain migration
methods as ‘wave equation migration’, in reality all migration meth-
ods used today solve a form of the wave equation, what differs is their
chosen method to accomplish this (Yilmaz, 1987).
With the 3D Chirp system we sample only very short source–receiver
offsets (< 1.5 m) and beam–form (caused by the directivity of the
source array) a narrow, downward propagating source sweep (-3 dB <
30◦ from normal along–track and 15◦ across–track; Gutowski (2004)).
Hence, only normal incident or near–normal incident reflections need
considering, and the conversion of compressional waves into shear
waves can be neglected. This allows the seismic wavefront to be con-
sidered using a general form of Hooke’s Law, where the pressure, p, is
equal to the product of the bulk modulus, K, and deformation (ex-
pressed in terms of displacement, u) of the host medium (Claerbout,
1970):
p = −K∇.u. (4.1)
Newton’s Second Law of motion allows the pressure gradient at the
wavefront to be related to the product of acceleration and density, ρ:
ρ
∂2u
∂t2
= −∇p. (4.2)
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By taking the second time derivative of Equation 4.1, we find:
∂2p
∂t2
= −K∇∂
2u
∂t2
. (4.3)
Both Equations 4.2 and 4.3 are now in terms of acceleration, allowing
them to be combined:
∂2p
∂t2
= K∇∇p
ρ
,
=
K
ρ
∇2p− K
ρ
∇p0∇ρ
ρ
. (4.4)
Since velocity v =
√
K/ρ, as long as the second term is ∼ 0 (i.e.,
∇ρ = 0), Equation 4.4 can be re–arranged to form a homogeneous
approximation of the wave equation:
0 = ∇2p− 1
v2
∂2p
∂t2
. (4.5)
Here, the propagation of the compressional wave is described in terms
of the the scalar, p, and hence is referred to as the ‘Scalar Wave Equa-
tion’. A general solution to Equation 4.5 takes the form (Claerbout,
1970):
p =
(
p+(x, y, z)eimz + p−(x, y, z)e−imz
)
e−iωt; (4.6)
where p+ and p− are the downgoing and upgoing wavefronts, respec-
tively, with wave vector component m in the z–direction.
In migration we assume that ‘reflectors exist at points in the Earth
where the first arrival of the downgoing wavefront is coincident with
an upgoing wavefront’ (Claerbout and Doherty, 1972), allowing us
to reconstruct an image of the subsurface by projecting the upgoing
wavefield, which is recorded by the hydrophones, back down into the
Earth.
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Figure 4.2: Panel a) shows a barrier with holes, and b) the wavefield as recorded
beyond the barrier. As long as the condition z >> ∆x is satisfied, the Huygen’s
secondary sources superimpose to produce a vertically propagating plane wave.
Figure from Claerbout (2005).
4.1.1 Post–Stack Migration
When considering the relationship between the reflection event lo-
cation on a seismogram and the true location of the corresponding
acoustic impedance contrast, there are two factors which cause the
apparent position to differ from the true position: the physical survey
geometry, i.e. source and receiver offset; and endemic properties such
as the interface dip angle and the velocity field (Claerbout, 2005).
Traditionally, these two parameters are considered independently, us-
ing NMO and stacking to correct for the offset component, leaving the
imaging algorithm to adjust for dip on this zero–offset volume (e.g.,
Judson et al., 1980; Schultz and Sherwood, 1980).
Such post–stack migration algorithms are computationally very effi-
cient, since: the post–stack wavefield is 3–dimensional (p(x, y, t)); is
typically evenly sampled in x and y; and the stacking process reduces
the number of input traces by a factor of the average fold. They are,
also, more robust in low S/N environments due to the statistical S/N
increase during stacking. In addition, CMP stacking of the data onto
a regular grid allows the traces to be migrated together by simulat-
ing a continuous wavefield rather than a series of discrete overlapping
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Figure 4.3: Illustration of hy-
perbola superposition when a
wavefront imaged at three dif-
ferent times, a), is translated
into a downward continued ref-
erence frame with retardation
time t′ = t− z/c, b). Image ad-
justed from Claerbout (2005).
wavefields that sub–sample the 3D volume (Vermeer, 2002).
4.1.1.1 Migration by Downward Continuation
Due to source/receiver reciprocation, in a zero–offset volume each
CMP location can be thought of as an individual Huygen’s secondary
source. Therefore, as long as the condition z >> ∆x and ∆y (relat-
ing depth z with horizontal sampling intervals ∆x and ∆y) is met,
the wavefields can be modelled as vertically propagating plane waves
(Figure 4.2).
This allowed Claerbout (1970, 1971) to introduce frequency–domain
techniques for performing the downward propagation of the upgoing
wavefield based on plane wave solutions to Equation 4.5. Although
revolutionary (being the first attempt at using computational solu-
tions to the wave equation for imaging), this approach is relatively
inefficient. Instead, Claerbout and Doherty (1972) demonstrated a
time–domain approach where the scalar wave equation is translated
into a reference frame moving upwards at velocity c (half the sub–
surface velocity), thereby minimising the effort involved in the down-
ward propagation. Setting the wavefield in a reference frame moving
at velocity c, means that wavefronts will not move relative to the ver-
tical, retardation time axis during downward continuation. With the
hyperbola peaks remaining stationary, the residual motion is therefore
merely a change of shape (Figure 4.3).
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Using the exploding reflector model, such that t is the one–way trav-
eltime, then a plane wave propagating at angle θ can be described by
the equation:
p(x, y, z, t) = Beiω(t−(x/c)sinθ−(z/c)cosθ); (4.7)
where c is half the sub–surface velocity and/or the velocity of the
moving reference frame.
By considering only small angles of θ, this can be simplified using the
expansions sin θ ≈ θ and cos θ ≈ 1− 1
2
θ2. Giving:
p(x, y, z, t) = Beiω(t−xθ/c−z/c+zθ
2/2c). (4.8)
The translation from stationary to moving reference frame involves the
co–ordinate transformations of wavefront p(x, y, z, t) to p′(x′, y′, z′, t′),
using:
x′ = x, y′ = y, z′ = z, t′ = t− z
c
.
Equation 4.8 now becomes:
p′(x, y, z, t′) = Beiω(t
′−xθ/c+zθ2/2c). (4.9)
The array of transform equations also give the vertical propagation of
the wavefield in the non–moving reference frame in terms of a shifted
version of those in the moving reference frame:
∂2p′
∂z2
=
∂2p′
∂z′2
− 2
c
∂2p′
∂t′∂z
+ c−2
∂2p′
∂t′2
. (4.10)
Substitution into the scalar wave equation gives a transformed scalar
wave equation:
∂2p′
∂x2
+
∂2p′
∂y2
+
∂2p′
∂z2
− 2
c
∂2p′
∂t′∂z
= 0. (4.11)
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The final term in Equation 4.11, −c−2 ∂2p′
∂t′2 , is proportional to a Doppler
shift in the frequency of the upgoing and downgoing wavefields (to
lower and higher frequencies) by the transformation into a moving
reference frame. This can be dropped to eliminate the downgoing
wavefield, but at the cost of limiting the velocity accuracy to 1 % at
a dip angle of 15 degrees (Claerbout and Doherty, 1972). This leads
to the so–called ‘15 degree wave equation’:
∂p
∂z
=
c
−2iω
(
∂2p
∂x2
+
∂2p
∂y2
)
. (4.12)
Equation 4.12 is a second order approximation of the three–dimensional
scalar wave equation, called the parabolic wave equation (Claerbout,
1970). Differentiation of Equation 4.12 with respect to z, and substi-
tution back into Equation 4.11 gives a better approximation, capable
of imaging up to a maximum dip of 45 degrees. In the 2–dimensional
case, Claerbout (1970) use this method to derive the ‘45 degree’ equa-
tion:
∂3p
∂x2∂t′
− c
2
∂3p′
∂x2∂z
− 2
c
∂3p
∂x∂t′2
= 0. (4.13)
The first two terms of Equation 4.13 accommodate the shift and thin
lens terms of the wavefield propagation, both of which can be solved
analytically. The third term, the diffraction term, accounts for non–
normal incident reflection. This is complicated, but can be efficiently
solved using the finite difference method, whilst simultaneously step-
ping through the analytical solutions for the other two terms (Claer-
bout and Doherty, 1972).
Although equations including more accurate expansions of sin θ and
cos θ for Equation 4.8 have been derived (Claerbout, 2005), the imag-
ing to steeper dips (≥ 45◦) comes with increased computational cost.
This 45 degree equation forms the basis of Finite–Difference Migra-
tion, which has been shown to be a robust post–stack imaging tech-
nique, even in low S/N environments. By keeping data in the time–
domain, laterally and vertically inhomogeneous velocity fields can be
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correctly implemented, as long as reflector dips are shallower than 45
degrees (Yilmaz, 1987). However, staying in the time-domain makes
solving the diffraction term computationally expensive, particularly
in 3–dimensions (Robinson and Durrani, 1986).
An alternative approach is to work in the Fourier–domain (Gazdag,
1978). Assuming that a time series f(t) is composed purely of har-
monics, the contribution at time t + ∆t can be extrapolated from
time t by working in the frequency–domain. This is described by the
equation:
p(t+∆t) =
∫
ω
F (ω)eiω∆tdω. (4.14)
Using this principle, it is possible to relate the data recorded at the
surface, p(x, y, z = 0, t), to the reflector geometry, p(x, y, z, t = 0).
p(x, y, 0, t) =
∫
kx
∫
ky
∫
kz
P (kx, ky, kz, 0)e
i(kxx+kyy+ωt)dkzdkydkx,
(4.15)
similarly:
p(x, y, 0, t) =
∫
kx
∫
ky
∫
ω
P (kx, ky, 0, ω)e
i(kxx+kyy+ωt)dωdkydkx. (4.16)
Equating Equations 4.15 and 4.16 provides an fundamental relation-
ship between the migrated and recorded wavefields in the Fourier–
domain.
P (kx, ky, kz, 0) = P (kx, ky, 0, ω)
dkz
dω
. (4.17)
Hence, in the frequency–domain, the migrated data, P (kx, ky, kz, 0),
can be calculated from the product of the observed data, P (kx, ky, 0, ω),
and a dispersion term. So, given an estimate of the dispersion, the
transformation from observed to imaged data is straight–forward.
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To obtain this dispersion term, we start with the Fourier transform
of the wavefield p(x, y, z, t), which we know equates to:
p(x, y, z, t)↔ P (kx, ky, kz, ω) =
∫
kx
∫
ky
∫
kz
∫
ω
p(x, y, z, t)
e−i(kxx+kyy+kzz+ωt)dx dy dz dt.
(4.18)
The Standard Derivative Theorem of Fourier transforms enables us
to express Equation 4.18 as a family of differential equations:
∂2p
∂x2
↔ (iω)2p(kx, y, z, t),
∂2p
∂y2
↔ (iω)2p(x, ky, z, t),
∂2p
∂z2
↔ (iω)2p(x, y, kz, t),
∂2p
∂t2
↔ (iω)2p(x, y, z, ω). (4.19)
Substitution of these into the 15 degree equation (Equation 4.12) pro-
vides an approximation of the dispersion term:
dkz
dω
=
−ic2(k2x + k2y)
8ω
; (4.20)
therefore:
P (kx, ky, kz, 0) =
−ic2(k2x + k2y)
8ω
P (kx, ky, 0, ω). (4.21)
A more accurate estimate, based on the 45 degree equation (Equation
4.13), is (Gazdag, 1978):
I(ξ) = P (kx, ky, kz, 0) = iω
[
1− c
2(k2x + k
2
y)
4ω2
]
P (kx, ky, 0, ω).
(4.22)
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Working in the frequency–domain, imaging is considerably faster than
using the time–domain finite difference methods, whilst using the
downward continued frequency–domain means vertical velocity varia-
tions are implicitly included. Lateral velocity gradients, however, are
considerably harder; the selective over– and under–migrating of spa-
tial subsections using slightly higher or lower velocities than is correct
allows a weak lateral velocity gradient to be approximated. Another
issue of working in the frequency domain is the wrapping around of
energy between the Nyquist limits kN and −kN , which commonly
introduces steeply dipping, high–frequency noise (Claerbout, 2005).
4.1.1.2 Frequency–Wavenumber Migration
An alternative to migration by downward continuation of the wave-
field, involves translating the full scalar wave equation into the frequency–
wavenumber domain (Stolt, 1978). As with phase–shift migration, it
is assumed that the wavefield can be represented by harmonics, such
that the relationship between p(x, y, z = 0, t) and p(x, y, z, t = 0) is
represented by Equation 4.14. In this manner, the wavefield in the
Fourier–domain can be estimated as a multiplication of the original
data and a dispersion term (Equation 4.17).
For f–k migration, the dispersion term, dkz
dω
, is estimated by differenti-
ation of the dispersion relation for the full scalar wave equation. This
can be obtained in the same manner as for phase–shift migration;
by substituting Equation Array 4.19 into the scalar wave equation
(Equation 4.5).
ω2 = v2(k2x + k
2
y + k
2
z). (4.23)
Differentiation of this leads to:
dkz
dω
=
v2kz
k2z + k
2
x + k
2
y
; (4.24)
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giving:
I(ξ) = P (kx, ky, kz, 0) =
v2kz
k2z + k
2
x + k
2
y
P (kx, ky, 0, ω). (4.25)
In this way, the Fourier–domain equivalent of unmigrated time sec-
tions can be translated from P (kx, ky, 0, ω) → P (kx, ky, kz, 0), before
an inverse Fourier transform translates the migrated section back into
the spatial–domain.
Using the dispersion relation for the full scalar wave equation, rather
than the parabolic wave equation of Claerbout and Doherty (1972),
enables dips of any angle to be migrated correctly and quickly (since
the multiplier in Equation 4.25 can be solved analytically) within
spatial aliasing limits (Stolt, 1978). As with the phase–shift migra-
tion, energy wrap–around or incorporating an inhomogeneous velocity
model introduce errors. However, unlike the phase–shift migration,
using the scalar wave equation dispersion term means that vertical
velocity gradients are not implicitly included. To solve this, Stolt
(1978) introduced the ‘Stolt Stretching Factor’ which approximates
time–dependant velocity variations by stretching the time–domain,
but lateral gradients cannot be accommodated in the same way with-
out introducing sampling issues into the Fourier transform. As before,
selective over– and under–migration of subsets is the only solution.
4.1.2 Pre–Stack Migration
Post–stack migration algorithms are computationally very efficient,
the wavefield being only 3–dimensional (p(x, y, t)). The pre–stack
wavefield, in contrast, is 5–dimensional (p(xs, ys, xg, yg, t)), and is con-
sequently significantly more expensive to solve.
NMO, however, is a very simple approximation of the wave equation.
Pythagorean theorem is used to get travel–time, t, as a function of
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offset, h (Yilmaz, 1987).
t2(x) = t2(0) +
h2
v2N
; (4.26)
where vN is an estimate of the acoustic velocity.
From this, a time shift can be calculated and applied to each sample
on the trace, thereby approximating a shift to zero–offset.
∆tN = t(x)− t(0) = t(0)
√1 + ( h
vN t(0)
)2
− 1
 ; (4.27)
Typically approximated to:
∆tN ' t(0)
√
h
vN t(0)
2
. (4.28)
This purely geometric approach to offset correction inherently assumes
a homogeneous velocity structure, and flat reflectors. Vertical velocity
gradients can be accommodated by specifying a more complex veloc-
ity model, which defines the Earth as a series of horizontal isovelocity
layers (Taner and Koeler, 1969), while a series of layers uniformly dip-
ping at angle θ can be corrected for by introducing a cos2θ factor into
the effective velocity (Levin, 1971). More complex Earth structure
with impedance boundaries dipping at multiple, arbitrary dips can
also be accommodated (Yilmaz, 1987), but at dramatically increased
complexity and reduced computational efficiency. Regardless of the
added complexity, NMO is still only an approximation of the wave
equation, including no correction for dispersion, which leads to poor
resolution of higher frequencies.
In addition, the application of NMO induces a frequency distortion,
particularly on shallow reflections. Wavefronts calculated using Equa-
tion 4.27 are modelled as hyperboles. At very shallow depths the
distance between hyperboles calculated for time t and time t + ∆t
increases over short offset ranges. This causes the time samples con-
stituting a seismic wavelet to become stretched as you move to larger
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offsets. At greater depths the wavefronts become approximately par-
allel to large offsets, therefore the stretching is lower. This effect is
an artefact of the imaging condition, and is also present in pre–stack
depth migrated volumes (Biondi, 2006).
Several other methods have been developed to more accurately ap-
proximate the shift to zero–offset. Sherwood (e.g., Judson et al.,
1978), for example, implemented a dip correction he called his ‘Dev-
ilish’ for Dipping–Event-Velocity-Inequalities–Licked. Subsequently,
this technique has been renamed pre–stack partial migration (Yilmaz,
1987), and is now commonly referred to as Dip Move–Out (DMO).
DMO can be applied before (Forel and Gardner, 1988) or after (Dere-
gowski and Rocca, 1981) NMO, to sum traces across mid–points in
manner described geometrically by Biondi (2006):
t2zo
t2N
+
x2zo
h2
= 1; (4.29)
where tzo is the zero offset time, tN is the NMO time, xzo the zero
offset inline midpoint, and h the absolute offset.
An alternative is Azimuthal Move–Out (AMO), which produces a se-
ries of partial stacks that can then be pre–stack migrated (e.g., Ronen,
1987). Each common–shot gather is binned into a number of offset
bands, AMO then transforms each of these into a common–offset–
common–azimuth stack. In principle, any pre–stack imaging operator
can be used for AMO, which performs the geometric transform of
moving a trace from time t1 to t2 (Biondi, 2006):
t2 = t1
h1
h2
√
h21sin
2(β1 − β2)−∆m2sin2(β2 −∆φ)
h22sin
2(β1 − β2)−∆m2sin2(β1 −∆φ) ; (4.30)
where m is the mid–point location, β the azimuth, and φ the angle
between input and output offset vectors.
While these methods, particularly AMO which uses an imaging oper-
ator, result in impressive improvements in the quality of post–stack
migrated images, the exponential growth of computing power in recent
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years has meant that pre–stack migration is now the norm. Stacked
sections are often still used for quality control, but post–stack migra-
tion is generally reserved for extremely noisy environments (Biondi,
2007).
4.1.2.1 Integral Solution to the Wave Equation
The geometrical approach to migration described by Hagedoorn (1954),
and subsequently expanded into a mathematical treatment of diffrac-
tion response using Kirchhoff’s retardation potential solution to the
wave equation (Trorey, 1970; Hilterman, 1970, 1975; Berryhill, 1977),
lends itself readily to pre–stack imaging by considering the data on
a trace–by–trace basis. It does not require regular spatial sampling,
as is the case for the Fourier or downward continuation approaches
discussed previously.
Conceptually, it involves the summation of energy from equal travel
time curves, which the early computer migration algorithms, known
as diffraction–stack migration (e.g., Sheriff, 1978), calculated using
simple offset geometry, similar to the wavefront charts used by hand
(see, Hagedoorn, 1954). However, as shown by Berryhill (1977), the
phase and frequency content of the wavelet depend on distance from
the apex of the diffraction hyperboloid, meaning that a complete so-
lution to the wave equation is required to produce accurate images.
The full mathematical approach takes the form of a surface integral
over the wave front in the half–space of z > 0 using Green’s Theorem
(Schneider, 1978).
The application of Green’s Theorem to obtain the complete integral
solution of the inhomogeneous wave equation is well known, but ex-
tremely involved (e.g., Morse and Feshback, 1953). The usual solution
involves integrating over the wavefront surface, S, and enclosed vol-
ume, V , with a given set of boundary conditions. For application to
seismic data, Schneider (1978) assumed a point source, thereby in-
troducing a spherical spreading parameter into the initial differential
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Figure 4.4: Illustration of boundary conditions for integral solution of the inho-
mogeneous wave equation, adjusted from Schneider (1978). Location r0 is the
source point for wavefront p(r, t) observed at location r.
wave equation (see, Equation 4.31), but allowing the volume integral
to be ignored as the initial volume, V0, is equal to zero.
−4pi.s(x, y, z, t) = ∇2p− 1
v2
∂2p
∂t2
. (4.31)
Expressing this as an integral over surface, S, at time, t, distance, r,
from the source location r0, t0, takes the form:
p =
1
4pi
∫
dt
∫
dS
[
G
∂
∂n
p(r0, t0)− p(r0, t0) ∂
∂n
G
]
; (4.32)
where n is the outward normal vector to surface, S (Schneider, 1978).
This is the spatially independent homogeneous wave equation, with
inhomogeneous boundary conditions of the Dirichlet type, such that
the gradient of p→ 0 at S (Schneider, 1978). As a result, the second
term in square brackets also tends to zero, reducing the boundary
value to an integral over the wavefront surface, S, and a suitable
Green’s function. Schneider (1978) found a suitable Green’s function
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to be:
G(r, t | r0, t0) =
δ
(
t− t0 − Rv
)
R
− δ
(
t− t0 − R′v
)
R′
; (4.33)
where R and R′ are vectors defined in Figure 4.4.
Substitution leads to a rigourous statements of the Huygen’s principle,
commonly referred to as the Kirchhoff Integral:
p(r, t) =
1
2pi
∫
t0
∫
A
p(r0, t0)
∂
∂z0
[
δ
(
t− t0 − Rv
)
R
]
dAdt0. (4.34)
This expresses the migration process performed over aperture, A, as
a 3D, frequency–domain convolution between the recorded wavefield
and a space–time operator (Schneider, 1978), in the same manner as
that derived by Claerbout and Doherty (1972). Equation 4.34 can,
therefore, be recast in terms of a downward continued wavefield:
p(x, y, z, t = 0) =
∫
A
− 1
2piR
∂
∂z
p (x, y, z = 0, t = R/c) dA. (4.35)
Basic Fourier theory tells us that ∂
∂t
f(t)↔ iωF (ω). Hence, by consid-
ering the observed wavefield as the superposition of infinite monochro-
matic wavefields, the kernel of Equation 4.35 becomes:
∂
∂z
p (x, y, z = 0, t = R/c) =
∫
ω
iωp(x, y, z = 0, ω)e−iωtdω; (4.36)
Leading to a full expression of 3D Kirchhoff imaging (Bleistein and
Gray, 2001).
I(ξ) =
∫
A
W (x, y, z, t)
∫
ω
iωp(x, y, z, ω)e−iωtdωdA; (4.37)
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where W (x, y, z, t) is a weighting function that combines terms to
account for the obliquity, the angular dependance of amplitudes gen-
erated by a Huygen’s secondary source, and spherical spreading. In
practice, because the recorded wave field is quantised, we use multi–
dimensional summation rather than a pure integration.
Being a simple summation over the wavefront, there is no theoreti-
cal limit on the maximum dip angle that can be imaged. However,
the computational cost of imaging grows with the cube of the depth,
and the non–continuous sampling of the reflected waveform will in-
troduce aliasing artefacts above certain dip angles (see, Chapter 2).
Therefore, it is practically necessary to introduce a maximum imaging
aperture over which data is summed, thereby imposing limits on the
maximum dip angle of the wavefront and the computational cost. For
most applications this has little degrading effect on the final image,
while the four Chirp transducers on the 3D Chirp mat act to beam
form the seismic source (e.g., Gutowski et al., 2002; Gutowski, 2004),
therefore limiting the amplitudes of reflections from steeply dipping
events. Also, Kirchhoff summation mixes amplitudes from different
times and makes Kirchhoff migration robust in low S/N environments
since the ‘randomness’ of the noise will lead to cancellation (Yilmaz,
1987).
Although vertical velocity gradients can be readily accommodated,
a major limitation of the integral solution to the wave equation is
its ability to cope with lateral velocity variations (Hubral, 1977).
There are a number of approaches using ray tracing (e.g., Cˇerveny and
Psˇencˇ´ık, 1983) or finite–difference (e.g., van Trier and Symes, 1991)
methods, all of which involve solving a high frequency approximation
of the wave equation (the Eikonal equation of Bleistein (1984)) using
the asymptotic Green’s function. As the velocity model becomes more
complex and multiple ray paths are generated, the Green’s function
becomes multi–valued and the summation surface multi–branched,
making the solution extremely computationally expensive and inac-
curate (Biondi, 2007).
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4.1.2.2 Wavefield Continuation Methods
Given the present models for oil/gas reservoir formation and migra-
tion, the exploration industry is especially keen on obtaining high–
resolution images of geologically complex structures such as salt domes
or steeply dipping fault planes, locations where the traditional integral
solution to the wave equation becomes least accurate. In response,
there has been a significant effort dedicated toward the development
of a non–asymptotic approach to solving the scalar wave equation. Al-
though commonly referred to as Wave Equation Migration, since all
computer migrations involve solving the wave equation, they would be
better described as a Wavefield Continuation approach to migration.
The basic premise can be described by the following 2–step process:
1. Numerical propagation of the recorded wavefield, and possibly
the source function (depending on the wavefield continuation ap-
proach), through a velocity model.
2. The formation of an image by the application of an imaging con-
dition to the propagated wavefield(s).
There are a number of ways to accomplish these imaging steps, which
can be grouped under the general headings of Reverse–Time Migra-
tion (Baysal et al., 1983; Whitmore, 1983) or Downward Continuation
Migration. The principles of these two approaches are the same, with
the exception that reverse–time migration works in the time domain,
and downward continuation in the depth domain. Using a velocity
model, the receiver wavefield is propagated backwards in time/depth
from the recorded data, while the source wavefield is propagated for-
wards in time/depth using an assumed source wavelet. An image, in
image space (xξ, yξ, zξ), is then formed where the 2 wavefields coincide.
Mathematically, this is described by the condition:
I(xξ, yξ, zξ) =
∑
i
∑
t
pg(x = xξ, y = yξ, t, z = zξ; si)
ps(x = xξ, y = yξ, t, z = zξ; si)
(4.38)
where ps and pg are the source and recorded wavefields, respectively.
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Migration Limiting Dip Velocity Model Irregular Computational
Type Angle (◦) Complexity Sampling Cost
Finite–Difference 15/45 Vertical & Horizontal No Medium
Phase–Shift 90 Vertical No Low
f–k Stolt 90 None No Very Low
Kirchhoff None Vertical & Horizontal Yes High
Wavefield None Vertical & Horizontal Yes Very High
Continuation
Table 4.1: Summary table comparing the limitations of different migration tech-
niques.
However, this condition generates internal reflections that cause high
amplitude, low frequency artefacts to be introduced into the final vol-
ume when the velocity model contains sharp interfaces (particularly
at shallow depths/times) (e.g., see Zhang and Sun, 2009). Several
methods have been proposed to eliminate this problem, such as: re-
ducing acoustic impedance differences to zero at the interfaces (Baysal
et al., 1983); using a non–reflective wave equation (Baysal et al., 1984);
smoothing the velocity model (Mulder and Plessix, 2003; Biondi,
2006); or angle–domain muting of reflection angles > 60◦ (Zhang
and Sun, 2009). However, none have satisfactorily demonstrated a
practical solution without degrading the imaged volume or adding to
the already expensive computational cost. It is this computational
expense that is the downfall of most wavefield continuation methods.
Although the linearity of Equation 4.5 allows several shot gathers to
be imaged at once using either the delayed shot migration (Zhang
et al., 2005) or plane wave (Duquet et al., 2001) approaches, thereby
reducing the computing time by a factor of the migration aperture
shot fold, the computational cost is still prohibitive. As a result, it is
almost never used (Biondi, 2007).
4.1.3 Migration of 3D Chirp Data
The application will often constrain the most suitable imaging tech-
nique. When considering 3D Chirp data, the following characteristics
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need to be considered when migrating a volume:
i) Time vs. Depth Migration: The maximum source–receiver
offset in 3D Chirp data is 1.5 m. Even with a source frequency
content of 1.5 kHz to 13.0 kHz and a sample rate of 20 µs,
there is not enough of a diffraction curve within common–shot or
common–reflection point gathers to enable velocity picking (Yil-
maz, 1987). Diffraction curves are observed in the common–offset
sections, but accurate interval velocity picking in this domain is
complicated. Also, given the complexity and expense of acquiring
10 m to 30 m cores in shallow water, there is little opportunity
for using core logged p–wave velocity data to constrain an inter-
val velocity model for the migration of a 3D Chirp volume. This
removes the possibility of performing a depth migration, which
uses the interval velocity model to apply a traveltime correction
and depth conversion simultaneously. Effectively, the imaging
of 3D Chirp volumes is restricted to time migration, where an
RMS velocity (vrms) model is used for traveltime correction only.
However, time migrations are less computationally expensive and
more robust to velocity model errors.
ii) Velocity Sensitivity: The small migration apertures resulting
from source array beam forming (Chapter 2) and shallow depths
lead to a low velocity sensitivity. Figure 4.5 shows the change in
traveltime correction with velocity for a variety of depths, to-
gether with the gradient of those relationships. The theoretical
resolution of the broadband Chirp sweeps (w13 and w32; Chap-
ter 2) can be described by the relationship (Quinn, 1997):
1
(−3 dB)∆f ≤ tres ≤
1.5
(−3 dB)∆f . (4.39)
The -3 dB effective bandwidth for these sweeps is 10.0 kHz (2.0
– 12.0 kHz), which equates to a theoretical resolution of 0.10 ms
≤ tres ≤ 0.15 ms. Taking 0.15 ms as being the maximum reso-
lution attainable in real data (Plets, 2007), Figure 4.5b indicates
that, even for a reflector at 50 m depth, the vrms would have to
change by 100 ms−1 to have a resolvable difference in traveltime
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Figure 4.5: Illustration of limited sensitivity to changes in vrms. Panel a) shows
variation with velocity of traveltime correction calculated at maximum aperture
and maximum offset for a series of different depths. Panel b) shows the changing
gradient of the lines on a). For comparison, the theoretical temporal resolution
limit of the broadband Chirp sweeps (w13 and w32; Chapter 2) is between 0.10
ms and 0.15 ms (Plets, 2007).
corrections. Interval velocity changes of ∼ 100 ms−1 are possible
in volumes with several distinct stratigraphic facies, but highly
unlikely with vrms values for 3D Chirp applications to image fea-
tures in sedimentary units. Hence, it is reasonable to assume a
constant velocity field for 3D Chirp imaging.
iii) Dip Angle: The 3D Chirp source array beam forms the outgoing
Chirp sweep to a narrow (15◦ cross–track and 30◦ along–track)
downgoing cone (Chapter 2). This limits the maximum observ-
able dip angle of reflectors to 15◦ in the cross–track direction and
30◦ in the along–track direction. In addition, with a horizon-
tal sampling interval of 0.125 m the highest frequencies become
aliased at dip angles ≥ 13◦ (Chapter 2). To avoid introducing
aliasing artefacts into the migrated volume a generic maximum
dip angle of 13◦ is assumed.
iv) Non–Regular Grid: The acquisition of regularly spaced 1.0 m
lines (as required for complete coverage using 3D Chirp profiler;
Chapter 1) is not feasible when surface towing equipment be-
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hind a small boat. A survey area is normally covered by repeated
strafing at a number of different orientations (Chapter 3). This
results in highly variable trace spacing, CMP fold, and the offset
sampling within each CMP bin. Any suitable migration method
needs to be robust to these irregularities, in particular disconti-
nuities in the spatial coverage.
Therefore, when migrating a 3D Chirp volume, we choose to perform
a constant velocity time migration to a maximum dip angle of 13◦.
Ideally, such imaging would be performed pre–stack where the true
source–receiver locations are used to solve the wavefield. Of the pre–
stack migration algorithms discussed in Subsection 4.1.2, Kirchhoff
migration is the most appropriate since it treats each trace indepen-
dently and is therefore insensitive to irregularities in acquisition geom-
etry. In comparison to other pre–stack approaches, it is also computa-
tionally inexpensive (especially for constant velocity time migration),
although, as was discussed in Chapter 3, it is still computationally
too expensive to use on a full 3D Chirp volume (when applied us-
ing the ProMAX algorithm). This expense arises because Equation
4.37 accommodates dispersion by frequency decomposing the recorded
wavefield into a set of monochromatic wavefields that are then mi-
grated and summed independently, not the number of traces or sam-
ples to be migrated. For the shelf application thought experiment
introduced in Chapter 2, the trace length of 100 ms and sampling
interval of 20 µs results in ≥ 2000 frequency samples (≥ 4000 includ-
ing negative frequencies). Migrating each of these monochromatic
traces independently increases the number of traces processed by the
migration kernel from c. 15 million to ≥ 30 billion. As a result, imag-
ing is generally limited to subsets rather than the whole volume (e.g.,
see Chapter 3).
The obvious way of reducing computation time is to image post–stack,
which increases efficiency by a factor of the average fold (c. 20 for a
typical 3D Chirp volume), at the expense of a lower resolution image
due to a combination of: the NMO effects discussed previously; and
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the assumption that each CMP stacked trace originates at the bin cen-
tre rather than the true source/receiver mid–point. Since 3D Chirp
data lends itself to performing a constant velocity time migration,
the most efficient post–stack imaging algorithm is the Frequency–
Wavenumber approach (from now on referred to as fk–Stolt migra-
tion), which is faster than the Finite Difference or Phase–Shift ap-
proaches (particularly Finite Difference), whilst also being more ac-
curate by solving the full scalar wave equation. However, performing
the post–stack imaging in the fk–domain is less robust in the presence
of gaps in spatial coverage since the Fourier transform assumes regu-
larly spaced sampling for efficiency. This is a significant issue, since
the 1.0 m line spacing required for complete coverage using the 3D
Chirp sub–bottom profiler is not practical (Chapter 1).
There are a number of methods that can be used to reduce artefacts
through interpolation of the irregular pre–stack data onto a regular
post–stack grid. The most reliable is partial pre–stack migration using
an imaging operator (normally the Kirchhoff operator). There are two
basic approaches: operator continuation in either the common–offset
(e.g., Bagaini and Spagnolini, 1996), common–shot (Spagnolini and
Opreni, 1996), or azimuthal domains (Fomel and Biondi, 1996; Biondi
et al., 1998; Chemingui, 2001); or operator inversion (e.g., Nemeth
et al., 1999). Both these methods are computationally very expen-
sive (particularly operator inversion), and provide little efficiency im-
provement over a full pre–stack Kirchhoff migration since the imaging
operator would still require frequency decomposed traces. Also, con-
tinuation of 3D Chirp in common–shot or azimuthal domains is not
possible given the offset limitations.
Alternatively, a purely statistical approach can be taken using: Fourier
operators with the non–uniform Fourier transform (e.g., Duijndam
and Schonewille, 1998; Duijndam et al., 1999; Hindriks and Duijndam,
2000); iterative optimisation of the downward continuation convolu-
tion operator using prediction–error filters (e.g., Spitz, 1991; Crawley,
2001); or stochastic inversion of the Radon transform operator (e.g.,
Thorson and Claerbout, 1985). The limited offsets make inversion of
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the Radon transform operator unfeasible, while iterative optimisation
of the convolution operator is computationally expensive since it also
assumes a monochromatic wavefield and, therefore, requires frequency
decomposition. Fourier interpolation using the non–uniform Fourier
transform could be applied to regularise 3D Chirp pre–stack volumes,
but the limiting gap size that can be reliably reconstructed is three
times the Nyquist interval, beyond which a weighting function tends
the amplitudes toward zero (Duijndam et al., 1999). With a spatial
sampling of 0.125 m, three times the Nyquist interval (1/2B; B =
bandwidth) equates to 0.75 m. Given the primary concern for imag-
ing 3D Chirp volumes is filling the larger spatial discontinuities (≥ 1
Fresnel Zone radius), a limiting reconstruction distance of < 1.0 m is
not a sufficient return for the computational cost of performing the
2D non–uniform Fourier transform.
As a result, the only suitable method for providing a post–stack mi-
gration with a fully regularly sampled volume is the simple padding
of empty CMP’s with blank traces after NMO and stacking.
4.2 Testing
In the following subsections the imaged results from pre– and post–
stack migration for a number of different conditions using real and
synthetic volumes are compared. Pre–stack, the imaging is performed
using a full 3D Kirchhoff time migration, while post–stack empty
CMP bins are padded with zero traces prior to imaging using a fk–
Stolt migration. The constant velocity assumption allows the fk–Stolt
migration to be performed using two–passes of a 2D migration with
orthogonal sorting directions (Dickinson, 1988).
4.2.1 Synthetic Modelling
Several synthetic models were generated using the Phase Screen 3D
forward modelling code of Wild and Hudson (1998) to test reflector
reconstruction across gaps (Figure 4.6). The models contained two
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Figure 4.6: Figure illustrating the four synthetic models. Panels a through c
show a flat interface between two media (velocities 1480 ms−1 and 1550 ms−1
and densities 1020 gm−3 and 1680 gm−3, respectively), while panel d contains a
sinusoidal boundary with 1.0 m peak–to–peak amplitude and 6.0 m wavelength.
media with velocities of 1480 ms−1 and 1550 ms−1, and densities of
1020 gm−3 and 1680 gm−3, respectively. Synthetic volumes were cre-
ated using a flat interface between these two media at three depths
(10.0 m, 20.0 m, and 30.0 m), and a complex sinusoidal interface cen-
tred about 10.0 m depth. Source and receiver geometry mimicked as
closely as possible the 3D Chirp array, with a central source (beam
formed using limited take–off angles) surrounded by a 2.0 m by 2.5 m
array of receivers at 0.25 m intervals in both X and Y .
By varying reflector depth and complexity, along with gap size and
asymmetry, the ability of pre– and post–stack migration algorithms
to reconstruct reflectors in areas with missing spatial coverage can be
compared.
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Figure 4.8: Extracted reflector amplitudes and time shifts for central trace from
volumes with varying gap sizes and reflector depths, normalised against fully
sampled volume. Panels a) and b) show results migrated using two–pass, padded
fk–Stolt migration, while c) and d) results from 3D pre–stack Kirchhoff.
4.2.1.1 Reflector Reconstruction with Depth
Traces within symmetric areas of 0.5 × 0.5 m, 1.0 × 1.0 m, 1.5 × 1.5
m, 2.0 × 2.0 m, 2.5 × 2.5 m, 3.0 × 3.0 m, 4.0 × 4.0 m, and 5.0 × 5.0
m were removed from the centre of the synthetic volume to artifi-
cially introduce gaps in the spatial coverage of sizes 0.25 m2 through
25.0 m2. Each volume was imaged using pre–stack 3D Kirchhoff time
migration, and using two–pass post–stack fk–Stolt migration, both
assuming a constant vrms of 1500 ms
−1.
Figure 4.7 shows cross–line sections through imaged volumes. The
first pair of columns (panels a through h) show results for fully sam-
pled volume, together with 1.0 m2, 4.0 m2, and 9.0 m2 gaps centred
within the section for reflector at 10.0 m depth, migrated using post–
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stack fk–Stolt (a to d) and pre–stack Kirchhoff (e to h). Subsequent
column pairs show same results for reflectors at 20.0 m and 30.0 m
depth. Increasing depth allows larger gaps to be reliably reconstructed
(lower row of panels) as the Fresnel zone radius grows from 1.23 m
at 10.0 m depth to 2.12 m at 30.0 m depth. This is supported by
reflector amplitudes extracted from the central trace (Figure 4.8a and
c), which show an increase by c. 15 % of the peak amplitude with
each 10.0 m increase is depth.
Panels c, d, g, and h on Figure 4.7 suggest that the interpretable
reconstruction limit for a reflector depth of 10.0 m is ≤ 2.0 m width
(≤ 4.0 m2 area). Panels c and g show imperfect, but interpretable,
reflector reconstruction across a 2.0 m wide gap, whereas panels d and
h show a distinct gap in the reconstruction, increased steeply dipping,
uncancelled energy propagating to shallower times, and the suggestion
of a false reflector being reconstructed at a shallower depth (c. 15.9
ms). This change in the reconstructed reflector time is particularly
useful. Figure 4.8b and c show when this change in traveltime becomes
theoretically resolvable (indicated by the shaded grey region) using
the broadband Chirp sweep resolution limit of 0.15 ms (Plets, 2007).
For a reflector at 10.0 m depth the shift in reconstructed reflection
peak becomes resolvable at a gap size of 3.0 m (9.0 m2); supporting
the interpretation of the reconstruction limit as ≤ 2.0 m from cross–
line sections in Figure 4.7. Breakdown in reflector reconstruction for
reflectors at 20.0 m depth therefore occurs at < 4.0 m (16.0 m2)
and < 6.0 m (36.0 m2) at 30.0 m depth, which is in agreement with
a limit being approximately equal to twice the Fresnel Zone radius
(approximately 1.23 m, 1.73 m, and 2.12 m for 10.0 m, 20.0 m, and
30.0 m depth, respectively).
Results for pre–stack 3D Kirchhoff migration and two–pass padded
fk–Stolt are consistent. Both demonstrate a loss of reflector recon-
struction at the same gap sizes, and remarkably similar reconstruction
prior to this limit. Although, the post–stack fk–Stolt imaged volumes
have larger amounts of steeply dipping, uncancelled energy migrated
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Figure 4.9: Illustration of the
artificial gaps introduced into
the CDP coverage of the syn-
thetic volumes to mimic dis-
continuities in the spatial sam-
pling. Grey square outlined
in red shows a 3.0 × 3.0 m
block of missing data. Superim-
posed red rectangles show gaps
of the same spatial area, but
increasing asymmetry from 2:1
through 4:1.
to shallower times, and slightly lower reconstructed amplitudes, the
difference is negligible.
4.2.1.2 Reflector Reconstruction with Gap Symmetry
Gaps with the same set surface areas (between 0.25 m2 and 25.0 m2)
but inline to cross–line width ratios ranging between 1:1 and 4:1 (Fig-
ure 4.9) were removed from the synthetic volume of a flat reflector
at 10.0 m depth. Each of these 24 volumes was imaged pre–stack
using 3D Kirchhoff time migration, and post–stack using a padded
two–pass fk–Stolt migration. In the post–stack case, the first sorting
direction was such that imaging was carried out along the shorter gap
width axis, which optimised reflector reconstruction for the asymmet-
ric gaps.
Figure 4.10 shows cross–line sections through the centre of the imaged
volumes for the fully sampled volume, together with missing areas of
1.0 m2, 4.0 m2, and 9.0 m2 for symmetric gaps, and inline to cross–line
ratios of 2:1 and 3:1. As gap asymmetry increases so does continu-
ity of the reconstructed reflector for gaps of constant surface area,
although this reconstruction appears to take place at shallower times
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(compare panels r and v with t and x in Figure 4.10). This is also ev-
ident in the volumetric cross–correlation results (Figure 4.11), which
show no significant change in mean peak value with gap asymmetry
whether normalised against gap area (panels a through h) or cross–
line width panels i through p). Suggesting that, for simple reflectors,
the reconstruction is dominated by the minimum image location to
trace distance (i.e., the smallest gap width).
As with reflectors at different depths, the results of pre– and padded
post–stack migration are very similar. Differences in the cross–correlated
results are extremely subtle (Figure 4.11), as is the slight increase in
uncancelled energy at shallower times in the post–stack imaged vol-
ume (Figure 4.10). The amplitudes of the reconstructed horizons are
also slightly higher when imaged with pre–stack Kirchhoff migration;
panels t and x, Figure 4.10.
4.2.1.3 Reflector Reconstruction for Complex Reflectors
Modelling gaps in flat reflectors at various depths and with different
gap asymmetries provides limited insights into the behaviour of the
migration algorithms due to the low likelihood of imaging a perfectly
flat and continuous reflector in a real data volume. These results are,
therefore, not necessarily representative of the reflector reconstruction
attainable in real data. Figures 4.12, 4.13, and 4.14 show the imag-
ing results for gaps of various sizes and symmetries using a synthetic
volume containing a sinusoidal reflector of 1.0 m peak–to–peak am-
plitude and 6.0 m wavelength, centred around a depth of 10.0 m (see,
Figure 4.6 and Appendix A).
Figure 4.12 compares the reflector amplitude of the central trace as
gap sizes vary between 0.25 m2 and 25.0 m2, and gap symmetries
between 1:1 and 4:1 (normalised against the amplitude extracted from
the fully sampled volume). When plotted against gap area the results
are independent of gap asymmetry, but when plotted against cross–
line width, there is a clear distinction between reconstruction across
symmetric and asymmetric gaps. This is supported by Figure 4.14,
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Figure 4.12: Extracted reflector amplitudes for central trace from volumes with
varying gap sizes and varying gap symmetries, normalised against fully sampled
volume for a sinusoidal reflector of 6.0 m wavelength. Panels a) and b) show
results migrated using padded fk–Stolt algorithm, while c) and d) results from
3D pre–stack Kirchhoff .
where the mean volumetric cross–correlation for gaps of equal cross–
line width decreases with increasing asymmetry.
Figure 4.13, which shows cross–line sections through volumes contain-
ing symmetric gaps imaged using Kirchhoff and fk–Stolt migration,
suggests that the limiting reconstruction for a reflector of this depth is
≤ 2.0 m (4.0 m2). In Figure 4.14 this corresponds to volumes with vol-
umetric cross–correlation of ≥ 0.75 being successfully reconstructed.
This places a limiting cross–line gap width of 1.5 m, 1.25 m, and 1.0
m for gap asymmetries of 2:1, 3:1, and 4:1, respectively. This is likely
to be caused by the reconstruction of complex reflectors being more
sensitive to the contribution of the whole Fresnel Zone, rather than
the minimum image location to trace distance. Therefore, as gaps in
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Figure 4.13: Figure showing cross–line sections imaged using pre–stack Kirchhoff
through full, a) through d), and post–stack fk–Stolt , e) through h), migration
algorithms. Panels a) and e) are from fully sampled volumes, while b) and f), c)
and g), and d) and h), contain 1.0 × 1.0 m, 2.0 × 2.0 m, and 3.0 × 3.0 m gaps,
respectively, centred around 5.0 m into the section.
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the CMP coverage get more asymmetrical, the maximum size of the
smaller width axis must correspondingly decrease in order to preserve
a similar Fresnel Zone contribution.
Statistical comparison of reflector amplitudes and volumetric cross–
correlations suggest that the post–stack fk–Stolt and pre–stack Kirch-
hoff migration results are similar. Vertical sections through the im-
aged volumes (Figure 4.13), however, show a significant increase in the
amount of aliased energy moved to shallower times for the post–stack
imaged volume. While the reflectors in the pre–stack imaged volume
remain interpretable for gap widths of 2.0 m (4.0 m2), in the post–
stack volume reflectors become increasingly dominated by incoherent
energy contributions, particularly around the peak of the sinusoid,
making reliable interpretation of the reflector shape difficult.
The results in this subsection suggest that, for synthetic data at least,
post–stack fk–Stolt and pre–stack Kirchhoff migrations produce com-
parable results. There is a slight increase in uncancelled noise in
the post–stack imaged volumes, but both methods demonstrate ap-
proximately the same gap reconstruction limits for both simple and
complex reflectors; with complex reflector reconstruction being highly
sensitive to the spatial discontinuities shape.
4.2.2 Real Data Benchmark
Although analysis of migration techniques using a series of synthetic
volumes allows the effect of various parameters to be analysed inde-
pendently, it does not accurately represent the irregularities in the
acquisition geometry. Gaps of various shapes and sizes can be readily
created by removing the appropriate subsets of the pre–stack volume,
but the underlying sampling regime is consistent and regular. In real
data, because of the problems with acquiring 1.0 m spaced survey
lines, the sampling regime is irregular such that a gap in coverage
may be bordered by a well sampled region in one direction and poorly
sampled in another (e.g., see Figure 3.2), and there are likely to be
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numerous small gaps close together. Also, due to the surveying tech-
nique of strafing the study area, shot and receiver spacing are rarely
regular compared to the CMP grid. Although the latter will have
little effect on the pre–stack approach, where true source/receiver lo-
cations are used, this is likely have a degenerative effect on post–stack
imaging (where each trace is assumed to have originated at the CMP
mid–point), through a reduction in resolution and the introduction of
artefacts.
Simulating these effects in synthetic data would be extremely compli-
cated, and impossible to replicate fully. Instead, Figure 4.15 presents
timeslices and vertical sections through a subset of the volume in
Chapter 3 imaged using two–pass, padded, post–stack fk–Stolt and
3D pre–stack Kirchhoff migration, respectively. Reflector reconstruc-
tion is better in the Kirchhoff volume with stronger, more continuous
reflectors and less uncancelled, steeply dipping noise. Vertical sec-
tions through the fk imaged volume are contaminated by steeply dip-
ping noise due to spatial aliasing, particularly around the crater flanks
where the seabed return is almost completely overprinted. These alias-
ing artefacts cause stronger reflectors to become broken and discontin-
uous, especially where the reflector is steeper dipping. This excess of
aliased noise causes timeslices through the fk imaged volume to be of
lower resolution, showing less coherency between adjacent bins. While
the squared crater outline is discernible in the Kirchhoff timeslices, in
the fk–Stolt volume it could not be identified with any confidence.
This suggests that, although post–stack fk–Stolt migration can ac-
curately reconstruct larger gaps when the surrounding sampling is
regular, if the reflected wavefield contains multiple discontinuities (as
is the case for real data), pre–stack migration produces significantly
improved imaging.
4.3 Conclusions
In this chapter I have considered several methods for migrating en-
ergy to the correct location within a seismic volume through deriva-
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tion of their fundamental limitations. The most suitable migration
algorithms, 3D Kirchhoff for the pre–stack case and two–pass padded
fk–Stolt for post–stack, have been applied to several synthetic volumes
and a real data subset of Chapter 3 to compare their effectiveness in
handling spatially aliased data under a number of different conditions.
The key conclusions from these results are:
• The comparison of padded post–stack fk–Stolt and pre–stack 3D
Kirchhoff migration using synthetic volumes suggests similar re-
flector reconstruction across data gaps for simple reflector geome-
tries. The limiting reconstructible gap width being approximately
equal to twice the Fresnel zone radius.
• Although not apparent when reconstructing simple, flat reflectors,
for both pre– and post–stack migration, having symmetric data
gaps is preferential to elongate, asymmetrical ones where the re-
flector is complex. For the 6.0 m wavelength sinusoid, modelling
suggests gaps ≤ 2.0 m in size can be filled to an interpretable level
for the symmetric case. When the gaps become asymmetric, this
limit decreases to ≤ 1.5 m, ≤ 1.25 m, ≤ 1.0 m for the smallest
width axis using asymmetries of 2:1, 3:1, and 4:1, respectively.
• When the same methods are applied to real data the padded,
post–stack fk–Stolt migration generates a significant number of
artefacts as a result of the spatial aliasing. Vertical sections are
contaminated by a large amount of steeply dipping energy, while
timeslices demonstrate poor coherence between adjacent bins, re-
sulting in a considerable reduction in resolution. In comparison,
the 3D Kirchhoff imaged volume contains minimal aliased energy,
although the anti–alias filtering degrades the imaging of steeper
dips.
Therefore, it has been found that pre–stack 3D time migration by
Kirchhoff summation results in the highest resolution imaged volume
with the lowest contamination of spatial aliasing artefacts. However,
applying a Kirchhoff migration, as implemented by ProMAX, to a
full 3D Chirp volume is unfeasible. On an 8 Core workstation with
99
CHAPTER 4. 3D IMAGING
16 GB of RAM, the sub–volume from Chapter 3 requires 54 hours
of processing time. Scaling this up to the full volume, the process-
ing time can be estimated as c. 23 days. Consider that this survey,
although containing a large number of traces (> 20, 000, 000), only
requires times between 10.0 ms and 18.0 ms to be migrated. For the
shelf application thought experiment introduced inChapter 2, where
times between 60 ms and 100 ms would require migrating, the pro-
cessing time would be substantially larger. Conversely, it is also these
shelf–type applications where the requirement for migration is great-
est since the larger depths lead to a higher proportion of diffracted
energy content. As a result, it is necessary to think about how the
Kirchhoff migration technique can be speeded up without compromis-
ing the imaging results.
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“Why do you want to come into physics? All is done
and understood.”
Gustav Kirchhoff (1824–1887)
to Max Planck (1858–1947)
5
Frequency Approximated
3D Pre–Stack Kirchhoff
Time Migration
In Chapters 3 and 4 it has been shown that, while 3D pre–stack
Kirchhoff time migration is the most effective method of accommo-
dating the irregular spatial sampling inherent to all 3D Chirp surveys,
it is also too computationally intensive for imaging whole volumes. In
this Chapter I develop a different approach to 3D pre–stack Kirch-
hoff time migration. Correlation with a set of bandwidth limited
Chirp sweeps is used to generate a series of band limited traces to
be Kirchhoff migrated using coefficients determined at their central
frequencies, thereby reducing the number of calculations necessary
whilst maintaining the full frequency bandwidth. Combined with a
traveltime correction look–up table, multi–threading, and compiler
optimisation through code reorganisation and loop vectorisation, a
speed increase of > 6.5× over traditional Kirchhoff approaches was
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attained, without any significant image degradation. The effective-
ness of this new algorithm is demonstrated through comparison using
synthetic and real data sets from Chapter 4.
5.1 Frequency Approximated KirchhoffMi-
gration
As described in Chapter 4, the equation to be analytically solved for
3D pre–stack Kirchhoff migration is:
I(ξ) =
∫
A
W (x, y, z, t)
∫
ω
iωP (x, y, z, ω)e−iωtdωdA; (5.1)
where p(x, y, z, ω) is the recorded wavefield decomposed into a monochro-
matic trace of frequency, ω.
This frequency decomposition of the recorded time series is normally
achieved using a discrete–time short–time Fourier transform (STFT):
X(m,ω) =
∞∑
n=−∞
x(n)ω(n−m)e−iωn. (5.2)
A recording sample rate of 20 µs (Chapter 2) in the time–domain
equates to a Nyquist frequency of 25.0 kHz. Although this means we
are only interested in c. half the frequencies output by the Fourier
transform, when considering the shelf application thought experiment
introduced in Chapter 2, this equates to ≥ 2000 frequency samples,
or ≥ 4000 including negative frequencies. Therefore, treating the
Kirchhoff integral as the sum over frequency decomposed traces in-
creases the number of traces to be migrated by a factor of several
thousand. For the shelf application this would result in the indepen-
dent migration of 30 or 40 billion traces as opposed to c. 15 million,
which is a considerable increase in computational expense.
This sampling regime gives a frequency–domain sample interval of
6.25 Hz. The multiplication by i in Equation 5.1 is equivalent to
phase shifting the trace amplitudes by −90 degrees. Therefore, in a
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1500 ms−1 velocity field, our frequency–domain sampling interval is
equivalent to a change in the traveltime correction of 0.063 ms, which
is c. half the theoretical resolution limit of the broadband Chirp
sweeps (Plets, 2007). Correcting this oversampling of the frequency–
domain (by at least a factor of 2) is an optimisation approach that has
been used frequently for inversion algorithms (e.g., Sirgue and Pratt,
2004).
Pre–correlation, Chirp traces are already frequency decomposed due
to the output sweep’s linearly changing frequency content. Since
time–domain correlation combines acting as a bandpass filter along
with wavelet compression, correlation with a series of band limited
sweeps (Figure 5.1) will result in a set of narrow band traces. These
data could then be migrated according to:
I(ξ) =
∑
A
W (x, y, z, t)
Nω∑
ω=1
iωcpω(x, y, z); (5.3)
where Nω is the number frequency bands used, and ωc the central fre-
quency for each band. The validity of Equation 5.3 is dependent upon
the frequency bands being narrow enough for ωc to be representative
of the band as a whole.
Now the data is not being Fourier transformed, the multiplication
by i has to be approximated. This can be done as a straight −90
degree phase shift based on the central frequency, ωc, using interpo-
lation to accommodate λ/4 6= ∆t. Alternatively, taking the Hilbert
transform post–correlation will also approximate the phase shift. If
the traces were truly monochromatic, the Hilbert transform is ex-
actly equivalent to a −90 degree phase shift (since, if f(t) = sin(x),
H(f(t)) = −cos(x)), but for band limited signals this relationship
no longer holds exactly. With appropriately narrow bands, how-
ever, Bedrosian’s Theorem shows that it will be a close approximation
(Bedrosian, 1963).
Although simple linear interpolation is accurate enough to perform
the phase shift, it results in a significant increase in the number of
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Figure 5.1: Figure showing a family of six equally spaced band limited sweeps
with which the raw traces can be correlated to produce a set of six band limited
traces for migration using Equation 5.3.
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Figure 5.2: Figure showing a 2D section and seabed wavelet extracted from trace
60, imaged using (a) diffraction stack migration, together with (b–f) Kirchhoff
migration using 2, 3, 4, 5, and 6 band limited sweeps. Results generated using 4,
5, and 6 band limited sweeps are almost identical, and compare well with section
(g), migrated using full pre–stack Kirchhoff migration.
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floating point operations required. Therefore, the Hilbert transform
approach was preferred, since it can be considered as convolution with
the Hilbert operator. Equation 5.3 becomes:
I(ξ) =
∑
A
W (x, y, z, t)
Nω∑
ω=1
−ωH(x, y, z, ω); (5.4)
where H(x, y, z, ω) is trace pω(x, y, z) after Hilbert transform.
In this manner, the frequency–domain sampling can be controlled
to levels more suitable to the frequency sensitivity of the final im-
age. Figure 5.2 shows a 2D section and seabed wavelet imaged us-
ing diffraction stack migration (i.e., entire data as single frequency
band), a), together with Kirchhoff migration using 2, 3, 4, 5, and 6
band limited sweeps, b) through f). Results obtained using 4, 5, and
6 band limited sweeps are almost identical, and are consistent with
those obtained by a full treatment of the frequency–domain, panel g).
This indicates that, within the resolution limits of the final image, for
an approximately flat reflector the central frequencies become repre-
sentative of the band limited traces when correlated with ≥ 4 band
limited sweeps. As reflector dip increases more bands will be required
to effectively describe the frequency content (particularly for higher
frequencies), therefore the six equally spaced bands shown in Figure
5.1 were preferred.
5.2 Algorithm Optimisation
There are two basic approaches to writing a Kirchhoff migration al-
gorithm: the gathering method, where each location in image space is
looped through gathering contributions from the surrounding traces;
and the spraying method, where each trace is loaded sequentially and
contributions added to the surrounding image gather (Biondi, 2007).
Although, conceptually, the gathering method is the easiest to under-
stand, and has the advantage of resulting in a completed image trace
after each iteration, given the ratio of traces pre– to post–migration
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Figure 5.3: Figure showing theoretical number of clock cycles taken to process
each trace for a series of aperture sizes when solving the wavefield each time
(black lines), and using a traveltime lookup table (grey lines).
(≥ 10 million pre– to c. 0.4 million post–stack), it is not the most
sensible approach from a coding perspective (Kao, 1992).
The shelf application thought experiment introduced in Chapter 2
includes c. 15 million traces, each with 5000 time samples, of which
the lower c. 3000 will be migrated. After frequency decomposition
using correlation with band–limited chirp source sweeps, this 4.5 ×
1010 samples becomes 2.7 × 1011 samples. Each will be stored in
memory as a 4–byte float, therefore requiring 1006 GB of memory.
In comparison, the post–migrated volume is effectively stacked, and
a survey is unlikely to exceed 300 x 300 m, which is equivalent to
5.76 million traces using a 12.5 x 12.5 cm grid. At 3000 samples each,
those 5.76 million traces becomes 1.8 × 1010 samples, or 64 GB of
memory. Although, even this is more memory than is available on
any of our current systems, the use of a sprayed algorithm on such a
data set would require the volume to be divided into only 4 separately
processed sub–volumes, as opposed to the > 40 sub–volumes required
if using a gathering method.
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There is a second advantage to adopting the sprayed approach, which
originates in the limited velocity sensitivity of the 3D Chirp array
and our constant velocity model assumption (Chapter 4). In a con-
stant velocity field, the traveltime corrections across a migration aper-
ture remain constant from trace–to–trace for common source–receiver
pairs. Therefore, a look–up table of traveltime corrections can be
generated once, prior to reading any trace information. The number
of floating point calculations performed for a migration are then re-
duced from the number of sample–migration aperture location pairs
multiplied by the number of input traces, to the number of sample–
migration aperture location pairs multiplied by the offset–domain
sampling. Theoretically, this should produce a speed advantage pro-
portional to the ratio of traces to offset samples (∼ 1/500, 000 for
most surveys). Although, some remaining floating point operations
mean this efficiency is never attained, substantial gains are made even
for relatively few input traces (Figure 5.3).
5.2.1 Non Zero–Offset Wavefield
Although, prior to migration, traces are binned onto a CMP grid,
the Kirchhoff operator is based upon the true source and receiver
positions. In the constant velocity time migration case, the traveltime
corrections can be solved as a Pythagorean triangle of recorded and
horizontal TWT:
τ =
√
t2 − (hs + hg)2; (5.5)
where t and τ are the input and output TWT, while hs and hg are
the source–to–aperture location and receiver–to–aperture location, re-
spectively:
hs =
√
(x− xs)2 + (y − ys)2,
hg =
√
(x− xg)2 + (y − yg)2; (5.6)
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Figure 5.4: Figure show-
ing symmetrical nature of
pre–stack Kirchhoff opera-
tor. Traveltime corrections
are contoured at 0.2 ms in-
tervals, and shaded with in-
creasing dip angle. Source
and receiver locations are
indicated by black circles,
and dashed grey lines axes
of symmetry.
where x and y are the image trace location, while xs and ys, and xg
and yg are the source and receiver locations, respectively.
A look–up table of traveltime corrections calculated using Equation
5.5 and Equation Array 5.6 would be dependent upon x, y location
within the migration aperture, original traveltime, and source–receiver
offset. In addition, since this operator is then mapped onto a quan-
tised grid, it also depends on the source–receiver azimuth relative to
the grid (x1, x2) directions. Therefore, a full travetime correction
look–up table would be a 5D matrix.
A calculation using parameters for the shelf thought experiment (25
m aperture radius, 5000 time samples, 32 offset samples, and 360
azimuthal samples; Chapter 2), quickly demonstrates that such a
look–up table is unfeasible (2.304× 1012 samples ≡ 8584 GB of mem-
ory). A better approach is to populate a 4D matrix of traveltime
corrections assuming a source/receiver azimuth parallel to the y–axis,
and accommodate the azimuthal dependancy as a separate transla-
tion. This translation is required once for each migration aperture
location and input trace pair, so does not have a substantial effect on
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algorithm efficiency. Additionally, with a constant velocity the wave-
field has 2 lines of symmetry parallel to the x– and y–axes (Figure 5.4),
allowing the look–up table to be only 1/4 the size of the migration
aperture. The reduction in floating point operations by generating a
look–up table of traveltime corrections decreases processing time of a
test synthetic volume from 31 hours 3 minutes to 2 hours 40 minutes
(Table 5.1).
Following this approach, the 3D pre–stack Kirchhoff algorithm takes
the general form shown in Figure 5.5. Consisting of an initial gen-
eration of the traveltime correction look–up table, followed by se-
quentially reading each trace into memory and mapping across the
migration aperture onto the output volume.
5.2.2 Multi–Threading
The Kirchhoff approach to time imaging is computationally intensive,
with a large number of floating–point operations required for each
trace. Lumley and Biondi (1991), Cabrera et al. (1992), and Kao
(1992) have all shown that large increases in efficiency result from
taking advantage of shared memory multiple CPU or multiple Core
systems to perform these operations in parallel. Theoretically, the
optimal parallelization, such that all parallel tasks are equally bal-
anced, should result in a decrease in processing time proportional to
the number of processors. However, this theoretical maximum is never
attained due to a combination of: system overheads; cross–task de-
pendancies; and non–complete parallelization of the algorithm (e.g.,
see Kao, 1992).
Kirchhoff algorithms naturally lend themselves to being parallelized,
particularly when using the sprayed approach, because, within a sin-
gle migration aperture, the process is non–iterative. Therefore, paral-
lelization of the aperture–loop region of the algorithm (Figure 5.5) re-
moves any cross–task dependencies. Since memory and core manage-
ment overheads are small on modern systems, the discrepancy between
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Figure 5.5: Schematic representation of pre–stack 3D Kirchhoff time migration
algorithm for a constant velocity field.
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theoretical and maintainable efficiency is dominated by the percent-
age of code running single–threaded. Parallelization of this region of
the algorithm, both during look–up table generation and migration,
minimises the number of single–threaded floating–point operations,
leaving only data input/output and model initialisation.
When trying to parallelize non–iterative functions in C++, there are
a number of different approaches that can be taken:
1. ICC Auto–Parallelization: Compilation using the Intel icc
C++ compiler allows an auto–parallelization function to be spec-
ified using the -parallel flag. Although easy to implement and
effective on small, simple algorithms, auto–parallelization func-
tions struggle when dealing with more complicated code, partic-
ularly where there are embedded loops. As a result, icc -parallel
is not suitable for parallelizing a pre–stack Kirchhoff code which
naturally involves multiple embedded for–loops to move through
modl [ ] space (x1, x2, z).
2. fork()/vfork(): Standard Unix function(s) to fork a parent pro-
cess into multiple identical child processes. Originally, vfork()
differed from fork() in that the parent process is suspended for
the duration that the child process is active so that the memory
addresses can be shared, thereby lowering overheads. However,
in modern Unix/Linux systems the functionality of fork() has
developed enormously, such that vfork(), if present, redirects to
fork. The overheads involved with creating an entirely new pro-
cess are large compared with spawning a series of sub–processes,
or threads, meaning that fork() is generally reserved for when
another process is required to help with the work–load.
3. Pthread: A set of procedures developed from the IEEE POSIX
1003.1c standard (1995) to spawn a series of sub–processes, or
threads, which are implemented using pthread.h. As long as
processes can be interleaved, interchanged, and/or overlapped,
Pthreads offers a highly effective way of parallel executions since
the majority of overheads of the original process are shared, with
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only the minimum amount of resources required to maintain in-
dependent flow control.
4. OpenMP: An Application Program Interface (API) for C++
and Fortran (Simons et al., 2008), which allows multithreading
and shared memory parallelization using the fork–join approach.
This can be explicitly targeted at specific blocks of code using
one or more of the # pragma omp compiler directives. Each of
these directives has a series of clauses that allow it to be tai-
lored for specific applications, making OpenMP a flexible way of
optimising non–iterative loops.
Although Pthread and OpenMP are both suitable for this application
and demonstrate similar efficiency increases (Barney, 1995), the latter
method was chosen due to ease of implementation. With OpenMP you
define regions you want to run in parallel using a compiler directive
and associated clauses.
The region to be parallelized is defined using the parallel directive:
# pragma omp parallel numthreads(nthreads) \
shared() \
private()
{
Parallelized region
}
Specifying the variables shared between threads, shared(), and those
private to each thread, private().
The for–loop to be parallelized is then explicitly targeted using the
for directive:
# pragma omp for schedule (static)
The speed increase attained by multi–threading the code is substan-
tial. For the fully sampled synthetic data set and real data sub–volume
used in Chapter 4, Table 5.1 compares runtimes for the frequency
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Freq. approx. Diffraction Full
Change Kirchhoff Stack fk–Stolt Kirchhoff
Synthetic Volume
Basic pre–stack code 31 hr 3 min - - -
Look–up table 2 hr 40 min - - -
Multi–thread 0 hr 21 min - - -
Compiler optimisation 0 hr 19 min - - -
Final 0 hr 19 min 0 hr 8 min 0 hr 3 min 2 hr 39 min
Crater
Final 0 hr 51 min 0 hr 23 min 0 hr 10 min 56 hr 0 min
Table 5.1: Summary of migration run times for completely sampled synthetic
volume of 6 m wavelength sinusoidal reflector and sub–volume from Chapter 3.
approximated Kirchhoff code with diffraction stack, fk–Stolt, and full
Kirchhoff migration algorithms (all on an eight core workstation). For
the synthetic volume with c. 274,000 input traces, a speed increase
of ≥ 6.5× the ProMAX full Kirchhoff algorithm is attained. For the
real data sub–volume, which contains c. 2,100,000 input traces, the
runtime reduces by ≥ 60×. This reflects the ProMAX algorithm be-
ing more efficient at initialising the look–up table, but being more
sensitive to greater trace numbers by generating the look–up table
multiple times.
5.2.3 Compiler Optimisation
Along with optimising algorithm efficiency through lookup tables and
parallelization, there are also gains to be made using optimisation
flags during compilation. These directives control how the compiler
reads and rewrites the code, affecting the size and order of the final
executable, along with the accuracy to which values are stored in
memory or registry during calculations.
When compiling the executable using the Intel icc compiler, the op-
tions available are:
1. Inlining: Speed advantages can be gained by removing excess
space from the final executable. Inlining shortens if, elseif, and
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other statements, theoretically making them more efficient to pro-
cess. Changing the levels of inlining using –inline–level=<n> and
–ip had no appreciable effect on efficiency. The only discernible
difference came when the compiler was explicitly told to inline
calloc() calls to independent malloc() and memset() statements,
–inline–calloc, reducing runtime by ∼ 5%.
2. Machine Specific Compilation: There are 2 options for ma-
chine specific compilation: –mtune which controls reordering of
the executable code such that it is optimised for the specific
macro–architecture, theoretically resulting in compatibility across
chips with the same macro–architecture; and –mcpu which re-
orders the executable code to be CPU specific, therefore produc-
ing a code which is executable only on CPU’s with the same
macro– and micro–architectures. Using –mcpu=core2 to compile
for the micro–architecture resulted in a ∼ 2.5% improvement in
runtime efficiency.
3. –O flag: In the Intel icc C++ compiler, the –O flag controls how
aggressively the compiler rearranges the human readable code.
The most aggressive setting, –O3, was found to shorten compu-
tation time by ∼ 5% compared with the default setting, –O2.
4. Streamed SIMD Extensions (SSE): Starting out as a set of
eight extra 128–bit registers, along with 64 scalar and floating
point instructions, first introduced by Intel in 1999, this has now
expanded, through four further revisions (SSE2, SSE3, SSSE3,
and SSE4), to include 16 extra 128–bit registers and a total of
291 instructions to perform mathematical transforms on data of
any type (8–bit through to 16–bit). Although Kirchhoff imaging
requires a large number of calculations, these calculations are
relatively simplistic and performed on 32–bit data, these combine
to reduce SSE optimisation to < 2%.
5. Unroll: The opposite of inlining, this removes the end–of–loop
flags and therefore loop controller overheads, but at the disad-
vantage of generally making the final executable larger. As with
inlining, in the correct situation this can lead to a significant speed
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advantage. However, neither a standard, –unroll, nor aggressive,
–unroll–aggressive, heuristic approach improved runtime.
6. Valgrind: Is a collection of tools for debugging programs, with
particular emphasis on the memory management and threading.
The Memcheck utility was used to verify there were no memory
leaks or badly address blocks.
By optimising the compiled executable using inlining, micro–architecture
specific, and SSE4 loop vectorization, an overall speed gain of ∼ 6%
was attained. This reduced the migration time from c. 21 min 10 sec
to c. 19 min 50 sec (Table 5.1).
5.3 Imaging Optimisation
5.3.1 Weight Function
Traditionally, Kirchhoff migration is formulated as a pure imaging
process with little regard for the ‘correctness’ of reflector amplitudes,
just that dip angle and time/depth are correct (e.g., Schneider, 1978).
If, however, the contributions of each equal traveltime curve (or Green’s
function) is correctly weighted, the amplitudes will be proportional to
the reflection strength (Docherty, 1991). From an inversion perspec-
tive, Bleistein (1987) derives a weighting function using the Wentzel–
Kramers–Brillouin–Jeffreys (WKBJ) approximation and shows it to
be equivalent to the geometric optics reflection coefficient.
W (x, y, z, t) =
∆τG
pi
As
Ag
; (5.7)
where As and Ag are the source and receiver Green’s function ampli-
tudes respectively, and ∆τG is the wavefield directional vector at the
surface.
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For the constant velocity special case (and within the limit of weak
single scattering), this can be rewritten as (Wiggins, 1984):
W (x, y, z, t) =
cosθ
2pivR
; (5.8)
where R is the traveltime correction and θ the dip angle.
Docherty (1991) shows that, since migration is the adjoint of inver-
sion, this amplitude weighting function is valid for Kirchhoff migra-
tion as well as inversion. Therefore, Equation 5.8 can be used for the
W (x, y, z, t) term in Equation 5.4.
5.3.2 Aliasing
As described in Chapters 1, 2, and 3, incomplete spatial sampling
of the pre–stack wavefields will always be present due to the limit-
ing physical dimensions of the 3D Chirp mat. This, in turn, will
result in artefacts within the migrated volume, normally in the form
of steeply dipping, high–frequency reflectors, and incomplete reflector
reconstruction (Chapter 4). Although pre–migration interpolation
or post–migration filtering in f–k or Tau–p domains can reduce the
degenerative effect of this noise in the migrated volume, the only way
of effectively removing these is to minimise spatial aliasing in the ac-
quisition domain.
With Kirchhoff migration there is also a potential problem with under–
sampling the wavefront in the migration aperture, known as operator
aliasing (Yilmaz, 1987). Considering a 2–dimensional profile, for the
location on a wavefront with slope dx/dy and spatial Nyquist fre-
quency of kN , temporal frequencies above ω will be aliased according
to the criterion:
ω >
kN
dt/dx
. (5.9)
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Figure 5.6: Traditional Kirchhoff imaging by migrating energy along wavefronts
across an aperture of radius, ra, leads to extremely large dip angles at shallow
depths/times, a). By specifying an aperture angle, instead of radius, this energy
is removed from shallow regions, b). Panel d) shows how a single input trace, c),
is mapped across this angle dependent aperture.
This can be re–expressed in terms of the horizontal sampling, ∆x
(Bevc and Claerbout, 1997; Gray, 1992):
ω >
1
2d∆x
; (5.10)
where d = dx/dy.
Operator aliasing can occur when data is adequately spatially sampled
pre–stack since, in this case, ∆x is the sample interval of the migration
aperture, not the acquisition sample interval. Operator aliasing is
particularly prevalent at shallow depths where the dip angle of the
wavefront increases rapidly with offset. This leads to d >> 1
2ω∆x
within a migration aperture suited to deeper targets (Figure 5.6).
As with image aliasing (Chapter 2), there are a number of ways to
counter operator aliasing: using an array of low–pass filtered traces to
approximate frequency dependent angle limiting (Gray, 1992); spatial
interpolation to a higher–resolution CDP gird (Yilmaz, 1987); or var-
ious amplitude weighting functions (e.g., Bevc and Claerbout, 1997;
Claerbout, 1992; Lumley et al., 1994). However, with 3D Chirp data
sets, the angular variation in reflected wavefield response is limited by
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Figure 5.7: Image showing section migrated without, a), and with, b), anti–
aliasing filter. By limiting the migration aperture to dip angles of 13◦ rather
than trace location to image location distance, over migration of energy to steep
dips at shallow depths is prevented. The resulting section, b), contains clean,
strong reflectors, uncontaminated by steeply dipping migration artefacts.
the beam forming of the outgoing source sweep, meaning there are no
real reflections from steeper dips (Chapter 2). This allows operator
aliasing to be reduced by making the migration aperture dependant
on depth (i.e., angle limited), without limiting imaging effectiveness
(Figure 5.6). Since the aperture angle is measured from vertical and
the reflector dip angle from horizontal, assuming normal incident re-
flection the two are interchangeable, making the aperture angle equiv-
alent to the maximum reflector dip angle that will be imaged. Figure
5.7 shows how implementing this improves the interpretability of the
migrated section, removing uncancelled, steeply dipping noise from
deeper reflectors that overprints shallower structure.
In addition, since the solution of the seismic wavefield is being stored
in memory as a 4D traveltime look–up table (x1, x2, z, h), the op-
erator aliasing can occur in the offset domain as well as the spatial
domain. Equation 2.13 can be used to express the relationship be-
tween dip angle and offset–domain sampling. From Figure 5.8 it is
clear that the limiting dip angle of 15◦ makes direct aliasing through
under–sampling of the offset–domain unlikely. Rather, the sampling
interval must be sufficient to describe the source/receiver sampling
intervals. It was empirically found that using offsets between 0.1 m
and 1.6 m at an interval of 0.05 m was sufficient.
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Figure 5.8: Illustration of
relationship between off-
set sampling and dip an-
gle aliasing, calculated us-
ing Equation 2.13. Shaded
grey region are angles effec-
tively imaged by 3D Chirp
profiler.
5.4 Testing
A number of test data sets were used to verify that the frequency ap-
proximated Kirchhoff migration algorithm migrates energy in the ex-
pected manner, and does so without degenerating the interpretability
of the final volume when compared to a full Fourier–transform based
Kirchhoff migration. In the following section, the synthetic volume
containing a sinusoidal reflector at 10.0 m depth from Chapter 4 and
a subset volume from Chapter 3 are used for this purpose.
5.4.1 Synthetic Volume
The synthetic volume from a 6.0 m wavelength, sinusoidal reflector
centred at a depth of 10.0 m (Figure 4.6) was correlated with the
full Chirp sweep and a family of band limited Chirp sweeps. This
allowed comparison of the imaging quality obtained by Kirchhoff mi-
gration using a full representation of the frequency bandwidth, and
the simplification using six frequency bands.
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Figure 5.9: Extracted reflector amplitudes for central trace from volumes with
varying gap sizes and varying gap symmetries, normalised against fully sampled
volume. Panels a) and b) show results migrated using the full Kirchhoff algorithm,
while c) and d) results from frequency approximated Kirchhoff migration.
Figure 5.9, compares the reflector amplitude of the central trace for a
variety of gap sizes and symmetries normalised against reflector am-
plitude from the fully sampled volume. Panels a) and b) show results
from Kirchhoff migration with complete treatment of the frequency
content, while c) and d) the results from frequency approximated
imaging. As explained in Chapter 4, amplitudes decay rapidly with
increasing gap size as Fresnel zone energy contribution diminishes,
until an ambient level of uncancelled noise energy dominates. Com-
parison of full Kirchhoff and frequency approximated results shows
little difference in behaviour with varying gap size, or gap symmetry.
In both cases, the reflector amplitude dips below any meaningful level
with gaps > 4.0 m2 in size, and accommodates wider (in the cross–line
direction) gaps if they are symmetric.
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Figure 5.10: Figure showing imaged cross–line sections through full, a) through
d), and band limited, e) through h), migrated volumes. Panels a) and e) are
from fully sampled volumes, while b) and f), c) and g), and d) and h), contain
1.0 × 1.0 m, 2.0 × 2.0 m, and 3.0 × 3.0 m gaps, respectively, centred around
5.0 m into the section. Missing data indicated by red bar. Wiggle traces on
right compare trace extracted 1.0 m into section from full Kirchhoff (grey line)
and frequency approximated Kirchhoff (black line). Despite approximating the
frequency content using only six band limited traces, there is no loss of vertical
resolution and very little difference between the two traces for any of the four
volumes.
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This decay of reflector reconstruction is illustrated clearer in Figure
5.10, where cross–line sections through the centre of a fully sampled
volume, and 3 containing 1.0 × 1.0 m, 2.0 × 2.0 m, and 3.0 × 3.0 m
gaps are shown. For the fully sampled case, both migration methods
demonstrate good reconstruction of the stepped sinusoid apart from
in the peaks and troughs, where decimation of the wavefield using
the phase screen method leads to anomalous internal reflections. Re-
construction of these reflections is consistent across the 1.0 × 1.0 m
gap, and interpretable for 2.0× 2.0 m gap, but becomes confused by
uncancelled energy for the 3.0× 3.0 m gap.
Similarly, this behaviour is seen in Figure 5.11, which compare volu-
metric cross–correlations (with standard deviation error bars) for the
gapped regions from the full Kirchhoff and frequency approximated
Kirchhoff imaged volumes. The same behaviour with differing gap
sizes and symmetries is seen for both methods, although the latter
appears more robust for larger gap sizes. This is likely a result of
the limited amount of uncancelled diffraction energy, which is more
conspicuous for full Kirchhoff imaging (Figure 5.10).
5.4.2 Real Data Benchmark
As discussed in Chapter 4, the irregularity of data acquired using
the 3D Chirp sub–bottom profiler means that comparisons of migra-
tion methods using synthetic data sets provide only limited informa-
tion. Figure 5.12 compares results from a subset volume of the data
set presented in Chapter 3 imaged using full Kirchhoff migration
and frequency approximated Kirchhoff migration. For completeness,
Figure 5.13 compares the same volume imaged using full Kirchhoff
migration with a diffraction stack migration.
The diffraction stack migration moves energy to steeper dips, which
make the timeslices crisper and easier to interpret, but the vertical sec-
tions (along with being lower resolution) are contaminated by steeply
dipping, uncancelled energy. Comparison of volumes imaged using full
Kirchhoff and frequency approximated Kirchhoff migrations are very
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similar. Both demonstrate good reconstruction of the crater structure
in the inline direction, and the very weak seabed reflector. However,
both struggle with the cross–line direction, which is contaminated by
uncancelled noise leading to the bedrock reflector being low ampli-
tude and discontinuous. Use of the ProMAX anti–aliasing filter when
migrating the full Kirchhoff volume has enabled a slightly better re-
construction of the high frequency seabed, but it appears to contain
more uncancelled diffractions than the simple angle limited filtering
used in the frequency approximated algorithm.
5.5 Conclusions
In this Chapter I have developed a new approach to pre–stack 3D
Kirchhoff time migration using correlation with band limited Chirp
sweeps to approximate the Fourier transform into monochromatic
traces and a look–up table of traveltime corrections. This has resulted
in vastly improved processing times without a noticeable degradation
in image quality:
1. Efficiency: This band limited approach to Kirchhoff imaging
reduces the number of traces to be migrated, while the look–up
table minimises the number of floating point operations. A speed
increase of ≥ 6.5−60× when compared with traditional Kirchhoff
methods (as implemented by ProMAX) has been obtained.
2. Accuracy: Comparison of imaged volumes from synthetic and
real data show that appropriate frequency–domain band limiting
has only small degenerative effects on the quality of the imaged
volume, or reflector reconstruction where the wavefield is spa-
tially under–sampled. Indeed, steeper dipping reflector are re-
constructed better, although at the expense of a slight increase
in uncancelled diffraction energy.
The increase in efficiency is such that the real data subset of Chapter
3 used to compare traditional and band limited Kirchhoff migration
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takes 51 minutes to migrate on a dual quad–core workstation. Pre–
stack, this volume contains c. 2.1 × 106 traces. Assuming a pulse
rate of 4 shots per second and 60 receivers, it would take 2 hours
20 minutes to acquire the same number of traces. Therefore, the
frequency approximated approach to pre–stack Kirchhoff mi-
gration derived in this Chapter could be used for real–time
pre–stack 3D imaging of 3D Chirp data.
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“I wandered lonely as a cloud
That floats on high o’er vales and hills,
When all at once I saw a crowd,
A host of golden daffodils;
Beside the lake, beneath the trees,
Fluttering and dancing in the breeze.”
William Wordsworth (1770–1850)
6
Decimetre–Resolution Imaging of a
Buried Mass Movement Deposit:
Windermere, UK
6.1 Introduction
Mass movements of partly consolidated sediments are common fea-
tures in lacustrine, fjord, and marine environments, playing an im-
portant role in the redistribution of sediments from shallow to deep
water (Hampton et al., 1996). Whilst initial studies were generally
confined to the mapping of preserved events uplifted onshore (e.g.,
Farrell, 1984; Martinsen and Bakken, 1990), in recent years there has
been a proliferation of studies utilising a combination of core log-
ging and geophysical techniques. Due to their extremely high hazard
risk, most of this work has concentrated on large– to medium–scale
structures originating on active (e.g., Tappin et al., 2007) and passive
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Figure 6.1: Location map showing: surrounding topography as shaded grayscale;
outline of lake and surrounding waterways as black lines; lake bathymetry con-
tours at 15, 30, and 45 m as dashed grey lines; and 2 nearby towns. Black box
in the northern basin delimits location of 3D Chirp survey.
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(e.g., Micallef, 2007) continental margins, and as major turbidite flows
channelled down submarine canyons (e.g., Arzola et al., 2007). While
several large submarine landslides have been imaged offshore using
traditional 3D seismic methods (e.g., Frey-Martinez et al., 2005; Gee
et al., 2006; Bull et al., 2009), studies of small– to medium–scale struc-
tures in fjord or lacustrine settings are limited to interpretation from
irregularly distributed cores and/or a sparse (50 – 100 m line spacing)
grid of 2D seismic lines (e.g., Schnellmann et al., 2002; Guyard et al.,
2007).
Such surveys have permitted the correlation between contempora-
neous mass movement events and paleoseismic records or anthro-
pogenic influences (e.g., Schnellmann et al., 2002; Monecke et al.,
2006; Schnellmann et al., 2006), but only limited interpretation of
slide morphology (Schnellmann et al., 2005). In the offshore environ-
ment, 3D seismic data sets have bridged the gap between localised
core stratigraphy and regional 2D seismic lines, allowing mass move-
ment deposits to be structurally mapped in great detail (e.g., Frey-
Martinez et al., 2005). From this, a well developed set of indicators
for flow direction and deposition process has been developed (Bull
et al., 2009). The lack of similar 3D data sets in fjord and lacustrine
environments makes it unclear whether the same methods can be used
in there environments or at smaller–scales.
Here we present the results of a decimetre resolution 3D seismic survey
over the proximal/headwall domain of a mass movement event in the
North Basin of Windermere. A high resolution seismic stratigraphic
sequence is interpreted and correlated with coincident Multi–Channel
Seismic (MCS) and core stratigraphy, providing sediment properties
and dates for the stratigraphic facies. Within this sequence, three dis-
tinct mass movement sub–units are identified and their distributions
mapped together with their associated deformation of the pre–existing
sediment infill. This stratigraphic sequence allows a depositional his-
tory for the area to be outlined, illustrating the impact of regional
glaciation on sedimentary regimes within the lake.
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6.2 Background and Methodology
Windermere, the largest lake in the English Lake District, stretches
c. 17 km in a curve running from north–north–west to south–south–
west, and narrows from c. 1.5 km wide in the north to < 0.5 km
at the southern tip (Figure 6.1). Forming the south–eastern spoke
of a radial drainage pattern over–deepened by successive glaciations,
Windermere is a classic fjord–type lake with steep valley margins and
sharp lower breaks of slope. Situated c. 35 m above sea level, Winder-
mere is dammed at the southern end by a bedrock sill 21.0 m above
present lake level (Wilson, 1987), which forces the lake to drain west-
wards down the narrow (c. 250 m wide) and shallow (< 2.0 m below
present lake level) Leven valley.
6.2.1 Regional Background
At the Last Glacial Maximum (LGM) of the British and Irish ice sheet
(BIIS) (c. 30 – 25 ka BP; Bradwell et al. (2008)), snow–blown, wet–
based glaciers < 500 m thick extended throughout the English Lake
District (Sissons, 1979). Deglaciation of the BIIS (contemporaneous
with MIS 2 Marine Isotopic Stage; Bradwell et al. (2008)) was com-
plete, leaving a heavily eroded landscape of glacially over–deepened
valleys and lakes cross–cut by a series of well preserved retreat struc-
tures and infilling finer sediments from the local Windermere Intersta-
dial (WI). During the Younger Dryas (YD) (sometimes called the Loch
Lomond Readvance in the UK; e.g., Sissons (1979)), glaciation in the
English Lake District was not as extensive as in Scotland or Northern
Europe, permanently maintaining only plateau icefields bordered by
small valley and cirque glaciers around Sca Fell (McDougall, 2001),
which did not extend as far south or east as Windermere, thereby
leaving the LGM and post–LGM sedimentary stratigraphy preserved.
Over 150 km of high–resolution multichannel seismic (MCS) data,
acquired using a boomer source, provide a coarse grid (50 – 200 m
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SSS IV
SSS III
SSS II
MCS Stratigraphy
A
Figure 6.2: Image showing 2D Kirchhoff pre–stack depth migrated multi–channel
boomer line orientated north–south, running c. 100 m east of the 3D seismic
volume. Section illustrates overall structure of the basin. Panel b) overlays the
interpreted seismic stratigraphic sequence, and c) the interval velocity model
obtained using CRP gather velocity analysis (Pinson, 2009). The small push
moraine labelled ‘A’, is the same east–west orientated till high observed in the
3D seismic volume.
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Figure 6.3: Diagram relating global and regional climatic variation over the last
25.0 ka with major sedimentary depositional units (I through IV) in Windermere.
Data for: Atlantic sediment from Lea et al. (2003); Greenland ice from Alley
(2000); and Antarctic ice Jouzel et al. (2007). Figure courtesy Pinson (2009).
spacing) of regional lines from which the LGM and post–LGM his-
tory could be reconstructed (Pinson, 2009). Correlation of these data
(Figure 6.2) with the extensive record of pre–existing shallow cores
(e.g., Pennington, 1943, 1975) allowed the definition of four main fa-
cies (Pinson, 2009):
SSS I: Outwash and lodgement till, which covers the ice–gouged valley
floor and exhibits a distinct surface morphology of LGM retreat
moraines. It is characterised by high amplitude top and bottom
reflectors, along with internal reflections that are largely incoher-
ent. In shallow water cores (concentrated around the lakeside),
this unit appears as unsorted pebbles and cobbles in a clay matrix
(Pennington, 1975).
SSS II: Thick (up to 50 m in the South and 30 m in the North Basins)
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unit of Late Glacial infill, identified as finely varved (2.0 cm fin-
ing up to 0.3 cm; Pennington (1978)) with low organic content
and a consistent remnant magnetisation (implying rapid deposi-
tion) (Mackereth, 1971). Acoustic properties permit this unit to
be divided into two further subunits: SSS IIa, a deeper, older
unit characterised by cyclical, horizontal internal reflections, oc-
casionally interrupted by chaotic reflections at the base; and, in
the South Basin only, an overlying, thinner unit (5.0 – 10.0 m)
showing little or no coherent internal reflections, SSS IIb. The
graded boundary between these sub–units is interpreted as the
retreat of the LGM ice sheet into the North Basin, thereby lim-
iting the sediment input into south basin to suspended fine clays
(glacial flour) as the intervening bedrock high around Belle Isle
prevented the transport of coarser fractions further south.
SSS III: Chaotic or chaotic–to–transparent seismic facies of varying thick-
ness (< 1.0 up to 10.0 m), bounded by high amplitude top and, in
places, bottom reflectors. Where the base reflector is strong, the
overall unit morphology is indicative of this being the erosional
lower surface of a mass movement event cutting down into pre–
existing strata, and pinching out further from the shore. Cores
find the facies to be a transitional unit of organic silts and minero-
grenic clay layers demonstrating significant folding/overturning
(Smith, 1959). Pollen analysis has dated this unit as contem-
poraneous or pre–YD (Pennington, 1943), leading it to be inter-
preted as the result of deposition during the WI (from 17.6±0.54
ka (14C) (Coope et al., 1977; Lowe et al., 2008) to 12.8 ± 0.1
ka (14C) (Lea et al., 2003)) and YD, that has then been locally
reworked by slope failure, probably around or shortly following
climate amelioration after the YD.
SSS IV: Thin (1.0 – 3.5 m), uniform drape of detrital Gyitta with 20–
25 % (dry weight) organic content (Pennington, 1975), dated by
14C and pollen analysis as post YD Holocene sediments (from
11.55± 0.1 ka (14C) until present (Lea et al., 2003)).
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Figure 6.4: Panel a) shows distribution map of reworked YD deposit (SSS III)
across the lake, overlain by depth to sediment–till boundary contoured at 30, 60,
and 90 m. Surrounding topography is shaded by gradient of slope. Panel b) is a
tighter plot of area in North Basin targeted by 3D Chirp survey. Dotted grey lines
denote 2D MCS tracklines, inverted triangle marks location of shallow core site,
and black rectangle the decimetre resolution 3D seismic volume. Shaded grey
region indicates limit of target mass movement deposit mapped using regional
MCS lines.
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Survey Trace Sample Pulse Base Station
Dates Sweep Length Rate Rate Location
29/01/08 w32 128 ms 50 kHz 4 s−1 54◦ 21’ 09.0” N
to (1.5 – 13.0 kHz) (6400 samples) 2◦ 56’ 21.49” W
01/02/08 (32.74 ms) 56.445 m
Table 6.1: Seismic survey details and acquisition parameters for 3D Chirp Win-
dermere case study.
This sequence of facies illustrates a stratigraphy and morphology dom-
inated by glacial processes. Glacial scouring left two over–deepened
bedrock basins, subdivided into a series of sedimentary depo–centres
by retreat moraines. These depo–centres are infilled by thick (≥ 30 m)
fining upwards deposits of outwash fines and overlain by WI deposits
after climate amelioration. When glaciers re–advanced in the higher
catchment during the YD, these organic–rich deposits were buried be-
neath a layer of minerogenic laminated clays, which shows evidence of
subsequent localised mechanical reworking by mass movement events
at the end of the YD. This has been followed by Holocene deposition
of a thin (< 3.5 m) layer of post–glacial mud, which drapes over the
late glacial stratigraphy. Of the total sedimentary infill, < 20 % by
volume was deposited during the interstadial periods which lasted c.
16.0 kyr (Figure 6.3). Rather, it is dominated by the short time pe-
riod (< 5.0 kyr; Bowen et al. (2002), Coope et al. (1977), Lea et al.
(2003)) of high deposition rates during retreat from the LGM and the
YD.
Although, during this latter period of re–advancement, the maxi-
mum glacial extent was several kilometres north–west of Winder-
mere, deglaciation has affected the sedimentary stratigraphy through
localised reworking. Figure 6.4 shows thickness of SSS III mapped
throughout the lake, surrounded by the slope of the regional topog-
raphy. In the North Basin, two discrete areas thicker than 3.75 m
correlate with flows associated with the steep sided western lake shore
between 6,024,000 m and 6,026,500 m northing (A to A’, Figure 6.4).
The South Basin, however, has steep slopes on both lake shores along
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Figure 6.5: Annotated photograph of 3D Chirp sub–bottom profiler. The 60
hydrophone groups, housed in 11 longitudinal sections, are arranged in a 0.25 m
by 0.25 m grid around four central transducers. RTK–GPS positioning of each
source–receiver pair permits accurate trace binning onto a 12.5 cm by 12.5 cm
CMP grid.
almost the full length and correspondingly contains a large number
of slope failure deposits, with thicknesses > 15.0 m in some locations.
Although the line spacing in the South Basin is coarse, the stratigra-
phy suggests that SSS III comprises several independent mass move-
ment deposits, indicating multiple events/sources rather than a single
cataclysmic event. This is taken to infer localised gravitational slope
failure due to overloading and/or terrestrial derived run–off as the
likely source.
6.2.2 Methodology
In January 2008 a decimetre–resolution 3D seismic volume over the
more southerly flow deposit in the North Basin was acquired using
the 3D Chirp sub–bottom profiler (Figure 6.4b) (Table 6.1). A 100
m by 400 m area situated 200 m from the western lake shore was
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Figure 6.6: CMP fold coverage plot,
darker colours being indicative of greater
number of traces in the CMP bin. The
superimposed black line shows a 15
minute subset of GPS locations, high-
lighting how the acquisition methodol-
ogy involves strafing the area repeatedly
at various sail angles. Gaps in the line
are caused by drop outs in RTK–GPS
quality.
surveyed to cover the truncation of the deposit against the till valley
side. The 3D Chirp profiler is a rigid–framed, high–resolution sub–
bottom profiler comprising 60 hydrophone groups arranged in a 25 x
25 cm grid around a central group of four chirp transducers (Figure
6.5). Navigation is obtained using four RTK DGPS antennae, which
provide positioning accurate to X = ±0.46 cm, Y = ±0.70 cm, and
Z = ±1.82 cm (Bull et al. (2005), Chapter 2). The reflected wave-
forms are recorded at a sampling interval of 0.02 ms and horizontal
resolution of 12.5 x 12.5 cm (Vardy et al., 2008).
Pulsing four times per second, more than 12 million traces were ac-
quired over three survey days at a tow distance of 15.0 m behind a
small, slow moving (3 knots) survey vessel with a single outboard
motor. Acquiring lines at 1.0 m line spacing provided 83 % ground
coverage within the target volume, leaving no gaps larger than 5 x 9 m
(Figure 6.6), which is small enough to be recovered during migration
for reflectors at these depths (30 – 60 m) (Chapter 4). The average
fold obtained was 14 traces per bin, but this rose to > 50 where the
same area of lakefloor was repeatedly covered.
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The data was recorded in raw, uncorrelated format, allowing for a
later, more flexible processing strategy. A correlation of these raw
data with the theoretical chirp waveform demonstrated good S/N ra-
tios (Figure 6.7). As a result, a simple processing flow concentrating
on optimising the resolution through migration of the diffracted en-
ergy to the correct location was used:
i) Clean the data by removing any traces with anomalously low S/N
caused by bubbles in the water column and/or flotsam caught
on system. Using amplitudes extracted from a TWT window
centred on the lakebed horizon, it was possible to automatically
scan through the volume removing poor quality traces. In total
approximately 18 % of the original data volume was removed,
mostly due to scattering off bubbles injected into the water col-
umn by the outboard motor.
ii) Correlation of the raw data with a family of band limited source
sweeps (Chapter 5), thereby compressing the reflected wave-
form back to the Klauder wavelet, and producing a series of band
limited traces for migration using a frequency approximated pre–
stack Kirchhoff migration.
iii) A 3D pre–stack frequency approximated Kirchhoff time migration
(see, Chapter 5) was used to move energy back to the correct
locations using a constant velocity of 1500 ms−1 (average velocity
for sedimentary fill estimated by CMP gather velocity analysis of
MCS data; see, Figure 6.2). The S/N ratio was improved through
the constructive summation of coherent reflectors, and the hor-
izontal resolution was optimised by collapsing the Fresnel zone.
Use of a Kirchhoff algorithm resampled the irregularly positioned
pre–stack data onto a regular 0.25 × 0.25 m grid (Chapter 4).
This larger grid spacing than the theoretical minimum was cho-
sen empirically based on the low S/N of deeper structures due to
signal attenuation within the sediment overburden.
Traditional processing of chirp sub–bottom profiler data involves ap-
plying an envelope function as the last processing stage. Such a pro-
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a)
b)
Figure 6.7: Panel a) compares a correlated section of data acquired using a single
channel against the co–incident core stratigraphy. Depth conversion of reflectors
using a constant velocity of 1500 ms−1 (Figure 6.2) demonstrates an extremely
high level of correlation with the core derived stratigraphic facies. Panel b)
illustrates how the same stratigraphy as defined using the regional MCS lines
is observed in the high–resolution Chirp data. The positions of till highs A and
B are indicated.
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cess improves S/N, especially for weaker horizons, but at the expense
of all polarity and phase information, as well as significant verti-
cal/temporal smearing. Although this was implemented on a stacked
volume for mapping the poorly imaged sediment/till interface, for the
vast majority of interpretation this was not used as S/N was already
high.
6.3 Results
6.3.1 Stratigraphic Context
The reduction in S/N with depth and large dip angles (15 – 20◦ in re-
gional morphology) compared to the source directivity (Chapter 2),
means imaging of the sediment/till boundary is incoherent. This is
compounded by the coarseness of the underlying till material relative
to the source wavelength, causing heavy scattering of the downgoing
wavefield. However, the same gross stratigraphic framework inter-
preted from regional 2D lines can be identified within the decimetre
resolution 3D seismic volume (Figure 6.8).
The sediment/till interface (top of SSS I and bottom of SSS II) is
inferred by changes in the acoustic character and reflector termina-
tion, mapped using a combination of stacked and migrated volumes.
Overlaying this, the cyclical internal reflectors of the Late Glacial
SSS II can be identified, extending beyond the bottom of the mi-
grated volume (60.0 m depth below present lake level) at the western
and northern extents of the area, attaining maximum thicknesses of
> 13.0 m. The base of this unit shows a general southward and west-
ward shallowing trend, along with a number of localised highs. The
east–west oriented push moraine at c. 6,025,230 m northing observed
in the MCS data (labelled A; Figures 6.2 and 6.9) defines the limit
of a smaller (c. 80 m wide) depo–centre in the southern third of the
volume. While, a further till high (B; Figure 6.9), rising to c. 47.5 m
below present lake level, c. 100 m north (c. 6,025,340 m northing) fur-
ther divides the rest of the survey area into two depo–centres (Figure
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Figure 6.8: Rendered cut–away voxel volume of decimetre–resolution 3D seismic
volume. Panels a) and b) show uninterpreted and interpreted versions, respec-
tively. Colours used are the same as Figure 6.7: green being SSS II; blue SSS III
and red SSS IV.
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Figure 6.9: Figure showing till surface morphology together with isopachs for
main seismic facies (SSS II, III, and IV, respectively) overlain by 5.0 m contours
of till morphology. Constant velocity of 1500 ms−1 was used for depth conversion.
6.9). This till high is not observed further out in the basin, suggest-
ing that east of the study area these two depo–centres merge into the
main North Basin depo–centre.
This divides the study area into three geographically separate depo–
centres (hitherto referred to as southern, middle, and northern; Figure
6.9), each of which is infilled by SSS II with no evidence for extensive
Late Glacial deposition on top of the till highs. All three SSS II
deposits are overlain by an eastward and north–eastward thickening
(up to c. 8.0 m) unit consistent with the regionally identified YD
slope failure deposit, SSS III. Over the northern two depo–centres,
the facies is thickest (c. 8.0 m in the north and c. 7.0 m in the
middle), and demonstrates the chaotic–to–transparent seismic facies
144
CHAPTER 6. MASS MOVEMENT CASE STUDY
with high amplitude base reflections, characteristic of sub–aqueous
mass movement deposition (Mulder and Cochonat, 1996; Schnellmann
et al., 2005). The unit thins rapidly to the south and west at dip
angles beyond the imaging limits of the 3D Chirp sub–bottom profiler
(c. 16◦ inferred using package termination) (Chapter 2). It also
pinches out completely to the south, with maximum southward extent
of c. 6,025,186 m northing. While the unit thickness is controlled by
underlying till morphology, the upper boundary of the facies shows
little structure; deepening from 39.5 m to 47.0 m at a shallow angle
(c. 1.5◦) to the north and north–east.
Covering the whole volume is a thin (c. 3.5 m) drape consistent
with the Holocene deposited SSS IV. The top of this facies forms the
lakebed, which dips at a consistently shallow angle of c. 1.5◦ to the
north and north–east, deepening from c. 36.0 m to c. 43.5 m. Across
the entire survey area the thickness of this package is highly uniform,
varying less that 0.2 m, and demonstrates a consistent sequence of
seven sub–parallel internal reflectors. These reflectors remain coherent
throughout the volume, only varying where fold coverage leads to
discontinuous reflector reconstruction during migration.
6.3.2 SSS III
The primary target of the volume was the imaging of the mass move-
ment deposits identified as being contemporaneous with the YD; SSS
III (Pinson, 2009). The higher vertical resolution and 3D structural
interpretation afforded by the 3D Chirp sub–bottom profiler allows
several distinct sub–units to be identified within this facies (Plate 1
and Figure 6.10). Remaining consistent to the existing stratigraphic
sequence definitions, these are defined below and summarised in Table
6.2.
SSS IIIa: A small (c. 1500 m3), thin (< 1.0 m) deposit only observed in
the southern depo–centre and south–western slope of the mid-
dle depo–centre. Has very high amplitude, incoherent top and
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Figure 6.10: Figure showing isopach maps for 3 slide facies, SSS IIIa through IIIc,
overlain by SSS III facies base morphology contoured at 2.0 m depth intervals.
Constant velocity of 1500 ms−1 was used for depth conversion.
internal reflectors. Where it overlies SSSII in the southern depo–
centre, it has a high amplitude base reflector that is interpreted
as being an erosional interface. In the middle depo–centre it sits
directly on the till surface and demonstrates no clear basal reflec-
tor.
SSS IIIb: A large volume, chaotic–to–transparent seismic facies that over-
lays the northern and middle depo–centres. Where the unit is not
incised by overlying slide deposits, the upper reflector is weak and
chaotic, while the base reflector is high amplitude but irregular.
It is split by the till high B at c. 6,025,340 m northing, creat-
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Volume in Estimated Total Internal Seismic Deposition
Facies Study Area (m3) Volume (m3) Structure Regime
IIIc 43,000 60,000 Chaotic Debris Flow
IIIb 54,000 500,000 Transparent Mass Flow
IIIa 1,500 - Chaotic Debris Flow
Table 6.2: Overview of properties for slide deposits SSS IIIa through IIIc. Basic
physical properties are provided, along with details of internal seismic structure,
and interpreted deposition regime.
ing two thicker deposits of c. 8.0 m and c. 6.5 m (northern and
middle depo–centres, respectively), joined by a thin drape (up to
2.5 m). The facies thins rapidly to the south and west, pinching
out against the (inferred) sediment/till interface at dip angles of
c. 16◦. The total volume of this sub–unit is c. 54,000 m3, thick-
ening to the north and north–east, extending beyond the limits
of the survey area.
SSS IIIc: A chaotic seismic facies (c. 43,000 m3) with similar appearance
to SSS IIIa, bounded by a high amplitude base reflector, and
a discontinuous, low amplitude upper. Similar to SSS IIIb, the
unit is concentrated in the middle and northern depo–centres,
with maximum thicknesses of c. 3.1 m and c. 2.4 m (north and
middle, respectively), but also extends as a thin (< 1.5 m) layer
further south and west. Covering c. 75 % of the survey area, this
facies pinches out to the south at c. 6,025,186 m northing.
6.4 Discussion
The underlying glacial till surface comprises a complex morphology of
retreat structures that divide the study area into three distinct depo–
centres (Figure 6.9). Despite damping of this morphology by infilling
glacial fines (SSS II), this underlying structure exerts a strong control-
ling influence on the distribution of the subsequent mass movement
units, SSS IIIa through IIIc (Figure 6.10).
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A A‘
Figure 6.11: Figure showing RMS amplitude extracted between upper and lower
reflectors for three slide facies, SSS IIIa through IIIc, overlain by SSS III facies
base morphology contoured at 2.0 m depth intervals. The mid–amplitude, north–
south streaking is a fold coverage artefact, but high amplitude anomalies in SSS
IIIa and IIIc are real. Profile A to A’ is showing in Figure 6.14.
6.4.1 SSS IIIa
The package is of limited extent, with only the distal part of the flow
imaged in the 3D seismic area (Figure 6.10). This is observed to
be two distinct deposits (in the southern and middle depo–centres;
Figure 6.10) that thin rapidly north–eastward. Although not directly
connected, their geographic distribution suggest they may be part of
the same flow deposit, which infers a north-eastward dominant flow
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Figure 6.12: Section of pre–stack Kirchhoff depth migrated MCS line showing
SSS IIIb facies (highlighted blue in panel b)).
direction (agreeing with the package thinning).
Internal RMS amplitudes extracted from the package (Figure 6.11)
show a high degree of variability, with several distinct high amplitude
anomalies. These correspond to localised, continuous reflectors c. 0.5
m above the package base. Similar structures are found in SSS IIIc
(Figure 6.14), which appear very similar (although on a completely
different scale) to the deformed translated blocks observed in the Tam-
pen slide (Bull et al., 2009); coherent blocks of material, transported
downslope with the main debris flow or slide body (Frey-Martinez
et al., 2005; Gee et al., 2006). Combined with the low incision of
pre–existing strata, this suggests SSS IIIa was deposited as part of a
debris flow.
6.4.2 SSS IIIb
SSS IIIb has been cored in a more distal setting (Pennington, 1943),
identified as being minerogenic clays deposited during the YD. As a re-
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sult, these facies are interpreted as being formed by the remobilisation
of YD material, probably during or shortly after climate amelioration,
triggered either by gravitational failure of unstable slope material due
to a change in sedimentation regime or overloading by increased land
derived run–off.
SSS IIIb would require the failure of a large amount of material to
form the observed stratigraphic package. Within the survey area it is
a thick deposit (up to c. 8.0 m) and has a volume of c. 54,000 m3.
In addition, the same facies can be tracked a large distance into the
North Basin using the regional MCS lines (Figure 6.4), covering an
estimated area of c. 130,300 m2 with a total volume of c. 500,000
m3. Throughout 3D survey area it demonstrates a consistent flow
fabric with no change in the internal seismic structure (Figure 6.11),
suggesting a single cataclysmic deposition event rather than multiple
smaller flows. Using the broad bandwidth of the Chirp source sweep to
estimate a seismic Quality Factor (Q) (Pinson et al., 2008) supports
this assertion, finding all of the material to be a homogenous and
extremely fine grained, clay based sediment (Q = 300±38; equivalent
to grain size of c. 8 Phi) throughout the unit, even in the proximal
region covered by the 3D seismic volume.
With the high amplitude but irregular base reflector and rough top,
this unit is thought to represent a mass flow deposit (Mulder and
Cochonat, 1996; Schnellmann et al., 2005); indicating a high level of
remoulding and no preservation of the pre–existing internal structure.
The depth of erosion (c. 4.0 m) and distinct lateral package termi-
nation observed further into the basin (Figure 6.2) suggests a higher
density, more laminar flow regime, rather than a turbidity current
(Mulder and Cochonat, 1996).
The deposition of this unit involves the remobilisation of a large vol-
ume of homogeneous, fine grained sediment. A possible model for the
formation of SSS IIIb might therefore be the gravitational slope failure
of a fine outwash drape deposited throughout the lake during glacial
retreat at the end of YD. In the northern part of the North Basin,
where SSS III shows no evidence of mechanical reworking, package
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Figure 6.13: Single channel seismic line running perpendicular from western
shoreline through 3D survey area, panel a). Panel b) shows section with in-
stantaneous amplitude applied (for easier interpretation at this scale), together
with coincident line extracted from migrated 3D volume. Panel c) shows inter-
pretation.
thicknesses of c. 1.5 m are taken to be representative of this drape
thickness (in keeping with outwash deposits observed in modern ana-
logues; e.g., c. 0.3 m yr−1 10.0 km from glacier (Gilbert and Crook-
shanks, 2008)). Given the rapid climate amelioration at the end of the
YD (< 100 years; Rochon et al. (1998)), this would have been highly
unconsolidated, and unstable on the steep (c. 16◦; Figure 6.13) lake
slopes. Figure 6.13 shows a 440 m long tie line running perpendicu-
lar to the western shore, through the 3D survey area. Pre–Holocene
deposits above the LGM till (SSS I) have been completely evacuated
from the lake marginal slope, with only a small amount remaining
very high up near the shore (shaded dark grey; Figure 6.13), which
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is consistent with gravitational slope failure as a source. This slope
region (c. 200,000 m2 bounded by moraine A to the south and fur-
ther till highs to the north) can account for c. 300,000 m3 of material,
which, when combined with material remobilised from the present
flow location, is consistent with the 500,000 m3 volume for SSS IIIb.
This source also agrees with the overall deposit distribution, which
suggests a north–eastward transport direction, bounded at its eastern
limit by further till highs (Figures 6.4b and 6.10).
6.4.3 SSS IIIc
Pennington (1943), who samples SSS IIIc in the core due east of the
survey area (Figure 6.7), describes it as a heavily deformed transition
deposit. The heavy deformation supports classification of the unit as a
debris flow based on seismic characteristics of a high amplitude, shear
surface base reflector and discontinuous, chaotic internal structure
(Mulder and Cochonat, 1996). The package is typically lens shaped,
thinning gradually northward and eastward with very little relief on
the top and bottom reflectors (< 2◦), although there are localised
discontinuities in the top. Total volume of the facies within the 3D
survey area (c. 43,000 m3) is similar to SSS IIIa because, although
thinner, it covers a greater area. However, this facies does not appear
as far out into the basin; extending only a short distance to the east
where it is sampled in the core (Pennington, 1943) and MCS line
(Pinson, 2009), before pinching out. This suggests a much smaller
total volume of c. 60,000 m3 for the deposit.
Within this unit a number of high amplitude, discrete reflectors (Fig-
ure 6.11) show similar properties to those observed in SSS IIIa. Figure
6.14 shows a cross–line section together with a timeslice from the mi-
grated volume through one of these reflectors. Although the timeslice
is contaminated by uncancelled diffraction noise (from the sediment–
till boundary) to the north–west, there is a coherent c. 3.0 m by 8.0 m
polygonal high amplitude region, which shows up as a laterally coher-
ent reflector c. 0.4 m above the facies base in the vertical section. This
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Figure 6.14: Uninterpreted, a) and c), and interpreted, b) and d), cross–line
and timeslice through the 3D seismic volume, identifying at least one deformed
translated block in SSS IIIc. Similar structures are also seen in SSS IIIa. Depth
conversion performed using velocity of 1500 ms−1.
discrete region of coherency is in complete contrast to the surrounding
chaotic reflectors of the facies. The block long–axis orientation can be
used to infer flow direction (Bull et al., 2009); implying an eastward
or westward direction of motion (Figure 6.14). The agrees with the
general eastward thinning of the unit (Figure 6.10) and downslope
direction, an suggesting eastward flow direction.
6.4.4 Holocene Drape
Draped over these complex facies are the organic–rich Holocene de-
posits. These demonstrate a constant thickness (c. 3.5 m), and a
coherent set of internal reflectors throughout the survey area. The
shallowest of these corresponds to the ooze/Gyitta transition at 0.25
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m depth, and the deepest a Chlorite band from the Borrowdale vol-
canic unit 0.20 m above the facies base (Figure 6.7 and Pennington
(1943)). Pennington (1943, 1991) mention other Chlorite bands and
possible flood deposits visible in the Holocene layer, but no depth
information is explicitly given meaning the other internal reflectors
cannot be correlated with stratigraphic events. The thin and constant
thickness of this facies supports recent estimates of the sedimentary
rate since climate amelioration after the YD using core data (c. 0.36
mm yr−1; (Chiverrell, 2006)), suggesting an average deposition of c.
0.38 mm yr−1.
6.5 Summary
By acquiring a decimetre–resolution 3D seismic volume through the
headwall domain of a buried mass wasting deposit, I have been able
to map the complicated interaction between a number of mass move-
ment units with the pre–existing and overlying sedimentary facies.
This has enabled the reconstruction of a depositional history for the
stratigraphic units identified in the seismic volume (Figure 6.15):
1. During retreat from LGM, the till material (SSS I) deposited at
or near ice contact was overlain by a thick (> 13.0 m) deposit of
glacial outwash fines (SSS II) that form a seismic facies with cycli-
cal, high amplitude internal reflectors. As the site became more
proximal this deposit fines upwards, showing gradually increased
organic content during the transition into the Windermere inter-
stadial, when deposition rates are likely to have been low.
2. A thin chaotic unit was formed either during this climate amelio-
ration or the subsequent flora retreat at the beginning of the YD
(c. 1500 m3; SSS IIIa).
3. The fast transition from stadial to interstadial conditions at the
end of the YD resulted in the rapid deposition of fine, unconsol-
idated glacial outwash. Gravitation instability or overloading by
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Figure 6.15: Figure illustrating the local depositional history. Panel a) shows
sedimentary structure after deglaciation from LGM with contours of till sur-
face, overlain by gravitationally deposited fines. Sometime between this climate
amelioration and glacial readvance during the LLR/YD, SSS IIIa was deposited,
panel b). During climate amelioration from the LLR/YD the large volume of fine
outwash was reworked in a series of mass movements events, panel c). Firstly pro-
ducing the mass flow deposit SSS IIIb, and then the debris flow, SSS IIIc, panel
d). Subsequently, a detrital drape has been deposited throughout the Holocene,
which covers this entire sedimentary sequence with a 3.5 m thick drape. Arrows
indicate interpreted dominant flow direction.
terrestrial derived material caused two translational mass wast-
ing events (SSS IIIb and IIIc) of this clay drape. The earliest
(SSS IIIb) is likely a result of gravitational instability, causing
the mass flow deposition of large volumes (c. 54,000 m3 in survey
area; c. 500,000 m3 in whole deposit) of material, observed as a
transparent seismic facies that covers c. 130,000 m2. This is then
overlain and incised into by a smaller (c. 43,000 m3) debris flow
deposit (SSS IIIc), characterised by a lens shaped, more chaotic
seismic facies.
4. After climate amelioration, the sedimentary influx became more
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organic, depositing a c. 3.5 m thick drape at an average sedimen-
tation rate of 0.36 – 0.38 mm yr−1.
6.6 Conclusions
This data set illustrates how using the frequency approximated pre–
stack Kirchhoff migration algorithm (Chapter 5) allows the migra-
tion of a large 3D seismic data set acquired using the 3D Chirp
sub–bottom profiler. Migration of a 40.0 ms window of data cen-
tred around the slide facies took 84 hours to migrate on the eight core
workstation used in previous chapters (Chapters 4 and 5). A similar
migration using the full Kirchhoff migration (as implemented by Pro-
MAX) is estimated to take c. 2 months (c. 1500 hours). Even with a
very high data loss rate (18 % of original traces were removed during
cleaning), it resulted in coherent volume with interpretable reflectors
> 35 ms below the lakebed.
Interpretation of this decimetre–resolution 3D seismic volume over one
of the YD mass movement deposits has allowed the internal structure
and interaction with pre–existing and overlying packages of the mass
movement facies to be examined in unprecedented detail. Three dis-
tinct flow events are identified and mapped throughout the 3D survey
area. Analysis of package structures and seismic attributes allows
their classification as: a small (c. 1500 m3), pre–YD debris flow; a
large (c. 500,000 m3), consistently fine–grained mass flow deposit
post–YD; and a smaller (c. 60,000 m3), post–YD debris flow con-
taining small (c. 8.0 m by 2.0 m) deformed translated blocks. This
stratigraphy indicates heavy, localised periodic reworking of the sedi-
ments at various times, notably shortly after YD climate amelioration
when there appears to have been complete evacuation of unconsoli-
dated sediments from the lake marginal slopes.
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“In theory, theory and practice are the same. In
practice, they are not.”
Albert Einstein (1879–1955)
7
Conclusions
While previous authors (e.g., Bull et al., 2005; Gutowski et al., 2008)
have demonstrated the possibility of acquiring 3D seismic volumes
in shallow water, major questions still remained regarding the ac-
quisition and processing methods. In particular, there was a poor
understanding regarding both: the effect of irregularities in the ac-
quisition coverage on the final data volume; and the total processing
time–scales were very long (≥ 50× acquisition time; i.e., c. 1 year).
In this thesis I have approached the acquisition and processing of
decimetre resolution 3D seismic volumes from first principles. The ba-
sic parameters of source/receiver positioning, shot–to–shot repeatabil-
ity, and aliasing were discussed in Chapter 2, defining the limitations
of the 3D Chirp sub–bottom profiler. In Chapter 3 a combination
of standard Chirp/Vibroseis and industry processing methods were
used on a case study in small object detection, illustrating the ef-
fectiveness of acquiring decimetre–resolution 3D seismic volumes for
engineering and homeland defence applications. Chapters 4 and 5
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explore the imaging of 3D Chirp data volumes, developing an under-
standing of the effects of acquisition irregularities on imaged volume
quality (Chapter 4), together with a more efficient approach to pre–
stack 3D Kirchhoff time migration that reduces processing times to
c. real–time (Chapter 5). These methods are then applied to a
geological case–study in Windermere, UK Lake District, imaging a
series of mass movement events for which deposition regimes and flow
directions are derived (Chapter 6).
There are four principle outcomes from this work:
i) In shallow–water (≤ 15.0 m) environments the 3D Chirp sub–
bottom profiler permits the acquisition of a true 3D seismic vol-
ume with vertical and horizontal resolutions approaching the the-
oretical limits (centimetric and decimetric, respectively). This
affords unparalleled imaging of buried engineering, archaeologi-
cal, and homeland defence targets, successfully identifying objects
down to 30 cm by 30 cm in size.
ii) It is possible to use the 3D Chirp sub–bottom profiler to image
larger–scale (c. 200,000 m2) geological targets. The mapping
of such features in 3D and at such resolutions enables detailed,
fundamental questions about their distribution and formation to
be answered. The complex interaction between packages, along
with reflector and facies internal attributes have been used to
infer deposition regimes, and reconstruct the depositional history
for an area.
iii) Significantly sized gaps in coverage (up to 2.0 m by 2.0 m for a
reflector at 10.0 m depth) can be reconstructed during migration
if the gaps are symmetric. As the gaps become increasingly asym-
metric, the width over which a reflector can be successfully recon-
structed rapidly decreases. As such, future acquisition methods
should involve strafing the survey area using two perpendicularly
oriented sets of track–lines to minimise gap sizes and asymme-
tries.
iv) Frequency decomposition of traces can be accomplished by corre-
lation with a series of bandwidth limited Chirp sweeps. Pre–stack
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3D Kirchhoff time migration of the resulting traces using coeffi-
cients determined at the central frequencies produces comparable
results to a full Kirchhoff time migration (implemented using Pro-
MAX), whilst reducing the computational time for a full data vol-
ume from ≥ 1 month to c. two to three days (i.e., approximately
equal to acquisition time). A real–time implementation of this
algorithm will afford a significantly better assessment of volume
quality during acquisition, while in post–processing it makes the
migration of entire data volumes feasible on a time–scale suitable
for both industrial and academic applications.
During the course of this thesis I have shown that by treating 3D
Chirp data sets on a trace–by–trace basis it is possible to correct
irregularities in the spatial sampling during migration, reconstructing
coherent reflectors across data gaps several metres in size. This affords
detailed interpretation of reflector and facies morphology on a broad
range of scales (e.g., see Chapters 3 and 6). However, there remain
several limitations in the acquisition and processing methods, most
notably: the source directivity, which dramatically limits reflector
imaging of geologically complicated targets (e.g.,Chapter 6); and the
approach to anti–aliasing during imaging, which does not effectively
image steeply dipping reflectors (e.g., Chapter 5).
Future developments of the 3D Chirp sub–bottom profiler should look
to address these system limitations, thereby broadening the scope of
targets that can be effectively imaged. Redesigning the transducer
array to produce an azimuthally isotropic source with a -3 dB level
at c. 30◦ dip angle both along and across track would greatly en-
hance the system’s ability to image complex geological targets, while
taking a more complex approach to aliasing (such as a frequency de-
pendent maximum aperture angle) will more effectively reconstruct
steeper dipping reflectors. In addition, future survey data should be
corroborated with newly acquired coincident cores to ground–truth
the observed seismic structure. An important factor in proving the
effectiveness of this technology beyond anecdotal academic applica-
tions.
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“The sciences do not try to explain, they hardly ever
try to interpret, they mainly make models.”
John von Neumann (1903–1957)
A
Phase Screen 3D Forward
Modelling
In this Appendix I introduce the phase screen approach to generating
synthetic 3D seismic volumes. The appropriateness of this method
for simulating 3D Chirp data is discussed. Following this, I develop
the synthetic model of a sinusoidal reflector used in Chapter 4 for
assessing the effect of large spatial discontinuities on the effectiveness
of a series of pre– and post–stack migration algorithms.
A.1 The Phase Screen Method
Traditional finite difference approaches to forward modelling divide
the subsurface into nx, ny, nz, cells of size dx, dy, dz, through which
downgoing and upgoing wavefields are propagated (e.g., Kelly et al.,
1976). With a good approximation of the wave equation, these tech-
niques provide accurate synthetic seismic volumes within the resolu-
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tion limits of the cell dimensions. They are also simple to code, and
readily provide true amplitudes, as well as accommodating diffract-
ing events, turning rays, phase changes, surface waves and multiples.
However, the computational cost of this approach is high, particularly
for the 3–dimensional case.
An alternative, that has been used extensively for atmospheric (e.g.,
Buckley, 1975) and oceanic (e.g., Thompson and Chapman, 1983)
modelling, is the phase screen method. For this approach, the model
medium is simplified down to a series of diffracting screens, with a
homogeneous medium in between (Wild and Hudson, 1998). In this
manner, propagation of the wavefields between screens can be done
using the plane wave approximation of Claerbout (1970) as long as
each frequency component is passed through the model independently.
Propagation between phase screen j and j+1 in the Fourier–domain is
therefore accomplished by multiplication with a propagation function,
Equation 4.14.
Since, for the seismic wavefield case, there is a need to include non–
vertically propagating plane waves (e.g., diffractions) between screens,
the propagation function must account for the transverse component
of the wavefield. Therefore, propagation between screens is performed
using the equation:
Uj+1(kx, ky, zj+1, ω) = e
i
√
k2+k2T∆zPj(kx, ky, zj, ω); (A.1)
where k is the magnitude of the total wave vector, and kT the mag-
nitude of the transverse wave vector (Wild and Hudson, 1998).
This wavefield, Uj+1(kx, ky, zj+1, ω), is the wavefield incident upon
screen j + 1, while Pj(kx, ky, zj, ω) is the wavefield transmitted by
screen j. The relationship between the wavefield incident upon a
screen and that transmitted by it is, in the spatial–domain, a function
of the incident wavefield and a phase screen function. For screen j, this
screen function, Jj(x, y), is dependant upon the known distribution of
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heterogeneities across the screen. Equation A.1 is, therefore, rewritten
as:
Uj+1(kx, ky, zj+1, ω) = e
i
√
k2+k2T∆z × F [Jj(x, y)uj(x, y, zj, ω)] ; (A.2)
where F denotes the Fourier transform.
For elastic waves propagating through the Earth’s subsurface, the
screen function is complex as it must account for P– to S–wave con-
versions (Wu, 1994). The single screen function above becomes a
set of four functions that cover P–waves, S–waves, and conversions
between the two:
JPPj (x, y), J
SS
j (x, y), J
PS
j (x, y), J
SP
j (x, y). (A.3)
This also leads to two waves being propagated between screen j and
j + 1, meaning that Equation A.1 becomes a pair of equations (see,
Wild and Hudson, 1998). To generate synthetic 3D Chirp volumes we
are only interested in P–waves, so it is only necessary to consider the
P–wave equation, along with the JPPj screen function.
UPj+1(kx, ky, zj+1, ω) = e
i
√
k2+k2T∆z
×F [JPPj (x, y)uPj (x, y, zj, ω)] . (A.4)
Equation A.4 describes the model as the propagation of a wavefield
through the model volume from one screen to the next; j − 1 to j
to j + 1, etc. However, to model the passage of a seismic wavefield
through the Earth’s subsurface, the screen function JPPj (x, y) which
governs interaction between the wavefield uPj (x, y, zj, ω) and screen
j has to be thought of in two parts: the transmitted component,
JPPj,trans(x, y); and the reflected component, J
PP
j,ref (x, y).
Since the medium between the screens is homogeneous, the model
space can be thought of as a series of thin lenses as long as we are
only interested in near–normal incident reflections (Wild et al., 2000).
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A first–order approximation for P–waves, as derived by Wild and
Hudson (1998), takes the form:
JPPj,trans(x, y) = e
ikα∆z
δα
α0 ; (A.5)
Similarly, the reflected component can be calculated from the first–
order (small angle) approximations of the Zoeppritz formulae. Wild
and Hudson (1998) show that for P–waves, the reflected part of the
wavefield is given by the function:
JPPj,ref (x, y) =
1
2
(
δρ
δρ0
+
δα
α0
)
; (A.6)
where ρ is density.
This leads to the interaction between a wavefield and screen j being
described by a pair of equations that describe the energy transmitted
through to become incident upon screen j+1 and the energy reflected
to screen j − 1.
UPj+1(kx, ky, zj+1, ω) = e
i
√
k2+k2T∆zkˆαkˆα
×F
[
e
ikα∆z
δα
α0 uPj (x, y, zj, ω)
]
,
UPj−1(kx, ky, zj−1, ω) = e
i
√
k2+k2T∆zkˆαkˆα
×F
[
1
2
(
δρ
δρ0
+
δα
α0
)
uPj (x, y, zj, ω)
]
.
(A.7)
The pair of equations given in Equation Array A.7 can be used to
model the interaction between a wavefield and diffracting screen. Re-
sulting in transmitted and reflected wavefields, which can then be
used to model the further propagation of the original wavefield.
The speed advantage of this method emerges because, to propagate
the wavefield through a phase screen model, the Equation Array A.7
requires solving for each node on each screen. Under a finite differ-
ence regime, an equivalent set of wave propagation equations require
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Figure A.1: Figure showing a map of the sinusoidal interface used for migration
simulations, panel a), together with horizontally sliced screens through the veloc-
ity model, panel b). Here screens are sliced at 0.2 m intervals from 9.6 m to 10.4
m to indicate changing structure. For modelling, the velocity field was sliced at
0.1 m intervals from 9.3 m to 10.8 m.
solving for each nx, ny, nz cells. This has a particular advantage for
marine data, where as much as a third of the model space is composed
of the homogeneous water layer. In this manner, the careful position-
ing of screens only in regions of interest, vast speed improvements can
be gained.
A.2 Decimetre–Scale Application
The phase screen code of Wild and Hudson (1998) has been used for
a variety of crustal–scale application: P– and S–wave returns from
massive sulphide ore–bodies (Hobbs, 2003; Bohlen et al., 2003); the
modelling of out–of–plane effects on 2D MCS data (Drummond et al.,
2004; Hobbs et al., 2006); and the seismic morphology of oceanic
ridges (Pierce et al., 2007). These applications, however, are on a
completely different scale from 3–D Chirp. Profiles/volumes are sev-
eral km or 10s km in length, and reflections are recorded to several
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seconds TWT. The source wavelets used for wavefield uP0 (x, y, z0, ω)
have a central frequency in the range 1 Hz to 50 Hz, and therefore
allow a vertical resolution of 50 m to 100 m. As discussed further in
Chapter 2, seismic volumes acquired using 3D Chirp are never more
than two or three hundred metres in extent (Chapters 3 and 6), have
a maximum recording time of c. 100 ms for geologically interesting
targets (see, Chapter 6), and centimetric vertical resolution afforded
by the 1.5 kHz to 13.0 kHz source frequency (see, Chapter 3).
In generating synthetic volumes on this scale there was no problem
with decreasing the horizontal sampling intervals to the 12.5 cm suit-
able for 3D Chirp simulation, but rounding limitations meant that
phase screens could not slice through the model closer than 10 cm
apart. When constructing a complex reflector, such as the egg–box
interface shown in Figure A.1, this means smoothly dipping reflectors
become stepped reflectors. For the purposes of Chapters 4 and 5
this was not a problem, as migrating the reflections such that the re-
sponse form individual phase screens proved to be a good test of the
migration algorithms.
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