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In the traditional reliability theory the system and its components arc in either of 
two states: functioning or failed. In some recent papers the functioning is described 
by finite number of states, from the perfect functioning to the complete failure. In 
this paper we generalize the situation further by describing the performance of the 
system and the components by fuzzy numbers in [0, 11. For the fuzzy performance of 
a coherent system we obtain results which are analogous to those for the reliability of 
a coherent system. ‘Tl 1986 Academic Press, Inc. _ 
1. INTRODUCTION 
In the traditional reliability theory the system and its components are 
always described as functioning or failed. However, recently some authors, 
see Barlow and Wu [2], El-Neweihi, Proschan, and Sethuraman [4], Grif- 
fith [S], and Natvig [8], have begun to develop a theory for multistate 
systems of multistate components. In their papers the system and its com- 
ponents may attain a finite number of states from a perfect functioning to a 
complete failure. In this article we propose a model in which the perfor- 
mance of the system and its components are described by appropriate fuzzy 
numbers. 
In Chapter 2 we give some properties of fuzzy numbers. In Chapter 3 we 
review definitions and properties of a coherent system and its reliability 
function. In Chapter 4 we define the performance of a system, which is a 
generalization of the classical reliability function, and investigate its proper- 
ties. Furthermore, we define the efficiency of a system, which also describes 
the functioning of a system. Finally, Chapter 5 is devoted to some con- 
clusions. 
2. FUZZY NUMBERS 
In this chapter we review some basic definitions and properties of fuzzy 
numbers needed in the sequel. 
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A fuzzy number is a fuzzy set on the real axis, i.e., a mapping 
x: R + [0, l] associating with each real number t its grade of membership 
x(t). A fuzzy number x is convex if x(t) > min(x(s), x(r)), where s 6 t d r. A 
well-known result of Zadeh [lo] states that x is convex if and only if each 
of its cr-level sets [x]~, 
[xl,= (f I dtW+ O<cc61, (2.1) 
is an interval in R. The x-level set of an upper semicontinuous convex fuzzy 
number is a closed interval [aa, b*], where the values aa = --oo and b” = co 
are admissible. When a” = -co, for instance, then [a’, b”] means the inter- 
val (-co, b”]. 
A fuzzy number x is called normal if there exists a t, E R such that 
x(t,) = 1. We denote the set of all upper semicontinuous normal convex fuzzy 
numbers by E. Since each x E R can be considered as a fuzzy number X 
defined by 
i(t) = 1 if t =x, 
=o if t #x, (2.2) 
then the real numbers can be embedded in E. By G we denote the subset of 
E consisting of those fuzzy numbers which vanish outside the interval 
[0, 11, i.e., G= {XEE 1 x(t)=0 for all t<O and t> l}. 
Let f be a mapping from R” to IF!. Then the extension principle (cf., 
Zadeh [Ill) allows us to induce from n fuzzy numbers x1,..., x, a fuzzy 
number f(x, ,..., x,) such that 
f(x, ,..., x,)(t) = sup min (xi(si)), t E R, 
s~,...,s,~R I Gi<n 
r =fls,,....s,) (2.3) 
fbl >S.'> x,)(t)=0 if f-'(t)=@,tER. 
By applying (2.3) we can define the algebraic operations, minimum and 
maximum in the set of fuzzy numbers as follows. 
(x + y)(t) = sup min(x(s), y(t - s)), t E R 
SER 
(2.4) 
(x - y)(t) = sup min(x(s), y(s - t)), t E R, 
saR 
(2.5) 
(x. y)(t) = sup min(x(s), y(t/s)), t E R 
SCR 
S#O 
(2.6) 
(x/y)(t) = sup min(x(ts), Y(S)), t 6 R 
saca 
(2.7) 
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(mink y))(t) = sup minb(s), y(r)), t E R 
I = min(s,r) 
(max(x, y))(t) = sup min(x(s), y(r)), t E IF!. 
I = max(s,r) 
Let - y be defined as 0 - y, where 
(2.8) 
(2.9) 
O(t) = 1 if t = 0, 
=o if t # 0. 
Then by (2.4) and (2.5) we have (-y)(t) = y( - t) for all t E R and x - y = 
x+ C-Y). 
If the fuzzy numbers x, y E E then the Eqs. (2.4))(2.9) can be written 
with the help of a-level sets. Straightforward calculations lead to the 
following lemma. 
LEMMA 2.1. Let x, y belong to E and denote [xl, = [a’, b’], [y], = 
[c’, 81. Then 
[x+y],=[a”+c”,b”+d*], (2.10) 
[x - y], = [a’ -8, b” - c’], (2.11) 
[x* y], = [a”~‘, b’Aa] if a’ > 0 and c’ > 0, (2.12) 
[min(x, y)], = [min(u’, c’), min(b”, d”)], (2.13) 
[max(x, y)], = [max(a’, ca), max(b’, A*)]. (2.14) 
In the sequel we need the following lemma. 
LEMMA 2.2. Assume that J’: [0, 11” -+ [w is continuous and nondecreasing 
in each argument. Let GIE (0, 11, X,EG and [xill= [a:, b;“], i= l,..., n. Then 
Cftx,,..., x,)1x = Ma;,..., a;), f(b”;,..., &)I. (2.15) 
Proof. Since xjo G and f is continuous it follows by the obvious 
modifications of the results of Nguyen [9] that 
[fb, ,...2 x,)l,=f(Cx,l,Y~ [&lld 
Thus it suffices to prove that 
Cftao;,..., 4 f(b;,..., WI 
=f(cx,lx~.-, [LXnla) 
= {ZER (z=f(t I,..., t,), tie [Xill}. 
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As f is nondecreasing, then for all ZE~([X~]~,..., [x,]~) we have 
Stay,..., at) <z <f(bY,..., b,"). 
Conversely, since f is continuous it maps the connected set 
Cay, &I x ... x [a;, b,“] onto a connected set in R. Thus for all 
z E D-4,..., a:), f(b”t,..., b,“)] there exist t,~ [a;, bg], i= l,..., n, such that 
z =f(t1 )...) t,). This proves the lemma. 1 
Define a partial ordering $ in E by 
x < y if and only if 8 6 ca and 6” < d” for all a E (0, 11, 
where [x]~ = [ua, ba] and [y], = [ca, 81. The relation x=$ y means that 
the membership function x is to the left from y. It is obvious that < really 
is a partial ordering. If x< y and y$ x then we say that x equals y, 
denoted x = y. This means that all a-level sets of x and y are the same and 
consequently that x(t) = y(t) for all t E R. The strict inequality < in E is 
defined analogously by 
x<y if and only if aa<? and b”<d” for all a~(0, 11. 
For further properties of fuzzy numbers we refer to Mizumoto and 
Tanaka [7]. 
3. COHERENT SYSTEM AND ITS RELIABILITY FUNCTION 
In this chapter we summarize the basic definitions and properties of a 
coherent system and its reliability function as introduced in Barlow and 
Proschan [ 11. 
Consider a system with set of components C= {l,..., n}. To each com- 
ponent i we associate a binary variable 
x,= 1 if the component i is functioning, 
=o if the component i is failed. 
Similarly the functioning of the whole system is described by a binary 
variable 
(p=l if the system is functioning, 
=o if the system is failed. 
We assume that the state of the system is determined uniquely by the states 
of its components, i.e., cp = q(x), where x = (x, ,..., x,). The function q(x) is 
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called the structure function of the system. The system is denoted by (C, ~0). 
We also use the following notation: 
(.i, x) = (XI,-, X,-I, ., xi, I,.,., 4 
DEFINITION 3.1. A system (C, cp) is coherent if 
(i) q(x) is nondecreasing in each argument, 
(ii) each component is releuant, i.e., for all in C, there exists a (.i, x) 
such that cp( li, x) = 1, and q(O,, x) = 0. 
LEMMA 3.1. Let (C, cp) be a coherent system, Then 
(4 (P(x)=xicPC1j, X) + (1 -Xl) cP(Oi, X)2 
(W mk,,,, xiGdx)Gmax,,i,.x,, . . 
(cl rp(x*y) 2 CP(X)*CP(Y 1 and CP(XY) 6 dx) CP(Y 1, where X*Y = 
(Xl*Y 1 ,...> x,*y,) with x*y = x + y - xy and xy = (x1 y1 ,..., x, y,). 
DEFINITION 3.2. Let x indicate the states of the set of components in a 
coherent system (C, cp). Define C,(x)= {i 1 xi=01 and C,(x)= {i 1 xi= l}. 
Then x is a path vector if q(x) = 1. The corresponding path set is C,(x). A 
path vector x is a minimal path vector if the condition y <x implies 
q(y) = 0, where y <x means yj d x, for all i = l,..., n with yi < xi for some i. 
The corresponding minimal path set is C,(x). Analogously, we define x to 
be a cut vector if q(x) = 0. The corresponding cut set is C,(x). A cut vector 
x is a minimal cut vector if the condition y > x implies q(y) = 1. The 
corresponding minimal cut set is C,(x). 
LEMMA 3.2. Let P, ,,,., P, be the minimal path sets and K, ,..., KS the 
minimal cut sets of a coherent system (C, cp). Then 
(a) (P(x)=max,.i~,minit,,xi=min,.j~smaxie,,xi, 
lb) minl.j.,maxis,,f(i)=maxl.,.,mini,,,f(i) for any real- 
valuedfunction f of integers l,..., n. 
Suppose that the state Xi of the component i is random with P(X, = 1) = 
pi = EXi for i = l,..., n. We refer to pi as the reliability of i. Similarly, the 
reliability of the system is given by 
P((p(X)= l)=h=Erp(X), where X = (X, ,..., X,). 
Under the assumption of statistically independent components the 
reliability of the system depends only on the reliabilities of its components, 
i.e., 
h = h(p, ,..., P,). 
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The function h( pi ,..., p,) is called the reliability function of the system 
(C, cp)* 
LEMMA 3.3. Let h(p,,..., p,) be the reliability function of a coherent 
system. Then 
(a) h is continuous and non-decreasing in each argument, 
(b) h(p, ,..., p,)=pih(li,p)+(l-pi)h(Oi,p) for i=l,..., n, where 
h(zi> P)=~(PI,..., Pi-l, Z, Pi+l,..., Pn), Z=O, 1, 
(~1 h(pfA,..., P,*P~ 2 4ply..., p,)*h(pi,..., pi,) and Np, pi,..., 
in P;) 6 Wp,,..., P” )h(pi ,..., ~3, where p*q = P + q - pqfor P, q E CO, 1 I, 
(d) if h(pov-2 ~0) = PO f  or some 0 < p,, < 1 then h( p,..., p) < p for all 
0 < p < p0 and h(p,..., p) > p for all p0 <p < 1, 
(e) if there does not exist a p,, such as in (d) then h(p,..., p) < p or 
h(p,..., p) > p for all 0 < p < 1, 
(f) if the system has no path sets or cut sets of size one then there 
exists a p0 E (0, 1) such that h ( p0 ,..., p,,) = pO. 
4. PERFORMANCE OF A COHERENT SYSTEM 
Consider a coherent system (C, cp). Suppose that the performance of the 
component i is described by a fuzzy number di E G. Then we would like to 
know, how the performance of the system, which also is described by a 
fuzzy number belonging to G, depends on the performances of its com- 
ponents. 
We apply the following procedure for obtaining the system performance: 
(i) Express the structure function cp in the simple form, i.e., in the 
form of a polynomial of first degree with respect to each variable xi,..., x,. 
(ii) Replace the binary variables xi, i= l,..., n, by the performances 
di, i= l,..., n, and addition, subtraction, and multiplication by the respec- 
tive operations for fuzzy numbers. Recall that by (2.2) the real numbers can 
also be considered as fuzzy numbers. 
The resulting fuzzy number is called (fuzzy) performance of the system and 
denoted by h(d, ,..., d,,). Since all coherent structure functions can be written 
in the simple form, see Barlow and Proschan [l], then the step (i) is 
allowed. Recall that we cannot evaluate the polynomial, obtained in step 
(ii), termwise, since the distributivity law does not hold in general for fuzzy 
numbers. Instead we have to use the extension principle. 
In the reliability theory the reliability function h(p,,..., p,) is obtained by 
using the steps (i) and (ii) with the probabilities pi instead of the perfor- 
409r117.I-16 
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mantes dj. Recall that the reliability function was defined under the 
assumption of statistically independent components. Hence we can define 
the performance of the system by using the reliability function as follows. 
DEFINITION 4.1. Let h( p1 ,..., p,) be the reliability function of a coherent 
system. Let di6 G, i= l,..., n, be the performances of the components. Then 
the performance h(d, ,..., d,) of the system is defined by the equation 
h(d , ,..., d,)(t) = sup miNdi(p (4.1) 
f = h(Pl,...,pn) 
THEOREM 4.1. If the performances d,, i = I,..., n, of the components of a 
coherent system belong to G, then also the performance h(d,,..., d,) of the 
system belongs to G. 
ProoJ: Let C(E (0, l] and denote [d,],= [a;, by], i= l,..., n. Then by 
Lemmas 2.2 and 3.3 we have 
Ch(d, >...> 441, = Ch(q,..., q3, W,..., &)I. (4.2) 
Thus the a-level sets of h(d,,..., d,,) are closed and convex. Since 
0 < h(t, ,..., t,) 6 1 for all tie [0, I], i = l,..., n, then the a-level sets of 
h(d 1 ,..., d,) are included in [0, 11. The normality of h(d, ,..., d,) follows by 
(4.2) from the normality of d,, i = l,..., n. Thus h(d, ,..., d,,) E G. 1 
It is known (see Lemma 3.3) that the reliability function is nondecreasing 
in each argument. The same is true for the performance if we use the partial 
ordering defined in Chapter 2. 
THEOREM 4.2. Let d,, g, E G, i = l,..., n, be such that di< gi. Then 
44 ,..., 4) 4 Mg,,..., 8,). 
Proof Let cx E (0, l] and denote [di], = [a;, bs], [gi], = [SF, t:], 
i= l,..., n. Since dj< gi we have a: < ST and b; < tg. Because h is non- 
decreasing we obtain h(a; ,..., a;) 6 h(s; ,..., SE) and h(b”; ,..., 6;) < h(t; ,..., t;). 
But by (4.2) this means that h(d, ,..., d,) < h( g, ,..., g,). I 
By (4.2) many properties of the classical reliability function can be 
generalized to the performance of a system. For instance by the pivotal 
decomposition for the reliability function (see Lemma 3.3(b)), we can write 
Ch(d, >..., &)I, 
= [a;h( l;, aa) + (1 - a;) h(Oi, aa), b;h( li, b’) + (1 - 6;) h(Oi, b”)] 
(4.3) 
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for i = l,..., n, where [di], = [a;, b;] and the notation is as in Lem- 
ma 3.3(b). 
Also the following theorem is a direct consequence of (4.2) and 
Lemma 3.3. 
THEOREM 4.3. Let h be the performance of a coherent system and 
dj, gi E G, i = l,..., n. Then 
44 . g, ,..., d, . g,) B h(d, ,..., A). h(g, ,..., g,) 
and 
h(d,*g, ,..., Cg,) B h(d, ,..., dJ*h(s, ,..., g,), 
where x*y=x+ y-x. yfor x, LEG. 
THEOREM 4.4. Let p,, E (0, 1) be such that h( PO,..., po) = p,,. Define 
PO(t) = 1 if t=po, 
=o if t#po. 
Then h(d,..., d)>d f or all deG, d>ji, and h(d ,..., d)<d for all deG, 
d < jio. Furthermore h( jio ,..., PO) = PO. 
Proof: Let c1 E (0, l] and denote [d], = [a’, b”]. By Eq. (4.2) 
[h(d ,..., d)], = [h(a” ,..., aa), h(b” ,..., b”)]. 
Let d>p,. This means that b” B aa > po. Hence by Lemma 3.3(d) 
h(a’,..., aa) > a’ and h(b’,..., b”) > b”, which imply the first assertion. The 
second is proved similarly. Furthermore 
Ch(Po,...> @oIla = C4pom PO), h(po,..v po)l 
= [PO? PO1 
so that 
h(Fo,..., Po) = Po. I 
Recall that 6 is a partial ordering so that all fuzzy numbers in G cannot be 
compared with <. 
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EXAMPLE 4.1. Let cp be the structure function of the series system of 
two components, i.e., cp(x,, x2) = x1x2. Let d, = d, = dE G be defined by 
d(t)=4t-1 if a<t<$, 
=3-b if $<t<$ 
=o elsewhere. 
Then 
h(d,d)(t)=(d.d)(t)=4&-1 if &<t<$, 
=3-4J if +<t<&,, 
=o elsewhere. 
Now it is easy to see that h(d, d) < d, see Fig. 4.1. 
EXAMPLE 4.2. If cp is the structure function of the parallel system of two 
components, i.e., cp(x,, x2) = xi + x2 -x1 x2 and d E G is as in the preceding 
example, then we have 
h(d,d)(t)=(2.d-d.d)(t)=3-4fi if &<t<f 
=4,li-r-1 if $<t<?-’ ’ 163 
=o elsewhere. 
In this case h(d, d) > d, see Fig. 4.2. 
Let (C, cp) be a coherent system and diE G, i = l,..., n, be the performan- 
ces of the components, where 
di(t) = 1 if t=pi,O<ppiQ1, 
=o if t#pi,Odp,<l. 
FIGUKE 4.1 
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d h <d. d> 
l/2 1 
FIGURE 4.2 
We can interpret p;s as the probability of the functioning of the com- 
ponent i. In this case the performance of the system 
h(d, ,..., d,)(t) = 1 if t = 0, ,..., P,), 
=o elsewhere, 
is interpreted as the probability of the functioning of the system. Thus, as 
the Definition 4.2 suggests, the ordinary reliability theory of a coherent 
system of independent components is a special case of the performance 
theory of a system. 
Let 0 < d< 1. Then it is easily seen, that the connection of similar com- 
ponents of the performance d in series decreases the performance of the 
system. If we instead have a situation in which the series connection of 
similar components does not affect the performance of the system then we 
have to use a different entity to describe the functioning of the system. 
DEFINITION 4.2. Let (C, cp) be a coherent system, Pj, j = l,..., r, its 
minimal path sets and di, i= l,..., n, the performances of its components. 
The efficiency e(d, ,..., d,) of the system is defined by 
44 ,..., d,) = max min d,. (4.4) 
I<j<r icP, 
Note the analogy between e(d,,..., d,) and ‘p(x, ,..., x,) (cf., Lemma 3.2(a)). 
THEOREM 4.5. Zf di E G, i = l,..., n, then also e(d, ,..., d,) E G. 
PrcioJ Since normal convex fuzzy numbers are closed under max and 
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min (cf., Mizumoto and Tanaka [7]), then e(d,,..., d,) is normal and con- 
vex. Furthermore, by Lemma 2.2 we have for all 0 < c1< 1, 
[le(d, ,..., d,)], = [ max min up, max min b;], (4.5) 1 gj<r iGP, I<]<’ itp, 
where Cd,], = [a:, by]. Since d,E G then 0 <a; < by < 1 and consequently 
by (4.5) [e(d r ,..., d,)], c [0, 11. The upper semicontinuity follows from 
(4.5). Thus e(d, ,..., d,) E G. m 
THEOREM 4.6. Let Kj, j= l,..., s, be the minimal cut sets of a coherent 
system (C, cp) and di E G, i = l,..., n. Then 
e(d, ,..., d,) = min max d,. 
I<jszs icK, 
Proof. By combining (4.5), Lemma 3.2(b) and Lemma 2.2 we obtain for 
all tl E (0, 11, 
[e(d, ,..., d,,)]= = [ max min a;, max min by] 
I<jGr isP, l<j<r itP, 
= [ min max a;, min max by] 
I<j<s iEK, l<j<s if& 
= [ min maxdi],. 
I<jSF isK, 
This proves the theorem. 1 
From the equality (4.5) it also follows 
THEOREM 4.7. Let di, g,E G, i = l,..., n, be such that di< gi. Then 
44 ,..., d,) $4 g, 1..., g,). Furthermore if d, = d for i= l,..., n, then 
e(d,..., d) = d. 
As a corollary we obtain bounds for the efficiency of a system. 
COROLLARY 4.8. Let di E G, i = l,..., n, be the performances of the com- 
ponents of a coherent system. Then 
min d,<e(d,,..., d,)$ max di. 
l<iSn lsi<n 
Proof. Denote g=min,,;,.d,and g’=maxICi<,,d,. Then g<di=$g’ 
for i = l,..., n and consequen;ly by Theorem 4.7, . . 
g = 4 g,..., g) < 44 ,..., 4) < 4 g’,..., $1 = g’. I 
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Remark. In general we cannot compare the fuzzy numbers h(d, ,..., d,) 
and e(d, ,..., d,). For instance, let (C, cp) and d be as in Example 4.1. Then 
h(d, d) < d = e(d, d), 
whereas in the situation of Example 4.2 we have 
h(d, d) > d= e(d, d). 
EXAMPLE 4.3. Let the performances di of the components be defined by 
d;(t) = 1 if t=pi, 
=o if t/pi, 
where pi E (0, 11, i = l,..., n. Then the efficiency e(d,,..., d,) reduces to the 
performance function defined in Kaufmann [S]. 
So, if the structure is the series, i.e., ‘p(xr ,..., x,) = min, G iG,r xi, we obtain 
44 ,.-, d,)(t) = 1 if t = min pi, I<i<n 
=o elsewhere. 
Respectively, if we have the parallel structure, i.e., cp(x ,,..., x,) = 
max lii<nXi9 
44 ,..., d,)(t) = 1 if t = max pi, 
I<isZn 
=o elsewhere. 
5. CONCLUSIONS 
We have considered coherent systems, where the functioning of the 
system and its components are described by appropriate fuzzy numbers. 
We have defined two ways to describe the functioning of the system: the 
performance and the efficiency. The choice between them may depend on 
the physical structure of the system, various applications, and so on. The 
ordinary reliability function and the performance function of Kaufmann 
are obtained as special cases of the theory introduced in this paper. 
The methods presented can be extended to the situation in which the 
functioning of the system and its components are time-dependent and the 
system is composed of components of different ages. However, we feel that 
more powerful methods are needed for manipulating fuzzy numbers before 
this can be done properly. 
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