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Abstract
The variability of the atmosphere often displays distinct processes that allow us to better understand and
predict it. As the processes are smaller and simpler than the atmosphere itself, these can be combined to
better understand and predict the variability of the atmosphere as a whole. However theories about complex
processes often lack supporting evidence. Therefore methods can be used to identify patterns in data which
are characteristic of the processes. The successful identiﬁcation of the patterns then serves as supporting
evidence for the correct understanding of the processes. We use Independent Component Analysis as a
method to identify patterns (signals) in data that are distinct from noise. We more speciﬁcally use the
non-Gaussian signals that are statistically independent from each other to identify processes within data.
To determine how important a signal is to the identiﬁcation of a process, the percentage of variance explained
(PVE) by the signal can be used. The larger the PVE by the signal the more atmospheric variability it is
able to predict, and thus the more important it may be. However, we demonstrate that the PVE by signals is
sensitive to both the number of signals separated from the data and to the use of random values as the initial
estimate of the signals. We ﬁnd that only the ﬁrst few signals that have large PVE values are insensitive
to changes in their initial estimate. The remaining signals are all sensitive to the initial estimate change.
Furthermore, there appears to be no relationship found to exist between the sensitivity of the remaining
signals, and the PVE by them when changing their initial estimate.
Previous work in ICA has found that a single process can be represented by multiple signals. We introduce
the use of spatial maps to aid in the linking of signals to processes. The spatial maps represent the spatial
manifestations of a signal over time. They are used to strengthen the link between a signal and a process by
seeking a spatial pattern within the spatial maps at the corresponding time of a known climate event (Eg: El
Niño). If the spatial patterns are representative of the process at the corresponding time of the event, then
the link between the signal and the process can be strengthened. We ﬁnd that in our experiments, the land
based seasonal cycle is represented by the signal with the largest PVE, while an ocean based seasonal cycle
is generally identiﬁed using the signal with the second largest PVE value. We also demonstrate that the
spatial maps were able to identify the North Atlantic Oscillation, but generally failed to detect the El Niño
Southern Oscillation. An additional value of ICA is that it is able to detect data inhomogeneities, as we found
that the change of NCEP to using full satellite data in 1979 was represented by two signals from diﬀerent sets.
We ﬁnd that ICA could make a useful contribution through the identiﬁcation of the land based seasonal
cycle and the ocean based seasonal cycle. These qualities mean that ICA may further prove a useful tool in
the problem of identifying components of climate change signals from ensembles of multiple climate models.
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1 Understanding Atmospheric Variability
1.1 Introduction
The variability of the atmosphere often displays distinct features or processes that allow us to better
understand and predict it. As each process represents a smaller simpler part of the atmospheric variability
they give us an accurate description of its behavior when they are combined. Thus by understanding these
simpler processes of the atmosphere we are able to better understand the atmosphere as a whole.
This thesis explores the question of identifying atmospheric processes by employing a new technique,
Independent Component Analysis (ICA), to identify diﬀerent signals of the climate system without prior
knowledge of the signals themselves. In doing so the thesis assesses how valuable the method is in identifying
patterns which are characteristic of processes, with a view to developing future work in evaluating climate
model simulations.
The seasonal cycle of the atmosphere is a good example of a process. The seasonal changes of the atmosphere
are clearly and easily identiﬁable. The North Atlantic Oscillation is another example of a process. It however
is not as predictable as the seasonal cycle. The two pressure systems which deﬁne its behavior are dynamic
and it is diﬃcult to derive patterns from them. Although it is smaller than the seasonal cycle it is still
important as it eﬀects the regional climate. Because of the diﬃculties in trying to understand it, many ideas
and concepts have been developed to tackle the problem from diﬀerent perspectives.
But the many diﬀerent perspectives are not all in agreement with each other as to how the North Atlantic
Oscillation behaves. So in an attempt to reconcile some of the approaches and concepts, methods can be
employed to identify the process within data. If the process is successfully identiﬁed, then the evidence to
support the understanding of it grows. An example of this can be found in the work by Wallace and Gutzler
(1981). They examine data using correlation values, and ﬁnd patterns in them which are characteristic of
the North Atlantic Oscillation. In doing so they identify the North Atlantic Oscillation as being represented
within their data, which then further reinforces their understanding of it.
The example reveals the methodology of building support for the understanding of a process by the
identiﬁcation of patterns which are characteristic of it. In general this methodology is repeatedly used
to both build support for the processes, and for the methods which identify them. As each new method
employed to identify processes is diﬀerent, they oﬀer the potential to reveal new insights into the behavior
of the processes which they identify. These insights can then further our understanding and predictability of
the processes. It is in order to seek new insights that we propose the use of Independent Component Analysis
as an additional method for identifying processes.
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The diﬀerence with ICA is that it identiﬁes patterns which are distinct from the pattern of noise. Noise
normally represents a mixture of processes which by itself does not make much sense. However, with ICA
the individual processes within the noise can be identiﬁed. This makes ICA able to uncover processes which
previous techniques have been unable to.
1.2 Methods for Identifying Climate Processes
This section introduces some of the methods that are available to identify processes. We now replace the
term process with the more speciﬁc term of climate process. We use the term climate process to refer to a
structurally cohesive atmospheric feature, that describes a part of the behavioral variations in the atmospheric
dynamics. Examples of climate processes include the seasonal cycle and the North Atlantic Oscillation.
We review some of the existing methods, which focus on correlation, similarity measures, and decorrelation to
identify climate processes. We then propose Independent Component Analysis as an additional method that
separates variables which are statistically independent of each other and have non-Gaussian distributions.
We show that the value of ICA lies in its ability to identify non-Gaussian variables in the data where other
methods would fail to identify them. The diﬀerent methods for identifying climate processes can be divided
into the following.
1.2.1 Correlation Maps
The key work in this area is by Wallace and Gutzler (1981). They investigate correlations between grid points
to identify spatial patterns which may be evidence of climate processes. To identify the spatial patterns they
construct a correlation map for each of the grid points. A correlation map is created by correlating a grid point
(the basis point) against all the other grid points in the data. The correlation values within a correlation map
are geographically distributed over the region of the data, and are known as the Teleconnections. Therefore
each correlation map is associated with a basis point and consists of Teleconnections.
To determine which basis points contain Teleconnections that are the most representative of climate processes,
they examine the strongest negative Teleconnections in all the basis points. They reason that if strong climate
processes are reﬂected in a correlation map, then the corresponding grid points eﬀected by the processes will
be dissimilar to the basis point and therefore be negatively correlated to it. They plot the maximum negative
correlation values onto an image which represents the spatial coverage of the data. The location of each basis
point in the image is set to the corresponding maximum negative correlation value found within its respective
correlation map.
The regions in the image with high negative correlations (absolute values > 0.75) indicate basis points
which contain strong negative Teleconnections. The basis points within the regions with the same highest
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negative correlation value are known as the centers of the regions. As the centers have the strongest negative
correlation values, they are deemed to contain the Teleconnection patterns which are most representative of
climate processes.
In order to identify climate processes, they compare the Teleconnections of the centers to the spatial patterns
of documented climate processes. They ﬁnd that the Teleconnection patterns for both the geopotential height
and SLP data are also present as spatial patterns in both the North Atlantic Oscillation and the Paciﬁc/North
American Pattern. In doing so they identify these climate processes within the same spatial region and time
period as their data.
1.2.2 Communities in Graphs
As an alternate method to using correlations between grid points to identify climate processes, clustering
methods employ similarity measures (eg: area-correlation) to ﬁnd new groupings amongst the grid points of
the data. These groupings are known as clusters or communities, and with geographically distributed data,
the spatial extent of the communities can represent spatial patterns within the data. In clustering methods,
a graph represents a series of nodes (Eg: grid points) which can be linked together into communities based
on a measure of their similarity. The created communities can then be used to identify climate processes.
Steinbach et al. (2003) seek to uncover known climate indices (Eg: Niño 3.4) which represent the time
series of climate processes. By ﬁnding the known indices they aim to establish a methodology with which
to identify new indices. They apply the Shared Nearest Neighbour clustering algorithm to uncover climate
indices within observational SLP and SST data. The similarity measure of the nodes is based on the area-
weighted correlations of known climate indices to the data. The average of all the index correlations, creates
a threshold which constrains the spatial extent of the communities. Additionally, the time series for a
community is the average of all the node in the community, and is termed the centroid of the community.
They ﬁnd that the centroids have high correlations to the known climate indices, and that the communities
can reveal new spatial patterns about the indices. As the formation of the communities are dependent upon
the number of known climate indices used, a change in the number of indices used may lead to a change in
the spatial patterns of the communities as well.
The WalkTrap algorithm is used by Steinhaeuser et al. (2009) to investigate the clustering of nodes when
considering multiple variables1 as opposed to a single variable. Using the absolute correlations between the
variables associated with the nodes, the similarity between the nodes can be determined. The more similar
the nodes, the smaller the distance between them. The distance between the nodes therefore serves as the
similarity measure of the nodes. After creating a link between every node in the graph they retain only
the top 1 percentile of the strongest links corresponding to the shortest distances between the nodes. The
1The variables: Air temperature, pressure, relative humidity, and precipitable water.
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WalkTrap algorithm forms clusters from the retained nodes on the assumption that random walks can be
used to calculate the distance between the nodes and clusters. A node can be merged into a cluster only if
the distance between the node and cluster is suﬃciently small. Their results from observational data show
four global patterns representing climate processes.
As Christiansen (2007) points out, often clustering methods need the number of clusters to be known prior
to application of the method. This can therefore make it diﬃcult to apply them in any context in which the
number of clusters are not known prior to the analysis. They also caution the use of clustering methods, due
to their lack of robustness and because their statistical properties may not be well deﬁned.
1.2.3 Principal Components
Principal Component Analysis (PCA) provides an alternative perspective as to how the climate processes are
related to each other within data. Rather than focusing on correlation or a similarity measure, PCA produces
decorrelated variables which are orthogonal to each other and can be used to identify climate processes. More
speciﬁcally, PCA is a method that linearly rotates data into a set of decorrelated variables. The variables
are known as Principal Components (PCs), and each PC is orthogonal to every other PC. The ﬁrst PCs
maximises the amount of variance that it explains, with each subs quent PC explaining less of the total
variance of the data. (PCA is further discussed in section 2.3).
Compagnucci and Richman (2008) investigate what eﬀects are seen in the results when using diﬀerent modes
of PCA. S-mode PCA assumes that the time series at each of the data grid points are the variables of interest.
On the other hand, T-mode PCA assumes that the spatial ﬁeld deﬁned by the grid points at each point in
time are the variables of interest. To investigate the eﬀects of the diﬀerent modes, they construct an artiﬁcial
data set with known properties. Then by comparing the results obtained by using the diﬀerent modes to the
known properties, they are able to compare the eﬀects of using the diﬀerent modes. They ﬁnd S-Mode PCA
is best used for ﬁnding spatial clusters or teleconnections, while T-mode PCA is best used for ﬁnding spatial
synoptic or ﬂow patterns. Therefore the diﬀerent modes constrain the conclusions that can be drawn from
the results.
Barnston and Livezey (1987) state that one concern with PCA is that each subsequent PC is less robust
and that this is particularly problematic when considering diﬀerent periods of the data. They propose the
Orthogonal Varimax Rotated PCA (RPCA) method to address this concern. Additional motivation behind
RPCA is that simple structures can be found to represent climate processes by rotating principal components.
The resulting simpler structures have only a few highly correlated values (positive or negative), with the rest
being close to zero. These simpler structures are stated to be more representative of Teleconnections than the
unrotated PCs. They apply RPCA to Northern Hemisphere 700mb height data, and ﬁnd a series of spatial
patterns within the Rotated PCs which represent spatial patterns of climate processes (eg: North Atlantic
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Oscillation). To test how robust of the patterns are, they show the correlations between monthly results
from the same pattern and the results from other patterns. The inter-pattern correlations are found to be
weaker than the intra-pattern correlations, indicating that the pattens are robust and are not artifacts of the
analysis procedure.
Dommenget and Latif (2002) outline the assumptions used in PCA and RPCA techniques. They argue
that the assumptions about the climate processes and the techniques are diﬀerent. They reason that the
orthogonality constraint imposed by the techniques is not always consistent with climate processes, which
can be non-orthogonal in space. Indeed, when using an artiﬁcial dataset, they ﬁnd that the resulting patterns
from each technique can contain a combination of climate processes, rather than an individual process. This
makes the association of a pattern to a single climate process diﬃcult. As a solution they promote the use of
multiple techniques in order to make conclusions which are representative of the data, and are not artifacts
of a single analysis technique.
The Local Model Analysis (LMA) method by Goulet and Duvel (2000), applies a series of Complex PCA
steps to a region to examine a particular oscillation in terms of its composite structures. These structures
can then be used to determine the most persistent underlying oscillation that is present within the data.
Complex PCA augments PCA by additionally revealing spatial information on the diﬀerent phases of the
oscillation. In using the LMA method to apply Complex PCA to smaller time periods (windows) of the data,
they remove the orthogonality constraint of PCA, which allows them to investigate any intermittent and
non-orthogonal oscillations which may be present in the data.
A subset of the results from the LMA method are retained, and these represent the underlying structures
within the oscillation. If the structures persist in multiple windows, then the structures are deemed to
represent a persistent oscillation. They ﬁnd that if the spatial domain is made larger than that of the
investigated oscillation (Eg: Inter-seasonal Oscillation), then other oscillations are found to interfere with
the analysis. In addition to this, th y ﬁnd that the length of the window may have to be made longer so as
to identify structures which are more persistent, while avoiding the mixture of oscillations between windows.
Analysis methods such as PCA, show that climate processes can be mixed over space and time within data.
Jolliﬀe (2003) reviews the work by Dommenget and Latif (2002) and proposes Independent Component
Analysis (ICA) as a method for unmixing statistically independent variables from data. Using ICA, we
intend to to ﬁnd the unique behavior of process by imposing the constraint of independence between them.
Although climate processes are not independent of each other in the truest sense, it may be assumed that they
are independent in an attempt to extract variables which may better represent the theoretical understanding
of climate processes, rather than mixtures of them. We assume this in order to ﬁnd the unique behavior of
each climate process.
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Furthermore, we examine the climate processes as being distinct from Gaussian noise, in other words
maximising their non-Gaussian distributions using ICA. Good motivation for the presence non-Gaussian
variables in data is provided by Aires et al. (2000) where they apply ICA to SST data. They show that
within their SST data, the El Niño Southern Oscillation can be identiﬁed using the non-Gaussian results
of ICA. This suggests that climate data can contain non-Gaussian variables which can be found using ICA,
while PCA and RPCA would fail to identify them. Therefore, an understanding of ICA will provide a
complementary analysis method for identifying climate processes in data. In the next chapter we review the
theory of ICA and the techniques which aid it in separating variables (signals) from data.
1.3 Research Aim
In this thesis we focus on the application of Independent Component Analysis (ICA). Before the aim can be
stated we deﬁne the terms used more speciﬁcally. We use the term climate process to refer to a structurally
cohesive atmospheric feature that describes a part of the behavioral variations in the atmospheric dynamics.
Also, in ICA the patterns are known as signals or Independent Components.
The contributions that this research makes are outlined in the following statements. We ﬁrst look at the
sensitivity of the signals:
 When Changing the Number of Signals: Westra et al. (2010) shows that the results of ICA are
sensitive to the number of signals estimated to be in the data. As a common way to determine the
importance of patterns, is by using the portion of total variance of the data that they explain, we use
it as a measure of sensitivity. Our contribution is therefore to determine how sensitive the signals are
to changes in the number of signals separated from the data.
 When Changing the Initial Estimate of the Signals: A common way of classifying the relative
importance of the signals is to rank them in terms of the proportion of the total variance of the data
that they represent. Our contribution is to examine if any changes occur to the order of the signals
when the initial estimate of the signals uses random values.
Then by examining the time series and spatial maps produced by signals:
 Spatial Maps: A set of spatial maps represents the spatial manifestation of a signal over time. Our
contribution is to examine if the use of spatial maps aids in the interpretation of signals to identify
processes.
Therefore the speciﬁc aim of this thesis is:
To determine the value of Independent Component Analysis in identifying climate processes.
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1.4 Outline of Research
The work of this thesis is achieved through the following chapters:
 Chapter 2 [Exploring the Foundations]
Goes into the details behind the theoretical aspects of the work. It covers Singular Value Decomposition,
and how it can be used for performing Principal Component Analysis. Lastly it presents Independent
Component Analysis.
 Chapter 3 [The Sensitivity of Independent Components]
Examines the sensitivity of the signals in terms of the proportion of variance that they explain. The
sensitivity is examined by changing the number of signals separated from the data, and by changing
the initial estimate of the signals.
 Chapter 4 [Making Sense of Signals]
Identiﬁes the major climate processes and examines the results in terms of the spatial maps and the
time series of the signals.
 Chapter 5 [Conclusions]
Major ﬁndings of the research.
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2 Exploring the Foundations
2.1 Introduction
In this section the framework to separate signals from the data using Independent Component Analysis (ICA)
is discussed. We introduce the foundational techniques which aid in the preprocessing of the data, followed
by a discussion of Independent Component Analysis. We conclude with a prototype which demonstrates an
implementation of the techniques.
2.2 Singular Value Decomposition
Singular Value Decomposition (SVD) is a method used to split data into matrices which posses useful
properties. One such use of these matrices is that they oﬀer an alternative way to implement Principal
Component Analysis which is used in this work as a preprocessing tool for ICA.
With SVD, we take our desired input data matrix X to have m rows and n columns. We consider the
case where we have n variables, which each have m observations, and also that the relationship of m>n
holds. The SVD of X can be seen in equation 1.
Xm×n = Um×nDn×nV
T
n×n (1)
The columns of the U and V matrices are both orthogonal (uncorrelated) and have unit length. These
columns are known as the left and right singular vectors of their respective matrices. The D matrix contains
the singular values of the decomposition within its diagonal, with each singular value corresponding to a
common singular vector in both of its neighbouring matrices. The singular values are the square root of the
eigenvalues from the covariance matrix of X, and represent the standard deviation of the singular vectors.
In addition to this, they are arranged in decreasing order of variance for convenience, along with their
corresponding singular vectors. The remainder of the D matrix however, contains only zeros. The result is a
decomposition of uncorrelated vectors, which are arranged in decreasing order of the variance they explain.
2.3 Principal Component Analysis
In Principal Component Analysis (PCA), the data consist of a ﬁnite set of varying parts. PCA is able to
separate the data into these parts according to the proportion of variance that they represent. Each part is
more formally known as a Principal Component or PC of the data. The ﬁrst PC that is separated, represents
the largest proportion of variance that is present within in the data. Any subsequent components that are
separated, each represent less variance than the previous component. Furthermore, each subsequent PC is
orthogonal to its predecessor. When combined, the total variance of all the separated PCs equals the variance
of the original data.
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PCA can be implemented by using SVD. The same set of assumptions about the input data X are used,
as those used in equation 1. To reduce the size of the data according to its variance, only some of the
decomposed matrices are retained. By reducing the number of singular values and their subsequent singular
vectors from U and V , we are able to reduce the variance of X and also the number of PCs. If only k singular
values are retained, with k being less than both m and n, then the reduced form of the SVD of X can be
expressed by equation 2. The V T matrix that was decomposed using SVD is transposed and used to rotate
the original data X, to create the set of k PCs found in the columns of Y . In this way the columns of Y are
uncorrelated and are therefore orthogonal to each other.
X˜m×n = U˜m×kD˜k×kV˜
T
k×n (2)
Ym×k = Xm×nV˜n×k (3)
Matrix Names
U Columns are Left Singular Vectors
D Singular Matrix (Diagonal contains singular values)
V Columns are Right Singular Vectors (in SVD)
Columns are Principal Vectors (in PCA)
Columns are Empirical Orthogonal Functions
Y Columns are Principal Components
Columns are Empirical Orthogonal Function Coeﬃcients
Table 1: Common terms used in PCA.
A summary of the common matrix terms are presented in table 1. From equation 3 we can see that there is
a reduction in the number of columns used, from n to k. If we then chose to reconstruct the original matrix
X, from these k components, we would ﬁnd that the variance of the reconstructed matrix is less than that
of the original matrix. Therefore there is a trade-oﬀ between the variance retained by our reduced number
of components, and any beneﬁts we gain in using fewer components to represent our data. Furthermore, by
reducing the variance of our data, there is an implicit assumption that we are not interested in components
which have low variance (Stone, 2004, p110). This can be appropriate assumption to make in the ﬁeld of
climatology where PCs with large variances are dominant (von Storch and Zwiers, 1999, p294).
The Percentage of Variance Explained (PVE) by a Principal Component can be calculated from the singular
values in D. As the singular values represent the standard deviations of the PCs, they can are squared to
represent the variance of the PCs. The variances are then normalised to represent the proportion of variance
that they explain, and are lastly multiplied by 100 to represent the PVE of the PCs. The formula for
calculating the PVE of PC q (q  k) is shown in equation 4, using the square of the qth singular value divided
by the sum of the square of all the singular values.
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PV E of PC q =
D2q∑
D2
× 100 (4)
There is no one method for determining the size of k. Some less formal methods include retaining only
the ﬁrst few PCs or the ﬁrst few which explain a speciﬁc amount of variance of the original data (Jolliﬀe,
1986). However determining how many components, or the amount of variance to retain is case dependent.
More formal methods do exist such as the one by Krzanowski (1982). The method examines how well each
subsequent component is able to predict the data when compared to the degree with which the previous
component was able to predict the data. When additional components are no longer able to signiﬁcantly
improve the prediction of the data, then only the existing PCs are retained. Overland and Preisendorfer
(1982) use a diﬀerent approach altogether for estimating the number of k PCs to retain. They argue that the
size of k should be determined by all those PCs that are at least equal to the level of noise generated by a
similar, but random dataset. Any components which have less variance than their corresponding component
in the random dataset, are deemed to be suspect and are therefore excluded. They deﬁned their method as
the Rule-N function.
2.4 Independent Component Analysis
Figure 1 provides an example of Independent Component Analysis (ICA). The goal of ICA is to take a set
of mixtures of signals and from them, separate a new set of signals that are distinct from noise.
ICA
Mixtures of Signals Separated Signals
Figure 1: The function of ICA, to separate signals from mixtures of signals.
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More formally ICA works by taking Gaussian mixtures of signals and from them separates a set of statistically
independent non-Gaussian2 signals. Statistical independence can be conceptually understood from ﬁgure 2.
It shows that for independence to be true for two variables (A and B), they must have no information in
common. As no information in the one variable can be used to predict the information in the other variable,
they are therefore independent of each other. The ﬁgure also shows that when the variables share information
they are therefore not independent of each other. For a more formal description of statistical independence
and information the reader is referred to the work by Hyvärinen and Oja (2000).
A B A B
Figure 2: A conceptual diagram to demonstrate independence. [left ] Variables A and B share no information
and are therefore independent. [right ] A and B share information and are therefore not independent.
2.4.1 The ICA Model
The more formal deﬁnition of ICA is presented by the noise-free ICA model (Hyvärinen, 1999) in equation
5, which shows how to recover the signals from the mixtures. We work backwards here, determining how the
signals in S were mixed by A to form X. By determining A, ICA ﬁnds how to separate the signals from X.
Xm×n = Am×mSm×n (5)
Speciﬁcally X is assumed to be a matrix of the input data, which contains the mixtures of the source signals
in its rows. It has m mixtures, with each mixture observed over n time intervals. The rows of S are the
underlying source signals that were mixed within X, but can be separated from it. These source signals are
also commonly known as the Independent Components (ICs) of the data. Each IC is statistically independent
of every other IC, and they are therefore mutually independent of each other.
The columns of A provide us with the degree to which the source signals were mixed within X, and therefore
A is known as the mixing matrix. Unlike the separated signals, the columns of A are not statistically
independent of each other. The importance of this is that the rows of S are made independent through the
columns of A.
2One source signal is allowed to be Gaussian, with the rest being non-Gaussian (Hyvärinen and Oja, 2000).
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A closer look the at the ICA model (equation 5) shows us that it performs its separation from the signal
mixtures in X. So the number of signals extracted (m) is equal to the number of rows in X. Due to the
nature of ICA there are also three ambiguities associated with the ICA model that Hyvärinen and Oja (2000)
point out. They state that the:
1. Signs of S are unknown. As the ICA model is composed of the A and S matrices, any sign change
in one can be canceled by a sign change in the other. Therefore it is not known what sign the signals
have. This can be easily remedied by multiplying the row of S and its corresponding column of A by
-1 should it be found necessary to change the sign of a signal.
2. Variances of S are unknown. Similarly in the ICA model the variances of the signals cannot be
determined. This is due to when either the columns of A or the rows of S are multiplied by constant,
then the same operation can be undone by dividing the rows of S or columns of A by that same constant.
The solution to this is to make the signals have unit variance. By dividing the signals by their standard
deviation and multiplying their corresponding columns of A by the same value, the ambiguity can be
solved. Note that in doing this we preserve the amount of variance of input data, into and out of the
ICA model.
3. Order of S are unknown. The order of the rows in S and the columns in A can change as these
matrices are both unknown. To solve this, a custom ordering method can be imposed upon the separated
signals. An example of an ordering method is shown in section 3.3.1.
The noise-free property of the model means that there is no explicit error term within the model to handle
any noise (Hyvärinen, 1999). This has the beneﬁt of making the model more tractable to implement than if
it did include the term. A further justiﬁcation for not using an error term may be that when PCA is used
as a data preprocessing tool, it retains only a subset of the original dimensions of the data according to the
variance that they represent (see section 2.3). By reducing the variance of the data, the implicit assumption
is made that we are not interested in components which have low variance (Stone, 2004, p110). So by using
PCA as a data preprocessing tool we can make the claim that we are removing some of the low-variance
noise inherent in our data prior to performing ICA.
The interpretation of the signals by the ICA model is reliant upon the type of data within the dimensions of
the input data. In the ICA model described in equation 5, the dimensions of the input data are of space by
time (m× n). By using the input data with space by time dimensions, an underlying assumption about the
form of signal independence is made. The importance of the diﬀerent forms, is that one of them is always
implicitly used when the ICA model is applied to data. The work by (Stone, 2004, p105) explains the two
forms of independence:
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 Temporal ICA. In the ICA model, the dimensions of the input data (X) are of space by time. When
ICA is applied to the data, the signals separated are temporally independent of each other. This form
of independence is known as temporal ICA (tICA).
 Spatial ICA. Using the transpose of the input data (XT ), the dimensions of the data are of time by
space. On the application of ICA to the transpose of the input data, spatially independent signals are
be separated. This form of independence is known as spatial ICA (sICA).
2.4.2 Number of signals to retain
In the area of meteorology and climatology there are also many diﬀerent ways of determining the number of
ICs to retain from the data. A common method, is to separate the same number of independent components
as principal components. The PCs can be used as a reduced form of the data for input to ICA if the
Central Limit theory is assumed. The theory states that the sum of non-Gaussian signals will tend towards
a Gaussian distribution (Stone, 2004, p56). Therefore the PCs from PCA can be considered valid mixtures.
One method for determining the number of PCs to retain for ICA is based on the proportion of variance that
the PCs explained of the data (Fodor and Kamath (2003), Lotsch et al. (2003)), while another was to chose
the number based on computational performance (Basak et al., 2004). Aires et al. (2000) choose to adopt the
methodology oﬀered by Nadal et al. (2000), which suggested retaining only a few strong PCs which would
allow an adequate number of ICs to be separated.
In Scholz et al. (2004), they were interested in extracting leptokurtic signals for use in metabolic ﬁngerprinting.
Their work considered selecting the best number of ICs to use, by calculating the kurtosis of the ICs per each
set of PCs. They then compiled a plot of the number of ICs with leptokurtosis against the current number
of PCs being used. Each time they extracted the same number of independent components as they had PCs.
The number of leptokurtic signals was at a maximum when 6PCs were used, while after 8PCs the minimum
number of leptokurtic signals was seen to persist. Therefore by calculating the kurtosis for each IC per set
of PCs, they were able to decide on the best number of PCs and subsequently, the best number of ICs to
extract from their data.
Koch and Naito (2007) propose a combined method grafting PCA and ICA together. The method oﬀers
a trade oﬀ between lower dimensional data and the information that it contains. They propose the use of
a non-parametric method which uses kurtosis and skewness to determine the number of ICs to retain. The
advantage of their method is that it requires no prior information on the data to determine the number of
components to retain.
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2.4.3 The FastICA algorithm
The FastICA3 algorithm by Hyvärinen and Oja (1997) provides a means for implementing the ICA model
(equation 5). We use the R statistical programming language (R Development Core Team, 2010) and so use
the FastICA R package (version 1.1-11)4.
FastICA separates signals from mixtures over a number of iterations, until a predetermined threshold is
reached. To accomplish this it ﬁrst reduces the number of parameter to estimate in ICA by preprocessing
the data using:
 Centering. Removes the column means of the input data, and is a requirement for the whitening
process.
 Whitening (or Sphering). Requires the input data be centered before it decorrelates the data, which
normalises the data along its principal component axes. In doing so it reduces the number of parameters
to estimate by ICA. It also provides the option to reduce the number of dimensions of the data before
performing ICA. Singular Value Decomposition is one method by which the data can be whitened.
Having performed the preprocessing steps, FastICA then separates the signals from the data. It does not
calculate A directly, but rather calculates the unmixing matrix (W ) ﬁrst according to equation 6. Note that
the equation assumes column wise signals.
Xn×kWk×k = Sn×k (6)
Having obtained W it then calculates A according to the inverse of W as A =W−1.
2.5 Prototype of ICA
A prototype is analogous to a pilot study or a test case, where the feasibility of a larger more complex task can
be gauged by creating a smaller replication of it. As the prototype is on a smaller scale it can be constructed
in a short period of time, which allows for the rapid testing of its methodology and the software tools that
are required to implement it. The early and quick testing makes the prototype ideal for identifying problems
early in development.
Fodor and Kamath (2003) have produced an Artiﬁcial Model which they use as a prototype to gauge how
successfully ICA is able to separate climate signals from a mixture of signals. We replicated their Artiﬁcial
Model as our prototype, so that we could gain an understating into the details of their implementation.
These included their preprocessing steps, methodology, problems, solutions, and analysis methods. These
were investigated so as to provide a foundation for the research that later work could be built upon.
3Available online: http://www.cis.hut.ﬁ/projects/ica/fastica/index.shtml
4Available online: http://cran.r-project.org/
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2.5.1 Input Signals
The prototype creates a temperature and combined volcano signal, blends them into two mixtures, then
separates them from the mixtures using ICA. The temperature signal was represented by the sinusoidal
function in equation 7, and was simulated over a period of 264 months (n = 264) from January 1979 to
December 2000.
Temperature signal = sin
(
1 : n
5
)
(7)
The combined volcano signal is constructed from the addition of two known eruptions (El Chichón and
Pinatubo). Each of the volcanoes was modeled according to the equation in equation 8. The equation shows
the inactivity of a volcano, followed by a cooling and warming period.
volcano =

−4Tmaxt
tramp
t = terupt, . . . , tramp : Cooling period
−4Tmaxe−
t−tramp
τ t = tramp + 1, . . . , n :Warming period
(8)
The terupt parameter marks the t
thmonth (out of n) in which a volcanic eruption occurs. The cooling proceeds
at a rate of 4Tmax until it stops at tramp. At this time the exponential warming occurs with its exponential
decay time represented by τ . The combined volcano signal is the sum of the eﬀects of the El Chichón and
Pinatubo eruptions, which are each modeled by the equation in equation 8, with their arguments shown in
table 2. After being modeled they are added together to form the combined volcano signal.
El Chichón Pinatubo
n 264 264
4Tmax 0.32 0.72
tramp 59 (20+39) 161 (14+147 )
terupt 39 147
τ 30 30
Table 2: Arguments for the parts of the combined volcanic signal. The values for tramp are adjusted from
the original work to reﬂect the time at which the warming starts.
2.5.2 Methodology
The temperature and combined volcano signal were mixed according to the mixing matrix shown in ﬁgure
9 while using the ICA model in equation 5. The two source signals and their corresponding mixtures are
displayed in ﬁgure 3.
A =
(
1.0 0.4
0.5 0.6
)
(9)
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Figure 3: [top] The temperature and combined volcanic signal. [bottom] The two mixtures.
Following the mixing of the temperature and volcanic signal, ICA was applied to the mixtures to separate
out the original signals. We used the FastICA algorithm (Hyvärinen and Oja, 1997)(section 2.4.3), but as
we assumed row wise variables the input data and output signals were transposed.
2.5.3 Results of the Prototype
The results of the separated signals can be seen in ﬁgure 4, with the arguments required to replicate the results
outlined in table 3. The extracted components are similar to those produced in the work by Fodor and Kamath
(2003) within their ﬁgure 3. Note that in our work we have chosen to use ICA for the statistical independence
of the signals, and therefore we use the parallel argument to the FastICA algorithm. Interestingly the
separated signals are not exactly the same as those used to create the original mixtures (top image in ﬁgure
3). One reason for this may be that the source signals, while independent in theory, may not have been
entirely independent in construction. The reason for this is that they may have been correlated in time
during the period examined. A solution could be to use a longer time period for the analysis. This would
hopefully allow the original signals to be more independent of each other, and therefore allow the separated
signals to be better separated from each other as well.
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Figure 4: The signals obtained when using the parallel argument to the FastICA algorithm.
Description Parameter (variable) Argument (value)
Number of Signals to Extract n.comp 2
Algorithm Type alg.type parallel
Contrast Function fun logcosh
Method method C
Distribution Type alpha 2
Table 3: The arguments to FastICA needed to visually replicate the results using Independent Component
Analysis. All other the parameters were assigned default values.
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3 The Sensitivity of Independent Components
In the last chapter we reviewed the fundamental theory of Independent Component Analysis (ICA) and the
methods which aid it in separating signals from data. In this chapter we now examine the sensitivity of the
signals when we change the number of signals separated, and when we change the initial estimate of the
signals. As any change in the signals can directly impact our ability to attribute them to climate processes,
determining the sensitivity of the signals to these changes is important.
Speciﬁcally we ﬁrst look at the eﬀects that changing the number signals assumed to be represented by
the data, has on the separated signals. This is also important as it places an upper limit on the number
of possible climate processes that can be identiﬁed using the signals. Secondly we look at how the initial
estimate of the signals using randomly generated numbers eﬀects our separated signals, as substantial changes
in the signals may hamper our ability to reliably attribute the signals to climate processes.
Section 3.1 explains the data and preprocessing steps that will be used in later sections. In section 3.2
we show the eﬀects on the signals when we change the number of signals assumed to be represented by the
data. Lastly in section 3.3 we examine any eﬀects that using random values to intialise the unmixing matrix
has on the separated signals.
3.1 Data and Preprocessing Steps
The data used for the application of ICA consisted of the global gridded monthly mean surface temperature
data from the National Centers for Environmental Prediction (Kalnay et al., 1996). As a future application
of ICA may be to evaluate global climate models, temperature data was selected due to its ability to reﬂect
future climate change (Randall et al., 2007). The data was retained from January 1961 through to December
2000, with its mean removed and the results scaled according to each grid cell latitude to account for area
coverage.
WeightedCell V alue = Cell V alue×
√
cos(Cell Latitude) (10)
This produced a weighted series of climate anomalies of 144 longitudes by 73 latitudes, for a total of 480
months (40 years). The 2D spatial dimension was reduced to form a single spatial dimension, with the ﬁnal
data consisting of 10512 (144 x 73) spatial elements and 480 temporal elements. For brevity Xm×n represents
the data with m = 10512 and n = 480.
Fodor and Kamath (2003) show that it is unlikely that every cell in the spatial data will represent a source
signal. Therefore, before applying ICA to the data, they used PCA to reduce the dimensions of the data.
PCA can also be used to remove signals with small variances which may be non-Gaussian noise. This is
useful, as ICA does not distinguish between the variances of signals, and therefore it would still separate
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it from the data if it was not removed before hand. So PCA was also considered in this work to reduce
the number of spatial dimensions of the data. Speciﬁcally, the Rule-N function (section 2.3) was used to
determine 6 out of 480 possible PCs to retain as input to ICA.
Rather than using the principal components, Stone (2004, p179-181) states that the right singular vectors can
be used as input to an ICA algorithm for temporal ICA, as they already represent a whitened version of the
data. In this work we chose to use this approach. Note, that the right singular vectors are also known as the
Principal Vectors (PVs) of X. However, there must be a minimum of 2 singular vectors used as the mixtures
for ICA as this is a fundamental constraint of the ICA model (section 2.4) . All the singular vectors selected
to be retained are then used as input to the FastICA algorithm created by Hyvärinen and Oja (1997) (section
2.4.3). Note that in later sections we change number of singular vectors retained (k), but the methodology
to separate them remains the same.
Step Operation Comments
1. Subset NCEP Data 40yrs of Global Surface Monthly Air Temperature Data
2. Remove 40 year mean Produce surface climate anomalies
3. Weight cells by latitude Remove biases of cells with small or large latitudes
4. X144×73×480 = Xm×n Squash 2D spatial matrix to 1D array (144 x 73 to 10512)
5. X˜m×n = U˜m×kD˜k×kV˜ Tk×n Reduce to k spatial dimensions using SVD (Eg: k = 6)
6. Jk×n = rowmean(V˜ Tk×n) Retain the row-wise means of the singular vectors in (Jk×n)
7. V˜ Tk×n = Ak×kSk×n Use centered right singular vectors as FastICA mixtures
8. S have unit variance Remove variance model ambiguity of S (scale A accordingly)
Table 4: Summary of methodology and preprocessing steps
Although the FastICA algorithm is able to reduce the dimensions of the data, it was found that the covariance
matrix of Xm×n it requires was too large to create with the current computational constraints. To solve this
SVD was used to reduce the dimensions of the data before execution of the FastICA algorithm. In all
work, the same number of independent components were separated as there were mixtures in the data, so
no additional dimension reduction was performed by the algorithm. Also, any rotation of the data by the
FastICA whitening step would create another mixture from which to separate the signals.
The arguments to the FastICA are given in table 5. As we have assumed that the mixtures of our signals are
in the rows of our input data while the FastICA algorithm rather assumes that they are in the columns, we
transpose the singular vectors before separating the signals from them.
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Description Parameter Argument
Signal Mixture X V˜n×k
Number of Signals to Extract n.comp k
Algorithm Type alg.type parallel
Contrast Function fun logcosh
Method method C
Level of Output Information verbose False*
Distribution Type alpha 2
Normalize the rows row.norm False*
Number of Iterations maxit 200*
Convergence Threshold tol 10−4*
Initialize unmixing matrix w.init null*
Table 5: List of arguments used for the FastICA algorithm. (Default values indicated by *)
To determine the contribution of the separated signal, we reverse our methodology from steps 7 to 5 in table
4. We ﬁrst work back through steps 7, 6, and 5 in equation 11, recreating V˜ Tk×n , adding back the row means,
followed by recreating an approximation of Xm×n. It is this approximate representation of the data that is
used for calculating the variance of the signal. Note that for signal q, the qth column of A and qth row of S are
used where q(1, 2, ..., k). Using this information the percentage of variance is calculated. The reconstructed
variance of the signal is represented as a percentage of the original variance to give us the Percentage of
Variance Explained (PVE) by signal q in equation 12.
V ariance of signal q : = V ar(U˜m×kD˜k×k((A
q
k×1S
q
1×n) + Jk×n)) (11)
PV E by signal q : =
V ariance of signal q
V ariance of (Xm×n)
∗ 100 (12)
As the signals are separated from the mixtures, the cumulative PVE by the signals is equal to the cumulative
PVE by the PVs, thereby placing an upper bound on the amount of variance that a set of signals can explain.
Additionally, the distribution of the variance amongst the separated signals can vary, and is not constrained
to equal the PVE by any of the PVs.
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3.2 When Changing the Number of Signals
To use Independent Component Analysis (ICA), the number of signals must be determined before they can be
separated from the data. Possible techniques for determining the number of signals to separate from the data
are discussed in section 2.4.2. Here we are interested in examining what eﬀects selecting a diﬀerent number
of signals from the data has on the Percentage of Variance Explained (PVE) by the signals. In particular we
select the ﬁrst 50 out of a possible 480 Principal Vectors (PVs) to use as input to our algorithm. The number
of PVs to use is deemed to be suﬃciently large to show any changes in the sensitivity of the signals. In doing
so we wish to see how sensitive the PVE by the signals is to a change in the number of signals separated
from the data.
We used the data speciﬁed in section 3.1, according to the steps in table 4 with the FastICA arguments
as listed table 5. For the number of signals to use we selected the full range of 1 to 50 signals, at each time
separating the same number of signals as PVs. An exception to separating the same number of signals as
PVs, is that of separating 1 signal from the data. In this case the minimum number of 2 mixtures is enforced,
and while there is one signal separated, there are two mixtures (PVs) used. So the mean of the mixtures
taken at step 6 (table 4) cannot be added to the results, as J2×n does not have the same dimensions as the
resultant AS which are of 1 × n dimensions. Therefore the PVE of 1 signal from the data does not include
the mean of the mixture, and its PVE is less than that of the mixtures used.
The results of the analysis are presented in ﬁgure 5. The ﬁgure shows the how the PVE by the signals
changes with an increase in the number of signals separated. The ﬁrst ranked signal is substantially larger
for most of the sets. Additionally the behavior of the ﬁrst signal can be seen as to exist in two phases. The
ﬁrst phase extends from set 2 to set 28. In this phase the ﬁrst ranked signal generally decreases in its PVE
as the size of the sets increases.
In the second phase from set 29 to set 50, the ﬁrst ranked signal appears to change erratically in PVE.
Towards the last few sets it reaches a similar PVE value as the remainder of the signals in the sets. This may
be due to certain PVs introducing new information which increases the PVE by the ﬁrst signal, followed by
the splitting of the signal which is then represented by multiple signals in the next set, but with lower PVE
values.
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Figure 5: The changes in the variances explained by signals (diamonds) and principal components (circles)
when assuming diﬀerent numbers of signals in the data. The maximum, running average, and minimum
variances explained by the signals are plotted as lines.
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To better explain what information the PVs introduce into the mixtures that changes the PVE by the signals,
we construct static maps. A static map provides an image which represents the spatial manifestation of the
signal, and which spans the entire time period represented by the data. By calculating the diﬀerence between
two static maps, we can see what spatial information has changed between any two signals. The equation
for a static map is shown in equation 13 (Stone, 2004, p181).
StaticMap for signal q : Lm×1 = U˜m×kD˜k×kA
q
k×1 (13)
The qth column of A is used to generate the static map for the qth signal. The static map is then changed from
an 1D array into a 2D image, reversing the eﬀect of step 4 in table 4. Additionally, we undo the weighting
eﬀect (step 3 in table 4). Due to the map projection the polar regions may appear to be more important in
area than they actually are. The static maps provide a way for determining the cause behind the change in
PVE by signals, when the number of signals separated from the data changes.
As the ﬁrst ranked signal explains substantially larger variance than most of the remaining signals in a
set, we investigated it further so as to determine what information has been gained or lost by use of the
additional PVs. The diﬀerence between static maps of the ﬁrst ranked signal from set 28 and set 2 is shown
in ﬁgure 6. We chose these sets as they are the endpoints of the ﬁrst phase of the ﬁrst ranked signal and have a
large diﬀerence in PVE of 12.67%. The static map with the unscaled results shows that the major diﬀerences
can be seen over the high latitude regions and North Africa. The reason for this may be due to seasonal
cycle information being added, as higher latitude regions undergo larger seasonal changes than lower latitudes.
The static maps provide the spatial manifestation of signals over the entire time period of the data. The
diﬀerence between the static maps for the ﬁrst ranked component from diﬀerent sets, highlights the sensitivity
of the variance explained by the signal on the number of signals separated in ﬁgure 5. Therefore it is crucial to
determine the number of signals to separate, as their PVE and spatial representation can change when using
a diﬀerent number of mixtures. The use of static maps further highlights the changes in information gained
or lost when changing the number of signals separated. Lastly the variance explained by the signals can
change when using a diﬀerent number of signals, unlike Principal Component Analysis where the principal
vectors remain at a ﬁxed variance regardless of the number of signals separated from the data. This further
reinforces the need to fully investigate how many signals to use in Independent Component Analysis, as the
results of the variance explained and static maps are dependent upon the number of signals separated.
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Figure 6: The static map for the ﬁrst ranked signal from [top left ] set 2 and from [top right ] set 28. The
diﬀerence between the static map of 28 and 2 is shown [bottom left ] as scaled and [bottom right ] unscaled.
Note that as the signs of the static maps are arbitrary they are made the same for plotting purposes, and
that white regions represent data that is outside of the scale.
3.3 When Changing the Initial Estimate of the Signals
We now investigate the eﬀects caused by the initialisation of the unmixing matrix with random values on
the separated signals. The unmixing matrix of the FastICA algorithm (Hyvärinen and Oja, 1997)(section
2.4.3) is initialised using a set of random values, which form the initial estimate of the unmixing matrix. This
initialisation process is performed each time the algorithm is executed. As the unmixing matrix is used to
separate the signals from the mixtures, it determines the structure of the signals.
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The challenge is to deduce if the signals are sensitive to the initialisation of the unmixing matrix with
random values. To aid in this task we employ a classiﬁcation scheme which we then use to classify any
structural changes in the signals. We then measure any classiﬁed structural changes using a metric known
as the mapping stability, which acts as a measure of how sensitive the signals are to the initialisation of the
unmixing matrix.
Section 3.3.1 deﬁnes the structural scenarios and the mapping stability metric. Section 3.3.2 performs a
test to conﬁrm that if any changes in the structure of the signals are observed, then they can only be due to
the initialisation process. The setup of the experiments is covered in section 3.3.3. Sections 3.3.4 and 3.3.5
discuss the results of the initialisation of the unmixing matrix for sets of 6 and 10 signals respectively. Lastly,
section 3.3.6 summaries the results.
3.3.1 Measuring Structural Changes
In order to measure the magnitude of the initialisation we employ a series of metrics. These metrics are used
to analyze sets of signals, each from diﬀerent executions of the FastICA algorithm. By comparing signals
between sets from diﬀerent executions, we are able to observe any diﬀerences in their structures:
 First Maximum Absolute Correlation (FMAC). This provides us with the magnitude of structural
similarity between signals from diﬀerent sets. The constraint of using the absolute correlation when
comparing signals between sets is to ensure that the arbitrary sign of extracted ICs does not compromise
the sign of the correlations between two signals, as identical signals can been separated from the data
with opposite signs, which would result in opposite signed correlations. The constraint of using the ﬁrst
maximum match, is to ensure that only one signal is found to correlate the highest with the original
signal. In doing so it attempts to match one signal from the current set to its equivalent in the next
set.
 Percentage of Variance Explained (PVE). As it is derived from the signal (equations 11 and 12),
a change in the structure of a signal will result in a change in the PVE by the signal as well. It therefore
serves as a measure of structural changes on the signal.
 PVE Rank. Allows us to impose an ordering on the signals. We arrange them in decreasing order
of PVE values, with a PVE rank of 1 being obtained by the signal that has the highest PVE value
within a speciﬁc set. We assume that if the initialisation has no structural aﬀect on the signals, then
the ordering of the signals should be preserved throughout the diﬀerent sets. The PVE rank ordering
method was chosen due to the wide use of PVE in the literature with ICA and PCA (Aires et al.,
2000, Lotsch et al., 2003, von Storch and Navarra, 1999, p242). Other methods considered for ordering
signals were by uncertainty (Westad and Kermit, 2003), mutual information (Back and Trappenberg,
1999) and a non-Gaussian measure (Hyvärinen, 1999).
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Structural Scenarios.
To simplify the analysis task using the combinations of FMAC values, PVE values, and PVE ranks, they are
grouped together into structural scenarios.
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Figure 7: Examples of the diﬀerent structural scenarios, comparing two signals from two sets. Links between
signals are established by FMAC values, and are indicated by lines. For simplicity, the links are shown to be
symmetric between sets. [A] Ideal Scenario. [B ] Expected Scenario. [C ] Wost Scenario.
The ideal scenario is if the random initialisation of the unmixing matrix has no eﬀect on the signals, then the
matching signals in two diﬀerent sets should have the same PVE rank and PVE value (ﬁgure 7a). Identical
PVE values between matching signals from diﬀerent sets would show that the application of the algorithm
to the data, does not have any eﬀect on the signal structures or PVE values. This scenario serves as a
benchmark to test other scenarios against, for we know from equation 12 that a change in a signal will result
in a change in its PVE value.
The expected scenario is if the initialisation of the unmixing matrix causes a slight change in the signal
structure upon every execution (ﬁgure 7b). The result of the slight change would be that the highest match
between two signals of diﬀerent sets would indicate that they are essentially the same signal, and that therefore
they should have the same PVE rank. As the signals would have slightly diﬀerent structures, we would not
expect their PVE values to be exactly the same and they would have a range of values rather than an exact
PVE value in all sets.
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The worst case scenario is if the random initialisation eﬀect is great enough to change the PVE ranks of the
maximally matching signals from two diﬀerent sets (ﬁgure 7c). The change of PVE ranks would indicate that
structurally diﬀerent signals could overlap in PVE values. A summary of the structural scenarios is provided
in table 6.
Scenario Match PVE values Matched signals from diﬀerent sets have:
Ideal Perfect Are exact Same PVE rank and PVE value
Expected Maximum Range Same PVE rank but diﬀerent PVE values
Worst Maximum Overlap Diﬀerent PVE ranks
Table 6: The assumptions about two matching signals from diﬀerent sets with a one to one mapping.
Mapping Stability
The mapping stability metric was implemented to measure the diﬀerent structural scenarios against the ideal
scenario. The metric compares signals from two diﬀerent executions according to their FMAC values. If two
signals from diﬀerent sets have the same PVE rank and match to each other by FMAC value, then they are
deemed to be stable for those two executions. The mapping stability is therefore the count of the number
of stable links over a number of executions. The total number of mappings possible is equal to the total
number of executions - 1, this is due to the number of possible mappings being equal to the number of links
between signals from diﬀerent sets. The ﬁnal metric value represents the number of counted links with the
same PVE rank, as a fraction of the total number of mappings possible, assuming the ideal scenario. The
result is represented as a percentage, with a high percentage indicating a close to ideal signal.
Note that although the number of mappings is compared to the ideal scenario, we expect changes in PVE to
occur, so any measured PVE changes are not counted against the mapping stability of a signal. So it does
not penalise a change in PVE that occurs without a change in PVE rank as well. The mapping stability
therefore measures how constant the mappings remain between signals over all executions of the algorithm.
3.3.2 Validation of Hypothesis
In order show that any results we obtain are caused solely by the initialisation of the unmixing matrix using
random values, we propose an hypothesis to be tested. We propose our hypothesis as:
Hypothesis: As S is separated using W, no change in W should result in no change in S either.
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To prove the hypothesis, we conducted two tests using a ﬁxed W matrix. The goal of each test was to hold
the unmixing matrix as a constant throughout a number of executions of the FastICA algorithm, and monitor
any structural changes using the metrics as deﬁned in section 3.3.1. The two outcomes are:
 If no structural changes are observed then the hypothesis will be proven true, and the signals will be
of the ideal scenario type.
 If however structural changes are observed, then the hypothesis will be proven false and the signals will
be of either the expected or worse case scenario type.
The tests consisted of running 1000 executions of the FastICA algorithm on the NCEP data detailed in
section 3.1. The ﬁrst test separated 6 signals (k = 6), with the second experiment separating 10 signals
(k = 10) both according to the steps in table 4 and FastICA arguments in table 5. Of special note is that for
these experiments we used a pre-generated unmixing matrix as opposed to the default argument of null. The
unmixing matrix was initialised with a set of random values, but held constant throughout all executions of
the algorithm. Thereby using the same unmixing matrix for each of the executions. The speciﬁc sets size of
6 was determined by the Rule-N function and the set size of 10 was chosen to represent similar works (Eg:
Aires et al. (2000), Basak et al. (2004)). The use of 1000 executions was deemed a suﬃcient number to allow
any other aﬀects to manifest themselves.
The mapping stability results for the ﬁrst test separating 6 signals from the data showed a 100% mapping
stability for all 6 of the components. From these mapping stability results we can tell that the signals belong
to at least the expected scenario. As the mapping stability does not indicate that no PVE changes occur, we
cannot conﬁrm that they are from the ideal scenario with the mapping stability results alone.
To do prove they are from the ideal scenario set, we show the PVE values for the signals in ﬁgure 8.
In this ﬁgure we can see that the PVE values for all the signals are constrained to be speciﬁc values, rather
than ranges of values. The ﬁgure also shows the ﬁrst 10 executions of the FastICA algorithm with the
corresponding 10 sets of signals, which allows us to see some evidence for the ideal scenario.
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Figure 8: [left ] The boxplot of the PVE values of the signals assuming the expected scenario. [right ] The
PVE values for the ﬁrst 10 executions, with links between structurally similar signals.
This therefore conﬁrms that the signals are of the ideal scenario, as they have the same PVE ranks (100%
mapping stability) and PVE values (ﬁgure 8) throughout the executions. The results for the second test
were identical to the ﬁrst (not shown), with the 10 signals also found to be of the ideal scenario type. This
also therefore conﬁrms our hypothesis, as no structural changes between identical executions of the FastICA
algorithm were found while maintaining a ﬁxed unmixing matrix.
3.3.3 Implementation of Experiments
Two experiments were performed, separating sets of 6 (k = 6) and 10 (k = 10) signals from the NCEP with
the data described in section 3.1, steps in table 4, and the FastICA algorithm arguments in table 5. The
signal sets were separated from the data 1000 times, however unlike the hypothesis tests, the unmixing matrix
was re-initialised with random values within each execution of the algorithm. The choice of using these set
sizes is the same as was used in the hypothesis. The use of 1000 executions was deemed a suﬃcient number
to allow any structural variations to manifest themselves.
Each experiment used a diﬀerent 1000 executions of the FastICA algorithm. For each execution, each set of
signals were separated and ranked in decreasing order of their PVE. Following this, the stability metric was
calculated for all the signals.
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3.3.4 Results using 6 Independent Components
The ﬁrst experiment was conducted by separating 6 signals from the data as described in section 3.3.3. The
stability of the components were calculated on the full set of 1000 executions, and the results are shown in
ﬁgure 9.
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Stability of Independent Components (1000 runs)
Independent Components (ordered by PVE)
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Signal Stability (%)
1 100.00 %
2 99.80 %
3 35.74 %
4 37.54 %
5 30.33 %
6 94.59 %
Figure 9: [left ] Barplot of stability values. [right ] Stability Values for the 6 ICs
The ﬁrst signal always maps to the ﬁrst signal in the next set, thus remaining perfectly stable throughout all
the executions. Interestingly though, the last component is the third most stable, while intermediate signals
show less stability.
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Figure 10: The PVE ranges of the signals assuming the Expected Scenario for all 1000 executions. [left ]
Shows all 6 signals. [right ] Shows just the last 5 out of 6 signals.
Using the expected scenario for all the executions, the PVE ranges were calculated for all the signals of the
same PVE rank, with the results shown in ﬁgure 10. Even with the expected scenario assumed, there is still
an overlapping of PVE ranges between the signals. For example signals 4 and 5 overlap in their PVE ranges.
The change in PVE values responsible for the spread in the PVE range of a signal, is not a concern, as we
suspected that structural changes would result in changes in PVE values. However when the PVE ranges
overlap between signals, it indicates that we can no longer associate just one signal with a given PVE range.
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Figure 11: A visual representation of how the mapping stability metric works. The links shown, are created
based on the FMAC values between signals of sets from diﬀerent executions. As the metric is symmetric,
blue lines show links between signals from the current to the next set, while red lines show links from the
next set to the current set. If the link is common between two equally ranked signals, then the line is shown
in black. [left ] The PVE values for the ﬁrst 10 executions. [right ] The last 4 of 6 components for the ﬁrst 10
executions, used to better show the interset relations.
From ﬁgure 11 we can see that the ﬁrst IC, as ranked by PVE, is substantially larger in PVE than any
subsequent signal. Also although it varies in PVE, it does not change its PVE rank in the ﬁrst 10 executions.
Its unchanging rank makes it an example of the expected scenario. The remaining signals with smaller PVE
values are also displayed in greater detail within ﬁgure 11. The ﬁgure shows how the last 4 signals change
in both their PVE values and sometimes in their PVE ranks throughout the 10 executions. An example of
a signal changing its PVE rank between executions, can be seen with signal 4 in execution 4, which links
to signal 5 in execution 5. This shows that the signals are not always stable in their PVE rank despite
maintaining a similar structure.
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3.3.5 Results using 10 Independent Components
The second experiment was implemented by separating 10 signals from 10 PVs as described in section 3.3.3,
with the results shown in ﬁgure 12.
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Stability of Independent Components (1000 runs)
Independent Components (ordered by PVE)
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Signal Stability (%)
1 100.00 %
2 100.00 %
3 96.50 %
4 53.25 %
5 20.02 %
6 16.72 %
7 23.52 %
8 18.02 %
9 21.72 %
10 24.52 %
Figure 12: [left ] Barplot of stability values. [right ] Stability Values for the 10 ICs.
The ﬁrst and second ranked signals are stable throughout all the executions. However, similar to the results
when using 6 signals, the remaining signals have varying stabilities. There also appears to be no relationship
between the remaining signals and the PVE that they explain. In ﬁgure 13 the PVE ranges of the signals
have been calculated, and a subset of the signals is shown for convenience. In the ﬁgure we can see that,
except for signal 1, the other signals overlap in their PVE ranges.
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Figure 13: The PVE ranges of the signals assuming the Expected Scenario for all 1000 executions. [left ] full
set of 10 signals. [right ] Subset of 9 signals.
34
B 
----
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
2 4 6 8 10
0
20
40
60
80
Interset Relations
Execution Number
Pe
rc
e
n
ta
ge
 o
f V
a
ria
nc
e 
Ex
pl
ai
ne
d 
(%
)
2 4 6 8 10
0.
5
1.
0
1.
5
2.
0
2.
5
Subset of Interset Relations
Execution Number
Pe
rc
e
n
ta
ge
 o
f V
a
ria
nc
e 
Ex
pl
ai
ne
d 
(%
)
Figure 14: Similar to ﬁgure 11, but using 10 signals per execution. [left ] The PVE values for the ﬁrst 10
executions, with links between structurally similar signals. [right ] The last 7 of 10 components for the ﬁrst
10 executions.
In ﬁgure 14, the ﬁrst ranked component has substantially larger PVE values when compared to the remainder
of signals. The ﬁrst and second ranked signal are both perfectly stable, and therefore have the expected
structural scenario. The last 8 signals all show the worst scenario to some degree, with supporting evidence
for the last 7 being shown in the ﬁgure for the ﬁrst ten executions. These results are similar to those in the
experiment using 6 signals (section 3.3.4).
The mapping stability results show that the signals are in general, more unstable than results when using 6
signals. One reason for this may be, that we overestimated the number of signals present within the data.
Therefore, the FastICA algorithm maybe unable to separate the full 10 signals from the data adequately,
resulting in lower mapping stabilities.
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3.3.6 Summary
We investigated how robust our separation of signals from the data was, when the FastICA algorithm starts
by using a random estimate of the signals. To determine that only the random estimate was responsible for
any changes, a hypothesis was created and tested. We found that no other piece of code could be responsible
for any eﬀects on the signals. To quantify the magnitude of any changes on individual signals, a metric termed
the mapping stability was developed. A signal with a high mapping stability was deemed to be structurally
robust over a number of executions of the FastICA algorithm.
Two diﬀerent sets consisting of a diﬀerent number of signals were used, to eliminate any biases or exceptions
that might have been present in one set. Each experiment used a diﬀerent set, and extracted that number of
signals from the data numerous times. The mapping stability for each signal was then calculated. As part
of the mapping stability, the separated signals are ranked according to how much variance of the data they
explain, with the ﬁrst ranked signal explaining the most variance. We found that for both experiments using
6 and 10 signals per set:
 The ﬁrst ranked signal explained a substantially larger variance than any subsequent signal.
 The ﬁrst ranked signal was always insensitive to a change in its initialisation.
 Intermediate ranked signals generally had varying stabilities.
Although the second ranked signal in the second experiment was stable, the second ranked signal from the
ﬁrst experiment was slightly less than perfectly stable. This suggests that the second signal may be not
always be stable and therefore a larger number of executions may reveal this in the second experiment.
From these results, there does not appear to be any ﬁxed relationship between the rank of a signal and
its stability, so explaining more variance does not necessarily imply that a signal will have a greater stability.
Two additional experiments were conducted to determine any eﬀects other parameters could have had on the
results. These were done by modifying the number of iterations before convergence to independence, and
then by modifying the alpha value. No substantial change in the results was observed.
The change in variance explained by the signals is not a concern. We expected that changes in the structure
of the signals, due to the random initial estimate, would cause changes in the amount of variance explained
by the signals. However when the variance ranges of two signals overlap, then the ordering of them may no
longer be consistent between identical executions of the FastICA algorithm. The implication for the research
is, that ordering the signals by the amount of variance that they explain is not reliable for any signal other
that the ﬁrst ranked signal. So for example if we rank components by variance, we cannot say that the same
3rd ranked signal will always explain the 3rd largest amount of variance. This is because its rank may change
with the next execution of the algorithm.
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The ﬁrst limitation of the experiments is tied to the way in which the variance of the signals is calculated.
The calculation is based on the assumption that the same number of signals as mixtures is always used. If
less signals that mixtures are separated, the mean for the mixtures cannot be added back to the results.
This results in a loss of variance, and the implication is that the variance explained by the signals can no
longer be calculated precisely. Secondly, the stability results may be platform or implementation speciﬁc,
with change in one of these possibly resulting in diﬀerent mapping stabilities for the signals. Lastly we may
be overestimating the number of non-Gaussian signals to separate from the data, and therefore the results
are understandably unstable.
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4 Making Sense of Signals
4.1 Introduction
Having outlined the Independent Component Analysis model and the sensitivity of its results, we now look at
interpreting the signals in terms of the climate processes that they represent. The literature can be broadly
categorized into the following areas:
 Comparison of signals to previously deﬁned climate indices (eg: Niño 3.4)
 Viewing of the spatial manifestation of the signals
Comparison of signals to previously deﬁned climate indices
While comparing the spatial patterns of the signals to the work in the literature is a means of matching
the signals to climate processes, the comparison of signals to climate indices oﬀers a more quantitative way
in which to measure the strength of the match. A common form of the comparison is done through the
correlation of signals to previously deﬁned climate indices. Westra et al. (2010) used this approach when
analysing their data.
In contrast to correlating the signals to the climate indices is the correlation of the columns of A to the
climate indices. In the research covered by Aires et al. (2000) they correlate the columns of A, termed the
temporal base functions, against the climate indices while also allowing a time lag between them. The time
lag allows additional time for the eﬀects of a signal to manifest itself. In the case of Fodor and Kamath (2003),
their use of multiple levels of temperature data and a time lag also allowed upper atmospheric changes, time
before the recording of the index reﬂected the changes. An alternative to correlation approaches, is the use
of Linear Regression by Basak et al. (2004). They linearly ﬁtted the columns of A to the NAO index and
retained the best two components for further analysis.
Viewing of the spatial manifestation of the signals
To facilitate the matching of the signals to climate processes, the spatial representation of signals can be used.
These are particularly useful in that they provide a visual representation of the signal (or its corresponding
column in A) in the form of an image, and so allow for the linking of patterns in the image to climate processes
using the knowledge of them from the literature. They provide a static image, which represents the spatial
coverage of the signal over the entire period represented by the data. Within this analysis method there are
a further two subdivisions.
The ﬁrst method views the signal as an image as is the case with Fodor and Kamath (2003), Basak et al.
(2004), and Aires et al. (2000). To accomplish this, the signals have their dimensions changed from a 1D
series to a 2D image but whether they have the area weighting operation undone is unknown. The image
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sizes and signals vary between the diﬀerent works reviewed, as the techniques for separating the signals also
vary, using sICA, stICA, and a non-linear ICA method proposed by Bell and Sejnowski (1995).
The second method produces a signal to data correlation image, which highlights the strength of the
relationship between them. This was done by both Westra et al. (2010) and Lotsch et al. (2003). Lotsch
et al. (2003) in the context of NDVI data, further takes the signal correlations and using sICA investigates
them using a bootstrapping technique. This has allowed them to highlight only regions in the image with
signiﬁcant correlations. In addition to this they review the tICA form, and create images using the columns
of A as opposed to using the signals. They ﬁnd that tICA removed the cyclic seasonal patterns from the
non-cyclic patterns when it separated the signals from the data.
The main advantage of using the second method is that it oﬀers a more formal method for validating any
patterns visible within an image. We now draw attention to the mapping stability results (section 3.3.6), which
showed that signals can diﬀer in structure between identical executions of the FastICA algorithm. Therefore
the ability to show only signiﬁcant correlations may also provide a means for overcoming structural changes
when representing spatial images.
Though the comparison to climate indices and the generation of spatial images aids in the analysis of the
separated signals, there is still the task of visually examining the results and comparing them to the literature.
This task is inevitable, as there is currently no fully automated method for separating and matching signals to
climate processes. Furthermore, Westra et al. (2010) states that the existing climate processes may be derived
from other identiﬁcation methods, which may make the results from ICA diﬃcult to associate to them. An
example of this is the Antarctic Oscillation which is derived from the ﬁrst PC (see section 4.4.5). We propose
a technique to augment the existing techniques, by creating spatial manifestations of the signals through time.
Section 4.2 presents the spatial maps analysis technique. Section 4.3 covers the setup of the experiments,
while section 4.4 discusses the results of the spatial maps. Section 4.5 concludes with the major ﬁndings.
4.2 Spatial Maps
For the spatial images the current techniques create static images in time. We propose an adaption of these
techniques into spatial images which change over time according to the signals. We present the technique to
create spatial maps in equation 14 as a post-processing step after those shown in table 4. Here the qth set
of n spatial maps uses the qth column of A and qth row of S, with the single spatial dimension (m = 10512)
being transformed into a 2D image (144× 73) for viewing.
SpatialMaps fromsignal q : Mqm×n = U˜m×kD˜k×k((A
q
k×1S
q
1×n) + Jk×n) (14)
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The advantage to using spatial maps is that the literature can be ﬁrst searched for important events, say El
Niño years. The timing of these events can then be sought within the spatial maps at the corresponding time.
If there is a corresponding pattern present in the spatial map at the same occurrence as the atmospheric
event, then there is the possibility that the signal represents the climate process. The link is not conclusive,
but rather serves to augment existing techniques by reinforcing the evidence for the link between the signal
and the climate process. The spatial maps are therefore designed to facilitate the association of signals to
climate processes. Note that we have reversed the area weighting operation performed in the preprocessing
steps (table 4). Also, due to the map projection the polar regions may appear to be more important in area
than they actually are. As the processes vary in their PVE, the scale which they are represented by may
change between signals to accurately reﬂect the processes.
4.3 Setup of Experiments
To demonstrate the application of the spatial maps deﬁned in section 4.2, we create three experiments. The
experiments separate a set of signals from the data as deﬁned in section 3.1 according to the steps in table 4
with the arguments to the FastICA algorithm (Hyvärinen and Oja, 1997) (section 2.4.3) deﬁned in table 3.
For the ﬁrst experiment 4 signals (k = 4) were separated, in the second experiment 6 signals (k = 6), and in
the third experiment 10 (k = 10) signals were separated. We chose 4 signals to compare our results to the
4 signals Westra et al. (2010) uses. The use of 6 signals is due to the results from Rule-N function, while
10 signals is used to show the results from similar work (Eg: Basak et al. (2004)) using larger number of signals.
Using the results from the experiments the signals are compared to the Seasonal Cycle, North Atlantic
Oscillation (NAO), Niño 3.4, and Antarctic Oscillation (AAO) climate indices. We chose to use the absolute
correlation values between signals and climate indices, due to the sign ambiguity of separated signals.
Following from this, the spatial maps for the signals were created.
4.4 Results of Separation
4.4.1 Correlations with Climate Indices
The correlations with the climate indices was conducted as in section 4.3, and the results for the highest
absolute correlations are shown in table 7. The PVE values are calculated over the entire 40 year period of
the data, and so represent the PVE of the entire signal rather than only a single month or period.
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Index Set Size (k) Signal AC PVE (%)
NAO 4 4 0.29 1.03 %
6 6 0.43 1.02 %
10 7 0.44 0.89 %
Niño 3.4 4 4 0.05 1.03 %
6 3 0.22 3.18 %
10 8 0.38 0.65 %
AAO 4 3 0.08 2.52 %
6 3 0.10 3.18 %
10 8 0.13 0.65 %
Table 7: Best Matching signals to climate indices. (AC represents the Absolute Correlation value.)
A point of interest in the results is that the same signal in a some sets was found to best match two diﬀerent
climate indices. An example of this is where signal 4 from 4 was found to best match both the NAO and
Niño 3.4 indices. Though the correlation value was low in the case of the AAO match, the reason for the
same signal matching two indices may be due to us only using three climate indices, and therefore using more
indices may have allowed the signals to better match other climate processes.
There also appears to be no substantial improvement in the absolute correlation strength when increasing
the number of signals used from 6 to 10 signals. This suggests that there may be a limit at which separating
more signals from the data no longer improves the correlation strengths of the signals.
In addition to these ﬁndings, we also found a step in signal 3 of 6 and signal 9 of 10. The step in these
signals corresponds to the time when NCEP switched over to using full satellite data (Kalnay et al., 1996).
Thus the step is most probably showing the eﬀect of the data change. No signal in the set of 4 showed any
step wise shift. Signal 3 and 9 are shown in ﬁgures 15 and 16 respectively. Both signals have an additional
12 month smoothing ﬁlter applied which shows the change in 1979.
Independent Component 3 of 6 (PVE = 3.18%)
−
4
−
2
0
2
4
1970 1980 1990 20001961 1979
Figure 15: The third signal by PVE rank, from the second experiment separating 6 signals.
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Independent Component 9 of 10 (PVE = 0.5%)
−
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Figure 16: The ninth signal by PVE rank, from the third experiment separating 10 signals.
4.4.2 Seasonal Cycle
The Seasonal Cycle is most clearly represented by the ﬁrst signal from each experiment (section 4.3) with the
signal shown from experiment 2 in ﬁgure 17 and its corresponding spatial maps for the year of 1961, in ﬁgure
20. Due to the ICA model ambiguity the signals may have the inverse sign of the climate process which they
represent, with the corresponding spatial maps also reﬂecting the inverse of the climate process.
Independent Component 1 of 6 (PVE = 82.51%)
−
4
−
2
0
2
4
1970 1980 1990 20001961
Figure 17: The ﬁrst signal by PVE rank, from the second experiment separating 6 signals.
The seasonal signal is identiﬁed by the hemispheric changes in temperature throughout the course of the
year. The warming in one hemisphere is synchronized with cooling in the other hemisphere. This see-saw
pattern in temperature allows us to link the ﬁrst component from all the experiments to the Seasonal Cycle.
Further evidence that the ﬁrst signals from the sets represent the Seasonal Cycle can be seen in their high
PVE values (Eg: 82.51 %), as we would expect the seasonal cycle to explain a large portion of the total
variance.
A mainly ocean based seasonal cycle was identiﬁed as the second signal from both the set of 4 and 6 signals.
The second signal from the set of 6 is shown in ﬁgure 18. The ocean based seasonal cycle was identiﬁed in
the set of 10 signals, but it appeared to be split amongst the second and third ranked signals. The largely
ocean based seasonal cycles generally show a 2 month shift behind the land based seasonal cycles of their
respective sets, and this shift is most likely due to the thermal inertia of the oceans (Meehl et al., 2007).
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Independent Component 2 of 6 (PVE = 4.22%)
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Figure 18: The second signal by PVE rank, from the second experiment using 6 signals.
In addition to these results, two 6 month cycles were found in the set of 6 signals. Both signals represent
an asymmetric part of the seasonal cycle which is probably caused by snow cover. As the snow cover takes
time to melt, it may be lengthening the spring warming eﬀect, which introduces asymmetry into the seasonal
cycle. The spatial maps from signal 4 indicate the eﬀect over the mid-latitudes, while the spatial maps from
signal 5 indicate the eﬀect over the high-latitudes. We show the fourth signal from the set of 6 in ﬁgure 19
and the corresponding spatial maps for a year in ﬁgure 22. As the results of the two signals are similar the
results for signal 5 are not shown.
Independent Component 4 of 6 (PVE = 2.15%)
−
4
−
2
0
2
4
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Figure 19: The fourth signal by PVE rank, from the second experiment using 6 signals.
None of the signals from the set of 4 showed the asymmetry of the seasonal cycle. While the signals from
the set of 10 showed only the high-latitude eﬀect in signal 4, with the mid-latitude eﬀect most likely split
amongst other signals.
43
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Figure 20: Spatial maps of IC 1 from the second Experiment and for the year 1961 (top left to bottom right).
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Figure 21: Spatial maps of IC 2 from the second Experiment and for the year 1961 (top left to bottom right).
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Figure 22: Spatial maps of IC 4 from the second Experiment and for the year 1961 (top left to bottom right).
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4.4.3 North Atlantic Oscillation
The North Atlantic Oscillation (NAO) as by Burroughs and Williams (2003, p55), is a climate process which
is characterised by a low pressure over Iceland and a high pressure over the Azores. When both the pressure
systems are strong, the NAO is deﬁned as being in its positive phase, and when they are weaker, it is deﬁned
as being in its negative phase. Its importance is attributed to the Westerly wind it deﬁnes, which during the
positive phase creates an air ﬂow that warms parts of Europe and Russia while cooling parts of Greenland.
During its negative phase, it shows the opposite aﬀects. The NAO climate index is the normalized pressure
diﬀerence between a stations in Iceland and the Azores . We use the extended version provided by Jones
et al. (1997)5.
Hurrell et al. (2003) shows that negative NAO phases occurred in the years 1936, 1940, 1969 and 1977,
and positive phases occurred in 1989 and 1990. As the data we have used overlaps with these time periods,
we examine the spatial maps for the negative phase in 1969 generated from the diﬀerent signal set sizes.
5NAO index: http://www.cru.uea.ac.uk/cru/data/nao/
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Figure 23: A negative phase of NAO showing the spatial maps for JFM of 1969. [top] Signal 4 from the set
of 4 [middle] Signal 6 from the set of 6 [bottom] Signal 7 from the set of 10 as per table 7. White regions are
beyond the temperature range of -5 to 5 °C.
Following the correlation of the signals to the popular climate indices, the spatial maps of the best matching
signals were then examined. The spatial maps in ﬁgure 23 show the last 3 months of the negative phase of
NAO in 1969. The best matching signals from the sets of 6 and 10 independent components show strong
anomalies over Baﬃn Bay, Northern Asia, and North America. The main diﬀerences between the signals
from the diﬀerent sets are that the spatial patterns vary in strength.
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The ﬁrst row of images in ﬁgure 23 shows the spatial maps for signal 4 from the set of 4 independent
components. The spatial maps do not show the strong patterns visible in the sets of 6 and 10 signals, and
additionally the absolute correlation value is lower than them. The reason for the weak patterns and the low
absolute correlation value may be due to the process being split over other components.
4.4.4 El Niño Southern Oscillation
Burroughs and Williams (2003, p141-158) describe the El Niño Southern Oscillation (ENSO) as the
interaction of the Southern Oscillation and SSTs across the tropical Paciﬁc. The El Niño and La Niña
events are deviations from the climate norm of ENSO and indicate periods of SST warming and cooling in
the tropical Paciﬁc respectively. The importance of ENSO is that El Niño and La Niña events are able to
have global consequences through its interaction with the Southern Oscillation. The index we have chosen
to use is the Niño 3.4 index by Trenberth and Stepaniak (2001)6.
A known period when ENSO was active was during the years of 1997 and 1998 when an El Niño event
occurred. The period to examine the El Niño event was chosen as October, November, and December (OND)
of 1997 as this is the time the spatial maps were most likely to represent ENSO.
Although the El Niño event occurred during the years of 1997 and 1998, the spatial maps for OND in
ﬁgure 24 from the set of 4 and 10 signals do not show many strong patterns. However signal 3 from the set of
6 shows patterns over Northern Asia and North America. This is interesting as the correlation value for signal
8 from the set of 10 was the highest out of all the sets. The spatial maps have not presented any evidence of
a temperature change over the central Paciﬁc Ocean, and therefore the linking of the components to ENSO
is diﬃcult other than by using the comparison to the index. Westra et al. (2010) showed similar results
when comparing 4 independent components against the Niño 3.4 index. They have showed that multiple
independent components can represent diﬀerent aspects of ENSO, and in their work the signals represent the
variability of ENSO in the tropics and extra-tropics.
6Niño 3.4 Index: http://www.cgd.ucar.edu/cas/catalog/climind/TNI_N34/index.html#Sec5
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Figure 24: The spatial maps of OND for 1997 during part of an El Niño event. [top] Signal 4 from the set of
4 [middle] Signal 3 from the set of 6 [bottom] Signal 8 from the set of 10 as per table 7. White regions are
beyond the temperature range of -5 to 5 °C.
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4.4.5 Antarctic Oscillation
The Antarctic Oscillation (AAO) as deﬁned by Gong and Wang (1999), is the diﬀerence of zonal mean sea
level pressure between 40°S and 65°S. The derivation of the index was based on the application of PCA to
their speciﬁed NCEP data. Contrary to this Marshall (2003) has argued that the NCEP data the index
was derived from, had errors at high latitudes. To solve this they developed a benchmark from which they
calculate a new index to represent the AAO. It is this index7 that we use to compare our signals to.
Carvalho et al. (2005) derived phases of the AAO, and showed that negative phases are associated with
El Niño and positive phases with La Niña events. One such event was the La Niña event from 1999 to 2000,
which occurred during the months of December, January, and February (DJF). It is during this period that
we examine our results to determine if our spatial maps show any pronounced patterns.
The spatial maps from the experiments during the La Niña period of 1999-2000 are shown in ﬁgure 25.
Signal 3 from the set of 4 shows a spatial pattern over the Antarctic during this period. However the spatial
maps from the other signals do not show any spatial patterns. The reason for this may be due to the splitting
of the AAO over multiple signals and so the correlations of the signals are low and their spatial maps poorly
present the spatial patterns associated with the process.
7AAO index: http://www.nerc-bas.ac.uk/icd/gjma/sam.html
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Figure 25: The spatial maps of DJF over 1999 to 2000 during part of a La Niña event. The spatial maps are
from [top] Signal 3 of the set of 4. [middle] Signal 3 of the set of 6. [bottom] Signal 8 of the set of 10.
4.5 Conclusion
We have created a series of spatial maps which show the spatial manifestation of the separated signals over
time. The spatial maps have been correlated against previously deﬁned climate indices, and also compared
to the climate processes already deﬁned in the literature.
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The ﬁrst ranked signal from all the experiments represented the Seasonal Cycle, which subsequently accounted
for a largest proportion of the variance (about 80%). A largely ocean based seasonal cycle was also identiﬁed
as the second signal in two of the three experiments. In addition to this signals 4 and 5 of the set of 6 showed
the eﬀect of snow cover on the seasonal cycle, as the signals were separated from the land based seasonal
cycle. This suggests that ICA is able to identify multiple diﬀerent climate processes.
We found that the spatial maps best represented the North Atlantic Oscillation (NAO), as two of the best
matched signals presented spatial patterns during a negative phase of the NAO. Their absolute correlations
were also the highest for the NAO index. The spatial maps did show their limited use when two of the
three best matched signals failed to show any meaningful spatial patterns during an El Niño event, and again
when two of the three best matched signals failed to show spatial patterns of the AAO during a La Nina event.
One reason that ENSO was not well represented by the spatial maps may be due to the use of non-normalised
data. In eﬀect, the non-normalised data has the largest variability in the high latitudes, while the tropics
have lower variability due to the dominance of the Seasonal Cycle in the higher latitudes. Therefore the
non-normalised data may have been focused away from where ENSO would have been manifested within the
spatial maps. Another reason that ENSO is not well represented, may be that the spatial maps may need
a high correlation to the index in order to contain spatial patterns that are representative of it. The reason
for the low correlation value may be due to the splitting of climate processes amongst several signals. The
eﬀect of this may be that the variance and the patterns associated with the process are also spread out over
the signals. So some of the signals may better match the index, while other signals may contain the spatial
patterns which are more representative of the climate process.
The spatial maps are also limited by the breadth of the literature. If no climate event can be found for
the climate index in the literature, then there is no beneﬁt to creating the spatial maps. Lastly as the focus
of the literature is on speciﬁc events when creating spatial maps, then any events lasting more than a few
months are diﬃcult to analyse using only a small number of spatial maps. We have also assumed that the
climate processes will always be manifested within our temperature data, which may not have been correct
to assume for the AAO.
Despite these limitations the spatial maps may rather be considered as another option to examine signals
with low correlations to previously deﬁned indices. This is because the spatial maps can provide the spatial
patterns of known events which may aid in the linking of a signal to a climate process when the temporal
correlation to the index failed to do. This may be beneﬁcial when the climate process is split over multiple
signals, with each signal only weakly matching the index. Lastly, as ICA was able to detect the shift in the
use of NCEP data in 1979 it may also be valuable for detecting other data inhomogeneities.
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5 Conclusions
The aim of this work was to determine the value of Independent Component Analysis (ICA) by examining
the ability of the spatial manifestations of its results over time, to identify climate processes (Eg: seasonal
cycle) associated with the variability of the atmosphere. This work builds onto the methodology established
by Wallace and Gutzler (1981). Whereby the understanding of a process is moved from pure theory, to a
process which is supported by evidence in data. This increases the support for both the understanding of
the process and for the method which was used to identify it.
The existing methods to identify climate processes have been successful in examining them within data
and have created a number of innovations to improve the robustness of the results and the interpretations of
them. We introduced ICA as an diﬀerent method which created non-Gaussian and statistically independent
patterns (signals) with which climate process could be identiﬁed.
5.1 Sensitivity of the Signals
One fundamental assumption of the climate processes is that the larger the percentage of variance explained
(PVE), the more important the process is. This is because the larger the PVE by a climate process the more
variability of the atmosphere it can be used to predict. Our contribution was to look at the sensitivity of the
signals in terms of their PVE when we changed the number of signals separated, and when we used random
values as the initial estimate of the signals.
We have shown that the PVE by the signals changes with a change in the number of signals separated
from the data, with the ﬁrst ranked (by PVE) signal gradually dropping in its PVE over a number of
diﬀerent sets. Westra et al. (2010) also showed that the results of ICA are sensitive to the number of signals
estimated to be in their data.
In mapping the similarity of the signals over a number of runs when using a random initial estimate of
them, we found that diﬀerent signals are more structurally stable than others. The prime example of this
was the ﬁrst signal in our experiments which was always stable. The second ranked signal was found to be
stable, but this was only the case in the set of 10 signals. However the remaining signals varied in their
stability, which further indicated that there was no direct relationship between PVE by the signals and
their stability. This suggests that within our data, after the ﬁrst ranked signal there is no direct relationship
between the PVE values and the stability of the remaining signals. Although the ﬁrst solution to the stability
results of the signals may appear to be in using a ﬁxed initial estimate, the other signals generated by the
initial random estimates may be just as equally valid. This raises the new question of how to analise diﬀerent
results which are all equally valid.
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There were some short comings with the analysis. Firstly, neither additional data sets nor time periods
were considered to perform ICA on and therefore the results presented are limited by the data and the time
period chosen. Secondly, as during the preprocessing steps some of the variance of the data was discarded,
additional information on some of the signals may have been lost which would have aided in our analysis.
5.2 Eﬀect on Spatial Maps
Westra et al. (2010) showed that the El Niño Southern Oscillation was represented by not one but rather many
signals in their work. This makes the attribution of the signals to the climate process diﬃcult, especially
when the signals only weakly correlate to previously deﬁned climate indices that are associated with the
climate process. Our contribution was to construct a series of spatial maps to aid in the linking of signals to
climate processes.
We found that the ﬁrst ranked signal from all the experiments represented the seasonal cycle over the land,
while the second ranked signal represented the seasonal cycle focused mainly over the ocean. The ocean
based seasonal cycle showed a two month shift behind the land based seasonal cycle which is most likely
due to the thermal inertia of the oceans (Meehl et al., 2007). Out of the remaining climate processes, the
spatial maps best represented patterns for the North Atlantic Oscillation. However they failed to represent
both the El Niño Southern Oscillation and the Antarctic Oscillation, with only one of the three best index
matching signals from diﬀerent sets showing spatial patterns at the time of an event. However, the latter is
not surprising as it may not have a large temperature manifestation.
The eﬀect on the spatial maps when using a diﬀerent number of signals resulted in both in diﬀerent correlation
values to indices and in diﬀerent spatial patterns presented within the spatial maps. This indicates that the
spatial maps were sensitive to changes in the number of signals separated. In terms of the sensitivity of the
spatial maps to changing the initial estimate of the signals, this was never explicitly examined. However by
examining the PVE changes observed from the mapping stability section, it is proposed that the changes in
the signals would result in diﬀerent correlations to the indices and that the spatial patterns within the spatial
maps would also change.
Although not a direct eﬀect on the spatial maps, the data change of NCEP to using full satellite data
in 1979 was reﬂected in two signals from diﬀerent sets. This may show an additional value in using ICA as
it was able to detect data inhomogeneities. The actual eﬀect of the data change was not further investigated
as it was assumed to be negligible in our work.
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A limitation of the spatial maps was that we used non-normalised data which emphasised the high latitude
regions and could have masked the tropical regions where ENSO could have been seen in the spatial maps. A
second limitation was that the identiﬁcation of the event in the spatial maps relied on there being documented
events, and that the signals would always capture them in their spatial maps. This may not have always
been true to assume. However, we have show that ICA can be valuable in identifying both climate processes
such as the ocean based seasonal cycle and in identifying data inhomogeneities.
5.3 The Limits of Independent Component Analysis
This section provides a summary of the comparison between ICA and other methods that could be used to
identify climate processes within data. It reviews the advantages of ICA compared to other methods, and
also examines the implementation problems that occurred.
The aim of using ICA was to separate signals from data, that were both maximally non-Gaussian and
independent of each other. By constraining the signals to be independent, the signals would only represent a
single climate process. In doing so, ICA would be able to overcome the mixing of climate processes within a
single component, that other identiﬁcation methods experienced. For example, both PCA and RPCA have
been shown in the literature, to mix climate processes within their extracted components. The beneﬁt to
using non-Gaussian signals is shown by Aires et al. (2000), who identiﬁed ENSO within their SST data using
ICA. Therefore this shows that climate processes with non-Gaussian distributions can exist in climate data.
Similarly, correlation maps and graph communities only examine lower order correlations, and therefore
they cannot maximise independence between non-Gaussian signals. The consequence of this is that both
maximally independent and non-Gaussian signals could not be found using former methods.
While ICA has a number of potential advantages when identifying climate processes, it still suﬀers from
a number of implementation problems. One of these problems was that the signals were found to be highly
sensitive to a change in the number of mixtures used (section 3.2). Even the addition of one mixture could
substantially change the distribution of the variance amongst the independent components. This problem is
not seen in PCA, where although deciding the number of components to keep is still dependent upon the
context, the resulting components are not eﬀected by the number of them that are retained.
Another problem experienced by ICA, is the dependency of the results upon the initial estimate of the
unmixing matrix (section 3.3). The concern is that we do not know if the spatial patterns identiﬁed in a
signal will still be present if we use another initial estimate. Without quantifying the dependency, this can
make it diﬃcult to determine the eﬀect on the association methods. However, this is not a problem for
correlation maps, where the results are robust. Furthermore, the dependency of the results on the FastICA
algorithm were not fully determined, and another implementation of ICA may have produced diﬀerent results.
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Lastly, during the association of signals to climate processes, ICA was shown to produce multiple signals
which could be associated to an individual climate process. This was advantageous in that they were not
associated to multiple climate processes, and therefore ICA was not mixing climate processes. However, with
ICA splitting some of the climate processes over multiple signals, an analysis problem similar to the mixing
problem was seen. Interestingly, this may suggest the existence of an ideal mixture size, whereby one signal
represents one climate process, neither mixing nor splitting climate processes. Additional research will be
needed to mitigate the problems of ICA, and reﬁne its role in identifying climate processes within data.
5.4 Future Work
Perhaps one further application of ICA could be to use it to solve part of the multi-model problem. The
current problem with using multiple models is outlined by Tebaldi and Knutti (2007). They state that models
may be simulating the climate correctly but through the wrong methods. The ﬁrst method is that the models
may be trained and tested on the same data and therefore they could appear artiﬁcially good at simulating
the present day climate. The second method they suggest is that the models may share components rather
than have unique components. In sharing the components some biases within the components may not be
canceled out and they can therefore be passed on to be reﬂected within the projections. The last method is
through an unrealistic equilibrium being established between climate processes from diﬀerent models. The
climate processes may be incorrectly simulated by the models, but due to the cancellation of their errors
amongst other models, the results are wrongly made correct.
We propose that ICA could be used to better understand the climate processes represented across models.
As we have shown in our work the seasonal cycle can be separated from data using ICA, thus it may also
be possible to extract the seasonal cycle from multiple models. As a start to solving the problem, we could
work backwards and using the mixing matrix, determine which models best represented the seasonal cycle.
The models could then be ranked according to their ability to represent the seasonal cycle. The importance
of the seasonal cycle is shown by Knutti et al. (2006), where they use it to determine the performance of the
models according to their sensitivity. As an additional aspect the use of the ocean seasonal cycle separated
by ICA may also provide insights into the behavior of climate processes and feedbacks over the ocean.
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