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1. INTRODUCTION
In this paper we apply a computer assisted method developed by Stof-
fer and Kirchgraber [7] and Stoffer and Palmer [8] to rigorously prove the
existence of chaotic behaviour in a differential equation modelling a dumb-
bell satellite moving on a Keplerian ellipse. The problem is described by a
second order time periodic differential equation.
This problem is considerably simpler than the three body problem treated
in [7]. In [7] we did not provide so–called validated bounds for some esti-
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mates needed, however. Our computations relied on what we call “realistic”
upper bounds. In this paper we offer validated bounds for the problem ad-
dressed and we therefore rigorously establish chaoticity. It is hoped that the
techniques developed here turn out to be useful also for more complicated
problems.
We consider a satellite with the shape of a dumbbell. It is composed of
two equal point masses connected by a rigid massless bar; see Fig. 1. It is
assumed that the motion takes place in a plane, which is taken to be the
x-y-plane of Fig. 1. Therefore the movement of the center of mass may be
described by polar coordinates r and ϕ. The angle ϑ between the axis of
the bar and the position vector of the center of mass determine the position
and the orientation of the dumbbell.
Equations of Motion
Using Lagrange’s method one derives the equations of motion. Because
the perimeter 2l of the satellite is very small compared to the radius r of
the orbit, we consider the limit l → 0. This leads to the following equations
of motion
r¨ − rϕ˙2 = − 1
r2
(1)
d
dt
(
r2ϕ˙
) = 0 (2)
ϑ¨+ 3
2
sin2ϑ
r3
= ϕ¨	 (3)
FIG. 1. The motion of a dumbbell satellite.
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Steady State Solutions
The equations of motion admit two steady state solutions. Given r = r0,
ﬁxed, let ϕ˙ = ϕ˙0 	= ±r−3/20 . Equations (1), (2) hold true and Eq. (3) is
reduced to
ϑ¨+ 3
2
sin2ϑ
r30
= 0	
This is the equation of the motion of a pendulum. It admits two equilibrium
solutions ϑ0 = 0 and ϑ0 = π/2. These equilibria correspond to uniform
rotation of the satellite around the earth and either of two ﬁxed angles of
the bar with respect to the position vector; see Fig. 2. Linearization reveals
that the choice ϑ0 = 0 is linearly stable, while the equilibrium ϑ0 = π2 is of
saddle type.
Angular Motion
Equations (1) and (2) just describe Keplerian motion. Using the well-
known solution formulae ϕ¨ can be computed. Equation (3) then reads
ϑ¨+ 3
2
sin2ϑ
r3
= −2e
√
1− e2 sinE
a31− e cosE4 	
Here a, e refer to the semi-major axis and the eccentricity of the satellite’s
orbital motion, respectively. E denotes the so-called eccentric anomaly and
is related to time t via Kepler’s equation. If we eventually use E as an inde-
pendent variable rather than t, we arrive at the following non-autonomous
(yet 2π-periodic) second order differential equation for ϑ
d2ϑ
dE2
− dϑ
dE
e sinE
1− e cosE +
3
2
sin2ϑ
1− e cosE = −
2e
√
1− e2 sinE
1− e cosE2 	 (4)
FIG. 2. The two steady state solutions.
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Interestingly, this equation depends only on one single parameter, the ec-
centricity e.
Recasting the second order equation as a ﬁrst order system and writing
x and t rather than ϑ and E, respectively, the problem reads
x˙= y
y˙ =−3
2
sin2x
1− e cos t +
e sin t
1− e cos t y −
2e
√
1− e2 sin t
1− e cos t2 	
(5)
For e → 0 Eq. (5) is a perturbed pendulum, i.e., a perturbed integrable
system. In this case chaos can be established using the Melnikov method;
see Manz [4]. For given ﬁxed values of e Eq. (5) is not amenable to pertur-
bation methods. It is for this type of problems that our computer assisted
approach was designed.
2. SHADOWING
In this section we state the key results of the scheme developed by Stoffer
and Palmer [8] and Stoffer and Kirchgraber [7] and brieﬂy describe the
procedure by which we establish a shadowing result.
Assume that a differential equation
x˙ = f t x (6)
is given with f 	  × 2 → 2, f being T–periodic with respect to t. We
denote the solution of (6) by ϕt t0 x0. We need carefully controlled ap-
proximations to ϕ. To this end we integrate the differential equation using
the Taylor method with suitably small step size. For our example we have
T = 2π. To approximate the time–T–map we choose K = 60 steps of length
h0 = T/60 = 0	1047 	 	 	 	
We replace the continuous system by a periodic discrete dynamical sys-
tem. To do so we consider the solutions of the system (6) at times tn = nh0,
n ∈ , and introduce the periodic sequence of maps Fn 	 2 → 2 deﬁned
by Fn 	 x → ϕtn+1 tn x. By our construction Fn+K = Fn. With respect to
this dynamical system an orbit is a sequence x = (xn)n∈ ∈ ∞2 with
xn+1 = Fnxn. We endow the plane 2 with the Euclidean norm whereas
in ∞ we use the sup norm. A δ–pseudo orbit is a sequence y = (yn)n∈
with (yn+1 − Fnyn)n∈ ≤ δ (the operator F 	 ∞2 → ∞2 is
deﬁned by
(
Fy)
n
= Fnyn ). A ρ–shadowing orbit of y is an orbit x with
x− y ≤ ρ.
The following is a key assumption in our approach to chaos. Assume
that we can compute two periodic pseudo orbits 	 	 	  uu u 	 	 	 and
	 	 	  v v v 	 	 	 consisting of blocks u and v, respectively, and approaching
a dumbbell satellite model 901
each other very closely. The lengths Nu and Nv of u and v are multiples of
K. With the help of u and v we may construct uncountably many pseudo
orbits by arbitrarily combining u and v. If the shadowing property can be
established it is not hard to show that the system admits the Bernoulli shift
as a subsystem. In this way chaotic behaviour in a well deﬁned sense is
established. For details see Stoffer and Palmer [8].
Let y be a pseudo orbit of the above type and assume a decomposition of
the errors of the form
yn+1 − Fnyu = dn +ϑn	
The sequence d = (dn)n∈ is known and describes the jumps from u to v
or vice versa while the sequence ϑ = (ϑn)n∈ describes the tiny unknown
discretisation and roundoff errors which are due to the fact that u and v
are computed numerically.
Theorem 1 (Shadowing Lemma). For n ∈  let n ⊂ 2 be open, Fn ∈
C1Lipn2 be injective, yn ∈ n and let An be a 2 × 2–matrix (approx-
imating DFnyn). Let the sequence Ann∈ be uniformly bounded. Assume
that the operator
L 	 ∞2 → ∞2
Lzn 	= zn+1 −Anzn
is invertible. For n ∈  let dn, ϑn ∈ 2 be such that yn+1 − Fnyn = dn +ϑn
with d = dnn∈ ∈ ∞2, ϑ = ϑnn∈ ∈ ∞2. Moreover, let ,
d, δ0, δ1 and M be positive constants such that the following estimates hold
L−1 ≤  (7)
L−1d ≤ d (8)
ϑn ≤ δ0 (9)
An −DFnyn ≤ δ1 (10)
DFnu −DFnv ≤Mu− v u v ∈ n (11)
for all n. If
 <
1
δ1 + dM +
√
2Mδ0 + 2δ1dM + dM2
(12)
the numbers
r0 =
2d +  δ0
1−  δ1 +
√1−  δ12 − 2Md +  δ0
r1 =
1−  δ1 +
√1−  δ12 − 2Md +  δ0
M
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satisfy 0 < r0 < r1. Finally, for some r∗ ∈ r0 r1 let Br∗ yn ⊂ n for all
n ∈ .
Then there is a r0–shadowing orbit x = xnn∈ of y. Moreover, there is no
orbit x˜ other than x with
x˜− y < r∗	
Proof. The proof is similar to that given by Stoffer and Kirchgraber [7]
for a slightly less general result.
The following two lemmas show how one may obtain estimates for L−1
and L−1d. As in [7] we (almost) triangularize the matrices An. For n ∈
 let Qn be an (almost) orthogonal matrix and Rn an upper triangular
matrix such that AnQn ≈ Qn+1Rn. Next introduce the following operators
in ∞2,
R 	 Rzn 	= zn+1 − Rnzn
Q˜ 	 Q˜zn 	=Qn+1zn
(13)
Lemma 2. Let Ann∈, Qnn∈, Rnn∈ be bounded sequences of 2× 2–
matrices and let LR Q˜ 	 ∞2 → ∞ 2 be deﬁned by Lzn 	=
zn+1 −Anzn and by Eq. (13), respectively. If there are nonnegative constants
δ2 and δ3 < 1 satisfying∣∣AnQn −Qn+1Rn∣∣ ≤ δ2 n ∈  (14)∣∣QTnQn − I∣∣ ≤ δ3 n ∈  (15)
if R is invertible and if R−1 satisﬁes
R−1δ2 <
√
1− δ3 (16)
then the operator L is invertible and the following estimates hold
L−1 ≤
√
1+ δ3√
1− δ3 − R−1 δ2
R−1
L−1d ≤
√
1− δ32√
1− δ3 − R−1 δ2
R−1Q˜−1d	
Proof. See Stoffer and Kirchgraber [7].
The next lemma provides estimates for R−1 and R−1Q˜−1d.
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Lemma 3. Let the operators Q˜ R	 ∞2 → ∞ 2 be deﬁned
by Eq. (13). Let the sequence Rnn∈ consist of blocks
(
Ru1 	 	 	  RuNu
)
and
(
Rv1 	 	 	  RvNv
)
of triangular matrices
Rui =
(
aui bui
0 cui
)
 Rvj =
(
avj bvj
0 cvj
)
	
Assume that there are numbers ηui > 0, i = 1 2 	 	 	 Nu, ηvj > 0, j =
1 2 	 	 	 Nv satisfying the following system of inequalities
• ηu1 = ηv1 ≥ maxcuNuηuNu cvNvηvNv + 1
• ηui+1 ≥ cuiηui + 1 i = 1 2 	 	 	 Nu − 1
• ηvj+1 ≥ cvjηvj + 1 j = 1 2 	 	 	 Nv − 1.
Similarly, assume that there are numbers ξui > 0, i = 1 2 	 	 	 Nu, ξvj > 0,
j = 1 2 	 	 	 Nv satisfying
• ξuNu ≥ 1/auNumaxξu1  ξv1 + buNuηuNu + 1
• ξvNv ≥ 1/avNvmaxξu1  ξv1 + bvNvηvNv + 1
• ξui ≥ 1/auiξui+1 + buiηui + 1 i = 1 2 	 	 	 Nu − 1
• ξvi ≥ 1/aviξvi+1 + bviηvi + 1 i = 1 2 	 	 	 Nv − 1.
(i) Then the following estimate holds
R−1 ≤ max
1≤i≤Nu1≤j≤Nv
{√
ξui 2 + ηui 2
√
ξvj 2 + ηvj 2
}
	
(ii) Let d = dnn∈ be given by
dn =

±u1 − v1 for those n at which the blocks
change from u to v or vice versa
0 else
and let
(
ru
su
)
= Qu1−1u1 − v1, and
(
rv
sv
)
= Qv1−1u1 − v1 . If there are
numbers ηui > 0, i = 1 2 	 	 	 Nu, ηvj > 0, j = 1 2 	 	 	 Nv satisfying
• ηu1 ≥ maxcvNvηvNv + sv cuNuηuNu
• ηv1 ≥ maxcuNuηuNu + su cvNvηvNv
• ηui+1 ≥ cuiηui  i = 1 2 	 	 	 Nu − 1
• ηvj+1 ≥ cvjηvj  j = 1 2 	 	 	 Nv − 1
and if there are numbers ξ
u
i > 0, i = 1 2 	 	 	 Nu, ξ
v
j > 0, j = 1 2 	 	 	 Nv
satisfying
• ξ
u
Nu
≥ 1/auNumaxξ
u
1  ξ
v
1 + rv + buNuηuNu
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• ξ
v
Nv
≥ 1/avNvmaxξ
v
1 ξ
u
1 + ru + bvNvηvNv
• ξ
u
i ≥ 1/auiξ
u
i+1 + buiηui  i = 1 2 	 	 	 Nu − 1
• ξ
v
j ≥ 1/avjξ
v
j+1 + bvjηvj  j = 1 2 	 	 	 Nv − 1,
then the following estimate holds
R−1Q˜−1d ≤ max
1≤i≤Nu1≤j≤Nv
{√
ξui 2 + ηui 2
√
ξvj 2 + ηvj 2
}
	
Proof. See Stoffer and Kirchgraber [7].
3. APPLICATION TO THE DUMBBELL SATELLITE PROBLEM
The purpose of this section is to show that the scheme developed in the
previous section applies to the dumbbell satellite problem introduced in the
ﬁrst section. To this end the eccentricity of the Keplerian ellipse is ﬁxed to
e = 0	3. We have computed two periodic pseudo orbits 	 	 	  uu u 	 	 	
and 	 	 	  v v v 	 	 	 of the periodic discrete dynamical system with periods
Nu = 1800 and Nv = 1260, respectively.
In Table I we give the blocks uˆ, vˆ of the two corresponding periodic
orbits 	 	 	  uˆ uˆ uˆ 	 	 	, 	 	 	  vˆ vˆ, vˆ 	 	 	 of the time–T–map rather than the
periodic discrete dynamical system. With respect to the time–T–map these
orbits have period 30, 21, respectively, and they approach each other very
closely: uˆ1 − vˆ1 = 0	781672 	 	 	 10−8. Since the differential equation (5) is
π–periodic with respect to x we choose the ﬁrst components of ui and vj
to lie in the interval 0 π. From the given data the periodic orbits may be
reconstructed to any desired precision. All the data and the programs used
to verify the statements in this section may be obtained from the authors.
We interpret the geometric meaning of the periodic solutions associated
with the blocks u and v. In Fig. 3 we plot the ﬁrst component, i.e., the angle
ϑ against the true anomaly ϕ of the Keplerian motion. For the periodic
orbit corresponding to u we ﬁnd for ϑϕ
ϑ30 · 2π −ϑ0
2π
= −30	
This means that in the rotating coordinate system the satellite rotates “in
the mean” with angular velocity −1. In physical space this corresponds to a
satellite that “in the mean” always points toward a star far away from the
central body. For the periodic orbit corresponding to v we have
ϑ21 · 2π −ϑ0
2π
= −20	5 	
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TABLE I
The Periodic Pseudo Orbits uˆ and vˆ of the Time-T -map.
uˆi vˆi(
2.492799, 0.696901
) (
2.492799, 0.696901
)(
0.012971, −1.493217 ) ( 0.012971, −1.493217 )(
0.902129, 0.970168
) (
0.902130, 0.970160
)(
1.975750, 0.661961
) (
1.975688, 0.661861
)(
0.827909, 0.438924
) (
0.827749, 0.438946
)(
2.832207, −1.624624 ) ( 2.834349, −1.627160 )(
0.257129, 1.493361
) (
0.275893, 1.529932
)(
2.445943, 1.575638
) (
2.031869, 0.952832
)(
0.271421, −1.588175 ) ( 0.536950, 0.671852 )(
2.830714, −1.536655 ) ( 2.752382, −1.210695 )(
1.297992, −0.259241 ) ( 0.300748, 0.378095 )(
2.194828, −0.891548 ) ( 0.649678, 0.788711 )(
3.133830, −1.415739 ) ( 2.550093, 1.227735 )(
0.672939, −1.252794 ) ( 0.510803, 1.218139 )(
2.688598, −1.647040 ) ( 2.471283, 0.128291 )(
2.792193, 1.527806
) (
0.947121, −0.470700 )(
2.327283, 1.513131
) (
0.090721, −2.034749 )(
0.532446, 0.699598
) (
1.994800, −0.080037 )(
2.751658, −1.210737 ) ( 0.666392, 0.330501 )(
0.300556, 0.378737
) (
2.612902, 1.197329
)(
0.649655, 0.788775
) (
0.570094, 1.198723
)(
2.550114, 1.227627
)(
0.510806, 1.218061
)(
2.471289, 0.128297
)(
0.947116, −0.470713 )(
0.090723, −2.034748 )(
1.994800, −0.080037 )(
0.666392, 0.330501
)(
2.612902, 1.197329
)(
0.570094, 1.198723
)
This may be interpreted as follows. “In the mean” the satellite performs
half a rotation around its own axis as it revolves 21 times around the central
body. In Fig. 4 we give a plot of the deviation from uniform rotation with
angular velocity −1.
To apply the scheme of Section 2 we need validated bounds for the quan-
tities δ0, δ1,M ,  and d. We describe how they are obtained (see Eqs. (7)–
(11) and Lemmas 2 and 3).
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FIG. 3. The angle ϑ for the blocks u and v.
The Computation of δ0, δ1
The solution of the differential equation (6) admits the following Taylor
expansion
ϕtn + h tn y = y +01h+ · · · +0p−1hp−1 +
+
∫ 1
0
1− sp−1
p− 1! ϕ
ptn + sh tn yds hp	 (17)
For our computations we have choosen p = 18. The coefﬁcients
0j = 0jtn y 	=
1
j!
dj
dtj
ϕtn tn y
may be computed recursively (see, e.g., Waldvogel [9]). We com-
pute the coefﬁcients with the INTLAB interval toolbox for MATLAB
(http://www.ti3.tu-harburg.de/˜rump/intlab/index.html). Doing so we get
intervals for the coefﬁcients 0j containing the exact values.
An interval inclusion for the remainder in formula (17) may be obtained
as follows. Assume that we dispose of an a priori estimate of the solution
ϕtn + h tn yn for h ∈ 0 h0, i.e., we assume that we have a set Dn of
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FIG. 4. The deviation of the angle ϑ from uniform rotation for the blocks u and v.
interval type for which ϕtn + h tn yn ∈ Dn for all h ∈ 0 h0. For the
derivative in the remainder Rp of Eq. (17) the following formula holds
ϕptn + sh tn y = ϕp
(
tn + sh tn + sh ϕtn + sh tn y
)
= p!0ptn + sh ϕtn + sh tn y	
This implies
Rp ∈ 0p
(tn tn+1Dn)hp	
With the help of the INTLAB toolbox it is straightforward to evaluate the
Taylor coefﬁcients 0j recursively at the intervals tn tn+1, Dn. We denote
the corresponding coefﬁcient intervals by 0˜1 	 	 	  0˜p. From Eq. (17) we
conclude
ϕtn + h tn yn ∈ yn +01h+ · · · +0p−1hp−1 + 0˜p hp	
Thus the interval
yn +01h0 + · · · +0p−1hp−10 + 0˜p hp0
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certainly contains the image Fnyn = ϕtn + h0 tn yn. This way we get
interval inclusions for Fnyn. Corresponding validated intervals for the Ja-
cobian are obtained by integrating the variational equation
w˙ = Dyf t ϕt tn ynw	
To obtain an a priori estimate Dn for the solution we proceed as follows.
Denote the interval (in 2) with center x and radius ε by Bεx 	= x1 −
ε x1 + ε × x2 − ε x2 + ε. We then set
Dn 	= yn +010 h0 + · · · +0p−10 hp−10  + Bε0
with ε = 0	0001. Since for the interval
En 	= yn +010 h0 + · · · +0p−10 hp−10  + 0˜p 0 hp0 
the inclusion En ⊂ Dn holds, we are done.
Applying this procedure to the dumbbell satellite problem with p = 18
yields
δ0 = 0	139037 	 	 	 10−11
δ1 = 0	773658 	 	 	 10−11 	
The Computation of M
We describe how we determine the constant M . For the relatively simple
equation under consideration it would be possible to solve the second varia-
tional equations in order to compute the second derivatives of the maps Fn.
Indeed, the second derivative D2yf of the vector ﬁeld has only one nonva-
nishing component. Yet we use a different method which seems applicable
in more complicated situations as well. We set p = 1 in Eq. (17) and take
derivative with respect to y
ϕtn + t tn y = y +
∫ t
0
f
(
tn + s ϕtn + s tn y
)
ds (18)
Dyϕtn + t tn y
= I +
∫ t
0
fy
(
tn + s ϕtn + s tn y
)
Dyϕtn + s tn yds (19)
D2yϕtn + t tn y
=
∫ t
0
fyy
(
tn + s ϕtn + s tn y
)[
Dyϕtn + s tn y
]2
ds
+
∫ t
0
fy
(
tn + s ϕtn + s tn y
)
D2yϕtn + s tn yds	 (20)
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For ε = 0	1 let y ∈ n 	= Bεyn and ϕtn + t tn y ∈ Dn for t ∈ 0 h0,
y ∈ n, where the a priori estimates Dn are obtained as before except that
y ∈ n and that the order is p = 3. Let the constants m1, m2 satisfy
sup
t∈0h0 y∈Dn
∣∣fytn + t y∣∣ ≤ m1
sup
t∈0h0 y∈Dn
∣∣fyytn + t y∣∣ ≤ m2	
We introduce functions M1, M2 as
M1t y 	=
∣∣Dyϕtn + t tn y∣∣
M2t y 	=
∣∣D2yϕtn + t tn y∣∣	
Taking norms in (19) we get
M1t y ≤ 1+m1
∫ t
0
M1s yds	
Gronwall’s Lemma implies
M1t y ≤ em1t 	 (21)
Taking norms in Eq. (20) we ﬁnd
M2t y ≤ m2
∫ t
0
M1s y2 ds +m1
∫ t
0
M2s yds
and with the estimate (21)
M2t y ≤ m2
e2m1t − 1
2m1
+m1
∫ t
0
M2s yds	
Again applying a version of Gronwall’s Lemma we obtain
M2t y ≤ m2
em1t − 1
m1
em1t 	
Since the right hand side is independent of y we get an estimate for M by
choosing t = h0
M = m2
m1
(
em1h0 − 1)em1h0 	
For our system we have
m1 = 4	38394 	 	 	  m2 = 8	57142 	 	 	
M = 1	80283 	 	 	 	
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The Computation of , d
We brieﬂy report the computations which lead to the estimates (7) and
(8). First we have to (approximatively) triangularize the matrices An. This
is done as described in Stoffer and Kirchgraber [7]. Applying Lemma 3 we
ﬁnd
R−1 ≤ 9223	99 · · ·
R−1Q˜−1d ≤ 0	612409 · · · 10−7	
Note that d = 0	781672 · · · 10−8 and hence R−1Q˜−1d  R−1 d
(our estimate for R−1 d is 0	721014 · · · 10−4). In order to apply Lemma
2 we have to compute the constants δ2 and δ3. We ﬁnd
δ2 = 0	217329 · · · 10−6
δ3 = 0	233146 · · · 10−14 	
Condition (16) is satisﬁed since
√
1− δ3 − R−1δ2 = 0	997995 · · · > 0.
Lemma 2 implies the estimates
L−1 ≤ 9242	52 · · · =	 
L−1d ≤ 0	613639 · · · 10−7 =	 d	
The right hand side of Condition (12) is found to be 425098	5 	 	 	 	 Thus
Condition (12) is safely satisﬁed. As to r0, r1 we have
r0 = 0	742604 · · · 10−7
r1 = 0	119953 · · · 10−3 	
This leads to the following main result.
Theorem 4. For every pseudo orbit y consisting of blocks u and v the
dumbbell satellite problem (5) admits a shadowing orbit 0	000 000 075–close
to y and there is no other orbit staying 0	000 11–close to y.
The following dynamical behaviour follows from Theorem 4. There is a
distinguished direction w in physical space such that the following holds.
Give the dumbell satellite an orientation. Choose an arbitrary sequence of
natural numbers
n1 n2 n3 	 	 	 	
Then there is a motion of the satellite with the following properties:
• During the ﬁrst 30 n1 revolutions the satellite points in the direction
of w, except for—large—oscillations.
a dumbbell satellite model 911
• After a transition phase of 21 revolutions the satellite points in the
direction opposite to w for 30 n2 revolutions (except for the oscillations).
• Again after a transition phase of 21 revolutions the satellite points
again in the direction of w for 30 n3 revolutions, etc.
Given the blocks u and v the total computation time leading to Theorem
4 is 231 seconds using a SUN–workstation Spark Ultra 10 (128 MB RAM,
300 MHz).
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