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     Abstract 
 
A model incorporating simultaneous superconducting and lattice instabilities has been studied in 
detail to estimate the nature of coupling and inter-play between them. The phase diagram is 
obtained in the temperature-filling plane at different values of the parameters of the model. It is 
found that a pseudogap develops in the distorted phase that inhibits the appearance of the 
superconducting transition. The superconducting instability is strongest for the regime of filling 
where the van Hove singularity in the 2D density of states is close to the chemical potential. The 
pseudogap, developed in the distorted phase, is a function of temperature via the temperature 
dependence of the distortion itself. Transport properties, namely resistivity and thermopower are 
found to be strongly dependent on the variations of the pseudogap.  
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1. Introduction: 
 
 The existence of a pseudogap in the electronic spectra of high-TC superconductor below a 
certain temperature is considered to be one of the most important features in the cuprates [1]. A 
dip-like structure in the density of states defines the pseudogap. Many experiments, like nuclear 
magnetic resonance (NMR) [2], angle resolved photoemission spectroscopy (ARPES) [3], 
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specific heat [4], electron-tunneling spectroscopy (ETS) [5], scanning tunneling spectroscopy 
(STM) [6] have provided ample evidence for a gap-like structure in the electronic excitation 
spectrum. All the high-TC cuprates have Cu-O plane as their common building block. In the 
absence of doping the CuO2 plane has strong antiferromagnetic correlation and the insulating 
antiferromagnetic state is converted into a metallic paramagnetic one with doping. It is believed 
that the antiferromagnetic correlation still persists in metallic state. The nearly 2D structure of 
Cu-O layer produces sharp van Hove  - like structure in the density of states (DOS). The 
structural transition from a tetragonal to an orthorhombic phase and the associated lowering of 
the symmetry has long been considered important in the high TC superconductors. The origin of 
the pseudogap in cuprates is still not well established although number of possible mechanisms 
have been considered based on any one of above features. It is assumed that residual 
antiferromagnetic correlation in doped system leads to a gap in the DOS, which is generally 
referred to as spin-gap [7]. Another model views the pseudo-gap as consequence of ‘precursor 
pairing ' where the formation of pairs occurs first and the phsae coherence is established at Tc 
[8]. An alternative to this view is ‘preformed pair’ at higher temperature and below the critical 
temperature they undergo Bose –Einstein condensation [9]. The resonance scattering by 
superconducting fluctuation is thought of as a possible origin for the pseudogap [10].  The 
existence of the charge density-wave initiated by van Hove – like singularity in the density of 
states is also considered as the source of this gap [11]. Assuming a simple model for gap in the 
excitation spectrum in normal state an interplay between gap and superconductivity has been 
examined by Nozieres and Pistolesi [12]. This model has recently been extended by considering 
the momentum dependence of the gap and the phase diagram for superconducting and pseudogap 
phase has been derived assuming a phenomenological T-dependence of the pseudogap [13]. Yet 
another possible origin of the pseudogap has been put forward based on the Jahn-Teller - like 
distortion [14]. The importance of structural distortion -- a characteristic feature of oxides (very 
strong distortion is known to occur in maganites) is borne out by the experimental facts [15]. The 
susceptibility to distortion depends on the carrier concentration. In underdoped systems 
distortion appears at higher temperature and the magnitude of distortion is large. The transition 
temperature for spontaneous distortion Tp decreases and appears to meet the superconducting 
transition temperature near optimal doping [15]. For overdoped compounds the distortion seems 
to vanish. The presence of distortion in these systems is found to reduce both transition 
temperature Tc and the superconducting order parameter [16]. When superconductivity sets in 
the growth of the distortion is either arrested or suppressed. The discontinuous change in thermal 
expansion observed in cuprates [17] can be related to the suppression of growth of distortion. In 
this article we present in detail results on pseudogap, transport properties and the phase diagram 
that follow from the proposed model [14].  
 
  
 
 
 
2. Model and calculations: 
 
We consider that the doped charge carriers reside in the CuO2 layer. The electronic states of a 
layer are normally described by a model with three states (two bonding states px and py of O and 
one d-state of Cu) [18]. However, it is also believed that the charge carriers are predominantly in 
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the p-state of O. So we assume a description of the CuO2 layer in terms of only the two oxygen 
p-states. In the high temperature phase the two states (px, py) are degenerate due to the 
symmetrical position of O. Any asymmetry will create different crystal potential which in turn 
remove the degeneracy of the state in unit cell. The distortion within the unit cell can lift the 
degeneracy. The existence of the spontaneous distortion depends on the competition between the 
lowering of the electronic energy and the increase in elastic energy.  Superconductivity will be 
affected in presence of distortion. The model Hamiltonian to describe the existence of distortion 
and its interplay with superconductivity within this two-state model can be written as [14] 
 
PHHH += 0                            
where  Ho  is the effective one-electron Hamiltonian. 
 
H0= ( ) ∑∑∑ +++ +++
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Here α represents the orbital (x,y) and i  and j denote the sites. The site energy εpα is different for 
different orbitals the in presence of distortion in Cu-O cell (Fig-1). The site energy of the orbital 
will increase  (decrease) due to elongation (compression) of the axis and can be approximated as 
εpα = εpα
o
 ±(∂εpα//∂ e) e  ≈ εpαo ± G e  ,G being the electron–lattice interaction strength. The 
nearest neighbour hopping integral between px and py oxygen orbital is represented by t, and t' is 
the next nearest neighbour hopping mediated through d-orbital of the Cu atom. The Hamiltonian  
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represents retarded pairing interaction of the BCS type between the same as well as different  p-
orbitals with pairing potentials given by gkk'
' , 'αα ββ
.
  
It is assumed that the pairing strength is finite over a cut-off energy Ω about the Fermi level. 
Using the BCS mean-field approximation for Hp the total Hamiltonian reduces to 
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where 
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The coupled Hamiltonian is quadratic in electron operator and is solved in the broken symmetry 
state using standard methods leading to the set of four equations for the Green functions 
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Where Ai, are the spectral weights   
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The coupled gap parameters are given by, 
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Assuming the following symmetries of the interaction parameters gαα,α′α′ on physical grounds 
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The equations for ∆ and ∆3 take the following form         
  
                ∆ = − [∆ F1 + ∆3 F2]     
                                                                                                                 (10) 
                ∆3 = − [∆ F4+ ∆3 F3] 
 
Where F1 … F4  are given by, 
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The expressions for F3  and F4  are obtained replacing of g 1 by g 2 in F2 and F1 respectively. 
 
 
The equilibrium value of strain is determined from the minimization of the free energy 
[ ] 2
2,1 2
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equation for the strain e, 
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The chemical potential (µ) is determined by the number of electrons  
 
 ∫= εεερ dfn )()(                                                            (12)          
 
where )(εf is the Fermi function. Eqns. (10-12) are the coupled equations to be solved self-
consistently for superconducting gap, distortion and chemical potential. The electronic density of 
states ρ(ε) is obtained from the imaginary part of the Green functions with equilibrium values of 
∆ , ∆3 and e obtained from the above equation at different temperatures. A finite distortion leads 
to psedogap in density of states. The interplay between superconductivity and distortion is then 
determined by self-consistent solutions of the above coupled equations (10,11). 
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3. Result and Discussions 
 
 
3.1 Pseudogap in the normal state 
 
In the normal state  (∆=∆3 =0) the equation  (11) for distortion reduces to 
     ∑
−+
−+
−
−
=
kC
G
ωω
βωβω )2tanh()2tanh(21
2
                                                          (13) 
with energy dispersion iω  given by  
 
2
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In the limit t’ >> t eqn. (13) becomes  
 
 δ  =  Ge = [ ]∑
−+ βε−βε
kC
G )2tanh()2tanh(            (14) 
This is the result of band Jahn-Teller effect for two-fold degenerate in eg orbitals obtained earlier 
[20]. In this case orbital degeneracy is removed by distortion and can create a gap in DOS for δ > 
bandwidth. Here in all cases the values are normalized by 1eV. The distortion creates a gap δ in 
the DOS, due to the removal of orbital degeneracy of the two-fold degenerate eg band. In the 
other limit t' << t, a situation assumed to prevail in HTSC oxides, the existence of the energy gap 
depends crucially on t'. The spontaneous strain at T = 0 appears when the parameter G2/C is 
greater than a critical value which depends on t′ and carrier concentration (Fig.- 2). The critical 
value is obtained via eqn. (13) from the condition that the transition temperature Tp goes to zero. 
The critical value of G2/C is least for the system with the Fermi level (EF) lying at the maximum 
of the DOS in the undistorted phase. With smaller values of t' the lower limit of the critical value 
goes down. For other values of concentration, when the Fermi level shifts from the peak position 
of DOS, the critical value increases sharply from its lowest value. This is related to the sharp 
variation of the DOS around its maximum. The lowering of electronic energy is a strong function 
of the availability of electronic states around EF in the undistorted phase. In the presence of 
spontaneous distortion the density of states around EF is decreased compared to that in the 
undistorted phase and the parameter δ is a measure of pseudogap in the DOS. Referring the 
system as optimally doped   (no) when the EF is at the maximum of DOS the variation of δ with n 
around no is depicted in Fig.3. For underdoped system with n < no, δ increases and passes 
through a maximum which shifts towards lower values as the parameter G2/C goes up. For 
overdoped case δ decreases monotonically with n. This asymmetrical relation of δ with n results 
from the finiteness of t' and the maximum of δ tends towards no as the magnitude of t' goes 
down. The thermal variation of δ is obtained from eqns. (12) and (13). At low temperature it falls 
slowly and vanishes sharply at the transition temperature Tp (Fig. 3 inset). The dependence of Tp 
on carrier concentration n is shown in Fig. 4a. The arrow refers to the system for no for t'/t = 0.1 
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and 0.25. The maximum value of Tp occurs at n < no for both cases. With reduction of t' the 
difference between no and n for maximum Tp is lowered. We note that Tp, like δ (T = 0), is a 
maximum for n = no in the absence of t'. The transition temperature is a strong function of 
parameter G2/C (Fig. 4b) particularly for n < no. 
 
The DOS )(ερ is easily obtained from the imaginary part of the Green function. The delta 
functions thus appear have been replaced by Gaussians with a constant width τ -1 in the 
numerical calculation. The DOS in undistorted phase has van-Hove like structure whose position 
depends on the relative values of t'/t. As t′ increases from zero the position of peak shifts from 
zero towards band edge and returns back at higher value of t'. The pseudogap structure in the 
DOS for different T is displayed in Fig. 5 for t'/t = 0.25 and n = 2. The depth of pseudogap is 
found to be sensitive function of t', n and G2/C. The pseudogap turns into a real gap at low 
temperature for underdoped system with a smaller value of the next neighbour hopping and/or a 
larger value of electron-lattice interaction. The consequences of this temperature-dependent 
pseudogap in the DOS on the transport properties are examined below.  
 
 
3.2 Transport Properties 
 
The electrical conductivity is calculated from the current-current correlation function 
 
ττσ djj xxxx ∫= )0()(          (15)  
       
 
where  the current density operator jx is given by  
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The first term is the contribution from nearest neighbour hopping and the second term comes 
from inter-orbital hopping.  
 
The expression for the conductivity σ can be recast in the form 
 
)()( ε
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δ
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where the conductivity function L(ε) can be expressed in terms of the spectral functions Aαβ = 
Im Gαβ ,  
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Thermoelectric power S can also be expressed in terms of L(ε) 
 

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
−
−−
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The resistivity and thermopower have been obtained numerically assuming a constant electronic 
relaxation time τ. Fig. 6 shows the resistivity (ρ) vs. temperature for different electronic 
concentration with G2/C = 0.18 and t'/t = 0.25. These concentrations are chosen so that the Fermi 
level in the undistorted phase lies close to the maximum of the DOS. At high temperature T > Tp, 
ρ is metallic in nature (dρ/dT >0) and is dominated by a linear temperature dependence. 
Resistivity changes from metallic to semiconductor - like below Tp (21) and passes through a 
peak as T is lowered. The peak value and its position depend on the amount of distortion that in 
turn depends on the carrier concentration. For low carrier concentration resistivity increases 
sharply below Tp, in tune with the sharp decrease of the DOS around the Fermi level. As 
distortion saturates at low temperature thermal variation of resistivity slows down. The system 
then behaves as a poor metal with low density of states at the Fermi level. However, for a real 
gap, the resistivity increases almost exponentially at low T.  For T ≤ Tp, the relative excess 
resistivity [ρ(Τ)−ρ(Τp)] /ρ(Tp) ≈ [(Τp−Τ)/Τp]0.5 (Fig. 6 inset). The temperature region where the 
resistivity is semiconductor-like shrinks as more carriers are introduced in the system. 
 
The thermoelectric power for different concentrations and same set of parameters has been 
obtained. Due to the factor (ε−µ) and sharply varying Fermi-window (∂f/∂ε) energy dependence 
of the conductivity function around the Fermi level plays a crucial part in determining both the 
sign and the magnitude of thermopower. The energy level structure of L(ε) results from the  k-
dependence of  energy dispersion . Thermopower S passes through a broad maximum (Fig. 7). 
With increase in carrier concentration the maximum value of S comes down and the temperature 
where this maximum appears shifts towards lower values. 
With the onset of distortion at Tp the thermopower increases. There is a cross-over from hole-like 
to electron-like with increase in temperature, and the cross-over temperature depends on the 
doping level. At high temperature, the thermopower is negative and diffusive in nature. In the 
other extreme T→0, S approaches zero in a linear fashion.   
 
 
3.3 Mutual influence of pseudogap and superconductivity 
 
The coexistence of the Jahn-Teller like distortion or charge-stripe and superconductivity is 
examined by solving the coupled equations (10-12) in a self-consistent manner. Among the 
pairing interaction parameters g, the intra-orbital interaction g1 is assumed to be larger than the 
g's where two different orbitals are involved. For numerical calculation we take the pairing 
strengths g1=0.35eV, g2=0.5g1 and g3=0.25g1, the cut-off energy for pairing Ω=0.1eV. 
Fig.8 depicts the thermal variation of strain δ for different hole concentration (n) with a fixed 
value of G2/C =0.18, t'/t =0.25 and normalized by the bandwidth 4t=1eV. It is seen that the 
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growth of δ is arrested with the onset of superconductivity at Tco (δ =0) and the extent of 
lowering of δ at T<Tco is more as Tco increases. The maximum value of strain is reached at the 
SC transition temperature Tco for all doping. Beyond a concentration that depends on the value 
G2/C and the pairing strengths (g's) the distortion is completely suppressed (Fig.8). Below Tc, SC 
gap and distortion compete with each other and the strain decreases, however the super-
conductivity co-exists with distortion within a certain region of parameter space. Within 
coexistence region superconducting gap parameters are also diminished due to finite pseudogap 
(Fig.9). The extent of reduction compared to that in undistorted phase is large for higher value of 
Tp. We note that the qualitative thermal behaviour of superconducting order parameter remain 
essentially same.  
 
The phase diagram for coexistence is shown in Fig. 10 for the above set of parameters. The 
superconducting transition temperature Tco increases with n and attains a maximum value at a 
concentration no, which can be termed as the optimal concentration. Over this region of n, Tp 
varies slowly and meets Tc near n = no. The variation of Tp depends strongly on next neighbour 
hopping t'. In presence of distortion the superconducting transition temperature is reduced in 
comparison to the situation where δ=0 (dashed line). This is due to the fact that the pseudogap 
removes a number of electronic states from the Fermi level, and this in turn reduces number of 
states available for pairing. As the extent of such reduction is more for higher values of δ, TC 
(δ≠0) is much reduced for the underdoped system. We note that the distorted phase in our model 
has a concomitant diagonal charge-stripe order as well. The local density of charge along the 
diagonal direction alternates in magnitude leading to this order naturally. For the overdoped case 
n > no, this charge-stripe order disappears in conformity with the experimental observations [22]. 
The optimum doping concentration and the phase diagram are strong functions of values of the 
parameters. The qualitative nature of the phase diagram is in tune with experimental situation [1] 
and theoretically obtained [13, 23]. Within the co-existence region the density of state at low 
temperature has interesting structure as illustrated in Fig.11. The curve (a) and (c) correspond 
respectively superperconducting state with no distortion and normal state with pseudogap at low 
temperature. The DOS in normal state (c) has broad dip around the Fermi level. In the 
superconducting state with δ=0 (a) a gap of magnitude ∆1−∆3 appears across the Fermi level and 
another gap -like structure of magnitude ∆1 +∆3. These features also persist within the co-
existence region (b) albeit with smaller magnitude as superconducting order parameters are 
reduced. The peaks symmetrically located at extreme are the result of interference effect of 
pseudogap and superconductivity. Recent experimental results seem to suggest similar features 
in DOS [24]. 
 
 
4. Conclusion: 
 
A model for the structural distortion and superconductivity in the Cuprates is proposed. It is 
based on the idea that the on site energy of p-level of the Oxygen atoms changes due to the 
increase or decrease of ligand potential in the presence of orthorhombic distortion thereby 
gaining a net energy through the decrease of electronic energy over the increase in elastic energy. 
This process removes the two-fold degeneracy of the p-level in the CuO2 unit cell. The strain can 
create an energy gap or a pseudogap where the DOS has a vH singularity. The existence of strain 
also produces a stripe charge order along the diagonal direction. In the presence of a pseudogap, 
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the resistivity and thermopower show a typical metal to semiconductor transition, which is 
consistent with the experimental observations [21], which suggest that this upturn of resistivity 
below Tp arises due to the formation of stripes. In the Cuprates the charge stripe and 
superconducting order co-exist, though they compete with each other. Such a region of co-
existence is also reproduced in our model. The extent of this co-existence region strongly 
depends on the electron-lattice interaction parameter and the superconducting pairing potential.  
The electron correlation effects are not discussed here. Further more the influence of structural 
distortion on SC parameter with different pairing symmetry, such as d-wave symmetry will be an 
interesting study.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 11 
 5. References 
  *e-mail: indira@phy.iitkgp.ernet.in 
[1]. Tom Timusk and Bryan Statt, Rep. Prog. Phys. 62 (1999) R61. 
[2]. W. W. Warren, R. E. Walstedt, G. F. Brennert, R. J. Cava, R. Tycko, R. F. Bell and G. 
Dabbagh: Phys. Rev. Lett. 62 (1989) 1193; M. Takigawa, A. P. Reyes, P. C. Hammel, J. 
D. Thompson, R. H. Heffner, Z. Fisk and K. C. Ott: Phys. Rev. B 43 (1991) 247; M. H. 
Juilen, P. Carretta, M. Horvatic: Phys. Rev. Lett. 76 (1996) 4238; H. Yasuoka, S. Kambe, 
Y. Itoh and T. Machi: Physica. B 199&200 (1994) 278; K. Ishida, K. Yoshida, T. Mito, Y. 
Tokunga, Y. Kitaoka, K. Asayama, Y. Nakayama, J. Shimoyama and K. Kishio: Phys. 
Rev. B 58 (1998) R5960. 
[3]. H. Ding, T. Yokoya, J. C. Campuzano, T. Takahashi, M. Randeria, M. R. Norman, T. 
Mochiku, K. Kadowaki and J. Giapintzakis: Nature. 382 (1996) 51; A. G. Loeser, Z. X. 
Shen, D. S. Dessau, D. S. Marshall, C. H. Park, P. Fournier and A. kapitulink: Science. 
273 (1996) 325. 
[4]. N. Momono, T. Matsuzaki, T. Nagata, M. oda and M. Ido: to be published in J. Low. 
Temp. Phys. 
[5]. H. J. Tao, Farun Lu, and E. L. Wolf, Physica C 282-287, 1507 (1997). 
[6]. Ch. Renner, B. Revaz, J. Y. Genoud, K. Kadowaki and Q. Fischer: Phys. Rev. Lett. 80 
(1998) 149. 
[7]. A. Kumpf and J. R. Schriffer. Phys. Rev. B. 41 (1990) 6392, D. Pines Z. Physics B. 103 
(1997) 129. 
[8]. V. J. Emery and S. A. kivelson. Nature (London) 357 (1997) 434. 
[9]. P. Noziers and S. Schmittrink. J. Low. Temp. Phys. 59 (1985) 195, M. Randeria. Cond-
mat/9710223. 
[10].  Y. Yanase and K. Yamada. J. Phys. Soc. Jpn. 68 (1999) 2999. 
[11]. C. Balseiro and L. Falicov. Phys. Rev. B. 20 (1979) 4457; R. S. Markiewicz, C. Kusku 
and V. kidambi, cond-mat/9807068.  
[12].  P. Nozieres and F. Pistolesi, Eur. Phys. J. B 10 (1999) 649. 
[13].  L. Benafatto, S. Caprara and C. Di Castro, cond-mat/0002250. 
[14]. S. K. Ghatak, A. Taraphder, Physica C, 311 (1999) 273. 
[15]. B. Dabrowski et al., Physica C, 217 (1993) 455; B. Dabrowski, Z. Wang, K. Rogacki, J. 
D. Jorgensen, R. L. Hitterman, J. L. Wagner, B. A. Hunter, P. G. Radaelli and D. G. 
Hinks, Phys. Rev. Lett. 76 (1996) 1348, J. B. Torrance et al. Phys. Rev. Lett. 61 (1988) 
1127. 
[16]. Tatsuo Goko, Fumihiko Nakamura and Toshizo Fujita, Jn. Phys. Soc. Japan, 68 (1999) 
3074.   
[17].  M. Lang, R. Kursh, A. Granel, C. Geibel, F. Steglich, H. Rietschel, T. Wolf, Y. Hidaka, 
K. Kumagai, Y. Maeno and T. Fujita. Phys. Rev. Lett. 69 (1992) 482. 
[18].  P. Entel and J. Zielinski, Phys. Rev. B. 42 (1990) 307. 
[19]. I. Chaudhuri, S. K. Ghatak, A. Taraphder, Physica C 315 (1999) 166. 
[20]. S. K. Ghatak, C. Tanous, D. K. Ray, Phys. Rev. B 18 (1978) 5379. 
[21]. N. Ichikawa, S. Ucdida, J. M. Tranquada, T. Niemoller, P. M. Gehring, S. H. Lee, and J. 
R. Schneider, cond-mat/9907228. R. S. Gonnelli, A. Morello, G. A. Ummarino, D. 
Daghero, L. Natale, V. A. Stepanov, Francesca Licci and G. Ubertalli, cond-mat/0003100. 
[22]. A. Mourachkine, cond-mat/9810161. 
[23]. H. Ghosh, S. N. Behera, S. K. Ghatak, D. K. Ray, Physica C 274 (1997) 107. 
[24]. V. M. Krasnov, A. Yurgens, D. Winkler, P. Delsing and T. Claeson, cond-mat/0002172. 
 12 
 
6. Figure Captions 
 
Fig 1. Unit cell of CuO2 with the directions of hopping t and t' indicated. 
 
Fig 2. Critical value of electron-lattice coupling strengh (G2/C) vs concentration n for different 
values of t'/t. 
 
Fig 3. The strain (δ) at 0K as a function of electron concentration (n) for various electron-lattice 
coupling strength (G2/C) at t'/t=0.25. The inset shows thermal variation of strain for G2/C=0.18. 
 
Fig 4a. The structural distortion transition temperature (Tp) vs. filling factor for t'/t=0.1(solid) 
and 0.25(dashed), but same value of G2/C=0.14. The straight arrow for t′/t=0.1 (curl for t′/t=0.25) 
indicate that concentration for which the corresponding EF is very close to the van-Hove 
singularity in the DOS. 
 
Fig 4b. Tp as a function of G2/C for various values of concentration. 
 
Fig 5. Density of states (DOS) as a function of energy for different values of temperature, the 
dash line for T=0, solid line for T/Tp=0.5 and dotted line for T/Tp=1 and n=2.0 (half-filled) 
 
Fig 6. Resistivity vs temperature for different concentration for G2/C=0.18 and t′/t=0.25. The 
change in ln((ρ(T)-ρ(Tp))/ρ(Tp)) with ln((Tp-T)/Tp) in the semiconductor region of the resistivity 
curve is shown in the inset of this figure for different concentration. 
 
Fig 7. Thermoelectric power vs. temperature for different concentration at G2/C=0.18 and 
t′/t=0.25. 
 
Fig 8.  Thermal variation of strain for different concentration in presence of superconductivity is 
shown in this figure. The strain gets completely suppressed for some concentration (n=2.48). 
 
Fig 9.  Two Solid (dashed) curves represent the variation of superconducting order parameters ∆1 
and ∆3 with temperature for δ ≠ 0 (δ=0) 
Fig 10. Phase diagram for superconducting and pseudogap states. The solid (dash-dotted) curve 
represents the superconducting Tc (TCO) δ≠ 0 (δ= 0) vs carrier concentration n. The dashed curve 
represents the variation of Tp with concentration in the normal state. 
Fig 11. (b) Displays the DOS for coexistence state, shifted vertically 8.5 units,  (a) DOS for 
superconducting state (δ= 0) and (c) for normal state, moved vertically 14 units for comparison. 
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