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Abstract—With the emergence of large-scale data-intensive
high-performance applications, new I/O challenges appear in
the efficient management of petabytes of information in High-
Performance Computing (HPC) environments. Data manage-
ment environments must meet the performance needs of such
applications, represented by various Quality-of-Service (QoS)
metrics such as desired bandwidth, response time guarantee, and
resource utilization. Traditional high-performance management
platforms are facing considerable challenges regarding flexibility,
as well as the need to address a variety of QoS metrics
and constraints. To tackle these challenges, a Software-Defined
approach is considered promising, and various prototypes have
already been deployed in Cloud-based data centers. In this paper,
we investigate the idea of utilizing a software-defined approach to
provide I/O QoS provisioning for HPC applications. We identify
the key challenges towards the high degree of concurrency and
variation in HPC platforms, and propose a series of novel designs
into the general software-defined approach in order to deliver
our goal. Specifically, we introduced a borrowing-based strategy
and a new M-LWDF algorithm based on traditional token-
bucket algorithms to assure a fair and efficient utilization of
resources for HPC applications. Due to the lack of software-
defined frameworks in current HPC platform, we evaluated our
framework through simulation. The experimental results show
that our strategies make a significant improvement upon the
general HPC frameworks and lead to clear performance gain
for HPC applications.
I. INTRODUCTION
Application I/O performance is a critical design concern
for HPC frameworks. However, the advent of petascale com-
puting for modern HPC applications is leading to enormous
concurrencies in HPC frameworks. This new trend of growth
in size, complexity of data and concurrencies for HPC appli-
cations has created tremendous challenges for the application
I/O performance. Because of this, new HPC management
frameworks are in demand for addressing concerns originating
from the performance needs of such applications. Traditional
HPC management frameworks face considerable challenges
regarding the performance requirements of such applications
(e.g., response time, resource utilization, desired bandwidth,
and other QoS metrics). However, satisfying the performance
needs of applications (i.e. QoS requirements) is critical to
support efficient and scalable performance. To the best of our
knowledge, no flexible and programmable HPC framework
exists that ensures application QoS requirements.
Motivated by these considerations, we design and produce
an HPC framework that supports QoS provisioning for HPC
applications using a software-defined approach. We call this
framework the Software-Defined QoS Provisioning (SDQPro)
framework for modern HPC Applications. Our goal in this
effort is to provide an efficient, programmable, and flexible
software-defined HPC framework that satisfies the perfor-
mance needs of modern HPC applications. In fact, this paper
answers the question of which applications should wait and
which ones can use the shared HPC framework to meet all
applications QoS requirements. The goal of QoS in this context
is to allocate bandwidth among multiple HPC applications
in such a way as to provision the desired bandwidth for
each of them. In our framework, if any changes occur in the
applications QoS requirements, we do not necessarily need to
re-configure thousands of devices; instead, by re-configuring
a centralized software, other devices will be automatically
notified. The literature offers numerous solutions that address
applications I/O requirements (e.g., see [1], [2], [3], [4]). For
example, many efforts towards these goals have been done
in [1], by designing the Bigtable, which provides the dynamic
control over data management. However, this dynamic control
is not as flexible as our software-defined approach.
In this paper, we identify and formally define the problem
of QoS provisioning for HPC applications using a software-
defined approach. To this end, two major software-defined
components, the data plane and the control plane [5], [6], [7]
are added to the traditional HPC storage management system
to adaptively deal with I/O operations of today’s applications.
Typically, the data plane is used to collect I/O requests
from entire applications and to classify them into appropriate
dedicated queues based on their I/O headers. The centralized
control plane monitors and controls the entire framework
to make decisions of whether the applications are able to
obtain their specified bandwidth; or still get appropriate shares
of the bandwidths even the storage systems are overloaded.
A token-bucket and borrowing-based algorithm is used to
assure a certain level of resources per application. Such a
framework enables the HPC management system to address
the high-bandwidth, dynamic nature of today’s applications
and involves managing storage devices by setting policies
of how and in which order they can be used to ensure the
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desirable performance needs per application. Intuitively, the
centralized control plane, based on the global view of the entire
system, makes the decisions of which applications should wait
and which one can use the shared storage systems to meet
application QoS requirements.
Finally, we evaluate our framework within a simulated
environment and use synthetic benchmarks to validate our
proposed framework. The evaluation results demonstrate that
by using the software-defined framework, applications are
either able to obtain their specified bandwidth if possible, or
still get appropriate shares of the bandwidths, even the HPC
storage systems are overloaded.
The contributions of this research study are threefold:
• Our primary contribution is to identify the architecture of
an HPC framework with the ability of QoS provisioning
for HPC applications using a software-defined approach;
• The second contribution of this work is achieved from
the performance gains offered by the centralized control
plane [7] which motivated us to use this approach for
storage management frameworks;
• Our third contribution is to develop the policy enforce-
ment component to dynamically configure the overall
framework to the QoS requests of applications.
The rest of this paper is organized as follows: Section II
presents motivation and background needed for this study,
typical HPC architectures and their existing challenges, and
description of software-defined QoS-aware frameworks, along
with more detailed discussion of their major components. In
Section III, our Software-defined QoS- aware algorithm for
HPC applications is discussed in detail. Section IV describes
the evaluation and results of this study. In Section V, we
discuss the related works, and then we conclude our approach
in Section VI.
II. BACKGROUND AND TERMINOLOGIES
This section introduces required background and terminolo-
gies for this study. At first, a typical HPC architecture is
described as a fundamental HPC framework used for this
study. Then, existing challenges in dealing with application
I/O requests in typical HPC frameworks are explained in
detail. Afterwards, our software-defined storage framework, its
terminologies, and major components are explained in detail.
A typical HPC framework has three major components:
compute nodes, a communication network, and distributed
storage servers. The compute nodes are typically responsible
for running and computing multiple processes from different
parallel applications. Another HPC component is the commu-
nication network, which is used to connect compute nodes to
the distributed storage servers. Distributed storage servers store
file data on one or more object storage target (OST) devices.
We use this architecture as a fundamental framework for our
design.
A. Applications I/O in HPC
As each application requires I/O requests from different
shared storage servers, the major challenge in the typical
HPC architecture and implementation is to deal with appli-
cations’ I/O performance. Because of this, application I/O
plays a critical role on the performance of current generation
HPC systems. In addition, the performance mismatch between
the compute nodes and applications I/O requests of today’s
HPC systems has made I/O a critical bottleneck for HPC
applications. This paper attempts to bridge this increasing
performance gap by adding dedicated software to adaptively
deal with applications I/O.
1) Challenges: The typical HPC framework has two major
challenges while handling application I/O requirements, and
this study attempts to address both of them. These challenges
are listed below.
a) Unbalanced I/O requests: HPC applications often
perform I/O in an unbalanced way, which can cause a problem
for the fair sharing of bandwidth among shared storage servers.
For example, Fig. 1 illustrates an example of this situation. For
simplicity, only one application is considered in this example.
It issues unbalanced I/O requests from different compute nodes
hitting different storage servers. As the figure shows, this
application issues a total amount of 300 MB/s of unbalanced
I/O requests from the storage servers while the total physical
bandwidth (BW) limit for each storage is 120 MB/s.
Application
175 MB/s 25 MB/s 50 MB/s
Physical BW limitation 
per storage: 120 MB/s
Storage Server
Total physical 
BW: 120 MB/s
Total physical 
BW: 120 MB/s
Total physical 
BW: 120 MB/s
Storage Server Storage Server
Fig. 1: Unbalanced I/O requests
The ideal case is that the I/O requests evenly distribute
on storage servers such that each of them has 100 MB/S
of requests. But in this example, I/O requests are unevenly
issued on storage servers. Based on these physical limitations,
the HPC framework could only serve requests at 275 MB/s,
even though other servers actually have unused capacity for
this application. This issue is similar to the problem of bursty
traffic in networking areas, which can be alleviated using
token bucket algorithms [8], [9]. To address such an issue, we
propose a token bucket borrowing model algorithm described
in the Section III.
b) Physical limitations: Each storage server has a phys-
ical bandwidth limitation. This limitation can be reached due
to unbalanced I/O requests from a single application or due to
many concurrent data accesses from multiple applications. To
address this issue, a borrowing model algorithm is used.
The rest of this section introduces the software-defined
storage framework and its various components.
B. Software-Defined Storage Framework in HPC systems
Software-Defined Networking (SDN) [5], [6], [7] is a new
networking paradigm that decouples the logic required to
control a piece of hardware from the underlying hardware
itself. Therefore, the logic is then controlled by software. SDN
is compromised of two major components, the data plane
and the control plane. The control plane can be programmed
via an interface (e.g., OpenFlow [10], etc) which is used
to monitor and control the hardware (i.e., data plane). This
decoupling promises to dramatically simplify the management
of the entire network.
Fig. 2 illustrates our proposed software-defined storage
framework. It is comprised of three major layers; application
layer, control layer, and storage layer. The first layer, the
application layer, is formed of compute nodes running parallel
applications such that I/O requests per application are collected
in queues inside the compute nodes. The second layer, the
control layer (which is the main contribution of this paper),
is used to monitor and control the entire framework. The
control layer introduces a new layer in the I/O software stack
which interposes a piece of software above the file system
layer but below the rest of the I/O software stack. Finally, the
storage layer is used to manage the entire storage system. The
storage layer directly communicates to the control layer using
a communication interface to program the data plane located
inside the storage devices. The rest of this section explains
each layer in detail.
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Fig. 2: A software-defined QoS provisioning architecture for
HPC applications
C. Application layer
This layer is compromised of compute nodes running HPC
applications in a parallel fashion. The application may have
many processes, which are distributed among compute nodes
and most of their processing time is devoted to I/O operations.
As shown in Fig. 2, the I/O requests (i.e., read or write) are
stored on dedicated queues assigned to each of the compute
nodes (i.e., one queue is assigned per compute node). These
I/O requests then must be moved to the storage layer to be
executed. To this end, a communication interface between
the application layer and the control layer used to send the
dedicated compute node queues to the control layer. Then,
these node-level queues are classified to separate queues per
application. Finally, the communication layer between the
control layer and the storage layer is used to move the I/O
requests to proper storage devices.
D. Control layer
This layer consists of three major components; distributed
data planes, the centralized control plane, and the communi-
cation interfaces defined between the layers.
a) Distributed data planes: As shown in Fig. 2, dis-
tributed data planes are compromised of two-level data planes.
The first layer, called the global data plane, consists of only
one data plane. The second layer data plane, called the local
data plane, has a pool of local data planes located on the
storage layer and distributed between entire storage servers.
In general, data planes, whether they are global or local,
have the same architecture comprising of three components;
I/O classification, QoS specification, and M-LWDF scheduler.
Each component is defined as follows: First, the I/O classifi-
cation component consists of a queue per application which
classifies the applications’ I/O requests based on their I/O
header. Because of this classification, I/O requests of the same
application are put to the dedicated queue for that application.
Another component is QoS (BW) specification which collects
desired QoS (bandwidth) requirements per application. The
final component is the M-LWDF scheduler, which was ex-
plained in Section II, which satisfies each individual QoS
(bandwidth) requirement on a single shared storage server. In
the following, the roles of two level data planes are explained
in detail. Then different components of the data plane are
discussed.
1) The global data plane collects I/O requests from all ap-
plications. These requests are then classified to dedicated
queues assigned per application. Classification is done
based on the I/O headers such that requests with the
same header belong to the same application and will be
put to the same queue.
2) As shown in Fig. 2, the pool of local data planes is
located on the storage layer (i.e., one local data plane
for one storage server). Local data planes have the
same functionality as the global one. However, the main
difference between them is that the global data plane
deals with I/O requests of all applications. In contrast,
each local data plane only handles I/O requests issued
to it.
b) Centralized control plane: This is a logically central-
ized component, called a controller, which dictates the overall
storage behaviour. It is the "brain" of the framework where
control logic is implemented. This paradigm brings several
benefits when compared to traditional methods. First, it is
much easier to introduce new storage behaviour in the storage
servers through a software program. Second, it introduces the
benefits of a centralized approach to storage configuration, as
opposed to distributed management: operators do not have to
configure all storage servers individually to make changes in
storage behaviour, but they may instead make decisions in a
logically singular location, the controller, with global knowl-
edge of the storage system state. Th control plane consists
of four components which are described as follows. First,
the Token Rate Generator component which communicates
with the QoS (BW) Specification component in each data
plane to sync the requested bandwidth specification of each
application. Based on this information, it generates a token
rate per application. Another control plane component is the
Traffic Shaper which equally distributes generated tokens into
the queue of each corresponding application in the data plane.
A token is a conceptual data structure representing the per-
mission of performing IO requests. Only if a queue is holding
enough tokens, will it be served by a storage server. The other
control plane component, the Virtual Token Buckets, learns
the token rate from the token rate generator and generates
corresponding tokens per application. A bucket (buffer) is
used per application to keep track of its corresponding tokens
(note that the number of generated tokens per application is
different based on their I/O needs). Last, the Policy Enforcer
is used to deliver policies which meet the QoS requirements.
For example, a policy can be <app-1, rate=100 MB/s>
which means application1 can be forced to have a bandwidth
of 100 MB/s, no matter how much bandwidth was actually
requested. The policy enforcer provides a huge degree of
flexibility when configuring the entire system. It will apply
the configuration policies to potentially hundreds of storage
servers.
c) Communication interface: As shown in Fig. 2, two
communication interfaces are used for this study. One is
located between the application layer and the control layer,
and the other one is placed between the control layer and the
storage layer. The communication interfaces enable a direct
interaction among the layers. For instance, the communication
interface located between the application layer and the control
layer permits the control layer to collect all application I/O
requirements. The other communication interface enables a
direct interaction between the control plane and the data
planes. Because of this, the data planes can be programmed
by the control plane to meet QoS requirements.
E. Storage layer
The storage layer is comprised of storage servers with a data
plane on each storage unit, and OST (object server target).
The local data plane runs on each storage server for I/O
classification and bandwidth shaping for each application. As
shown in Fig. 2, a communication interface is used to allow
the storage layer to directly interact with the control layer, and
vice versa.
III. SOFTWARE-DEFINED QOS-AWARE ALGORITHM FOR
HPC APPLICATIONS
The architecture shown in Fig. 2 is used for QoS pro-
visioning. This section introduces the algorithm used for
this purpose in detail. Motivated by the work done in [11],
we propose a new software-defined QoS-aware algorithm to
ensure application bandwidth requirements are met in HPC
systems. As shown in [11], the M-LWDF scheduling is used
in conjunction with the token bucket algorithm, to satisfy a
certain amount of bandwidth for applications that are using a
single shared resource.
The rest of this section is organized as follows: first we ex-
plain the token bucket algorithm used in storage context. Then,
we discuss the proposed policy enforcer and the extended
M-LWDF algorithm. After that, we discuss the token-bucket
algorithm in conjunction with the Extended M-LWDF used
for this study. Finally, we explain how our proposed solution
works in the general case.
A. Token bucket algorithms in storage servers
Token bucket algorithms [8], [9] are widely used in ATM
networks to manage and shape the burstiness of network
traffic. Essentially, the token bucket allows bursts below a
regulated maximum rate. Tokens are generated at a fixed rate
over time (i.e., one token every ∆t), and each token represents
the permission to send a specific amount of data. In this paper,
this method is used to handle the unbalanced I/O requests
of HPC applications. We use the token bucket algorithm to
limit the storage bandwidth usage per application. As shown
in Fig. 2, the token bucket algorithm is implemented in the
control plane. It assigns tokens per application in order to
limit the storage BW usage for the application. The process
of generating and distributing tokens was explained in detail
in Section II-B. However, as shown in [11], the token bucket
algorithm alone is not enough to ensure the applications QoS
requirements are met, rather the M-LWDF must be used in
conjunction with it.
In order to explain why the token bucket algorithm alone
is not enough, let’s consider an example. As shown in Fig. 3,
suppose the total physical bandwidth limit for each storage is
500 MB/s, then the application requests 300 MB/s of storage
bandwidth, and the control plane assigns 300 MB/s of tokens
for this application. These tokens are evenly distributed to
storage servers such that each of them has 100 MB/S of tokens.
As this application only contains 100 MB/s tokens in each
storage server, server 1 could not serve requests at 150 MB/s,
even though other servers actually have unused tokens for
this application. In this example, only a total of 250 MB/s of
bandwidth is provided even there are unused tokens for this
application. To address such an issue, we propose a borrowing
model described in the next section to enable the application
to borrow unused tokens from other storage servers.
Application
150 MB/s 75 MB/s 75 MB/s
100 MB/s tokens per storage
Physical BW limitation: 500 MB/s
100 MB/S 
tokens for this 
Application
Storage Server
Total Allowed 
Tokens:
500 MB/s
100 MB/S 
tokens for this 
Application
Storage Server
Total Allowed 
Tokens:
500 MB/s
100 MB/S 
tokens for this 
Application
Storage Server
Total Allowed 
Tokens:
500 MB/s
Fig. 3: Token bucket algorithm in HPC platform.
B. Extended M-LWDF algorithm and policy enforcer
M-LWDF [11] is a throughput-optimal scheduling algorithm
which is used when a single shared resource is used by mul-
tiple users to satisfy each individual throughput requirements.
Intuitively, the M-LWDF algorithm prioritizes the applications
that are accessing the same shared resource such that they
can obtain their desired bandwidth. Based on the M-LWDF
algorithm, in each time slot t, application i will served if
Equation 1 [11] is maximal (which refers to the application
priority, i.e., the higher value, the higher priority for the
application):
γiLi(t)Ci(t) (1)
in which,
γi =
ai
ri
, ai = − log δi
Ti
(2)
where Li refers to the I/O queue length for the application
i, Ci(t) is the available resource capacity for that application
at time slot t, and γi are arbitrary positive constants [11].
As shown in [11], to satisfy a certain amount of bandwidth
for applications that using a shared resource, the M-LWDF
scheduling is used in conjunction with the token bucket
algorithm.
The original M-LWDF algorithm is widely used to provide a
certain minimum bandwidth per application. However, it can
only be used with a single shared resource (i.e., a storage
server in our case). Since this study deals with multiple
distributed resources, we may extend this algorithm with a
borrowing model to handle distributed resources. This exten-
sion has two parts as follows:
1) Distributed M-LWDF: using the original M-LWDF from
[11] on each storage server.
2) The borrowing model algorithm: a mechanism that al-
lows the applications to borrow unused tokens from
other storage servers (i.e., a queue Qi for application i to
borrow tokens from the queues of the same application
on other storage servers). The borrowing model is ran by
the policy enforcer of the centralized control plane for
each local data plane. This algorithm covers whether the
borrow can happen, when, and how many tokens should
be borrowed. The pesuodocode of the borrowing model
on each local data plane is described in Algorithm 1.
Algorithm 1 Borrowing Model Algorithm
1: procedure BORROWING MODEL ALGORITHM
2: Borrow = False;
3: n ← Num of Applications
4: m ← Num of Storage Servers
5: for i ← 1 to n do
6: a← Num of assigned tokens for application;
7: d← Num of required tokens for application;
8: p← a− d;
9: if p < 0 then
10: Borrow = True;
11: 1)randomly choose two storage servers;
12: 2)select the storage server with greater
13: number of unsued tokens;
14: 3)Borrow
∣∣p∣∣ tokens form the storage server
15: (at most);
16: end if
17: end for
18: end procedure
As shown in Algorithm 1, the assigned number of
tokens (i.e., a) and the required number of tokens (i.e.,
d) are calculated and compared. For each application,
located on each local data plane, if there is a need for
more tokens (i.e., a < d), the local data plane sends
a message to the centralized control plane, using the
communication interface, to request more tokens. Once
the centralized control plane receives a token request
message, it will check other storage servers to find
which ones have unused available tokens. Two of these
servers will be chosen at random. Finally, among these
two random choices, the storage server with the larger
number of available tokens will be chosen. Note that,
it is possible that the available tokens of the random
selected storage is less than the required tokens. In this
case the borrowing algorithm will be repeated until the
centralized control plane can assign as many tokens
as are required for the application. Because of this,
the proposed borrowing algorithm can either satisfy the
entire desired bandwidth, or at least a significant portion
of it.
Therefore, using the extended M-LWDF algorithm with the
borrowing model introduces a dynamic number of tokens for
each application. In addition, if Qi on server Si borrows extra
tokens from other servers, it will gain higher priority to be
served. So, the Equation 1 which is used to calculate the
priority is updated as follows:
γiLi(t)Ci(t) + T (3)
Where T represents the total number of borrowed tokens.
In addition, we design a set of policies regarding the
borrowing model as follow:
• Prohibit an application to borrow tokens: <app-i,
borrow=FALSE>.
• Allow an application to borrow tokens: <app-i,
borrow=TRUE>.
• Allow an application to borrow tokens if only thres
percent of its required bandwidth is satisfied: <app-i,
borrow=TRUE, thres=0.8>.
The policy enforcer in the control plane will distribute the
policy that users specify to control the QoS of an application.
C. QoS procedure
Suppose that in an HPC system, several applications are
concurrently running on compute nodes while each of them
needs its desired I/O requirements from the storage servers.
We will show how QoS can be provisioned using the proposed
solution.
1) All application I/O requests and their QoS specifications
are delegated to the global data plane using the commu-
nication interface.
2) The global data plane classifies all I/O requests (based
on their I/O headers) to the separate dedicated queue for
each application.
3) The global data plane uses the M-LWDF algorithm to
find the priority for each application. Then, it communi-
cates with the I/O scheduler to find appropriate storage
servers for each application. Finally, the global data
plane uses this information to distribute I/O requests
onto the local data plane of the appropriate storage
servers.
4) The token rate generator of the centralized control plane
communicates with the global data plane to get the
applications’ desired specifications (BW).
5) The token rate generator of the centralized control plane
generates tokens for each application and put them into
their corresponding virtual token buckets.
6) The traffic shaper on the centralized control plane is used
to evenly distribute application tokens on each storage
server.
7) The local data plane on each storage server classifies
its issued I/O requests (based on their I/O header), to
the dedicated local queues per application. Then, the
desired specification component of the local data plane
will be updated in terms of the I/O requests for each
application. For example, in the local data plane DPij
if the total I/O requests for application j is 100 MB/s,
then the desired specification (BW) for application j is
set to 100 MB/s. Therefore the desired number of tokens
for the application j on the local data plane DPij is 100
tokens.
8) On each local data plane, the extended M-LWDF algo-
rithm is ran in such a way that:
a) First, the borrowing algorithm is ran to compare the
desired tokens with the assigned tokens for each
application.
b) If more tokens are needed in an application, the
local data plane will communicate with the central-
ized data plane to borrow tokens from the queues
of the same application in other storage servers.
c) Next, a priority is calculated for each application
to satisfy the entire QoS requirement of the appli-
cation (or at least a proper portion of it).
d) The borrowing algorithm is repeated until no more
tokens can be borrowed.
IV. EVALUATION
This section introduces the performance results of our
software-defined QoS provisioning framework. We evaluated
our framework across two dimensions: 1) performance gain of
the control plane and data plane and 2) the ability of control
plane to enforce policies using the borrowing model. To reveal
the actual performance of the storage servers, we generated
synthetic workloads. In the following, we first explain the
experimental setup which is used for this study, then we
present the performance evaluation results of our framework.
A. Experimental Setup
For the experiments, we set up a number of compute nodes
to send parallel read and write requests to a set of storage
servers. Our testbed consists of 10 servers, each with 16 Intel
Xeon 2.4 GHz E5-2665 cores and 384 GB of RAM. We
assumed that the storage servers have the same configuration
as described in Table I. For the experiments, we first ran I/O
requests of varying sizes as a test, then we ran microbench-
marks that issue I/O requests of the same size to a set of the
storage servers. We repeated the experiments for I/O sizes of
4KB, 8KB, and 64KB. Our experiments address a question
of how much applications bandwidth (QoS) specifications are
met using the software-defined approach. Our experimental
results demonstrate that using the proposed approach leads to a
significant performance gain for a variety of HPC applications.
The evaluation results will be discussed in the next section in
detail.
Storage server 10 servers, each with 16 cores
Core Intel Xeon 2.4 GHz E5-2665
RAM 384 GB of RAM
TABLE I: Storage servers configuration
B. Evaluation Results
We evaluated the performance of our framework in terms
of the allocated bandwidth (QoS) specifications for each
application. Note that, bandwidth and throughput are used
interchangeably in this paper.
We first ran a set of I/O requests of varying sizes as
a test. Without loss of generality (and also for simplicity),
we consider 20 applications which are concurrently running
on a set of compute nodes, and each application has 2000
processes such that every process issues I/O requests to a set of
storage servers. Workloads (i.e., I/O requests) were generated
randomly using a normal distribution.
Table II shows the performance evaluation results in terms
of achieved bandwidths for twenty concurrent applications
which are running on ten shared storages devices. We com-
pared our QoS provisioning framework with traditional storage
Desired	BW
BW	
with	Borrowing
BW	without
Borrowing	 Traditional
1103 1057 823 694
1467 1432 1300 1131
2164 2056 1890 1700
2755 2650 2300 2000
4874 4600 4300 4176
6156 5937 5800 4780
17843 17600 17003 16400
18577 18437 18250 17600
19144 18796 18323 17652
19278 19100 18678 17876
20740 20598 20564 20001
21322 21154 20786 17654
25081 24325 23654 20987
26634 25876 24562 23498
30748 29876 27654 24675
31650 29876 28543 25269
34173 33121 31824 28739
34985 33725 31098 26542
35386 34877 31000 28723
36894 35579 32843 29874
TABLE II: Evaluation Results (Bandwidth)
framework. Note that, the traditional storage framework refers
to a typical HPC framework without software-defined ability.
The plots of these results shown in Fig. 4, which illustrates
the allocated bandwidth for each application. The desired
BW is compared with three scenarios: QoS-Aware with bor-
rowing tokens, QoS-Aware without borrowing tokens, and
traditional storage framework. As Fig. 4 shows, evaluation
results demonstrate that allocated application’s bandwidth for
each application using our QoS provisioning framework with
borrowing tokens, is close to its desired bandwidth. However,
for the traditional framework, there exists a significant gap
between the desired BW and the achieved bandwidth.
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Fig. 4: Evaluation Results (Bandwidth (MB/s))
Table III shows allocated bandwidth percentage for appli-
cations under three scenarios, as the table shows allocated
bandwidth for the borrowing model is approximately 97% of
the desired BW, however the traditional storage framework can
only provide approximately 84% of the desired BW. Therefore,
our software-defined approach leads to performance gain for
HPC applications.
Scenario Allocated BW (Percentage)
BW with borrowing 97.3650422%
BW without borrowing 92.383381%
BW for traditional 84.3971722%
TABLE III: Allocated bandwidth percentage
The rest of this section introduces the evaluation results after
running synthetic microbenchmarks that issue I/O requests of
the same size to a set of storage servers. We repeated the
experiments for I/O requests of size 4KB, 16KB, and 64KB
and we investigated the effect of applications’ I/O size on the
allocated bandwidth for each application.
Our synthetic microbenchmarks are comprised of 20 con-
current applications which are running on a set of compute
nodes, each application has 2000 processes and every process
issues I/O requests of the same size to a set of storage servers.
Fig. 5 represents allocated bandwidth for each application
where average IO size is 4KB. As the figure shows, using our
QoS-Aware approach with borrowing token leads to decrease
the gap between the allocated bandwidth for each application
and its desired bandwidth. However, there is a significant gap
between the desired BW and the allocated bandwidth when
traditional storage framework is used.
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Fig. 5: Evaluation Results (Bandwidth) - Average IO size 4KB
Table IV shows allocated bandwidth percentage of applica-
tions for the three aforementioned scenarios, as the table shows
allocated bandwidth for the borrowing model is approximately
65% of the desired BW, however, the traditional storage
framework only can satisfy approximately 24% of the desired
BW. As a result, using our QoS-Aware approach can lead to
significant performance gain for a variety of HPC applications.
Such that, our platform can satisfy 65% of total application’s
bandwidth which provides 41% improvement compared to the
traditional storage platform.
Scenario Allocated BW (Percentage)
BW with borrowing 65.1745806%
BW without borrowing 48.7157613%
BW for traditional 24.064799%
TABLE IV: Allocated bandwidth percentage
Fig. 6 illustrates allocated bandwidth for each application
where average IO size is 8KB. As the figure shows, our
QoS-Aware framework with borrowing tokens, provides a
significant bandwidth gain for each application. Note that,
based on our framework, allocated bandwidth can not be more
than the desired one.
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Fig. 6: Evaluation Results (Bandwidth per application- Aver-
age IO size 8KB)
Table V shows percentage of allocated bandwidth of ap-
plications for the three aforementioned scenarios, as the table
shows allocated bandwidth for the borrowing model is ap-
proximately 90% of the desired BW, however, the traditional
storage framework can only provide approximately 22% of
the desired BW. Hence, using our QoS-Aware approach can
lead to a significant performance gain for a variety of HPC
applications. As results show, our framework can satisfy
90% of total application’s bandwidth which provides 68%
improvement compared to the traditional storage platform.
Scenario Allocated BW (Percentage)
BW with borrowing 90.1927129%
BW without borrowing 58.8441338%
BW for traditional 22.0348425%
TABLE V: Allocated bandwidth percentage
Comparing the evaluation results of Fig 5 and Fig 6 demon-
strates that increasing application’s I/O size leads to more
performance gain for HPC applications. We can hypothesise
that this is due to the existence of more available tokens for
performing I/O requests, as increasing the size of I/O requests
leads to more available tokens for them. Hence, more tokens,
leads to more performance gain at the end. However, there is
a limitation for increasing application’s I/O size that leads to
a better performance gain.
Fig. 7 represents total throughput of three random appli-
cations among 20 applications. As the figure shows, total
throughput for each application using our SDS platform is
close to its desired bandwidth. However, our framework can
not satisfy 100% bandwidth guaranteed for each application
because of the existing physical limitations which were dis-
cussed in Section II.
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Fig. 8 illustrates effects of IO sizes on allocated throughput.
As the figure shows, as the average IO size increases, the
allocated throughput will be closer to that which is desired
for each application. As the evaluation results demonstrate,
deploying our QoS-Aware SDS-based approach leads to a
significant performance gain for HPC applications.
In summary, our evaluation results demonstrate that using
our QoS-Aware software-defined framework can not satisfy
100% guaranteed bandwidth for each application, however, it
leads to a significant performance gain compared to the tradi-
tional HPC framework. These results were expected because
of existing physical limitations that prevent to meet 100% of
the desired bandwidth for each application.
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V. RELATED WORKS
Existing QoS-capable storage systems can provide QoS
assurance at a coarser gain, such as per application or per
storage node. For instance, Zygaria [12] grantees a QoS
mechanism per node. It provides QoS assurance using a
hierarchical arrangement of sessions and pools with reserves
and limits. Pool refers to a long-term entity that is created
by an administrator to manage IO requests per application. In
Zygaria, the amount of resources allocated for each application
is specified by the administrator. Facade [13] describes an
approach to providing performance guarantees in an efficient
and cost-effective approach. It not only provides a fine-
grain QoS enforcement, but it also adapts to changes in
the application quickly. GRIO [14] provides a QoS-aware
framework by isolating performance between different classes
of applications. It enables QoS enforcement in abject-based file
system [15]. In Zygaria, Facade, and GRIO, QoS assurance is
satisfied per storage node, although the file systems spread
are typically across multiple storage nodes. Sundaram [16]
describes a system to dynamically allocate storage bandwidth
to multiple applications based on a reinforcement learning
approach. Application-specific knowledge has been used to
develop an efficient and practical learning-based technique for
dynamic storage resource allocation. The system described
in Stonehenge [17] provides a cluster-based storage system
with multi-objective QoS assurance, with metrics including
bandwidth, capacity and latency. It can multiplex virtual disks
with a specific bandwidth, capacity and storage for each of
them while providing QoS guarantees. SLEDS [18] provides
QoS enforcement by using special gateways between storage
servers and compute nodes. The use of per-device (or per-
stream) QoS assurances is extremely common in traditional
distributed storage systems, because in such environments,
related data is typically stored on the same storage node.
For Ceph [19], files are broken to multiple objects distributed
across different Object Server Devices (OSD), so for Ceph it
is not sufficient to provide a per-device QoS. It needs a QoS
mechanism for the whole system.
Physical and mechanical features of the disks lead to
a stateful nature of disk scheduling, which makes storage
QoS assurance complicated. The time taken for serving an
I/O request depends on the location of the I/O request as
well as the current location of the disk head. Consequently,
the throughput of the storage devices depends on both the
workloads and the data layout. It is impossible to provide
a true isolation of performance where there are shared disk
arms, because different workloads that share the same disks
arms might interfere with each other. Therefore, the amount
of available disk bandwidth is not fixed, which results in a
different environment from the network bandwidth. Hence, the
storage QoS must overcome the issue of resource allocation
where the total amount of available resources varies. Storage
QoS mechanisms which deal with this issue are categorized
as four ways as follows:
1) Proportional Sharing: In this method, each storage server
gets a proportion of the disk’s bandwidth. For example,
in Sundaram [16] the Cello [20] disk scheduler is
used to allocate portions of the total disk bandwidth to
different application. YFQ [21] uses proportional sharing
however, the actual bandwidth received per application
varies. This method can not guarantee the actual defined
bandwidth is satisfied.
2) Using Estimated Value as the total bandwidth: This
estimated value is used for performance assurance. For
example, DFS [22], Zygaria [12] and GRIOv2 [23] uses
this estimated value as the ”qualified bandwidth": the
trade-off between the QoS and the total throughput.
3) Adaptation: This method adapts the changing of the
total bandwidth. This method can be generalized into
a throttling model. Throttling approach is a feedback-
based model that is based on the comparison between
the current bandwidth condition with that of desired
condition.
4) Profiling and Extracting of Disk Parameters: This
method uses profiling and extracting of various disk
parameters such as seek time, rotational latency, and
access time. By using these parameters, the exact service
time of a request can be calculated and will be schedule
accordingly. Real time scheduler [24] uses this method.
VI. CONCLUSION
In this paper, we present a software-defined QoS provision-
ing framework for HPC applications, which is a programmable
framework used for QoS provisioning of HPC applications. We
propose a series of novel designs into the general software-
defined approach in order to deliver our goal. Specifically,
we introduced a borrowing-based strategy and a new M-
LWDF algorithm based on traditional token-bucket algorithms
to assure a fair and efficient utilization of resources for HPC
applications. Due to the lack of software-defined frameworks
in current HPC platform, we evaluated our framework through
simulation. The experimental results show that our strate-
gies make a significant improvement upon the general HPC
frameworks and lead to clear performance gain for HPC
applications. Specifically, our evaluation results demonstrate
that using our QoS-Aware software-defined framework can
not satisfy 100% guaranteed bandwidth for each application,
however it leads to a significant performance gain for HPC
applications compared to the traditional HPC framework.
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