For the solution of elliptic problems, fractional step methods and in particular alternating directions (ADI) methods are iterative methods where fractional steps are sequential. Therefore, they only accept parallelization at low level. In [T. Lu, P. Neittaanmäki, X.C. Tai, A parallel splitting-up method for partial differential equations and its applications to Navier-Stokes equations, RAIRO Modél. Math. Anal. Numér. 26 (6) (1992) 673-708], Lu et al. proposed a method where the fractional steps can be performed in parallel. We can thus speak of parallel fractional step (PFS) methods and, in particular, simultaneous directions (SDI) methods. In this paper, we perform a detailed analysis of the convergence and optimization of PFS and SDI methods, complementing what was done in [T. Lu, P. Neittaanmäki, X.C. Tai, A parallel splitting-up method for partial differential equations and its applications to Navier-Stokes equations, RAIRO Modél. Math. Anal. Numér. 26 (6) (1992) 673-708]. We describe the behavior of the method and we specify the good choice of the parameters. We also study the efficiency of the parallelization. Some 2D, 3D and highdimensional tests confirm our results.
1. Introduction
Fractional step and alternating directions methods
We consider an algebraic system
obtained, for example, from the discretization of a stationary linear partial differential elliptic problem:
For the numerical solution of (1) , an appropriate and efficient strategy is the use of splitting-up or fractional step methods. These methods are applicable when the matrix A can be written in the form
where the matrices A n are chosen in such a way that I + τ A n can be easily inverted for any small τ > 0. In general, p does not have to coincide with the spatial dimension d of the original problem. The general form of these iterative methods is the following (see [17] ):
where in many cases of practical interest
α is some positive number, τ m is a sequence of real parameters and B τ m is a sequence of non-singular matrices. If τ m = τ for all m, we say that the iterative method (4) 
In these methods, each iteration is divided into p fractional substeps, that are performed sequentially:
This means that, to compute U m+(n+1)/ p , one first has to compute U m+n/ p . For this reason, parallelization can only be made at a low level, more precisely, at the level of the numerical solution of the systems associated to each step (see, e.g. [23, 14] ). When p = d, every A n corresponds to the discretization of a one-dimensional suboperator L n (i.e. an operator containing only partial derivatives with respect to one spatial variable), we obtain the Alternating Directions Implicit (ADI) method. This name is due to the fact that in each step a d-dimensional problem is reduced to the solution of a set of one-dimensional problems, each of them associated to an individual space direction. Dirichlet boundary conditions do not depend on the spatial orientation. Therefore, each matrix A n is block diagonal and the discrete problem associated to the direction x n is equivalent to the solution of a set of independent problems, all in the same direction. Consequently, each fractional step can be parallelized by lines in the same direction. If the boundary conditions are of the Neumann, Fourier or mixed kind, the situation is much more complicated. Indeed, in each fractional step we obtain a d-dimensional problem that cannot be parallelized by lines. Thus, in this case, parallelization can only be done at a lower level.
The ADI method was first proposed by Peaceman and Rachford [20] in the two-dimensional case and by Douglas and Rachford [6] in the three-dimensional setting. Subsequently, it was generalized to d-dimensional problems by Douglas and Gunn [5] . In [23, 17] these methods have been reconsidered and their convergence has been analyzed. It is proved that, in the commutative case, the method converges for every (α, τ ) ∈ (0, 2) × (0, +∞). The choice of the optimal parameters for the convergence and the asymptotic convergence rate are specified and some acceleration methods are studied.
Parallel fractional step methods and the simultaneous directions method
In [16] , Lu et al. proposed a decomposition scheme for the solution of (1) in which the fractional steps are mutually independent.
Starting from a decomposition of A as in (3) and a parameter τ > 0, the passage from U m to U m+1 is made by computing U m+1,n , 1 ≤ n ≤ p, solving the systems
and then setting
where ω is a given parameter. This is a decomposition method in which the p fractional steps given by (8) can be solved simultaneously and parallelization can be performed at an upper level. We will call it the Parallel Fractional Step (PFS) method. It can be represented by the scheme:
When it is applied to the d-dimensional Poisson problem
with the canonical decomposition of the operator
we obtain at each iteration (8) d independent problems that are solvable in parallel and correspond to the operators
as for the ADI method. But, in this case, the solution can be made through all directions simultaneously. This is why this is called the Simultaneous Directions Implicit (SDI) method. In an analogous manner to the ADI method, it is emphasized the implicit character of this method. In [16] , Lu et al. called this the Parallel Splitting Up method. We have preferred to rename it in this way in order to stress the fact that it is the parallel version of fractional step (FS) and alternating directions (ADI) methods. For any differential operator L that can be decomposed like in (12) and is complemented with Dirichlet boundary conditions, we now have at least two levels of parallelization: the first one corresponds to the d simultaneous steps (8) ; the second level corresponds to the simultaneous solution, in each fractional substep, of a set of discrete onedimensional problems. In [7] , a method that can also be parallelized by lines in each direction is applied to a partial differential problem where the boundary conditions are not of the Dirichlet kind.
In this way, we find a method with a high level of parallelization. In principle, the total number of elementary problems that can be solved simultaneously is ≥ card(P x 1 ) + · · · + card(P x d ), where P x n is the partition in the space direction x n . 1 Moreover, all the elementary problems have the same structure and identical numerical difficulty. This means that we are able to reduce the solution of a partial differential problem to the solution of a large (or very large) family of ordinary differential problems. We get the conceptual and practical paradigm of reducing a d-dimensional problem to a family of independent 1D problems that can be solved in parallel.
Reducing the problem to solving ODEs facilitates the use of very fine grids both for 2D and 3D domains. Thus, in two dimensions, the unit square with a regular grid of meshsize h = 1/1024 (i.e. , about one million nodes) will require solving 2046 ODEs (1023 in each direction), each one with only 1023 nodes, i.e. 2046 possible processes with an acceptable computational burden. In the 3D case, a regular grid for the unit cube with h = 1/512 involves 1533 possible simultaneous processes, each of them with 511 unknowns. This parallelization is independent of the space dimension or the number of implicit Cartesian directions of the problem.
Following the description in (8) and (9), we see that PFS methods in general and SDI methods in particular depend on two parameters: the evolution parameter τ and the coordination parameter ω. The evolution parameter τ plays the role of a time discretization step when the PFS method is applied to the solution of an evolution partial differential equation; see [10, 11] .
In a more general context, these methods can be formulated assigning to each A n a different evolution parameter, and to each U m a different weight ω m in the coordination. An analysis of parallel fractional step methods applied to evolution problems, with different evolution and coordination parameters, can be found in [7, 10, 11 ].
On the convergence of PFS methods
In [16] , Lu et al. gave an estimate of the condition number of the matrix of the iterative PFS method in the commutative case, that is, when the matrices A n commute. From this estimate, well known results concerning the convergence of general iterative methods can be used to find the asymptotic rate of convergence, see [18] .
However, it seems that a detailed analysis of the role of the parameters τ and ω in the convergence properties of (8) and (9) , similar to the one in [17] for fractional step methods, can contribute to provide a more complete explanation of the behavior of PFS methods. This is essentially the aim of this paper. We will also try to answer other questions. In particular, we will indicate if it is appropriate to choose τ → 0 or τ → ∞ (this alternative was introduced, but not explained, in [16] ).
The rest of this paper is organized as follows. Section 2 deals with the convergence of fractional step methods (some technical auxiliary results are deduced in Section 2.1; then, convergence properties and parameter optimization are respectively analyzed in Sections 2.2 and 2.3). Section 3 is concerned with the application to Poisson problems completed with Dirichlet boundary conditions. Finally, we have tried to illustrate the behavior of PFS and SDI methods with some numerical experiments in Section 4.
Analysis of the convergence of PFS methods
In this section we will be concerned with the analysis of the convergence of PFS methods. In general, the number p of suboperators L n in the splitting of the original operator L does not have to coincide with the space dimension d. Nevertheless, from here on, we will assume that p = d. This way, since each suboperator L n is "one-dimensional", it will be associated to the space direction x n . We make these simplifications for convenience, but the results are essentially the same if p = d. Lemma 1. The parallel fractional step method PFS (8) and (9) can be expressed in the form
where
Proof. Subtracting (I + τ A n ) U m from both sides of (8) and applying (I + τ A n ) −1 , we have
Thus, we see that
In view of (9), we obtain (13) and (14).
Corollary 2. The PFS method can also be written in the form
where B τ is given by (14) .
In view of the definitions and basic results dealing with general iterative methods [26] , we also have the following:
If A is non-singular and the matrices A n , 1 ≤ n ≤ d, are non-negative, for any ω = 0 and for any τ > 0 the PFS method (16) is completely consistent with the discrete problem (1).
Proof. Let us set
Since A is non-singular, the iterates (16) are consistent with (1), because of the identities
Moreover, since B τ is given in (14) and the eigenvalues of A n are non-negative,
A is non-singular for any ω = 0 and any τ > 0.
Corollary 4. The PFS method is convergent if and only if
where ρ(M) denotes the spectral radius of M.
Remark 5. It is seen in (16) that the PFS method is a preconditioned Richardson method with preconditioner B τ and ω d as the relaxation parameter. Consequently, if would be interesting to find estimates of the spectrum of B τ A. In that case, it would be possible to apply well known results for this method; see [18] . Now, we will look for these estimates. We will focus our analysis on the commutative case. Thus, we will suppose that the eigenvalues of A are real and positive, the eigenvalues of A n (1 ≤ n ≤ d) are real and non-negative and the matrices A, A 1 , . . . , A d have a complete set of common eigenvectors. This implies that the matrices A n commute.
We will denote by λ
Consequently, we will have:
Therefore,
Let µ and ν be lower and upper bounds of the eigenvalues of the matrices A n :
and therefore ρ(T ωτ ) is bounded by
Let us also introduce
and
for any τ > 0. Then, taking into account the definition of ρ µ,ν (ω, τ ), with the help of γ µ,ν and δ µ,ν , we can deduce sufficient conditions for the convergence of the iterates (8) and (9) . More precisely, one has the following:
(a) The convergence interval for ω is
(b) The optimal value of ω that makes the method converge faster is
All this is implied by the properties of the function ψ in (17) which will be deduced in the following section.
Some auxiliary technical results
We begin with a more general function ϕ a,b for which ψ is a particular case. We prove that its absolute maximum in the d-cube [µ, ν] d , with 0 ≤ µ < ν, is attained at a vertex (Lemma 6). We compare the values of ψ at the vertices in order to obtain expressions of
respectively in Lemmas 10 and 11. This will lead us to study the functions γ µ,ν (τ ) and δ µ,ν (τ ). Then, we will analyze the functions ω µ,ν (τ ) and its inverse function τ µ,ν (ω), which determine the convergence region of the PFS method (see Corollary 16) and, also, the functions ω 0 µ,ν (τ ) and its inverse τ 0 µ,ν (ω), which determine optimal convergence parameters (see Lemma 18 and Corollary 19) . • For d = 1, the situation is elementary and the maximum is attained at µ or ν.
• Assume that property 4 is true for d − 1. Then, for any given
wherev is a vertex of the
and applying the result for d = 1 one immediately obtains Lemma 10. For all µ, ν ∈ R, 0 ≤ µ < ν and for any d ≥ 1,
Proof. One has
where ϕ 0,0 is the function defined in Lemma 6 for a = b = 0. Therefore, the maximum is attained at a vertex of the
, that is to say, at a point
However, it is never attained at a point of this kind with j > d 2 , since we have from Lemma 8 and Lemma 9 that
2 − 1, . . . , 1 and considering the partial results corresponding to each value of l, we obtain the desired result.
Lemma 11. For all µ, ν ∈ R with 0 ≤ µ < ν and for all d ≥ 1, one has:
Proof. This is a consequence of the fact that ψ(
Corollary 12. For any τ > 0, one has
Lemma 13. For τ > 0 the function γ µ,ν (τ ), defined in (20) , is strictly positive, continuous, strictly increasing and piecewise concave and satisfies
Proof. From Corollary 12, γ µ,ν (τ ) is strictly positive, since ψ is positive and vanishes only at (0, . . . , 0). It is also clear that γ µ,ν is continuous (and piecewise C ∞ ) in R + .
In accordance with Lemma 6, we have locally γ µ,ν (τ ) = ψ((τ µ) j , (τ ν) k ) with j + k = d. Thus, we also have
except at finitely many τ . Hence, γ µ,ν is strictly increasing and piecewise concave.
Furthermore,
while we also have
with l = Corollary 14. The function γ µ,ν : R + → 0, c µ,ν , where c µ,ν has been defined in Lemma 13, is bijective.
Remark 15. In practice, µ and ν depend on the space discretization parameter h. As 0 ≤ µ(h) < ν(h), we have two possible extremal cases:
From the properties of γ µ,ν , we obtain the following: Proof. The properties of ω 0 µ,ν are immediate from the properties we have already established for γ µ,ν and δ µ,ν . On the other hand, since δ µ,ν ≥ 0,
and, since δ µ,ν (τ ) < γ µ,ν (τ ) for any τ > 0, we find that
Corollary 19. The function
is bijective. By definition,
is the inverse of ω 0 µ,ν .
Convergence
Applying the previous results we have:
Theorem 20. The algorithm (8) and (9), when applied to problem (1), satisfies the following:
1. For any τ > 0 there exists ω τ > 0 such that, if 0 < ω < ω τ , then the method is convergent. 2. For any ω > 0, there exists τ ω > 0 such that, if 0 < τ < τ ω , then the method is convergent.
Proof. For the convergence of the method, it is sufficient to have ρ µ,ν (ω, τ ) < 1.
(a) From Remark 5, we know that w d is a relaxation parameter in an iterative method. Therefore, ω τ = ω µ,ν (τ ) determines the convergence interval (see [18] ). (b) For a givenω > 0, we see the following:
• Ifω > 2d/c µ,ν , then (thanks to Corollary 16) there exists τω = τ µ,ν (ω) such that τ < τω implies ρ(ω, τ ) < 1.
• If 0 <ω ≤ 2d/c µ,ν , then ρ(ω, τ ) < 1 for all τ > 0. In this case, we can take τω = +∞.
Corollary 21. In the commutative case, the PFS method converges for all (ω, τ ) ∈ (0,
Remark 22. At this point, let us make some comments:
(1) For ADI methods (4) and (5), it is possible to determine a convergence subregion (α, τ ) ∈ (0, 2) × (0, +∞) that is independent of the problem, this is to say of µ and ν. For PFS methods, this is not so obvious. It seems natural that we have to pay some cost for parallelization. Thus, we can determine the subregion (0, 2d/c µ,ν ] × (0, +∞), where the method converges for all τ > 0, but the values of ω depend on the bounds of µ and ν. ] × (0, +∞), the method is convergent.
Consequently, for (ω, τ ) ∈ (0, 
Optimization
The values of ω and τ that make the parallel fractional step method converge faster are those which minimize the spectral radius of the matrix T ω,τ :
However, this problem cannot be attacked directly because, in general, there is not an explicit expression of ρ(T ωτ ) in terms of τ and ω. Therefore, we will use the majorant ρ µ,ν (ω, τ ) given by (19) and we will consider the problem of finding ω 0 µ,ν and τ 0 µ,ν such that
Obviously, ω 0 µ,ν and τ 0 µ,ν will be good approximations of the optimal parameter values if ρ µ,ν (ω, τ ) is a good approximation of ρ(T ωτ ). A simple analysis of the behavior of ρ µ,ν (ω,τ ) (see [18] ) leads to the following result:
where ω 0 µ,ν (τ ) is the function defined by (23) and studied in Lemma 18.
Since the function ω 0 µ,ν can be inverted, we also have:
Now, we will investigate whether it is more appropriate to choose τ → 0 or τ → ∞. The next result is easy to obtain: Theorem 25. Let ρ 0 µ,ν (τ ) be given by (26) for each τ > 0. Then ρ 0 µ,ν is continuous and piecewise C ∞ in R + and strictly decreasing and satisfies
(3) For ω = ω 0 µ,ν and µ/ν → 0, the asymptotic rate of convergence R ∞ (T ωτ ) of the PFS method 2 satisfies
(see [23] ). Moreover, if we assume that τ ≥
0.382, the choice ω 0 = 2/d is associated to the optimal parameter τ 0 = 1/ √ µν. This is due to the fact that, for τ ≤
.
If we choose ω 0 = 2/d, the associated value is
. For the last inequality to hold, it is sufficient to have µ/ν ≥ (3 − √ 5)/2.
Application of the SDI method to Poisson problems
In this section we consider the application of the SDI method to Poisson-Dirichlet problems (11) . We will use the decomposition given in (12) .
We suppose that Ω = (0, 1) d and the discretization in space is regular, with h = 1/(s + 1) in all directions. Then, we are in the situation of a commutative SDI method and we can apply the results of the previous sections.
The eigenvalues of the matrices A n are the following:
with multiplicity s (see e.g. [19] ). The convergence region depends on the quotient
In general, µ(h)/ν(h) → 0 as h → 0 and the asymptotic rate of convergence is decreasing with h. Therefore, any attempt to improve the precision by taking smaller h will damage the convergence speed.
This situation is analogous to the one found for ADI methods and, more generally, many other iterative methods (see [4] ). Consequently, for small values of h, it seems that acceleration methods have to be used (for example, nonstationary methods as in [17] , or multigrid-like methods; notice that the latter are appropriate in view of the "smoother" properties of SDI methods, see [7, 8] ).
The choice of the parameters

General Poisson-Dirichlet problems
Suppose first of all that α > 0. Then
For some discretizations and values of α and β, there are in practice advantageous situations. For example, for a fixed h, if
2 Recall that 1 R ∞ (T ωτ ) provides the number of iterations needed to reduce the error by a factor of e.
the asymptotic rate of convergence of the SDI method applied to (11) is approximately 0.75. The reason is that, for every ω 0 (τ ), the asymptotic convergence speed is ≥ 2/κ(A) and, in this case, 2µ(h)/ν(h) ≥ 3 − √ 5 > 0.75. On the other hand, due to (28), µ(h)/ν(h) ≥ (3− √ 5)/2 so, if we take ω 0 = 2/d, the associated optimal parameter is
Then, when α/d is much greater than 4β/ h 2 and βπ 2 , we have that τ 0 d/α. The inequality (28) can look very restrictive, but is verified in some interesting situations. For example, for the application of the parallelization algorithm in time and space to the resolution of the Navier-Stokes problem, the most interesting situations are those for which β is small (β is essentially the viscosity coefficient) and α is large (α is essentially the inverse of the time discretization step). For more details, see [1, 2, 7, 9] .
The particular case α = 0
In this case, the convergence region depends on
and the asymptotic rate of convergence satisfies
If, moreover,
,
, the method is always convergent. Therefore, we can always choose
Numerical experiments
The mesh
Formally, the SDI method can be applied to arbitrary domains. However, the matrices A n will not necessarily commute for non-rectangular domains and, in this case, we will not be in the commutative framework. In [21] the method is applied to two-dimensional problems with arbitrary domains. This is done carrying out a "rectification" of the domain Ω , which is approximated by a union of rectangles.
We will not make such a rectification here but, from a Cartesian and not necessarily regular grid, we will determine the set of one-dimensional segments where we solve the elementary problems. Each of them will correspond to the discretization of an ordinary differential equation on an interval. Independently of the rectification of the boundary, the algorithm is the same. However, with the present techniques, we provide a better approximation to the original continuous problem.
In Fig. 1 , a two-dimensional non-rectangular and not simply connected domain is displayed, together with the segments corresponding to a discretization of size h = 0.05. For a similar three-dimensional domain and some segments in each spatial direction, see Fig. 2 .
Implementation
The SDI method can be efficiently implemented by using a parallel computation scheme based on a shared memory multiprocessor architecture. The information produced at (8) for each line in each direction can be used at the (a) Horizontal segments.
(b) Vertical segments. Fig. 1 . Two-dimensional domain and some one-dimensional segments for the implementation of the SDI method. Fig. 2 . Three-dimensional domain and some one-dimensional segments for the implementation of the SDI method.
coordination step (9) , which can also be performed in parallel. Parallelizing (8) involves using a weighted distribution of a line set in each processor (each line corresponds to a tridiagonal system). For a square or cubic domain, each processor solves the same number of lines (with fractional line-to-processor ratios some processors will have to deal with only one more line than others, which is insubstantial). However, general domains will require an appropriate distribution of the computational burden, because the lines will contain different numbers of nodes, even if a regular grid is used. With distributed architectures the most common model used for this purpose is based on grid partitioning [22] . The use of the alternating direction implicit (ADI) method with a grid partitioning scheme involving strips along a direction in this context would be unwarranted because processing the lines in the other direction would require extensive communication (i.e. there would be some privileged directions). Nevertheless, the simultaneous directions provided by the SDI method allow the use of various strip-based partitions (one per direction) and hence accomplish direction-weighted parallelization. The coordination operation, which completes a fractional step, centralizes communications and is itself a computational step that is performed in parallel.
Test problems
In order to analyze the influence of the size of the problem on the speedup and efficiency, we have considered simple domains. We try to avoid the introduction of additional variables related to the geometry of the domain; for the same reason and although it is not needed, we take regular partitions with the same step in all spatial directions. As already mentioned in the previous paragraph, the aim is to guarantee the same computational work for all the processors in the analysis of efficiency. Here, we remain in the commutative case, but we have obtained analogous numerical results for other generic tests in arbitrary domains.
We present in this section the results obtained when applying the SDI method to the following test problems: We have solved a problem of the kind (11) in Ω = (0, 1) × (0, 1) with α = 0, β = 1 and f ≡ 2. The exact solution is
• A three-dimensional problem (d = 3).
In this case Ω = (0, 1) × (0, 1) × (0, 1), α = 0, β = 1 and f ≡ 4. The exact solution is now
• A four-dimensional problem (d = 4). In this case Ω = (0, 1) × (0, 1) × (0, 1) × (0, 1), α = 0, β = 1 and f ≡ 6 and the exact solution is
• An analogous five-dimensional problem (d = 5).
Of course, in all the cases, the imposed boundary conditions are those satisfied by u on ∂Ω . The 4D and 5D tests cover the behaviour for arbitrary dimensional elliptic operators. These are analogues to 2D and 3D tests. The only practical difficulty lies in the additional memory that is required when trying to approach problems with a certain one-dimensional size and an assumable total number of nodes, as we can see that, for example, if d = 5 and the value of the discretization step is 1/32, we would have a total of 33 5 = 39 135 393 nodes and much complementary information would obviously have to be stored for each node. Therefore, the difficulty in the numerical problem doesn't change. The only thing that is required is sufficient memory space.
Behavior of the method
In Figs. 3 and 4 , we represent, at the logarithmic scale, the ∞ -norm of the exact error obtained in each iteration for τ = 0.01 and several different ω.
In accordance with the convergence Theorem 20, there exists ω τ such that, for any ω ≥ ω τ , the method diverges. It can also be noted that the error decreases rapidly in the beginning but, after that, it is stabilized. This behavior suggests the use of an acceleration method. On the other hand, this is numerical evidence of the fact that the method is "smoother" (see [4, 13, 22] ), as proved in [7, 10] . The use of the optimal parameter ω leads to an improvement of the convergence speed and a reduction of the number of iterations (in the figures, ω 2/d).
Parallelization. Speedup and efficiency
The algorithm has been implemented in a SGI Origin 2000 computer with 8 processors, using the parallel computing model of OpenMP. In order to measure the performance of the parallel algorithm, we introduce two parameters: the speedup, S N P defined by The observed behavior is similar in the different dimensions. For coarse grids and a little number of independent processes, parallelization does not improve the speedup. In fact, in the case of a 65 × 65 mesh, the results when using 8 processors are worse than those of a sequential method. This can be justified because, in this case, the cost of initializing the processors is probably greater than the benefit (the computational work of each processor is too small).
On the contrary, when the number of nodes is high, 1025 × 1025 the speedup and the efficiency increase and we obtain an efficiency of 0.6 for 8 processors. In our opinion, this is reasonable. The results are analogous for other tests in non-rectangular domains. For more details, see [7, 12] .
A non-commutative test
In order to observe the numerical behavior in other tests in non-rectangular domains, we will now consider a 2D problem of the kind (11) in Ω = {x 2 1 + x 2 2 < 1} ∩ {(x 1 − 0.25) 2 + x 2 2 > 0.25} (see Fig. 1 ), with β = 1 and f such that the exact solution is u(x 1 , x 2 ) = x 2 1 + x 2 2 . The imposed boundary conditions are those satisfied by u on ∂Ω . Let us set the initial guess that is, a rapidly oscillating function.
In Fig. 7 we represent, at the logarithmic scale, the ∞ -norm of the exact error obtained at each iteration for h = 0.05, ω = 1 and different values of α. It is readily seen that the convergence of the method is improved as α increases (see Section 3). The asymptotic behavior of the error is a consequence of the smoothing effect of the method; see [8] .
For the SDI method considered in this paper, the observed behavior has been the same in commutative and noncommutative tests. The method has also been used successfully for the numerical solution of Navier-Stokes problems (see [2, 7, 9] ) and in the context of Image Processing (see for instance [3, 15, 24, 25] ).
