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ABSTRACT
Use of nonlinear feature maps via kernel approximation has led to
success in many online learning tasks. As a popular kernel approxi-
mationmethod, Nyström approximation, has beenwell investigated,
and various landmark points selection methods have been proposed
to improve the approximation quality. However, these improved
Nyström methods cannot be directly applied to the online learning
setting as they need to access the entire dataset to learn the land-
mark points, while we need to update model on-the-fly in the online
setting. To address this challenge, we propose Adaptive Nyström
approximation for solving nonlinear online learning problems. The
key idea is to adaptively modify the landmark points via online
kmeans and adjust the model accordingly via solving least square
problem followed by a gradient descent step. We show that the
resulting algorithm outperforms state-of-the-art online learning
methods under the same budget.
KEYWORDS
Online Learning, Kernel Methods, Classification.
1 INTRODUCTION
Online learning [3] has been widely used in many machine learning
problems, e.g, email filtering and ads advertisement, where data
points are observed sequentially. In the online learning setting,
there is often a limited budget/memory allowed for storing only a
small set of samples, instead of the entire data, and it updates the
model and makes prediction on-the-fly. The online learning setting
is significantly in contrast with offline learning, where the learning
has the access to the entire data, and is able to go through the data
multiple times to train a model, leading to higher accuracy than
their online counterparts.
Nonlinear online learning [5, 19] has drawn a considerable amount
of attention as it captures nonlinearity in the data which cannot be
effectively modeled in a linear online learning method, and usually
achieves better accuracy. One group of nonlinear online learning is
based on kernels, that is, kernel-based online learning. An online
kernel learning method typically requires a budget in memory for
storing a set of data points as support vectors for representing a
kernel based model. In an online learning process, this support vec-
tors set can grow dramatically. Therefore it is important to keep the
number of support vectors (i.e., the budget size) bounded. Several
popular techniques have been proposed to remove, project, and
merge support vectors as the online learning process proceeds so as
to bound the budget size. In contrast to the traditional work on keep-
ing support vectors in the budget under the online learning setting,
it is of increasing interest to construct the kernel-based nonlinear
mapping for data points to enable nonlinear online learning.
Kernel approximation is a popular method to approximate the
kernel mapping and transform a data point from input feature space
to another space via non-linear mapping, and then a linear online
learning method is applied in this new space. Nyström method [20,
28, 30] is a popular kernel approximation method to construct non-
linear kernel mapping for data points, which has shown superior
performance compared to support vectors based nonlinear online
learning algorithms [18]. From the nonlinear feature perspective,
the basic idea of Nyström is to construct non-linear mapping based
on a set of landmark points. Many algorithms have been proposed
to select the landmark points optimally for improving the quality of
the nonlinear mapping from Nyström approximation, e.g., kmeans
Nyström [30], leverage score based Nyström [8]; however, these
methods can only be applied in an offline setting, and their landmark
points need to be computed based on the entire data.
In this paper, our goal is to improve Nyström method under
online learning scenario, where only a single pass through the data
is allowed for updating the model and making prediction. More
specifically, instead of using a fixed set of landmark points, which
are often selected at the beginning of an online learning process, we
propose to adaptively learn the landmark points according to the
online data stream. When the distance between a new data point
and its closest kmeans centroid (a landmark point) is larger than
a threshold, we update the kmeans centroids (landmark points),
and thus change the non-linear mapping. Due to the change of
mapping, we adopt a two-stage optimization scheme to update the
model based on the new mapping by solving a least squares prob-
lem followed by a gradient descent step. We compare our method
with classical and state-of-the-art online learning algorithms, and
provide extensive empirical results on several real-world datasets
for regression and classification under different losses. The experi-
ments show that our method achieves higher accuracy under the
same budget. Theoretically, we show that our model has regret
bound of O(√T ) where T is the number of data points in the data
stream.
We summarize related work in Section 2. In Section 3 we formally
introduce the online learning problem and show how to generate
kernel mapping via kernel approximation. We propose our model
in Section 4. Empirical results on several real-world datasets are in
Section 5.
2 RELATEDWORK
Online learning is widely used in embedded systems, such as mobile
applications. Popular online learning algorithms can be categorized
into linear and nonlinear methods. Linear online learning [3] has
ar
X
iv
:1
80
2.
07
88
7v
2 
 [c
s.L
G]
  2
3 F
eb
 20
18
Si Si, Sanjiv Kumar, and Yang Li
been well investigated in classification and regression tasks, where
it learns a linear model in the input feature space. Because lin-
ear methods are often incapable of capturing the nonlinearity in
the data, nonlinear online learning, especially kernel-based meth-
ods [13], has drawn much attention in the community. In particular,
one line of research directly tries to reduce the size of support
vectors to fit the budget constraints. Several strategies have been
proposed to bound the size of the support vectors, including re-
moving redundant support vectors and retaining important ones in
the budget, e.g., [5]; or projecting support vectors, e.g., [19, 27]; or
merging/deleting the existing ones [17]. Another set of research on
nonlinear online learning is to construct the approximate nonlin-
ear mapping for the data points [17, 18]. Several works have also
provided a theoretical analysis for online learning [22].
Another line of research has focused on speeding up kernel ma-
chines by explicitly constructing nonlinear maps via kernel approx-
imation. Among different kernel approximation methods, random
Fourier feature [21] and Nyström based method [7, 28] are two
popular and efficient methods. The idea of Nyström based method
is to generate a low-rank approximation based on the landmark
points and the corresponding columns of the kernel matrix. A vari-
ety of strategies have been proposed to improve standard Nyström
, where the landmark points are sampled randomly in the dataset.
For example, kmeans Nyström [30] uses kmeans centroids as land-
mark points; ensemble Nyström [14] combines several landmark
points together resulting in a better approximation; [8] proposes to
use leverage scores for sampling. FastNys [23] constructs pseudo-
landmark points for computational benefit.
However, the previously mentioned improved Nyström methods
cannot be directly used to construct a non-linear map in an on-
line setting, as they need to access and go through the entire data
several times to construct a good approximation. The prediction
model is then trained on that approximation. For example, kmeans
Nyström [30] needs to perform kmeans on the entire data to obtain
centroids and use them as landmark points to train a model. [12]
needs to search in the entire dataset for the active set of points, and
then use them as landmark points in Nyström method to train SVM
model based on Pegasos algorithm. One way to solve this challenge
is to use the first incoming points as landmark points to construct
non-linear mapping for online learning [18]. The main difference
between our method and [18] is that we adaptively update the
landmarks and its kernel mapping during the entire online learning
process, meanwhile adjusting the model if mapping is updated.
As another popular and efficient kernel approximation method,
random Fourier feature [21] based methods also showmuch success
for large-scale machine learning applications. The main idea is to
approximate the kernel function based on the Fourier transform.
There are many variations of random Fourier feature methods. As
an instance, Fastfood [16] speeds up the projection operation using
Hadamard transform; Doubly SGD [4] uses two unbiased stochastic
approximation to the function gradient without the need to store
the projection matrix; FOGD [18] applies random Fourier features
with the online gradient descent to deal with the streaming data;
DualSGD [17] uses random Fourier feature to store the information
of the removed data points to maintain the budget under the on-
line setting; Reparametered Random Feature(RRF) [26] learns the
distribution parameters in random Fourier feature along with the
online learning process.
Most of the above random Fourier feature based methods can
be applied under the online learning setting, where the data are
coming in sequence. We have compared with some representative
random Fourier feature based methods in the experimental section.
3 NONLINEAR ONLINE LEARNING
Given T data points, XT = {(x1,y1), · · · , (xT ,yT )} where xt ∈ Rd
and yt ∈ R, we focus on the following nonlinear regularized risk
minimization problem:
min
w
λ
2 ∥w ∥
2
2 +
1
T
T∑
t=1
ℓ(yt ,wφT (xt )), (1)
where φ(·) is a function that nonlinearly maps data point xt to a
high-dimensional or even infinite-dimensional space; ℓ is a loss
function. For example, ℓ(y,u) = max(0, 1 − yu) is the hinge loss in
kernel SVM, ℓ(y,u) = (y − u)2 is the squared loss in kernel ridge
regression, and ℓ(y,u) = log(1 + exp(−yu)) is the logistic loss in
kernel logistic regression. In the online setting, data arrives as a
sequence and the size of entire data is unknown in advance.
Thus, the regularized loss for the t-th iteration is defined as,
Lt (w) = λ2 ∥w ∥
2
2 + ℓ(yt ,wφT (xt )). (2)
The goal of online learning is to learn a sequence of models wt
such that the regret is minimized. The regret can be defined as:
T∑
t=1
(Lt (wt ) − Lt (w∗)), (3)
wherew∗ is the optimal model learned assuming access to all the
T samples in one go (also known as offline mode). Kernel methods
are widely used in learning offline nonlinear models, however, in
an online setting, learning a good nonlinear mapping is a very
challenging problem.
In this work, we propose to approximate the nonlinear kernel
map by assuming the kernel matrixG forXT to be low-rank. Among
the popular kernel approximation methods, Nyström approxima-
tion has garnered much attention[6, 7, 14, 28]. Nyström method
approximates a kernel matrix by samplingm ≪ T landmark points
{u j }mj=1, and forming two matrices C ∈ RT×m and E ∈ Rm×m
based on the kernel function k(·, ·), where Ci j = k(x i ,u j ) and
Ei j = k(ui ,u j ), and then approximates the kernel matrix G as
G ≈ G¯ := CE†CT , (4)
where E† denotes the pseudo-inverse of E. From the feature point of
view, Nyströmmethodmay be viewed as constructing nonlinear fea-
tures for x i . Mathematically, withm landmark points u1, · · · ,um ,
the nonlinear feature mapping for x i is
φM (x i ) = [k(x i ,u1),k(x i ,u2), · · · ,k(x i ,um )]E†
1
2 , (5)
where M = {u1, · · · ,um }. There exist a lot of works on how to
choose landmark points u1, · · · ,um to achieve better nonlinear
mapping with low approximation error [8, 15, 30].
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Given the Nyström mapping φM (·), the loss for t-th iteration in
Eq (2) can be written as,
Lt (w) = λ2 ∥w ∥
2 + ℓ(yt ,wφTM (xt )). (6)
Note thatw represents the classification or regression model, and
the feature mapping φM (·) is parameterized by the landmark points
u1, · · · ,um .
4 PROPOSED METHOD
In this section, we introduce our Online Adaptive Nyström Approx-
imation (OANA), a simple way to update the landmark points in
Nyström approximation along the online learning process. We then
propose our main algorithm, Nonlinear Online Learning with Adap-
tive Nyström Approximation (NOLANA), which applies OANA to
construct nonlinear feature mapping, and updates the model ac-
cordingly to fit the new data.
4.1 Online Adaptive Nyström Approximation
We start with the description of our online kernel approximation
method: OANA. There has been substantial research on improving
Nyström approximation and constructing kernel mapping, e.g.,
kmeans Nyström [30] and MEKA[24], but they need to store the
entire data, which is infeasible under the online learning setting.
In the previous work [18], to use Nyström approximation and its
mapping under the online learning setting, the firstm data points in
the data stream were fixed as landmark pointsM and the nonlinear
mapping φM (·) was represented as in Eq (5). There is one issue
with using a fixedM : the initialm samples as landmark points may
be a poor choice for learning a good mapping, as they might not
represent the characteristic of the data stream. Here, we proposed
Online Adaptive Nyström Approximation(OANA) to address this
issue.
Online Landmark Points Updates: The key idea of OANA is
to update landmarks using online kmeans. As shown in many pre-
vious works e.g., [30] and [24], using kmeans centroids as landmark
points in Nyström approximation achieves better approximation
than using randomly sampled landmark points from the dataset;
however, to achieve good accuracy, kmeans algorithm needs to
make multiple passes through data. This is infeasible under the
online setting where we have budget constraint and cannot store
the entire data. Instead, we adopt the idea of online kmeans, and
use its centroids as landmark points to construct an approximate
kernel mapping.
More specifically, at iteration t , assume we already havem online
kmeans centroids u1, · · · ,um . Then, given a new sample xt , its
nonlinear kernel mapping is,
φM (xt ) = [k(xt ,u1),k(xt ,u2), · · · ,k(xt ,um )]UrS−
1
2
r (7)
where Ei j = k(ui ,u j ) and its rank-r SVD is E ≈ UrSrUTr .
Next, we update the centroids. To make the computation more ef-
ficient, we only update the kmeans centroids if the distance between
xt to its closest cluster q is larger than ϵ , i.e., if ∥xt − uq ∥2 ≥ ϵ ,
then we will update the q-th centroid uq as
uq ←
Nquq + xt
Nq + 1
, (8)
where Nq is the number of points at iteration t in the q-th cluster,
which is updated continuously during the online learning process.
If ∥xt − uq ∥2 < ϵ , we keep the centroids or landmark points
unchanged and thus the nonlinear mapping does not change as well.
In Table 1, we will show that using this strategy for online learning
leads to less frequent landmark points updates, and improves the
time complexity for update as well as the prediction accuracy.
Fast SVDUpdate: If we change q-th centroid or landmark point,
we need to recompute the SVD of the smallm ×m kernel matrix E¯
with E¯i j = k(ui ,u j ). Note that E¯ is a rank-2 update of the previous
landmark points’ kernel matrix E, that is, replacing q-th row and
q-th column in E¯ with the kernel value between new u¯q with all
other landmark points. That is
E¯ = E + abT + baT , (9)
a = [0, · · · , 1, 0, · · · , 0]T ,
b = [k(u0, u¯q ) − k(u0,uq ), · · · ,
k(u¯q , u¯q ) − k(uq ,uq )
2 ,
· · · ,k(um , u¯q ) − k(um ,uq )]T ,
where a and b are two length-m vectors with aq = 1 and b contains
the kernel values changes between E and E¯.
There are several ways we can update the E¯’s SVD efficiently
without computing it from scratch based on Eq.(9), such as comput-
ing rank-2 update of SVD [2, 10] or using randomized SVD[9] with
warm start.
Let us explain how to use randomized SVD with warm start to
compute E¯’s SVD. According to [9], the main step to approximate
the SVD of E¯ using randomized SVD is to compute the following
equation for p times:
Q ← E¯Q, (10)
where Q is a random matrix. Empirically, we observe that the
eigenspaces of E and E¯ are very similar as these two matrices are
only different in one row and one column. Motivated by [25], as
we know the approximate SVD of E ≈ USUT , whereU consists of
top r eigenvectors and S contains their corresponding eigenvalues,
and E and E¯ are similar, so we use Q = U to warm start Eq.(10).
It only takes 2 or 3 iterations of Eq.(10) (p = 2 or 3) to converge
to a good approximation of E¯’s SVD, which can speed up the SVD
computation. The time complexity is O(m2r ). In the budget we
only store E’s SVD, so we replace E¯ withUSUT + abT + baT when
computing Eq.(10).
The second method to compute E¯’s SVD is rank-2 update SVD to
directly use the fact that E¯ = E +abT +baT . Updating SVD for rank
one matrix perturbation has been well studied[2, 10]. Although E¯
is a rank-2 update of E, we can transform rank-2 problem into two
rank-1 SVD update problems.
The comparison between computing SVD from scratch, rank-
2 update SVD, and randomized SVD with warm start is shown
in Figure 1. Here we show the entire processing time (including
updating and prediction time, not just the time for using different
SVD solvers), and the only difference among these three curves
is on the SVD solver. We can see randomized SVD with warm
start is the fastest. The reason for rank-2 SVD update SVD to be
slow is because in the regime we are working on,m (the size of
K) is not large, usually to be a few hundreds, and r is similar to
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m (r = 0.8m), and we need to use rank-1 SVD update twice to
get rank-2 SVD update, therefore there is no much gain for using
rank-2 update SVD in this case. Also, the prediction accuracies are
similar with different SVD solvers. Based on the above analysis, we
use randomized SVD with warm start in our algorithm.
Figure 1: Time (including updating model and making pre-
dictions, not just the time for using different SVD solvers)
for USPS when increasing the number of samples. Here, x
axis varies the number of data points observed. As the size
of the matrix for SVD update is small ( a few hundreds), and
the number of samples observed is large, so the time cost for
the learning process is close to linear in the number of data
points observed.
In all, the OANA algorithm is given in Algorithm 1. Note that in
the entire online learning process, in order to update the centroids
and construct Nyström mappings, we need to store the landmark
points setM ,U and S (E’s eigenvectors and eigenvalues). Therefore
for a rank-r mapping, the budget size isO(md +mr ), where d is the
dimension of the sample,m is the number of landmark points, r is
the dimension of the mapping. Also ϵ in Algorithm 1 controls the
number of updates for landmark points and the nonlinear mapping.
4.2 Nonlinear Online Learning with Adaptive
Nyström Approximation
After we update the landmark points setM and have a new kernel
mapping φM (·), we need to update the modelwt correspondingly
so that the data points are trained with the new mapping. Suppose
at t-th iteration, given xt , we change the landmark point, and there
will be three changes: landmark points set M¯ , non-linear mapping
φM¯ (·), and the modelw . To update the modelw , we propose to first
fit the new point xt , and then update the model based on the new
non-linear mapping. As a consequence, we follow the two-stage
scheme to update w : first updating the model w in observation
of new data point xt , and then updating the model based on the
change of landmark points (M → M¯).
For the first stage, we update the model by minimizing the loss
for point xt given the landmark point setM :
min
w
λ
2 ∥w ∥
2
2 + ℓ(yt ,wφTM (xt )). (11)
Algorithm 1: Online Adaptive Nyström Approximation
Input: x1, · · · ,xT arrives in sequence; number of landmark
pointsm, rank r , threshold ϵ .
Output: Nonlinear kernel mapping for each sample.
1 Initialize cluster centroidsM as u1,u2, · · · ,um ∈ Rd
randomly;
2 Compute the rank-r SVD of the kernel matrix E ≈ UrSrUTr
where Ei j = k(ui ,u j );
3 for t = 1, · · · ,T do
4 Find the closest cluster xt belongs to, that is,
q = argminz ∥xt −uz ∥22 ;
5 if ∥xt − cq ∥2 ≥ ϵ then
6 Update the q-th cluster’s centroid as uq ← Nquq+x tNq+1 ;
7 Update the number of points belonging to q-th cluster
Nq ← Nq + 1;
8 Warm start the randomized SVD to compute the new
landmark points’ kernel matrix E¯’s rank-r SVD:
E¯ ≈ UrSrUTr as shown in Sec.4.1;
9 The approximate kernel mapping for xt , φM (xt ) as in
Eq (7);
Eq(11) is solved using gradient descent.
For the second stage, after we update the model based on xt and
update the landmark points and mapping, we solve the following
the optimization problem:
min
w¯
m∑
i=1
(wtφTM (ui ) − w¯φTM¯ (ui ))2 + θ ∥w¯ ∥2 (12)
wherewt is themodel after the stage one in Eq(11); M¯ = {u1, · · · ,um }
is the new set of landmark points at t-th iteration after landmark
points update;M is the set of landmarks before update; θ is a regu-
larization term. The first term in Eq.(12) measures the discrepancy
in model prediction before and after changing landmark points and
the corresponding feature map. The intuition is since the modelwt
works well for the old mapping, we encourage the prediction value
for old and new mapping to be close. w¯ is for smooth purpose so
that to limit the change of the model. Eq.(12) is the standard least
squares problem, which can be solved efficiently as described in
[1].
We show the effect of changingw using two-stage procedure in
Figure 2. The dot line in Figure 2 only updates the model based on
the new data point without considering the discrepancy in model
prediction before and after changing the feature map, that is, does
not consider the second stage Eq(12). We can clearly see the im-
provement by updating w using Eq.(12) and necessary of taking
two-stage procedure to update the modelw .
By combining OANA to construct features following the above
two-stage procedure to update model under the new mapping, our
final algorithm Nonlinear Online Learning with Adaptive Nyström
Approximation (NOLANA) is given in Algorithm 2. We can use
Nonlinear Online Learning with Adaptive Nyström Approximation
Figure 2: Effect of changing or not changing model after up-
dating mapping in USPS dataset.
Algorithm 2: Nonlinear Online Learning with Adaptive Nys-
tröm Approximation(NOLANA)
Input: x1, · · · ,xT arrives in sequence; number of landmark
pointsm, rank r
Output: Prediction for each new coming data point
1 Initialize: cluster centroidsM as u1,u2, · · · ,um ∈ Rd
randomly; initial weightw = 0;
2 Construct the kernel matrix E from setM ;
3 Perform eigendecomposition over E such that E ≈ UrSrUTr ;
4 for t = 1, · · · ,T do
5 Compute the approximate kernel mapping for xt as
φM (xt ) as shown in Eq (7);
6 Usewt to predict on new sample xt using
f (xt ) = wtφM (xt );
7 if Kernel mapping changed as shown in Algorithm 1 then
8 Compute the non-linear mapping for u1, · · · ,um
under the old and new mapping, that is to get φM (ui )
and φM¯ (ui );
9 Updatewt by solving Eq (11) and Eq (12);
10 else
11 Receive yt and suffer loss ℓ(yt ,wtφTM (xt ));
12 Updatewt+1 = wt − η∇ℓ(yt ,wtφTM (xt ));
NOLANA for different machine learning tasks including classifi-
cation, e.g., using logistic loss and hinge loss, and regression, e.g.,
squared loss.
4.3 Analysis
Time and budget analysis: In the entire online process as shown
in Algorithm 2, we need to storem landmark points (M), and the
eigenvectors and eigenvalues of the resulting kernel matrix (E).
Therefore the budget size is O(md +mr ), which is the same as of
[18]. If we change the landmark points, we need to first update
the SVD of the new set of landmark points using randomized SVD
which takes O(m2r ) time and update the model w , which takes
Table 1: The accuracy, number of updates, and updating time
varying ϵ in USPS dataset.
ϵ 0 25 50 100 200 300
Accuracy(%) 92.00 91.91 92.14 90.91 90.27 90.52
Time(in secs) 30.43 25.98 20.57 9.67 5.91 5.75
no. of updates 9298 7742 5523 1262 23 0
O(mr2) time as well. If we do not need to change landmark point,
then we just need a SGD step to update the model. As for the
prediction, the time complexity is O(md +mr ), which is the same
with the traditional Nyström method’s prediction time, therefore
we do not cause extra time overhead for prediction.
Note that we can control the total number of updates with ϵ (step
5 in Algorithm 1). If ϵ is small, Algorithm 2 has more updates than
the case when ϵ is large. Because of that, we will have discontinuous
landmark points updates. Such an update has two benefits: reducing
the update time, and improving the prediction accuracy. If there are
too many updates (small ϵ), it takes longer updating time, and might
have even higher prediction error as it keeps changing the model
to fit one sample. On the other hand, if there are too few updates
(large ϵ), it is faster, but the model is not well adjusted to the data
points resulting in low accuracy. Table 1 shows the computation
time (including the update and prediction time), number of updates,
accuracy for different choices of ϵ on USPS dataset, where ϵ controls
the number of updates. The prediction time is the same for all the ϵ .
When ϵ is 0, the update is continuous, that is, we update a landmark
point in the budget for each new coming point. When ϵ = 300, there
is no updates. From Table 1, we can see that ϵ = 50 achieves the
highest accuracy, and when we increase ϵ , the update time and
accuracy decrease. Therefore, controlling the number of updates
is important for accuracy and computational purposes, and thus
there is a trade-off between accuracy and computation time when
varying the distance threshold ϵ .
There are several heuristics one can employ in Algorithm 2
for updating landmark points under our framework. For example,
using weighted kmeans to incorporate the density information of
each cluster or assigning expiration time to each landmark point
to prevent the landmark points staying in the budget for too long.
Extensions based on these heuristics is a future work.
Regret Analysis: Next we show the regret analysis for our
method.
Theorem 4.1. Assume we learn with kernel function k(·, ·), and
some convex loss function ℓ(y, f (x)) and the norm of its gradient
in all iterations is bounded by a constant L. Given a sequence of T
samples x i , · · · ,xT that form a kernel matrix K ∈ RT×T , let K¯t
be the Nyström approximation of K using our method at step t . In
addition, definew∗t be the optimal solution when using Nyström kernel
approximation at step t assuming we have access to all the instances
as a batch to train a model. Letwt be the model our method learned.
We define f ∗ as the optimal classifier in the original kernel space
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(using K) with observing all the instance. Then,
T∑
t=1
Lt (wt ) −
T∑
t=1
Lt (f ∗) ≤
∥w∗T ∥2
2η +
η
2L
2T + τ (R +C)
+
1
2Tλ
T∑
t=1
∥K − K¯t ∥2, (13)
where R = maxTt=2 ∥w¯t − wt ∥2, the maximum change we made
when changing the mapping at step t ; C = maxTt=2 ∥w∗t+1 −w∗t ∥2,
the maximum difference between optimal model under old and new
mappings; and τ is the number of times we adjust mapping; η is the
learning rate; λ is the regularization parameter.
Proof. Let w¯t be the model before we adjust the model after
changing the Nyström feature map. As we use SGD to update the
model after seeing xt and yt , we have the following:
∥w¯t+1 −w∗t ∥2 (14)
= ∥wt − η∇ℓt (wt ) −w∗t ∥2
= ∥wt −w∗t ∥2 + η2∥∇ℓt (wt )∥ − 2η∇ℓt (wt )(wt −w∗t ).
Due to the convexity of the loss function, we have
ℓt (wt ) − ℓt (w∗t ) ≤ ∇ℓt (wt )(wt −w∗t ). (15)
Hence,
ℓt (wt ) − ℓt (w∗t ) ≤
∥wt −w∗t ∥2 − ∥w¯t+1 −w∗t ∥2
2η +
η
2 ∥∇ℓt (wt )∥
2.
(16)
Summing the above over t = 1, · · · ,T leads to
T∑
t=1
(ℓt (wt ) − ℓt (w∗t )) (17)
≤ ∥w1 −w
∗
1∥2 − ∥w¯2 −w∗1∥2 + · · · + ∥wT −w∗T ∥2 − ∥w¯T+1 −w∗T ∥2
2η
+
η
2
T∑
t=1
∥∇ℓt (wt )∥2
≤ ∥w1 −w
∗
1∥2 − ∥w¯T+1 −w∗T ∥2
2η +
∑T
t=2 ∥w¯t −wt ∥2
2η
+
∑T
t=1 ∥w∗t −w∗t+1∥2
2η +
η
2
T∑
t=1
∥∇ℓt (wt )∥2
≤ ∥w1 −w
∗
1∥2 − ∥w¯T+1 −w∗T ∥2
2η + τ (R +C) +
η
2L
2T
≤ ∥wT ∥
2
2η + τ (R +C) +
η
2L
2T .
As proved in [18], the linear optimization problem in kernel
space is equivalent to the approximate problem in the functional
space of Nyström method. Therefore, based on Lemma 1 in [18]
and Eq(17), we have
T∑
t=1
Lt (wt ) −
T∑
t=1
Lt (f ∗) ≤
∥w∗T ∥2
2η +
η
2L
2T + τ (R +C) (18)
+
1
2Tλ
T∑
t=1
∥K − K¯t ∥2.
Note that C is a constant related to the loss function; R is sum
of changes in the modelw along the learning process. And τ is a
parameter in our algorithm and can be controlled. □
It has been shown in many works that kmeans Nyström has
better approximation than Nyström with random sampling. Also as
illustrated in Figure 3 that compared to the standard Nyström , our
online Nyström mapping achieves lower ∥K − K¯ ∥2. As shown in
[29], we have ∥K˜ −K ∥2 ≤ O(TB ), where K˜ is the kernel by standard
Nyström , similar to the analysis in [18] and set η = O( 1√
T
),B =
O(√T ), and τ = O(√T ), we have
T∑
t=1
Lt (wt ) −
T∑
t=1
Lt (f ∗) ≤ O(
√
T ) (19)
Note that the importance of each term in Eq(13) depends on
many factors, e.g., the kernel approximation quality, the frequency
with which we update of the modelw , and the update parameters.
For example, if B =
√
T and we choose the learning rate η = 1√
T
,
then each component in the bound in Eq (13) will have the same
complexity, O(√T ).
The difference between our regret bound in Eq(13) and Theorem
2 in [18] is that we have one additional term to bound the change in
modelw due to the changing landmarks. Meanwhile, as our method
has lower approximation error (shown experimentally in Figure 3
than NOGD, we have smaller error in the fourth term in Eq(13)
compared to the third term in Theorem 2 in [18]. Furthermore, we
have shown our method achieves higher accuracy than [18] in the
experiments.
5 EXPERIMENTS
In this section, we first show the quality of the nonlinear mapping
based on the kernel approximation error. We then consider three
important machine learning tasks: binary classification with hinge
loss and logistic loss, and regression with square loss. In particular,
we compare the following online learning methods:
(1) Passive-Aggressive (PA)[3]: a linear online learning method
that aims at fitting the current model to the latest example.
(2) Fourier Online Gradient Descent (FOGD)[18]: uses random
Fourier features[21] in online gradient descent to update the
model.
(3) Nyström Online Gradient Descent (NOGD)[18]: uses nonlinear
features from Nyström method in online gradient descent to
update the model.
(4) Dual Space Gradient Descent (DualSGD)[17]: uses random Fourier
feature to store the information of the removed data points to
maintain the budget.
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Figure 3: The budget size (the number of landmark pointsm) versus relative kernel approximation error. For FOGD, we set the
projection dimension to be md+mrd so that each method has the same budget size.
(5) Reparametered Random Feature(RRF) [26]: learning the distri-
bution parameters in random Fourier feature along with the
online learning process.
(6) Online Adaptive Nyström Approximation (OANA): our pro-
posed online kernel approximation method that adaptively up-
dates the landmark points as the online process advances.
(7) Nonlinear Online Learning with Adaptive Nyström Approxima-
tion (NONALA): our proposed method that adaptively updates
the landmark points and nonlinear mapping, and changes model
according to the new mapping.
For all the above methods, except for PA, which is a linear
method, we use Gaussian kernel as the base kernel. All the ex-
periments are conducted on a Ubuntu PC machine with an Intel
Xeon X5440 2.83GHz CPU and 32G RAM with datasets from the
UCI data repository and their statistics is shown in Table 2.
For each dataset, we keep the size of budget to be same for all the
nonlinear methods, except for PA as PA does not need budget for
data points. For NOGD and our method, we use the samem, i.e., the
number of landmark points, and the budget size ismd +mr where
r is the reduced dimension (r = 0.8m). For FOGD, we need to store
the projection direction to construct random features. To ensure
that FOGD uses the same budget as others, we set the projection
dimension to be md+mrd . For DualSGD, which needs to store both
projections and support vectors, we storem support vectors, and
the dimension of the projection is mrd . Because [17, 18] provides
comprehensive comparison among DualSGD, NOGD, FOGD with
other kernel based online learning methods, e.g., BPA [27] and
Projectron [19], we ignore comparison with them here. Also we
tested doubly Stochastic Functional Gradients (Doubly SGD)[4].
The performance is worse than the methods compared in this paper.
For instance, Doubly SGD achieves 75% accuracy in usps dataset,
while all the other methods achieves accuracy higher than 80%.
The reason is that Doubly SGD only updates one coordinate at a
time for each data point, and thus needs several iterations over
the entire dataset or a large amount of data points to achieve good
performance. For online learning setting, we consider the data
streaming and iterate the data just once.
5.1 Kernel Approximation
The kernel approximation results for varying budget sizes on three
datasets are given in Figure 3 to show how good the nonlinear
mapping is. The three datasets’ statistics are shown in Table 2.
For covtype, we randomly sampled 10,000 data points for kernel
approximation experiments, and for the other two datasets we
use all the data points. We use the relative kernel approximation
error ∥G−G¯ ∥F∥G ∥F to measure the quality. For our method, OANA, G¯
is constructed using the landmark points after going through all
the data points. For NOGD, G¯ is constructed based on the first
m points in the data stream, and for FOGD, the dimension of the
projected space is md+mrd , so that all the three methods have the
same budget size. As shown in the Figure 3, we can see that our
method achieves lower approximation error than fixing the first
m points as landmark points (NOGD) and using random features
as feature mapping (FOGD). Therefore, our method can generate
better feature mapping, and benefit online learning tasks, such as
classification and regression.
5.2 Classification and Regression
We compare our method with state-of-the-art online learning meth-
ods for solving online classification and regression problems. We
test these methods on five datasets and three loss functions for
classification and regression. For each dataset, we randomly shuffle
the dataset for 5 times, and the result is the average of 5 indepen-
dent runs. The results are shown in Table 2 and Figure 4. For each
dataset, we fix the budget to be the same for all the methods (except
PA). The parameters are chosen by 5-fold cross-validation. Table 2
reports the accuracy for classification task (hinge loss and logistic
loss) and testRMSE for regression task (square loss) after we pro-
cess all the data points. We can see that in 4 out of 5 datasets, our
method performs the best, showing adaptively learning landmark
points is beneficial for online learning with Nyström mapping. In
Figure 4, we plot the prediction accuracy or testRMSE for all the
methods in response to the number of points observed so far. We
can see that the models becomes better when training with more
examples, with our method performing better than others in most
cases.
Si Si, Sanjiv Kumar, and Yang Li
(a) cpusmall (b) usps (c) ijcnn
(d) webspam (e) covtype
Figure 4: The number of training points vs accuracy (logistic loss and hinge loss) and Test RMSE (square loss). For FOGD, we
use the projection dimension to be md+mrd , so that each method has the same budget size. PA does not need to save any data
point in the budget.
Table 2: Accuracy comparison of our method with state-of-the-art online learning methods for online classification and re-
gression. The results are TestRMSE result (on cpusmall dataset) and prediction accuracy (for the rest four datasets). NOLANA
is our proposed method. n: number of data points; d: dimension of the data;m: number of data points in the budget set. Budget
for all methods was kept the same (except PA) for each dataset.
Dataset n d m Loss task PA NOGD FOGD DualSGD RRF NOLANA
cpusmall 8,192 12 20 square regression 15.83 8.30 7.60 7.20 7.77 7.08
usps 9,298 256 100 hinge classification 80.01 90.52 89.52 89.30 91.05 92.07
ijcnn 141,691 22 100 hinge classification 89.84 93.58 94.00 92.92 95.43 93.65
webspam 280,000 254 100 hinge classification 87.49 91.13 90.55 90.05 91.42 91.71
covtype 581,012 54 200 logistic classification 68.78 68.84 69.95 70.66 69.97 71.51
We also want to mention that all the methods in Table 2 are
online learning algorithms dealing with streaming data where we
could go through the data just once. On the other hand, in the offline
learning setting, themodel is trained by going through datamultiple
times leading to higher accuracy than their online counterparts.
Therefore our method and all the other online methods shown in
the paper has lower accuracy than the commonly known offline
results [11] on the same datasets from the literature.
About the running time, to predict new data point, our method
has the same prediction time with traditional Nyström (NOGD) (as
analyzed in Section 4.2). Therefore we do not introduce extra time
overhead for prediction. For updating the model part, we need some
extra time for updating the landmark points on-the-fly to achieve
higher accuracy. Although both have the same time complexity for
update, the total update time is more than NOGD in practice. We
have shown the time comparison in Table 1 that there is a trade-
off between the computation time and accuracy. More updates
normally cost more time, but the model will have higher accuracy.
On the other hand, when ϵ in Algorithm 1 is 0, there is no landmark
updates, and our method is the same as the Nyström method. For
example, the computation time (including time for prediction and
updating the model) of our method is 5.75 sec with accuracy of
90.52%. When ϵ is 50, our method takes more updates, and accuracy
goes to 92.14% taking longer time 20.57 sec.
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6 CONCLUSION
In this paper our goal was to improve Nyström method and apply
it for online learning tasks. The challenge is that we cannot apply
state-of-the-art Nyström methods under online learning setting,
as they need to access the entire data to compute good landmark
points for approximation. We propose to adaptively adjust the
landmark points via online kmeans, followed by a two-stage opti-
mization scheme to update the model through the online learning
process. Extensive experiments indicate that our method performs
better than state-of-the-art online learning algorithms for online
classification and regression.
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