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a b s t r a c t
In this paper, the concept of (L,M)-fuzzy weak mappings is introduced as a generalization
of weak mappings. Matroids and weak mappings form a category which is denoted byM.
Fuzzifying matroids and fuzzifying weak mappings form a category which is denoted by
FYM. [0, 1]-pre-matroids and [0, 1]-weak mappings form a category which is denoted by
IM. Bi-fuzzy pre-matroids and bi-fuzzy weak mappings form a category which is denoted
by IIFM. We study the relations amongM, FYM, IM and IIFM.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Matroids were introduced by Whitney in 1935 as a generalization of both graphs and matrices. It is well known that
matroids play an important role in mathematics, especially in applied mathematics. Matroids are precisely the structures
forwhich the very simple and efficient greedy algorithmworks [1,2,17]. In [3],whenboth L andM are completely distributive
lattices, Shi defined an M-fuzzy family of independent L-fuzzy sets on a finite set E by means of a mapping I : LE → M
satisfying three axioms. Thus each L-fuzzy subset of E can be regarded to be independent to some degree. When I is anM-
fuzzy family of independent L-fuzzy sets on E, (E, I) is called an (L,M)-fuzzy pre-matroid. An (L, 2)-fuzzy pre-matroid is also
called an L-pre-matroid. A (2,M)-fuzzy pre-matroid is also called an M-fuzzifying matroid [4]. A matroid can be regarded
as a (2, 2)-fuzzy pre-matroid. L-pre-matroids andM-fuzzifying matroids can be applied to fuzzy algebras and fuzzy graphs.
The aim of this paper is to study the relations among matroids, [0, 1]-fuzzifying matroids, [0, 1]-pre-matroids and
([0, 1], [0, 1])-fuzzy pre-matroids from a categorical point of view. As a generalization of weak mappings, we introduce
the concept of (L,M)-fuzzy weak mappings. An (L, 2)-fuzzy weak mapping is also called an L-weak mapping. A (2,M)-
fuzzy weak mapping is also called an M-fuzzifying weak mapping. Obviously a weak mapping can be regarded as a
(2, 2)-fuzzy weak mapping. Matroids and weak mappings form a category [16] which is denoted by M. [0, 1]-fuzzifying
matroids and [0, 1]-fuzzifying weak mappings form a category which is denoted by FYM. [0, 1]-pre-matroids and
[0, 1]-weak mappings form a category which is denoted by IM. ([0, 1], [0, 1])-fuzzy pre-matroids and ([0, 1], [0, 1])-fuzzy
weakmappings form a category which is denoted by IIFM.M can be regarded as a simultaneously reflective and coreflective
subcategory of FYM [5]. The main results in this paper are summarized as following:
M
r,c⊂ IM, FYM r,c⊂ IIFM, M r,c⊂ FYM ∼= CPIM c⊂ IM r,c⊂ IIFM,
where r, c in the diagram mean, respectively, bireflective and bicoreflective.
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2. Preliminaries
Throughout this paper, both L andM denote completely distributive lattices, and E is a nonempty finite set. LE is the set
of all L-fuzzy sets (or L-sets for short) on E. The smallest element and the largest element in L are denoted by ⊥L and >L
respectively. χA denotes the characteristic function of a crisp subset A of E.
An element a in L is called a prime element if a > b∧ c implies a > b or a > c. a in L is called co-prime if a 6 b∨ c implies
a 6 b or a 6 c [6]. The set of non-unit prime elements in L is denoted by P(L). The set of non-zero co-prime elements in L is
denoted by J(L). When L is replaced by the interval [0, 1], it is easy to see J(L) = (0, 1] and P(L) = [0, 1).
The binary relation ≺ in L is defined as follows: for a, b ∈ L, a ≺ b if and only if for every subset D ⊆ L, the relation
b 6 supD always implies the existence of d ∈ D with a 6 d [7]. {a ∈ L : a ≺ b} is called the greatest minimal family of b
in the sense of [8], denoted by β(b), and β∗(b) = β(b) ∩ J(L). Moreover, for b ∈ L, we define α(b) = {a ∈ L : a≺op b} and
α∗(b) = α(b)∩P(L). In a completely distributive lattice L, there existα(b) andβ(b) for each b ∈ L, and b =∨β(b) =∧α(b)
(see [8]). When L is replaced by the interval [0, 1], it is easy to see β(a) = [0, a) and α(a) = (a, 1] for all a ∈ [0, 1].
Lemma 2.1 ([8]). Let L be a completely distributive lattice and {ai : i ∈ Ω} ⊆ L. Then
(1) α(
∧
i∈Ω ai) =
⋃
i∈Ω α(ai), i.e. α is an
∧
–
⋃
mapping.
(2) β(
∨
i∈Ω ai) =
⋃
i∈Ω β(ai), i.e. β is a union-preserving mapping.
Definition 2.2 ([9]). Let A ∈ LE and a ∈ L. Define
A[a] = {e ∈ E : A(e) > a}, A(a) = {e ∈ E : A(e) 
 a},
A(a) = {e ∈ E : a ∈ β(A(e))}, A[a] = {e ∈ E : a 6∈ α(A(e))}.
Some properties of these cut sets can be found in [9–14].
For a ∈ L and A ⊆ E, define two L-fuzzy sets a ∧ A and a ∨ A as follows:
(a ∧ A)(e) =
{
a, e ∈ A;
⊥L, e 6∈ A. (a ∨ A)(e) =
{>L, e ∈ A;
a, e 6∈ A.
An L-fuzzy set a ∧ {e} is called an L-fuzzy point and denoted by ea.
Definition 2.3 ([3]). Let A be an L-fuzzy set on a finite set E. Then the mapping |A| : N → L defined by ∀n ∈ N,
|A|(n) =∨{a ∈ L : |A[a]| > n} is called the L-fuzzy cardinality of A.
Lemma 2.4 ([3]). For a finite set E, it holds that |A|[a] = |A[a]| for any A ∈ LE and any a ∈ J(L).
Definition 2.5 ([3]). Let E be a finite set. A mapping I : LE → M is called anM-fuzzy family of independent L-fuzzy sets on
E if it satisfies the following three conditions:
(LMFI1) I(χ∅) = >M ;
(LMFI2) For any A, B ∈ LE, A 6 B⇒ I(A) > I(B);
(LMFI3) If b = |B|(n) 
 |A|(n) for A, B ∈ LE and for some n ∈ N, then∨
e∈F(A,B)
I((b ∧ A[b]) ∨ eb) > I(A) ∧ I(B),
where F(A, B) = {e ∈ E : b 6 B(e), b 
 A(e)}.
A 2-fuzzy family of independent L-fuzzy sets is also called a family of independent L-fuzzy sets. An M-fuzzy family of
independent 2-fuzzy sets is also called an M-fuzzy family of independent sets. Obviously a family of independent sets can
be regarded as a 2-fuzzy family of independent 2-fuzzy sets.
Remark 2.6 ([3,4]). (1) Let E be a finite set. I ⊆ LE is a family of independent L-fuzzy sets on E if and only if it satisfies the
following conditions:
(LI1) χ∅ ∈ I;
(LI2) A ∈ LE, B ∈ I, A 6 B⇒ A ∈ I;
(LI3) If A, B ∈ I and b = |B|(n) 
 |A|(n) for some n ∈ N, then there exists e ∈ F(A, B) such that (b ∧ A[b]) ∨ eb ∈ I.
(2) Let E be a finite set. A mapping I : 2E → M is an M-fuzzy family of independent sets on E if and only if it satisfies the
following conditions:
(MFI1) I(∅) = >M ;
(MFI2) For any A, B ∈ 2E , A ⊆ B⇒ I(A) > I(B);
(MFI3) If A, B ∈ 2E and |A| < |B|, then∨e∈B−A I(A ∪ {e}) > I(A) ∧ I(B).
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Remark 2.7. Let E be a finite set. In [3], (E, I) is called an (L,M)-fuzzy matroid if I is an M-fuzzy family of independent
L-fuzzy sets on E.
It is well known that every family of independent sets I on E has maximal elements, i.e. every matroid (E, I) has bases.
However, some 2-fuzzy families of independent L-fuzzy sets on E have no maximal elements (see Example 6.5). Based on
the fact, one reviewer suggests that an (L,M)-fuzzy matroid be called an (L,M)-fuzzy pre-matroid.
In what follows, we shall call (E, I) an (L,M)-fuzzy pre-matroid if I is anM-fuzzy family of independent L-fuzzy sets on
E. When L = M = [0, 1], an (L,M)-fuzzy pre-matroid is also called a bi-fuzzy pre-matroid for short. An (L, 2)-fuzzy pre-
matroid is also called an L-pre-matroid. A (2,M)-fuzzy pre-matroid is also called anM-fuzzifying matroid. AnM-fuzzifying
matroid is so called because every [0, 1]-fuzzifying matroid has the bases mapping (see [15]). A [0, 1]-fuzzifying matroid is
also called a fuzzifying matroid for short. Obviously a matroid can be regarded as a (2, 2)-fuzzy pre-matroid.
Theorem 2.8 ([3]). Let E be a finite set and let I : LE → M be a mapping. Then the following conditions are equivalent:
(1) (E, I) is an (L,M)-fuzzy pre-matroid;
(2) For each a ∈ J(M), (E, I[a]) is an L-pre-matroid;
(3) For each a ∈ P(M), (E, I(a)) is an L-pre-matroid.
Corollary 2.9 ([3]). Let E be a finite set and let I : 2E → M be a mapping. Then the following conditions are equivalent:
(1) (E, I) is an M-fuzzifying matroid;
(2) For each a ∈ J(M), (E, I[a]) is a matroid;
(3) For each a ∈ P(M), (E, I(a)) is a matroid.
Theorem 2.10 ([3]). Let E be a finite set and let I : LE → M be a mapping. If β(a ∧ b) = β(a) ∩ β(b) for any a, b ∈ M, then
(E, I) is an (L,M)-fuzzy pre-matroid if and only if for each a ∈ β(>M), (E, I(a)) is an L-pre-matroid.
Corollary 2.11 ([3]). Let E be a finite set and let I : 2E → M be a mapping. If β(a ∧ b) = β(a) ∩ β(b) for any a, b ∈ M, then
(E, I) is an M-fuzzifying matroid if and only if for each a ∈ β(>M), (E, I(a)) is a matroid.
Corollary 2.12 ([3]). Let E be a finite set and let I : LE → M be a mapping. If α(a ∨ b) = α(a) ∩ α(b) for any a, b ∈ M, then
(E, I) is an (L,M)-fuzzy pre-matroid if and only if for each a ∈ α(⊥M), (E, I[a]) is an L-pre-matroid.
Corollary 2.13 ([3]). Let E be a finite set and let I : 2E → M be a mapping. If α(a ∨ b) = α(a) ∩ α(b) for any a, b ∈ M, then
(E, I) is an M-fuzzifying matroid if and only if for each a ∈ α(⊥M), (E, I[a]) is a matroid.
Theorem 2.14 ([3]). Let E be a finite set and I ⊆ LE . ∀a ∈ L \ {⊥L}, define
I[a] = {A[a] : A ∈ I}.
If (E, I) is an L-pre-matroid, then (E, I[a]) is a matroid for each a ∈ L \ {⊥L}.
Theorem 2.15 ([3]). Let E be a finite set, I ⊆ LE and β(a ∧ b) = β(a) ∩ β(b) for any a, b ∈ L. ∀a ∈ β(>L), define
I(a) = {A(a) : A ∈ I}.
If (E, I) is an L-pre-matroid, then (E, I(a)) is a matroid for each a ∈ β(>L).
3. (L,M)-fuzzy weak mappings
We generalize the concept of weak mappings to fuzzy setting as follows:
Definition 3.1. Let (Ei, Ii) (i = 1, 2) be two (L,M)-fuzzy pre-matroids. A mapping f : E1 → E2 is called an (L,M)-fuzzy
weak mapping from (E1, I1) to (E2, I2) if I1(f←L (A)) > I2(A) for all A ∈ LE2 , where f←L (A) = A ◦ f .
When L = M = [0, 1], an (L,M)-fuzzy weak mapping is also called a bi-fuzzy weak mapping for short. When L = [0, 1],
f←L is denoted by f
←
I .
An (L, 2)-fuzzy weak mapping is also called an L-weak mapping. A (2,M)-fuzzy weak mapping is also called an M-
fuzzifying weakmapping and a [0, 1]-fuzzifying weakmapping is also called a fuzzifying weakmapping for short. Obviously
a weak mapping can be regarded as a (2, 2)-fuzzy weak mapping.
Remark 3.2. (1) Let (Ei, Ii) (i = 1, 2) be two L-pre-matroids. A mapping f : E1 → E2 is an L-weak mapping from (E1, I1)
to (E2, I2) if and only if f←L (A) ∈ I1 for all A ∈ I2.
(2) Let (Ei, Ii) (i = 1, 2) be two M-fuzzifying matroids. A mapping f : E1 → E2 is an M-fuzzifying weak mapping from
(E1, I1) to (E2, I2) if and only if I1(f −1(A)) > I2(A) for all A ∈ 2E2 .
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Theorem 3.3. Let (Ei, Ii) (i = 1, 2) be two (L,M)-fuzzy pre-matroids and let f : E1 → E2 be a mapping. Then the following
conditions are equivalent:
(1) f is an (L,M)-fuzzy weak mapping from (E1, I1) to (E2, I2);
(2) For each a ∈ J(M), f is an L-weak mapping from (E1, I1[a]) to (E2, I2[a]);
(3) For each a ∈ P(M), f is an L-weak mapping from (E1, I1(a)) to (E2, I2(a)).
Proof. (1)⇒ (2). Suppose that f is an (L,M)-fuzzy weak mapping from (E1, I1) to (E2, I2). By Theorem 2.8, (E1, I1[a]) and
(E2, I2[a]) are L-pre-matroids for all a ∈ J(M). Let a ∈ J(M) and A ∈ I2[a]. Then I2(A) > a, thus I1(f←L (A)) > I2(A) > a
by f is an (L,M)-fuzzy weak mapping from (E1, I1) to (E2, I2), i.e. f←L (A) ∈ I1[a]. Therefore f is an L-weak mapping from
(E1, I1[a]) to (E1, I2[a]) for all a ∈ J(M).
(2)⇒ (1). Assume that f is an L-weak mapping from (E1, I1[a]) to (E2, I2[a]) for all a ∈ J(M). ∀A ∈ LE2 , let a ∈ J(M) and
a 6 I2(A). Then A ∈ I2[a], hence f←L (A) ∈ I1[a], i.e. I1(f←L (A)) > a. This implies that I1(f←L (A)) > I2(A). Therefore f is an
(L,M)-fuzzy weak mapping from (E1, I1) to (E2, I2).
(1)⇒ (3). Suppose that f is an (L,M)-fuzzy weak mapping from (E1, I1) to (E2, I2). By Theorem 2.8, (E1, I1(a)) and
(E2, I2(a)) are L-pre-matroids for all a ∈ P(M). Let a ∈ P(M) and A ∈ I2(a). Then I2(A) 
 a. By f is an (L,M)-fuzzy weak
mapping from (E1, I1) to (E2, I2), we have I1(f←L (A)) > I2(A), thus I1(f
←
L (A)) 
 a, i.e. f
←
L (A) ∈ I1(a). Therefore f is an
L-weak mapping from (E1, I1(a)) to (E1, I2(a)) for all a ∈ P(M).
(3)⇒ (1). Assume that f is an L-weak mapping from (E1, I1(a)) to (E1, I2(a)) for all a ∈ P(M). ∀A ∈ LE2 , let a ∈ P(M) and
I2(A) 
 a. Then A ∈ I2(a), hence f←L (A) ∈ I1(a), i.e. I1(f←L (A)) 
 a. This implies that I1(f←L (A)) > I2(A). Therefore f is an
(L,M)-fuzzy weak mapping from (E1, I1) to (E2, I2). 
Corollary 3.4. Let (Ei, Ii) (i = 1, 2) be two M-fuzzifying matroids and let f : E1 → E2 be a mapping. Then the following
conditions are equivalent:
(1) f is an M-fuzzifying weak mapping from (E1, I1) to (E2, I2);
(2) For each a ∈ J(M), f is a weak mapping from (E1, I1[a]) to (E2, I2[a]);
(3) For each a ∈ P(M), f is a weak mapping from (E1, I1(a)) to (E2, I2(a)).
Theorem 3.5. Let (Ei, Ii) (i = 1, 2) be two (L,M)-fuzzy pre-matroids and let f : E1 → E2 be a mapping. If β(a ∧ b) =
β(a) ∩ β(b) for any a, b ∈ M, then the following conditions are equivalent:
(1) f is an (L,M)-fuzzy weak mapping from (E1, I1) to (E2, I2);
(2) For each a ∈ β(>M), f is an L-weak mapping from (E1, I1(a)) to (E2, I2(a)).
Proof. (1)⇒ (2). Suppose that f is an (L,M)-fuzzy weakmapping from (E1, I1) to (E2, I2). By Theorem 2.10, (E1, I1(a)) and
(E2, I2(a)) are L-pre-matroids for all a ∈ β(>M). Let a ∈ β(>M) and A ∈ I2(a). Then a ∈ β(I2(A)). By f is an (L,M)-fuzzy
weak mapping from (E1, I1) to (E2, I2), we have I1(f←L (A)) > I2(A), thus a ∈ β(I1(f←L (A))), i.e. f←L (A) ∈ I1(a). Therefore
f is an L-weak mapping from (E1, I1(a)) to (E1, I2(a)) for all a ∈ β(>M).
(2) ⇒ (1). Assume that f is an L-weak mapping from (E1, I1(a)) to (E1, I2(a)) for all a ∈ β(>M). ∀A ∈ LE2 and
a ∈ β(I2(A)) ⊆ β(>M). Then A ∈ I2(a), hence f←L (A) ∈ I1(a), i.e. a ∈ β(I1(f←L (A))). This implies that I1(f←L (A)) > I2(A).
Therefore f is an (L,M)-fuzzy weak mapping from (E1, I1) to (E2, I2). 
Corollary 3.6. Let (Ei, Ii) (i = 1, 2) be twoM-fuzzifying matroids and let f : E1 → E2 be a mapping. If β(a∧b) = β(a)∩β(b)
for any a, b ∈ M, then the following conditions are equivalent:
(1) f is an M-fuzzifying weak mapping from (E1, I1) to (E2, I2);
(2) For each a ∈ β(>M), f is a weak mapping from (E1, I1(a)) to (E2, I2(a)).
As the dual results of Theorem 3.5 and Corollary 3.6 we have the following two corollaries.
Corollary 3.7. Let (Ei, Ii) (i = 1, 2) be two (L,M)-fuzzy pre-matroids and let f : E1 → E2 be a mapping. If α(a ∨ b) =
α(a) ∩ α(b) for any a, b ∈ M, then the following conditions are equivalent:
(1) f is an (L,M)-fuzzy weak mapping from (E1, I1) to (E2, I2);
(2) For each a ∈ α(⊥M), f is an L-weak mapping from (E1, I1[a]) to (E2, I2[a]).
Corollary 3.8. Let (Ei, Ii) (i = 1, 2) be twoM-fuzzifying matroids and let f : E1 → E2 be a mapping. If α(a∨b) = α(a)∩α(b)
for any a, b ∈ M, then the following conditions are equivalent:
(1) f is an M-fuzzifying weak mapping from (E1, I1) to (E2, I2);
(2) For each a ∈ α(⊥M), f is a weak mapping from (E1, I1[a]) to (E2, I2[a]).
Theorem 3.9. Let (Ei, Ii) (i = 1, 2) be two L-pre-matroids and let f : E1 → E2 be an L-weak mapping from (E1, I1) to (E2, I2),
then each of the following holds:
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(1) f is a weak mapping from (E1, I1[a]) to (E2, I2[a]) for each a ∈ L \ {⊥L}.
(2) If β(a ∧ b) = β(a) ∩ β(b) for any a, b ∈ L, then f is a weak mapping from (E1, I1(a)) to (E2, I2(a)) for each a ∈ β(>L).
Proof. (1) Suppose that f : E1 → E2 is an L-weak mapping from (E1, I1) to (E2, I2). By Theorem 2.14, we have (E1, I1[a])
and (E2, I2[a]) are matroids for each a ∈ L \ {⊥L}. ∀a ∈ L \ {⊥L}, let A[a] ∈ I2[a], where A ∈ I2. By f : E1 → E2 is an L-weak
mapping, we have f←L (A) ∈ I1, hence f −1(A[a]) = f←L (A)[a] ∈ I1[a]. This implies that f is a weak mapping from (E1, I1[a])
to (E2, I2[a]) for all a ∈ L \ {⊥L}.
(2) Suppose that f : E1 → E2 is an L-weak mapping from (E1, I1) to (E2, I2). By Theorem 2.15, we have (E1, I1(a)) and
(E2, I2(a)) are matroids for each a ∈ β(>L). ∀a ∈ β(>L), let A(a) ∈ I2(a), where A ∈ I2. By f : E1 → E2 is an L-weak
mapping, we have f←L (A) ∈ I1, hence f −1(A(a)) = f←L (A)(a) ∈ I1(a). This implies that f is a weak mapping from (E1, I1(a))
to (E2, I2(a)) for all a ∈ β(>L). 
Definition 3.10. An L-pre-matroid (E, I) is called a perfect L-pre-matroid, if it satisfies the following condition:
(LI4) ∀A ∈ LE , if a ∧ A[a] ∈ I for all a ∈ L \ {⊥L}, then A ∈ I.
Example 3.11. Let E = {3, 5}. Define A ∈ [0, 1]E by
A(e) =

1
2
, e = 3;
1
3
, e = 5,
and define
I =
{
B ∈ [0, 1]E : B 6 1
3
∧ {3, 5}
}
∪
{
B ∈ [0, 1]E : B 6 1
2
∧ {3}
}
.
Then we can check that I satisfies (LI1)–(LI3), but it does not satisfy (LI4) since a ∧ A[a] ∈ I for all a ∈ (0, 1] but A 6∈ I.
The following theorem is obvious.
Theorem 3.12. Let (E, I) be an L-pre-matroid. Then (E, I) is a perfect L-pre-matroid if and only if I = {A ∈ LE : ∀a ∈
L \ {⊥L}, A[a] ∈ I[a]}.
Theorem 3.13. Let (Ei, Ii) (i = 1, 2) be two L-pre-matroids and let f : E1 → E2 be a mapping. If (E1, I1) is a perfect L-pre-
matroids, then the following conditions are equivalent:
(1) f is an L-weak mapping from (E1, I1) to (E2, I2);
(2) f is a weak mapping from (E1, I1[a]) to (E2, I2[a]) for each a ∈ L \ {⊥L}.
Proof. Obviously, (1)⇒ (2) by Theorem 3.9.
(2)⇒ (1). Assume that f is a weak mapping from (E1, I1[a]) to (E2, I2[a]) for each a ∈ L \ {⊥L}. Let A ∈ I2. then
A[a] ∈ I2[a] for all a ∈ L \ {⊥L}, thus f←L (A)[a] = f −1(A[a]) ∈ I1[a] for all a ∈ L \ {⊥L}, hence a ∧ f←L (A)[a] ∈ I1 for all
a ∈ L \ {⊥L}. By (E1, I1) is a perfect L-pre-matroids, f←L (A) ∈ I1. This implies that f is an L-weak mapping from (E1, I1) to
(E2, I2). 
4. M as a subcategory of FYM and IM as a subcategory of IIFM
In the following, we shall study the relation between [0, 1]-pre-matroids and bi-fuzzy pre-matroids from the viewpoint
of category theory.
It is easy to prove that matroids and weak mappings form a category, fuzzifying matroids and fuzzifying weak mappings
form a category, [0, 1]-pre-matroids and [0, 1]-weak mappings form a category, bi-fuzzy pre-matroids and bi-fuzzy weak
mappings form a category. In what follows, they are denoted byM, FYM, IM and IIFM respectively.
Let (E, I) be a [0, 1]-pre-matroid. Then (E, χI) is a bi-fuzzy pre-matroid. Therefore, we define the inclusion functor
i : IM→ IIFM by i(E, I) = (E, χI).
By Theorems 2.8, 2.10, 3.3 and 3.5, we shall define two functors from IIFM to IM in the next theorem.
Theorem 4.1. (1) Define F : IIFM→ IM by F(E, I) = (E, I[1]). Then F is a functor from IIFM to IM.
(2) Define G : IIFM→ IM by G(E, I) = (E, I(0)). Then G is a functor from IIFM to IM.
Theorem 4.2. (1) For any [0, 1]-pre-matroid (E, I), F ◦ i(I) = G ◦ i(I) = I.
(2) For any bi-fuzzy pre-matroid (E, I), i ◦ F(I) 6 I, i ◦ G(I) > I.
Proof. Trivial and straightforward. 
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Theorem 4.3. IM is a simultaneously bireflective and bicoreflective full subcategory of IIFM.
Proof. Given a bi-fuzzy pre-matroid (E, I), its IM-reflection is given by
(E, I)
idE→ (E, i ◦ F(I)),
and its IM-coreflection is given by
(E, i ◦ G(I)) idE→ (E, I). 
Corollary 4.3 in [5] is a corollary of Theorem 4.3 as follows:
Corollary 4.4 ([5]). M can be embedded in FYM as a simultaneously reflective and coreflective subcategory.
5. M as a subcategory of IM and FYM as a subcategory of IIFM
In this section, we shall study the relation between fuzzifying matroids and bi-fuzzy pre-matroids and the relation
between matroids and [0, 1]-pre-matroids from the viewpoint of category theory.
Theorem 5.1 ([3]). Let (E, I) be a fuzzifying matroid. Define ωI(I) : [0, 1]E → [0, 1] by
ωI(I)(A) =
∧
a∈(0,1]
I(A[a]).
Then (E, ωI(I)) is a bi-fuzzy pre-matroid.
Theorem 5.2 ([3]). Let (E, I) be a matroid. Then (E, ω(I)) is a [0, 1]-pre-matroid, where ω(I) = {A ∈ [0, 1]E : ∀a ∈
(0, 1], A[a] ∈ I}.
Theorem 5.3. Let (Ei, Ii) (i = 1, 2) be two fuzzifying matroids. If f : E1 → E2 is a fuzzifying weak mapping from (E1, I1) to
(E2, I2), then f is a bi-fuzzy weak mapping from (E1, ωI(I1)) to (E2, ωI(I2)).
Proof. ∀A ∈ [0, 1]E2 , then A[a] ∈ 2E2 for all a ∈ (0, 1]. Since f : E1 → E2 is a fuzzifying weak mapping from (E1, I1) to
(E2, I2), I1(f −1(A[a])) > I2(A[a]) for all a ∈ (0, 1]. By the definitions of ωI(I1) and ωI(I2), we have ωI(I1)(f←I (A)) =∧
a∈(0,1] I1(f
←
I (A)[a]) =
∧
a∈(0,1] I1(f −1(A[a])) >
∧
a∈(0,1] I2(A[a]) = ωI(I2)(A). This implies that f is a bi-fuzzy weak
mapping from (E1, ωI(I1)) to (E2, ωI(I2)). 
Corollary 5.4. Let (Ei, Ii) (i = 1, 2) be two matroids. If f : E1 → E2 is a weak mapping from (E1, I1) to (E2, I2), then f is
a [0, 1]-weak mapping from (E1, ω(I1)) to (E2, ω(I2)).
Theorem 5.5. Let (E, I) be a bi-fuzzy pre-matroid. Define ιI(I) : 2E → [0, 1] by
ιI(I)(A) =
∨
a∈(0,1]
I(a ∧ A).
Then (E, ιI(I)) is a fuzzifying matroid.
Proof. We need to prove ιI(I) satisfies (MFI1)–(MFI3).
It is easy to see that ιI(I) satisfies (MFI1) and (MFI2). Now we prove that ιI(I) satisfies (MFI3). Suppose that A, B ∈
2E, |A| < |B|. Then a ∧ A, a ∧ B ∈ [0, 1]E and |a ∧ B|(|B|) = a > 0 = |a ∧ A|(|B|) for each a ∈ (0, 1]. By (E, I) is a bi-fuzzy
pre-matroid, we have∨
e∈F(a∧A,a∧B)
I((a ∧ (a ∧ A)[a]) ∨ ea) > I(a ∧ A) ∧ I(a ∧ B),
i.e. ∨
e∈B−A
I(a ∧ (A ∪ {e})) > I(a ∧ A) ∧ I(a ∧ B).
Hence ∨
e∈B−A
ιI(I)(A ∪ {e}) =
∨
e∈B−A
∨
a∈(0,1]
I(a ∧ (A ∪ {e}))
>
∨
a∈(0,1]
I(a ∧ A) ∧
∨
a∈(0,1]
I(a ∧ B) = ιI(I)(A) ∧ ιI(I)(B).
This implies that (MFI3) holds. Therefore (E, ιI(I)) is a fuzzifying matroid. 
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Corollary 5.6. Let (E, I) be a [0, 1]-pre-matroid. Then (E, ι(I)) is a matroid, where ι(I) = {A ∈ 2E : a ∧ A ∈ I for some
a ∈ (0, 1]}.
Theorem 5.7. Let (Ei, Ii) (i = 1, 2) be two bi-fuzzy pre-matroids. If f : E1 → E2 is a bi-fuzzy weak mapping from (E1, I1) to
(E2, I2), then f is a fuzzifying weak mapping from (E1, ιI(I1)) to (E2, ιI(I2)).
Proof. For each A ∈ 2E2 , by the definition of ιI and f : E1 → E2 is a bi-fuzzy weak mapping from (E1, I1) to (E2, I2), we
have
ιI(I1)(f −1(A)) =
∨
a∈(0,1]
I1(a ∧ f −1(A))
=
∨
a∈(0,1]
I1(f←I (a ∧ A)) >
∨
a∈(0,1]
I2(a ∧ A) = ιI(I2)(A).
This implies that f is a fuzzifying weak mapping from (E1, ιI(I1)) to (E2, ιI(I2)). 
Corollary 5.8. Let (Ei, Ii) (i = 1, 2) be two [0, 1]-pre-matroids. If f : E1 → E2 is a [0, 1]-weak mapping from (E1, I1) to
(E2, I2), then f is a weak mapping from (E1, ι(I1)) to (E2, ι(I2)).
Theorem 5.9. (1) If (E, I) is a bi-fuzzy pre-matroid, then ωI ◦ ιI(I) > I.
(2) If (E, I) is a fuzzifying matroid, then ιI ◦ ωI(I) = I.
Proof. (1) For each A ∈ [0, 1]E , by the definitions of ωI and ιI , we have
ωI ◦ ιI(I)(A) =
∧
a∈(0,1]
ιI(I)(A[a])
=
∧
a∈(0,1]
∨
b∈(0,1]
I(b ∧ A[a]) >
∧
a∈(0,1]
I(a ∧ A[a]) > I(A).
This implies that ωI ◦ ιI(I) > I.
(2) For each A ∈ 2E , by the definitions of ωI and ιI , we have
ιI ◦ ωI(I)(A) =
∨
a∈(0,1]
ωI(I)(a ∧ A)
=
∨
a∈(0,1]
∧
b∈(0,1]
I((a ∧ A)[b]) =
∨
a∈(0,1]
I(A) = I(A).
This implies that ιI ◦ ωI(I) = I. 
Corollary 5.10. (1) If (E, I) is a [0, 1]-pre-matroid, then ω ◦ ι(I) ⊇ I.
(2) If (E, I) is a matroid, then ι ◦ ω(I) = I.
Theorem 5.11. Let (E, I) be a bi-fuzzy pre-matroid. Define ρI(I) : 2E → [0, 1] by
ρI(I)(A) = I(1 ∧ A).
Then (E, ρI(I)) is a fuzzifying matroid.
Proof. We need to prove ρI satisfies (MFI1)–(MFI3).
(MFI1) By (LMFI1) and the definition of ρI(I), ρI(I)(∅) = I(1 ∧ ∅) = 1.
(MFI2) Let A, B ∈ 2E and B ⊆ A. By (LMFI2) and the definition of ρI(I), ρI(I)(B) = I(1 ∧ B) > I(1 ∧ A) = ρI(I)(A).
(MFI3) Let A, B ∈ 2E and |A| < |B|. Then 1 ∧ A, 1 ∧ B ∈ [0, 1]E and 1 = |1 ∧ B|(|B|) > 0 = |1 ∧ A|(|B|). By (LMFI3), we
have ∨
e∈F(1∧A,1∧B)
I((1 ∧ (1 ∧ A)[1]) ∨ e1) > I(1 ∧ A) ∧ I(1 ∧ B),
i.e. ∨
e∈B−A
I(1 ∧ (A ∪ {e})) > I(1 ∧ A) ∧ I(1 ∧ B).
Hence ∨
e∈B−A
ρI(I)(A ∪ {e}) =
∨
e∈B−A
I(1 ∧ (A ∪ {e}))
> I(1 ∧ A) ∧ I(1 ∧ B) = ρI(I)(A) ∧ ρI(I)(B).
This implies that (MFI3) holds. Therefore, (E, ρI(I)) is a fuzzifying matroid. 
Corollary 5.12. Let (E, I) be a [0, 1]-pre-matroid. Then ρ(I) = {A ∈ 2E : 1 ∧ A ∈ I} is a matroid.
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Theorem 5.13. Let (Ei, Ii) (i = 1, 2) be two bi-fuzzy pre-matroids. If f : E1 → E2 is a bi-fuzzy weak mapping from (E1, I1) to
(E2, I2), then f is a fuzzifying weak mapping from (E1, ρI(I1)) to (E2, ρI(I2)).
Proof. For each A ∈ 2E2 , by the definition of ρI and f : E1 → E2 is a bi-fuzzy weak mapping from (E1, I1) to (E2, I2), we
have
ρI(I1)(f −1(A)) = I1(1 ∧ f −1(A)) = I1(f←I (1 ∧ A)) > I2(1 ∧ A) = ρI(I2)(A).
This implies that f is a fuzzifying weak mapping from (E1, ρI(I1)) to (E2, ρI(I2)). 
Corollary 5.14. Let (Ei, Ii) (i = 1, 2) be two [0, 1]-pre-matroids. If f : E1 → E2 is a [0, 1]-weak mapping from (E1, I1) to
(E2, I2), then f is a weak mapping from (E1, ρ(I1)) to (E2, ρ(I2)).
Theorem 5.15. (1) If (E, I) is a bi-fuzzy pre-matroid, then ωI ◦ ρI(I) 6 I.
(2) If (E, I) is a fuzzifying matroid, then ρI ◦ ωI(I) = I.
Proof. (1) For each A ∈ [0, 1]E , by the definitions of ωI and ρI , we have
ωI ◦ ρI(I)(A) =
∧
a∈(0,1]
ρI(I)(A[a]) =
∧
a∈(0,1]
I(1 ∧ A[a]) 6 I(A).
This implies that ωI ◦ ρI(I) 6 I.
(2) For each A ∈ 2E , by the definitions of ωI and ρI , we have
ρI ◦ ωI(I)(A) = ωI(I)(1 ∧ A) =
∧
a∈(0,1]
I((1 ∧ A)[a]) =
∧
a∈(0,1]
I(A) = I(A).
This implies that ρI ◦ ωI(I) = I. 
Corollary 5.16. (1) If (E, I) is a [0, 1]-pre-matroid, then ω ◦ ρ(I) ⊆ I.
(2) If (E, I) is a matroid, then ρ ◦ ω(I) = I.
Theorem 5.17. (1) FYM is a simultaneously bireflective and bicoreflective full subcategory of IIFM.
(2) M is a simultaneously bireflective and bicoreflective full subcategory of IM.
Proof. (1) Given a bi-fuzzy pre-matroid (E, I), its FYM-reflection is given by
(E, I)
idE→ (E, ωI ◦ ρI(I)),
and its FYM-coreflection is given by
(E, ωI ◦ ιI(I)) idE→ (E, I).
(2) Given a [0, 1]-pre-matroid (E, I), itsM-reflection is given by
(E, I)
idE→ (E, ω ◦ ρ(I)),
and itsM-coreflection is given by
(E, ω ◦ ι(I)) idE→ (E, I). 
6. FYM as a subcategory of IM
In this section, we shall study the relation between fuzzifying matroids and [0, 1]-pre-matroids from the viewpoint of
category theory.
Lemma 6.1. Let (E, I) be a [0, 1]-pre-matroid. If 0 < a 6 b 6 1, then I[b] ⊆ I[a].
Proof. Let A ∈ I[b]. Then b ∧ A ∈ I by I satisfies (LI2). Since a 6 b, a ∧ A 6 b ∧ A. Thus a ∧ A ∈ I by (LI2), hence
A = (a ∧ A)[a] ∈ I[a]. 
Theorem 6.2. Let (E, I) be a [0, 1]-pre-matroid. Then there is a finite sequence 0 = a0 < a1 < a2 < · · · < an = 1 such that
(1) If ai < a, b < ai+1, then I[a] = I[b], 0 6 i 6 n− 1;
(2) If ai < a < ai+1 < b < ai+2, then I[a] ⊃ I[b], 0 6 i 6 n− 2.
The sequence a0, a1, . . . , an is called the fundamental sequence for (E, I).
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Proof. We define an equivalence relation∼ on (0, 1] by a ∼ b⇔ I[a] = I[b]. Since E is a finite set, the number of matroids
on E is finite. Thus there exist at most finitely many equivalence classes and are respectively denoted by I1, I2, . . . , In.
Each Ii (i = 1, 2, . . . , n) is an interval. We only need to show that ∀a, b ∈ Ii with a 6 b, if c ∈ [a, b], then c ∈ Ii. Since
a 6 c 6 b, by Lemma 6.1, we know that I[b] ⊆ I[c] ⊆ I[a]. As a, b ∈ Ii, I[a] = I[b]. Thus I[b] = I[c] = I[a], hence c ∈ Ii
by the definition of Ii. This implies that Ii is an interval.
Let ai−1 = inf Ii and ai = sup Ii (i = 1, 2, . . . , n). Obviously, the sequence a0, a1, . . . , an is the fundamental sequence for
(E, I). 
Definition 6.3. A [0, 1]-pre-matroid (E, I) with the fundamental sequence a0, a1, . . . , an is called a closed [0, 1]-pre-
matroid if whenever ai−1 < a 6 ai (1 6 i 6 n), then I[a] = I[ai].
Theorem 6.4. Let (E, I) be a [0, 1]-pre-matroid with the fundamental sequence a0, a1, . . . , an. Then (E, I) is a closed [0, 1]-
pre-matroid if and only if I satisfies the following condition:
∀a ∈ (0, 1] and A ∈ 2E, if b ∧ A ∈ I for all 0 < b < a, then a ∧ A ∈ I. (∗)
Proof. Suppose that I satisfies (∗). ∀a ∈ (ai−1, ai) (i = 1, 2, . . . , n), then I[ai] ⊆ I[a] by Lemma 6.1. Let A ∈ I[a] for all
a ∈ (ai−1, ai). Then a ∧ A ∈ I for all a ∈ (ai−1, ai), thus b ∧ A ∈ I for all 0 < b < ai. Since I satisfies (∗), ai ∧ A ∈ I. Thus
A = (ai ∧ A)[ai] ∈ I[ai]. This implies that I[a] ⊆ I[ai] for all a ∈ (ai−1, ai). Therefore, I[a] = I[ai] for all a ∈ (ai−1, ai], i.e.
(E, I) is closed. Conversely, assume that (E, I) is a closed [0, 1]-pre-matroid. Let a ∈ (0, 1], A ∈ 2E , and b ∧ A ∈ I for all
0 < b < a. Since a ∈ (0, 1], a ∈ (ai−1, ai] for some i = 1, 2, . . . , n. Take b0 ∈ (ai−1, a) ⊆ (ai−1, ai], then b0 ∧ A ∈ I, thus
A ∈ I[b0] = I[ai] since (E, I) is closed, hence ai ∧ A ∈ I. By (LI2), a ∧ A ∈ I. This means that I satisfies (∗). 
ByExample 3.11,we know that a closed [0, 1]-pre-matroidmaynot be a perfect [0, 1]-pre-matroid. The following example
shows that a perfect [0, 1]-pre-matroid may not be a closed [0, 1]-pre-matroid too.
Example 6.5. Let E be a finite set. Define
I =
{
A ∈ [0, 1]E : A(x) < 1
2
for all x ∈ E
}
.
Then we can check that I satisfies (LI1)–(LI4), but it is not closed.
CPIM denotes the category of closed and perfect [0, 1]-pre-matroids with [0, 1]-weak mappings as morphisms.
Lemma 6.6 ([5]). Let (E, I) be a fuzzifying matroid. Then there is a finite sequence 0 = a0 < a1 < a2 < · · · < an = 1 such
that
(1) If ai < a, b 6 ai+1, then I[a] = I[b], 0 6 i 6 n− 1;
(2) If ai < a 6 ai+1 < b 6 ai+2, then I[a] ⊃ I[b], 0 6 i 6 n− 2.
The sequence a0, a1, . . . , an is called the fundamental sequence for (E, I).
Theorem 6.7. Let (E, I) be a fuzzifying matroid, and τ(I) = {A ∈ [0, 1]E : ∀a ∈ (0, 1], A[a] ∈ I[a]}. Then
(1) τ(I)[a] = I[a] (∀a ∈ (0, 1]).
(2) (E, τ (I)) is a closed and perfect [0, 1]-pre-matroid.
Proof. (1) ∀a ∈ (0, 1]. Suppose that A[a] ∈ τ(I)[a], where A ∈ τ(I). Then A[a] ∈ I[a] by the definition of τ(I). This means
that τ(I)[a] ⊆ I[a]. Conversely, assume that A ∈ I[a]. It is obvious that (a ∧ A)[b] = A ∈ I[a] ⊆ I[b] for every b 6 a and
(a ∧ A)[b] = ∅ ∈ I[b] for every b 
 a, hence a ∧ A ∈ τ(I), thus A = (a ∧ A)[a] ∈ τ(I)[a]. This means that I[a] ⊆ τ(I)[a].
Therefore τ(I)[a] = I[a] (∀a ∈ (0, 1]).
(2) It is easy to see that τ(I) satisfies (LI1) and (LI2). Now we prove that τ(I) satisfies (LI3). Suppose that A, B ∈ τ(I)
and b = |B|(n) 
 |A|(n) for some n ∈ N. Then n ∈ |B|[b] and n 6∈ |A|[b], thus |A|[b] 6⊇ |B|[b]. By Lemma 2.4, |A[b]|  |B[b]|, i.e.
|A[b]| < |B[b]|. Since A[b], B[b] ∈ I[b], there exists e ∈ B[b] − A[b] such that A[b] ∪ {e} ∈ I[b]. In this case, b 6 B(e) and b 
 A(e),
i.e. e ∈ F(A, B). It is obvious that ((b∧A[b])∨eb)[a] = A[b]∪{e} ∈ I[b] ⊆ I[a] for every a 6 b and ((b∧A[b])∨eb)[a] = ∅ ∈ I[a]
for every a 
 b. This implies (b ∧ A[b]) ∨ eb ∈ τ(I). Hence (E, τ (I)) is a [0, 1]-pre-matroid.
By (1) and the definition of τ(I), τ(I) = {A ∈ [0, 1]E : ∀a ∈ (0, 1], A[a] ∈ I[a]} = {A ∈ [0, 1]E : ∀a ∈ (0, 1], A[a] ∈
τ(I)[a]}. By Theorem 3.12, (E, τ (I)) is a perfect [0, 1]-pre-matroid. By Lemma 6.6, we know (E, τ (I)) is a closed [0, 1]-pre-
matroid. Therefore, (E, τ (I)) is a closed and perfect [0, 1]-pre-matroid. 
Theorem 6.8. Let (Ei, Ii) (i = 1, 2) be two fuzzifying matroids. If f : E1 → E2 is a fuzzifying weak mapping from (E1, I1) to
(E2, I2), then f is a [0, 1]-weak mapping from (E1, τ (I1)) to (E2, τ (I2)).
Proof. Since f : E1 → E2 is a fuzzifying weak mapping from (E1, I1) to (E2, I2), f is a weak mapping from (E1, I1[a]) to
(E2, I2[a]) for all a ∈ (0, 1] by Corollary 3.4, i.e. f is a weak mapping from (E1, τ (I1)[a]) to (E2, τ (I2)[a]) for all a ∈ (0, 1]
by Theorem 6.7. Since (E, τ (I1)) is a perfect [0, 1]-pre-matroid, f is a [0, 1]-weak mapping form (E1, τ (I1)) to (E2, τ (I2))
by Theorem 3.13. 
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Theorem 6.9. Let (E, I) be a closed and perfect [0, 1]-pre-matroid. Define a map σ(I) : 2E → [0, 1] by
σ(I)(A) =
∨
{a ∈ (0, 1] : A ∈ I[a]}.
Then
(1) σ(I)[a] = I[a] (∀a ∈ (0, 1]).
(2) (E, σ (I)) is a fuzzifying matroid.
Proof. (1) ∀a ∈ (0, 1]. Suppose that A ∈ I[a], then σ(I)(A) > a by the definition of σ(I), hence A ∈ σ(I)[a]. This means
that I[a] ⊆ σ(I)[a]. Conversely, assume that A ∈ σ(I)[a], i.e. σ(I)(A) > a. Since (E, I) is a closed [0, 1]-pre-matroid, there
exists b ∈ (0, 1] such that b > a and A ∈ I[b]. By b > a, I[b] ⊆ I[a], thus A ∈ I[a]. This means that σ(I)[a] ⊆ I[a].
Therefore σ(I)[a] = I[a] (∀a ∈ (0, 1]).
(2) By (1) and Corollary 2.9, (E, σ (I)) is a fuzzifying matroid. 
Theorem 6.10. Let (Ei, Ii) (i = 1, 2) be two closed and perfect [0, 1]-pre-matroids. If f : E1 → E2 is a [0, 1]-weak mapping
from (E1, I1) to (E2, I2), then f is a fuzzifying weak mapping from (E1, σ (I1)) to (E2, σ (I2)).
Proof. Since f : E1 → E2 is a [0, 1]-weak mapping from (E1, I1) to (E2, I2), f is a weak mapping from (E1, I1[a]) to
(E2, I2[a]) for all a ∈ (0, 1] by Theorem 3.9. Thus f is a weak mapping from (E1, σ (I1)[a]) to (E2, σ (I1)[a]) for all a ∈ (0, 1]
by Theorem 6.9. Hence f is a fuzzifying weak mapping from (E1, σ (I1)) to (E2, σ (I2)) by Corollary 3.4. 
Theorem 6.11. (1) If (E, I) is a fuzzifying matroid, then σ ◦ τ(I) = I.
(2) If (E, I) is a closed and perfect [0, 1]-pre-matroid, then τ ◦ σ(I) = I.
Proof. (1) By Theorem 6.7, (E, τ (I)) is a closed and perfect [0, 1]-pre-matroid. Thus σ ◦ τ(I)[a] = τ(I)[a] = I[a] for all
a ∈ (0, 1] by Theorems 6.9 and 6.7. Hence σ ◦ τ(I) = I.
(2) By Theorems 6.7 and 6.9, (E, τ ◦ σ(I)) is a closed and perfect [0, 1]-pre-matroid. Thus τ ◦ σ(I) = {A ∈ [0, 1]E : ∀a ∈
(0, 1], A[a] ∈ σ(I)[a]}. Since (E, I) is a closed and perfect [0, 1]-pre-matroid, σ(I)[a] = I[a] for all a ∈ (0, 1] by Theorem 6.9.
Then τ ◦ σ(I) = {A ∈ [0, 1]E : ∀a ∈ (0, 1], A[a] ∈ I[a]} = I since (E, I) is a perfect [0, 1]-pre-matroid. 
By Theorems 6.7–6.11, we have the following theorem.
Theorem 6.12. FYM is isomorphic to CPIM.
Theorem 6.13. Let (E, I) be a [0, 1]-pre-matroid with the fundamental sequence a0, a1, . . . , an. ∀a ∈ (0, 1], define I¯a =
I[ ai−1+ai2 ], where a ∈ (ai−1, ai]. Let I¯ = {A ∈ [0, 1]E : ∀a ∈ (0, 1], A[a] ∈ I¯a}, then
(1) (E, I¯) is a [0, 1]-pre-matroid.
(2) I¯[a] = I¯a (∀a ∈ (0, 1]).
(3) (E, I¯) is a closed and perfect [0, 1]-pre-matroid.
Proof. (1) It is easy to see that I¯ satisfies (LI1) and (LI2). Now we prove that I¯ satisfies (LI3). Suppose that A, B ∈ I¯ and
b = |B|(n) 
 |A|(n) for some n ∈ N. Then n ∈ |B|[b] and n 6∈ |A|[b], thus |A|[b] 6⊇ |B|[b]. By Lemma 2.4, |A[b]|  |B[b]|, i.e.
|A[b]| < |B[b]|. Since A[b], B[b] ∈ I¯b, there exists e ∈ B[b] − A[b] such that A[b] ∪ {e} ∈ I¯b. In this case, b 6 B(e) and b 
 A(e),
i.e. e ∈ F(A, B). It is obvious that ((b ∧ A[b]) ∨ eb)[a] = A[b] ∪ {e} ∈ I¯b ⊆ I¯a for every a 6 b and ((b ∧ A[b]) ∨ eb)[a] = ∅ ∈ I¯a
for every a 
 b. This implies (b ∧ A[b]) ∨ eb ∈ I¯. Hence (E, I¯) is a [0, 1]-pre-matroid.
(2) Suppose that A ∈ I¯[a], then a ∧ A ∈ I¯, hence A = (a ∧ A)[a] ∈ I¯a by the definition of I¯. This implies that I¯[a] ⊆ I¯a.
Conversely, assume that A ∈ I¯a, then (a∧ A)[b] = A ∈ I¯a ⊆ I¯b for every b 6 a and (a∧ A)[b] = ∅ ∈ I¯b for every b 
 a, thus
a ∧ A ∈ I¯, hence A = (a ∧ A)[a] ∈ I¯[a]. This implies that I¯a ⊆ I¯[a]. Therefore I¯[a] = I¯a.
(3) By (1) and (2), (E, I¯) is a closed [0, 1]-pre-matroid obviously. By (2) and the definition of I¯, we have I¯ = {A ∈ [0, 1]E :
∀a ∈ (0, 1], A[a] ∈ I¯[a]}. Hence (E, I¯) is a perfect [0, 1]-pre-matroid by Theorem 3.12. 
Theorem 6.14. If (E, I) is a closed and perfect [0, 1]-pre-matroid, then I¯ = I.
Proof. Since (E, I) is a closed [0, 1]-pre-matroid. Thus I¯[a] = I[a] (∀a ∈ (0, 1]) by Theorem6.13. By Theorem6.13, (E, I¯) is
a perfect [0, 1]-pre-matroid, thus I¯ = {A ∈ [0, 1]E : ∀a ∈ (0, 1], A[a] ∈ I¯[a]} = {A ∈ [0, 1]E : ∀a ∈ (0, 1], A[a] ∈ I[a]} = I
since (E, I) is a perfect [0, 1]-pre-matroid. 
Theorem 6.15. Let (Ei, Ii) (i = 1, 2) be two [0, 1]-pre-matroids. If f : E1 → E2 is a [0, 1]-weak mapping from (E1, I1) to
(E2, I2), then f is a [0, 1]-weak mapping from (E1, I¯1) to (E2, I¯2).
Proof. Since f : E1 → E2 is a [0, 1]-weak mapping from (E1, I1) to (E2, I2), f is a weak mapping from (E1, I1[a]) to
(E2, I2[a]) for all a ∈ (0, 1] by Theorem 3.9. Let 0 = a0 < a1 < · · · < an = 1 and 0 = b0 < b1 < · · · < bm = 1 be
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the fundamental sequences of (E1, I1) and (E2, I2) respectively. ∀a ∈ (0, 1], there exist i ∈ {1, . . . , n} and j ∈ {1, . . . ,m}
such that a ∈ (ai−1, ai] ∩ (bj−1, bj]. Let c = 12 min{a− ai−1, a− bj−1}. Then a− c ∈ (ai−1, ai) ∩ (bj−1, bj). It is easy to verify
that I¯1[a] = I1[a − c] and I¯2[a] = I2[a − c]. Thus f is a weak mapping from (E1, I¯1[a]) to (E2, I¯2[a]) for all a ∈ (0, 1].
By Theorem 6.13, we know that (E1, I¯1) is a perfect [0, 1]-pre-matroids, hence f is a [0, 1]-weak mapping from (E1, I¯1) to
(E2, I¯2) by Theorem 3.13. 
Therefore, there is a functor from IM to CPIMwhich sending every [0, 1]-pre-matroid (E, I) to (E, I¯), in symbols s.
By Theorems 6.13–6.15, we can easily obtain the following theorem.
Theorem 6.16. Let i : CPIM→ IM be the inclusion functor. Then
(1) i ◦ s(I) ⊇ I for any [0, 1]-pre-matroid (E, I).
(2) s ◦ i(I) = I for any closed and perfect [0, 1]-pre-matroid (E, I).
Theorem 6.17. CPIM is a bicoreflective full subcategory of IM.
Proof. Given a [0, 1]-pre-matroid (E, I), its CPIM-coreflection is given by
(E, i ◦ s(I)) idE→ (E, I). 
By Theorems 6.12 and 6.17, we have
Corollary 6.18. FYM can be regarded as a bicoreflective full subcategory of IM.
7. Conclusion
The main results in this paper in the following diagram, where r, c mean, respectively, bireflective and bicoreflective:
M
r,c⊂ IM, FYM r,c⊂ IIFM, M r,c⊂ FYM ∼= CPIM c⊂ IM r,c⊂ IIFM.
Such facts will be useful to help further investigations in the future.
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