Spekkens' toy bit theory is a hidden variable theory which nevertheless reproduces significant parts of operational quantum mechanics. Here, we show that a graphical calculus induced from monoidal categories is complete for Spekkens' toy bit theory, i.e. any equality that can be derived in the toy bit theory can also be derived graphically. We do this by adapting a completeness proof for a similar graphical calculus for stabilizer quantum mechanics to the toy theory. In the process, we prove that graph states play a central role in Spekkens' toy bit theory, just as they do in stabilizer quantum mechanics. Furthermore, we show that the rewriting strategies used in the graphical calculus for stabilizer quantum mechanics work in the toy theory graphical calculus.
Introduction
Spekkens' toy theory, introduced in [15] , is a local hidden variable theory which reproduces many features of quantum mechanics, e.g. incompatibility of certain observables, teleportation, and no-cloning. On the other hand, as a local hidden variable theory, Spekkens' toy theory lacks certain quantum features such as violation of Bell inequalities. We focus here on the toy bit theory, i.e. the toy theory for the simplest possible system, but often leave out the word "bit" when referring to it. This version of the toy theory closely emulates the theory of stabilizer quantum mechanics. To study the similarities and differences between those two theories, it is useful to cast them both in the same mathematical framework. The original formulation of the toy theory uses sets to represent states, and relations between these sets to represent operations while quantum mechanics (QM) employs the formalism of vectors in Hilbert spaces and linear maps. Possible joint frameworks include the stabilizer formalism [12] and dagger symmetric monoidal categories [5] .
The formalism of dagger symmetric monoidal categories allows the definition of graphical calculi, which in the quantum case have been used to reason about many quantum protocols such as teleportation, dense-coding, error correcting codes, and measurement based quantum computing [3, 9, 10] . The most widely studied of these graphical calculi is the ZX-calculus. It is universal for qubit quantum mechanics, i.e. any pure state, unitary operation and projective measurement can be expressed in the ZX-calculus. The calculus is also sound, i.e. any equality derived using the graphical rewrite rules is also true in the Hilbert space formalism. However, it is not complete for general pure state qubit QM [16] , meaning not all equalities that are true in the Hilbert space formalism can be derived graphically. On the other hand, one of the authors showed that the ZX-calculus is complete in the case of pure state stabilizer QM [2] .
As Spekkens' toy bit theory is very similar to stabilizer QM, this poses the question of whether there is a similar sound universal complete graphical calculus for the toy theory. Coecke, Edwards and Spekkens showed that the only difference between the two theories in the categorical framework is the phase group [5] . The phase group plays a distinguished role in the definition of the ZX-calculus and it is straightforward to replace. We thus define a graphical calculus for the toy theory, which differs from the ZX-calculus mainly in the rewrite rules that involve phase group elements. Furthermore, we show that the graphical calculus for Spekkens' toy theory is complete by adapting the stabilizer ZX-calculus completeness proof [2] for the toy theory.
The stabilizer ZX-completeness proof relies heavily on results by Van den Nest et al. about the role of graph states in stabilizer QM [11] . Our proof of completeness thus consists of two parts: We first prove the Van den Nest theorems for toy bits, using the reformulation of the toy theory in terms of complementary operators [14] , which is closely related to the check matrix formalism for stabilizer QM -the main tool in proving the original Van den Nest theorems. Secondly, we show that the rewriting strategies used in the ZX-calculus also work in the toy theory graphical calculus, despite the changes resulting from the different phase group.
The paper is organized as follows: In section 2, we recall the category theory formalism and the rules of the ZX-calculus. Section 3 contains a short introduction to Spekkens' toy theory and the rewrite rules of the graphical calculus associated to its category Spek. In section 4, we show how to adapt the ZX-calculus completeness proof for the toy theory graphical calculus. Finally, in section 5 we give some conclusions.
Background information 2.1 Basic category theory
Category theory offers a framework for understanding systems and processes, and the way they compose. A category consist of objects, which are modelling systems, and morphisms between them, which are modelling processes. The morphisms are required to satisfy a few simple axioms, e.g. if there are morphisms f : A → B and g : B → C, where A, B and C are objects, then there must also exist an morphism h : A → C which is equal to g • f , the composite of f and g. Furthermore, for each object B there must be an identity morphism id B , such that for any morphism that starts or ends on B, composing it with the identiy morphism returns the original morphism: say if f : A → B then id B • f = f . The categories that will be considered in this paper are FHilb, the category whose objects are finite-dimensional Hilbert spaces and whose morphisms are bounded linear maps, and FRel, the category whose objects are sets and whose morphisms are relations.
A monoidal category is a category with some way of composing objects and morphisms, usually called the tensor ⊗, that again satisfies certain axioms. For example, given three objects A, B and C in this order, there are two ways of composing them: (A ⊗ B) ⊗C and A ⊗ (B ⊗C), i.e. either A and B are composed first, and then the new object is composed with C, or B and C ar composed first, and then A is composed with that new object. In a monoidal category, these two objects have to be canonically isomorphic, meaning there must be special morphisms α :
The monoidal product must also have a unit object I, which has the property that for any object A the objects A ⊗ I and I ⊗ A are both isomorphic to A itself. A category is symmetric monoidal if there is a canonical isomorphism between A ⊗ B and B ⊗ A for each pair of objects A and B. Both FHilb and FRel can be made into symmetric monoidal categories. In FHilb, the tensor product is the usual tensor product of Hilbert spaces with the one-dimensional Hilbert space as the unit; in FRel, the tensor product is the Cartesian product of sets, with the one-object set as the unit.
Functors are maps between categories that respect the way morphisms compose. A dagger category is a category equipped with an involutive endofunctor which maps all objects back to themselves. A dagger symmetric monoidal category is a symmetric monoidal category with a dagger functor that respects the symmetric monoidal structure. Both FHilb and FRel are dagger symmetric monoidal categories. In the former, the dagger functor is the usual dagger operator, in the latter the dagger functor maps relations to their converse relations.
Graphical calculus
Monoidal categories can be particularly efficiently represented graphically [1, 13] . In the graphical calculus, morphisms are denoted by boxes with wires denoting the objects. Usually, such diagrams are read from bottom to top, i.e. the morphism f : A → B becomes
Maps are composed by connecting the output wires of one box to the input wires of another box, making sure that the types match. A tensor product is denoted by simply putting two diagrams side-by-side. The unit object is denoted as empty space; morphisms to the unit object are triangles with no output, and similarly for morphisms from the unit object. This convention means that the isomorphisms of a monoidal category become trivial in the graphical notation. The graphical calculus can easily be extended to symmetric monoidal categories by adding wire-crossings to represent the symmetry isomorphisms.
For dagger symmetric monoidal categories, morphisms are often denoted by asymmetric boxes, which can be turned upside down to denote the dagger of the original map: 
Classical structures
A classical structure in a dagger symmetric monoidal category consists of an object A, a morphism d : A → A ⊗ A and a morphism e : A → I, where I is the unit of the monoidal product. The morphisms d and e, called comultiplication and counit, have to satisfy a set of axioms. These are most easily given in graphical notation. We shall simplify the box-notation from the previous paragraph even further, denoting d by and e by . As all wires are of type A, we shall also drop the labelling. The axioms for a classical structure are the following, which by virtue of living in a dagger category also hold when turned upside-down.
• Associativity, unitality and commutativity:
• Frobenius law:
, ), it can be shown that any connected diagram built from , , their daggered versions, and wire crossings is characterised only by its number of inputs and outputs [6] . This means that the short hand notation of a spider, a node with n inputs and m outputs, is well-defined:
It also implies that, whenever two spiders are connected by at least one "leg", they merge. This is known as the spider theorem.
The cups and caps associated with a classical structure form a compact structure, meaning they obey the snake equations: = = and Example 1. In FHilb, classical structures correspond to orthonormal bases [7] . E.g. on a qubit, the maps d Z = |00 0| + |11 1| and e Z = 0| + 1| define a classical structure. A different classical structure can be obtained by replacing the computational basis in the above definition with the "plus-minus basis" |+ = 
Copyable states and the phase group
A morphism from the unit object I to a given object A is called a state of A. For any classical structure (A, , ) on A, there are certain states that interact with the structure in particularly interesting ways. Any state x : I → A satisfying
is called a copyable state of (A, , ). Any state ϕ :
is called a phase of (A, , ). The set of all phases of a classical structure form a group, the phase group, under the group operation defined by ϕ ψ ϕ ψ = with identity , and with the inverse for a phase ϕ : I → A given by ϕ The phase group for any classical structure is commutative.
Example 2. Consider the classical structure (C 2 , d Z , e Z ) in FHilb, as defined in example 1. States of C 2 are just the usual qubit states a |0 + b |1 , where a, b ∈ C. It is easy to see that the copyable states of (C 2 , d Z , e Z ) are |0 and |1 . The phases for this classical structure are of the form |0 + e iϕ |1 for some ϕ ∈ R. The group operation maps
for any ϕ, ψ ∈ R, making the phase group isomorphic to the circle group. Similarly, for the classical structure (C 2 , d X , e X ), the copyable states are |+ and |− , and the phases are of the form |+ + e iϕ |− for some ϕ ∈ R. Again, the phase group is isomorphic to the circle group.
Note that the copyable states of one classical structure correspond to the ϕ ∈ {0, π} phases of the other classical structure, i.e. |0 = |+ + e 0 |− , |1 = |+ + e iπ |− , |+ = |0 + e 0 |1 and |− = |0 + e iπ |1 , since we do not care about normalisation.
For each phase ϕ, we can define a corresponding phase shift: ϕ ϕ = Subsequent phase shifts combine according to the group operation of the phase group. The phase shift associated with the identity element of the phase group is the identity operation on the object undelying the classical structure.
Recall the spider notation from section 2.3. By the properties of classical structures, it does not matter to which leg of a spider a phase shifts is attached. It is thus possible to introduce decorated spiders-spiders with a phase label:
When two decorated spiders merge, their associated phases combine according to the group operation. This is the extended spider law:
Complementarity
Two classical structures on the same object, here denoted by black and white nodes, respectively, are called complementary if they satisfy the Hopf law = s with antipode s =
In some cases, the cups and caps induced by two classical structures on the same object are equal: then the antipode is just the identity. A pair of classical structures on the same object are strongly complementary if the following two conditions hold: Firstly, the unit of the phase group of one classical structure is copied by the other:
Secondly, the two structures satisfy the bialgebra law: = Example 3. It is easy to show that the classical structures (C 2 , d Z , e Z ) and (C 2 , d X , e X ) in FHilb, as defined in example 1, are complementary. In fact, any pair of mutually unbiased bases in a Hilbert space give rise to complementary classical structures in FHilb. It is also straightforward to check that the compact structures induced by (C 2 , d Z , e Z ) and (C 2 , d X , e X ) are the same.
The ZX-calculus
The two classical structures (C 2 , d Z , e Z ) and (C 2 , d X , e X ) in FHilb form the basis of a graphical calculus for pure state qubit quantum mechanics. Let := d Z , := e Z , := d X , := e X and denote phases in the same colour as the corresponding classical structure: ϕ := |0 +e iϕ |1 and ψ := |+ +e iψ |− , where ϕ, ψ ∈ R. The spider law applies to each classical structure separately, so we can define green and red decorated spiders:
where the zero-fold tensor product of any vector is taken to be 1. Each colour of spiders satisfy the extended spider law (1). The two types of spiders are sufficient for expressing any pure qubit state or process diagrammatically [3] . To simplify the notation, it is useful to introduce a third type of symbol, representing the Hadamard operator:
The cups and caps associated with the red and green spiders are the same, allowing the short-hand notation := = . This equality of cups and caps for the two classical structures implies that the Hopf antipode is just the identity; therefore the Hopf law reduces to = As noted in example 2, when ignoring normalisation, the copyable states of one of the classical structures are the phase 0 and phase π elements of the phase group of the other classical structure, leading to the equations = and π π = π as well as their colour-swapped equivalents. Using the bialgebra law, it can be shown that red spiders copy not just green phase π states, but also the corresponding green phase shifts. Furthermore, a green π phase shift can be moved past arbitrary red phase shifts, inverting the red phase in the process:
Of course the same equalities hold with the colours reversed.
The Hadamard operator is by definition the colour-changing operator. As the red and green spiders are sufficient to describe all unitary operations on their own, there must be a representation of the Hadamard node in terms of red and green phase shifts [8] :
Note that the decomposition of the Hadamard operator into green and red phase shifts is not unique; using the colour-change and the π-commutation rules one can find a further three expressions in terms of three phase shifts each. Subdiagrams with no inputs or outputs are scalar factors. Since a complex phase has no physical effect and the normalisation of pure states is fixed, we will ignore them. The nodes π and π denote the scalar 0, these can of course not be ignored. Thus we are implicitly using a rule that all scalars are either 0 or 1.
There is another implicit rule for the ZX-calculus, which is usually stated as "only the topology matters": As long as the topology of the diagram remains the same, nodes and lines can be moved around freely.
3 Spekkens' toy theory
The definition of Spekkens' toy bit theory
Spekkens' toy bit theory is a hidden variable theory that nevertheless displays many of the same properties and effects as quantum mechanics. The theory was originally constructed using a knowledge balance principle [15] but has since been reformulated in terms of classical mechanics with restrictions on the knowledge an observer may have of the canonical variables [14] . Consider a single toy particle, also called toy bit, which can have two different "positions" x and two different "momenta" p, i.e. its states form a phase space (Z 2 ) 2 . The phase space for a system of n such toy bits is Ω = (Z 2 ) 2n . A state of the n-toy bit system is given by a vector m ≡ (x 1 , p 1 , . . . , x n , p n ) ∈ Ω. We define canonical variables on the n-toy bit system as linear functionals:
To each linear functional we associate a vector in the dual space Ω * , which we write (in a slight abuse of notation) as
The Poisson bracket of two canonical variables is then just the symplectic inner product of the corresponding vectors
where J is the 2n by 2n matrix which has the n by n identity matrices I in its off-diagonal quadrants:
A pair of functionals F, G is called canonically conjugate if {F, G} = 1. Such a pair is said to commute if {F, G} = 0. So far, the theory is just classical mechanics on a discrete phase space. What makes Spekkens' toy bit theory special is the following restriction on the knowledge available to any observer [14] :
Definition 1 (The principle of classical complementarity). An observer can only have knowledge of a commuting set of canonical variables, i.e. for any observer there exists some V ⊂ Ω * such that all elements of V commute pairwise, the observer knows the values of all the canonical observables in V , whereas the values of any canonical observables not in V are completely unknown.
A state of a system of n toy bits is therefore characterised by such a commuting subset V ⊂ Ω * , together with a valuation function v : V → Z 2 assigning a value to each of the known canonical variables. The maximal size of a commuting subset of canonical variables for a 2n dimensional phase space is n. States for which V has size n are called states of maximum knowledge, they correspond to pure states in quantum mechanics. The reversible transformations in the toy theory are those that map sets of commuting canonical variables to sets of commuting canonical variables. These correspond exactly to the symplectic, affine transformations, i.e. the phase space maps C : Ω → Ω satisfying
for some a ∈ Ω and some binary 2n by 2n matrix S such that S T JS = J. A valid reproducible measurement is given by a commuting set of M canonical variables. Such a measurement necessarily disturbs the values of any canonical variables which do not commute with all elements of M .
For a single toy bit, the commuting sets of canonical variables are {X}, {P}, {X + P}, and / 0. Hence there is one state of no knowledge, associated with / 0, and six states of maximal knowledge, corresponding to the other three sets with two valuations each. The allowed reversible transformations for a single toy bit are described by S 4 , the group of permutations of the four elements of the phase space.
In the following we will only consider states of maximal knowledge.
The category Spek and its properties
Spekkens' toy bit theory for states of maximal knowledge can be modelled by a subcategory of FRel which is called Spek and made up as follows [4] :
• The objects of Spek are the one element set I = {•}, the four element set IV : {1, 2, 3, 4} and the n-fold Cartesian products of IV with itself, denoted IV ⊗n .
• The morphisms of Spek are generated by tensor product, dagger, and composition from the following basic morphisms: -the permutations on the set IV , -a morphism : IV → I, defined by {1, 3} ∼ •, and -a morphism : IV → IV ⊗ IV , defined by
It is easy to see that (IV, , ) is a classical structure as defined in section 2.3. The spider law then implies that is the unique map from I to IV that can be built from , , their daggered versions, and wire crossings. The states of IV in Spek are thus of the form σ where σ : IV → IV is a permutation. There are six such states, namely the morphisms relating • to each of the size-2 subsets of IV . The copyable states of (IV, , ) are • ∼ {1, 2} and • ∼ {3, 4}. The remaining four states turn out to be phases for (IV, , ); the phase group can easily be shown to be isomorphic to the Klein Four group Z 2 × Z 2 [5] . Now the obvious way of labelling phases and phase shifts would be by listing the elements of IV to which • relates. Unfortunately, this labelling does not reflect the phase group structure at all. It will thus be more useful to choose a different way of labelling phases.
The Klein Four group can be represented as the bit strings {00, 01, 10, 11} under bitwise exclusive-or. This representation gives a much more intuitive set of phase labels, at the cost of a somewhat arbitrary assignment of labels to states. The arbitrariness results from the fact that any permutation of the three non-identity elements of the group leaves the group structure unchanged. We will use the following convention:
As (IV, , ) is a classical structure, the decorated spiders . . . xy . . . m n with x, y ∈ {0, 1} and m, n ∈ N are now well-defined. If x = y = 0, the phase label can be left out, since 00 = .
The non-trivial phase shifts for this classical structure are
i.e. a transposition of 3 and 4, a transposition of 1 and 2, and an operation that applies both transpositions at the same time.
A graphical calculus for Spek
The three phase shifts associated with the classical structure (IV, , ) in Spek are clearly not sufficient to generate all permutations on IV : for example, it is not possible to obtain the transposition of 2 and 3. This is similar to the ZX-calculus, where the phase shifts associated with one classical structure do not generate all qubit operations either.
It will thus be useful to introduce a "Hadamard" transformation, which maps (IV, , ) to a second classical structure. Let be the transposition that swaps 2 and 3, i.e.
: IV → IV ::
Now define red maps and as the corresponding green maps with attached to all inputs and outputs:
As is self-inverse, (IV, , ) is indeed another classical structure. Furthermore, it is easy to see that (IV, , ) and (IV, , ) are complementary and even strongly complementary as defined in section 2.5. The compact structures induced by these two classical structures are the same, allowing the shorthand notation := = . The rules satisfied by the green and red spiders of Spek are the same as those of the ZX-calculus, except where phase shifts are involved. The laws that differ are:
where a ⊕ c denotes the exclusive-OR of the two bits a and c, • the 11-copy and commutation rules, which take the place of the rules involving π-phases: The 11-commutation rule at first glance looks different to the π-commutation rule in the ZX-calculus in that the latter maps any phase to its inverse, whereas the former swaps the two bits denoting the phase. In fact, both commutation rules can be seen to be the same. Let ϕ denote 11 or π and let θ be an arbitrary element of the phase group for the respective theory. We can write the commutation rules in general form as
where f is some map from the phase group to itself. Then in both the ZX-calculus for quantum mechanics and in the graphical calculus for Spekkens' toy bit theory, the map f can be characterised as follows: f maps both ϕ and the identity of the phase group back to themselves, but it swaps the remaining two elements of the phase group. We now show how to prove that the toy theory graphical calculus is complete by adapting the ZX-calculus completeness proof. There are two parts to the argument: On the one hand, we need to prove that the Van den Nest results about graph states and local complementations that are central to the ZX-calculus completeness proof also hold in Spekkens' toy theory. On the other hand, we must show that the rewriting strategies used in the ZX-calculus also work in the toy theory graphical calculus.
In the following sections, we first give an overview over completeness and related results and then sketch the ZX-completeness proof. Next, we give some definitions for the toy theory which are analogous to graph states, GS-LC and rGS-LC diagrams in the ZX-calculus. We then state the relevant theorems about graph states and local complementations in stabilizer quantum mechanics and show that they also hold for Spekkens' toy bit theory. Lastly we lay out the completeness proof for the toy theory graphical calculus.
Graphical calculi as formal systems
The ZX-calculus and the graphical calculus for Spekkens' toy theory are not just alternative notations for their respective theories: the rewrite rules make them into formal systems in their own right. As such, there are a number of properties that we would like them to have.
A graphical calculus for a theory is universal if any state or operation allowed by the theory can be represented graphically. Both the ZX-calculus and the graphical calculus for Spek are universal. A graphical calculus is sound if any equality that can be derived graphically can also be derived in the underlying theory. By checking each of the rewrite rules, it is easy to see that both graphical calculi considered in this paper are sound. Lastly, a graphical calculus is complete if any equality that can be derived in the underlying theory can also be derived graphically. The ZX-calculus is not complete in general [16] , but it is complete for stabilizer QM, i.e. when the phase shifts are restricted to the values {0, π/2, π, −π/2} [2] . Now Spekkens' toy theory is the same as stabilizer QM except for the phase group, which is the cyclic group Z 4 in the case of stabilizer QM [5] . Thus it is not too surprising that the completeness proof for stabilizer QM carries over to the toy theory, though the differences between the theories make it necessary to re-derive some of the arguments used in the proof.
The stabilizer ZX-calculus completeness proof
In this section, we will give a sketch of the completeness proof for the stabilizer ZX-calculus; the full proof may be found in [2] . Note that the unitary stabilizer operations form the Clifford group, the unitary stabilizer operators that are products of single-qubit operations are called the local Clifford group.
Given a finite simple undirected graph, i.e. a graph with a finite number of vertices, no self-loops, and no more than one edge between any pair of vertices, a corresponding graph state diagram is defined as follows:
• For each vertex in the graph, there is a green node with one output in the ZX-calculus diagram, and • for each edge in the graph, there is a Hadamard node in the diagram, connected to the two green nodes representing the end points of the edge.
This definition of graph state diagrams coincides with the usual definition of graph states in quantum mechanics. A ZX-calculus diagram is called a GS-LC diagram if it consists of a graph state with single-
qubit Clifford operators applied to the outputs. These operators can consist of any combination of red and green phase shifts (as long as the phases are integer multiples of π/2), and Hadamard nodes.
A local complementation about a vertex v of a graph G is the operation that inverts the subgraph generated by the neighbourhood of v, but not including v itself. Denote a graph by (V, E): a set of vertices V and a set of edges E, where the edges are themselves sets of exactly two distinct vertices. Usually, we will take V = {1, 2, . . . , n} for an n-vertex graph. We can then describe the effect of a local complementation about the vertex v by
Here, denotes the symmetric set difference, i.e. A B contains all elements that are contained in either the set A or the set B but not in both. The notation G v will be used as short-hand for a local complementation about the vertex v in the graph G.
Duncan and Perdrix [8] showed that local complementations form the basis of a set of valid rewrite rules for the ZX-calculus, which can be derived from the rules listed in section 2.6. Denoting graph state diagrams by ellipses labelled with the name of the graph, these rewrite rules can be expressed as follows:
where α k = −π/2 if k ∈ V \ {v} is a neighbour of v, i.e. if {k, v} ∈ E, and α k = 0 otherwise. Note that local complementations are equivalence transformations of GS-LC diagrams, i.e. they map GS-LC diagrams to other GS-LC diagrams.
A double local complementation on the same vertex changes only the local Clifford operator, keeping the graph the same. This rewrite step is also called a fixpoint operation. Now any stabilizer state diagram, i.e. any ZX-calculus diagram with no inputs, can be rewritten into GS-LC form as follows. First, note that is a GS-LC diagram: the one corresponding to the 1-vertex graph with the trivial single-qubit Clifford operator. Furthermore, any ZX-calculus diagram can be written in terms of the following elements: , , , , H , and red and green phase shifts. For each element in this list it can be shown that appending it to a GS-LC diagram yields a diagram that can be rewritten into GS-LC form. This is because the single-qubit Clifford operator associated with any qubit that has at least one neighbour in the graph can be changed to an arbitrary single-qubit Clifford operator using local complementations on the original qubit and its neighbour (or one of its neighbours, if there are multiple neighbours). If there are no neighbours, the qubit must be in a single-qubit state; these can be written as α for α ∈ {0, π/2, π, −π/2}, 0 and π , all of which interact nicely with the green spiders as they are either phases or copyable.
Any GS-LC diagram can be further rewritten to a "reduced GS-LC" (rGS-LC) diagram, with the following additional properties [2] :
• The single-qubit Clifford operators are all in the set
π/2 • and two adjacent vertices must not both have red nodes in their single-qubit Clifford operators.
Using sequences of local complementations we can build equivalence operations of rGS-LC diagrams that move a red node to an adjacent vertex in the graph, changing the graph and the green phase shifts on other vertices in the process. Given two rGS-LC diagrams on the same number of qubits, there is then a terminating algorithm that rewrites the two diagrams to be identical, if possible. This algorithm works by "pairing up" red nodes between the two diagrams, i.e. both diagrams are rewritten with the goal of having the red nodes on the same subset of qubits in both diagrams. If two diagrams are equal, the algorithm rewrites them to be identical, else it terminates eventually. As it is straightforward to check whether two rGS-LC diagrams are identical, the two cases can be distinguished easily. The argument that the algorithm fails to rewrite two diagrams to be identical only if they are not equal makes central use of the result that two graph states are equivalent under local Clifford operators if and only if they are related by a sequence of local complementations [11] . As all rewrites are invertible, this algorithm can be used to construct equality proofs whenever two diagrams represent the same quantum-mechanical state. Therefore the ZX-calculus is complete for state diagrams.
The Choi-Jamiołkowski isomorphism is a bijection between operators from n to m qubits and states on n + m qubits in the ZX-calculus. Denoting such a map by A and its corresponding state by B, the isomorphism can be represented diagrammatically as follows:
This result follows directly from the snake equations given in section 2.3. The Choi-Jamiołkowski isomorphism allows ZX-calculus operators to be turned into states. Any equalities derived between these states then apply also to the original operators. Thus the completeness result extends to the entire stabilizer ZX-calculus.
Graph states and related diagrams in the toy theory graphical calculus
The definitions and propositions in this section are analogous to the ones for the ZX-calculus, as the two graphical calculi have the same basic structure. Furthermore, the rewrite rules of the two calculi are nearly the same. Hence, in order to adapt the completeness proof we mainly need to check the arguments that involve the phase group structure of the toy theory. Where this leads to a longer argument, proofs have been moved into appendix A.1.
Definition 2. Let G be a finite simple undirected graph with set of vertices V and set of edges E. The associated graph state in the toy theory comprises the following:
• for each vertex in V , a green node with one output, and • for each edge in E, a copy of connected to the green nodes representing the vertices at either end of the edge. 
where α k = 11 if {v, k} ∈ E and α k = 00 otherwise. This means that G . . . is an eigenstate of any operator that applies 11 to one of the vertices and 11 to all neighbours of that vertex.
This lemma follows easily from the rules of the red-green calculus for the toy theory; the proof is entirely analogous to that for the ZX-calculus.
Lemma 2. The following local complementation rewrite rule holds in the red-green calculus for the toy theory:
where α k = 01 if {v, k} ∈ E and α k = 00 otherwise, and G v denotes the graph-theoretical local complementation as defined in (4).
Remark. We can now define a toy-theory version of the local complementation along an edge by applying three local complementations to a pair of toy qubits v, w ∈ V where {v, w} ∈ E, yielding
Here,
and G = (V, E ) satisfies the same properties as in stabilizer quantum mechanics:
• {v, w} ∈ E ;
• for j ∈ V \ {v, w}, { j, v} ∈ E ⇔ { j, w} ∈ E and { j, w} ∈ E ⇔ { j, v} ∈ E, i.e. a vertex j is adjacent to v in G if and only if j was adjacent to w in G and correspondingly with v and w exchanged;
• for p, q ∈ V \ {v, w}, let P be the intersection of p's neighbourhood with {v, w}, i.e. v ∈ P if {p, v} ∈ E and w ∈ P if {p, w} ∈ E, and define Q correspondingly. Then the edge {p, q} is toggled if and only if P, Q and / 0 are pairwise distinct. In the following, whenever we talk about single-toy bit operators we will assume that they are normalised as in the above lemma. We continue with the definition of reduced GS-LO diagram which helps us to reduce the number of equivalent diagrams that we need to consider.
Definition 4. A diagram in Spekkens's toy theory is said to be in reduced GS-LO (or rGS-LO) form if it is in GS-LO form and satisfies the following additional conditions:
• All vertex operators belong to the set R = 01 10 01 . 11 10 01 01 (6)
• Two adjacent vertices must not both have vertex operators that include red nodes.
Theorem 5. Any toy stabilizer state diagram is equal to some rGS-LO diagram within the graphical calculus.
The following two propositions show that, as in the case of stabilizer QM, rGS-LO forms are not unique. . . . . . . Then a local complementation about q, followed by a local complementation about p, yields a diagram which can be brought into rGS-LO form by at most two applications of the fixpoint rule. 
The binary formalism for stabilizer QM and Van den Nest's theorems
We give a brief introduction to the binary formalism (also known as check matrix formalism) for stabilizer quantum mechanics, a more detailed explanation can be found via the references in [11] .
A pure n-qubit stabilizer state is uniquely determined by a binary 2n + 1 by n matrix, where the first 2n bits of each column determine a unitary operator of which the given state is an eigenstate, the last bit determines whether the eigenvalue is +1 or −1. The operators mapping a given state back to itself, up to an eigenvalue of ±1, are called its stabilizers -hence the name for this fragment of quantum mechanics. Note that while the map from matrices to states is unique, several matrices may describe the same state. Furthermore, not all binary 2n + 1 by n matrices correspond to stabilizer states: The stabilizers of a given state must commute, which means that the 2n by n submatrix S determining the stabilizers must satisfy the self-orthogonality property S T JS = 0, where
as before, with I the n by n identity matrix. We will call the self-orthogonal 2n by n matrices check matrices.
There is a particularly elegant way of writing the stabilizers of a graph state: if the underlying graph has adjacency matrix θ , the check matrix for the graph state can be written as
When considering graph states and local Clifford transformations, it is reasonable to ignore the eigenvalues in the stabilizer formalism because the eigenvalue for each stabilizer of a graph state can be changed by a local Clifford transformation that keeps all the other properties of the state invariant. The Clifford operations can be represented by binary 2n by 2n matrices multiplying the check matrices from the left. Matrices of that form correspond to Clifford operations if and only if they preserve the symplectic inner product, i.e. a 2n by 2n matrix Q represents a Clifford operator iff Q T JQ = J.
Using this formalism, the following two theorems can be proved: Theorem 8 ( [11] ). Any stabilizer state can be transformed into some graph state by application of a local Clifford operation. 
The Van den Nest theorems for Spekkens' toy bit theory
As described in section 3.1, a state of maximal knowledge on n toy bits is given by a set of n commuting canonical variables, together with a valuation function on that set. These canonical variables can be represented as binary vectors in the 2n dimensional space Ω * . Thus any state of maximal knowledge can be described by a binary 2n by n matrix if the valuation function is ignored. The reversible transformations of the toy theory are the symplectic affine transformations. The affine part only affects the valuation functions and not the canonical variables associated with the state, so if we ignore valuations, reversible transformations are the symplectic binary 2n by 2n matrices. Therefore the binary matrix formalism for Spekkens' toy bit theory is exactly the same as the check matrix formalism for stabilizer quantum mechanics, if one ignores the valuation functions in the former and the eigenvalues in the latter. An equivalent result was shown in [12] , albeit not using check matrices directly. Now graph states in Spekkens' toy bit theory have the same check matrix representation as graph states in the stabilizer theory, and in the same way that the eigenvalues are irrelevant when considering quantum graph states, valuations can be ignored in the case of toy graph states.
Thus theorems 8 and 9 carry over to the toy theory, i.e. we have: Theorem 10. Any toy stabilizer state is equivalent to some toy graph state under local toy transformations σ ∈ (S 4 ) n . Theorem 11. Two toy graph states on the same number of toy bits are equivalent under local toy transformations if and only if there is a sequence of local complementations that transform one graph into other.
The graphical parts of the completeness proof
The graphical calculus is complete for toy theory states if, given two rGS-LO diagrams representing the same state, we can show that they are equal using the rules of the graphical calculus. Definition 5. A pair of rGS-LO diagrams on the same number of toy bits is called simplified if there are no pairs of toy bits p, q such that p has a red node in its vertex operator in the first diagram but not in the second, q has a red node in the second diagram but not in the first, and p and q are adjacent in at least one of the diagrams. Proposition 12. Any pair of rGS-LO diagrams on n toy bits can be simplified.
The proof of the above proposition is analogous to the stabilizer QM case. Lemma 13. Consider a simplified pair of rGS-LO diagrams and suppose there exists an unpaired red node, i.e. there is a toy bit p which has a red node in its vertex operator in one of the diagrams, but not in the other. Then the two diagrams are not equal.
This lemma is proved in appendix A.2. Now we can put all the pieces together and show the following, with the proof proceeding exactly as the corresponding one for the ZX-calculus. Theorem 14. The two diagrams making up a simplified pair of rGS-LO diagram are equal, i.e. they correspond to the same toy theory state, if and only if they are identical.
The Choi-Jamiołkowski isomorphism, as given in (5) holds in the toy graphical calculus, therefore theorem 14 directly implies: Theorem 15. The red-green calculus is complete for Spekkens' toy bit theory.
Conclusions
We derive a graphical calculus for Spekkens' toy bit theory and show that it is complete by adapting the completeness proof for the ZX-calculus for stabilizer quantum mechanics. In the process, we prove that graph states play a central role in the toy theory, just like they do in stabilizer QM. It may be possible to extend this argument to stabilizer QM for higher dimensional systems and Spekkens-Schreiber toy theory.
A Appendix

A.1 Results about graph states, GS-LO diagrams, and rGS-LO diagrams
Here, we give the proofs for results stated in section 4.4 if they differ significantly from the corresponding proofs in the ZX-calculus.
Proof of Lemma 2 (sketch). The proof is analogous to the ZX-calculus case as given by Duncan and Perdrix [8] . We show here as an example the case of the complete graph on three vertices (rearranged with two inputs at the bottom for ease of reading): The first equality uses the decomposition of in terms of red and green phase shifts, the second one the colour change and spider rules. The third step is an application of the bialgebra law. The fourth step uses the fact that 01 = 01 , which can easily be derived from the rules involving . Lastly, the colour change rule is applied again. The full proof then proceeds by induction.
Proof of Theorem 4 (sketch).
The proof is analogous to the proof of Theorem 7 in [2] , noting the following facts:
• Let a ∈ {0, 1} andā = a ⊕ 1, then we have
• Any single toy bit operator can be written as
for some a, b, c, d, e, f ∈ {0, 1}.
• 11 and 11 denote the zero scalar.
• A loop with a node in it disappears:
= Proof of Theorem 5. By theorem 4, any state diagram in the toy theory is equal to some GS-LO diagram. Lemma 3 shows that each vertex operator in the GS-LO diagram can be brought into the following form:
where a, b, c, d, e, f , g ∈ {0, 1}. Note that the cases c = 0 = d and f = 0 = g of the above normal forms correspond exactly to the elements of R as defined in (6) . A local complementation about a vertex v premultiplies the vertex operator of v with 01 and a fixpoint operation with 11 , so any vertex operator can be brought into one of the above forms by some combination of local complementations and fixpoint operations about the corresponding vertex. The other effects of local complementations are to toggle some of the edges in the graph state and to pre-multiply the vertex operators of neighbouring vertices by 01 , whereas fixpoint operations leave the edges invariant and pre-multiply the vertex operators of neighbouring vertices by 11 . The set R is not mapped to itself under repeated pre-multiplication with 01 : this operation sends the set { ab } for a, b ∈ {0, 1} to itself, but it maps
The normal form of a vertex operator contains at most two red nodes. Once a vertex operator is in one of the forms in R, pre-multiplication by green phase operators does not change the number of red nodes it contains when expressed in normal form. Thus the process of removing red nodes from the vertex operators by applying local complementations must terminate after at most 2n steps for an n-qubit diagram, at which point all vertex operators are elements of the set R. 
and similarly for v. After this, if a = 1, we apply a fixpoint operation to u and if b = 1 we apply a fixpoint operation to v. After this, the vertex operators on both u and v are green phase operators. Vertex operators of qubits adjacent to u or v are pre-multiplied with some power of 11 , which maps R → R. Thus each such operation removes the red nodes from a pair of adjacent qubits and leaves all vertex operators in the set R. Hence after at most n/2 such operations, it will be impossible to find a subdiagram as in (9) . Thus, the diagram is in reduced GS-LO form. 
If a = 1, we apply a fixpoint operation to p and if b = 1, we apply a fixpoint operation to q; then the vertex operators of p and q are in R. The fixpoint operations add 11 to neighbouring qubits, which maps the set R to itself. As fixpoint operations do not change any edges, we do not have to worry about them when considering whether the rest of the diagram satisfies definition 4. The rest of the proof is analogous to the stabilizer QM case.
Proof of Proposition 7. After the local complementation along the edge, the vertex operator of p is given by (10) . For the vertex operator of q, we have 
Thus if a or b is 1, we apply a fixpoint operator to the apropriate vertex. From the properties of local complementations along edges it follows that the overall transformation preserves the two properties of rGS-LO states.
A.2 The completeness proof
The arguments in this proof closely follow the proof of Lemma 17 in [2] . As the diagrams are complicated and differ in subtle ways from the ZX-calculus ones, the proof is nevertheless produced in full here.
Proof of lemma 13. Let D 1 be the diagram in which p has the red node, D 2 the other diagram. There are multiple cases:
In either diagram, p has no neighbours: In this case, the overall state factorises and the two diagrams are equal only if the two states of p are the same. But ab cc
for a, b, c ∈ {0, 1}, so the diagrams must be unequal. p is isolated in one of the diagrams but not in the other: We argue in section 4.6 that, as in stabilizer QM, two toy graph states with local operators are equal only if one can be transformed into the other via a sequence of local complementations with corresponding changes to the local operators. As a local complementation never turns a vertex with neighbours into a vertex without neighbours, or conversely, the two diagrams cannot be equal. p has neighbours in both diagrams: Without loss of generality, assume that p is the first toy bit. Let N 1 be the set of all toy bits that are adjacent to p in D 1 , and define N 2 similarly. The vertex operators of any toy bit in N 1 must be green phases in both diagrams. In D 1 , this is because of the definition of rGS-LO diagrams, in D 2 it is because the pair of diagrams is simplified. Suppose the original diagrams involve n toy bits each. Let G be the graph on n vertices (named according to the same convention as in D 1 and D 2 ) whose edges are {{p, v}|v ∈ N 1 }. Now consider the following diagram G p . . .
. . . 01 (14) where the ellipse labelled G denotes the toy graph state corresponding to G, except that each vertex in the graph has not only an output but also an input. Call this diagram U. It is easy to see that U is invertible: composing it with itself upside-down yields the identity. 
where a ∈ {0, 1}. As green phase shifts can be pushed through other green nodes, the subdiagram involving p and the elements of 
· · ·
Here, b 1 , . . . , b n , c 1 , . . . , c n ∈ {0, 1}. Note that at the end p is isolated and in the state aa . The fact that we have ignored all toy bits not originally adjacent to p in D 1 does not change that.
Next consider U • D 2 . As N 1 is not in general equal to N 2 , the subdiagram consisting of p and vertices in N 1 looks as follows:
