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Using a degenerate double-exchange model, we investigate the spin excitation spectra of iron
pnictides. The model consists of local spin moments on each Fe site, as well as itinerant electrons
from the degenerate dxz and dyz orbitals. The local moments interact with each other through
antiferromagnetic J1-J2 Heisenberg interactions, and they couple to the itinerant electrons through a
ferromagnetic Hund coupling. We employ the fermionic spinon representation for the local moments
and perform a generalized random-phase approximation calculation on both spinons and itinerant
electrons. We find that in the (pi, 0) magnetically-ordered state, the spin-wave excitation at (pi, pi)
is pushed to a higher energy due to the presence of itinerant electrons, which is consistent with a
previous study using the Holstein-Primakoff transformation. In the paramagnetic state, the particle-
hole continuum keeps the collective spin excitation near (pi, pi) at a higher energy even without any C4
symmetry breaking. The implications for recent high temperature neutron scattering measurements
will be discussed.
I. INTRODUCTION
Goldstone’s theorem guarantees that the onset of
magnetism with a broken continuous symmetry is al-
ways accompanied by a gapless spin-wave spectrum in
the vicinity of the ordering wave-vector Q. In the
iron-pnictide superconductors, inelastic neutron scatter-
ing (INS) measurements have remarkably revealed1–11
that even in the paramagnetic state, a well-formed low-
energy feature persists in the spin-wave spectrum in the
vicinity of the Q = (pi, 0) ordering wave vector of the
stripe-like magnetic state. In addition, the high-energy
part of the spectrum in the vicinity of (pi, pi) remains vir-
tually unchanged even when the temperature is lowered
from the paramagnetic to the ordered antiferromag-
netic state. The apparent temperature-independence of
the spin-wave spectrum through the magnetic ordering
transition is the subject of this paper.
Although both local-moment Heisenberg spin-
exchange12–17 and itinerant weakly interacting
band18–24 models have been proposed to explain
magnetism in the pnictides, the experimental data1–11
provide ample evidence that neither picture alone will
suffice. INS experiments1,6 reveal that the spin-wave
spectrum persists up to 200 meV. While isotropic J1-J2
Heisenberg models can account for the features near the
ordering wave vector, they cannot explain the spectrum
in the vicinity of (pi, pi). Physically, what would suffice
to account for the (pi, pi) region is damping arising from
particle-hole excitations6. The natural source for such
excitations is itinerant electrons.
Hybrid25–29 models consisting of local moments and
itinerant electrons have already had much success in ex-
plaining the INS data. Lv et al.26 considered the local
moments in the standard J1-J2 model, where J1 and
J2 are the nearest and next-nearest neighbor exchange
interactions, respectively, and the itinerant electrons of
the degenerate dxz and dyz orbitals arising from the con-
duction electrons. The local moments and itinerant elec-
trons were allowed to interact via a ferromagnetic Hund
coupling interaction. The role of the Hund coupling is
two-fold. First, it produces unfrustrated (pi, 0)-striped
antiferromagnetism. Previous fits of the experimentally
measured5 spin-wave dispersion to a pure J1-J2 model
required a sizable anisotropy between the exchange in-
teractions along the x and y axes, with one of the inter-
actions becoming ferromagnetic. The Hund coupling26
provided a natural mechanism to explain the origin of
this anisotropy, with the added advantage that the mag-
netism remains unfrustrated. The second role played by
the Hund interaction26 is that it lifted the degeneracy of
the (pi, 0) and (0, pi) magnetic states, giving rise to a rel-
ative maximum in the spin-wave spectrum at (pi, pi), in
contrast to the minimum seen in local moment models5.
Alternatively, the anisotropy can also be derived within
a purely local-moment model with a bi-quadratic cou-
pling between nearest neighbors16. In the paramagnetic
state, this model also exhibits features15,17 consistent
with nematicity found in INS experiments8. However,
this approach cannot explain the high temperature INS
data7,9, where C4 symmetry is preserved. In fact, de-
spite the success of the double-exchange model in gen-
erating unfrustrated magnetism, it has not been applied
to the paramagnetic high-temperature state.
In this paper, we use the degenerate double exchange
model in Ref. 26 to investigate the spin excitation spec-
tra of iron pnictides in the paramagnetic state. The
model consists of local spin moments on each Fe site,
as well as itinerant electrons from the degenerate dxz
and dyz orbitals. The local moments interact with each
other through antiferromagnetic J1-J2 Heisenberg in-
teractions, and they couple to the itinerant electrons
through a ferromagnetic Hund coupling. Such a local-
itinerant model can be motivated by considering the
dual role of d electrons30. Only dxz and dyz orbitals
are included, because they are the orbitals that break
rotational symmetry in the x-y plane. As a consequence,
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2these orbitals form a minimal model that can drive the
magnetic anisotropy. Unlike previous works15–17,26, we
represent the local moments as fermions. This repre-
sentation provides a unified framework for both the or-
dered and paramagnetic states, and it yields the Landau
damping in addition to the dispersion. We then perform
a generalized random-phase approximation calculation
on both spinons and itinerant electrons. We show that,
in the (pi, 0)-magnetically ordered state, the spin-wave
excitation at (pi, pi) is pushed to a higher energy due to
the presence of itinerant electrons, which is consistent
with the previous study26 using the Holstein-Primakoff
transformation. In the paramagnetic state, the particle-
hole continuum keeps the collective spin excitation near
(pi, pi) at a higher energy even without any C4 symmetry
breaking.
II. MODEL
The basic physics we envision being relevant to the
spin-wave spectrum in the paramagnetic state is damp-
ing arising from particle-hole excitations of the conduc-
tion electrons. Consequently, the minimal model is the
double-exchange model,
H = Hloc +Hitn +HH, (1)
proposed earlier by Lv et al.26, where Hloc describes the
superexchange coupling between local moments, Hitn is
associated with the itinerant electrons of the degenerate
dxz and dyz orbitals, and HH describes the ferromag-
netic Hund coupling between local moments and itiner-
ant electrons. The local moments are represented by a
J1-J2 Heisenberg model:
Hloc =
J1 ∑
〈i,j〉
+J2
∑
〈〈i,j〉〉
Si · Sj , (2)
where the first and second summations are performed
over nearest and next-nearest neighbors, respectively.
We will focus on the J1 < 2J2 regime in which the sys-
tem exhibits striped magnetic order. The itinerant elec-
trons are described by a two-band tight-binding model
Hitn =
∑
kν
(
c†kxν c
†
kyν
)(
xk 
xy
k
xyk 
y
k
)(
ckxν
ckyν
)
, (3)
where
xk = −2t1 cos kx − 2t2 cos ky − 4t3 cos kx cos ky,
yk = −2t1 cos ky − 2t2 cos kx − 4t3 cos kx cos ky,
xyk = −4t4 sin kx sin ky.
As defined in Ref. 18 and 26, the hopping parameters
t1, t2, t3, t4 are between orbitals at nearest and next-
nearest neighbors. The operator ciαν removes an itiner-
ant electron at site i, orbital α with spin ν. Finally, the
Hamiltonian for the ferromagnetic Hund coupling is
HH = −JH
∑
iα
Si · siα, (4)
where
siα =
1
2
∑
νν′
c†iανσνν′ciαν′
is the spin of the itinerant electrons at site i and orbital
α.
III. METHOD
A. Mean-field approximation
Based on measurements of the total fluctuating mag-
netic moments9,31,32, we assume that the local moments
have spin 12 . We then represent the local moments as
fermions using
Si =
1
2
∑
νν′
f†iνσνν′fiν′ , (5)
and we apply a mean-field approximation to decouple
the four-fermion terms in Hloc and HH. Because the
system has striped magnetic order with ordering vec-
tor Q = (pi, 0) at low temperatures, the staggered mag-
netizations, Mloc and Mitn, of the local moments and
itinerant electrons are the natural mean-field order pa-
rameters. These parameters are defined by
〈Szi 〉 = MloceiQ·ri , (6)∑
α
〈sziα〉 = MitneiQ·ri . (7)
In addition, we fix the expectation values of the near-
est and next-nearest neighbor exchange terms χ1, χ2 =
1
N
∑
i
〈
f†i fj
〉
at non-zero values, so that the mean-field
Hamiltonian in the paramagnetic state does not vanish.
Such non-zero χ1, χ2 can be obtained from the Hub-
bard model from which a Heisenberg model is typically
derived.
The mean-field Hamiltonian for the local moment is
HMFloc =
∑
kσ
(
Akσf
†
kσfkσ +Bkσf
†
kσfk+Q,σ
)
, (8)
where
Akσ = −3
4
J1χ1 (cos kx + cos ky)− 3
2
J2χ2 cos kx cos ky,
Bkσ = −2J2Mlocσ.
Here, σ = ±1 corresponds to up and down spins, re-
spectively. Similarly, the mean-field Hamiltonian for the
Hund coupling is
HMFH ≡ δHMFitn + δHMFloc , (9)
where
δHMFitn = −
1
2
JHMloc
∑
kαν
νc†kανck+Q,αν ,
δHMFloc = −
1
2
JHMitn
∑
kν
νf†kνfk+Q,ν .
3Hence, at the mean-field level, the itinerant electrons
and local moments are decoupled, and they are effec-
tively governed by Heffitn = Hitn + δHMFitn and Heffloc =HMFloc + δHMFloc , respectively.
For convenience, we introduce the three-component
operator ckaν = (ckxν , ckyν , fkν), for a = 1, 2, 3. Then,
the full mean-field Hamiltonian HMF = Heffloc +Heffitn can
be diagonalized by unitary transformations
ckaν =
6∑
n=1
Ukν,1andkνn, (10)
ck+Q,aν =
6∑
n=1
Ukν,2andkνn, (11)
for k in the reduced Brillouin zone, to give HMF =∑′
kνnEkνnd
†
kνndkνn. The prime over the summation in-
dicates a k-summation over the reduced Brillouin zone.
The mean-field order parameters Mloc and Mitn can
then be found by solving the self-consistent equations
Mloc =
1
N
′∑
kνm
νUkν,13mUkν,23mnkνm, (12)
Mitn =
1
N
′∑
kνm
2∑
a=1
νUkν,1amUkν,2amnkνm, (13)
where nkνm =
〈
d†kνmdkνm
〉
is the Fermi-Dirac occu-
pancy number of the diagonalized bands.
B. Dynamic spin susceptibility
The transverse spin susceptibility of the system is
given by the correlation function between the various
spin operators. Since there are three species of fermions,
the spin susceptibility is a 3× 3 matrix,
χ+−0,ab (q, q
′; t) = −iθ (t)
〈[
S+q,a (t) , S
−
−q′,b (0)
]〉
, (14)
where Sq,a is the spin operator corresponding to cqaν .
Because of the doubling of the unit cell in the ordered
state, the susceptibility,
χ+−0,ab (q, q
′, ω) =
1
N
′∑
kmm′
nk↑m − nk+q,↓m′
ω + Ek↑m − Ek+q,↓m′ + iδ
×γqak,mm′γ∗q′bk,mm′
× (δq,q′ + δq,q′+Q) , (15)
is non-zero for q = q′ and q = q′ +Q, where
γqak,mm′ =
2∑
ξ=1
U∗k↑,ξamUk+q,↓,τ(k+ξ,Q+q),am′ .
Here, τ (k) equals 2 for k in the reduced Brillouin zone,
and equals 1 otherwise. The system size is denoted by
N , and a small positive δ is included for convergence.
To include the interaction effects, we apply a gener-
alized random phase approximation. The resulting sus-
ceptibility χ¯+− (q, q′;ω) is given by the Dyson equation
χ¯+− (q, q′;ω) = χ+−0 (q, q
′;ω)
+
∑
q′′
χ+−0 (q, q
′′;ω)Uq′′ χ¯+− (q′′, q′;ω) ,
(16)
where the non-zero entries of the interaction matrix
Uq are Uq,13 = Uq,23 = Uq,31 = Uq,32 = − 12JH, and
Uq,33 = J1 (cos qx + cos qy) + 2J2 cos qx cos qy. It is
straightforward to show that the solution has the form
χ¯+− =
[
I − χ+−0 U
]−1
χ+−0 . The quantity to be com-
pared with the INS measurements is the total spin sus-
ceptibility χ¯+−tot (q, ω), defined as the sum of all 3 × 3
components of −χ¯+− (q, q;ω).
IV. RESULTS
A. Mean-field approximation
For modeling purposes, we set J1 = 0.16 and J2 =
0.6J1 as in Ref. 26. However, we choose from Ref. 18
an alternate set of tight-binding parameters, because
these parameters more accurately reproduce the Fermi
surfaces found in angle-resolved photoemission spec-
troscopy (ARPES) experiments33 and first-principles
band structure calculations34. Explicitly, we set t1 =
−0.5, t2 = 0.65, and t3 = t4 = −0.425, which gives a
bandwidth comparable to that in Ref. 26. Finally, we
also set JH = 4, χ1 = χ2 = 0.2, and we fix the filling of
the itinerant bands at n = 2.1.
Figure 1 shows the temperature dependence of the or-
der parameters. The local moment magnetization Mloc
saturates at a value of 0.5, while the itinerant electron
magnetization Mitn saturates at a value that depends
on the Hund coupling and the filling of the itinerant
bands. In addition, both the local moments and itin-
erant electrons have the same transition temperature.
While a model incorporating Hitn alone does not order
magnetically, the inclusion of the Hund coupling term
HH imposes on the itinerant electrons the striped mag-
netic order of the local moments. While the mean-field
approximation is not expected to yield an accurate value
for the transition temperature, we note that the Hund
coupling increases the transition temperature. This im-
plies that the presence of the itinerant electrons stabi-
lizes the magnetic order of the local moments.
As discussed in Ref. 26, the degeneracy between the
dxz and dyz orbitals is broken in the ordered state by
the Hund coupling. Such an orbital ordering was ob-
served in ARPES measurements35. Figure 2 shows the
temperature dependence of the orbital polarization, de-
fined as the occupancy difference between the dxz and
dyz orbitals. As the temperature increases, the orbital
polarization decreases, vanishing at the same tempera-
ture as the mean-field order parameters. The increase
4at low temperature is not a general feature, and can be
accounted for by considering the details of the itinerant
bands.
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Figure 1: The temperature dependence of the mean-
field order parameters Mloc and Mitn.
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Figure 2: The temperature dependence of the orbital
polarization.
B. Dynamic spin susceptibility
For numerical purposes, we use a system size of
N = 1000 × 1000 and δ = 0.01 for the ordered state,
and δ = 0.0005 for the paramagnetic state. A smaller
δ is used for the paramagnetic state so that the energy
resolution is appropriate for the lower energy scale in-
volved. A larger N and a smaller δ do not change our
results qualitatively. Figure 3 shows both the imaginary
part of the total spin susceptibility for the momentum-
space path (0, 0)-(pi, 0)-(pi, pi)-(0, 0) in both the (a) or-
dered and (b) paramagnetic states. In the ordered state,
the Hund coupling raises the excitation energy at (pi, pi).
This effect can be attributed to orbital ordering26, which
stabilizes order at (pi, 0) at the expense of competing
order at (pi, pi). While the orbital polarization here is
an order of magnitude smaller than that found in Ref.
26, the effect at (pi, pi) remains significant. In addition,
the presence of itinerant electrons dampens the exci-
tations around (pi, pi). Figure 4a shows the itinerant
components of the bare spin susceptibility Imχ+−0 . The
regions with strong particle-hole continuum correspond
to regions with heavily damped spin-wave excitations.
These observations are consistent with the results of INS
measurements4,5,7–9.
(a)
(b)
Figure 3: The total spin susceptibility Imχ¯+−tot of the de-
generate double-exchange model along the path (0, 0)-
(pi, 0)-(pi, pi)-(0, 0) in the (a) ordered and (b) paramag-
netic state. The tight-binding parameters are t1 = −0.5,
t2 = 0.65, and t3 = t4 = −0.425, with an itinerant
band filling of n = 2.1. The superexchange couplings
are J1 = 0.16 and J2 = 0.6J1. The Hund coupling is
JH = 4.
Figure 5 shows the temperature dependence of the
spin susceptibility along (pi, pi). As the temperature in-
5creases, while the excitations around (pi, pi) soften, the
Landau damping in the same region increases. Further
experiments will be necessary to verify this feature. In
the paramagnetic state, the strong spin-wave-like exci-
tation near (pi, 0) persists, while the particle-hole con-
tinuum shown in Figure 4b pushes any collective spin
excitations near (pi, pi) to a higher energy. This feature
is robust, because a finite particle-hole continuum al-
ways exists at the finite wavevector (pi, pi), provided that
the single-particle energy spectrum is not fully gapped.
Unlike previous theoretical models15,17, our results are
obtained without breaking C4 symmetry. This makes
our results applicable to INS measurements even at high
temperatures9. This is the key finding of this work.
(a)
(b)
Figure 4: The itinerant components of the bare suscep-
tibility Imχ+−0 in the (a) ordered and (b) paramagnetic
state. The particle-hole continuum dampens the spin-
wave excitations.
In our calculation, as the temperature increases in the
ordered state, the energy scale of the collective excita-
tions decreases together with the mean-field order pa-
rameters. In the paramagnetic state, the energy scale
is simply fixed by χ1, χ2. These observations are incon-
sistent with INS measurements, which show that the
energy scale of the collective excitations is independent
of temperature. This inconsistency likely arises from
the limitations of the mean-field approximation.
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Figure 5: The spin susceptibility along the wavevec-
tor (pi, pi) at various temperatures. As temperature in-
creases, excitations around (pi, pi) soften and become
more damped.
V. DISCUSSION AND CONCLUSION
We also calculated the low-temperature spin suscep-
tibility (not shown) using the tight-binding parameters
in Ref. 26. The excitation energy spectrum is consis-
tent with previous results obtained using the Holstein-
Primakoff representation and a linear spin-wave approx-
imation. Compared to the spectrum in Figure 3a, the
excitation energy at (pi, pi) has a larger increase due to a
stronger orbital order, but the excitations around (pi, pi)
are less damped. Therefore, while our results do not
qualitatively depend on the choice of parameters, differ-
ent parameters can be used to produce the quantitative
differences between various types of iron pnictides. Fur-
thermore, the (pi, 0)-ordering is robust because the para-
magnetic spin susceptibility exhibits a peak at (pi, 0) de-
spite the itinerant bands having imperfect Fermi surface
nesting. This is in contrast with the calculations using
only the itinerant model in Ref. 22, which show incom-
mensurate peaks.
Our results at high temperatures are consistent with
first-principles calculations based on a combination of
density functional theory and dynamical mean-field
theory36. This suggests that our model has captured
the essential physics of spin excitations in iron pnictides.
Since the mechanism for superconductivity is believed
to arise from spin fluctuations, it would be important to
consider both the local moments and itinerant electrons
when studying superconductivity in iron pnictides.
6For our choice of parameters, the dxz orbital has a
larger occupancy than the dyz orbital. This is opposite
the result obtained in Ref. 26. This difference arises
because the opposite sign between the two sets of tight-
binding parameters makes occupying the dxz orbital
more energetically favorable. This higher occupancy
of the dxz orbital agrees with ARPES measurements35,
which show that the dxz orbital is lower in energy than
the dyz orbital in the magnetically ordered state.
To close, we studied the spin excitation spectra of the
degenerate double-exchange model. This model con-
sists of local moments represented by a J1-J2 Heisen-
berg model, and itinerant electrons from the degener-
ate dxz and dyz orbitals represented by a tight-binding
model. The local moments and itinerant electrons are
coupled through a ferromagnetic Hund coupling. Using
a fermionic representation of the local moments and a
generalized random phase approximation, we obtained
a unified framework for the spin excitations in both the
ordered and paramagnetic state. The calculated spin
susceptibility shows energy spectra and Landau damp-
ing consistent with measurements from inelastic neutron
scattering experiments over a wide range of tempera-
tures.
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