Catchment systems are interestingly nonlinear, but their dynamics are constrained from being unduly chaotic by mass and energy balance requirements. There have been no attempts in hydrology that we know of that have tried to map both the flow and transport dynamics of a catchment in any form of phase space. In part, this is because of the high dimensionality of the spacetime patterns of response; in part because there is sufficient uncertainty about the input and output fluxes estimated by measurement that this might be expected to obscure any attractor-like behaviour. In this study we explore the basin of the catchment attractor for the Multiple Interacting Pathway (MIPs) model that in previous papers has been shown to give good results for the small Gårdsjön catchment in Sweden. MIPs is based on particle tracking techniques and gives results for both the flow responses and for the travel and residence time responses of water in the catchment. Here it is used to provide consistent values of fluxes, total storage, travel time distributions and residence time distributions for a long simulation period. The nature of those responses in storage and input dimensions is then investigated. The results suggest that the range of behaviours is hysteretic in interesting ways and constrained by the forcing inputs, with space filling of trajectories in the basin of attraction as should be expected of a forced dissipative system. The range of behaviours exhibited defines a space that the responses of any simpler emulator model will need to span.
We know that catchment responses to rainfall and evapotranspiration forcing are nonlinear in their nature, making the problem of predicting storm discharges challenging. Discharges in any event are expected to vary with the spatial and temporal patterns of rainfall intensity in that event, the pattern of antecedent conditions prior to that event and various thresholds in the system response, including connectivity thresholds and the fill-spill hypothesis (e.g. Spence and Woo, 2003; Tromp-van Meerveld and McDonnell, 2006; Hopp and McDonnell, 2009; Jencso et al., 2010; Tetzlaff et al., 2014) , the generation of preferential flows (e.g. Germann, 1982, 2013; Beven, 2010; Chappell, 2010) and initiation of surface runoff (e.g. Kidron et al., 1999; Gomi et al., 2008; Marshall et al., 2014) . Identification of the controls on the catchment nonlinearity is also made more difficult by uncertainties in observations of both the forcing data and the catchment discharge and evapotranspiration output, and the lack of observation techniques for the internal states of the system at hillslope and catchment scales.
Acknowledging the nonlinearity, however, brings us into the realm of developments in theoretical nonlinear dynamics and consequent inferences about chaotic behaviour, self-organization and the concept of the attractor. There have been many examples of the application of the principles of nonlinear dynamics to environmental systems; indeed one of the first demonstrations of chaos was in a simple three equation model of the atmosphere by Lorenz (1963 Lorenz ( , 1969 . Since then, there have been many expositions of the principles of nonlinear dynamics in both the technical and popular science literature (e.g. Gleick, 1988; Lorenz, 1993; Thompson and Stewart, 2002; Smith, 2007; Strogatz, 2014) . Applications in hydrology have been reviewed by Sivakumar (2000 Sivakumar ( , 2008 Sivakumar ( , 2009 Sivakumar ( , 2012 and have included the application of nonlinear dynamics to turbulence (Ruelle and Takens, 1971; Bai-Lin, 1983) , to the fractal properties of rainfall fields (Schertzer and Lovejoy, 1996) , concepts of self organization in drainage networks and vegetation stands (e.g. Maritan et al., 1996; Rinaldo et al., 1996; Sherratt and Lord, 2007; Kleidon and Schymanski, 2008; Peterson et al., 2009; Schymanski et al., 2009; Sheffer et al., 2013) ; dominant modes of response in the relationship between rainfall and runoff Ridolfi, 1996, 1997; Sivakumar, 2008; Sivakumar and Singh, 2012 ) and concepts of hydrological resilience (Peterson et al., 2012) .
In this paper we want to look at interpreting the response of a catchment to time series of rainfalls and evapotranspiration forcing as an example of the trajectory of a nonlinear system in phase space. In particular, we intend to examine the tendency for the catchment behaviour to have a constrained basin of attraction, and to explore the organization of the system trajectories in representations of the phase space. In doing so we will use the outputs of a recent model of the Gårdsjön catchment in Sweden, which has been shown to provide good fits to both discharge and tracer data (Davies et al., 2013) and can therefore be used to examine storage/residence time trajectories as well as storage/flow trajectories (McDonnell and Beven, 2014) . While this is a virtual reality, it has the advantage that everything is known about the simulation (including the tracking of all particles of water through the catchment) such that inferences about the behaviour of the catchment are not influenced by either aleatory or epistemic uncertainties in either input or output variables (see Beven, 2012 Beven, , 2015b for a discussion).
The MIPs model is, however, computationally intensive to run, even for this small catchment. One aim of this work is, therefore, to define the range of behaviours in both discharge and residence time responses that would need to be reproduced by any simple emulator model or closure scheme as discussed in Beven (2006) .
CATCHMENT RESPONSES AND THE CONCEPT OF AN ATTRACTOR
In the theory of nonlinear dynamic systems an attractor is a set of numerical properties towards which the system evolves from a variety of initial conditions. For a system with finite dimensions, the trajectories of the system can be represented as an evolving N dimensional vector, with N as the number of dimensions defining the phase space of the system. The attractor can be a point, curve or manifold in the space. It can also be fractal, in which case it is generally referred to as a strange attractor, a term coined by Ruelle and Takens (1971) . Chaotic solutions of the Lorenz system are examples of a strange attractor with the well-known 'butterfly wing' form of trajectories. Closed chaotic systems characteristically are associated with strange attractors, exhibiting bifurcations that are sensitive to the initial starting point, but non-chaotic strange attractors also exist (Grebogi and Pelikan, 1984) . Where an attractor exists, then it is associated with a basin of attraction which is the area of the phase space within which points with arbitrary initial conditions will evolve towards the attractor. Where there are multiple attractors, then the trajectory will depend on which basin of attraction the initial conditions lie in. Much of the theory of nonlinear dynamic systems is concerned with systems for which the trajectories evolve without external forcing. Catchments are open nonlinear systems for which the external forcings of rainfall (or other water inputs) and energy (driving evapotranspiration) are all important, and consistently force the system away from the trivial point attractor of zero active storage and zero fluxes, the point of maximum entropy for a storage system of this type. Catchments are also dissipative in the sense that rates of change of storage or energy in the system are less than the supply rate. Dissipative systems can also exhibit chaotic divergences, multiple modes of organization and long-range correlations, as has been shown, for example, for turbulence. Clearly all possible initial conditions and potential storage conditions in the catchment are within the basin of attraction of the zero flux end point. The issue then is whether the trajectories are structured in ways that might be useful and how the system moves towards the point attractor, especially in situations of frequent forcing as commonly the case in humid catchments. Concepts such as the principle of maximum entropy production, with its foundation in thermodynamics, have been invoked to understand the organization and behaviour of forced systems (e.g. Kleidon et al., 2010; Zehe et al., 2010) . As an additional complication, a number of authors have suggested that the forcing itself may have chaotic properties (e.g. Rodriguez-Iturbe et al., 1989; Sivakumar, 1999; Sivakumar et al., 1999) , which could result in catchment discharges also having chaotic properties (Jayawardena and Lai, 1994; Ridolfi, 1996, 1997; Islam and Sivakumar, 2002) .
Methods of studying nonlinear dynamic systems have also been developed to assess the dimensionality of the dynamic response (for examples in hydrology see Ridolfi, 1996, 1997; Sivakumar et al., 2002 Sivakumar et al., , 2007 Sivakumar, 2005) . These methods are mostly based on correlation analysis and the derivation of Lyaponov exponents from time series data of the system response variables to determine the effective dimensionality of these very high dimensional systems. Such methods have a strong similarity with methods in stochastic system, analysis and the interpretation of hydrological time series as the result of deterministic chaotic dynamics is not without its criticisms. In particular there has been some contention about whether the data are adequate to identify 5215 EXPLORING THE CATCHMENT ATTRACTOR low dimensional chaos (e.g. Schertzer et al., 2002; Sivakumar et al., 2002; Sivakumar, 2005) or whether a stochastic description is more appropriate than inferring low dimensional chaos (Koutsoyiannis and Pachakis, 1996; Koutsoyiannis, 2006 Koutsoyiannis, , 2011 . Here we explore the trajectory of a small catchment subject to external forcing, in terms of both flows and residence time distributions, to try and learn more about the structure of the response that might guide the formulation of new types of hillslope and catchment process representations (Beven, 2006) .
THE CASE STUDY: MIPS APPLIED TO THE GÅRDSJÖN CATCHMENT
The Multiple Interacting Pathways (MIPs) model is a numerical hydrological model based on random particle tracking techniques that provides coherent simulation of plot to small catchment scale water flow and transport (Davies et al., 2012 (Davies et al., , 2013 . This allows the simulation of discharges, storages, water age including input, output and storage residence times, and water origin -making MIPs a good tool for exploring non-linearities and non-stationarities in catchment dynamics for both flow and transport. The MIPs model also provides a solution which directly represents a continuum of flow pathways in the subsurface, in contrast to many solutions which use assumptions of homogeneity or dual-domain representations (see Davies et al., 2013 for a fuller discussion). This model combines three concepts to characterize water flow and transport in a manner that implicitly represents heterogeneities in the subsurface. These are: random particle tracking for both flow and transport, pathway velocity distributions and pathway exchanges. Water in the catchment is represented as discrete packets, or 'particles' of water which each represents volumes of water moving at similar velocities. They enter the catchment via rainfall, can be lost from storage by evapotranspiration or can flow towards the outlet according to mechanistic equations that are consistent with Darcy's law in the saturated zone but which allow preferential flows and bypassing.
However, to represent water flow within a subsurface that includes a multitude of pathways and velocities rather than assuming a mean velocity through an homogenous medium for which Darcy's equations apply, particle velocity distributions are used which integrate to provide a mean velocity. This distribution then is a representation of all the possible pathways in which water could travel. There is much flexibility in defining this velocity distribution (e.g. it could be asymmetrical and multi-modal); however, it must always be consistent with the definition of the hydraulic conductivity and saturated porosity across the soil profile in order to satisfy the constraint of integration to the Darcian mean velocity under saturated conditions.
The third element of the MIPs concept is pathway exchanges. Transition probabilities, which may be conditioned on soil moisture or other system states, are used to represent the exchange of particles between pathways, i.e. between different velocities within the velocity distribution.
In this paper the MIPs model has been applied to the small G1 Gårdsjön experimental catchment located on the West coast of Sweden. The G1 catchment has an area of 6300 m 2 , and it varies in altitude between 123 and 143 m. a.s.l. Its vegetation is dominated by Norway Spruce with some Scotch Pine, and it has a podzolic soil underlain by gneissic granodiorite. The long-term mean annual precipitation (between 1971 and 2001) is 1065 mm, and mean annual temperature is 6°C.
Previously, the MIPs model has been successfully applied to field observations from the G1 catchment, reproducing a plot scale tracer experiment (Nyberg et al., 1999; Davies and Beven, 2012) and catchment scale isotope experiment data (Bishop et al., 2011; Davies et al., 2013) . The methodology for applying MIPs to a catchment is described in detail in Davies et al. (2013) , and the same final model is applied here. The most salient feature of modelling the G1 Figure 1 . Exponential function used to describe saturated conductivity (K sat ) decline with depth which is characteristic of the soils within the G1 catchment, and the cumulative velocity distribution of particles at depths 0.5 m and 0 m. Particle velocities at any given depth are distributed exponentially around the mean velocity (as determined by K sat and the porosity) so that the majority of particles are travelling slowly, with exponentially fewer faster particles 5216 K. BEVEN AND J. DAVIES catchment is characterizing a consistent hydraulic conductivity-porosity-pathway velocity distribution relationship.. The saturated hydraulic conductivity at this site is characterized by a high near-surface transmissivity (as described by Nyberg, 1995; and Bishop et al., 2011) , which rapidly declines with profile depth, as macroporosity and the matrix porosity of the soil decreases.
As such, a non-linear exponential function is used to characterize this transmissivity profile within the model as shown in Figure 1 , while at each level particle velocities are chosen from an exponential distribution. An assumption that the faster velocities nearer to the surface are a result of increased porosity allows a simple relationships between porosity, transmissivity and velocity distributions to be developed (see Davies et al., 2011 Davies et al., , 2013 . In the MIPs model, only the particle velocities are specified explicitly. Unlike in differential equation models, celerities controlling the flow response cannot be derived directly (see McDonnell and Beven, 2014 , for an extended discussion of the velocity/celerity issue). Celerity effects occur in MIPs, however, instigated by the movement of particles in relation to local storage and the rise and fall of the water table on different parts of the slope. In particular as the catchment becomes wetter and water tables rise towards the soil surface, more particles are incorporated into the downslope fluxes causing the hydrograph to rise. The model can also allow for return flow and saturation excess runoff to occur once the water table reaches the surface. Davies et al. (2013) show how both celerity-controlled hydrographs and velocitycontrolled residence time responses can be reproduced reasonably well at the Gårdsjön catchment.
Here, 30 years of rain gauge data (Temnerud et al., 2014 ) are used to drive the Gårdsjön MIPs model in order to provide a long-term output for phase analysis. Rainfall inputs are known on a daily basis, are assumed to be spread evenly over the catchment and are spread evenly over the day in the absence of further information on timings. Evapotranspiration was assumed to take on a seasonal sinusoidal form with maximum of 3 mm/day and winter minimum of zero. The catchment is initialized from dry, and consequently the bulk of the analysis, where storage Maximum storage times witnessed within the simulation are approximately 8 years, with 95% of the stored water having storage times less than 4 years. The particle tracking approach allows the residence time of particles entering the system to be analysed. Thus residence times in the catchment can be determined for the water in each increment of input (input residence time), for all the storage in the catchment at any given time (storage residence time) and for any increment of output from the catchment in a time step (output residence times). These residence times are, except under special conditions, different from each other (e.g. Rinaldo et al., 2011) and will vary with the sequence of wetting and drying of the catchment.
ANALYSIS AND RESULTS
There are a number of different ways of representing the dynamic response of the catchment in terms of phase plots with dimensions representing the controls on the system response. One type of phase plot to represent the response is to plot the output from the catchment at time t + 1 as a function of the outflow at the previous time (Takens, 1981; Ridolfi, 1996, 1997; Sivakumar, 2008) . Given the nonlinearity of the response, the relationship will vary depending on the length of the time step (see Figure 2) . The form of these plots depends heavily on the forcing from time step to time step. Where there is no forcing then there will be a tendency towards Q(t + 1) being a fraction of Q(t) (the classical recession constant concept in hydrological analysis). The fraction will be smaller for longer time steps, so that the slope of the relationships should get lower. Despite the nonlinearity of the soil transmissivity function in the Gårdsjön case (see Figure 1) , the relationship stays rather linear in these plots, albeit being obscured by the effects of greater volumes of forcing at the longer time steps. This causes the hysteresis in the trajectories to increase with longer time steps. Such hysteresis is expected from consideration of the velocities and celerities in the catchment (Beven, 1989; McDonnell and Beven, 2014; Davies and Beven, 2015) .
These modelled relationships will however be affected by the way the daily inputs have been distributed evenly Figure 3 . Hydrographs and storage-discharge/storage-mean output residence time relationships for two similar event periods with differing antecedent conditions. Outputs are given on a 5*dt basis (0.1 day timestep). The left column (plots in black) gives events between September and October 1980 where the catchment is relatively dry beforehand, and the right (plots in grey) show events between January and February 1982, where the catchment is relatively wet. It can be seen from the hydrographs that the catchment is more responsive under wet antecedent conditions. The storage-discharge relationships (Q vs S) show that there is more hysteresis under dry conditions, as opposed to wet. The storage-mean output residence time relationships also display hysteresis throughout wet days, lacking further information about the sub-daily timing. There is an expectation that the hysteresis will be greater under dry antecedent conditions than for a similar event under wet antecedent conditions. This is shown in Figure 3 which contrasts two similar events with quite different antecedent conditions and Figure 4 which shows a sequence of similar events during a wetting up sequence following a dry period. There is hysteresis in both the storage-discharge relationship and in the storage-output-mean residence time relationship. Some small fluctuations resulting from the stochastic nature of the MIPs model can be seen in both the hydrographs, and more importantly in the fluctuations in mean residence times of the outflow discharge from time-step to time-step. This variability could be reduced by the use of smaller particles or averaging over multiple runs of the model at the expense of significantly more computing time.
An alternative representation of the same data can be achieved by plotting two-dimensional Poincaré sections of trajectory intersections in three dimensions of fluxes or residence times at the current time, at time t À 1 and time t À 2. The relevant transformations to the Poincaré section coordinates {v, w} are given, for the case of discharge Q, by (see Porporato and Ridolfi, 2003) .
Poincaré sections for equivalent time steps taken from the simulated flow data for Gårdsjön are shown in Figure 2B . The third quadrant of these plots (where Q t > Q t À 1 > Q t À 2 represent recession periods and for time steps above about 10 h) shows rather linear behaviour. It is generally accepted that there is a tendency towards more linear recession characteristics in catchment responses as catchment scale increases, but here the responses are for a small catchment with a strongly nonlinear soil transmissivity profile. The greater scatter in the first quadrant (generally lower flows) and at shorter time steps suggests higher order dynamics and stochastic noise in the response. Various other methods to explore the order of the nonlinearity and relative importance of stochasticity are reviewed by Porporato and Ridolfi (2003) and Sivakumar et al. (2007) .
Here we have chosen to use a phase space using summary hydrological variables. There is an expectation that for any given event or time step, the hydrological response will be a function of the input to the catchment and the antecedent wetness of the catchment. In particular, we are interested in the differing responses of the flow and transport in these dimensions, and the way in which the difference in celerities and velocities might lead to hysteresis in the response (Beven, 2006; McDonnell and Beven, 2014; Figures 3, 4) . A representation of catchment storage-discharge-transport non-linearities over a much longer simulation period can be seen in the plots of Figures 5 and 6 , where the catchment trajectories are shown in terms of storage, forcing inputs and the change in flow for time steps of 1 day. Normally, of course, it is difficult to make an accurate assessment of storage in the catchment system because storage cannot be measured directly and inferred values from tracking the water balance are subject to important uncertainties in rainfalls, evapotranspiration and discharge observations. In the MIPs model it is a simple matter of keeping a count of the particles in the system at any one time. Because each particle is labelled with the time at which it entered the catchment, this also gives a current estimate of the residence time distribution of water in the catchment. Travel times can also be inferred for both increments of the rainfall inputs, and increments of the predicted discharges from the catchment.
In Figure 5 the top figures are for rainfall forcing, and the bottom for evapotranspiration forcing for days when zero rainfall was recorded. In both cases, flow differences get smaller as storage decreases, as expected. The wide range of responses for a given rainfall, conditional on the antecedent storage, can be clearly seen, as well as the tendency for the range of responses to increase as the total storage in the catchment increases. Interestingly, even some days of high rainfall can show negative changes in discharge (perhaps because the hydrograph has already peaked). In Figure 6 , which relates the discharge response to the changes in storage and mean storage residence time in the catchment, it is also clear that mean storage residence time is a hysteretic function of storage, showing a range of behaviours within the bounds of wetting and drying envelope curves. Given the nature of the forcing at this site, these cannot really be considered to be the primary wetting and primary drying curves that are commonly assumed in soil physics. Given more extreme wet and dry conditions than included within the 20 years of data at Gårdsjön it is still possible that the envelope would be extended. However, there is no evidence in these plots that there are multiple modes of behaviour in the dynamics. Figure 6 presents only the mean residence times for storage, but the mean hides a broad distribution of residence times for individual particles moving at different Lagrangian velocities through the system. Figure 7 breaks down the same information in the form of the percentiles of the storage residence time distribution for different values of total storage in the system. This figure clearly shows the non-stationarity of storage residence time distributions. It can be seen that rapid transit of water through the system (represented by the 5 th percentile) can occur under both wet and dry conditions, while long residence times can be much much longer. Here those longer residence times are the product of the assumptions made about velocity characteristics within the soil. These were shown to reproduce the tracer behaviour at Gårdsjön reasonably well but only over a period of months (Davies et al., 2013) . Thus, it has to be expected that the longer residence times in such a system might be poorly constrained by short periods of calibration data (see also Beven, 2015a) . The time series of these quantiles show some interesting behaviours analogous to a form of fill and spill hypothesis (e.g. Tromp-van Meerveld and McDonnell, 2006) . The 95% quantile in particular shows a linear increase with time over relatively dry periods, until the system is wetted sufficiently to displace some of the older particles and cause a rapid drop in the value of this quantile.
As soon as it is allowed that residence time distributions are varying through time with catchment wetting and drying then it is necessary to distinguish between residence times for the storage, and the residence times or travel times for an increment of input or an increment of output. These are related, but different (e.g. Rinaldo et al., 2011) . This can be seen in Figure 8 which shows the equivalent mean residence time information for different discharge outputs at a given total storage. The shapes of the envelope curves are quite different, and, in general, the mean residence times are shorter for the discharges than for the storage. Mean residence times under dry conditions can be small (although given the generally low discharges, this will represent only a small number of particles). Figure 9 shows the equivalent quantiles for discharge output residence times. These are much more constrained than for the storage in the system and show a clearer response to increase in storage.
DISCUSSION
Catchment systems are forced dissipative dynamic systems subject to distributions of input events that will differ in their responses depending on the antecedent pattern of storage in the catchment. The events vary in their pattern of intensity in time, duration and total volume. In general we expect the distribution of rainfall volumes to be skewed towards smaller events, with the largest events having low probability. It is often assumed that a larger event might always happen so that the range of catchment responses might not be encapsulated by even a long historical record. Thus in considering the results from the 20-year run of data for the Gårdsjön catchment, it should be remembered that a larger forcing might occur in future, resulting in an excursion from the behaviours plotted in the previous section.
The different controls on velocities and celerities complicate the relationships between storage, discharge and residence or travel times in the catchment. The effects of a forcing event, distributed over the catchment area, take time to propagate down the hillslopes and affect the outputs. Discharges will be primarily controlled by the celerities propagating pressures waves in the saturated zone and preferential flow pathways. Travel times will be controlled by the distribution of velocities in both unsaturated and saturated zones, including the generation of surface runoff (in the MIPs model of Gårdsjön this occurs only as a saturation excess process because surface soil conductivities are high).
It is clear from these long simulations however that while the basin of attraction of the response is largely constrained by the magnitude and sequences of the events in the rainfall records, within that basin there is no clear EXPLORING THE CATCHMENT ATTRACTOR structure, just the potential for a space filling of points under different conditions of rainfall, evapotranspiration and storage. The only definite attractor will be the point [0, 0] in the storage-flow space where given the conditions of the simulation there may be storage above the undulating bedrock surface that may be depleted only after the discharge reaches zero. The behaviour of the residence times is interesting in that for storage residence times tend to increase with decreasing storage with the approach to the point attractor (Figure 6 ), but output residence times can show a wide range of values for a given storage at lower discharges with low values when storage is low (Figure 8 ). This is perhaps a result of the lack of capillarity effects in the MIPs model, allowing some faster flow pathways to remain active even under dry conditions, albeit that such very dry conditions are rare in the Gårdsjön climate. This is a reminder that all the results presented here are model responses, not the real catchment. This means that there are no concerns about uncertainties in the input data, observed outputs or catchment characteristics, but also means that the representation of flows and travel times are necessarily approximate. As noted earlier, the MIPs model has previously given good simulations of both flow and residence times for the Gårdsjön catchment, but clearly there is still scope for the model to differ from the real response so that the inferences must be considered conditional on both the model structure and the treatment of the inputs and on the specific (small) scale of the catchment. Different topographies, slope lengths, elevation differences, and convergence/divergence, different climates and different soil/bedrock characteristics would change the detailed nature of the hysteresis and characteristics of the basin of attraction, but perhaps not the overall conclusions of the study.
CONCLUSIONS
One of the expectations in setting out to produce this paper was that there would be limited structure in the basin of attraction of a forced catchment hydrology simulator (see also the discussion in Beven, 2015a ). This we have shown. As noted above, the catchment is a dissipative system that might require a strong feedback mechanism to show multiple basins of attraction (as, for example, in the studies of Dent et al., 2002; Ridolfi et al., 2006; Peterson et al., 2009;  or the potential for feedbacks between soil moisture and rainfalls at much larger scales, e.g. Entekhabi et al., 1992) . No such feedback mechanism is incorporated into the MIPs catchment representation used here.
There are many other forms of analysis that could have been carried out on this data set to explore the complexity of the dynamics (e.g. Poporato and Ridolfi, 2003; and Sivakumar et al., 2007) , but here the main interest has been to explore the possibility of any structural forms that might need to be represented in an emulator model that could reflect the scale-dependent effects of celerities and velocities in producing the hysteresis of discharge fluxes and non-stationary residence times (Beven, 2006) . The basin of attraction behaviour presented in this paper will provide a useful test of any such emulator (see also the emulation of hysteresis of a hydraulic flood model reported in Beven et al., 2009 ).
There may be other ways of using summary variables in the representation of the complex catchment dynamics. In refereeing this paper, Erwin Zehe (pers. comm.) suggested that knowledge of the particle positions and velocities might allow both kinetic and potential energy in the system to be integrated over all the pathways for particles in the catchment at any time. This would also implicitly account for the energy losses associated with individual pathways. Rainfall forcing could be treated as an energy gain, and evapotranspiration could be treated in terms of an energy loss (capillarity is neglected in this version of the model). This would be an interesting perspective on the dynamics that might be worth exploring in future.
