In this paper, we rst review research results of camera self-calibration achieved in photogrammetry, robotics and computer vision. Then we propose a method for selfcalibration of robotic hand cameras by means of active motion. Through tracking a set of world points of unknown coordinates during robot motion, the internal parameters of the cameras (including distortions), the mounting parameters as well as the coordinates of the world points are estimated. The approach is fully autonomous, in that no initial guesses of the unknown parameters are to be provided from the outside by humans for the solution of a set of nonlinear equations. Su cient conditions for a unique solution are derived in terms of controlled motion sequences. Methods to improve accuracy and robustness are proposed by means of best model identi cation and motion planning. Experimental results in both a simulated and a real environments are reported.
Introduction
In order to use cameras for estimating robot motion for object manipulation, it is usually necessary to do the following three calibrations: camera calibration, hand-eye calibration, and robot calibration. In this paper, we address the rst two problems, assuming that the third, i.e. robot calibration, has been done.
For camera calibration, the basic theory has been developed in the eld of photogrammetry 17]. Calibration approaches used nowadays can be generally categorized into two classes: test-eld calibration and self-calibration. Test-eld calibration determines the camera internal and external parameters from images of a set of control points whose 3-dimensional (3D) coordinates are known in a world coordinate system 17], 5], 22] , 29] , 26]. Since it is di cult to fabricate and also maintain for a long period a highly accurate control eld, the self-calibration methods were developed, which estimate not only the camera parameters but also the coordinates of the control points, based on multiple images of the same control eld acquired at di erent camera stations. The collinearity constraint 11] and the coplanarity constraint 12] 17, pp.259-260] were the most popular equations used in self-calibration, the later of which eliminates the world point coordinates. A major di culty with the photogrammetric self-calibration approach is that good initial guesses of the unknown parameters have to be provided from the outside by humans for an iterative procedure to converge to the correct solution. In Computer Vision, Faugeras et. al 6] recently proposed a camera self-calibration approach which involves only camera internal parameters. \The method, however, was found to be noise sensitive and also computationally intensive, in spite of some improvements 14] in the formulation" (Luong and Faugeras 15 ]) The above self-calibration methods are passive in the sense that no knowledge about the camera motion is assumed. Active methods employ knowledge about camera motion, in terms of either a movable mechanical devices or a robot 3], 1], 16]. Among the self-calibration methods, either passive or active, developed in computer vision, almost all of them do not consider lens distortions (and some of the formulations are only applicable to the no-distortion case, e.g., 6], 16]). Besides, most of the above methods do not address the problem of how to automate the process of getting initial values of the unknown parameters in nonlinear iteration.
For hand-eye calibration, two basic hand-eye con gurations were used in the robotics literature: static cameras and on-hand cameras. In the case of stationary cameras, handeye calibration was performed by moving the hand and tracking in the image, a single point (e.g. a light emitting diode, LED) on the gripper 10], 13], 2]. When the coordinates of the LED with respect to the hand coordinate system are known, hand-eye calibration is equivalent to camera calibration 10], 13], where the control points are generated by hand movements. These approaches, however, cannot deal with multiple points with unknown relative positions. The capability of utilizing multiple points is important in improving robustness and reducing the number of robot motions required. For the camera-on-hand con guration, earlier work on hand-eye calibration assume that the cameras have been calibrated in advance 21] , 24] . By moving the robot hand to at least three stations, the hand-eye calibration problem was shown to be equivalent to solving equations of the form A i X = XB i 21], 24], 30], 25]. In this approach, the robot motion matrix A i is calculated from the known robotic kinematics; while the camera motion matrix B i is determined by camera extrinsic calibration in terms of a known control eld 24]. Recently, Zhuang 31] et. al calibrated a hand-camera, the hand-eye transformation, and the robot together by using a known control eld, assuming that the image center and scale factor are known a priori. It was suggested in 31] that gauging devices be used to manually measure some parameters as the initial values in the solution of a set of nonlinear equations.
In this paper, we propose a complete autonomous approach for self-calibration of handcameras and hand-eye relationships. The proposed approach has the following features: 1) No metric control points are used. The coordinates of the calibration points are determined by the calibration itself. Besides, the number of object points can be as few as one and as many as one wants.
2) The initial values of all the unknowns for starting the iteration in the solution of a system of nonlinear equations for the calibration are found automatically, all in closed forms, by the calibration method itself. 3) Lens distortions are considered. 4) The method does not rely on any system knowledge or any pre-calibration or partial calibration of the camera's internal or external parameters.
As another salient feature, the method identi es the best lens distortion model and plans the robot motion such that both robustness and accuracy can be improved.
The paper is organized as follows. In Section 2, we present the method of active camera calibration. In Section 3, we address the problem of how to identify the best distortion model and to design robot motion. In Section 4, the method is tested and compared with a modi ed Tsai's algorithm. Conclusions are given in Section 5.
2 Self-Calibration of a Hand-eye System Suppose a camera is rigidly mounted on a robot gripper. We denote the camera coordinate system by < c >: X c ? Y c ? Z c , the gripper coordinate system by < g >: X g ?Y g ?Z g . The transformation from the camera coordinate system to the hand (gripper) coordinate system is represented by the rotation R cg and translation t cg as
or in homogeneous form as where H c0j is the homogeneous transformation matrix from < c 0 > to < c j >. If By inserting (4), (5) , and (3) into (8), we can now state the camera self-calibration problem as: determine from the measurement equations (8) , the world coordinates (X i0 ; Y i0 ; X i0 ), i = 1; :::; N, the camera internal parameters u 0 ; v 0 ; f x ; f y ; p 1 ; p 2 ; k 1 , and the hand-eye conguration parameters (external parameters) R cg and t cg , based on the robot motion parameters fH g0j g and the image coordinate measurements f(u ij ; v ij )g. Here, we use the roll-pitch-yaw angles ( ; ; ) to parameterize the hand-eye rotation matrix R cg .
In the above formulation, assumptions are made of the known robot motions fH g0j g. This is an assumption adopted in most previous work on hand-eye calibration, e.g., Tsai and Lenz 24], Shiu and Ahmad 21], to name a few. This assumption is not so hard to meet for most industrial robots, since we do not require a high absolute positioning precision. Rather, it is the relative motion that is used in the calibration. Often, it is helpful to use the measured amounts of relative motions (from joint angles) rather than the commanded ones in the calibration equations, because of error accumulation in the execution of a speci ed motion sequence.
Because of the nonlinearity of the measurement equations, we adopt the active motion principle to nd the initial values of the unknowns to be used in nonlinear iteration, all in closed forms as follows.
Suppose the stations < g j >, j = 1; 2; :::; M t are obtained by M t pure translational motions of the hand started from < g 0 >. As a rst order approximation, we assume, for the time being, that the distortion coe cients are all zero, i.e., p 1 = 0, p 2 = 0 and k 1 = 0. Under these assumptions, the perspective equations (8) can be reduced to u ij ? u 0 = f x R cg (1; 1)t g0j;1 + R cg (2; 1)t g0j;2 + R cg (3; 1)t g0j;3 + X i0 R cg (1; 3)t g0j;1 + R cg (2; 3)t g0j;2 + R cg (3; 3)t g0j;3 + Z i0 (13) u ij ? u 0 = f x R cg (1; 2)t g0j;1 + R cg (2; 2)t g0j;2 + R cg (3; 2)t g0j;3 + Y i0 R cg (1; 3)t g0j;1 + R cg (2; 3)t g0j;2 + R cg (3; 3)t g0j;3 + Z i0 ; (14) i = 1; ::; N; j = 0; 1; :::; M t ;
where R cg (m; n) and t g0j;n are the (m; n)-th and n-th components of R cg and t g0j , respectively. If, in the above equations, we consider only one point, say P 1 , then the obtained sub-system (i.e. for i = 1, j = 1; 2; :::; M t ) can be viewed as the projective equations of a set of virtual world points v j = (t g0j;1 ; t g0j;2 ; t g0j;3 )
T , j = 0; 1; :::; M t , with the virtual world coordinate system located at t v = (X 1 0 ; Y 1 0 ; Z 1 0 )
T and having the orientation R v = R T cg with respect to the camera coordinate system. This insights allows us to employ the method of perspective transformation matrix 5] to nd the internal parameters u 0 ; v 0 ; f x ; f y , the external parameters R cg , and the world coordinates (X 1 0 ; Y 1 0 ; Z 1 0 ) in closed forms. (The perspective transformation matrix here refers to the 3 4 matrix which transforms the 3D virtual points fv j g to the 2D frame bu er coordinates f(u 1j ; v 1j )g.)
The obtained values for u 0 ; v 0 ; f x ; f y and R cg are then substituted into (13) and (14), for i = 2; 3; :::N. The resulting equations can be rearranged in a linear form on (X i0 ; Y i0 ; Z i0 ) for i = 2; 3; :::N, by multiplying both sides with the denominator. From the obtained linear system, the world coordinates can be easily solved for in closed forms. So far, we have obtained u 0 , v 0 , f x , f y , R cg , and the world coordinates (X i0 ; Y i0 ; Z i0 ) T . Suppose then the motion stations < g j >, j = M t + 1; :::; M contain nonzero rotational components, which we call compound motions. By substituting all the obtained parameters into (4) (8) for j = M t + 1; :::; M, the measurement equation (8) can be similarly rearranged in a linear form on t cg and can be easily solved for the hand-eye translation parameters.
The complete procedure of estimating the unknown parameters above also leads to the following su cient conditions for a unique solution.
Lemma 1: If a robot undergoes: a) 5 translational motions (M t = 5), among which no more than 3 of the translation vectors with respect to the initial hand system are coplanar, and b) 2 compound motions whose axes of rotation (with respect to the initial hand system) do not coincide with t cg , then the solutions for all the unknown parameters are unique.
proof: see 27] .
If the image data are free of noise and there exist no lens distortions, the values of the unknown parameters estimated above are exact, since we have introduced no approximations in the estimation. In general cases, however, when noises and distortions are both present, the obtained values can only be regarded as good initial guesses because the estimation errors accumulate in a sequential way. To re ne the estimates, the Newton-Raphson method is used to adjust all the parameters (including the distortion coe cients) simultaneously, by local linearization of the original measurement equations Its computational cost increases quadratically with the dimensions of the problem, which can be very large in problems like uncalibrated 3D reconstruction 18] or self-calibration. We give, in the Appendix, details of the matrix reduction scheme and derive the GaussMarkov theorem 20] for the estimation of parameter variances in the reduction case.
Model Identi cation and Motion Planning
In this section, we shall deal with two issues related to improvement of robustness and accuracy of the proposed method.
Model Identi cation
Model identi cation is concerned with the choice of the best model in describing a problem. Since the calibration equations derived in the last section are based on physical processes, the number of parameters employed should be minimum, except in the distortion model, which may be camera dependent. We suppose here that the distortion models of (9) and (10) cover the possible distortions, so that there is only a possible overparameterization in the model. Overparameterization may cause the variances of some of the estimated parameters to increase, especially when there are few measurements. Although the computed parameters as a whole in the case of over-parameterization may still be useful in performing the correct transformation from the sensor space to the world space, the individual parameters when used alone for other purposes are not as reliable, because of the correlations in the estimates. To cope with this problem, we use the statistic inference method to deduce whether some speci c (or all) distortion components should be excluded from the nal calibration procedure, thus increasing the reliability of the estimated parameters.
The are 
Motion Planning
In Sections 2, we did not address the problem of how to move the robot optimally, such that the variances of the estimated parameters be minimized (with respect to motions). Formal experimentation design methods 8] prove to be impractical for problems of high dimensions like ours. Instead, we propose a heuristic, other than theoretically sound method, which is easy to implement and suboptimal.
Our basic idea of motion planning is to do rst an initial calibration without planning. The motions of the robot in the initial calibration can be simply chosen as translations along and rotations around the coordinate axes of the gripper. Through the initial calibration we obtain knowledge about the camera parameters and the world coordinates. This knowledge, though not very exact, provides the crucial information for motion planning. 1) E ect of robot motion uncertainties: The e ect of robot motion uncertainties on calibration depends on both hand-eye con guration and the object depths in the camera. It is very di cult to analytically write down such dependencies for general cases and to use experimentation design methods 8], if not computationally prohibitive, to reduce the in uences of robot motion errors. To circumvent the di culty, we analyze the equivalent image coordinate disturbances, caused by motion errors, of the feature points. For translational motion errors, the equivalent 3D coordinate disturbances, being equal to the motion errors in magnitude, are projected onto the image plane through the perspective scaling of the object depth. Thus, the equivalent image coordinate disturbances become smaller when the camera is placed farther way from the object. For rotational motion errors, the equivalent 3D coordinate errors are proportional to the object depth in the hand system. However, the 3D errors, when projected onto the image plane, will be scaled by the object depth in the camera. Thus, the equivalent image coordinate disturbances cannot become in nitely large. It was shown in 27] that for a simpli ed hand-eye conguration (parallel coordinate axes), the minimum image disturbance is zero, and the maximum disturbance is bounded, for both translational and rotational errors. Since the image feature extraction errors depend on object depth too, which are di cult to be quanti ed, we are, in practice, still unable to nd the optimal depth in the presence of all the error sources. The above analysis, however, provides an intuitive judgment of the e ect of robot motion errors. 2) Maximize the motion information: In the following we shall plan the translational and rotational motions of the robot at a given depth. Due to space limitations, We shall only outline the ideas behind the planning without giving detailed formulas for the computation of the planed motions. a) Translational motion planning: From Section 2, we know that translational motions contribute mainly to the determination of camera internal parameters and the hand-eye rotation parameters. Based on the initially calibrated parameters, we can plan the camera translations such that all stations maintain the speci ed depths, see Fig. 2 . This keeps the image disturbances at a given depth to be roughly at the same level, as described previously. Most importantly, at each chosen depth level, we can design the translational motions such that the object points distribute homogeneously across the image plane. This would have not been possible if we knew nothing about the values of the camera parameters and the object coordinates (thanks to the initial calibration). Distributing the image points across the whole image plane, especially having enough points near the image boundary, contributes signi cantly to the reduction of the variances of camera internal parameters, especially the distortion parameters. b) Rotation planing: In order to reduce the uncertainties in the hand-eye translation parameters t cg and the coordinates of the world points, rotational components in the compound motions should be made as large as possible. Again, based on the initial calibration, we can maximize the rotation angle (which may be limited by working space or robot pose) while keeping the object depth unchanged and without having the object points stray out of view. This is realized by setting the camera stations on the surface of a sphere of radius equal to the chosen depth and having its origin located at the center of gravity of the object points, as illustrated in Fig. 3 , where two angles and control the amount of rotations. A. Simulations 1) Setup: We simulated a robot end-e ector mounted with two hand cameras, with their internal and external parameters chosen similar to those in a real environment. The camera base line is 54 mm; the e ective focal length 500 pixels. The distance between the origin of each camera coordinate system and that of the end-e ector system is 68mm. Two world points, 16 mm apart and 180mm in front of the cameras, are used as the calibration points. (The knowledge about the object size and position is not used in the calibration.) Throughout the simulations, we assume the motion uncertainties of the robot to be: for translation, T = 0.05 mm, and for rotation, R = 0.03 degrees, all along the Y g axis.
2) How reliable is the Gauss-Markov theorem ? The Gauss-Markov theorem provides accuracy assessment in the absence of ground truth. It was originally developed for linear problems. Its validity in nonlinear problems, such as camera calibration, depends on how well the calibration equation can be locally linearized at the point of solution. We test its validity in terms of Monte-Carlo simulation (1000 runnings of the calibration). Besides the motion uncertainties of the robot as speci ed above, Gaussian noises were added to both the u and v image coordinates, with u = v = 0.5 pixels. Three lens distortion models were simulated, which are: M 0 {no distortion; M 1 {radial distortion; and M 2 {radial+tangential distortions. We rst check the mean values of the estimated parameters, since zero-mean error is the essential assumptions under which the Gauss-Markov theorem can be used to estimate the variances. It was found that 1) for correct parameterization, i.e. the use of the correct distortion model to the data, the estimation errors are approximately zeromean; 2) for over-parameterization, most of the errors are zero-mean, except for the image center u 0 , v 0 and the focal length f x and f y , whose estimates are slightly biased. Then, we compare the variances estimated by the Gauss-Markov theorem to those estimated by the Monte-Carlo simulation. Table 1 shows an example, in which the three models M 0 , M 1 , and M 2 were applied to the image data generated by model M 0 . From the table, the following can be observed. First, in the case of correct parameterization, the GaussMarkov theorem does provide reliable estimates of the parameter variances; while in the case of over-parameterization, it overestimates the variances of the world points and the e ective focal length. Second, over-parameterization signi cantly increases the variances of the hand-eye rotation parameters and that of the image center.
Another situation worth mentioning is that of underparameterization, e.g., the use of a no-distortion model to the radial distortion data. It was found that the parameters estimated in the case of underparameterization are heavily biased. Thus the GaussMarkov theorem in this case tells nothing about the accuracy of the estimates since no information about mean values is provided by the theorem.
3) Model identi cation: We have seen that the use of an incorrect model has led to increased parameter uncertainties (in the form of either biased estimates or increased variances). By applying the statistical inference method described in Section 3, we are able to identify the correct lens-distortion model under moderate noise levels. We tested the identi cation of the three distortion models under various image noises (up to 1.25 pixels). (Robot motion uncertainties were always assumed.) In the simulation, the maximum radial distortion in model M 1 is 6.6 pixels; while the maximum radial and tangential distortions in model M 2 are 12.0 and 2.3 pixels, respectively. A signi cance level of 0.99 ( =0.01) is chosen for testing the F-distribution 3 . Fig. 4 shows the identi cation results. It can be seen that for noise levels within 20% of the distortion components, the rate of correct identi cation is higher than 97%. The statistics were all gathered from 1000 Monte-Carlo simulations. For noise levels which are too large, it is imaginable that the method cannot distinguish between systematic errors and random errors. 4) Initial calibration versus improved calibration: After the identi cation of the correct lens-distortion model, further improvements in accuracy can be achieved by motion planning. The following gives an example for the M 0 model. An initial calibration was rst performed by using data obtained from simple translation along and rotation around the coordinate axes of the end-e ector. A total of 143 stations were generated. Gaussian image noises were added, with u = v = 0:5 pixels. After the initial calibration, the obtained parameters are used to plan the robot motion using the method in Section 3.2 for the nal calibration. The variances in both the initial and the planned calibrations Table 2 . It can be seen from the table that a reduction of variance by as much as a factor of 3 has been achieved. 5) Other implementation details: a) Joint calibration or separate calibration: The two cameras were calibrated separately, although it is possible to calibrate the two cameras jointly because of the same object points observed. In the latter case, correspondences of image points should be established across di erent cameras. The advantage of joint calibration is that it may further reduce the parameters' variances. It was found, however, that joint camera calibration have some numerical instabilities. b) Number of iterations and speed: In most cases, the number of iterations are within 10. With the reduction scheme described in the Appendix, considerable run time can be saved. For the case of two object points in our experiments, a saving of about 50% is achieved. In the case of more object points, more savings are expected. c) Motion planing: In planning camera motions, the following factors are considered: (i) the number of depth levels for a calibration: it should be at least 2; we use 3 to 5.
(ii) the number of translational motion stations at each depth level: experience shows that at least 25 image points should be obtained at each depth level. (iii) The maximum rotation angles in our experiments (in both simulated and real cases) are (refer to automatically by the initially calibrated internal parameters, object coordinates, and the image size. B. Comparison with Tsai's method Tsai 22 ], Tsai and Lenz 23] have proposed e cient methods for camera calibration in the case of radial distortion. Though metric calibration elds were used in their work, the method can be adopted in our framework for camera calibration and hand-eye calibration, since the robot translations generate metric virtual points up to an unknown translation. The di erence here is that their method can only consider one object point due to the unknown relative positions between multiple points. In implementing their methods, we made the extensions as follows. First, the initial image center is assumed to be at the apparent image center. Then the RAC (radial alignment constraint) 22], 23] is used to estimate part of the external parameters. The obtained parameters are then used in the perspective equations for global optimization, which estimates the image center, focal lengths, the radial distortion parameter, and external parameters simultaneously. This implementation provides more accurate results than does the original method. The original method estimates the parameters in two sequential stages, which has been found to be error-prone 26]. Besides, the method in 23] for estimating image center relies on the existence of signi cant lens distortions. The modi ed method overcomes these drawbacks. After the cameras are calibrated, the hand-eye translation parameters are computed from robot rotations by using (8) .
We used the same calibration data generated by model M 1 (radial distortion) to run both Tsai's method and ours. Noises of di erent levels were added to the image coordinates. Instead of checking each individual parameters obtained by the two methods, we use the calibrated parameters to make 3D reconstruction in the end-e ector coordinate system. A total of 172 test points were used, and for each noise level, error statistics for 3D reconstruction were obtained from 1000 runnings of the calibrations. The rms errors and maximum errors of the two methods are shown in Fig. 5 . It can be seen from the gure that our method outperforms Tsai's method in accuracy; for instance, at the noise level u = v = 0.5 pixels, the rms and maximum errors are, for Tsai's method, 0.58 mm and 8.6 mm; for our method, 0.36 mm and 5.0 mm, respectively. Computationally, our method is more expensive despite the use of the reduction scheme, since it involves the estimation of multiple object coordinates.
C. Real Experiments
The calibration methods have been implemented in a real robot environment. The robot is Manutec R2, with a repeatability of 0.05 mm for translational motion (unknown accuracy for rotation); The gripper is a multisensory one developed at the authors' institution (with 2 tiny Teli CS6100P cameras in the front) 9]. The focal length, resolution, and visual angle of the cameras are 3.8 mm, 460 (H) 420 (V) TV lines, and 90 , respectively. Fig. 6 shows the experimental environment, in which the object beneath the gripper, called the Orbital Replaceable Unit (ORU), is used for camera calibration. Fig. 7 shows a view of the ORU from the stereo hand cameras, where the two black blobs articially marked on the object are used to ease feature detection. A Datacube MaxVideo 200 image processing system is used to track the feature points in real time during robot motion. The tracking algorithm is started with blob searching, which consists of a) local thresholding with the threshold adapted to local intensity statistics; b) ellipse edge-tting and residual testing; and c) computation of the center of gravity of the binarized blobs. .) The calibration distance of the objects to the camera is approximately 185 mm. Model identi cation indicates that the cameras contain both radial and tangential distortions. Motion planing is carried out based on an initial calibration. The estimated parameter variances by the method in the Appendix for one of the cameras in both the initial and the improved calibrations are shown in Table 3 . The improvement by the planned calibration over the initial one can be obviously seen. The image coordinate variance is estimated to be 0.66 pixels. As another test of the calibration accuracy, the distance between the two blobs was measured at various positions and orientations of the robot. From 200 measurements, the rms error and maximum error for our method are found to be 0.19 mm and 0.61 mm, respectively; while for Tsai's method, the rms and maximum errors are 0.30mm and 0.90 mm, respectively. We also tested the accuracy in 3D space by making 3D reconstruction at one station and predicting the 3D coordinates according to robot motions. The distances between the predicted and the computed 3D points are computed. The rms and maximum errors in the 3D case are, for our method, 0.74 mm and 2.11 mm; for Tsai's method, 1.05 mm and 3.25 mm, respectively; The average depth of the object points in the camera for the test is about 135 mm. Notice that these errors have included the robot motion errors.
Conclusions
In this paper, we have presented a fully automatic method for calibrating cameras mounted on a robot hand. By tracking a set of image points (as few as one point) in the camera, the camera's internal parameters (including distortion coe cients) and the mounting parameters can be calibrated. Metric reconstruction of the object points are produced at the same time. The method is active not only in the sense that the camera is able to move, but also in that the motion can be designed to raise robustness of the results. The model identi cation method has been found to contribute to the accuracy improvements, too. The use of the reduction scheme has substantially speeded up the calibration procedure, especially when more object points are involved. Experiments show that our method is more accurate and can be used in real robotic applications. 
After x 0 has been determined, x i are computed from (22) . The whole procedure involves only one matrix inversion of size m m and N matrix inversions of size 3 3.
C. Gauss-Markov Theorem in the reduction case: Here we just give the formulas for the variance estimation of x i and x 0 , without going into the details of the derivations. 
The above equations are used to estimate the variances of the parameters after convergence is reached.
