x At the sight of the still intact city, he remembered his great international precursors and set the whole place on fire with his artillery in order that those who came after him might work off their excess energies in rebuilding.
Linear Programming
Assume we are given a set of n linear inequalities defined of the form a 1 x 1 + · · · + a d x d ≤ b, where a 1 , . . . , a d , b are constants, and x 1 , . . . , x d are the variables. In the linear programming (LP) problem, one has to find a feasible solution; that is, a point (x 1 , . . . , x d ) for which all the linear inequalities hold. In fact, usually we would like to find a feasible point that maximizes a linear expression (referred to as the target function of the LP) of the form c 1 x 1 + · · · + c d x d , where c 1 , . . . , c d are prespecified constants.
3y + 2x ≤ 6 3 y + 2 x = 6
The set of points complying with a linear inequality a 1 x 1 + · · · + a d x d ≤ b, is just a halfspace of IR d , having the hyperplane a 1 x 1 + · · · + a d x d = b as a boundary, see figure on the right. As such, the feasible region of the LP is the intersection of n halfspaces; that is, it is a polyhedron. The linear target function is no more than specifying a direction, such that we need to find the point inside the polyhedron which is extreme in this direction. If the polyhedron is unbounded in this direction, the optimal solution is unbounded. 
Feasible region
For the sake of simplicity of exposition, it would be easiest to think on the direction that one has to optimize for as the negative x d -axis direction. This can be easily realized by rotating space such that the required direction is pointing downward. Since the feasible region is the intersection of convex sets (i.e., halfspaces), it is convex. As such, one can imagine the boundary of the feasible region as vessel (with a convex interior). Next, we release a ball at the top of vessel, and the ball roll down (by "gravity" in the direction of the negative x d -axis) till it reaches the lowest point in the vessel and get "stuck". This point is the optimal solution to the LP that we are interested in computing.
In the following, we will assume that the given LP is in general position. Namely, if we intersect k hyperplanes, induced by k inequalities in the given LP, then their intersection is d − k dimensional affine subspace. In particular, intersection of d of them is a point (referred to as a vertex). Similarly, intersection of any d + 1 of them is empty.
A polyhedron defined by a LP with n constraints might has O n d/2
vertices on its boundary (this is known as the upper-bound theorem [?]). As we argue below, the optimal solution is a vertex. As such a naive algorithm would enumerate all relevant vertices (this is a non-trivial undertaking) and return the best possible vertex. Surprisingly, in low dimension, one can do much better, and get an algorithm with linear running time.
The fact we are interested in the best vertex of the feasible region, while this polyhedron is defined implicitly as the intersection of halfspaces also hints into the quandary that we are in: We are looking for an optimal vertex in a large graph that is defined implicitly. Intuitively, this is why proving the correctness of the algorithms we present here is a non-trivial undertaking (as mentioned before, we will prove correctness in the next chapter).
A solution, and how to verify it
Observe that an optimal solution of a LP is either a vertex or unbounded. Indeed, if the optimal solution p lies in the middle of a segment s, such that s is feasible, then either one of its endpoints provide a better solution (i.e., one of them is lower in the x d direction than p), or both endpoints of s have the same target value. But then, we can move the solution to one of the endpoints of s. In particular, if the solution lies on a k-dimensional facet F of the boundary of the feasible polyhedron (i.e., formally F is a set with affine dimension k formed by intersection the boundary of the polyhedron by a hyperplane), we can move it so that it lies on a (k − 1)-dimensional facet F of the feasible polyhedron, using the proceedings argumentation. Using it repeatedly, one ends up in a vertex of the polyhedron, or in an unbounded solution.
Thus, given an instance of LP, the LP solver should output one of the following answers.
(A) Finite. The optimal solution is finite, and the solver would provides a vertex which realizes the optimal solution.
(B) Unbounded. The given LP has an unbounded solution. In this case, the LP would output a ray ζ, such that the ζ lies inside the feasible region, and it points downward the negative x d -axis direction.
(C) Infeasible. The given LP does not have any point which comply with all the given inequalities. In this case the solver would output d + 1 constraints which are infeasible on their own. A cone is the intersection of d constraints, where its apex is the vertex associated with this set of constraints. A set of such d constraints is a basis. An intersection of d − 1 of the hyperplanes of a basis form a line and clipping this line to the cone of the basis form a ray. Clipping the same line to the feasible region would yield either a segment, referred to as an edge of the polytope, or a ray. An edge of the polyhedron connects two vertices of the polyhedron As such, one can think about the boundary of the feasible region as inducing a graph -its vertices are the vertices of the polyhedron, and the edges of the polyhedron. Since every vertex has d hyperplanes defining it (its basis), and an adjacent edge is defined by d − 1 of these hyperplanes, it follows that each vertex has
The following lemma tells us when we have an optimal vertex. While it is intuitively clear, its proof requires a systematic understanding of how the feasible region of a linear program looks like, and we delegate it to the next chapter.
Lemma 11.1.2 Let L be a given linear program, and let P denote its feasible region. Let v be a vertex P , such that all the d rays emanating from v are in the upward x d -axis direction, then v is the lowest (in the x d -axis direction) point in P and it is thus the optimal solution to L.
Interestingly, when we are at vertex of v of the feasible region, it is easy to find the adjacent vertices. Indeed, compute the d rays emanating from v. For such a ray, intersect it with all the constraints of the LP. The closest intersection point along this ray is the vertex u of the feasible region adjacent to v. Doing this naively takes O dn + d const time. Lemma ?? offers a simple algorithm for computing the optimal solution for an LP. Start from a feasible vertex of the LP. As long as this vertex has at least one ray that points downward, follow this ray to adjacent vertex on the feasible polytope that is lower than the current vertex (i.e., compute the d rays emanating from the current vertex, and follow one of the rays that points downward, till you hit a new vertex). Repeat this till the current vertex has all rays pointing upward, by Lemma ?? this is the optimal solution. Up to tedious (and non-trivial) details this is the simplex algorithm.
We need also the following lemma, which its proof is delegated to the next chapter.
Lemma 11.1.3 If L is a LP in d dimensions which is not feasible, then there exists d+1 inequalities in L which are infeasible on their own.
Note, that given a set of d + 1 inequalities, its easy to verify if it feasible or not. Indeed, compute the vertices formed by this set of constraints, and check whether any of this vertices are feasible. If all of them are infeasible, then this set of constraints is infeasible.
Low Dimensional Linear Programming

An algorithm for a restricted case
There are a lot of tedious details that one has to take care of to make things work with linear programming. As such, we will first describe the algorithm for a special case, and then provide the envelope required so that one can use it to solve the general case.
We remind the reader that the input to the algorithm is the LP L which is defined by a set of n linear inequalities in IR d . We are looking for the lowest point in IR d which is feasible for L. A vertex v is acceptable if all the d rays associated with it points upward (note, that the vertex itself might not be feasible). The optimal solution (if it is finite) must be located at an acceptable vertex. Assume that we are given the basis B = {h 1 , . . . , h d } of such an acceptable vertex. Let h d+1 , . . . , h m be a random permutation of the remaining constraints of the LP L.
Our algorithm is randomized incremental. At the ith step, for i ≥ d, it would maintain he optimal solution for the first i constraints. As such, in the ith step, the algorithm checks whether the optimal solution v i−1 of the previous iteration is still feasible with the new constraint h i (namely, the algorithm checks if v i is inside the halfspace defined by h i ). If v i−1 is still feasible, then it is still the optimal solution, and we set v i ← v i−1 .
The more interesting case, is when v i−1 h i . First, we check if the basis of v i−1 together with h i form a set of constraints which is infeasible. If so, the given LP is infeasible, and we output B(v i−1 ) ∪ {h i } as our proof of infeasibility.
Otherwise, the new optimal solution must lie on the hyperplane associated with h i . As such, we recursively compute the lowest vertex in the
This is a linear program involving i − 1 constraints, and it involves d − 1 variables since it lies on the (d − 1)-dimensional hyperplane ∂h i . The solution found v i is defined by a basis of d − 1 constraints, and adding h i to it, results in an acceptable vertex that is feasible, and we continue to the next iteration.
Clearly, the vertex v n is the required optimal solution.
Running time analysis
Checking if a set of d +1 constraints is infeasible takes O d 4 time. The bad case for us, is when the vertex v i is recomputed in the ith iteration. But this happens only if h i is one of the d constraints in the basis of v i . Since there are most d constraints that define the base, and there are at least i − d constraints that are being randomly ordered (as the first d slots are fixed), we have that the probability that Guessing that T (n, d) ≤ c d n, we have that
where c 1 is some absolute constant. We need that
Lemma 11.2.1 Given an LP with n constraints in d dimensions, and an acceptable vertex for this LP, then can compute the optimal solution in expected O (3d) d n time.
The algorithm for the general case
Let L be the given LP, and let L be the instance formed by translating all the constraints so that they pass through the origin. Next, let h be the hyperplane x d = −1. Consider a solution to the LP L when restricted to h. This is a (d − 1)-dimensional instance of linear programming, and it can be solved recursively.
If the recursive call on L ∩ h returned no solution, then the d constraints that prove that the LP L is infeasible on h, corresponds to a basis in L of a vertex which is acceptable. Indeed, as we move these d constraints to the origin, their intersection is empty with h (i.e., the "quadrant" that their intersection forms is unbounded only in the upward direction). As such, we can now apply the algorithm of Lemma ?? to solve the given LP.
If there is a solution to L ∩ h, then it is a vertex v on h which is feasible. Thus, consider the original set of d −1 constraints in L that corresponds to the basis B of v. Let be the line formed by the intersection of the hyperplanes of B. Its now easy to verify that the intersection of the feasible region with this line is an unbounded ray, and the algorithm returns this unbounded (downward oriented) ray, as a proof that the LP is unbounded. Proof : The expected running time is 
Linear Programming with Violations
Let L be a linear program with d variables, and k > 0 be a parameter. We are interested in the optimal solution of L if we are allowed to throw away k constraints. A naive solution would be to try and throw away all possible subsets of k constraints, solve each one of these instances and return the best solution found. This would require O n k+1 time. Luckily, it turns out that one can do much better if the dimension is small enough.
The idea is the following: The vertex realizing the optimal k-violated solution is a vertex v defined by d constraints (let it basis be B), and is of depth k. We remind the reader that a point p has depth k (in L), if it is outside k halfspaces of L (namely, we complement each constraint of L, and p is contained inside k of these complemented hyperplanes) . As such, we can use the depth estimation technique we encountered before. Specifically, if we pick each constraint of L into a new instance of LP with probability 1/k, then the probability the new instance L would have all the elements of B in its random sample, and will not contain any of the k constraints opposing v is
, for 0 < x < 1/2. If this happens then the optimal solution for L is v. This can be verified by computing how many constraints of L the optimal solution of L violates. If it violates more than k constraints we ignore it. Otherwise, we return this as our candidate solution.
Next, we amplify the probability of success by repeating this process M = 8k d ln(1/δ) times, returning the best solution found. The probability that in all these (independent) iterations we had failed to generate the optimal (violated) solution is at most
Theorem 11.3.1 Let L be a linear program with n constraints over d variables, let k > 0 be a parameter, and δ > 0 a confidence parameter. Then one can compute the optimal solution to L violating at most k constraints of L, in O(mk d log(1/δ)) time. The solution returned is correct with probability ≥ 1 − δ.
Approximate Linear Programming with Violations
The magic of Theorem ?? is that it provides us with a linear programming solver which is robust and can handle a small number of factious constraints. But what happens if the number of violated constraints k is large? ). In this case, if one still wants a near linear running time, one can use random sampling to get approximate solution in near linear time.
Lemma 11.4.1 Let L be a linear program with n constraints over d variables, let k > 0 and ε > 0 be parameters. Then one can compute a solution to L violating at most (1 + ε)k constraints of L such that its value is better than the optimal solution violating k constraints of L. The expected running time of the algorithm is
. z I am sure the reader guessed correctly the consequences of such a despicable scenario: The universe collapses and is replaced by a cucumber.
The algorithm succeeds with high probability.
Proof : Let ρ = O d kε 2 ln n and pick each constraints of L into L with probability ρ. Next, the algorithm computes optimal solution u in L violating k = (1 + ε/3)ρk 'constraints, and return this as the required solution.
We need to prove the correctness of this algorithm. To this end, the reliable sampling lemma (Lemma ??) states that for any vertex v of depth u in L, has depth in the range
in L, and this holds with high probability, where u ≥ k (here we are using the fact that there are at most n d vertices defined by L). In particular, let v opt be the optimal solution for L of depth k. With high probability, v opt has depth ≤ (1 + ε/3)pk = k in L, which implies that the returned solution v is better than v opt , since v has depth k in L.
Next, we need to prove that v is not too deep. So, assume that v is of depth β in L. By the reliable sampling lemma, we have that the depth of v in L is in the range (1 − ε/3)βρ, (1 + ε/3)βρ . In particular, we know that (1 − ε/3)βρ ≤ k = (1 + ε/3)ρk. That is
As for the running time, we are using the algorithm of Theorem ??. The input size is O(nρ) and the depth threshold is k . (The bound on the input size holds with high probability. We omit the easy but the tedious proof of that using Chernoff inequality.) As such, the running time is
Note, that the running time of Lemma ?? is linear if k is sufficiently large and ε is fixed.
LP-type problems
Interestingly, the above algorithms for linear programming can be extended to more abstract settings. Indeed, assume we are given a set of constraints H, and a function w, such that for any subset G ⊂ H returns the value of the optimal solution of the constraint problem when restricted to G. We denote this value by w(G). Our purpose is to compute w(H).
For example, H is a set of points in IR , and w(G) is the radius of the smallest ball containing all the points of F ⊆ H. As such, in this case, we would like to compute (the radius of) the smallest enclosing ball for H.
We assume that the following axioms hold:
2. (Locality.) For any F ⊆ G ⊆ H, with −∞ < w(F) = w(G), and any h ∈ H, if
If these two axioms holds, we refer to (H, w) as a LP-type problem. It is easy to verify that linear programming is a LP-type problem.
Definition 11.5.1 A basis is a subset B ⊆ H such that w(B) > −∞, and w(B ) < w(B), for any proper subset B of B.
As in linear programming, we have to assume that certain basic operations can be performed quickly. These operations are:
(A) (Violation test.) For a constraint h and a basis B, test whether h is violated by B or not.
Namely, test if w(B ∪ {h}) > w(B).
(B) (Basis computation.) For a constraint h, and a basis B, computes the basis of B ∪ {h}.
We also need to assume that we are given an initial basis B 0 from which to start our computation. The combinatorial dimension of (H, w) is the maximum size of s basis of H. Its easy to verify that the algorithm we presented for linear programming (the special case of Section ??) works verbatim in this settings. Indeed, start with B 0 , and randomly permute the remaining constraints. Now, add the constraints in a random order, and each step check if the new constraints violates the current solution, and if so, update the basis of the new solution. The recursive call here, corresponds to solving a subproblem where some members of the basis are fixed. We conclude:
Theorem 11.5.2 Let (H, w) be a LP-type problem with n constraints with combinatorial dimension d. Assume that the basic operations takes constant time, we have that (H, w) can be solved using d O(d) m basic operations.
Examples for LP-type problems
Smallest enclosing ball. Given a set P of n points in IR d , and let r(P) denote the radius of the smallest enclosing ball in IR d . Under general position assumptions, there are at most d + 1 points on the boundary of this smallest enclosing ball. We claim that the problem is an LP-type problem. Indeed, the basis in this case is the set of points determining the smallest enclosing ball. The combinatorial dimension is thus d + 1. The monotonicity property holds trivially. As for the locality property, assume that we have a set Q ⊆ P such that r(Q) = r(P). As such, P and Q have the same enclosing ball. Now, if we add a point p to Q and the radius of its minimum enclosing ball increases, then the ball enclosing P must also change (and get bigger) when we insert p to P. Thus, this is a LP-type problem, and it can be solved in linear time.
Theorem 11.5.3 Given a set P of n points in IR d , one can compute its smallest enclosing ball in (expected) linear time.
Finding time of first intersection. Let C(t) be a parameterized convex shape in IR d , such that C(0) is empty, and C(t) C(t ) if t < t . We are given n such shapes C 1 , . . . , C n , and we would like to decide the minimal t for which they all have a common intersection. Assume, that given a point p and such a shape C, we can decide (in constant time) the minimum t for which p ∈ C(t). Similarly, given (say) d + 1 of these shapes, we can decide in constant time the minimum t for which they intersect, and this common point of intersection. We would like to find the minimum t for which they all intersect. Let also assume that these shapes are well behaved in the sense that, for any t, we have lim ∆→0 Vol(C(t + ∆) \ C(t)) = 0 (namely, such a shape can not "jump" -it grows continuously). It is easy to verify that this is a LP-type problem, and as such it can be solved in linear time.
Note, that this problem is an extension of the previous problem. Indeed, if we group a ball of radius t around each point of P, then the problem of deciding the minimal t when all these growing balls have a non-empty intersection, is equivalent to finding the minimum radius ball enclosing all points.
Bibliographical notes
History. Linear programming has a rich and fascinating history. It can be traced back to the early 19th century. It started in earnest in 1939 when L. V. Kantorovich noticed the importance of certain type of Linear Programming problems. Unfortunately, for several years, Kantorovich work was unknown in the west and unnoticed in the east.
Dantzig, in 1947, invented the simplex method for solving LP problems for the US Air force planning problems. T. C. Koopmans, in 1947, showed that LP provide the right model for the analysis of classical economic theories. In 1975, both Koopmans and Kantorovich got the Nobel prize of economics. Dantzig probably did not get it because his work was too mathematical. So it goes.
The simplex algorithm was developed before computers (and computer science) really existed in wide usage, and its standard description is via a careful maintenance of a tableau of the LP, which is easy to handle by hand (this might also explain the unfortunate name "linear programming"). This makes however the usual description of the simplex algorithm pretty mysterious and counterintuitive. Furthermore, since the universe is not in general position (as we assumed), there are numerous technical difficulties (that we glossed over) in implementing any of this algorithms, and the descriptions of the simplex algorithms usually detail how to handle these cases. See the book by Vanderbei [?] for an accessible and readable coverage of this topic.
Linear programming in low dimensions. The first to realize that linear programming can be solved in linear time in low dimensions was Megiddo [?, ?] . His algorithm was deterministic but considerably more complicated than the randomized algorithm we present. Clarkson [?] showed how to use randomization to get a simple algorithm for linear programming with running time O(d 2 n + noise), where the noise is a constant exponential in d. Our presentation follows the paper by Seidel [?] . Surprisingly, one can achieve running time with the noise being subexponential in d. This follows by plugging in the subexponential algorithms of Kalai [?] Observe that if the solution for a random sample R is being violated by a set X of constraints, then X must contains (at least) one constraint which is in the basis of the optimal solution. Thus, by picking R to be of size (roughly) √ n, we know that it is a 1/ √ n-net, and there would be at most √ n constraints violating the solution of R. Thus, repeating this d times, at each stage solving the problem on the collected constraints from previous iteration, together with the current random sample, results in a set of O(d √ n) constraints that contains the optimal basis. Now solve recursively the linear program on this (greatly reduced) set of constraints. Namely, we spent O(d 2 n) time (d times checking if the n constraints violates a given solution), called recursively d times on "small" subproblems of size (roughly) O( √ n), resulting in a fast algorithm.
An alternative algorithm, uses the same observation, by using the reweighting technique. Here each constraint is sampled according to its weight (which is initially 1. By doubling the weight of the violated constraints, one can argue that after a small number of iterations, the sample would contain the required basis, while being small.
Clarkson algorithm works by combining these two algorithms together.
sample with probability p = 8 kε 2 ln 1 δ .
Let X be the random variable which is the depth of r in R. Then, with probability ≥ 1 − δ u/k ≥ 1 − δ, we have that estimated depth of r, that is X/p, lies in the interval [(1 − ε)u, (1 + ε)u].
