Abstract
Introduction
The problem of evaluating the potential due to a set of particles is an important and time-consuming one. Multipole Methods for n-body systems has enabled large scale simulations in astrophysics [11, 12, 15] and molecular dynamics [3] . Coupled with efficient parallel processing, these treecodes are capable of yielding several orders of magnitude improvement in performance [8, 17, 16] . In addition, treecodes also have applications in the solution of dense linear systems arising from boundary element methods [5, 6, 14, 7, 13] .
The all-to-all nature of interactions in typical particle systems implies that an accurate formulation of the n-body problem has an On 2 complexity for an n particle system. This complexity can be reduced by exploiting the decaying nature of the interaction between bodies. For example, in astrophysical simulations, distant galaxies can be viewed as point masses placed at their centers-of-mass. Many fast algorithms use this principle to accelerate n-body simulations. The Barnes-Hut method is one of the most popular methods due to its simplicity. It works in two phases: the tree construction phase and the force computation phase. In the tree construction phase, a spatial tree representation of the domain is derived. At each step in this phase, if the domain contains more than s particles (for some preset constant s), it is recursively divided into four equal parts (eight parts in three dimensions). This process continues until each part has s elements or fewer. The resulting tree is an unstructured quad-tree (oct-tree in three dimensions). This tree is now traversed in post-order. Each internal node in the tree computes and stores an approximate representation of the particles contained in that sub-tree. This representation can either be a monopole or a multipole series. For astrophysical simulations, this can often be approximated by the center of mass of the particles contained in the tree. Once the tree has been constructed, the force or potential at each particle can be be computed as follows: the multipole acceptance criterion is applied to the root of the tree to determine if an interaction can be computed; if not, the node is ex-panded and the process is repeated for each of the four (or eight) children. The multipole acceptance criterion for the Barnes-Hut method computes the ratio of the distance of the point from the center of mass of the box to the dimension of the box. If this ratio is greater than some constant , an interaction can be computed. The Barnes-Hut method is illustrated in Figure 1 .
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Centers of mass of subdomains Source particle For a balanced tree, each of the n particles needs Olog n interactions. Using a p-term multipole expansion, each interaction takes Op 2 time. This results in a total computational complexity of Op 2 n log n. However, the tree size can be made arbitrarily large by bringing a pair of particles successively closer. The corresponding tree needs a large number of boxes to resolve the pair into separate boxes. Due to this, the worst case complexity of this technique is unbounded [4, 1] . However, using box-collapsing techniques (the box is first collapsed to the smallest box that contains all the particles in the subdomain), this complexity can be reduced. There are some recent results demonstrating that it is beneficial to work with binary trees as opposed to higher order trees [2] . Binary trees with controlled split allow better aspect ratios for partitions while reducing the number of nodes in the tree.
The Fast Multipole Method (FMM) of Greengard and Rokhlin [10] is another hierarchical technique for computing n-body interactions. Unlike the Barnes-Hut method, FMM computes potentials instead of forces. These potentials may be electrostatic, gravitational or others depending on the application. It is easy to see that force is equal to the gradient of potential, and therefore can be easily computed from the latter. Furthermore, since potential is a scalar quantity, it simplifies many computations. FMM computes the potential due to a cluster of particles at the center of other well separated clusters. This can then be disseminated to individual particle positions to determine required potentials. FMM therefore uses cluster-cluster interactions in addition to particle-cluster interactions. The computational complexity of FMM was originally shown to be On for uniform distributions. Callahan and Kosaraju [4] show that the complexity of the potential estimation phase can be reduced to On for arbitrary distributions with preprocessing for computing well-separated sets.
The dominant cost in both of these treecodes is the potential (or force) estimation phase. This involves computing interactions between p term multipoles; which takes time Op 2 . If the complexity of the potential estimation phase in a treecode is OR, then using p term multipoles results in a complexity of Op 2 R in three dimensions. For uniform distributions, R = n log n for Barnes Hut and R = n for FMM.
In this paper, we address the errors associated with these methods. We present a sequence of theoretical results which show that the error in these methods can be reduced significantly by selecting the multipole degree appropriately for different clusters. Furthermore, we show that for practical problem sizes, this adds minimal computational complexity. We illustrate these theoretical results in the context of both particle simulations as well as boundary element methods. These experiments are presented for a 32 processor SGI Origin 2000. The POSIX threads based treecode is also shown to yield excellent speedups even for relatively small problems.
Global Error Estimate for Barnes-Hut Method
The potential due to a set of charges located within a sphere of radius r s at an observation point at distance r from the origin can be expressed as a multipole series. The error in a truncated multipole series of degree p was first derived by Greengard and Rokhlin [9, 10] . The following theorem from [9] describes the multipole expansion and the associated error. (1)
Proof See page 54 of [9] .
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We now present a sequence of theorems that bound the ratio r s =r on both sides. This bound is used to quantify the error associated with a single interaction in the Barnes-Hut method. We bound the number and type of interactions for each particle and show that by holding the error associated with each interaction constant, we can reduce the overall error significantly. We provide theorems for determining the multipole degree to keep interaction error constant. Finally, we show that the computational complexity of varying the multipole degree in the prescribed manner adds little additional overhead for practical problem sizes. (2) is proved on page 54 of [9] . For proving the second part of this theorem, using the -criterion of the Barnes-Hut This theorem illustrates the problem as also the solution proposed in this paper. The associated error grows linearly with the net charge of the particle clusters. Moreover, the size of the largest cluster with which an interaction is computed in the Barnes-Hut method can be shown to be a constant factor of the total simulation domain. Therefore, the associated errors can be large, and even unbounded for unstructured distributions. However, in applications such as protein simulations, the charge density is largely uniform across the domain of simulation. In such applications, the overall error in the Barnes-Hut method grows linearly with the magnitude of charge in the system. For larger systems, this error may become unacceptable.
Theorem 4 also provides an easy way for controlling error in particle-cluster interactions. By increasing the polynomial degree p with increasing A, the error in each interaction can be bounded by a constant. Since it has been shown that a single particle interacts with a fixed number of clusters of a given size, the overall error accumulated in all interactions of a particle can be logarithmically bounded. The next three theorems determine the variation of polynomial degree for constant error, the computational complexity of this new method, and its error bounds. In general, we select a minimum degree of interaction associated with the threshold value of A j and increase multipole degree for larger cluster sizes. For structured domains, it is easy to control the polynomial degree in this manner since the increase in polynomial degree is not large. The multipole series are computed a-priori to the maximum required degree (this is possible since all parameters for the degree of an interaction are available at the time of treeconstruction). This technique does not work very well for unstructured domains because it might result in very large degree multipoles. This difficulty can be overcome in two ways: (i) by altering the criterion of the Barnes-Hut method; or (ii) by computing and storing the increased degree multipoles. In this paper, we will concentrate largely on uniform distributions; but will demonstrate empirically that the paradigm works for unstructured domains as well.
We now examine the error associated with the BarnesHut method with this improved multipole degree selection criteria: Proof This proof follows naturally from Theorems 2, 3, 4, 5; namely, the number of interactions with subdomains at any level are constant; the number of subdomain interactions is logarithmic in the number of particles; and the error associated with a single particle-subdomain interaction is constant.
The reader will note that this error is considerably less than the error bound on the original fixed-degree multipole based Barnes-Hut method. The only issue that remains to be resolved is the increased computation introduced by the additional multipole evaluations. The next theorem shows that this additional computation is minimal.
Theorem 7 For a structured particle distribution, the computational complexity of the piecewise approximate Barnes-
Hut method is given by Onp + l 3 . Here, l is the number of levels of the hierarchical decomposition.
This result can be extended to unstructured distributions as well using the box-collapsing and flexible splitting techniques of Callahan and Kosaraju [4] . It is useful to note that the complexity of the original Barnes-Hut method grows as Op 2 n log n. The number of levels in a uniform distribution l grows as log 8 n assuming a single particle per leaf cell. For typical values of p (6 -7 degree approximations), this corresponds to between 256K -2M particles. In order to optimize cache performance and for lower algorithmic constants, leaf nodes of the tree often represent clusters of up to 32 or 64 particles. This increases the number of particles to between 8M and 64M. Thus, even for very large scale simulations, the improved method is within a small constant off the fixed-degree method. In general, for l p, the complexity of the improved method is within 7=3 of the original method. Clearly, the new method yields significant improvements in error while incurring minimum additional overhead.
Experimental Results

Experimental Setup
The improved and original Barnes-Hut methods are coded for an Origin 2000 and tested with up to 32 processors. The code is based on POSIX threads and optimized for single-processor cache performance, data-locality across processors, and false sharing. The parallel formulation exploits the concurrency available in independent tree traversal of each particle. The particles are sorted in a proximity-preserving order (a Peano-Hilbert ordering) and force computation for sets of w particles are aggregated into a single thread. Here, w is a user specified parameter. Typically, in our experiments, we used 100 particles per thread. For a 40K particle simulation, this corresponds to 400 threads. This is adequate for balancing load across 32 processors. The hierarchical tree is also stored in a spatial order to optimize cache performance. We refer the reader to [7, 8, 17, 16] for a more detailed explanation of these schemes.
Application and Problem Instances
The treecode was tested in the context of particle simulations as well as boundary element solvers. Problem instances for particle simulations range from uniform to highly irregular distributions in three dimensions. Uniform distributions correspond to a random distribution of points distributed equally across the domain. Irregular distributions are generated using a Gaussian density function or overlapped Gaussian distributions (multiple Gaussians superimposed). Figure 3 illustrates examples of the three distributions. The number of particles in these distributions range from 20K to 100K. The simulation instances are named ipfng for irregular distributions with n particles and uniformfng for uniform distributions with n particles. The sizes of problem instances are selected to enable running various experiments on them. Errors in larger instances become more difficult to estimate since the accurate algorithm scales as On 2 . The notion of error in a simulation is formally defined as follows: let a be the vector corresponding to the accurate potentials at n particles; if the potentials computed from the treecode are represented by the vector a 0 then the error in the simulation is defined as: The treecode was also used to solve dense linear systems arising from boundary element methods for solving integral equations. The core of these iterative solvers is the application of the dense coefficient matrix to an intermediate vector. The coefficient matrix is generated by the Green's function of the Laplace's equation. The Green's function is , log r in two dimensions and 1=r in three dimensions.
Problems of this nature arise in the computation of charge density given a potential distribution over a conductor; or for computing heat flows. The surface of the domain is discretized into triangles. The integration over the surface is performed using Gaussian quadrature. A fixed number of Gauss-points are located inside the triangle and inserted into the hierarchical domain representation. Using this hierarchical domain, the potential is computed at the vertices of the triangles and matched to the boundary values. This process forms a single matrix-vector product that is required at each step of the GMRES iterative solver. We use this technique to solve charge distribution problems on complex 3-D geometries. In Figure 4 , we illustrate a simple problem instance with 572 triangles and 288 nodes. The corresponding dense linear system has 288 unknowns (one for each unknown charge density). The performance of our code was validated on three larger problems: propeller (140800 triangles, 70439 nodes), gripper1 (142296 triangles, 71152 nodes), and gripper2 (185856 triangles, 92918 nodes). The first instance is a propeller from an airplane and the next two are surface discretizations of an industrial gripper. It is easy to see that these correspond to highly unstructured problem instances, since a bulk of the volume is empty and the nodes are concentrated on the surface.
Performance and Accuracy of the Improved Method
In this section, we examine the runtime and error properties of the two methods. The computation is expressed in terms of the number of multipole term expansions. This grows as p 2 for a p-term multipole expansion. The number of terms expanded is a very good indication of the serial complexity of the method. The reason we use this (instead of wall clock time) is because we are comparing serial complexities and errors; and as such would like to avoid efficiency factors introduced by parallelism; or time discrepancies introduced by other processes on the machine. Table 1 illustrates the errors and the number of term expansions. From these tables, it is easy to see that the growth in error is much faster in the original method than in the improved method. Furthermore, the term expansions of the two methods are not very different. This is also illustrated by the graphical representation in Figure 5 and is in good agreement with our theoretical results.
Parallel Performance of the Treecodes
In this section, we present the speedup achieved by the treecode for the original as well as the new methods. These experiments are presented in Table 2 for a 32 processor SGI Origin 2000. The speedup is computed as the ratio of the runtime of the threaded version with multiple kernel threads to that of the single thread version. Since it is difficult to mask processors from the thread scheduler, the results are only available for 32 processors. It is evident from the table that the performance of the treecode is extremely good, with parallel efficiencies in the range of 80 -90%. This must be tempered by the observation that the dataset for the two simulations presented is roughly 140 MB. A single processor of the Origin has a L2 cache of 4 MB; and across 32 processors, a total cache of 128 MB. This is indeed very close to the data-set size. Consequently, at this level, the program works almost entirely out of L2 cache and this contributes to the excellent performance. Nevertheless, the treecode yields excellent speedups on the Origin 2000.
The new algorithm yields slightly poorer speedups than the original algorithm. This is because the new algorithm fetches longer multipole series. However, the effect of this increased communication is not very significant because a large fraction of the data is local to the processor. The increased communication volume can also be estimated in a manner similar to the computation and shown to be bounded. 
Performance of the Matrix-Vector Product
In Table 3 , we present single iteration accuracy and runtimes for the new and original methods. The errors are computed with respect to a 9 degree polynomial since the exact method took an inordinately large amount of time. From the table, once again it is evident that the new method yields significantly better error properties while adding minimal computational overhead. The matrix-vector product was used in a GMRES solver with a restart of 10 and was observed to converge very well. This is consistent with the di- agonal dominance of the kernel (1=r generating function). Using this method, we were able to solve dense systems with over 100K unknowns in a few minutes.
Ongoing Work and Conclusions
Hierarchical treecodes have proven to be a critical component of large scale n-body computations. In this paper, we have presented an improved treecode that yields considerably better error bounds while incurring minimal computational overhead. We prove these bounds theoretically and demonstrate them experimentally for uniform as well as non-uniform distribution. Parallel formulations of these techniques are shown to yield excellent speedups on a 32 processor SGI Origin 2000. The treecode is also applied to solving large scale boundary element problems. The performance of the new matrix-vector product is shown to be superior to the original method. The results presented in this paper can easily be extended to the the Fast Multipole Method as well. We are currently exploring this and extending our theoretical results to unstructured distributions.
