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Introduccio´n
Es un problema recurrente en Matema´ticas, Ciencias Naturales y Ciencias
Sociales, la bu´squeda de una solucio´n o´ptima frente a una situacio´n o experi-
mento concretos. E´sta no suele resultar una tarea sencilla por lo que, en muchos
casos, es necesaria la construccio´n de un Modelo Matema´tico que nos permita
realizar simulaciones del feno´meno en cuestio´n. En este trabajo vamos a estu-
diar seis Modelos Matema´ticos basados en Ecuaciones Diferenciales con origen
en F´ısica y Biolog´ıa.
Para ello, es necesario un amplio abanico de herramientas matema´ticas
fundamentadas en la Teor´ıa de Ecuaciones Diferenciales Ordinarias, la Teor´ıa
de Ecuaciones en Derivadas Parciales Lineales, Ana´lisis Funcional aplicado al
Ca´lculo de Variaciones, Ana´lisis Nume´rico de EDOs, Me´todos Nume´ricos en Op-
timizacio´n y Programacio´n No Lineal, adema´s de herramientas de Simulacio´n
Nume´rica: utilizaremos los softwares MatLab y FreeFem++.
En cada uno de los problemas demostraremos la existencia de control(es)
o´ptimo(s), estudiaremos su unicidad y daremos una caracterizacio´n de los mis-
mos para, seguidamente, realizar una aproximacio´n nume´rica y presentar los
resultados obtenidos, con su correspondiente ana´lisis cualitativo e interpreta-
cio´n pra´ctica.
Los principales resultados que utilizaremos son el Teorema de Mazur para la
convergencia de´bil, el Teorema de Ascoli - Arzela´ de compacidad en espacios de
funciones, la Desigualdad de Poincare´, el Teorema de Lax-Milgram y el Teorema
de Lions y sus corolarios.
En los tres primeros cap´ıtulos se tratan problemas de control o´ptimo de siste-
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mas gobernados por EDOs no lineales. En los tres u´ltimos se abordan problemas
gobernados por EDPs lineales.
El primer cap´ıtulo esta´ dedicado al control o´ptimo de un modelo que describe
la evolucio´n de un paciente con SIDA sometido a terapias espec´ıficas. Apare-
ce un inconveniente: el funcional no es cuadra´tico. Es necesario demostrar la
convergencia fuerte de los estados mediante el Teorema de Ascoli-Arzela´. Otra
consecuencia es que no se puede garantizar la unicidad de control o´ptimo.
En el segundo cap´ıtulo, se describe la evolucio´n de un tumor sometido a
quimioterapia y se optimiza el tratamiento aplicado al paciente. Este proble-
ma presenta una dificultad an˜adida: aparecen restricciones en los estados. Sin
embargo, usando la expresio´n del estado, podemos convertirlas en restricciones
sobre los controles. El cara´cter global de estas restricciones complica notable-
mente el ca´lculo de las proyecciones.
En el tercer cap´ıtulo, tratamos el control de la trayectoria de un proyec-
til. Las principales dificultades aparecen, de nuevo, en la complejidad de las
restricciones.
En los cap´ıtulos cuarto y quinto, se estudian el control o´ptimo de la carga
en un condensador ele´ctrico y de la aportacio´n de calor en un recinto cerrado
mediante una EDP de Poisson y la EDP del calor respectivamente. Se describe
el Me´todo de los Elementos Finitos y la discretizacio´n en tiempo de problemas
de evolucio´n a partir del Me´todo de Euler. Adema´s, se presentan los algoritmos
de tipo gradiente y se estudia su convergencia en funcio´n de los para´metros del
problema.
Por u´ltimo, en el sexto cap´ıtulo, se introduce un problema de control bi-
objetivo.Usamos el concepto de equilibrio de Pareto. Se deducen un resultado
de existencia y una condicio´n de optimalidad basada en el Principio de Lagrange.
Finalmente se aplican resultados a un modelo de control de la temperatura en
una habitacio´n.
8
Introduction
It is a recoursive problem in Mathematics, Natural Sciences and Social Scien-
ces, the search for an optimal solution for a situation or a precise experiment. It
is not frequently a simple task the construction of a Mathematical Model that
allows us to perform simulations of the phenomena in question. In this work
we are going to study six Mathematical Models based on Differential Equations
with origin in Physics and Biology.
To this purpose, a wide range of mathematical tools from the Theories of
Ordinary Differential Equations (ODEs), Linear Partial Differential Equations
(PDEs), Functional Analysis applied to the Calculus of Variations, Numerical
Analysis of Differential Equations, Numerical Methods in Optimization and
Non-Linear Programming, in addition to Numerical Simulation tools; in this
area, we will use the MatLab and FreeFem++ tools.
In each of the problems we will demonstrate the existence of optimal con-
trol(s), we will study uniqueness and we will give a characterization of them to
then carry out a numerical approximation and show the results of appropiate
experiments, with their corresponding qualitative analysis and interpretation.
The main results that we will use are Mazur’s Theorem for the weak con-
vergence, the Ascoli - Arzela´ criteria of compactness in spaces of functions,
Poincare´’s Inequality, the Lax-Milgram Theorem and Lions’ Theorem and their
corollaries.
The first three chapters deal with optimal control problems for systems go-
verned by non-linear ODEs. In the last three, problems are governed by linear
PDEs.
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The first chapter is devoted to the optimal control of a model that describes
the evolution of a patient with AIDS undergoing specific therapies. An inconve-
nience appears: the functional is not quadratic. It is necessary to demonstrate
the strong convergence of states through the Ascoli-Arzela´ Theorem. Another
feature is that the uniqueness of an optimal control cannot be guarranteed.
In the second chapter, we describe the evolution of a tumor subject to che-
motherapy and the treatment applied to the patient is optimized. This problem
presents an added difficulty: restrictions appear in the states. Nevertheless, using
the state system, we can convert them into restrictions on the controls. The glo-
bal deffinition of these restrictions considerably complicate the calculation of
the projections.
In the third chapter, we deal with the control of the trajectory of a projectile.
The major difficulties appear, again, in the complexity of the restrictions.
In the fourth and fifth chapters, the optimal control of the charge in an
electric capacitor using a Poisson PDE and the heat flux governed by a classical
parabolic PDE are studied. The Finite Elements Method and the discretization
in time of problems of evolution from the Euler Method are described. Also,
algorithms of the gradient kind are presented and their convergence depending
on the parameters of the problem is analyzed-
Finally, in the sixth chapter, a biobjective optimal control problem is in-
troduced, relying on the Pareto equilibrium concept. We return to the Poisson
PDE used in the fourth chapter. A result of existence and an optimality con-
dition based on Lagrange multipliers are proved. Finally, this is applied in the
particular situation of the control of temperature in a room.
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Cap´ıtulo 1
Un modelo para el control
del SIDA
El SIDA, o S´ındrome de la Inmunodeficiencia Adquirida, es una enfermedad
que comenzo´ a afectar a personas en todo el mundo tan solo 20 an˜os despue´s de
que fuera detectado por primera vez. Es causado por el Virus de Inmunodefi-
ciencia Humana (VIH) y de los 34,3 millones de personas infectadas hoy en d´ıa,
unos 24 millones pertenecen a pa´ıses desarrollados.
Au´n no son muchos los avances en lo referido a la bu´squeda de una vacuna
para el VIH. Sin embargo, a d´ıa de hoy, los cient´ıficos esta´n desarrollando nue-
vos me´todos para tratar a los pacientes infectados consistentes en la reduccio´n
del virus con el simulta´neo refuerzo de la respuesta inmunitaria. Esta solucio´n
aporta nuevas esperanzas al tratamiento del VIH. A continuacio´n, explorare-
mos estrategias de este tipo mediante te´cnicas de control o´ptimo que podemos
encontrar, por ejemplo, en [15],[32] y [34].
Este primer ejemplo, de gran intere´s aplicado, describe la evolucio´n o´ptima
del virus del SIDA (ver [18]). El problema es el siguiente:
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
Minimizar J(v) :=
1
2
∫ T
0
(α1|v1|2 + α2|v2|2) dt−
∫ T
0
Y dt
Sujeto a v = (v1, v2) ∈ Uad, (Y, V, v) verifica (1.2),
(1.1)
donde
Uad = {v ∈ L2(0, T )2 : ai ≤ vi ≤ bi c.p.d, i ∈ {1, 2}},

Y ′ = s1 − s2V
B1 + V
− µY − kY V + v1Y, t ∈ (0, T )
V ′ =
g(1− v2)V
B2 + V
− cY V, t ∈ (0, T )
Y (0) = Y0, V (0) = V0.
(1.2)
Aqu´ı, Y = Y (t) es el nu´mero de anticuerpos generados por el organismo y
V = V (t) describe la evolucio´n del virus. Adema´s, Y0 y V0 son datos iniciales
que determinan la cantidad inicial de anticuerpos en el paciente y la poblacio´n
inicial del virus, respectivamente. Por motivos obvios, se supone que Y0, V0 ≥ 0.
Los otros datos son constantes no negativas, con s2 ≤ s1.
Por lo que representan, Y = Y (t) y V = V (t) han de tomar siempre valores
no negativos. Veamos que las soluciones del SDO (1,2) satisfacen esto.
La ecuacio´n de V puede reescribirse como

V ′ = φV (t)V, t ∈ (0, T )
V (0) = V0.
Integrando, tenemos que
V (t) = V0e
∫ t
0
φV (s) ds ≥ 0 ∀t ∈ (0, T ).
De la misma manera,
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
Y ′ = ψV (t) + ηV (t)Y, t ∈ (0, T )
Y (0) = Y0.
Por lo cual, usando que ψV (t) = s1 − s2V
B1 + V
≥ 0 y bajo la condicio´n de
que s1 ≥ s2,
Y (t) = Y0e
∫ t
0
ηV (s) ds +
∫ t
0
e
∫ t
s
ηV (σ) dσψV (σ) dσ ≥ 0 ∀t ∈ (0, T ).
No obstante, antes de estudiar el problema de control, es importante conocer
el modelo que usamos para la evolucio´n del paciente en ausencia de medicacio´n.
E´ste viene dado por el SDO siguiente.

Y ′ = s1 − s2V
B1 + V
− µY − kY V, t ∈ (0, T )
V ′ =
gV
B2 + V
− cY V, t ∈ (0, T )
Y (0) = Y0, V (0) = V0.
(1.3)
Se trata de un SDO no lineal de primer orden en el cual las ecuaciones se
encuentran acopladas por medio de te´rminos bilineales y de saturacio´n. Esto
hace que su resolucio´n tenga que ser necesariamente nume´rica debido a su ele-
vada complejidad. Adema´s, en el caso en el que consideramos los controles, e´stos
aparecen en te´rminos bilineales como v1Y , que conllevan una pe´rdida de conve-
xidad en el conjunto de controles. E´sto influye en que no podamos garantizar
la unicidad del control o´ptimo de forma sencilla, como veremos posteriormente.
Estas dificultades sera´n las que trataremos de solventar y las que dotan de un
mayor intere´s desde el punto de vista matema´tico a este modelo.
Los te´rminos de saturacio´n son
s2V
B1 + V
y
gV
B2 + V
y reciben este nombre por-
que, para valores pequen˜os de V , se comportan de manera aproximadamente
lineal mientras que, para valores suficientemente grandes, se vuelven aproxima-
damente constantes. De esta manera, si V es pequen˜o, podemos aproximar (1,3)
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como

Y ′ = s1 − s2
B1
V − µY − kY V, t ∈ (0, T )
V ′ =
g
B2
V − cY V, t ∈ (0, T )
Y (0) = Y0, V (0) = V0.
(1.4)
Este sistema continu´a siendo no lineal, aunque se asemeja en cierta manera
a un sistema lineal en el que las variables se encuentran acopladas junto con un
te´rmino bilineal en Y y V .
Por otra parte, si V es suficientemente grande, podemos aproximar (1,3)
como

Y ′ = s1 − s2 − µY − kY V, t ∈ (0, T )
V ′ = g − cY V, t ∈ (0, T )
Y (0) = Y0, V (0) = V0.
(1.5)
De esta manera, el te´rmino
s2V
B1 + V
representa la proliferacio´n de anticuer-
pos, alcanzanto un valor l´ımite s1 − s2 que, como hemos visto, es siempre no
negativo. Por otra parte, hay una fuente de virus
gV
B2 + V
que pone de manifiesto
las contribuciones de virus al plasma tanto por parte del sistema linfa´tico como
a partir de las ce´lulas infectadas en el plasma. Es conocido que la mayor parte
del virus reside en el sistema linfa´tico, el cual se satura en la etapa asintoma´tica
de la enfermedad. Este es el motivo por el cual usamos un te´rmino de saturacio´n
para describir la proliferacio´n del virus, alcanzando un valor asinto´tico constante
g.
Tambie´n encontramos te´rminos bilineales en Y y V , que son −kY V y −cY V .
Son lo que se conoce en modelos de dina´mica de poblaciones como te´rminos de
competicio´n. Una gran cantidad de anticuerpos produce un significativo decreci-
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miento en la evolucio´n del virus y viceversa. El primero corresponde a la pe´rdida
de anticuerpos causada por la accio´n del virus y el segundo a la eliminacio´n de
virus debida a la respuesta inmunitaria natural del paciente.
Tenemos como controles v1 y v2 que son las dosis de dos medicamentos
distintos, administrados a lo largo del intervalo (0, T ). Podemos apreciar que
minimizar el funcional de coste J : Uad ⊂ L2(0, T )2 7→ R supone buscar la
menor dosis de medicamentos (con factores de calibracio´n α1 y α2) a la vez que
maximizamos el nu´mero de anticuerpos generados en el paciente.
1.1. Existencia de control o´ptimo
Teorema 1.1. El problema (1.1) posee al menos una solucio´n.
Para la demostracio´n de la existencia de solucio´n de nuestro problema, sera´
necesario analizar las propiedades del conjunto de controles admisibles, de modo
que podamos garantizar que dicho conjunto es secuencialmente de´bilmente
cerrado para la topolog´ıa de´bil de L2(0, T )2.
En segundo lugar, sera´ necesario realizar un estudio del funcional de cos-
te para asegurar que e´ste es secuencialmente de´bilmente semicontinuo
inferiormente.
En base a estas dos propiedades, podremos construir un argumento que
muestre la existencia de un control que minimice el valor de J en el conjunto
de controles admisibles para todo t ∈ [0, T ].
Demostracio´n 1.1.1. Sea {vn} ⊂ Uad una sucesio´n minimizante, de manera
que
l´ım
n→∞ J(vn) = β := ı´nfv∈Uad
J(v).
1. Propiedades de Uad.
Es acotado:
15
Cap´ıtulo 1. Un modelo para el control del SIDA
Tenemos que probar que existe C ∈ R tal que
‖v‖L2(0,T )2 ≤ C ∀v ∈ Uad.
En efecto, la definicio´n de Uad, tenemos
‖v‖2L2(0,T )2 =
∫ T
0
(|v1|2 + |v2|2) dt ≤ b21T + b22T
Luego efectivamente Uad es un conjunto acotado en L2(0, T )2.
Es cerrado :
Lo demostraremos comprobando que, dada una sucesio´n {vn}n≥0 ∈
Uad convergente hacia v ∈ L2(0, T )2, necesariamente v ∈ Uad .
Por la definicio´n de Uad, sabemos que
ai ≤ vni ≤ bi ∀n ≥ 0, i = 1, 2.
De donde tenemos que la sucesio´n es uniformemente acotada y existe
una subsucesio´n (de nuevo denotada {vn}) tal que
vn → v c.p.d en (0, T ).
Como [a1, b1]× [a2, b2] es un conjunto cerrado en R2, deducimos que
ai ≤ vi ≤ bi, i = 1, 2.
Concluimos as´ı que v ∈ Uad .
Es convexo:
Para comprobarlo apliquemos directamente la definicio´n, es decir,
veamos que dados (v1, v2), (w1, w2) ∈ Uad y λ ∈ (0, 1), necesariamente
ai ≤ λvi + (1− λ)wi ≤ bi i = 1, 2.
Pero esto es consecuencia directa de la convexidad de los intervalos
[ai, bi].
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Como estamos en el espacio de Hilbert L2(0, T )2 (reflexivo), podemos de-
ducir que existe una subsucesio´n, que por comodidad denotaremos tambie´n
{vn}, convergente de´bilmente a un control u∗ ∈ L2(0, T )2.
Por otra parte, Uad es convexo y cerrado por lo que, por el Teorema de
Mazur, (para ma´s detalles ve´ase [10]) tenemos que es cerrado para la
topolog´ıa de´bil. Gracias a esto, podemos afirmar que u∗ ∈ Uad.
2. Propiedades del funcional de coste.
J(v) :=
1
2
∫ T
0
(α1|v1|2 + α2|v2|2)dt−
∫ T
0
Y dt
Queremos comprobar que J es, al menos, secuencialmente de´bilmente se-
micontinuo inferiormente. Para ello, haremos uso en primer lugar de un
resultado que nos dice que, si una funcio´n es convexa, entonces es semi-
continua inferiormente (en adelante s.c.i.) si y so´lo si es secuencialmente
de´bilmente s.c.i.. En [10]
Este resultado se puede aplicar a la funcio´n P : Uad → R , con
P (v) :=
1
2
∫ T
0
(
α1|v1|2 + α2|v2|2
)
dt =
1
2
(
α1‖v1‖2L2(0,T ) + α2‖v2‖2L2(0,T )
)
.
Por tanto,
l´ım inf P (vn) ≥ P (u∗).
Aceptemos de momento que la sucesio´n de los estados (Yn, Vn) asociados
a los vn posee una subsucesio´n, de nuevo denotada {(Yn, Vn)}, que con-
verge fuertemente en L2(0, T )2 hacia un estado (Y ∗, V ∗) asociado a u∗.
Obtenemos entonces que
β = l´ım
n→∞ J(v
n) = l´ım inf
n→∞ J(v
n) ≥ l´ım inf
n→∞ P (v
n) + l´ım inf
n→∞
(
−
∫ T
0
Yndt
)
= l´ım inf
n→∞ P (v
n)−
∫ T
0
Y ∗dt ≥ P (u∗)−
∫ T
0
Y ∗dt = J(u∗).
Por tanto, necesariamente J(u∗) = β y, como u∗ ∈ Uad, se trata de un
17
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control o´ptimo.
Comprobemos finalmente lo que se ha afirmado sobre {(Yn, Vn)}. Obser-
vamos en primer lugar que existe una constante C > 0 tal que 0 ≤ Yn ≤ C
y 0 ≤ Vn ≤ C; esto es consecuencia de (1,2) y las restricciones impuestas a
los vn. Por tanto,tambie´n se tiene que |Y ′n|+ |V
′
n| ≤ C en [0, T ], de donde
{(Yn, Vn)} contiene subsucesiones fuertemente convergentes en C0([0, T ])2
(Teorema de Ascoli - Arzela´). Pasando al l´ımite en (1,2), deducimos que
el l´ımite de cualquier subsucesio´n es necesariamente (Y ∗, V ∗).
Veamos que los {(Yn, Vn)} esta´n acotados. Sabemos que
Y (t) = Y0e
∫ t
0
ηV (s) ds +
∫ t
0
e
∫ t
s
ηV (σ) dσψV (σ) dσ ≥ 0 ∀t ∈ (0, T ).
Por otra parte,
ηV (s) = v1 − µ− kV ≤ b1 −mu ≤ D ⇒ Y0e
∫ t
0
ηV (s) ds ≤ C
ψV (s) = s1 − s2V
B1 + V
≤ s1 ⇒
∫ t
0
e
∫ t
s
ηV (σ) dσψV (σ) dσ ≤ C.
Tenemos as´ı acotado Yn. Comprobemos que ocurre lo mismo con Vn.
φV (s) =
g(1− v2)
B2 + V
− cY ≤ g(1− b2)− cC ≤ F,
luego
V (t) = V0e
∫ t
0
φV (s) ds ≤ C.
Finalmente, de las acotaciones de (Yn, Vn) y de φV , ψV y ηV es inmediata
la de (Y
′
n, V
′
n) a partir de la ecuacio´n de estado (1,2).

1.2. Sistema de optimalidad
Una vez conocida la existencia de solucio´n de nuestro problema de optimiza-
cio´n, procedemos a buscar una caracterizacio´n de la misma. Para ello, haremos
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uso de la condicio´n necesaria (pero no suficiente) de optimalidad, un adecuado
sistema diferencial ordinario de primer orden asociado al problema. Como he-
mos mencionado, no se trata de una condicio´n suficiente. La resolucio´n de este
sistema nos dara´ un conjunto de posibles candidatos entre los que se encontrara´
la solucio´n deseada, esto es, el control o´ptimo. En particular, si tenemos un u´ni-
co candidato, la solucio´n quedara´ un´ıvocamente determinada: existe el o´ptimo,
existe un u´nico punto extremal y ambos deben ser el mismo.
Para obtener el sistema de optimalidad, utilizaremos una funcio´n auxiliar,
denominada Hamiltoniano por analog´ıa con la situacio´n encontrada en otros
SDOs. El resultado es consecuencia del principio del mı´nimo de Pontrya-
guin y juega el mismo papel que la condicio´n necesaria de extremo para fun-
ciones de una o varias variables reales.
Con cara´cter general, consideremos un problema de control con funcional de
coste
J(v) =
∫ T
0
f1(t, y) dt+ f2(y(T )) +
∫ T
0
f3(t, v) dt,
definido en el convexo Uad ⊂ L2(0, T )m y ecuacio´n de estado y′ = F (t, y, v)y(0) = y0.
Por definicio´n, el Hamiltoniano asociado es la funcio´n H = H(t, y, ϕ, yT , v),
dada por
H(t, y, ϕ, yT , v) := f1(t, y) + f2(yT ) + f3(t, v) + ϕ · F (t, y, v).
En lo que sigue, sen˜alaremos con acento circunflejo los valores o´ptimos de
las variables consideradas.
Teorema 1.2 (Sistema de optimalidad). En las condiciones precedentes, si las
funciones F y las fi son suficientemente regulares y vˆ es un control o´ptimo,
entonces vˆ verifica, junto con el estado asociado yˆ y una funcio´n adicional ϕˆ,
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el sistema de optimalidad siguiente:

yˆ′i =
∂H(t, yˆ, ϕˆ, yˆT , vˆ)
∂ϕi
, 1 ≤ i ≤ n, t ∈ (0, T )
yˆ(0) = y0,
−ϕˆ′i =
∂H(t, yˆ, ϕˆ, yˆT , vˆ)
∂yi
, 1 ≤ i ≤ n, t ∈ (0, T )
ϕˆi(T ) =
∂H(T, ϕˆ(T ), yˆT , vˆ(T ))
∂yTi
, 1 ≤ i ≤ n, t ∈ (0, T )
H(t, yˆ, ϕˆ, yˆT , vˆ) ≤ H(t, yˆ, ϕˆ, yˆT , v), ∀v ∈ Uad, t ∈ (0, T )
(1.6)
La funcio´n ϕˆ, de componentes ϕˆ1, . . . , ϕˆn, se denomina estado adjunto aso-
ciado al control vˆ. La demostracio´n de este resultado puede encontrarse, por
ejemplo, en [15]. No obstante, podemos dar una idea acerca de la demostracio´n
en un caso particular.
Suponemos: vˆ o´ptimo, yˆ estado asociado, ϕˆ como en (1,6) y que la aplicacio´n
dada por v 7→
∫ T
0
H(t, yˆ, ϕˆ, yˆ(T ), v) dt es convexa.
J(vˆ) ≤ J(vˆ + λ(v − vˆ)) ∀v ∈ Uad ∀λ ∈ (0, 1]
1
λ
J(vˆ + λ(v − vˆ)) =
∫ T
0
1
λ
(f1(t, yλ)− f1(t, yˆ)) dt+ 1
λ
(f2(yλ(T ))− f2(yˆ(T )))
+
∫ T
0
1
λ
(f3(t, vˆ + λ(v − vˆ))− f3(t, vˆ)) dt = Aλ +Bλ + Cλ
En las condiciones del Teorema:
l´ım
λ→0+
Aλ =
∫ T
0
n∑
i=1
∂f1
∂yi
(t, yˆ)zi dt
l´ım
λ→0+
Bλ =
n∑
i=1
∂f2
∂yTi
(yˆ(T ))zi(T )
l´ım
λ→0+
Cλ =
∫ T
0
m∑
j=1
∂f3
∂vj
(t, vˆ)(vj − vˆj) dt
Donde z es la derivada de la aplicacio´n v 7→ y(v) en vˆ.
Introducimos ϕˆ, como en (1,6). Entonces:
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∫ T
0
n∑
i=1
∂f1
∂yi
(t, yˆ)zi dt+
n∑
i=1
∂f2
∂yTi
(yˆ(T ))zi(T )
= −
∫ T
0
n∑
i=1
(
ϕˆ
′
i +
n∑
k=1
∂Fk
∂yi
(t, yˆ, vˆ)ϕˆk
)
zi dt+
n∑
i=1
ϕˆi(T )zi(T )
=
∫ T
0
n∑
i=1
ϕˆiz
′
i dt−
∫ T
0
n∑
i,k=1
∂Fk
∂yi
(t, yˆ, vˆ)ϕˆkzi dt+
n∑
i=1
ϕˆi(0)zi(0).
Pero z
′
k =
n∑
i=1
∂Fk
∂yi
(t, yˆ, vˆ)zi +
m∑
j=1
∂Fk
∂vj
(t, yˆ, vˆ)(vj − vˆj) en (0, T ) y zi(0) = 0.
Como consecuencia, tenemos que
0 ≤ l´ım
λ→0+
1
λ
(J(vˆ + λ(v − vˆ)− J(vˆ))) = l´ım
λ→0+
Aλ + l´ım
λ→0+
Bλ + l´ım
λ→0+
Cλ
=
∫ T
0
m∑
j=1
(
n∑
i=1
∂Fi
∂vj
(t, yˆ, vˆ)ϕˆi +
∂f3
vj
(t, vˆ)
)
(vj − vˆj) dt
=
∫ T
0
m∑
j=1
∂H
∂vj
(t, yˆ, ϕˆ, yˆ(T ), vˆ)(vj − vˆj) dt,
cierto ∀v ∈ Uad. Por lo tanto, llegamos al sistema dado por (1,6). Usando
este resultado, tenemos que nuestro sistema de optimalidad esta´ dado por

Y ′ = s1 − s2V
B1 + V
− µY − kY V + v1Y, t ∈ (0, T )
V ′ =
g(1− v2)V
B2 + V
− cY V, t ∈ (0, T )
ϕ′1 = 1 + ϕ2(µ+ kV − v1) + ϕ2cV
ϕ′2 = ϕ1
(
kY +
s2B1
(B1 + V )2
)
+ ϕ2
(
cY − g(1− v2)B2
(B2 + V )2
)
Y (0) = Y0, V (0) = V0, ϕ1(T ) = 0 ϕ2(T ) = 0
v1 = P[a1,b1]
(
−ϕ1Y
α1
)
, v2 = P[a2,b2]
(
1
α2
ϕ2
gV
B2 + V
)
,
(1.7)
donde, para cada convexo A ⊂ Rn, denotamos PA(.) la proyeccio´n ortogonal
asociada.
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Hemos expresado, finalmente, v1y v2 como proyecciones sobre los interva-
los [a1, b1] y [a2, b2].
Esto se obtiene como consecuencia de la u´ltima desigualdad de (1.6):
H(t, yˆ, ϕˆ, yˆT , vˆ) ≤ H(t, yˆ, ϕˆ, yˆT , v) ∀v ∈ Uad, t ∈ (0, T ).
En efecto, utilizando la expresio´n del Hamiltoniano, tenemos
f3(t, v)− f3(t, vˆ) + ϕˆ · (F (t, yˆ, v)−F (t, yˆ, vˆ)) ≥ 0 ∀v ∈ Uad, t ∈ (0, T ). (1.8)
Pero esto implica

[
∂f3(t, vˆ)
∂vi
+ ϕˆ · ∂F (t, yˆ, vˆ)
∂vi
]
· (vi − vˆi(t)) ≥ 0,
∀v ∈ [a1, b1]× [a2, b2], ∀t ∈ (0, 1).
(1.9)
Sustituyendo f3 y F y sus derivadas, obtenemos:
[
αivi −
(
−ϕˆ(t) · ∂F (t, y, v)
∂vi
)]
(vi − vˆi(t)) ≥ 0
∀v ∈ [a1, b1]× [a2, b2], ∀t ∈ (0, 1).
Aplicando el Teorema de la Proyeccio´n, vemos que existe un u´nico vˆi(t) que
satisface esta desigualdad y esta´ dado por
vˆi(t) = P[ai,bi]
(
− 1
αi
ϕˆ(t) · ∂F (t, yˆ, v)
∂vi
)
∀t ∈ (0, 1).
Llegamos as´ı a que, en efecto,
v1 = P[a1,b1]
(
−Y ϕ1
α1
)
, v2 = P[a2,b2]
(
1
α2
gV ϕ2
B2 + V
)
.
1.3. Obtencio´n nume´rica del control o´ptimo
Una vez conocido el sistema de optimalidad y una expresio´n de los controles
en funcio´n del estado y el estado adjunto, procederemos al ca´lculo aproxima-
do del control o´ptimo. Es claro que para ello sera´ necesario el empleo de un
Software nume´rico. Como se trata de problemas diferenciales ordinarios, he-
mos escogido MatLab.
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MatLab es un lenguaje de alto nivel para computacio´n e ingenier´ıa muy pa-
recido a BASIC o C. Integra computacio´n, vicualizacio´n y programacio´n. Ori-
ginalmente fue escrito en FORTRAN y usaba las librer´ıas LINPACK y EISPACK. No
obstante, las u´ltimas versiones esta´n desarrolladas en C y utilizan las librer´ıas
LAPACK y BLAS.
Algunas de las aplicaciones ma´s destacables de MatLab son:
Matema´ticas y computacio´n.
Desarrollo de algoritmos.
Modelado, simulacio´n y prototipado.
Ana´lisis de datos, exploracio´n y visualizacio´n.
Gra´ficos cient´ıficos y de ingenier´ıa.
Desarrollo de aplicaciones.
Una importante ventaja que presenta MatLab es que posee estructura modu-
lar. Dependiendo del objetivo buscado, se pueden utilizar diferentes Toolboxes.
Cada uno de ellos incluye una coleccio´n completa de paquetes adaptados a las
necesidades del usuario. Algunos ejemplos de Toolbox son: Simulink, Curve Fit-
ting Toolbox, Optimization Toolbox, Image Processing Toolbox, etc. Para ma´s
informacio´n ver [31].
La simulacio´n nume´rica se ha llevado a cabo con tres algoritmos diferentes,
pudiendo as´ı comparar los resultados en cada caso y ver que son coherentes.
A continuacio´n se hara´ una breve descripcio´n de cada uno de los procedimien-
tos y de sus resultados. Podemos encontrar ma´s informacio´n sobre los me´todos
nume´ricos utilizados en [43], [35] y [33]. Como la solucio´n es la misma inde-
pendientemente del algoritmo empleado, so´lo presentamos la obtenida en la
resolucio´n como problema de contorno.
1.3.1. Resolucio´n como problema de contorno
Tal y como esta´ descrito en (1.7), tenemos un problema de contorno standard
para un sistema de primer orden en las variables Y, V, ϕ1 y ϕ2. En MatLab existe
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un solver concreto para problemas de este tipo, llamado bvp4c, que utiliza un
me´todo de colocacio´n. Este me´todo es el ma´s sencillo de programar, pero no el
que requiere un menor coste computacional ni el ma´s robusto.
Supongamos que se quiere resolver el problema de contorno siguiente:
z′(t) = F (t, z(t)), t ∈ [a, b],
Baz(a) +Bbz(b) = β.
(1.10)
Veamos en que´ consiste el me´todo de colocacio´n polino´mica de grado menor
o igual que m. Sobre una particio´n del intervalo en el cual queremos resolver el
problema, ∆ = (a = t0, . . . , tN = b), aproximamos la solucio´n anal´ıtica por una
funcio´n de colocacio´n dada por p(t) := pi(t), i = 0, . . . , N − 1, donde pi es un
polinomio de grado, a lo sumo, m. La funcio´n p(t) esta´ especificada u´nicamente
por las condiciones
p′i(tij) = F (tij , pi(tij)), i = 0, . . . , N − 1, j=1,. . . ,m,
pi(ti) = pi−1(ti), i = 1 . . . , N − 1,
Bap0(a) +BbpN−1(b) = β.
(1.11)
Los nodos de colocacio´n esta´n dados por
tij := ti + ρj(ti+1 − ti), 0 < ρ1 < · · · < ρm < 1.
Se puede garantizar un orden de convergencia O(hm) en problemas regulares
con datos apropiadamente suaves.
El me´todo de colocacio´n enbvp4c es de orden 4, resultando apropiado pa-
ra niveles de precisio´n moderados. No es as´ı cuando las tolerancias son ma´s
estrictas.
Por otra parte, para resolver las ecuaciones no lineales para los coeficien-
tes de las funciones de colocacio´n respecto de una base de polinomios a trozos,
se emplean me´todos de tipo Newton (es importante prporcionar una inicializa-
cio´n). Para estos algoritmos es importante el condicionamiento de los Jacobia-
nos, puesto que afecta a la ma´xima precisio´n que se puede alcanzar. Una ventaja
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de bvp4c frente a otros solvers basados en me´todos de colocacio´n es que no
se necesita una especificacio´n anal´ıtica del Jacobiano, sino que, por defecto, se
aproxima por diferencias finitas. Puede encontrarse de manera ma´s detallada en
[3].
Tanto este como el algoritmo de punto fijo son me´todos indirectos desde el
punto de vista del Ca´lculo de Variaciones. Reciben este nombre debido a que no
optimizan directamente el funcional (ver [13], [42]). El control o´ptimo se calcula
a partir de la solucio´n aproximada del sistema de optimalidad.
Figura 1.1: Componentes del estado.
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Figura 1.2: Componentes del estado adjunto.
Figura 1.3: El control o´ptimo calculado.
1.3.2. Algoritmo de punto fijo
Otra forma de implementar la resolucio´n de (1.7) es mediante un algoritmo
de punto fijo. Se da una inicializacio´n con valores concretos de v1 y v2 y se
resuelven sucesivamente el sistema de ecuaciones de estado y de estado adjunto
como problemas de Cauchy (el sistema adjunto como sistema retro´grado en el
tiempo). Una vez conocidos el estado y el estado adjunto, se sustituye en las
expresiones de los controles y se actualizan as´ı sus valores. Repetimos este bucle
hasta alcanzar convergencia, con un nivel de tolerancia que prefijamos en este
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caso en ‖vn1 − vn−11 ‖1 + ‖vn2 − vn−12 ‖1 < 10−3.
Por otra parte, obteniendo las soluciones de los problemas de Cauchy, hemos
comprobado que se trata de un problema stiff. En te´rminos generales, una ecua-
cio´n diferencial se dice stiff (r´ıgida) si aparecen en ella constantes o variables
que toman valores de distintos o´rdenes de magnitud. Para un problema stiff,con
me´todos habituales de resolucio´n nume´rica, la solucio´n se vuelve nume´ricamente
inestable a menos que el taman˜o del paso en la integracio´n sea extremadamente
pequen˜o. De acuerdo con ello, el solver que hemos elegido para resolver los
sucesivos problemas de Cauchy es ode15s, de orden variable y espec´ıfico para
problemas de este tipo (ver [31]).
Los resultados obtenidos son similares a los que proporciona el primer me´to-
do.
1.3.3. Resolucio´n directa
El tercer me´todo nume´rico utilizado consiste en minimizar directamente el
funcional de coste, teniendo en cuenta las restricciones en los controles. Se tra-
ta, por lo tanto, de un me´todo directo desde el punto de vista del Ca´lculo de
Variaciones. Hemos elegido la funcio´n de MatLab fmincon, cuyos principales
argumentos de entrada son J , J ′ y la descripcio´n de la regio´n factible y cuyo
principal argumento de salida es el extremo condicionado que deseamos: el con-
trol o´ptimo. Se trata de una resolucio´n directa que, aunque requiere un mayor
tiempo computacional, es robusta y con propiedades de convergencia pra´ctica-
mente aseguradas.
Por otra parte, hemos seleccionado en las opciones de fmincon que realice
la optimizacio´n con el algoritmo sqp de programacio´n cuadra´tica sucesiva. Con-
siste en reducir el problema original a una sucesio´n de problemas cuadra´ticos;
para ello el algoritmo necesita realizar sucesivos ca´lculos de gradientes y ma-
trices Hessianas de la funcio´n objetivo paso a paso. Es aqu´ı donde se origina
el alto coste computacional del me´todo. Para reducirlo, hemos proporcionado
la funcio´n gradiente del coste (es fa´cil de obtener a partir del sistema de op-
timalidad). Tambie´n podr´ıamos haber proporcionado la matriz Hessiana tras
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ca´lculos adecuados. Sin embargo, la velocidad de convergencia proporcionando
el gradiente es suficiente para este problema en particular.
Adema´s del sqp, fmincon ofrece otros tres algoritmos que podemos esco-
ger dentro del conjunto de opciones optimset. E´stos son: active-set, Trust
region reflective e interior-point. Para profundizar ma´s, ver [31] o la web
del distribuidor https://es.mathworks.com/.
De nuevo, los resultados obtenidos son similares a los proporcionados por
los otros dos me´todos. Esto aporta un mayor grado de confianza en nuestra
solucio´n.
1.3.4. Ana´lisis cualitativo de los resultados
Es importante destacar que, en el caso simulado nume´ricamente, estamos
suponiendo que enfermedad y terapia comienzan simulta´neamente y que los
niveles de densidad de anticuerpos y densidad de poblacio´n del virus son del
100 %.
Comenzamos aplicando las dos terapias, una generadora de anticuerpos y
otra que ataca al virus. Llegado un determinado instante de tiempo entre t = 1
y t = 2, la tendencia decreciente de la densidad de anticuerpos del sistema
inmunitario cambia a creciente, comproba´ndose as´ı que el control aplicado esta´
haciendo efecto en el paciente. Adema´s, cuando termina la terapia en t = 10,
se anulan los controles. Esto se interpreta como un final suave, sin provocar
alteraciones bruscas en el receptor. Una vez llegados a este punto, continu´a
habiendo presencia del virus en el paciente, pero la poblacio´n es muy pequen˜a.
Por otra parte, la recuperacio´n de anticuerpos tampoco llega a ser total. De
aqu´ı deducimos que esta terapia, en el tiempo previsto, no erradica totalmente
el virus. La explicacio´n me´dica de este hecho es que el VIH se replica activamente
en tan solo una pequen˜a proporcio´n de linfocitos infectados, responsables de la
enorme produccio´n de virus observada en el paciente infectado. En la mayor´ıa
de los linfocitos el VIH se integra en el genoma celular, donde permanece en
estado de latencia. Estas ce´lulas constituyen un aute´ntico reservorio v´ırico
que no parece modificarse con el tiempo o el tratamiento.
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Control de la terapia
tumoral
Se intenta describir (y optimizar) la evolucio´n de un tumor sometido a qui-
mioterapia (ve´ase [22]).

Minimizar J(v) := x1(T ) + α
∫ T
0
(|v1|2 + |v2|2) dt
Sujeto a v = (v1, v2) ∈ Uad, x = (x1, x2, x3) ∈ Xad, (x, v) verifica (2,3),
(2.1)
donde
Uad = {v ∈ (L2(0, T ))2 : 0 ≤ vi ≤ bi c.p.d},
Xad = {x ∈
(
C1 ([0, T ])
)3
: x3(t) ≤ B3, xi(t) ≥ 0 ∀t ∈ [0, T ]}
(2.2)
y
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
x
′
1 = −ax1 log
x1
x2
− bx1v2, t ∈ (0, T ),
x
′
2 = cx1 − µx2 − dx2/31 x2 − ex2v1 − fx1v2, t ∈ (0, T ),
x
′
3 = v1, t ∈ (0, T ),
xi(0) = xi0, 1 ≤ i ≤ 3.
(2.3)
Aqu´ı, se esta´ suponiendo que se esta´ aplicando una terapia doble, anti-
angioge´nica y citoto´xica, respectivamente determinada por los controles v1 y
v2. Por otra parte, x1(t), x2(t) y x3(t) representan el nu´mero de ce´lulas tumora-
les, el nu´mero de ce´lulas endoteliales con origen en un vaso sangu´ıneo pro´ximo y
la densidad de anticuerpos generados por la terapia en el tiempo t. Por lo tanto,
las tres variables deben tomar valores no negativos. Supondremos que los xi0 y
las constantes bi, B3, a, b, c, µ, d, e, f son positivas y adema´s B3 > x30 y fb2 ≤ c.
En principio, nos enfrentamos a un problema ma´s complicado debido a que hay
restricciones sobre los estados. Sin embargo, es posible escribirlas en te´rminos
de los controles.
En primer lugar, tenemos que
x3(t) = x30 +
∫ t
0
v1(s) ds, t ∈ (0, T ).
Por otra parte, como xi0 ≥ 0 podemos demostrar la no negatividad de los
estados. Efectivamente, si tratamos cada ecuacio´n de (2.3) por separado,
 x′1 = M(t)x1x1(0) = x10,
que no es ma´s que un Problema de Cauchy asociado a una EDO lineal por lo
que la solucio´n sera´ de la forma
x1(t) = x10e
∫ t
0
M(s) ds ∀t ∈ [0, T ],
por lo que x1 siempre es no negativo.
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De igual forma,
 x′2 = N(t)x2 + (c− fv2)x1x2(0) = x20,
x2(t) = x20e
∫ t
0
N(s) ds + e
∫ t
0
N(s) ds
∫ t
0
(c− fv2)e−
∫ s
0
N(σ)dσx1 ds ∀t ∈ [0, T ],
La consecuencia es que podemos reformular el problema cambiando Xad por
C1([0, T ])3 y el anterior Uad por este otro:
Uad = U1 ∩ U2, (2.4)
donde
U1 =
{
v ∈ (L2(0, T ))2 : 0 ≤ vi ≤ bi
}
y
U2 =
{
v ∈ (L2(0, T ))2 :
∫ T
0
v1(s) ds ≤ C3 = B3 − x30 c.p.d
}
.
Debido a que hemos escogido B3 > x30, podemos afirmar que C3 > 0.
Una caracter´ıstica importante: estamos ante un problema de control bilineal
(el control actu´a multiplicando al estado). Como consecuencia, cabe esperar
que el estado sea menos sensible al control. Este es un tema de gran actualidad
por su intere´s en una amplia variedad de aplicaciones. Se puede encontrar ma´s
informacio´n al respecto en [17].
2.1. Existencia de control o´ptimo
Teorema 2.1. El problema (2,1) posee al menos una solucio´n.
Demostracio´n 2.1.1. Sea {vn} ⊂ Uad una sucesio´n minimizante, tal que
l´ım
n→∞ J(vn) = β := ı´nfv∈Uad
J(v).
1. Propiedades de Uad.
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Es no vac´ıo:
En efecto, escogemos v = (D,G) tal que 0 ≤ G ≤ b2 y 0 ≤ D ≤
mı´n
{
b1,
C3
T
}
.
Es acotado:
Nuestro conjunto es interseccio´n de dos conjuntos, con uno de ellos
acotado como hemos visto en la demostracio´n del Teorema 1,1. Por
lo tanto, Uad tambie´n lo es.
Es secuencialmente de´bilmente cerrado :
De nuevo, es fa´cil comprobar directamente que el l´ımite de´bil de
una sucesio´n en Uad pertenece a Uad. Sea pues {vn}n≥0 de´bilmente
convergente hacia v ∈ L2(0, T )2, con los vn ∈ Uad .
Por la definicio´n de Uad, sabemos que
0 ≤ vni ≤ bi ∀n ≥ 0, i = 1, 2.
Razonando como en la demostracio´n del Teorema 1,1, deducimos que
0 ≤ vi ≤ bi, i = 1, 2.
Por otra parte,
∫ T
0
vn1 (s) ds→
∫ T
0
v1(s) ds. (2.5)
Luego, como ∫ T
0
vn1 (s) ds ≤ C3 ∀n ≥ 1,
tambie´n tenemos que
∫ T
0
v1(s) ds ≤ C3.
Concluimos as´ı que v ∈ Uad y por lo tanto es cerrado .
Es convexo:
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El razonamiento es ana´logo al utilizado en el Teorema 1,1. Se omiten
los detalles.
2. El funcional J es trivialmente continuo por ser la suma de funciones con-
tinuas. Adema´s, el te´rmino cuadra´tico en v es convexo, por lo que dicho
te´rmino es de´bilmente secuencialmente s.c.i..
En principio, no se puede decir nada sobre la unicidad, puesto que el
funcional J no es convexo. La convexidad se pierde cuando se introduce
el te´rmino x1(T ) en J , puesto que el sistema de estado es no lineal.

2.2. Sistema de optimalidad
En primer lugar, construimos el Hamiltoniano asociado a nuestro problema
H(t, x, ϕ, xT , v) := x1(T ) + α(|v1|2 + |v2|2)− ϕ1
(
ax1log
x1
x2
+ bx1v2
)
+ϕ2(cx1 − µx2 − dx3/21 x2 − cx2v1 − fx1v2) + ϕ3v1.
(2.6)
Aplicamos ahora el Teorema 1.2 a de manera que

xˆ′i =
∂H(t, xˆ, ϕˆ, xˆT , vˆ)
∂ϕi
, 1 ≤ i ≤ 3, t ∈ (0, T )
yˆ(0) = y0;
−ϕˆ′i =
∂H(t, xˆ, ϕˆ, xˆT , vˆ)
∂xi
, 1 ≤ i ≤ 3, t ∈ (0, T )
ϕˆi(T ) =
∂H(T, ϕˆ(T ), xˆT , vˆ(T ))
∂xTi
, 1 ≤ i ≤ 3, t ∈ (0, T )
H(t, xˆ, ϕˆ, xˆT , vˆ) ≤ H(t, xˆ, ϕˆ, xˆT , v), ∀v ∈ Uad, t ∈ (0, T ),
(2.7)
llegando as´ı al sistema de optimalidad
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
x
′
1 = −ax1log
x1
x2
− bx1v2, t ∈ (0, T ),
x
′
2 = cx1 − µx2 − dx2/31 x2 − cx2v1 − fx1v2, t ∈ (0, T ),
x
′
3 = v1, t ∈ (0, T ),
xi(0) = xi0, 1 ≤ i ≤ 3
ϕˆ′1 = ϕˆ1
(
alog
x1
x2
+ a+ bv2
)
− ϕˆ2
(
c− 2
3
dx
−1/3
1 x2 − fv2
)
ϕˆ′2 = −ϕˆ1
x1
x2
+ ϕˆ2(µ+ dx
2/3
1 + cv1)
ϕˆ′3 = 0
ϕˆ1(T ) = 1, ϕˆ2(T ) = 0, ϕˆ3(T ) = 0
vˆ1 = PUad
( e
2α
ϕˆ2x2
)
, vˆ2 = PUad
(
b
2α
ϕˆ1x1 +
f
2α
ϕˆ2x1
)
.
(2.8)
Como podemos apreciar en (2.8),
ϕˆ3(t) = 0 ∀t ∈ [0, T ],
resultado congruente con el hecho de que la ecuacio´n para el estado x3 se vuelva
redundante una vez reescribimos el conjunto de controles admisibles como (2.4).
De nuevo, PUad es el operador proyeccio´n sobre el conjunto de controles
admisibles. La expresio´n del control o´ptimo la obtenemos aplicando
H(t, xˆ, ϕˆ, xˆT , vˆ) ≤ H(t, xˆ, ϕˆ, xˆT , v), ∀v ∈ Uad, t ∈ (0, T ).
Esto conlleva el mismo resultado que en (1.8), equivalente a
(∇vf3 + ϕˆ · JvF ) · (v − vˆ) ≥ 0,
donde∇v denota el operador gradiente y Jv la matriz Jacobiana, ambos respecto
de v.
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
(
v1 − e
2α
ϕˆ2x2
)
(v1 − vˆ1) ≥ 0(
v2 −
(
b
2α
ϕˆ1x1 +
f
2α
ϕˆ2x1
))
(v2 − vˆ2) ≥ 0 ∀v = (v1, v2) ∈ Uad.
Por el Teorema de la Proyeccio´n, enunciado y demostrado en [10], tenemos que
la u´nica solucio´n es la proyeccio´n sobre Uad.
2.3. Ca´lculo de la proyeccio´n
Tenemos el problema de determinar
PUad(v1, v2) = (P1v1,ma´x(mı´n(v2, b2), 0)),
donde P1 es la proyeccio´n sobre U11 ∩ U12
U11 :=
{
v1 ∈ L2(0, T ) : 0 ≤ v1 ≤ b1
}
U12 :=
{
v1 ∈ L2(0, T ) :
∫ T
0
v1 ds ≤ C3
}
.
La proyeccio´n sobre U11 es inmediata y esta´ dada por
PU11(z) = ma´x(mı´n(z, b1), 0)).
Calculemos la proyeccio´n sobre U12. En primer lugar, sabemos que es cerrado
puesto que, si definimos
f(v1) :=
∫ T
0
v1 dt,
entonces
U12 = f−1((−∞, C3]).
Como es preimagen por una funcio´n continua de un conjunto cerrado, U12 es
cerrado.
De esta manera, buscamos w tal que, para todo z cumpliendo
∫ T
0
z dt > C3,
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‖w − z‖L2 ≤ ‖w′ − z‖L2 ∀w′ ∈ U12
Dados dos puntos w y w′ de ∂U12,
∫ T
0
(w − w′) dt = C3 − C3 = 0.
Por lo tanto, si llamamos y = w−w′, perteneciente a δU12, tenemos que y ∈ [1]⊥.
De esta manera, sea u la proyeccio´n ortogonal de z, se cumple que
u− z ∈ [[1]⊥]⊥ = [1].
Tenemos as´ı que u = k + z con k ∈ R, e integrando cada uno de los te´rminos,
C3 = kT +
∫ T
0
z dt,
despejamos k y tenemos as´ı
PU12(z) = z +
1
T
(
C3 −
∫ T
0
z dt
)
.
Por lo tanto,
vˆ1 = P1
( e
2α
ϕˆ2x2
)
vˆ2 = ma´x
(
mı´n
(
b
2α
ϕˆ1x1 +
f
2α
ϕˆ2x1, b2
)
, 0
)
.
Por otra parte,
PU11
( e
2α
ϕˆ2x2
)
= ma´x
(
mı´n
( e
2α
ϕˆ2x2, b1
)
, 0
)
PU12
( e
2α
ϕˆ2x2
)
=
e
2α
ϕˆ2x2 +
1
T
(
C3 −
∫ T
0
e
2α
ϕˆ2x2 dt
)
.
Nuestro objetivo ahora es calcular una expresio´n para P1 a partir de PU11 y
PU12 . Para ello utilizamos el algoritmo de Dykstra (ver [8] y [21]).
El algoritmo de Dykstra es un me´todo para encontrar la proyeccio´n de un punto
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x dado en un espacio de Hilbert X sobre la interseccio´n C =
k⋂
i=1
Ci de un
nu´mero finito de conjuntos convexos y cerrados. Es un algoritmo iterativo y
convergente que reduce el problema al ca´lculo de las proyecciones sobre los
conjuntos individuales Ci.
Teorema 2.2. Sea X un espacio de Hilbert, A y B subconjuntos cerrados y
convexos, y x un punto de X. Entonces:
p0 := q0 := 0, b0 := 0,
an := PA(bn−1 + pn−1), pn := bn−1 + pn−1 − an,
bn := PB(an + qn−1), qn := an + qn−1 − bn.
De manera que, si A ∩B 6= ∅,
an, bn → PA∩Bx.
Aplicamos as´ı el Teorema (2.2) al conjunto U1 = U11 ∩ U12, obteniendo la pro-
yeccio´n P1 deseada.
Aplicaremos el Algoritmo de Dykstra para el ca´lculo de las proyecciones tal
y como hemos visto. El principal problema reside en el ca´lculo de la proyeccio´n
sobre U1.
vˆ1 = PU11∩U12
( e
2α
ϕˆ2xˆ2
)
,
PU12 =
e
2α
ϕˆ2xˆ2 si
∫ T
0
e
2α
ϕˆ2xˆ2 dt ≤ C3
y
PU12 =
e
2α
ϕˆ2xˆ2 +
1
T
(
C3 −
∫ T
0
e
2α
ϕˆ2xˆ2 dt
)
si no.
Como podemos apreciar, para calcular el control o´ptimo es necesario cono-
cer globalmente xˆ2 y ϕˆ2. Sin embargo, a su vez, ambas funciones dependen del
control en cada instante. Se presenta as´ı lo que se conoce como un problema
con restricciones globales en tiempo, este tipo de restricciones se tratan
en [37]. No podemos introducir directamente vˆ1 y vˆ2 en el sistema de optima-
lidad directamente porque para conocerlos debemos calcular previamente las
proyecciones y estas dan lugar a un problema integral con dependencia de xˆ2 y
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ϕˆ2.
Resolveremos este inconveniente parametrizando la integral y usando una
aproximacio´n usando un me´todo iterativo de punto fijo:
1. Inicializamos con un valor λ0 concreto.
2. Para n ≥ 0, calculamos xˆn1 , xˆn2 , ϕˆn1 , ϕˆn2 y actualizamos.
λn+1 =
∫ T
0
e
2α
ϕˆn2 xˆ
n
2 dt
Por lo tanto podemos definir, para n ≥ 0,
PnU12
( e
2α
ϕˆ2xˆ2
)
=

e
2α
ϕˆ2xˆ2 si λ
n ≤ C3
e
2α
ϕˆ2xˆ2 +
1
T
(C3 − λn) si λn > C3.
De esta manera,
vˆn1 = PnU11∩U12
( e
2α
ϕˆ2xˆ2
)
= Dyks (PU11 ,PU12(λn))∀n ≥ 0.
Con Dyks (PU11 ,PU12) hacemos referencia a la aplicacio´n del algoritmo de
Dykstra, proyectando sobre la interseccio´n de los conjuntos U11 y U12, ambos
trivialmente cerrados y convexos.
2.4. Resolucio´n nume´rica
En la resolucio´n nume´rica llevada a cabo en el caso del SIDA, presentamos
tres algoritmos distintos para obtener los mismos resultados: resolucio´n del sis-
tema de optimalidad como problema de contorno, mediante un algoritmo de
punto fijo y por resolucio´n directa del problema de mı´nimos condicionados. En
este caso, al tratarse de un problema con restricciones globales en tiempo, no
podemos resolver el problema de contorno dado por el sistema de optimalidad,
ya que no tenemos una expresio´n anal´ıtica operativa de los controles como fun-
cio´n de los estados y los estados adjuntos que podamos introducir en el mismo.
Por lo tanto, nos limitaremos a la resolucio´n mediante los otros dos me´todos.
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Cabe sen˜alar que, para llevar a cabo los algoritmos, se ha necesitado imple-
mentar en ellos el algoritmo de Dykstra. La convergencia del mismo se garantiza
con un nivel de tolerancia que prefijamos en ‖vn1 − vn−11 ‖1 < 10−8.
2.4.1. Algoritmo de punto fijo
El procedimiento guarda una gran similitud con el realizado anteriormente.
Proporcionamos valores iniciales de v1 y v2 y resolvemos de manera sucesiva
los problemas de Cauchy asociados al SDO de ecuaciones de estado y de estado
adjunto. Las soluciones de los mismos las sustituimos en las expresiones de los
controles y realizamos las proyecciones necesarias con ayuda del algoritmo de
Dykstra, actualizando as´ı sus valores. Prefijamos un nivel de tolerancia para la
convergencia de este bucle en ‖vn1 − vn−11 ‖1 + ‖vn2 − vn−12 ‖1 < 10−8.
Por otra parte, la resolucio´n nume´rica de los problemas de Cauchy la hemos
llevado a cabo en MatLab con ayuda del solver ode45, basado en una fo´rmula
expl´ıcita Runge-Kutta (4, 5). Es un solver de un u´nico paso para computar
y(tn), so´lo necesita la solucio´n en el instante precedente y(tn−1).
Figura 2.1: Componentes del estado.
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Figura 2.2: Componentes del estado adjunto.
Figura 2.3: El control o´ptimo calculado.
2.4.2. Resolucio´n directa
Al igual que hicimos con el modelo del SIDA, usamos la funcio´n predefinida
en MatLab fmincon de optimizacio´n bajo restricciones. Obtenemos los mismos
resutados que con el algoritmo de punto fijo.
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2.5. Ana´lisis cualitativo de los resultados
En el tratamiento o´ptimo, aplicamos durante el tratamiento una dosis de
medicacio´n citoto´xica mientras, simulta´neamente, incrementamos la accio´n anti
angioge´nica representada por el control 1 durante un primer intervalo temporal.
En este tiempo, se observa un decrecimiento significativo de la densidad de
ce´lulas tumorales y un crecimiento au´n ma´s notable de la densidad de ce´lulas
endoteliales. Este es, posiblemente, el periodo de mayor riesgo para el paciente
debido a la gran influencia del tratamiento en las ce´lulas de su organismo.
Posteriormente, nos encontramos en un periodo en el que se estabiliza la
terapia anti-angioge´nica en su valor ma´ximo, permaneciendo constante la otra
terapia. Ahora ambos tipos de ce´lulas disminuyen en densidad pero lo hacen de
manera aproximadamente lineal; mucho ma´s suave en comparacio´n con la pri-
mera etapa, en la que las variaciones eran del orden de una funcio´n exponencial.
El paciente se adapta a la terapia y pasa a un nivel de riesgo menor.
Finalmente, disminuimos la terapia anti-angioge´nica hasta que esta se anula
en el momento final del tratamiento. No obstante, esta disminucio´n relativamen-
te repentina, no afecta de manera destacable a la evolucio´n de las densidades
celulare, las cuales continu´an disminuyendo linealmente hasta alcanzar sus va-
lores finales. Cabe destacar que en estas dos u´ltimas etapas del tratamiento, la
diferencia entre las distintas densidades celulares se ha mantenido pra´cticamente
constante.
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Control de la trayectoria de
un proyectil
El segundo problema de control considerado se refiere a la trayectoria de
un proyectil x = x(t) lanzado con un impulso v = v(t) y sometido a ciertas
restricciones durante todo el tiempo de vuelo:

Minimizar J(v) :=
1
2
∫ 1
0
|v|2 dt
Sujeto a v ∈ Uad, x ∈ Xad (x, v) verifica (3.3)
(3.1)
donde
Uad = {v ∈ L2(0, 1) : a ≤ v ≤ b c.p.d en (0, 1)},
Xad = {x ∈ C1 ([0, 1]) : x′(0) = −x′(1) = 1, x(t) ≤ 19 ∀t ∈ [0, 1]},
(3.2)

x′′ = v, t ∈ (0, 1)
x(1) = x(0) = 0.
(3.3)
Problemas similares a e´ste los podemos encontrar, por ejemplo, en [20] y
[23]. La interpretacio´n F´ısica de cada magnitud que aparece en e´ste modelo es
inmediata. El estado x representa la altura del proyectil en cada instante. El
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control v es el impulso externo al que sometemos dicho proyectil y que puede
tratarse de un motor que, como tal, consume algu´n tipo de combustible. De
esta manera, queremos conocer la manera de suministrar este impulso para que
el proyectil, partiendo del reposo y con una velocidad inicial no nula, vuelva
a aterrizar en el instante deseado (t = 1) bajo ciertas restricciones sobre el
impulso y la altura ma´xima que permitimos que alcance el mo´vil. A su vez,
nuestro objetivo es conseguirlo consumiendo el mı´nimo combustible posible, lo
cual queda reflejado en el funcional de coste J .
Este caso es esencialmente distinto del considerado en la Seccio´n 1 debido a
que, como vemos en (3.2), no tenemos u´nicamente restricciones sobre el control
sino tambie´n hay sobre el estado. Sin embargo, gracias a la sencilla forma de (3.3)
podemos obtener una expresio´n de x en funcio´n del control v y as´ı reescribir Xad
como parte del conjunto de controles admisibles. Ma´s precisamente, tenemos:
x′′ = v
x′ =
∫ t
0
v(s) ds+ C
x =
∫ t
0
(∫ s
0
v(r)dr
)
ds+ Ct+D =
∫ t
0
(t− s)v(s) ds+ Ct+D,
donde C y D son las constantes reales de integracio´n habituales. Para conocerlas,
simplemente aplicamos las condiciones de contorno de (3.3) y nos aseguramos
de estar en la regio´n de estados admisibles:
x(0) = 0↔ D = 0
x(1) = 0↔
∫ 1
0
(1− s)v(s) ds+ C = −1 + C = 0↔ C = 1
x′(0) = 1↔ C = 1
x′(1) = −1↔
∫ 1
0
v(s) ds+ C = −2 + C = −1↔ C = 1.
Obtenemos as´ı que C = 1 y D = 0. De esta manera podemos proceder a la
reescritura e incorporacio´n de Xad a Uad y a la siguiente reformulacio´n de (3.4):
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
Minimizar J(v) :=
1
2
∫ 1
0
|v|2 dt
Sujeto a v ∈ Vad,
(3.4)
donde
Vad =
{
v ∈ L2(0, 1) : a ≤ v ≤ b,
∫ 1
0
(1− s)v(s) ds = −1,∫ 1
0
v(s) ds = −2,
∫ t
0
(t− s)v(s) ds+ t ≤ 1/9
}
.
3.1. Existencia de control o´ptimo
Teorema 3.1. El problema (3,4) posee solucio´n u´nica.
La demostracio´n guarda analog´ıa con la del Teorema 1.1. Aunque el conjun-
to de controles admisibles tenga una expresio´n ma´s compleja que en el caso del
SIDA, lo u´nico que hemos introducido son integrales de funciones lineales en v.
Sin embargo, la integral es un operador lineal luego nuestro conjunto de contro-
les admisibles continu´a estando definido por desigualdades dadas por funciones
afines continuas.
Demostracio´n 3.1.1. Sea {vn} ⊂ Vad una sucesio´n minimizante y pongamos
de nuevo β := ı´nf
v∈Vad
J(v).
1. Propiedades de Vad.
Es no vac´ıo:
Buscaremos polinomios que satisfagan las condiciones del conjunto,
ya que su integracio´n es sencilla. Al usar como funcio´n test cons-
tantes o polinomios de primer grado, observamos que se satisfacen
trivialmente todas las restricciones excepto la u´ltima que podemos
observar en la descripcio´n de Vad anterior. No obstante, veamos
que para una correcta eleccio´n de los para´metros reales M , N y P ,
v(t) = Mt2 +Nt+ P pertenece a Vad.
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De las condiciones
∫ 1
0
v(s) ds = −2 y
∫ 1
0
(1 − s)v(s) ds = −1 obte-
nemos un sistema de 2 ecuaciones con 3 inco´gnitas en M , P y N de
las cuales obtenemos las relaciones
M = −N, N = N, P = −2− N
6
.
Por lo tanto, tenemos una familia uniparame´trica, de para´metro N ,
de posibles elementos de Vad. No obstante, au´n queda imponer∫ t
0
(t− s)v(s) ds+ t ≤ 1
9
∀t ∈ [0, 1].
Sustituyendo nuestra familia de funciones candidatas, llegamos a que
−Nt
4
12
+
Nt3
6
−
(
2 +
N
6
)
t2
2
+ t ≤ 1
9
∀t ∈ [0, 1].
Esto se cumple, por ejemplo, para N = −20/3.
Es acotado:
El razonamiento es el mismo que empleamos en la demostracio´n del
Teorema 1.1.
‖v‖2L2(0,1) =
∫ 1
0
|v|2 dt ≤ b2. (3.5)
Como Vad se puede escribir como interseccio´n de
E = {v ∈ L2(0, 1) : a ≤ v ≤ b},
con otros conjuntos y hemos visto en (3.5) que E es acotado en
L2(0, 1), deducimos que Vad tambie´n lo es.
Es secuencialmente de´bilmente cerrado:
En este caso, podemos probar directamente que el l´ımite de´bil de una
sucesio´n de Vad pertenece a Vad. Sea una sucesio´n {vn}n≥0 de´bilmente
convergente hacia un cierto v ∈ L2(0, 1) y veamos que v ∈ Vad.
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Para ello, usaremos directamente la definicio´n de convergencia de´bil.
∫ 1
0
(1− s)vn(s) ds→
∫ 1
0
(1− s)v(s) ds.
Luego ∫ 1
0
(1− s)v(s) ds = −2.
De igual manera tenemos que
∫ 1
0
v(s) ds = −1.
∫ t
0
(t− s)v(s) ds+ t = l´ım
n→∞
(∫ t
0
(t− s)vn(s) ds+ t
)
≤ 1/9 c.p.d. .
a ≤ vn ≤ b c.p.d ∀n ≥ 1⇒ a ≤ v ≤ b c.p.d. .
En efecto, si ϕ ∈ L2(0, 1) y ϕ ≥ 0 c.p.d., tenemos
∫ 1
0
(b− vn)ϕdt ≥ 0 ∀n ≥ 1 y
∫ 1
0
(b− vn)ϕdt→
∫ 1
0
(b− v)ϕdt.
Luego ∫ 1
0
(b− v)ϕdt ≥ 0.
Como ϕ es arbitraria, necesariamente v ≤ b c.p.d.. De modo ana´logo
se prueba que v ≥ a c.p.d..
De estos resultados concluimos que el l´ımite de la sucesio´n {vn} esta´
en Vad y, por lo tanto, Vad es secuencialmente cerrado para la topo-
log´ıa de´bil.
Es convexo:
Probaremos que, dados v, w ∈ Vad cualesquiera,
λv + (1− λ)w ∈ Vad ∀λ ∈ [0, 1].
En primer lugar, vemos fa´cilmente que
a ≤ v ≤ b
a ≤ w ≤ b
 ⇒ a ≤ λv + (1− λ)w ≤ b.
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A continuacio´n, demostraremos que
∫ 1
0
(1− s)(λv(s) + (1− λ)w(s)) ds = −1.
Para ello, utilizamos
∫ 1
0
(1− s)(λv(s)) ds = λ
∫ 1
0
(1− s)v(s) ds = −λ,∫ 1
0
(1− s)((1− λ)w(s)) ds = (1− λ)
∫ 1
0
(1− s)w(s) ds = −(1− λ).
Sumamos ambas igualdades y tenemos
∫ 1
0
(1− s)(λv(s) + (1− λ)w(s)) ds = −1
Por u´ltimo, las pruebas de las igualdades
∫ 1
0
(λv(s) + (1− λ)w(s)) ds = −2
y las desigualdades
∫ t
0
(t− s)(λv(s) + (1− λ)w(s)) ds+ t ≤ 1/9
son completamente ana´logas.
Aplicando el razonamiento de la demostracio´n (1.1.1), deducimos de estas
propiedades que existe una subsucesio´n de {vn} de´bilmente convergente a
un cierto u∗ ∈ Uad.
2. Propiedades del funcional de coste:
Esta funcio´n es claramente continua y estrictamente convexa, por tra-
tarse del cuadrado de una norma en un espacio de Hilbert, por lo que
inmediatamente tenemos que es secuencialmente de´bilmente semicontinua
inferiormente. As´ı ,
β = l´ım
n→∞ J(vn) = l´ım infn→∞ J(vn) ≥ J(u
∗).
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Por tanto,
ı´nf
v∈Uad
J(v) ≥ J(u∗), de donde tenemos β = J(u∗).
Esto muestra la existencia de control o´ptimo.
Por otra parte, como J es estrictamente convexa, el control o´ptimo es
u´nico (y, de hecho, toda la sucesio´n minimizante converge fuertemente
hacia u∗).
En efecto, existe una subsucesio´n {vn′} de {vn} que converge de´bilmente
al u´nico control o´ptimo u∗. Entonces
1
2
‖vn′ − u∗‖2L2(0,1) =
1
2
‖vn′‖2L2(0,1) +
1
2
‖u∗‖2L2(0,1) −
∫ 1
0
vn
′
u∗ dt.
Tomando l´ımites cuando n′ → ∞, obtenemos β − J(u∗), que es ≤ 0. Por
tanto,
‖vn − u∗‖2L2(0,1) → 0 cuando n→∞,
es decir, {vn′} converge fuertemente hacia u∗.
Por otra parte, de toda subsucesio´n de {vn} se puede siempre extraer
una nueva subsucesio´n de´bilmente convergente, necesariamente hacia u∗.
Aplicando el razonamiento precedente, vemos que esta sucesio´n converge
en realidad fuertemente. Por tanto, la sucesio´n completa converge hacia
u∗.

3.2. Obtencio´n nume´rica del control o´ptimo
Al escribir las restricciones en los estados en condiciones sobre los controles
a partir de la relacio´n dada entre ellos por la ecuacio´n de estado (3,3), hemos
convertido nuestro problema inicial en uno de minimizacio´n de un funcional
sobre el conjunto Vad. Por lo tanto, no es necesario dar una caracterizacio´n de
la solucio´n utilizando el sistema de optimalidad asociado al problema. De hecho,
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por brevedad, omitimos el ca´lculo de e´ste, puesto que la proyeccio´n sobre Vad es
excesivamente laboriosa. Adema´s, el hecho de que las restricciones sean globales
hace que descartemos la resolucio´n con bvp4c.
Para la resolucio´n, de nuevo hemos empleado el Software de simulacio´n
nume´rica MatLab, el cual dispone de un solver espec´ıfico para problemas de
optimizacio´n con restricciones, llamado fmincon. Sus principales argumentos de
entrada son J, J’ y la descripcio´n de la regio´n factible y su principal argumento de
salida es el extremo condicionado deseado: el control o´ptimo. Cabe sen˜alar que
para la descripcio´n de Vad ha sido necesaria la discretizacio´n del intervalo (0, 1)
con la consecuente conversio´n de las integrales en sumatorios sobre la particio´n
del intervalo en cuestio´n. De hecho, hemos comprobado que es necesaria una
particio´n en unos 300 subintervalos para obtener una correcta aproximacio´n
nume´rica y una representacio´n gra´fica en las que se aprecie completamente el
cumplimiento de las restricciones. Principalmente que la altura final del proyectil
sea nula, de gran importancia para la interpretacio´n F´ısica del problema.
Por otra parte, hemos establecido las mismas opciones para fmincon que
en la seccio´n 1, usando el algoritmo sqp de programacio´n cuadra´tica sucesiva
y proporcionando la funcio´n gradiente del coste para reducir el elevado nu´mero
de ca´lculos de matrices Hessianas y vectores gradiente. No hemos necesitado
proporcionar la matriz Hessiana ya que este problema es sencillo y u´nicamente
con el gradiente conseguimos la velocidad de convergencia necesaria. Tenemos as´ı
un me´todo robusto, con propiedades de convergencia pra´cticamente aseguradas
y que no exige un excesivo tiempo computacional.
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Figura 3.1: Posicio´n y velocidad del proyectil.
Figura 3.2: El control o´ptimo calculado.
Observacio´n 3.1. Se puede calcular el estado adjunto a posteriori resolviendo
el sistema de estado adjunto proporcionado por la regla del Hamiltoniano.
Si reescribimos la ecuacio´n de estado (3.3) como un SDO lineal de primer
orden, 
x′1 = x2, t ∈ (0, 1)
x′2 = v, t ∈ (0, 1)
x1(1) = x1(0) = 0,
(3.6)
se tiene que el Hamiltoniano es
H(t, x, ϕ, xT , v) =
1
2
|v|2 + ϕ1x2 + ϕ2v ∀t ∈ (0, 1),∀v ∈ Vad. (3.7)
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Derivando (3.7) respecto de xi, i = 1, 2 y respecto de xTi :
−ϕ′1 = 0, t ∈ (0, 1)
−ϕ′2 = ϕ1, t ∈ (0, 1)
ϕ1(1) = ϕ2(1) = 0.
(3.8)
Se concluye que ϕ = 0.
3.3. Ana´lisis cualitativo de los resultados
Como podemos observar, inicialmente aumentamos la intensidad con la que
el motor actu´a sobre el proyectil hasta que, al alcanzar el valor ma´ximo de
altura permitido por las restricciones, apagamos el motor, manteniendo as´ı una
altura constante durante un periodo de tiempo. Finalmente, para que aterrice
en el instante t = 1, volvemos a encender el motor en sentido contrario. Aunque
se trata de un modelo de gran simpleza, podemos considerarlo como uno de
los precursores de los problemas de control de la trayectoria de veh´ıculos de
conduccio´n auto´noma.
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Un modelo para el control
de un condensador ele´ctrico
En este Cap´ıtulo, Ω ⊂ R es un abierto conexo y acotado no vac´ıo, de frontera
Γ = ∂Ω suficientemente regular. Se supone que este objeto esta´ ocupado por un
medio sujeto a las leyes del electromagnetismo.
Son bien conocidas en F´ısica las ecuaciones que modelan, de manera muy
compacta, el electromagnetismo (ver [27]). Se trata de las ecuaciones de Maxwell:
∇ ·D = ρf , ∇ ·B = 0,
∇×E = −∂B
∂t
, ∇×H = J f + ∂D
∂t
.
Estas ecuaciones deben verificarse en el conjunto Ω× (0, T ), donde
0 < T ≤ +∞ y (0, T ) se interpreta como el intervalo de observacio´n del
feno´meno. Supondremos que el material del condensador tiene comportamiento
ele´ctrico lineal, iso´tropo y homoge´neo. El comportamiento lineal nos garantiza
que la relacio´n entre el vector desplazamiento ele´ctrico, D, y el campo ele´ctrico,
E , esta´ dada por una funcio´n tensorial ε¯ dependiente de la posicio´n, que recibe
el nombre de permitividad ele´ctrica del medio es decir,
D = ε¯(x)E.
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Por el hecho de ser iso´tropo, dicho tensor es en realidad una funcio´n esca-
lar. Por u´ltimo, por ser homoge´neo tenemos garantizado que dicha aplicacio´n
es constante por lo que el desplazamiento ele´ctrico y el campo son funciones
vectoriales colineales:
∇ ·D = ∇ · (ε¯(x)E) = ε∇ ·E con ε ∈ R.
Supondremos en lo que sigue que el feno´meno observado es estacionario,
esto es, todas las variables D,B, etc. son independientes del tiempo. Como E es
un campo vectorial conservativo, existe una funcio´n Φ : R3 7→ R, denominada
potencial ele´ctrico, tal que
E = −∇Φ(x) ∀x ∈ Ω.
De aqu´ı deducimos fa´cilmente que
∇ ·D = ∇ · (ε (−∇Φ)) = −ε∆Φ.
Introducimos en la regio´n Ω una densidad de carga libre ρf = ρf (x), es decir,
no debida a los efectos de polarizacio´n del medio y localizada en un subdominio
ω ⊂ Ω. Por lo tanto, si establecemos el control sobre la carga introducida e
imponemos que el potencial sea nulo sobre la frontera de Ω, tenemos −∆y = 1wu en Ω,y = 0 sobre Γ, (4.1)
donde y = y(x) es el estado asociado al control u y 1ω es la funcio´n caracter´ıstica
de ω.
La solucio´n y = y(x) de (4.1) puede ser interpretada como el potencial
ele´ctrico de un condensador al que se ha aplicado una densidad de carga 1ω
(multiplicado por una constante positiva ε−1).
Nuestro objetivo es saber co´mo elegir u en una familia Uad ⊂ L2(Ω) de
manera que se obtenga un potencial tan pro´ximo como sea posible a una funcio´n
dada yd sin tener que realizar para ello un esfuerzo excesivo.
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Tomaremos
Uad :=
{
u ∈ L2(Ω) : u ≤ u(x) ≤ u¯ c.p.d } ,
donde u, u¯ ∈ R.
Fijamos yd ∈ L2(Ω). Queremos que el potencial se aproxime tanto como
sea posible al valor fijado yd minimizando a su vez la carga introducida en el
dispositivo. Definimos el funcional de coste J como sigue:
J(u) :=
a
2
∫
Ω
|y − yd|2 dx+ b
2
∫
ω
|u|2 dx (4.2)
con a, b positivos. El problema de control o´ptimo que queremos resolver es en-
tonces el siguiente:
PROBLEMA 4.1. Hallar uˆ tal que J(uˆ) ≤ J(u) para todo u ∈ Uad, con J
dado por (4.2).
4.1. Existencia de control o´ptimo
Antes de probar la existencia de control o´ptimo, probaremos algunos resul-
tados que sera´n de utilidad. En ellos se manifiestan algunas de las diferencias
fundamentales entre los problemas de control asociados a EDOs y aque´llos cuyos
estados se describen por medio de EDPs.
Recordemos que la norma H1 cumple
‖y‖2H1(Ω) = ‖y‖2L2(Ω) + ‖∇y‖2L2(Ω)N ≥ ‖y‖2L2(Ω) (4.3)
y tambie´n la desigualdad de Poincare´ en subconjuntos acotados de RN , que nos
garantiza la existencia de una constante C tal que
‖y‖2H1(Ω) ≤ C(Ω)‖∇y‖2L2(Ω)N ∀y ∈ H10 (Ω). (4.4)
Lema 4.1. Dado el problema de Dirichlet (4.1), para todo v ∈ L2(ω), existe
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una u´nica solucio´n de´bil, y ∈ H10 (Ω). Adema´s, la aplicacio´n
S : L2(ω) 7→ H10 (Ω)
v 7→ y
(4.5)
es lineal y continua.
Demostracio´n 4.1.1. El problema (4.1) se puede escribir, en su formulacio´n
de´bil, como sigue: 
∫
Ω
∇y · ∇z dx =
∫
ω
vz dx
∀z ∈ H10 (Ω), y ∈ H10 (Ω).
(4.6)
El teorema de Lax-Milgram (ver, por ejemplo, [10] O [45]) garantiza que este
problema tiene solucio´n u´nica en H10 (Ω) y, adema´s, (4.6) esta´ bien planteado.
La linealidad se deduce trivialmente del principio de superposicio´n, puesto que
la EDP de estado es lineal.
Por otra parte, si en (4.6) tomamos z = y, tenemos
∫
Ω
|∇y|2 dx =
∫
ω
vy dx.
Por la desigualdad de Poincare´ (4.4) sabemos que existe una constante C(Ω) tal
que
‖∇y‖2L2(Ω) ≥ C(Ω)−1‖y‖2H1(Ω).
Adema´s, aplicando la desigualdad de Cauchy-Schwarz y la desigualdad (4.3),
∫
ω
vy dx ≤ ‖v‖L2(ω)‖y‖L2(Ω) ≤ ‖v‖L2(ω)‖y‖H1(Ω).
Tenemos as´ı que (4.5) es acotada, ya que
‖y‖H1(Ω) ≤ C(Ω)‖v‖L2(ω),
y por tanto es continua.

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Lema 4.2. El funcional J : L2(ω)→ R dado por
J(u) =
a
2
∫
Ω
|y − yd|2 dx+ b
2
∫
ω
|u|2 dx ∀u ∈ L2(ω),
donde y es la solucio´n de´bil de (4.1), es continuo, estrictamente convexo y G-
diferenciable.
Demostracio´n 4.1.2. Se puede probar la convexidad estricta directamente,
comproba´ndose que, si u 6= v,
J(αu+ (1− α)v) < αJ(u) + (1− α)J(v) ∀α ∈ (0, 1), ∀u, v ∈ L2(ω)
Por otra parte, se puede usar un argumento basado en la estructura de J . Ma´s
precisamente, tenemos que J = φ ◦ ψ, con
J : L2(ω)
ψ7−→ L2(ω)×H10 (Ω) φ7−→ R,
u 7→ (u, y) 7→ a
2
∫
Ω
|y − yd|2 dx+ b
2
∫
ω
|u|2 dx.
Sabemos que ψ es una aplicacio´n lineal continua gracias al Lema (4,1). Por otra
parte, φ es combinacio´n de aplicaciones lineales y cuadrados de normas, por lo
que es continua, estrictamente convexa y G-diferenciable. 
Proposicio´n 4.1. El problema (4,1) posee solucio´n u´nica, denominada control
o´ptimo.
Demostracio´n 4.1.3. Sea {vn} ⊂ Uad una sucesio´n minimizante, de manera
que
l´ım
n→∞ J(v
n) = β := ı´nf
v∈Uad
J(v).
La estructura del conjunto de controles admisibles es la que ten´ıamos en el
problema de control (1,1) del Cap´ıtulo 1. En ese caso probamos que Uad era
convexo, cerrado y acotado. Con un argumento ana´logo, obtenemos la misma
conclusio´n en el caso actual.
Como estamos en el espacio de Hilbert L2(Ω) (reflexivo), del hecho de que
Uad sea acotado podemos deducir que existe una subsucesio´n, que por comodidad
denotaremos tambie´n {vn}, convergente de´bilmente a un control u∗ ∈ L2(Ω).
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Por otra parte, sabemos que Uad es convexo y cerrado por lo que, por el
Teorema de Mazur, tenemos que es de´bilmente secuencialmente cerrado. Gracias
a esto tenemos que u∗ esta´ en Uad.
Adema´s, como J : Uad 7→ R es convexa y continua, tenemos que es s.c.i. para
la convergencia de´bil. Por tanto,
l´ım inf J(vn) ≥ J(u∗).
Como {vn} es sucesio´n minimizante,
β = l´ım
n→∞ J(v
n) = l´ım inf
n→∞ J(v
n) ≥ J(u∗).
Luego necesariamente J(u∗) = β y tenemos que u∗ es un control o´ptimo.
Veamos que el control o´ptimo es u´nico. Dados dos controles o´ptimos distintos
u∗ y v∗, como J es estrictamente convexa,
J
(
1
2
(u∗ + v∗)
)
<
1
2
(J(u∗) + J(v∗)) = ı´nf
Uad
J.
Pero esto es absurdo, puesto que Uad es convexo y por tanto 12 (u∗+v∗) ∈ Uad.
Por lo que concluimos la unicidad.

4.2. Sistema de optimalidad
Teorema 4.1. Sea uˆ la solucio´n del problema (4,1) y sea yˆ el estado asocia-
do. Entonces existe pˆ tal que la terna (uˆ, yˆ, pˆ) satisface el siguiente sistema de
optimalidad:
 −∆yˆ = uˆ1ω en Ω,yˆ = 0 sobre Γ,
 −∆pˆ = yˆ − yd en Ω,pˆ = 0 sobre Γ,
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∫
ω
(apˆ+ buˆ)(u− uˆ) dx ≥ 0 ∀u ∈ Uad, uˆ ∈ Uad.
Estas u´ltimas desigualdades equivalen a la identidad
uˆ = PUad
(
−a
b
p|ω
)
,
donde Pad : L2(ω) 7→ Uad es el operador de proyeccio´n habitual.
Demostracio´n 4.2.1. Como uˆ es la solucio´n del problema (4,1) y J : L2(ω) 7→
R es G-diferenciable, se tiene que cumplir
〈
J
′
(uˆ), u− uˆ
〉
≥ 0 ∀u ∈ Uad, uˆ ∈ Uad.
En primer lugar, calculemos la derivada de J . Para ello, calculamos
1
ε
(J(u+ εv)− J(u)) ∀u, v ∈ Uad, ε > 0.
Si llamamos zε al estado asociado a u+ εv,
J(u+ εv) =
a
2
∫
Ω
|zε − yd|2 dx+ b
2
∫
ω
|u+ εv|2 dx.
Como la EDP de estado es lineal, es inmediato que zε = y + εz, donde y, z son
los estados asociados a u y v.
Tenemos as´ı
1
ε
(J(u+ εv)− J(u)) =
ε
(
a
2
∫
Ω
|z|2 dx+ b
2
∫
ω
|v|2 dx
)
+ a
∫
Ω
(y − yd)z dx+ b
∫
ω
uv dx.
Tomando l´ımite cuando ε tiende a 0,
〈
J
′
(u), v
〉
= a
∫
Ω
(y − yd)z dx+ b
∫
ω
uv dx ∀u, v ∈ Uad
Para tener una expresio´n expl´ıcita de la derivada de J , introducimos una
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nueva funcio´n p, denominada estado adjunto (ve´ase [37]), cumpliendo −∆p = y − yd en Ω,p = 0 sobre Γ,
Pasando a su formulacio´n variacional,
∫
Ω
∇p · ∇w dx =
∫
Ω
(y − yd)w dx ∀w ∈ H10 (Ω), p ∈ H10 (Ω).
Por otra parte, podemos hacer lo mismo con la ecuacio´n de estado que rela-
ciona z y v, teniendo as´ı que
∫
Ω
∇z · ∇w dx =
∫
ω
vw dx ∀w ∈ H10 (Ω), z ∈ H10 (Ω).
De esta manera,
∫
Ω
(y − yd)z dx =
∫
Ω
∇p · ∇z dx =
∫
Ω
∇z · ∇p dx =
∫
ω
vp dx
Por lo que 〈
J
′
(u), v
〉
=
∫
ω
(ap+ bu)v dx ∀v ∈ Uad.
Conclu´ımos as´ı que la condicio´n de optimalidad es
∫
ω
(apˆ+ buˆ)(u− uˆ) dx ≥ 0 ∀u ∈ Uad, uˆ ∈ Uad. (4.7)
Aplicando el Teorema de la Proyeccio´n, sabemos que la solucio´n de (4.7)
existe, es u´nica y esta´ caracterizada por verificar
uˆ = Pad
(
−a
b
p|ω
)
.

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4.2.1. Me´todos de tipo gradiente para problemas de opti-
mizacio´n
Para la obtencio´n nume´rica del control o´ptimo se empleara´n distintos al-
goritmos. Comenzamos viendo me´todos para problemas sin restricciones y, a
posteriori, generalizaremos para el caso en el que la regio´n factible no es todo
el espacio (ver [13] y [42]).
Dado un funcional J definido sobre un espacio vectorial V , se pretende en-
contrar u compliendo
u ∈ V y J(u) = ı´nf
v∈V
J(v).
Para ello buscamos me´todos iterativos en los cuales, comenzando con un
vector inicial u0, se construye una sucesio´n de vectores uk, k ≥ 0, tal que para
cualquier eleccio´n del vector de partida la sucesio´n converge a la solucio´n del
problema.
Para construir uk+1 en te´rminos de uk, es conveniente reducir el problema
a una tarea fa´cil de resolver nume´ricamente, como por ejemplo la minimizacio´n
de una funcio´n de una variable real. Para ello:
1. Se define una direccio´n de ’descenso’ para el vector uk, fijando un vector
no nulo dk.
2. Se minimiza la restriccio´n de J sobre la recta que pasa por uk en la direc-
cio´n de dk; esto define uk+1 si y so´lo si el problema de minimizacio´n en
una variable,
 Encontrar ρ(uk, dk) ∈ R tal queJ(uk + ρ(uk, dk)dk) = ı´nf
ρ∈R
J(uk + ρdk),
tiene solucio´n u´nica (esto ocurre, en particular, si el funcional es el´ıptico).
En tal caso, ponemos
uk+1 = uk + ρ(uk, dk)dk.
Definicio´n 4.1. Una funcio´n J : V 7→ R definida en un espacio de Hilbert es
el´ıptica si es continuamente diferenciable en V y existe una constante α > 0 tal
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que
(∇J(v)−∇J(u), v − u) ≥ α‖v − u‖2 ∀u, v ∈ V. (4.8)
Aqu´ı, para cada v ∈ V , denotamos ∇J(v) el gradiente de J en v, esto es, el
u´nico punto de V que verifica
(∇J(v), w) =
〈
J
′
(v), w
〉
∀w ∈ V.
Figura 4.1: Optimizacio´n sobre un paraboloide escogiendo las direcciones de los
ejes coordenados.
Es lo´gico pensar que la convergencia del algoritmo de optimizacio´n sera´
mejor cuanto mayor sea la diferencia J(uk) − J(uk+1). La direccio´n de mayor
crecimiento local de una funcio´n en cada punto la proporciona el vector gradiente
en dicho punto, luego una buena direccio´n de descenso puede ser e´sta con sentido
opuesto.
Definicio´n 4.2. Todo me´todo iterativo para el cual el punto uk+1 es de la
forma
uk+1 = uk − ρk∇J(uk) ρk > 0,
se denomina me´todo de tipo gradiente.
Introducimos el me´todo del gradiente con para´metro o´ptimo. Comenzando
con un vector inicial u0, para cada k ≥ 0, el vector uk+1 se construye en te´rminos
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de uk mediante las relaciones J(uk − ρ(uk)∇J(uk)) = ı´nfρ∈R J(uk − ρ∇J(uk))
uk+1 = uk − ρ(uk)∇J(uk).
El signo negativo de ρ nos indica que la direccio´n de minimizacio´n es opuesta a
la del gradiente: cabe esperar que ρ(uk) sea positivo.
Otro caso particular es el me´todo del gradiente con para´metro fijo: ahora,
inicializando con un vector arbitrario u0, la sucesio´n esta´ definida por
uk+1 = uk − ρ∇J(uk), k ≥ 0,
donde el para´metro ρ > 0 se escoge previamente y de manera adecuada. De esta
manera, se evita el ca´lculo repetido de problemas de minimizacio´n de funciones
de una variable.
Figura 4.2: Optimizacio´n sobre un paraboloide escogiendo la direccio´n opuesta
a la del gradiente.
Desde el punto de vista nume´rico, un inconveniente de este tipo de me´todos
reside en la necesidad de calcular el vector ∇J(uk) en cada iteracio´n. A esto
hay que an˜adirle, en el caso del me´todo del gradiente con para´metro o´ptimo,
el coste computacional de la resolucio´n iterada de problemas unidimensionales
de mı´nimos. Es por esto que la eleccio´n de un me´todo u otro depende de la
importancia relativa dada a estos aspectos nume´ricos frente a la convergencia
hacia la solucio´n exacta.
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Con el objetivo de mejorar la convergencia, se considera conveniente utilizar
ma´s informacio´n sobre el funcional para definir la direccio´n de los vectores uk+1−
uk. Esto es lo que se hace, por ejemplo, en el me´todo de Newton:
uk+1 = uk −
(∇2J(uk))−1∇J(uk), k ≥ 0,
donde ∇2J(uk) es el Hessiano de J en uk.
Aunque este me´todo no requiere la resolucio´n de problemas de minimizacio´n
en una variable, el principal inconveniente se encuentra en resolver problemas
lineales (sistemas lineales si V posee dimensio´n finita) con el operador ∇2J(uk)
(una matriz cuadrada en la pra´ctica) cambiando con k, teniendo as´ı un alto coste
nume´rico. Sin embargo, es posible encontrar direcciones de descenso mejores que
la del gradiente sin necesidad de calcular las derivadas segundas del funcional.
Con este objetivo se introduce el denominado me´todo del gradiente conjugado.
Dado un vector inicial arbitrario u0, dados los vectores u1, u2, . . . , uk calcu-
lados a partir de un me´todo de tipo gradiente, supo´ngase que
∇J(ul) 6= 0, 0 ≤ l ≤ k,
puesto que en caso contrario el algoritmo ya habr´ıa finalizado. Para cada l, deno-
minamos Gl al espacio generado por los ∇J(ui), 0 ≤ i ≤ l, que comprobaremos
que son linealmente independientes. La idea principal del me´todo consiste en la
definicio´n de uk+1 como el mı´nimo de la restriccio´n de J al espacio af´ın
uk +Gk := {uk + vk : vk ∈ Gk} =
{
uk +
k∑
i=0
αi∇J(ui) : αi ∈ R, 0 ≥ i ≥ k
}
;
en otras palabras, uk+1 esta´ definido por
uk+1 ∈ uk +Gk y J(uk+1) = ı´nf
v∈uk+Gk
J(v). (4.9)
El conjunto uk+Gk es cerrado y convexo (es la variedad lineal de V cuyo espacio
de direcciones es Gk y pasa por el punto uk) y J es coercitivo y estrictamente
convexo, por lo que el problema de mı´nimos (4.9) tiene una u´nica solucio´n.
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Las soluciones de los sucesivos problemas de minimizacio´n
ul+1 ∈ ul +Gl y J(ul+1) = ı´nf
v∈ul+Gl
J(v) = ı´nf
v∈Gl
J(ul + v), 0 ≤ l ≤ k,
satisfacen, trivialmente,
(∇J(ul+1), w) = 0 ∀w ∈ Gl,
ya que los Gl son subespacios vectoriales; en particular,
(∇J(ul+1),∇J(ui)) = 0, para 0 ≤ i ≤ l ≤ k, (4.10)
lo cual demuestra que los gradientes no so´lo son linealmente independientes sino
que son ortogonales dos a dos. Esta propiedad es ma´s fuerte que la establecida
para el me´todo del gradiente con para´metro o´ptimo, donde so´lo los gradientes
consecutivos son ortogonales. Es esta ortogonalidad la que nos permite escribir
que
dk = ∇J(uk) + ‖∇J(uk)‖
2
‖∇J(uk+1)‖2
dk−1
= ∇J(uk) + (∇J(uk),∇J(uk)−∇J(uk−1))‖∇J(uk+1)‖2
dk−1.
Utilizando las expresiones anteriores, se describe el algoritmo del gradiente
conjugado de Polak-Riviere (1969)(AGCPR) como sigue:
1. Elegir u0 ∈ V y ε > 0, y tomar d0 = ∇J(u0).
2. Para n = 1, realizar una etapa del algoritmo del gradiente con paso o´ptimo.
Dados n ≥ 1, un ∈ V y dn ∈ V :
3. Calcular ∇J(un+1) ∈ V . Si ‖∇J(un+1)‖ < ε parar el algoritmo y tomar
u ' un+1. En caso contrario pasar al punto siguiente.
4. Calcular
dn+1 = ∇J(un) + (∇J(un+1),∇J(un+1)−∇J(un))‖∇J(un)‖2
dn.
5. Calcular ρn ∈ R tal que J(un − ρndn) = ı´nf
ρ∈R
J(un − ρdn) y tomar un+1 =
un − ρndn.
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Hacer n = n+ 1 y volver a 3.
Una vez estudiados diversos algoritmos para la resolucio´n de problemas de
optimizacio´n sin restricciones, podemos extender estos resultados al caso ma´s
general en el que la regio´n factible es un subconjunto del espacio completo.
Consideramos un espacio de Hilbert V , un subconjunto U ⊂ V y un funcional
J : U 7→ R. Planteamos el problema:
PROBLEMA 4.2.  Minimizar J(v)Sujeto a v ∈ U.
Recordamos el Teorema de la Proyeccio´n en espacios de Hilbert, cuya prueba
se puede encontrar, por ejemplo, en [10]:
Teorema 4.2 (Teorema de la Proyeccio´n). Sean V un espacio de Hilbert y
U ⊂ V un subconjunto cerrado, convexo y no vac´ıo de V. Entonces, dado w ∈ V ,
existe un u´nico Pw ∈ V tal que
Pw ∈ U y ‖w − Pw‖ = ı´nf
v∈U
‖w − v‖.
Adema´s, Pw es el u´nico elemento que verifica Pw ∈ U y
(Pw − w, v − Pw) ≥ 0, ∀v ∈ U.
A partir del resultado anterior, probamos la existencia del operador de pro-
yeccio´n definido como sigue:
w ∈ V 7→ Pw ∈ U,
donde Pw ∈ U es la u´nica solucio´n del problema ‖w − Pw‖ = ı´nf
v∈U
‖w − v‖.
Adema´s, se cumple que
‖Pv1 − Pv2‖ ≤ ‖v1 − v2‖ ∀v1, v2 ∈ V. (4.11)
El caso que nos concierne es aquel en que U es un subconjunto cerrado, con-
vexo y no vac´ıo y J es un funcional convexo en U y G-diferenciable. En estas
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condiciones, u es solucio´n del problema de mı´nimos si y so´lo si
u ∈ U y (J ′(u), v − u) ≥ 0 ∀v ∈ U,
que es equivalente a
u ∈ U y (u− [u− ρJ ′(u)] , v − u) ≥ 0, ∀v ∈ U,
para cualquier ρ > 0. Gracias al Teorema de la Proyeccio´n, la condicio´n anterior
equivale a
u = P (u− ρJ ′(u)),
con ρ > 0. Por tanto, buscar un mı´nimo de J en el convexo cerrado no vac´ıo U
equivale a la bu´squeda de un punto fijo de la aplicacio´n
T : v ∈ U 7→ T (v) = P (v − ρJ ′(v)) ∈ U.
Definimos entonces un me´todo de aproximaciones sucesivas aplicado al ope-
rador T . En particular, este me´todo construye la sucesio´n approximante de la
forma:
u0 ∈ U dado, un+1 = T (un) = P (un − ρJ ′(un)) ∈ U, ∀n ≥ 0.
Si U ≡ V , entonces P ≡ Id y tenemos simplemente el algoritmo del gra-
diente con para´metro o paso fijo (AGPF) aplicado a un problema de mı´nimos
sin restricciones. Es posible generalizarlo tomando pasos ρn variables. De es-
ta manera tenemos el algoritmo del gradiente con proyeccio´n y paso variable
(AGPPV): Dada la sucesio´n {ρn}n≥0
1. Elegir u0 ∈ U .
Dados n ≥ 0 y un ∈ U :
2. Calcular J ′(un) ∈ V .
3. Tomar un+1 = P (un − ρnJ ′(un)) ∈ U , hacer n = n+ 1 y volver a 2.
De esta manera, es posible utilizar los me´todos de tipo gradiente descritos
anteriormente para problemas de mı´nimos con restricciones sin ma´s que ha-
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cer uso del operador proyeccio´n. Un razonamiento ana´logo, aunque algo ma´s
complicado, permite llegar a me´todos de gradiente conjugado con restricciones.
4.3. Obtencio´n nume´rica del control o´ptimo
A partir de la resolucio´n aproximada del sistema de optimalidad que apa-
rece en el Teorema 4,1 calcularemos el control o´ptimo. Para ello se hara´ uso
del Software de libre distribucio´n FreeFem++. Se trata de una herramienta in-
forma´tica de gran intere´s en la resolucio´n nume´rica de EDPs, basada en el Me´to-
do de Elementos Finitos (FEM en ingle´s), para el cual es necesario re-escribir
el problema en su formulacio´n de´bil:

∫
Ω
∇yˆ · ∇v dx =
∫
ω
uˆv dx ∀v ∈ H10 (Ω),
yˆ ∈ H10 (Ω),
∫
Ω
∇pˆ · ∇v dx =
∫
Ω
(yˆ − yd)v dx ∀v ∈ H10 (Ω),
pˆ ∈ H10 (Ω),
∫
ω
(apˆ+ buˆ)(u− uˆ) dx ≥ 0 ∀u ∈ Uad, uˆ ∈ Uad.
uˆ = PUad
(
−a
b
p|ω
)
.
FreeFem++ no es un paquete, sino un producto integrado con su propio
lenguaje de programacio´n de alto nivel.
Adema´s, FreeFem++ es altamente adaptativo. Muchos feno´menos involucran
varios sistemas acoplados, por ejemplo: interaccio´n fluido-estructura, fuerzas de
Lorentz para fundicio´n de aluminio y los problemas oce´ano-atmo´sfera son tres
ejemplos de tales sistemas. Estos requieren el uso de distintos espacios de elemen-
tos finitos y grados polinomiales, posiblemente en diferentes mallas. FreeFem++
puede dar solucio´n a estas dificultades, es decir, puede resolver problemas en
espacios arbitrarios de elementos finitos en mallas bi-dimensionales adaptadas
arbitrariamente.
Algunas de las cosas que aporta FreeFem++ son:
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Introduccio´n sencilla de recintos geome´tricos mediante descripcio´n anal´ıti-
ca de las fronteras por partes.
Generador automa´tico de malla, basado en el algoritmo Delaunay-Voronoi;
la densidad de puntos internos es proporcional a la densidad de puntos en
las fronteras.
Una gran variedad de elementos triangulares finitos: elementos de La-
grange lineales, cuadra´ticos y ma´s, elementos discontinuos P1 y Raviart-
Thomas, elementos de tipo no escalar, . . . . Ve´anse [4], [29] y [43].
Para saber ma´s sobre esta herramienta, ve´ase [30].
4.3.1. Algoritmo de punto fijo
Utilizamos el me´todo de punto fijo para la resolucio´n del problema. El algo-
ritmo es el siguiente:
ALG 1:
Elegir u0 ∈ Uad
Despue´s, para n ≥ 0 y un ∈ Uad dados, calcular sucesivamente yn, pn y
un+1 como sigue:  −∆yn = un1ω en Ω,yn = 0 sobre Γ,
 −∆pn = yn − yd en Ω,pn = 0 sobre Γ,
∫
ω
(apn + bun+1)(u− un+1) dx ≥ 0 ∀u ∈ Uad, un+1 ∈ Uad. (4.12)
As´ı, en cada etapa de ALG 1, la tarea se reduce a la resolucio´n de dos
problemas el´ıpticos y el problema no lineal (4.12), que equivale a una proyeccio´n:
un+1 = Pad
(
−a
b
pn|ω
)
.
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Teorema 4.3. Sea u0 ∈ Uad un control admisible arbitrario. Existe 0(Ω) > 0
tal que, si 0 < a/b ≤ 0(Ω), la sucesio´n {un} generada por el algoritmo de punto
fijo converge cuando n→ +∞ hacia uˆ.
Demostracio´n 4.3.1. En el Lema 4,1 probamos que la aplicacio´n que a cada
control le asocia un estado es lineal y continua. De manera completamente
ana´loga se tiene que la que a cada estado le asocia su adjunto tambie´n lo es,
luego su composicio´n tambie´n lo es de manera que si denominamos a dicha
composicio´n Q : L2(ω) 7→ L2(Ω), existe una constante 0 > 0 (dependiente de
Ω debido al uso intermedio de desigualdades de tipo Poincare´) tal que
‖Qw1 −Qw2‖ ≤ 0(Ω)‖w1 − w2‖ ∀w1, w2 ∈ L2(ω).
Por lo tanto, usando la contractividad del operador proyeccio´n (ver (4.11)), si
escribimos el algoritmo como uno de punto fijo asociado al operador resultante
de la composicio´n de Q y P , llegamos a que se tiene que cumplir
a
b
0(Ω) < 1
para que sea contractiva y, por el Teorema del Punto Fijo de Banach, el me´todo
de aproximaciones sucesivas pueda converger. 
4.3.2. Algoritmos de tipo gradiente
En primer lugar se hace una observacio´n sobre el funcional de coste J .
Observacio´n 4.1. Dado el operador S visto en el Lema 4,1, podemos escribir
J como
J(v) =
a
2
∫
Ω
|y − yd|2 dx+ b
2
∫
ω
|v|2 dx
=
1
2
((aS∗S + bId) v, v)L2(ω) − a (S∗yd, v)L2(ω) ,
por lo tanto, tenemos que J es de la forma
J(v) =
1
2
(Av, v)− L(v)
A = aS∗S + bId
L = aS∗yd,
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y su derivada
J ′(v) = Av − L = aS∗(Sv − yd) + bv = ap|ω + bv,
coincidente con la expresio´n obtenida previamente. Adema´s,
1
2
(Av, v) =
a
2
‖Sv‖2L2(Ω) +
b
2
‖v‖2L2(ω) ≥
b
2
‖v‖2L2(ω).
Concluimos que J es un funcional el´ıptico con constante de elipticidad b/2.
Esto es de gran importancia para que los algoritmos que definamos en adelante
tengan buenas propiedades de convergencia.
Nota 4.3.1. Dados dos espacios de Hilbert X,Y y un operador T ∈ L(X;Y ),
se usa T ∗ para denotar el operador adjunto de T . Por lo tanto, se cumple que
T ∗ ∈ L(Y ;X) y T ∗T ∈ L(Y ).
Comenzamos con el algoritmo del gradiente con paso o´ptimo y proyeccio´n.
Aplicado al problema es
ALG 2:
Elegir u0 ∈ Uad
Despue´s, para n ≥ 0 y un ∈ Uad dados, calcular sucesivamente yn, pn, dn
(el gradiente de J en un), ρn (el paso o´ptimo) y un+1 como sigue: −∆yn = un1ω en Ω,yn = 0 sobre Γ, (4.13)
 −∆pn = yn − yd en Ω,pn = 0 sobre Γ, (4.14)
dn = apn |ω +bun,
ρn solucio´n de
 Minimizar J(un − ρdn)Sujeto a: ρ ≥ 0, (4.15)
un+1 = Pad (u
n − ρndn) .
Vemos entonces que en cada etapa la tarea se reduce a resolver dos problemas
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el´ıpticos (4.17) y (4.18) y un problema extremal unidimensional (4.15).
No´tese que, para dn 6= 0, (4.15) posee solucio´n u´nica. En efecto, la funcio´n
ρ 7→ J(un − ρdn) es cuadra´tica y estrictamente convexa.
Teorema 4.4. Supongamos que b > 0 y Uad = L2(ω). Sea uˆ el control o´ptimo y
sea u0 ∈ Uad un control admisible arbitrario. Entonces la sucesio´n {un} generada
por ALG2 converge en L2(ω) hacia uˆ cuando n→ +∞.
Demostracio´n 4.3.2. Como vimos en (4.10), los gradientes sucesivos son or-
togonales en L2(ω).
Por la elipticidad de J , para cada n ≥ 0,
J(un)− J(un+1) ≥ b
2
‖un − un+1‖2L2(ω) (4.16)
y
J(u0)− J(un+1) ≥ b
2
n∑
k=0
‖uk − uk+1‖2L2(ω).
Esto prueba que {J(un)} es decreciente y esta´ acotada inferiormente luego
es convergente, por tanto, es de Cauchy y deducimos de (4.16) que un − un+1
tiende a cero en L2(ω).
Por otra parte, de la expresio´n de J como funcional cuadra´tico,
‖J ′(un)− J ′(un+1)‖L2(ω) ≤ ‖A‖L(L2(ω))‖un − un+1‖L2(ω),
se tiene que J ′(un)− J ′(un+1) tambie´n converge a cero. Adema´s, como
‖J ′(un)‖2L2(ω) =
(
J ′(un), J ′(un)− J ′(un+1))
L2(ω)
≤ ‖J ′(un)‖2L2(ω)‖J ′(un)− J ′(un+1)‖2L2(ω)
deducimos que lo mismo le ocurre a J ′(un).
Los controles un esta´n uniformemente acotados en L2(ω):
‖un‖L2(ω) ≤ 2
b
J(u0).
Por tanto, podemos extraer una sucesio´n {un′} que converge de´bilmente
hacia un uˆ. Usando de nuevo la expresio´n de J ′(u), vemos que J ′(un
′
)→ J ′(uˆ)
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en L2(ω)-de´bil:
(J ′(un
′
), v) = (Aun
′
, v)L2(ω) + (l, v)L2(ω)
= (un
′
, A∗v)L2(ω) + (l, v)L2(ω) → (uˆ, A∗v)L2(ω) + (l, v)L2(ω)
= (J ′(uˆ), v)L2(ω) ∀v ∈ L2(ω).
Luego J ′(uˆ) = 0. Pero esto muestra que el control es o´ptimo.
As´ı, existe una subsucesio´n de {un} que converge de´bilmente hacia el control
o´ptimo. Dado que el control o´ptimo es u´nico, el argumento precedente aplicado
a toda subsucesio´n de {un} prueba que, en realidad, toda la sucesio´n converge
de´bilmente.
Por u´ltimo, se observa que la convergencia es fuerte: en efecto, como J es
el´ıptico, tenemos que
α‖un−uˆ‖2 ≤
(
J
′
(un)− J ′(uˆ), un − uˆ
)
=
(
J
′
(un), un − uˆ
)
≤ ‖J ′(un)‖‖un−uˆ‖
Por tanto,
‖un − uˆ‖L2(ω) ≤ 1
α
‖J ′(un)‖L2(ω).
El te´rmino de la derecha converge fuertemente en L2(ω). Por tanto, un → uˆ
en L2(ω) cuando n→ +∞.

Se describe a continuacio´n el algoritmo del gradiente con paso fijo para nues-
tro problema.
ALG 2’:
Elegir u0 ∈ Uad y fijar ρ > 0.
Despue´s, para n ≥ 0 y un ∈ Uad dados, calcular sucesivamente yn, pn, dn
y un+1 como sigue:  −∆yn = un1ω en Ω,yn = 0 sobre Γ, (4.17)
 −∆pn = yn − yd en Ω,pn = 0 sobre Γ, (4.18)
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dn = apn |ω +bun,
un+1 = Pad (u
n − ρdn) .
Teorema 4.5. En las condiciones del Teorema 4,4, si en ALG 2’ el valor
de ρ es suficientemente pequen˜o, la sucesio´n generada converge hacia el control
o´ptimo.
Demostracio´n 4.3.3. Definimos la funcio´n
g : v ∈ L2(ω) 7→ g(v) = P (v − ρJ ′(v)) ∈ Uad ⊂ L2(ω).
Por el hecho de que el operador proyeccio´n tiene norma unidad y J es un ope-
rador cuadra´tico y el´ıptico,
‖g(v1)− g(v2)‖2 ≤ ‖(v1 − v2)− ρ(J ′(v1)− J ′(v2))‖2L2(ω)
= ‖v1 − v2‖2L2(ω) − 2ρ(J ′(v1)− J ′(v2), v1 − v2)L2(ω)
+ρ2‖J ′(v1)− J ′(v2)‖2L2(ω)
≤ (1− 2αρ+ C2ρ2)‖v1 − v2‖2L2(ω),
donde α > 0 es la constante de elipticidad de J y C > 0 la asociada a la
continuidad de J ′. Tenemos que para ρ suficientemente pequen˜o la aplicacio´n g
es contractiva. Por lo tanto, el algoritmo de punto fijo asociado es convergente.
Adema´s, como uˆ es un punto fijo de g, se puede escribir
‖uk+1 − uˆ‖L2(ω) = ‖g(uk)− g(uˆ)‖L2(ω) ≤ β‖uk − uˆ‖L2(ω), 0 < β < 1,
y se prueba la convergencia geome´trica:
‖uk+1 − uˆ‖L2(ω) ≤ βk‖u0 − uˆ‖L2(ω), 0 < β < 1.

Por u´ltimo, se hace uso del me´todo del gradiente conjugado. El algoritmo
resultante es el siguiente:
ALG 3:
Elegir u0 ∈ Uad
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Para u0 ∈ Uad dado, calcular sucesivamente y0, p0, g0 (el gradiente de J
en u0), d0 = g0, ρ0 (el paso o´ptimo) y u1 como sigue: −∆y0 = u01ω en Ω,y0 = 0 sobre Γ,
 −∆p0 = y0 − yd en Ω,p0 = 0 sobre Γ,
g0 = ap0 |ω +bu0, d0 = g0,
ρ0 solucio´n de
 Minimizar J(u0 − ρd0)Sujeto a: ρ ≥ 0,
u1 = Pad
(
u0 − ρ0d0) .
Despue´s, para n ≥ 1 y un ∈ Uad y gn−1, dn−1 ∈ L2(ω) dados, calcular
sucesivamente yn, pn y gn (el gradiente de J en un), γn, dn, ρn (el paso
o´ptimo) y un+1 como sigue: −∆yn = un1ω en Ω,yn = 0 sobre Γ,
 −∆pn = yn − yd en Ω,pn = 0 sobre Γ,
gn = apn |ω +bun,
γn =
‖gn‖2L2(ω)
‖gn−1‖2L2(ω)
, dn = gn + γndn−1,
ρn solucio´n de
 Minimizar J(un − ρdn)Sujeto a: ρ ≥ 0,
un+1 = Pad (u
n − ρndn) .
Enunciaremos a continuacio´n sin demostracio´n un resultado de convergencia
para ALG 3. Para la prueba ve´ase por ejemplo [42].
Teorema 4.6. Supongamos que b > 0 y Uad = L2(ω). Sea uˆ el control o´ptimo
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y sea u0 ∈ Uad un control admisible arbitrario. Supongamos que existe β > 0 tal
que
(J ′(un), dn)L2(ω) ≥ β‖J ′(un)‖L2(ω)‖dn‖L2(ω) ∀n ≥ 0. (4.19)
Entonces la sucesio´n {un} generada por ALG 3 converge en L2(ω) cuando
n→ +∞ hacia uˆ.
En realidad la condicio´n (6.31), llamada condicio´n de Polak, puede ser
debilitada considerablemente: bastar´ıa tener
(J ′(un), dn)L2(ω) ≥ βn‖J ′(un)‖L2(ω)‖dn‖L2(ω)
para algunos βn > 0 que verifiquen
∑
n≥0
β2n = +∞. E´sta otra recibe el nombre
de condicio´n de Zoutendijk; ve´ase [42].
4.3.3. Resultados nume´ricos
Los valores usados para las constantes son : u = 0, u = 2 (cotas de los
controles admisibles); a y b = 1−a, que se escogera´n entre 0 y 1 de la manera ma´s
adecuada en cada algoritmo, atendiendo a las consideraciones sobre convergencia
realizadas anteriormente. Adema´s, definimos:
Ω = {(x, y) ∈ R2 : x2 + y2 ≤ 5},
ω = {(x, y) ∈ R2 : 1 ≤ x ≤ 2, 3 ≤ y ≤ 6},
yd(x, y) = x
2 − y2 ∀(x, y) ∈ Ω.
Se comienza con el algoritmo de punto fijo. Inicializamos con un valor de u
igual a 0 y se resuelven de manera sucesiva los sistemas de estado y adjunto en
su formulacio´n de´bil, triangularizando Ω y escogiendo un espacio de elementos
finitos de Lagrange del tipo P2, es decir, de funciones continuas en Ω y cuadra´ti-
cas a trozos en cada elemento del mallado. Se profundizara´ en este me´todo en
el Cap´ıtulo 5. No obstante, para ver una descripcio´n exhaustiva, se propone ver
[4], [29] y [14]. Conocidos el estado y el adjunto se actualizan los valores del con-
trol. Realizamos este proceso de manera iterativa hasta alcanzar convergencia
con un nivel de tolerancia prefijado de ‖un − un−1‖L2(ω) < 10−5.
En el Cuadro 4,1 queda de manifiesto que el nu´mero de iteraciones dismi-
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nuye a medida que lo hace el cociente a/b. Se recuerda que dicho cociente es
proporcional a la constante de contractividad correspondiente al operador cu-
yo punto fijo queremos calcular. Para valores de a por encima de 0, 4 no hay
convergencia.
Ahora realizamos el mismo ca´lculo usando el algoritmo del gradiente con
paso o´ptimo.
Cabe destacar que, como se aprecia en el Cuadro 4,1, el nu´mero de iteraciones
disminuye a la par que lo hace a/b. En este caso tenemos convergencia incluso
para a pro´ximo a la unidad.
A continuacio´n se calcula la solucio´n a partir del algoritmo del gradiente con
paso fijo. Se establece ρ = 0, 5.
En esta ocasio´n, la convergencia es significativamente ma´s lenta que la del
algoritmo con paso o´ptimo. A cambio, el coste computacional disminuye al no
tener que resolver de manera iterativa problemas de mı´nimos. El rango de valores
de a para los que hay convergencia es mayor que en el algoritmo de punto fijo
aunque no supera 0, 7.
Por u´ltimo, se implementa el algoritmo del gradiente conjugado con paso
o´ptimo. Claramente este requiere un menor nu´mero de iteraciones y con ga-
rant´ıa de convergencia para cualquier a entre 0 y 1. En general, el comporta-
miento de este algoritmo es sensiblemente mejor que el del gradiente con paso
o´ptimo. No´tese que, sin embargo, el esfuerzo computacional es pra´cticamente el
mismo. Por esta razo´n, el algoritmo del gradiente conjugado ha gozado de gran
popularidad y distintas variantes del mismo se usan con frecuencia.
a Punto Fijo Gradiente (PO) Gradiente (PF) Gradiente C. (PO)
0,9 - 44 - 21
0,8 - 34 - 16
0,6 - 13 59 12
0,4 64 10 38 8
0,2 14 7 26 5
0,1 7 5 22 4
Cuadro 4.1: Resultados de convergencia de los algoritmos utilizados para dis-
tintos valores de a.
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Figura 4.3: Valores calculados del estado, estado adjunto y control en el o´ptimo
mediante algoritmo del gradiente con paso fijo(a=0,2).
Figura 4.4: Valores calculados del estado, estado adjunto y control en el o´ptimo
mediante algoritmo del gradiente con paso o´ptimo (a=0,4).
El estado var´ıa en funcio´n del valor escogido de a (se observa en los isovalo-
res). Esto se debe a que dicho coeficiente es el que, en el funcional, manifiesta el
esfuerzo realizado para que el estado se parezca al estado objetivo yd. No obs-
tante, es importante incidir de nuevo en que, para un mismo valor de a, todos
los algoritmos deben darnos la misma solucio´n. Si presentamos los resultados
nume´ricos con el algoritmo de punto fijo para a = 0, 2, se obtiene el mismo
resultado que en la Figura 4.3.
4.4. Ana´lisis cualitativo de los resultados
En ausencia de ligaduras, la distribucio´n de carga o´ptima se basa en la
acumulacio´n de la misma en la zona central derecha del condensador y una
disminucio´n progresiva de la misma, ubicando carga negativa en las esquinas
del subdominio. Esto se puede explicar como un intento de reduccio´n de los
conocidos .efectos punta”.
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Cuando un material posee carga ele´ctrica, esta se distribuye por todo el
cuerpo (superficie, si se trata de conductores). La Naturaleza hace un reparto
equitativo y proporcional, por lo que su densidad sera´ mayor en las zonas de
menos volumen o menos superficie. Por esto se produce una acumulacio´n de
la misma en las zonas del material acabadas en punta o esquinas, donde su
volumen es menor y se concentra mayor cantidad de carga.
Podemos entender entonces que la distribucio´n de la carga que cumple nues-
tros objetivos de eficiencia energe´tica sujetos a la aproximacio´n al potencial
deseado se asemeja a la que ser´ıa la respuesta natural del sistema. La Natura-
leza se rige por principios variacionales.
Figura 4.5: Distribucio´n o´ptima de la carga (control) en el condensador.
Por otra parte, el potencial ele´ctrico se acumula en la regio´n central del sub-
dominio descrito por ω. De esta manera, va decreciendo a lo largo del diele´ctrico,
anula´ndose sobre la superficie del mismo, tal y como se impone en las condiciones
de contorno.
Finalmente, al imponer que el control sea positivo en las restricciones, no se
tiene el feno´meno natural de compensacio´n de los efectos de punta introduciendo
carga negativa. No obstante, la carga se encuentra acumulada en la parte central
de ω y es nula en las zonas en las que, en el caso sin restricciones, era negativa.
Es la mejor opcio´n posible con las restricciones impuestas.
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4.5. Otras experiencias nume´ricas
El mismo problema puede resolverse para encontrar el control o´ptimo de
una fuente de calor en una habitacio´n en la que deseamos que la temperatura,
cuando ha pasado un tiempo suficientemente largo como para poder considerar
estacionario el problema, se aproxime a una temperatura deseada sin que el
consumo de energ´ıa sea demasiado alto. Se modifican las cotas del conjunto de
controles admisibles para poder tener controles negativos.
Figura 4.6: Valores calculados del estado, estado adjunto y control en el o´ptimo
mediante algoritmo del gradiente con paso o´ptimo (a=0,2).
Se puede observar que, en el o´ptimo, la fuente (el control) suministra todo el
calor en la parte que esta´ en contacto directo con la habitacio´n, mientras que,
en su interior, lo extrae.
Figura 4.7: Distribucio´n o´ptima del control en la habitacio´n.
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Figura 4.8: Distribucio´n o´ptima de la temperatura en la habitacio´n.
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Cap´ıtulo 5
Un problema de control
o´ptimo para la EDP del
calor
Es de gran intere´s en F´ısica, Qu´ımica, Biolog´ıa, etc. la descripcio´n de la
evolucio´n temporal de feno´menos en los que se conoce la situacio´n del sistema
en un instante inicial, la ley que gobierna esta evolucio´n y, eventualmente, alguna
informacio´n adicional. Se considera una regio´n espacial Ω donde se encuentran
las part´ıculas de un medio y un intervalo temporal (0, T ). Ejemplos de este tipo
de problemas pueden encontrarse en [37], [39] y [24]. En este Cap´ıtulo se estudia
el problema siguiente:
PROBLEMA 5.1.
Minimizar J(u) :=
a
2
∫
Ω
|y(x, T )− yd(x)|2 dx+ b
2
∫∫
ω×(0,T )
|u|2 dx dt
Sujeto a: u ∈ Uad, (u, y) cumpliendo (5.1),
donde
Uad :=
{
u ∈ L2(ω × (0, T )) : u ≤ u(x) ≤ u¯ c.p.d ω × (0, T )}
y (5.1) es el siguiente problema de valores iniciales y de contorno para la
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EDP del calor:

yt −∆y = 1wu en Ω× (0, T ),
y = 0 sobre ∂Ω× (0, T ),
y(x, 0) = y0(x) en Ω.
(5.1)
Aqu´ı, suponemos que a, b > 0, yd ∈ L2(Ω), u¯, u ∈ [−∞,+∞] con u < u¯,
ω ⊂ Ω es un abierto no vac´ıo e y0 ∈ L2(Ω).
Obse´rvese que, en este caso, Uad es un convexo cerrado de L2(ω × (0, T ));
por otra parte, si u¯, u ∈ R, Uad es adema´s acotado.
En lo que sigue, mientras no se indique lo contrario, (·, ·) y ‖ · ‖ denotara´n
respectivamente el producto escalar y la norma en L2(Ω) (y tambie´n en L2(Ω)m).
5.1. Existencia de control o´ptimo
En el Cap´ıtulo 4 utilizamos el Teorema de Lax-Milgram para demostrar,
para cada control, la existencia y unicidad de un estado asociado, solucio´n de´bil
de un problema de contorno para una EDP el´ıptica. Existe un resultado que
puede jugar un papel ana´logo en el contexto de problemas de Cauchy asociados
a la EDP del calor como (5.1).
Supondremos dados
Dos espacios de Hilbert separables V y H (de normas y productos escalares
‖ · ‖V y (·, ·)V , ‖ · ‖H y (·, ·)H , respectivamente).
Una familia {a(t; ·, ·)}t∈[0,T ] de formas bilineales sobre V .
Los datos F ∈ L2((0, T );H) y u0 ∈ H.
Teorema 5.1 (Lions). Supongamos que
V ⊂ H, la inyeccio´n de V en H es continua y V es denso en H. (5.2)
Supongamos tambie´n que existen M,α > 0 (independientes de t) tales que
|a(t;u, v)| ≤M‖u‖V ‖v‖V ∀u, v ∈ V, c.p.d. en [0, T ], (5.3)
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y
|a(t; v, v)| ≥ α‖v‖2V ∀v ∈ V, c.p.d. en [0, T ]. (5.4)
Finalmente, supongamos que
t 7→ a(t;u, v) es medible ∀u, v ∈ V. (5.5)
Entonces existe una u´nica solucio´n del problema siguiente:

Hallar u ∈ L2(0, T ;V ) ∩ C0([0, T ];H) tal que
d
dt
(u, v)H + a(t;u, v) = (F (t), v)H ∀v ∈ V, c.p.d. en (0, T )
u(0) = u0
(5.6)
En el problema precedente, la derivada respecto de t debe ser interpretada
en el sentido de las distribuciones sobre (0, T ).
Una idea de la demostracio´n es la siguiente:
1. En primer lugar, consideramos una base ortogonal {w1, w2, . . . , wm, . . . }
de V . Las combinaciones lineales de las wj son densas en V y en H.
Para cada m ≥ 1, se considera el m-e´simo problema aproximado (llamado
’aproximacio´n de Galerkin’):
Hallar um ∈ L2(0, T ;Vm) con u′m ∈ L2(0, T ;Vm) tal que
(u
′
m, v)H + a(t;um, v) = (F (t), v)H ∀v ∈ Vm, c.p.d. en (0, T ),
um(0) = u0m.
(5.7)
Aqu´ı, Vm = [w
1, . . . , wm] (el espacio finito-dimensional generado por los
wj con 1 ≤ j ≤ m) y u0m es la proyeccio´n ortogonal de u0 sobre Vm.
No es dif´ıcil probar que, para cada m ≥ 1, existe una u´nica solucio´n de
(5.7) que verifica adema´s
1
2
d
dt
‖um‖2H + a(t;um, um) = (F (t), um)H c.p.d en (0, T ). (5.8)
2. Usando (5.8), es fa´cil deducir que um esta´ uniformemente acotada en
L2(0, T ;V ) y en L∞(0, T ;V ). En efecto, para todo ε > 0, tenemos que
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1
2
d
dt
‖um‖2H + α‖um‖2V ≤ ε‖um‖2H +
1
4ε
‖F (t)‖2H c.p.d en (0, T ),
de donde, integrando en (0, t), conseguimos
‖um(t)‖2H + α
∫ t
0
‖um‖2V ds ≤ C
(
‖u0‖2H + ‖F‖2L2(0,T ;H)
)
c.p.d en [0, T ].
3. Como L2(0, T ;V ) es un espacio de Hilbert y L∞(0, T ;H) se puede identifi-
car con el dual de L1(0, T ;H) (un espacio de Banach separable), podemos
extraer una subsucesio´n que verifica
uµ → u en L2(0, T ;V )− de´bil
uµ → u en L∞(0, T ;V )− de´bil*
Cuando µ → +∞. Es posible pasar al l´ımite en (5.7) escrito para m = µ
cuando v ∈
⋃
m≥1
Vm. En efecto, si ψ ∈ D([0,+∞)) y v ∈ Vm, tenemos que
−
∫ +∞
0
(uµ, ψ(t)v)H dt+
∫ +∞
0
a(t;uµ, ψ(t)v) dt
=
∫ +∞
0
(F (t), ψ(t)v)H dt+ (u0, ψ(0)v)H ∀µ > m.
Luego
−
∫ +∞
0
(u, ψ(t)v)H dt+
∫ +∞
0
a(t;u, ψ(t)v) dt
=
∫ +∞
0
(F (t), ψ(t)v)H dt+ (u0, ψ(0)v)H .
Eligiendo adecuadamente ψ y teniendo en cuenta que
⋃
m≥1
Vm es denso en
V , deducimos que u ∈ C0([0, T ];H) y verifica (5.6).
4. Si u y u˜ son dos soluciones de (5.6) e introducimos w := u − u˜, tenemos
que w ∈ L2(0, T ;V ) ∩ C0([0, T ];H) y
d
dt
(w, v)H + a(t;w,w) = 0 ∀v ∈ V c.p.d en (0, T ).
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Se deduce entonces que
1
2
d
dt
‖w‖2H + α‖w‖2V ≤ 0 c.p.d. en (0, T ),
de donde w(t) ≡ 0. Por tanto, la solucio´n de (5.6) es u´nica.
La demostracio´n completa puede encontrarse en [37].
Observacio´n 5.1. En lo que se refiere a la existencia de solucio´n, la hipo´tesis
(5.3) no es o´ptima y puede ser sustitu´ıda por la siguiente:
 ∃M ∈ L2(0, T ) con M ≥ 0 c.p.d. tal quea(t;u, v) ≤M(t)‖u‖V ‖v‖V ∀u, v ∈ V, c.p.d. en (0, T ). (5.9)
Sin embargo, en este caso, la unicidad de solucio´n de´bil es una cuestio´n
abierta. 
Observacio´n 5.2. Por otra parte, la hipo´tesis (5.4) puede ser relajada como
sigue:  ∃α, β > 0 tales quea(t; v, v) ≥ α‖v‖2V − β‖v‖2H |forallv ∈ V, c.p.d. en (0, T ).
El resultado continu´a siendo el mismo. 
A continuacio´n aplicamos el Teorema 5.1 al problema (5.1). Para ello, nece-
sitamos definir el concepto de solucio´n de´bil:
Definicio´n 5.1. Sea u ∈ L2(ω× (0, T )). Se dice que y es solucio´n de´bil de (5.1)
si
y ∈ L2(0, T ;H10 (Ω)) ∩ C0([0, T ];L2(Ω)),
d
dt
(y, z) + (∇y,∇z) =
∫
ω
v(x, t)z dx ∀z ∈ H10 (Ω), c.p.d. en (0, T ),
y(·, 0) = y0.
(5.10)
Lema 5.1. Dado el problema de Cauchy-Dirichlet (5.1), para todo v ∈ L2(ω ×
(0, T )), existe una u´nica solucio´n de´bil, y ∈ L2(0, T ;H10 (Ω))∩C0([0, T ];L2(Ω)).
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Adema´s, la aplicacio´n
S : L2(ω × (0, T )) 7→ L2(0, T ;H10 (Ω)) ∩ C0([0, T ];L2(Ω))
v 7→ y
(5.11)
es lineal y continua.
Demostracio´n 5.1.1. Podemos aplicar el Teorema 5.1 con H = L2(Ω) y V =
H10 (Ω), las formas bilineales (trivialmente continuas y coercivas en H
1
0 (Ω))
a(t;u, v) =
∫
Ω
∇u · ∇v dx ∀u, v ∈ H10 (Ω), ∀t ∈ [0, T ]
y
F (t) = v(·, t)1ω c.p.d. en (0, T ).
Esto muestra la existencia y unicidad de solucio´n de´bil de (5.1) para cada
v ∈ L2(ω × (0, T )) y que, por tanto, la aplicacio´n S esta´ bien definida.
La linealidad de S se deduce de manera inmediata del principio de superpo-
sicio´n, puesto que la EDP de estado es lineal.
Por otra parte, si en (5.1) escogemos z = y(·, t) para casi todo t ∈ (0, T ),
razonando como en la demostracio´n del Teorema 5.1, tenemos
1
2
∫
Ω
|y(x, t)|2 dx+
∫∫
Q
|∇y|2 dx dt
≤ 1
2
‖y0‖2L2(Ω) + C
∫∫
Q
|u|2 dx dt ∀t ∈ [0, T ].
(5.12)
Por tanto, tenemos que
‖y‖2L2(0,T ;H10 (Ω)) + ma´x[0,T ] ‖y(·, t)‖
2 ≤ C
(
‖y0‖2 + ‖v‖2L2(ω×(0,T ))
)
y esto muestra que S es lineal y continua. 
Lema 5.2. El funcional J : L2(ω × (0, T )) 7→ R dado por
J(u) :=
a
2
∫
Ω
|y(x, T )− yd(x)|2 dx+ b
2
∫∫
ω×(0,T )
|u|2 dx dt,
donde y es la solucio´n de´bil de (5.1), esta´ bien definido y es estrictamente con-
vexo y continuamente diferenciable.
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Demostracio´n 5.1.2. Se puede probar la convexidad estricta directamente,
comproba´ndose que, si u 6= v y α ∈ (0, 1), tenemos
J(αu+ (1− α)v) < αJ(u) + (1− α)J(v).
En efecto, J es la suma de la funcio´n convexa
v 7→ a
2
∫
Ω
|y − yd|2 dx
y la funcio´n estrictamente convexa
v 7→ b
2
∫∫
ω×(0,T )
|v|2 dx dt
Por otra parte, la continuidad, la diferenciabilidad y la continuidad de la de-
rivada se pueden demostrar por un argumento completamente ana´logo al usado
en el Cap´ıtulo 4 a partir del Lema 5.1. 
Proposicio´n 5.1. El problema (5,1) posee solucio´n u´nica, denominada control
o´ptimo.
La demostracio´n de este resultado es completamente ana´loga a la de la Pro-
posicio´n 1.1 del Cap´ıtulo 4.
5.2. Sistema de optimalidad
Teorema 5.2. Sea uˆ la solucio´n del problema (5,1) y sea yˆ el estado asocia-
do. Entonces existe pˆ tal que la terna (uˆ, yˆ, pˆ) satisface el siguiente sistema de
optimalidad:

yˆt −∆yˆ = uˆ1ω en Q,
yˆ = 0 sobre Σ,
yˆ(x, 0) = y0(x) en Ω,
(5.13)

−pˆt −∆pˆ = 0 en Q,
pˆ = 0 sobre Σ,
pˆ(x, T ) = yˆ(x, T )− yd en Ω,
(5.14)
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∫∫
ω×(0,T )
(apˆ+ buˆ)(u− uˆ) dx dt ≥ 0 ∀u ∈ Uad, uˆ ∈ Uad. (5.15)
Las desigualdades (5.15) equivalen a la identidad
uˆ = PUad
(
−a
b
pˆ|ω×(0,T )
)
, (5.16)
donde Pad : L2(ω × (0, T )) 7→ Uad es el operador de proyeccio´n ortogonal
habitual.
Demostracio´n 5.2.1. Como uˆ es la solucio´n del problema (5,1) y J : L2(ω ×
(0, T )) 7→ R es continuamente diferenciable, se tiene necesariamente que
(
J
′
(uˆ), u− uˆ
)
L2(ω×(0,T ))
≥ 0 ∀u ∈ Uad, uˆ ∈ Uad.
En primer lugar, calculemos J
′
(uˆ). Para ello, pongamos que
(
J
′
(u), v
)
L2(ω×(0,T ))
= l´ım
ε→0
1
ε
(J(u+ εv)− J(u)) ∀u, v ∈ Uad.
Si llamamos zε al estado asociado a u+ εv, tenemos que
J(u+ εv) =
a
2
∫
Ω
|zε − yd|2 dx+ b
2
∫∫
ω×(0,T )
|u+ εv|2 dx dt.
Como la EDP de estado es lineal, es inmediato que zε = y + εz, donde y (resp.
z) es el estado asociado a u (resp. v). Es decir, z es la u´nica solucio´n de´bil del
problema siguiente:

zt −∆z = 1wv en Ω× (0, T ),
z = 0 sobre ∂Ω× (0, T ),
z(x, 0) = 0 en Ω.
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Tenemos as´ı que
1
ε
(J(u+ εv)− J(u)) = ε
(
a
2
∫
Ω
|z(x, T )|2 dx+ b
2
∫∫
ω×(0,T )
|v|2 dx dt
)
+a
∫
Ω
(y(x, T )− yd(x))z(x, T ) dx+ b
∫∫
ω×(0,T )
uv dx dt
y, tomando l´ımite cuando ε→ 0, obtenemos que
(
J
′
(u), v
)
L2(ω×(0,T ))
= a
∫
Ω
(y(x, T )− yd)z(x, T ) dx+ b
∫∫
ω×(0,T )
uv dx dt.
(5.17)
Para tener una expresio´n expl´ıcita de la derivada de J , introducimos una
nueva funcio´n p, denominada estado adjunto a u. Por definicio´n, p es la u´nica
solucio´n de´bil del problema
−pt −∆p = 0 en Q,
p = 0 sobre Σ,
p(x, T ) = y(x, T )− yd en Ω.
(5.18)
No´tese que (5.18) posee exactamente la misma estructura que (5.1) tras el
cambio de variables t 7→ T − t. Por tanto, posee una u´nica solucio´n de´bil y p
esta´ definida sin ambigu¨edad.
Se tiene as´ı que
∫
Ω
(y(x, T )− yd)z(x, T ) dx =
∫
Ω
p(x, T )z(x, T ) dx.
Por otra parte, si ponemos h(t) := (p(·, t), z(·, t)) para cada t ∈ [0, T ], resulta
que
h(T ) = h(0) +
∫ T
0
h′(t) dt =
∫∫
Q
(ptz + pzt) dx dt.
Sustituyendo pt y zt por lo que valen, integrando por partes y aplicando las
condiciones homoge´neas de tipo Dirichlet para z y p se tiene que
∫
Ω
(y(x, T )− yd)z(x, T ) dx =
∫∫
ω×(0,T )
pv dx dt.
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Sustituimos en (5.17) y tenemos la expresio´n expl´ıcita de la derivada:
J
′
(uˆ) = apˆ|ω×(0,T ) + buˆ
y, en el o´ptimo,
∫∫
ω×(0,T )
(apˆ+ buˆ)(u− uˆ) dx dt ≥ 0 ∀u ∈ Uad, uˆ ∈ Uad. (5.19)
Aplicando el Teorema de la Proyeccio´n, sabemos que la solucio´n de (5.19) existe,
es u´nica y esta´ caracterizada por verificar
uˆ = PUad
(
−a
b
p|ω×(0,T )
)
.
Esto termina la demostracio´n.

5.3. Obtencio´n nume´rica del control o´ptimo
Se utilizara´ el Software de resolucio´n nume´rica de EDPs FreeFem++ para
calcular una solucio´n aproximada del problema (5.1) a partir del sistema de
optimalidad del Teorema 5.2.
Tenemos que resolver ecuaciones de evolucio´n, por lo que, antes de aplicar el
me´todo de los elementos finitos, sera´ necesaria una primera etapa de aproxima-
cio´n en tiempo. Por simplicidad, aplicaremos el esquema de Euler. De este modo,
la tarea queda reducida a resolver un nu´mero finito de problemas estacionarios
que pueden ser fa´cilmente aproximados con te´cnicas de elementos finitos.
Etapa 1: Aproximacio´n temporal.
Fijemos un entero NT ≥ 1, el paso del tiempo τ = T
NT
y la particio´n de [0, T ]
dada por {0 = t0 < t1 < · · · < tNT }, donde tm := mτ para m = 0, 1, · · · , NT .
En esta primera etapa, el objetivo consiste en hallar aproximaciones y0, y1, . . .
y p0, p1, . . . respectivamente de las y(·, t0), y(·, t1), . . . p(·, t0), p(·, t1), . . . con la
finalidad de proyectar y obtener as´ı el control o´ptimo.
En primer lugar, tomamos simplemente y0 = y0, evaluamos y(·, t) en los
distintos ti y aproximamos las derivadas temporales por cocientes incrementales.
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Se obtienen as´ı los siguientes problemas estacionarios:

ym+1 − ym
τ
−∆ym+1 = um+11ω, x ∈ Ω
ym+1(x) = 0, x ∈ ∂Ω,
y0 = y0(x), x ∈ Ω
(5.20)
para m = 0, 1, . . . , N − 1 y

−p
m+1 − pm
τ
−∆pm = 0 x ∈ Ω,
pm(x) = 0, x ∈ ∂Ω,
pN = yN (x)− yd(x), x ∈ Ω,
(5.21)
para m = N − 1, N − 2, . . . , 0. Aqu´ı, um+1 es, para cada m, una aproximacio´n
de u en el tiempo tm+1. Por ejemplo, podemos tomar
um+1 =
1
τ
∫ tm+1
tm
u(·, t) dt.
Etapa 2: Aproximacio´n espacial.
Pongamos α =
1
τ
. Podemos rescribir (5.20) y (5.21) de la manera siguiente:

αym+1 −∆ym+1 = αym + um+11ω, x ∈ Ω
ym+1(x) = 0, x ∈ ∂Ω
y0(x) = y0(x), x ∈ Ω,
(5.22)

αpm −∆pm = αpm+1, x ∈ Ω
pm+1(x) = 0, x ∈ ∂Ω
pN = yN (x)− yd(x), x ∈ Ω.
(5.23)
Si τ es suficientemente pequen˜o, tenemos que cada uno de estos problemas tiene
solucio´n de´bil u´nica, gracias al Teorema de Lax-Milgram. Las formulaciones
de´biles de (5.20) y (5.21) vienen dadas por

∫
Ω
αym+1v dx+
∫
Ω
∇ym+1 · ∇v dx =
∫
Ω
αym(x)v dx+
∫
ω
um+1(x)v dx
∀v ∈ H10 (Ω), ym+1 ∈ H10 (Ω)
y0(x) = y0(x), x ∈ Ω,
(5.24)
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
∫
Ω
αpmv dx+
∫
Ω
∇pm · ∇v dx =
∫
Ω
αpm−1(x)v dx
∀v ∈ H10 (Ω), pm ∈ H10 (Ω),
pN = yN (x)− yd(x), x ∈ Ω.
(5.25)
El ca´lculo exacto de las soluciones de (5.24) y (5.25) es inabordable. Por
tanto, es necesario resolver problemas aproximados.
La aproximacio´n ma´s natural se consigue considerando problemas ana´logos
a (5.24) y (5.25) donde el espacio H10 (Ω) es sustituido por un subespacio Vh ⊂
H10 (Ω) de dimensio´n finita: Hallar y
m+1
h ∈ Vh tal que
ay(y
m+1
h , vh) = L
m
y (vh) ∀vh ∈ Vh,
(5.26)
 Hallar pmh ∈ Vh tal queap(pmh , vh) = Lmp (vh) ∀vh ∈ Vh, (5.27)
donde
ay(y, v) :=
∫
Ω
αyv dx+
∫
Ω
∇y · ∇v dx ∀y, v ∈ H10 (Ω),
Lmy (v) :=
∫
Ω
αymv dx+
∫
ω
um+1v dx ∀v ∈ H10 (Ω),
ap(p, v) :=
∫
Ω
αpv dx+
∫
Ω
∇p · ∇v dx ∀p, v ∈ H10 (Ω),
Lmp (v) :=
∫
Ω
αpm+1v(x) dx ∀v ∈ H10 (Ω).
La existencia y unicidad de solucio´n de (5.26) y (5.27), son de nuevo conse-
cuencias del Teorema de Lax-Milgram aplicado al nuevo espacio Vh y las restric-
ciones a este espacio de las formas bilineales ay(·, ·) y ap(·, ·) y las formas lineales
Lmy y L
m
p . La continuidad y coercividad de ay(·, ·) y ap(·, ·) y la continuidad de
Lmy y L
m
p son inmediatas.
Por tanto, a cada u ∈ L2(ω× (0, T )) se puede asociar un estado aproximado
yh,τ y un estado adjunto aproximado de ph,τ . Las funciones yh,τ y ph,τ se definen
a partir de las soluciones de los problemas (5.26) y (5.27) como sigue:
yh,τ , ph,τ : [0, T ] 7→ Vh son continuas y afines en cada [tm, tm+1].
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yh,τ (t
m) = ymh y ph,τ (t
m) = pmh para m = 0, 1, . . . , N .
Para definir los espacios Vh utilizamos triangulaciones. Es decir, familias Th
de tria´ngulos cerrados (si N = 2) o tetraedros cerrados (si N = 3) que cumplen
lo siguiente:
Ω =
⋃
T∈Th
T .
Dados T, T ′ ∈ Th tales que T 6= T ′ entonces T ∩ T ′ es una cara, lado o
ve´rtice comu´n o el conjunto vac´ıo.
Pongamos
Wh = {zh ∈ C0(Ω) : zh|T ∈ P1(T ) ∀T ∈ Th}.
Entonces Wh es un espacio vectorial que verifica:
1. dimWh = nAˆ
o de ve´rtices de Th.
2. Wh ⊂ H1(Ω).
Por tanto, podemos definir Vh = Wh ∩H10 (Ω). As´ı, Vh es un subespacio de
H10 (Ω) de dimensio´n finita igual al nu´mero de ve´rtices de Th que pertenecen
a Ω. Llamamos elemento finito de tipo P1-Lagrange a la terna {T,P(T ),ΣT }.
Donde T ∈ Th, P1(T ) es el espacio vectorial de dimensio´n N + 1 formado por
las funciones polino´micas p : T 7→ R de grado menor o igual que 1 y ΣT =
{a1T , . . . , aNT } es el conjunto de los ve´rtices de T .
Fijado el control u ∈ L2(ω × (0, T )), tenemos el resultado de convergencia
siguiente para los estados y estados adjuntos asociados, que enunciaremos sin
demostracio´n (ve´ase por ejemplo [4] para los detalles).
Sea {Th}h>0 una familia regular de triangulaciones, es decir, tal que si δ(T )
y ρ(T ) denotan respectivamente el dia´metro y el grosor del tria´ngulo o tetraedro
T , se tiene:
1. ma´x
T∈Th
δ(T )→ 0 cuando h→ 0.
2. ∃C > 0 tal que δ(T )
ρ(T )
≤ C ∀T ∈ Th, ∀h.
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Entonces los estados aproximados asociados a u, τ y Vh convergen hacia el
estado asociado a u en el sentido siguiente:
yh,τ → y en L2(ω × (0, T ))-fuerte cuando h, τ → 0.
Lo mismo puede decirse sobre la convergencia de los estados adjuntos apro-
ximados phτ hacia el estado adjunto p.
En la pra´ctica, consideramos controles uh,τ del mismo tipo que los yh,τ y
ph,τ . El problema aproximado de control o´ptimo consistira´ en minimizar
a
2
∫
Ω
|yh,τ (x, T )− yd(x)|2 dx+ b
2
∫∫
ω×(0,T )
|uh,τ |2 dx dt
Sujeto a que uh,τ : [0, T ] 7→ Vh es continua y af´ın en cada [tm, tm+1], uh,τ = 0
fuera de ω × (0, T ) e yh,τ es el estado aproximado asociado a uh,τ , τ y Vh.
En la seccio´n siguiente, presentamos algunas experiencias nume´ricas.
5.4. Resultados nume´ricos
Los valores usados para las constantes son : u = 0, u = 100 (cotas de los
controles admisibles); T = 10; a y b = 1 − a, que se escogera´n entre 0 y 1
de la manera ma´s adecuada en cada algoritmo, atendiendo a la convergencia.
Adema´s, definimos:
Ω = {(x, y) ∈ R2 : x2 + y2 ≤ 5},
ω = {(x, y) ∈ R2 : 1 ≤ x ≤ 2, 3 ≤ y ≤ 6},
yd(x, y) = x
2 − y2 ∀(x, y) ∈ Ω.
Se comienza con el algoritmo de punto fijo. Inicializamos con un valor de
u igual a 0 y se resuelven de manera sucesiva los sistemas de estado y ad-
junto en su formulacio´n de´bil, triangularizando Ω y escogiendo un espacio de
elementos finitos de Lagrange del tipo P1, es decir, de funciones continuas en
Ω y lineales a trozos en cada elemento del mallado. Conocidos el estado y el
adjunto, se actualizan los valores del control. Realizamos este proceso de ma-
nera iterativa hasta alcanzar convergencia con un nivel de tolerancia prefijado
de ‖un − un−1‖L2(ω) < 10−5. Realizamos este algoritmo para cada instante t
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usando el me´todo de Euler.
Figura 5.1: Valores calculados del estado, estado adjunto y control en el o´ptimo
mediante algoritmo de punto fijo (a=0,5).
5.5. Otras experiencias nume´ricas
El mismo problema puede resolverse para encontrar el control o´ptimo de
una fuente de calor en una habitacio´n en la que deseamos que la temperatura se
aproxime a una deseada con el menor coste energe´tico posible. En el Cap´ıtulo
4 vimos el caso estacionario. En este, se considera la evolucio´n temporal de la
temperatura del sistema y de la fuente.
Figura 5.2: Valores calculados del estado, estado adjunto y control en el o´ptimo
mediante algoritmo del gradiente con paso o´ptimo (a=0,2).
En el instante final, el control toma valores negativos. Esto quiere decir que
inicialmente se suministro´ calor hasta superar la temperatura objetivo, por lo
que se tuvo que extraer calor en los instantes finales.
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Figura 5.3: Distribucio´n o´ptima del control en la habitacio´n.
Figura 5.4: Distribucio´n o´ptima de la temperatura en la habitacio´n.
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Un problema de control
bi-objetivo
6.1. Introduccio´n
Un problema recurrente en todos los campos de trabajo es la toma de deci-
siones y la bu´squeda de compromisos que, en la medida de lo posible, permitan
la consecucio´n de un objetivo de manera o´ptima. La dificultad reside en la exis-
tencia de conflicto entre los objetivos o metas. El abanico de problemas que
podemos resolver va desde el disen˜o de transbordadores espaciales, puentes, ro-
bots o lentes para ca´maras fotogra´ficas hasta la planificacio´n de sistemas de
produccio´n o la gestio´n de la polucio´n en control medioambiental.
La resolucio´n de problemas con objetivos al menos parcialmente enfrentados,
habitualmente requiere el empleo de una regla de toma de decisio´n o de seleccio´n
entre las soluciones alternativas.
Debido a la independencia que tienen las funciones objetivo entre s´ı, no es
posible encontrar una u´nica solucio´n que sea o´ptima para todas ellas simulta´nea-
mente. Los problemas de optimizacio´n multiobjetivo esta´n, en este sentido, mal
definidos. No hay un orden natural en el espacio de los objetivos (imagen de la
regio´n factible mediante la funcio´n objetivo) porque esta´ parcialmente ordena-
do. No obstante, hay un tipo de vectores del espacio de los objetivos que tienen
un intere´s significativo. Dichos vectores son aquellos para los cuales ninguna
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de sus componentes puede ser mejorada sin perjudicar alguna de las restantes.
Edgeworth presento´ esta definicio´n en 1881. Sin embargo, este concepto es ma´s
conocido en la literatura como equilibrio u optimalidad de Pareto debido a que
fue el economista y socio´logo Vilfredo Pareto, quien lo desarrollo´ posteriormente
en 1896. Ve´ase [41] para saber ma´s.
Existen otro tipo de estrategias que no abordaremos aqu´ı. Un ejemplo es lo
que se denomina equilibrio de Nash. Fue definido por John Forbes Nash en su
tesis doctoral (1951). Gracias a la utilidad en gran cantidad de aplicaciones de
su trabajo, recibio´ el premio Abel y el premio Nobel de economı´a.
Este concepto tiene origen en la teor´ıa de juegos y se trata de una estra-
tegia no cooperativa. Un equilibrio de Nash es una situacio´n en la cual todos
los jugadores han puesto en pra´ctica, y saben que lo han hecho, una estrategia
que maximiza sus ganancias dadas las estrategias de los otros. Consecuente-
mente, ningu´n jugador tiene ningu´n incentivo para modificar individualmente
su estrategia.
Figura 6.1: Regio´n factible (S) y frontera de Pareto en el espacio de los objetivos
(Z).
6.2. Problema de control biobjetivo
Sea Ω una regio´n no vac´ıa de Rm. Consideremos los funcionales de coste
siguientes:
Ji(u) :=
ai
2
∫
Oi
|y − yid|2 dx+ µ
2
∫
ω
|u|2 dx, ∀u ∈ L2(ω), i = 1, 2. (6.1)
Aqu´ı, suponemos que a1, a2, µ > 0, yid ∈ L2(Oi) y ω,Oi ⊂ Ω son abiertos
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no vac´ıos.  −∆y = 1ωu en Ω,y = 0 sobre ∂Ω. (6.2)
PROBLEMA 6.1. Minimizar {J1(u), J2(u)}Sujeto a: u ∈ L2(ω), (u, y) cumpliendo (6.2).
Definicio´n 6.1. Una funcio´n u∗ ∈ L2(ω) es un o´ptimo de Pareto del problema
6,1 si no existe ningu´n otro u ∈ L2(ω) tal que
J1(u) ≤ J1(u∗) y J2(u) < J2(u∗) (6.3)
o viceversa.
Se pueden encontrar problemas similares en [6].
6.3. Existencia de o´ptimos de Pareto
Teorema 6.1. El Problema 6,1 posee una familia uniparame´trica de equilibrios
de Pareto.
Demostracio´n 6.3.1. Definimos el funcional
Jα(u) := αJ1(u) + (1− α)J2(u) ∀u ∈ L2(ω), ∀α ∈ (0, 1). (6.4)
Fijado α ∈ (0, 1), el problema Minimizar Jα(u)Sujeto a: u ∈ L2(ω), (u, y) cumpliendo (6.2), (6.5)
tiene un u´nico control o´ptimo que llamamos uα ∈ L2(ω). En el Cap´ıtulo 4 de-
mostramos que cada Ji es continua y estrictamente convexa. La combinacio´n
convexa de funciones estrictamente convexas y continuas preserva estas propie-
dades. Adema´s, L2(ω) es convexo y cerrado y toda sucesio´n {unα} esta´ acotada
en L2(ω). De aqu´ı se deduce la existencia y unicidad del mismo.
101
Cap´ıtulo 6. Un problema de control bi-objetivo
Adema´s, para cada α ∈ (0, 1), uα es un equilibrio de Pareto. En efecto, razo-
nando por reduccio´n al absurdo, supo´ngase que existe u¯ ∈ L2(ω) satisfaciendo
que
J1(u¯) ≤ J1(uα) y J2(u¯) < J2(uα) ∀α ∈ (0, 1). (6.6)
Entonces,
αJ1(u¯) + (1− α)J2(u¯) < Jα(uα) ∀α ∈ (0, 1), (6.7)
lo cual es absurdo.
Observacio´n 6.1. Si u es equilibrio de Pareto, existe α ∈ [0, 1] tal que u = uα
(el u´nico mı´nimo de 6.5). Esto es consecuencia de lo que sigue.

6.4. Sistema de optimalidad
En primer lugar, se enuncia sin demostrar un resultado cla´sico de optimi-
zacio´n no lineal convexa. La prueba de este resultado puede encontrarse, por
ejemplo, en [13].
Teorema 6.2 (Condicio´n suficiente de optimalidad de Karush-Kuhn-Tucker).
Una condicio´n suficiente para que un punto uˆ ∈ L2(ω) sea solucio´n del problema Minimizar J1(u)Sujeto a u ∈ L2(ω), J2(u) ≤ β (6.8)
es que existe un multiplicador µ ≥ 0 tal que
1. J ′1(uˆ) + µJ
′
2(uˆ) = 0
2. µ(J ′2(uˆ)− β) = 0
Teorema 6.3. Sea uˆ un o´ptimo de Pareto del problema 6,1 y sea yˆ el estado
asociado. Entonces existen α ∈ [0, 1] y pˆ tales que la terna (uˆ, yˆ, pˆ) satisface el
siguiente sistema de optimalidad:
 −∆yˆ = uˆ1ω en Ω,yˆ = 0 sobre ∂Ω, (6.9)
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 −∆pˆ = αa1(y − y1d)1O1 + (1− α)a2(y − y2d)1O2 en Ω,pˆ = 0 sobre ∂Ω, (6.10)
uˆ = − 1
µ
pˆ|ω. (6.11)
Demostracio´n 6.4.1. Gracias al Teorema 6.2, sabemos que
∃µ ≥ 0 tal que J ′1(uˆ) + µJ ′2(uˆ) = 0 (porque uˆ es solucio´n de (6.8) con
β = J2(uˆ).
∃ξ ≥ 0 tal que J ′1(uˆ) + ξJ ′2(uˆ) = 0 (por el mismo motivo, intercambiando
J1 con J2).
Si µ = 0, entonces J ′1(uˆ) = 0 y J
′
2(uˆ) = 0. Luego
αJ ′1(uˆ) + (1− α)J ′2(uˆ) = 0 (6.12)
para todo α. En caso contrario, tenemos de nuevo (6.12) para α =
1
1 + µ
.
Obse´rvese que (6.12) equivale a decir que uˆ minimiza Jα.
En el Cap´ıtulo 4 se calcularon estas derivadas. En efecto,
(
J
′
i (u), w
)
L2(ω)
= ai
∫
Oi
(y − yid)z dx+ µ
∫
ω
uw dx, i = 1, 2, (6.13)
donde z es la solucio´n del siguiente problema: −∆z = w1ω en Ω,z = 0 sobre ∂Ω. (6.14)
Para tener una expresio´n expl´ıcita de la derivada de Ji, introducimos una
nueva funcio´n pi. Por definicio´n, pi es la u´nica solucio´n de´bil del problema −∆pi = ai(y − yid)1Oi en Ω,pi = 0 sobre ∂Ω. (6.15)
Se tiene as´ı que
J
′
i (u) = pi|ω + µu.
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Sustituyendo en (6.12),
(
αJ
′
1(uˆ) + (1− α)J
′
2(uˆ), w
)
L2(ω)
= µ
∫
ω
(pˆ+ µuˆ)w dx = 0,
∀w ∈ L2(ω), uˆ ∈ L2(ω).
(6.16)
Como consecuencia,
uˆ = − 1
µ
pˆ|ω. (6.17)
En (6.16), pˆ = αpˆ1 + (1 − α)pˆ2 que, como consecuencia de la linealidad de
(6.15), es la u´nica solucio´n de´bil de (6.10) y se denomina estado adjunto asociado
a uˆ.
6.5. Obtencio´n nume´rica del equilibrio de Pare-
to
Utilizando FreeFem++, se calculara´, de manera aproximada, un o´ptimo de
Pareto del problema 6.1 a partir del sistema de optimalidad del Teorema 6.3
mediante el me´todo de los elementos finitos. Se empleara´n tres algoritmos dife-
rentes para ello: Punto Fijo, Gradiente con Paso O´ptimo y Gradiente Conjugado
con Paso O´ptimo.
6.5.1. Algoritmo de Punto Fijo
Utilizamos el me´todo de punto fijo para la resolucio´n del problema. El algo-
ritmo es el siguiente:
ALG 1:
Elegir u0 ∈ L2(ω), α ∈ (0, 1).
Despue´s, para n ≥ 0 y un ∈ L2(ω) dados, calcular sucesivamente yn, pn y
un+1 como sigue:  −∆yn = un1ω en Ω,yn = 0 sobre ∂Ω, (6.18)
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 −∆pn = a1α(yn − y1d)1O1 + a2(1− α)(yn − y2d)1O2 en Ω,pn = 0 sobre ∂Ω,
(6.19)
un+1 = − 1
µ
pn |ω . (6.20)
Teorema 6.4. Sea u0 ∈ Uad un control admisible arbitrario. Existe 0(Ω) > 0
tal que, si 0 <
αa1 + (1− α)a2
µ
≤ 0(Ω), la sucesio´n {un} generada por el
algoritmo de punto fijo converge cuando n→ +∞ hacia uˆα.
Una demostracio´n ana´loga a la de este resultado puede encontrarse en el
Cap´ıtulo 4.
6.5.2. Algoritmos de tipo gradiente
Comenzamos con el algoritmo del gradiente con paso o´ptimo. Aplicado al
problema es
ALG 2:
Elegir u0 ∈ L2(ω) y α ∈ (0, 1).
Despue´s, para n ≥ 0 y un ∈ L2(ω) dados, calcular sucesivamente yn, pn,
dn (el gradiente de J en un), ρn (el paso o´ptimo) y un+1 como sigue: −∆yn = un1ω en Ω,yn = 0 sobre ∂Ω, (6.21)
 −∆pn = a1α(yn − y1d)1O1 + a2(1− α)(yn − y2d)1O2 en Ω,pn = 0 sobre ∂Ω,
(6.22)
dn = pn |ω +µun,
ρn solucio´n de
 Minimizar Jα(un − ρdn)Sujeto a: ρ ≥ 0, (6.23)
un+1 = un − ρndn. (6.24)
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Vemos entonces que en cada etapa la tarea se reduce a resolver dos problemas
el´ıpticos (6.21) y (6.22) y un problema extremal unidimensional (6.23).
No´tese que, para dn 6= 0, (6.23) posee solucio´n u´nica. En efecto, la funcio´n
ρ 7→ J(un − ρdn) es cuadra´tica y estrictamente convexa. Adema´s, se puede
calcular de manera exacta. Se tiene as´ı que:
ρn =
‖dn‖2L2(ω)
a1α‖wn‖2L2(O1) + a2(1− α)‖wn‖2L2(O2) + ‖dn‖2L2(ω)
, (6.25)
donde w es el estado asociado a la direccio´n d.
Teorema 6.5. Supongamos que µ > 0 y Uad = L2(ω). Sea uˆα una solucio´n del
problema 6.1 y sea u0 ∈ Uad un control admisible arbitrario. Entonces la sucesio´n
{un} generada por ALG2 converge en L2(ω) hacia uˆ cuando n→ +∞.
La demostracio´n se encuentra en el Cap´ıtulo 4.
Por u´ltimo, se hace uso del me´todo del gradiente conjugado. El algoritmo
resultante es el siguiente:
ALG 3:
Elegir u0 ∈ L2(ω) y α ∈ (0, 1).
Para u0 ∈ Uad, α ∈ (0, 1) dados, calcular sucesivamente y0, p0, g0 (el
gradiente de J en u0), d0 = g0, ρ0 (el paso o´ptimo) y u1 como sigue: −∆y0 = u01ω en Ω,y0 = 0 sobre ∂Ω,
 −∆p0 = a1α(y0 − y1d)1O1 + a2(1− α)(y0 − y2d)1O2 en Ω,p0 = 0 sobre ∂Ω,
(6.26)
g0 = p0 |ω +µu0, d0 = g0,
ρ0 solucio´n de
 Minimizar Jα(u0 − ρd0)Sujeto a: ρ ≥ 0,
u1 = u0 − ρ0d0.
Despue´s, para n ≥ 1 y un ∈ Uad y gn−1, dn−1 ∈ L2(ω) dados, calcular
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sucesivamente yn, pn y gn (el gradiente de J en un), γn, dn, ρn (el paso
o´ptimo) y un+1 como sigue: −∆yn = un1ω en Ω,yn = 0 sobre ∂Ω, (6.27)
 −∆pn = a1α(yn − y1d)1O1 + a2(1− α)(yn − y2d)1O2 en Ω,pn = 0 sobre ∂Ω,
(6.28)
gn = pn |ω +µun,
γn =
‖gn‖2L2(ω)
‖gn−1‖2L2(ω)
, dn = gn + γndn−1,
ρn solucio´n de
 Minimizar J(un − ρdn)Sujeto a: ρ ≥ 0, (6.29)
un+1 = un − ρndn. (6.30)
Enunciaremos a continuacio´n sin demostracio´n un resultado de convergencia
para ALG 3. Para la prueba ve´ase por ejemplo [Polak].
Teorema 6.6. Supongamos que µ > 0 y Uad = L2(ω). Sea uˆα una solucio´n del
problema 6.1 y sea u0 ∈ Uad un control admisible arbitrario. Supongamos que
existe β > 0 tal que
(J ′α(u
n), dn)L2(ω) ≥ β‖J ′α(un)‖L2(ω)‖dn‖L2(ω) ∀n ≥ 0. (6.31)
Entonces la sucesio´n {un} generada por ALG 3 converge en L2(ω) cuando
n→ +∞ hacia uˆα.
En realidad la condicio´n (6.31), llamada condicio´n de Polak, puede ser
debilitada considerablemente: bastar´ıa tener
(J ′α(u
n), dn)L2(ω) ≥ βn‖J ′α(un)‖L2(ω)‖dn‖L2(ω)
para algunos βn > 0 que verifiquen
∑
n≥0
β2n = +∞ (condicio´n de Zoutendijk).
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6.6. Resultados nume´ricos
Volvemos al problema de la climatizacio´n de una sala tras el paso de un
largo tiempo (suficiente para considerar el problema como estacionario). En
esta ocasio´n, el objetivo es obtener una distribucio´n de temperaturas distintas
y constantes en cada mitad de la habitacio´n. La temperatura objetivo ahora es
Figura 6.2: Distribucio´n de temperaturas deseada.
Se trata, por lo tanto, de un problema de control o´ptimo biobjetivo para el
cual queremos calcular un o´ptimo de Pareto. Para ello, escogemos por ejemplo
α = 0, 2, a1 = 0, 99 y a2 = 0, 99. Se tienen as´ı los siguientes resultados:
Figura 6.3: Valores calculados del estado, estado adjunto y control en el o´ptimo
de Pareto mediante algoritmo del gradiente conjugado con paso o´ptimo.
Se puede observar que el calor se suministra de manera asime´trica, como cabe
esperar dado que la distribucio´n de temperaturas deseada lo es. Observamos
que, dependiendo del valor que le demos a α estaremos incidiendo ma´s en la
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consecucio´n de un objetivo o de otro.
Figura 6.4: Distribucio´n o´ptima del control en la habitacio´n.
Figura 6.5: Distribucio´n o´ptima de la temperatura en la habitacio´n.
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