I. INTRODUCTION
Accurate atomic data such as energy levels and oscillator strengths are needed in the analysis of solar and stellar spectra with regard to the understanding of nucleosynthesis and atmospheric processes. In the hot chemically peculiar stars, characterized by the effective temperature range T eff ϭ8000 to 13 000 K, the doubly ionized ions are typically the dominant ionization stage for the lanthanide elements. However, the lines used for identification and abundance determination are usually from the second spectrum, the reason in part being the scarce availability of reliable atomic data for the third spectrum. This condition has motivated several theoretical studies, for example the recent publications on Er III ͓1͔, Ce III ͓2,3͔, and Nd III ͓4͔. Experimental oscillator strengths are required to check the theoretical approaches, and they can be determined by combining measurements of the radiative lifetime with relative intensities of lines originating from a given energy level.
The most reliable lifetime measurements are performed with techniques employing a selective excitation of the level to be investigated, for example using a tunable laser. However, few experimental results for doubly ionized ions using such techniques are available in the literature. The reason lies in the existence of considerable practical difficulties. First, it is difficult to produce doubly charged ions in common beam sources like thermo-ovens or hollow cathodes. Second, the level lifetimes of the third spectrum are often very short ͑1 or 2 ns͒, which means that a fast excitation and detection system is needed to perform an accurate measurement. Third, using photoexcitation, the wavelengths often fall in the ultraviolet ͑UV͒ or vacuum-ultraviolet ͑VUV͒ regions.
At the Lund Laser Center VUV laboratory ͓5͔, we have recently greatly extended the possibilities for lifetime measurements with the time-resolved laser-induced fluorescence ͑LIF͒ method ͓6,7͔. A laser-produced plasma is used as an efficient source of multicharged ions. Stimulated Brillouin scattering ͑SBS͒ is employed to compress the 8-ns laser pulses from a commercial laser system to 1 ns. Combined with a fast detection system, lifetimes as short as 1 ns can be readily measured with an uncertainty around 10%. The recently published lifetime measurements on La III ͓8͔ are believed to constitute the first lifetime results of doubly ionized lanthanide ions using selective laser excitation and a cascade-free detection method. Following that, the laser spectroscopic lifetime measurements on Lu III ͓9͔ and Eu III ͓10͔ were also performed. For the joint purpose of providing data for testing theoretical calculations as well as application to astrophysics, in particular for stellar elemental abundance analyses, systematic investigations on radiative lifetimes of doubly charged lanthanide elements are being undertaken.
Previously In the present work, natural lifetimes were measured by time-resolved observation of laser-induced fluorescence. Free Ce, Ce ϩ , and Ce ϩϩ particles were obtained in a laserproduced plasma. Lifetimes have been measured for eight levels of singly ionized cerium, for which the transitions to lower levels constitute detectable lines in the solar spectrum. Lifetimes of nine levels of doubly ionized cerium have also been measured which, in addition to the interest to astrophysics, provide an effective check on the theoretical calculations from which larger amounts of data may be produced.
II. EXPERIMENTAL SETUP
The experimental setup is shown in Fig. 1 . The 532-nm beam of 8-ns pulses from a seeder injected Nd:YAG ͑yttrium aluminum garnet͒ laser ͑Continuum NY-82͒ was compressed to 1 ns with a SBS compressor ͑a detailed description of this technique can be found in Ref. ͓6͔͒. A dye laser ͑Continuum Nd-60͒ operated on DCM dye was pumped with this beam. The output from the dye laser is tunable from 615 to 660 nm, with a pulse energy of 10-20 mJ and a pulse duration of about 1 ns. To obtain the tunable UV radiation ͑210-450 nm͒, different nonlinear processes have been adopted. The second harmonic ͑2͒ was produced by frequency doubling in KDP; the third harmonic ͑3͒ was produced by frequency mixing of the second harmonic with the fundamental frequency in BBO. The Stoke ͑S͒ and anti-Stoke components ͑AS͒ of Raman shifting were generated in a H 2 gas cell. The schemes employed for the different levels are indicated in Table I. A separate Nd:YAG laser ͑Continuum Surelite͒, which provided 532 nm, 10-ns pulses of roughly 5-mJ pulse energy, was used to perform ablation. This laser beam was focused perpendicularly onto a rotating metallic cerium target in the vacuum chamber. Free cerium atoms and singly and doubly charged ions were produced in the laser-induced plasma. The excitation laser beam was directed through the plasma about 5-10 mm above the ablation spot. Synchronization of all Nd:YAG lasers was achieved by external triggering from Standford Research Systems model 535 digital delay generator, which enabled a free variation of the delay time between the ablation pulse and the excitation pulse.
Laser-induced fluorescence from the selected upper levels was collected by a fused-silica lens, appropriately filtered by a 1 8 -m monochromator ͑resolution 6.4-nm/mm͒, and finally detected by a Hamamatsu 1564U microchannel-plate ͑MCP͒ photomultiplier tube ͑200-ps rise time͒. The data acquisition was performed by a digital transient recorder ͑Tektronix Model No. DSA 602͒ which has a 1-GHz bandwidth and was working either in real-time with a 2 GSamples/s sampling rate or in interleaved triggering with 5 GSamples/s sampling rate depending on the measured lifetime values. The averaged time-resolved fluorescence decay curves were transferred to a personal computer and lifetime evaluations were performed immediately in connection with the experiments.
III. MEASUREMENTS AND RESULTS
With appropriately chosen plasma conditions, free Ce ϩ and Ce ϩϩ ions and also Ce atoms with sufficient populations in different metastable states can be obtained. This enabled us to select favorable channels to populate the designated upper levels. To ensure that the correct level was excited, all strong decay channels were checked by tuning the monochromator, and then the strongest transition was selected for recording the decay curve ͑see Table I͒. The plasma density and temperature at the observed spot can be adjusted by changing the ablation pulse energy, the size of the focus point, the distance above the target surface, and the delay time between the ablation and excitation pulses. To check the collisional quenching and radiation trapping effects, measurements under different plasma conditions were performed. For the measurements of the Ce I levels, the delay time between the ablation beam and the excitation beam could be as long as 12 s with sufficient signal-to-noise ratio. The measured lifetimes in the delay time interval between 1.5 and 12 s remained constant within the experimental scattering, while the detected fluorescence intensity varied by a factor of 15. The lifetimes of the Ce II levels are shorter than those of the Ce I, so it is reasonable to believe that the collisional quenching effects are relatively small in similar environments. As a test, the lifetimes of the Ce II levels were measured under the same plasma conditions as for the Ce I levels. The delay time could then be varied between 1 and 3 s with reasonably strong fluorescence signals. The detected intensity then varied by a factor of 10, but the evaluated lifetime values remained constant. This indicated that collisional quenching and radiative trapping effects were negligible under our measurement conditions. The lifetime values of the Ce III levels are even shorter, and the decay curves could be characterized with only a few fluorescence photons as the background from the plasma and the excitation laser was negligible. The measurements were performed under the same plasma condition as those for Ce I and Ce II levels, while the delay time could be varied only within 0.5-1.5 s in order to keep a reasonably strong fluorescence signal. No systematic effects were observed for measurements with different delay times.
Possible flight-out-of-view effects were specially investigated by changing the monochromator slit width and position. The temporal shape of the excitation pulse was recorded with the same detection system by detecting the scattered light of the laser pulse from a metal rod, which was inserted into the interaction spot of the cerium ion beam and the excitation beam. The recorded curve is, in fact, the convolution of the real laser pulse and the time-response function of the detection system. By fitting the fluorescence signal to the convolution of the detected laser pulse and a pure exponential function, the effects of the finite duration of the excitation laser pulse and the limited response time of the detection system were taken into account. To ensure the precision of this convolutional fitting, saturation of the excitation was effectively prevented by inserting neutral-density filters in the excitation laser beam to reduce the power. A typical decay curve and the corresponding convolution fit are shown in Fig. 2 . In order to check the electronic bandwidth limitations of the detection system, the well-known lifetime of the short-lived Be I 2s2 p 1 P 1 level was measured with the same experimental setup. Our result is 1.79͑10͒ ns, which is in good agreement with the previous theoretical ͓17͔ and experimental value ͓18͔.
To ensure a linear response of the detection system, only a few fluorescence photons were detected for each pulse in the measurements. An average of 1000-4000 pulses was necessary for each curve depending on the signal-to-noise ratio. Around 30 curves for each level have been recorded and the averaged lifetime value was adopted as the final result. The quoted error bar of the reported lifetimes is a conservative estimation of the combined random and systematic error, while the standard deviations of different measurements are less than 50% of the quoted uncertainties. The experimental lifetime results are given in Table II .
IV. THEORETICAL CALCULATION
Theoretical transition probabilities ͑A values͒ of Ce III were calculated in order to derive branching fractions ͑BF's͒. This was done using the Cowan computer code ͓19͔. The set of programs were run in Hartree-Fock mode, including relativistic effects. The even configurations 4 f 2 ,4f 6 p,4f 7 p, 4f 5 f ,4f 6 f ,4f 7 f ,5d6s,5d7s,5d 2 ,5d6d,6s 2 ,6p 2 and the odd configurations 4 f 5d , 4f 6d , 4f 7d , 4f 6s , 4f 7s , 4f 8s ,4f 5g , 4f 6g,5d6 p,6s6 p were included in our calculation. Similar calculations of Ce III, also using the Cowan code, have been presented by Bord et al. ͓3͔ and Wyart and Palmeri ͓2͔. For the even configurations 4 f 2 , 5d 2 , 4f 6 p, and 5d6s, the parameters published by Wyart and Palmeri ͓2͔ were used. For all other configurations, the Hartree-Fock ͑HF͒ parameters were scaled to 80% of their original values. This scaling factor was determined by comparing the fitted parameters by Wyart and Palmeri ͓2͔ to the unscaled HF parameters for all levels for which parameters were published. This was also necessary for the two odd configurations 4 f 5d and 4 f 6s, which consist of the lower levels of the transitions published in this paper, because no parameters are given in paper ͓2͔.
Special attention should be paid to the even levels in the 4 f 6 p configuration with Jϭ4. These levels are strongly mixed with the level 5d 2 1 G 4 . This level is not identified by name in the compilation by Martin et al. ͓20͔ , but is expected to appear inside the 4 f 6 p configuration. Both the calculation and the experimental lifetime indicate that the level at 50 057.60 cm Ϫ1 termed 4 f 6 p(7/2,1/2) 4 in the compilation by Martin et al. ͓20͔ would be more appropriately named as 5d 2 1 G 4 . Also, the level at 50 057.60 cm Ϫ1 is given 5d 2 1 G 4 as the leading percentage from the Cowan code. However, the leading percentage for the Jϭ4 levels in the 4 f 6p configuration is about 50% in our calculation. The transition probabilities of lines involving these levels should be expected to be more uncertain, since the mixing between levels is sensitive to the energy difference between the J ϭ4 levels.
Both our experimental and theoretical lifetimes derived with the Cowan code are given in Table III . A difference between the experimental and theoretical data is found, with the theoretical lifetimes being systematically lower. This is probably due to the neglected effect of core polarization ͑CP͒ in our calculation. Including CP in the calculation would tend to increase the calculated lifetimes, because the difference in the polarization of the core between the upper and lower level will make the transition probability lower. However, the effect can be expected to be larger on the sum of the transition probability than on the BR.
The A values calculated with the Cowan code were used to derive branching fractions, which were subsequently scaled using the experimental radiative lifetime results obtain in this work. All transitions with a scaled log 10 g f ϾϪ4.0 are given in Table III Table III is estimated to be no more than 50% for strong lines (log 10 g f Ͼ0), while the weaker lines are more uncertain and may have larger errors attached to them. This estimate is based on comparisons between other Cowan code calculations of similar species and experimental data.
V. CERIUM ABUNDANCE IN ␣ 2 CVn
The decay lifetimes for the low excitation states of Ce ϩϩ described earlier correspond to intrinsically strong transitions, and for the temperatures found in the photospheres of chemically peculiar stars these transitions are detectable in sufficiently high resolution spectra. We apply our derived oscillator strengths for several of the strongest transitions of Ce ϩϩ to the identification of Ce III lines ͑see Table IV͒ in the spectrum of the magnetic chemically peculiar star ␣ 2 CVn ͑ϭHD112413, spectral type A0p͒. We then determine the cerium abundance at a particular stellar rotational phase by comparing the observed stellar spectrum with computed spectra. ␣ 2 CVn is the prototype for the class of low-amplitude light and spectrum-variable stars that bears its name. The standard model for these observed variations involves an oblique rotator where the magnetic poles are not aligned along the rotation axis ͓22͔. The spectrum and light variations are therefore modulated over the 5.469 39 day rotation period ͓23͔ by the chemical and thermal inhomogeneities of the stellar surface. The visual region of the spectrum of ␣ 2 CVn is replete with lines from the lanthanide elements, and its ultraviolet spectrum is a confusing blend of lines. Many ultraviolet spectral features remain unidentified, although many of these are suspected to arise from the lanthanide elements. Lines from the Ce II and Ce III spectra have been identified in this star ͓24͔. From Ce II lines the abundance of cerium has been estimated to be 4.2 orders of magnitude greater than the solar value ͓25͔. However, due to Ce ϩ being a minority ionization state and subsequent improvements in model atmospheres and atomic data, caution should be exercised when interpreting this older cerium abundance.
As can be seen from Table III , the strongest lines of Ce III involving the low-excitation term occur in the region between 310 and 350 nm, a region typically ignored by groundbased observation. Spectra were obtained using the SOFIN echelle spectrograph ͓26͔ at the 2.5-m Nordic Optical Telescope, located at the Observatorio de Grand Canaries, La Palma, Spain, for the purpose of studying the spectral region 330 to 400 nm. The spectrum obtained on Julian Date JD2450913.525 occurred at phase 0.92 of the light curve. Phase 0.0 corresponds to the maximum observed strength for optical region Eu II lines and a minimum ͑maximum negative polarity͒ of the magnetic field strength. The spectral resolving power of the data is approximately Rϭ/⌬ϭ75 000, and the signal-to-noise ratio of 60.
Synthetic spectra were generated using the SYNTHE program ͑Kurucz ͓27͔͒ and an ATLAS9 model atmosphere defined by T eff ϭ11 500 K, logarithmic gravity is 4.0, turbulent velocity is 1 km s Ϫ1 , and a metallicity enrichment of 0.5 dex ͓28͔. The atomic line data for the SYNTHE program is that of Kurucz ͓27͔ with the exception of the Ce III data presented in this paper. The six strongest lines from Table III that are found in our observation window were all detected in the stellar spectrum and they alone are used for the cerium abundance analysis. An average of the best-fit abundances for these lines yields log 10 N Ce ϭ4.4ϩ/Ϫ0.2 dex, which is 2.9 dex greater than the solar value, on a scale where the hydrogen abundance is given as log 10 N H ϭ12.00. The quoted error from the six lines does not represent a total error, which may also include the effects of unknowns such as the appropriateness of the model atmosphere and errors in atomic data for blended lines. The dominant source of line broadening is attributed to Doppler motion associated with the observed stellar rotation velocity of v sin iϭ14 km s Ϫ1 ͓28͔. We have not included the line structure due to the magnetic field of the star since our work has not indicated a noticeable Zeeman broadening at these short wavelengths. At phase 0.0 the magnitude of the longitudinal magnetic field strength has been measured to be approximately 1 kGauss ͓29͔. The influence of isotopic and hyperfine structure has also been neglected in our synthetic spectrum calculations. The isotopes of cerium are all even in atomic number and produce no net nuclear spin and therefore no hyperfine structure. Ce͒ in a highly line-blended spectrum, along with the unknown isotopic shifts for the energy levels of Ce III lines, precludes us from consideration of isotopic shift. Figure 3 presents the observed and computed spectral region which includes the Ce III lines at 3454.388 Å and 3459.392 Å.
VI. DISCUSSION
The lifetime data from the present investigation are compared with previously published experimental and theoretical results in Table II . The lifetime values for the two Ce I levels agree well within the quoted uncertainties with the laser ex- , which was measured to have a much longer lifetime than its neighboring levels. This can be explained by the fact that the level at 50 057.60 cm Ϫ1 should be renamed as 5d 2 1 G 4 , rather than belong to the 4d6 p configuration. Using oscillator strengths for the strong lines of Ce III derived from the experimental lifetimes and scaled theoretical branching ratios the abundance of cerium in the magnetic chemically peculiar star ␣ 2 CVn has been determined to be 2.9 dex greater than the solar value. The scatter in the abundance result is considered to originate primarily from issues of line blending and therefore reflects the goodness in the relative accuracy of the oscillator strengths.
