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Abstract. The notion of probability plays a crucial role in quantum mechanics. It ap-
pears in quantum mechanics as the Born rule. In modern mathematics which describes
quantum mechanics, however, probability theory means nothing other than measure
theory, and therefore any operational characterization of the notion of probability is
still missing in quantum mechanics. In this paper, based on the toolkit of algorithmic
randomness, we present a refinement of the Born rule, as an alternative rule to it, for
specifying the property of the results of quantum measurements in an operational way.
Algorithmic randomness is a field of mathematics which enables us to consider the ran-
domness of an individual infinite sequence. We then present an operational refinement
of the Born rule for mixed states, as an alternative rule to it, based on algorithmic
randomness. In particular, we give a precise definition for the notion of mixed state.
We then show that all of the refined rules of the Born rule for both pure states and
mixed states can be derived from a single postulate, called the principle of typicality, in
a unified manner. We do this from the point of view of the many-worlds interpretation
of quantum mechanics. Finally, we make an application of our framework to the BB84
quantum key distribution protocol in order to demonstrate how properly our framework
works in practical problems in quantum mechanics, based on the principle of typicality.
Key words: quantum mechanics, Born rule, probability interpretation, algorithmic ran-
domness, operational characterization, Martin-Lo¨f randomness, many-worlds interpre-
tation, the principle of typicality, quantum cryptography
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1 Introduction
The notion of probability plays a crucial role in quantum mechanics. It appears in quantum
mechanics as the so-called Born rule, i.e., the probability interpretation of the wave function [7, 14].
In modern mathematics which describes quantum mechanics, however, probability theory means
nothing other than measure theory, and therefore any operational characterization of the notion
of probability is still missing in quantum mechanics. In this sense, the current form of quantum
mechanics is considered to be imperfect as a physical theory which must stand on operational
means.
In this paper, based on the toolkit of algorithmic randomness, we present a refinement of the
Born rule as an alternative rule to it, for aiming at making quantum mechanics operationally perfect.
Algorithmic randomness, also known as algorithmic information theory, is a field of mathematics
which enables us to consider the randomness of an individual infinite sequence [18, 12, 4, 13, 16,
5, 15, 8]. We use the notion of Martin-Lo¨f randomness with respect to Bernoulli measure [13] to
present the refinement of the Born rule.
1.1 Operational characterization of the notion of probability
In a series of works [20, 21, 25], we presented an operational characterization of the notion of
probability, based on the notion of Martin-Lo¨f randomness with respect to Bernoulli measure.
To clarify our motivation and standpoint, and the meaning of the operational characterization,
let us consider a familiar example of a probabilistic phenomenon in a completely classical setting. We
here consider the repeated throwings of a fair die. In this probabilistic phenomenon, as throwings
progressed, a specific infinite sequence such as
3, 5, 6, 3, 4, 2, 2, 3, 6, 1, 5, 3, 5, 4, 1, . . . . . . . . .
is being generated, where each number is the outcome of the corresponding throwing of the die.
Then the following naive question may arise naturally.
Question: What property should this infinite sequence satisfy as a probabilistic phe-
nomenon?
In the series of works [20, 21, 25], we tried to answer this question. We there characterized the
notion of probability as an infinite sequence of outcomes in a probabilistic phenomenon which has
a specific mathematical property. We called such an infinite sequence of outcomes the operational
characterization of the notion of probability. As the specific mathematical property, in the works
[20, 21, 25] we adopted the notion of Martin-Lo¨f randomness with respect to Bernoulli measure, a
notion in algorithmic randomness.
In the works [21, 25] we put forward this proposal as a thesis. We then checked the valid-
ity of the thesis based on our intuitive understanding of the notion of probability. Furthermore,
we characterized equivalently the basic notions in probability theory in terms of the operational
characterization. Namely, we equivalently characterized the notion of the independence of random
variables/events in terms of the operational characterization, and represented the notion of condi-
tional probability in terms of the operational characterization in a natural way. The existence of
these equivalent characterizations confirms further the validity of the thesis.
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In the works [20, 21, 25], we then made applications of our framework to information theory
and cryptography as examples of the fields for the applications, in order to demonstrate the wide
applicability of our framework to the general areas of science and technology. See Tadaki [25] for
the detail of our framework [20, 21, 25] and its applications, as well as its historical origins.
Modern probability theory originated from the axiomatic approach to probability theory, in-
troduced by Kolmogorov [11] in 1933, where the probability theory is precisely measure theory.
Since then, it has come a long way to become one of the most active fields in modern mathemat-
ics. Such a drastic development of modern probability theory is partially due to the abandonment
of the answer to the question above about the operational meaning of the notion of probability,
and the blind identification of probability theory with measure theory. One of the important roles
of modern probability theory is, of course, in its applications to the general areas of science and
technology. As we have already pointed out, however, an operational characterization of the notion
of probability is still missing in modern probability theory. Thus, when we apply the results of
modern probability theory, we have no choice but to make such applications thoroughly based on
our intuition without formal means.
The aim of our framework [20, 21, 25] is to try to fill in this gap between modern probability
theory and its applications. We there proposed the operational characterization of the notion of
probability as a rigorous interface between theory and practice, without appealing to our intuition
for filling in the gap. Anyway, in the works [20, 21, 25] we keep modern probability theory in its
original form without any modifications, and propose the operational characterization of the notion
of probability as an additional mathematical structure to it, which provides modern probability
theory with more comprehensive and rigorous opportunities for applications. Of course, such
applications of modern probability theory via our framework include an application to quantum
mechanics.
1.2 Algorithmic randomness
Algorithmic randomness is a field of mathematical logic. It originated in the groundbreaking works
of Solomonoff [18], Kolmogorov [12], and Chaitin [4] in the mid-1960s. They independently in-
troduced the notion of program-size complexity, also known as Kolmogorov complexity, in order to
quantify the randomness of an individual object. Around the same time, Martin-Lo¨f [13] intro-
duced a measure theoretic approach to characterize the randomness of an individual infinite binary
sequence. His approach, called Martin-Lo¨f randomness nowadays, is one of the major notions in
algorithmic randomness, as well as the notion of program-size complexity. Later on, in the 1970s
Schnorr [16] and Chaitin [5] showed that Martin-Lo¨f randomness is equivalent to the randomness
defined by program-size complexity in characterizing random infinite binary sequences. In the 21st
century, algorithmic randomness makes remarkable progress through close interaction with recur-
sion theory. See [15, 8] for the recent development as well as the historical detail of algorithmic
randomness. In this paper, we use the notion of Martin-Lo¨f randomness with respect to Bernoulli
measure, a generalization of Martin-Lo¨f randomness, in order to state the refined rule of the Born
rule.
1.3 Contribution of the paper: An operational refinement of the Born rule
In this paper, as a major application of our framework [20, 21, 25] to basic science, we present the
refined rule of the Born rule based on our operational characterization of the notion of probability,
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for the purpose of making quantum mechanics operationally perfect. Namely, we use the notion of
Martin-Lo¨f randomness with respect to Bernoulli measure [13] to state the refined rule of the Born
rule, for specifying the property of the results of quantum measurements in an operational way.
In this paper, as the first step of the research of this line, we only consider, for simplicity, the
case of finite-dimensional quantum systems and measurements over them. Note, however, that such
a case is typical in the field of quantum information and quantum computation [14].
The contribution of the paper starts with a reconsideration of the form of the postulate of
quantum measurements as it ought to be. Consider the nature of quantum measurements from a
general point of view. We notice that all that the experimenter of quantum measurements can ob-
tain through the measurements about quantum system is a specific infinite sequence of outcomes of
the measurements which are being generated by infinitely repeated measurements. Thus, from an
operational point of view, the object about which the postulate of quantum measurements makes a
statement should be the properties of a specific infinite sequence of outcomes of the measurements.
Suggested by this consideration, we introduce an operational refinement of the Born rule, Postu-
late 5 in Section 4, as an alternative rule to it, based on the notion of Martin-Lo¨f randomness with
respect to Bernoulli measure.
We then check the validity of the refined rule of the Born rule, Postulate 5, in Section 5. Based
on the results of the work [20, 21, 25], we can see that Postulate 5 is certainly a refinement of the
Born rule, from the point of view of our intuitive understanding of the notion of probability. In
the first place, what is “probability”? In particular, what is “probability” in quantum mechanics?
It would seem very difficult to answer this question completely and sufficiently. However, we may
enumerate the necessary conditions which the notion of probability is considered to have to satisfy
according to our intuitive understanding of the notion of probability. We show that the refined rule,
Postulate 5, satisfies these necessary conditions.
The refined rule of the Born rule, mentioned above, is an operational refinement of the Born
rule for pure states. Next, we consider an operational refinement of the Born rule for mixed states
by algorithmic randomness in Section 6. We first note that, according to the refined rule of the
Born rule for pure states, Postulate 5, the result of the quantum measurements forms an infinite
sequence of pure states which is Martin-Lo¨f random with respect to Bernoulli measure. On the
other hand, in the conventional quantum mechanics this measurement result is described as a mixed
state. Suggested by these facts, we propose a mathematical definition of the notion of a mixed state
in terms of the notion of Martin-Lo¨f randomness with respect to Bernoulli measure. Then, using
this rigorous definition of mixed state, we introduce an operational refinement of the Born rule
for mixed states, Postulate 8 in Section 6, as an alternative rule to it in terms of the notion of
Martin-Lo¨f randomness with respect to Bernoulli measure.
1.4 Contribution of the paper: The principle of typicality as a unifying principle
In this paper, we then consider the validity of our new rules, the refined rule of the Born rule for pure
states (i.e., Postulate 5) and the refined rule of the Born rule for mixed states (i.e., Postulate 8),
from the point of view of the many-worlds interpretation of quantum mechanics (MWI, for short)
introduced by Everett [9] in 1957. More specifically, we refine the argument of MWI by adding to
it a postulate, called the principle of typicality, and then we derive our refined rules of the Born
rule for both pure states and mixed states in the framework of the refinement of MWI based on
the principle of typicality.
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To begin with, we review the original framework of MWI, introduced by Everett [9]. Actually,
in this paper we reformulate the original framework of MWI in a form of mathematical rigor from
a modern point of view. The point of our rigorous treatment of the original framework of MWI is
the use of the notion of probability measure representation and its induction of probability measure,
which are presented in Subsection 2.2.
We stress that MWI is more than just an interpretation of quantum mechanics. It aims to
derive the Born rule from the remaining postulates of quantum mechanics, i.e., Postulates 1, 2,
and 3 presented in Section 3. In this sense, Everett [9] proposed MWI as a “metatheory” of quantum
mechanics. The point is that in MWI the measurement process is fully treated as the interaction
between a system being measured and an apparatus measuring it, based only on Postulates 1, 2,
and 3, without reference to the Born rule. Then MWI tries to derive the Born rule in such a setting.
As we already pointed out, however, there is no operational characterization of the notion of
probability in the Born rule, while it makes a statement about the “probability” of measurement
outcomes. Therefore, what MWI has to show for deriving the Born rule is unclear (although the
argument in MWI itself is rather operational). Thus, we have no adequate criterion to confirm
that we have certainly accomplished the derivation of the Born rule based on MWI, since the Born
rule is vague from an operational point of view. By contrast, the replacement of the Born rule by
our refined rule, Postulate 5, makes this clear since there is no ambiguity in Postulate 5 from an
operational point of view.
In this paper we clear up other questionable points of the original MWI of the form just proposed
by Everett [9]. All of them come from a mathematical deficiency of the arguments in it. The
arguments and results of the original MWI [9] are insufficient from a mathematical point of view. In
particular, for deriving the Born rule, the original MWI would seem to have wanted to assume that
our world is “typical” or “random” among many coexisting worlds. However, the proposal of the
MWI by Everett was nearly a decade earlier than the advent of algorithmic randomness. Actually,
Everett [9] proposed MWI in 1957 while the notion of Martin-Lo¨f randomness was introduced by
Martin-Lo¨f [13] in 1966. Thus, the assumption of “typicality” by Everett in the original MWI is
not rigorous from a mathematical point of view.
The notion of “typicality” or “randomness” is just the research object of algorithmic randomness.
In Section 8, based on the notion of Martin-Lo¨f randomness with respect to a probability measure,
we introduce a postulate, called the principle of typicality, in order to overcome the deficiency of the
original MWI. The principle of typicality, Postulate 9 in Section 8, is naturally formed by applying
the basic idea of Martin-Lo¨f randomness into the framework of MWI, and is thought to be a
refinement and therefore a clarification of the obscure assumption of “typicality” by Everett [9]. In
this paper we make the whole arguments by Everett [9] clear and feasible, based on the principle of
typicality. Actually, we can derive our refined rule of the Born rule for pure states (i.e., Postulate 5),
our refined rule of the Born rule for mixed states (i.e., Postulate 8), and other postulates of the
conventional quantum mechanics regarding mixed states and density matrices (i.e., Postulate 10
in Section 13 and Postulate 11 in Section 14) from the principle of typicality in the framework of
MWI in a unified manner. In the derivation, we make a comprehensive use of the results of the
work [20, 21, 25].
To begin with, in Section 10 we derive Postulate 5, our refined rule of the Born rule for pure
states, from the principle of typicality. The setting considered in Postulate 5 is just the setting
of the original framework of MWI, which is based on the infinite repetition of the measurements
of a single observable. Therefore, we see that the principle of typicality, Postulate 9, is precisely
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Postulate 5. In this way, we make clear the argument by Everett [9], based on the principle of
typicality, Postulate 9.
Next, we derive Postulate 8, our refined rule of the Born rule for mixed states, from the principle
of typicality in several scenarios of the setting of measurements. We can do this by considering
more complicated interactions between systems and apparatuses as measurement processes than
ones used for deriving Postulate 5. In our framework a mixed state, on which measurements are
performed in the setting of Postulate 8, is an infinite sequence of pure states. This implies that
we have to perform measurements on a mixed state while generating it. We have investigated
several scenarios which implement this setting. In all the scenarios which we have considered so
far, Postulate 8 can be derived from the principle of typicality. In Section 11 we describe the detail
of the derivation of Postulate 8 from the principle of typicality in the simplest scenario, where
a mixed state being measured is an infinite sequence over mutually orthogonal pure states. In
Section 12 we describe the detail of the same derivation in a more general scenario, where a mixed
state being measured is an infinite sequence over general mutually non-orthogonal pure states.
Furthermore, we investigate the validity of other postulates of the conventional quantum me-
chanics regarding mixed states and density matrices, in terms of our framework based on the prin-
ciple of typicality. We consider two of such postulates. One of them is Postulate 10 in Section 13,
which is “Postulate 4” described in Nielsen and Chuang [14, Section 2.4.2]. It states how the density
matrix of a mixed state of a composite system is calculated from the density matrices of the mixed
states of the component systems. The other is Postulate 11 in Section 14, which is the last part
of “Postulate 1” described in Nielsen and Chuang [14, Section 2.4.2]. It treats the “probabilistic
mixture” of mixed states.
In Section 13 we point out the failure of Postulate 10 first. We then present a necessary and
sufficient condition for the statement of Postulate 10 to hold under a certain natural restriction
on the forms of the mixed states of the component systems, in terms of the framework of the
works [20, 21, 25]. After that, we describe a natural and simple scenario regarding the setting of
measurements in which the statement of Postulate 10 holds, based on the principle of typicality.
In Section 14 we investigate the validity of Postulate 11 in terms of our framework based on the
principle of typicality. First of all, Postulate 11 seems very vague in its original form. What does
the “probabilistic mixture” of mixed states mean? What does the word “probability” mean here?
Based on the principle of typicality, we give a certain precise meaning to Postulate 11 by means
of giving an appropriate scenario in which Postulate 11 clearly holds. In other words, we derive
Postulate 11 from the principle of typicality in a certain natural and simple scenario regarding the
setting of measurements.
In this way, we see in the framework of MWI that the refined rule of the Born rule for pure states
(i.e., Postulate 5), the refined rule of the Born rule for mixed states (i.e., Postulate 8), and other
postulates of the conventional quantum mechanics regarding mixed states and density matrices
(i.e., Postulates 10 and 11) can all be derived from a single postulate, the principle of typicality,
in a unified manner.
Finally, in Section 15 we make an application of our framework based on the principle of typical-
ity, to the BB84 quantum key distribution protocol [2]. Thereby we demonstrate how properly our
framework works in practical problems in quantum mechanics, based on the principle of typicality.
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1.5 Organization of the paper
The paper is organized as follows. We begin in Section 2 with some mathematical preliminaries,
in particular, about measure theory and Martin-Lo¨f randomness. In Section 3 we review the
central postulates of the conventional quantum mechanics according to Nielsen and Chuang [14].
In Section 4 the notion of Martin-Lo¨f randomness with respect to Bernoulli measure is introduced,
and then, based on this notion, we present an operational refinement of the Born rule for pure
states, Postulate 5. We then check the validity of Postulate 5 in Section 5, based on the results of
Tadaki [20, 21, 25]. In Section 6 we present an operational refinement of the Born rule for mixed
states, Postulate 8, after introducing a mathematical definition of the notion of a mixed state.
In Section 7 we reformulate the original framework of MWI [9] in a form of mathematical
rigor from a modern point of view. We then point out the deficiency of the original MWI [9]. In
Section 8, based on the notion of Martin-Lo¨f randomness with respect to a probability measure,
we introduce the principle of typicality, Postulate 9, in order to overcome the deficiency of the
original MWI. In order to show the results in the rest of the paper, we need several theorems on
Martin-Lo¨f randomness with respect to Bernoulli measure from Tadaki [20, 21, 25]. We enumerate
them and their corollaries in Section 9. In Section 10 we derive Postulate 5, the refined rule of the
Born rule for pure states, from the principle of typicality. On the one hand, in Section 11 we derive
Postulate 8, the refined rule of the Born rule for mixed states, from the principle of typicality in
the simplest scenario, where a mixed state being measured is an infinite sequence over mutually
orthogonal pure states. On the other hand, in Section 12 we derive Postulate 8 from the principle
of typicality in a more general scenario, where a mixed state being measured is an infinite sequence
over general mutually non-orthogonal pure states.
Furthermore, we investigate the validity of other postulates of the conventional quantum me-
chanics regarding mixed states and density matrices, in terms of our framework based on the prin-
ciple of typicality. We consider two of such postulates. One of them is Postulate 10 presented
in Section 13, which describes how the density matrix of a mixed state of a composite system is
calculated from the density matrices of the mixed states of the component systems. In Section 13
we investigate the validity of Postulate 10. In particular, we give a natural and simple scenario
regarding the setting of measurements in which the statement of Postulate 10 holds, based on
the principle of typicality. The other is Postulate 11 presented in Section 14, which treats the
“probabilistic mixture” of mixed states. In Section 14 we investigate the validity of Postulate 11.
Postulate 11 seems very vague in its original form. We give a certain precise meaning to Postu-
late 11 by means of giving an appropriate scenario in which Postulate 11 clearly holds, based on
the principle of typicality.
In Section 15, we make an application of our framework based on the principle of typicality,
to the BB84 quantum key distribution protocol [2] in order to demonstrate how properly our
framework works in practical problems in quantummechanics. We conclude this paper with remarks
and a mention of the future direction of this work in Section 16.
2 Mathematical preliminaries
2.1 Basic notation and definitions
We start with some notation about numbers and strings which will be used in this paper. #S is
the cardinality of S for any set S. N = {0, 1, 2, 3, . . . } is the set of natural numbers, and N+ is the
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set of positive integers. R is the set of reals, and C is the set of complex numbers.
An alphabet is a non-empty finite set. Let Ω be an arbitrary alphabet throughout the rest of
this subsection. A finite string over Ω is a finite sequence of elements from the alphabet Ω. We
use Ω∗ to denote the set of all finite strings over Ω, which contains the empty string denoted by λ.
For any σ ∈ Ω∗, |σ| is the length of σ. Therefore |λ| = 0. A subset S of Ω∗ is called prefix-free if
no string in S is a prefix of another string in S.
An infinite sequence over Ω is an infinite sequence of elements from the alphabet Ω, where the
sequence is infinite to the right but finite to the left. We use Ω∞ to denote the set of all infinite
sequences over Ω. Let α ∈ Ω∞. For any n ∈ N, we denote by α↾n∈ Ω∗ the first n elements in the
infinite sequence α and by α(n) the nth element in α. Thus, for example, α↾4= α(1)α(2)α(3)α(4),
and α↾0= λ. For any S ⊂ Ω∗, the set {α ∈ Ω∞ | ∃n ∈ N α↾n∈ S} is denoted by [S]≺. Note that
(i) [S]≺ ⊂ [T ]≺ for every S ⊂ T ⊂ Ω∗, and (ii) for every set S ⊂ Ω∗ there exists a prefix-free set
P ⊂ Ω∗ such that [S]≺ = [P ]≺. For any σ ∈ Ω∗, we denote by [σ]≺ the set [{σ}]≺, i.e., the set of
all infinite sequences over Ω extending σ. Therefore [λ]≺ = Ω∞.
2.2 Measure theory
We briefly review measure theory according to Nies [15, Section 1.9]. See also Billingsley [3] for
measure theory in general.
Let Ω be an arbitrary alphabet. A real-valued function µ defined on the class of all subsets of
Ω∞ is called an outer measure on Ω∞ if the following conditions hold:
(i) µ (∅) = 0;
(ii) µ (C) ≤ µ (D) for every subsets C and D of Ω∞ with C ⊂ D;
(iii) µ (
⋃
i Ci) ≤
∑
i µ (Ci) for every sequence {Ci}i∈N of subsets of Ω∞.
A probability measure representation over Ω is a function r : Ω∗ → [0, 1] such that
(i) r(λ) = 1 and
(ii) for every σ ∈ Ω∗ it holds that
r(σ) =
∑
a∈Ω
r(σa). (1)
A probability measure representation r over Ω induces an outer measure µr on Ω
∞ in the following
manner: A subset R of Ω∞ is called open if R = [S]≺ for some S ⊂ Ω∗. Let r be an arbitrary
probability measure representation over Ω. For each open subset A of Ω∞, we define µr(A) by
µr(A) :=
∑
σ∈E
r(σ),
where E is a prefix-free subset of Ω∗ with [E]≺ = A. Due to the equality (1) the sum is independent
of the choice of the prefix-free set E, and therefore the value µr(A) is well-defined. Then, for any
subset C of Ω∞, we define µr(C) by
µr(C) := inf{µr(A) | C ⊂ A & A is an open subset of Ω∞}.
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We can then show that µr is an outer measure on Ω
∞ such that µr(Ω
∞) = 1.
A class F of subsets of Ω∞ is called a σ-field on Ω∞ if F includes Ω∞, is closed under com-
plements, and is closed under the formation of countable unions. The Borel class BΩ is the σ-field
generated by all open sets on Ω∞. Namely, the Borel class BΩ is defined as the intersection of all
the σ-fields on Ω∞ containing all open sets on Ω∞. A real-valued function µ defined on the Borel
class BΩ is called a probability measure on Ω∞ if the following conditions hold:
(i) µ (∅) = 0 and µ (Ω∞) = 1;
(ii) µ (
⋃
iDi) =
∑
i µ (Di) for every sequence {Di}i∈N of sets in BΩ such that Di ∩ Di = ∅ for all
i 6= j.
Then, for every probability measure representation r over Ω, we can show that the restriction of
the outer measure µr on Ω
∞ to the Borel class BΩ is a probability measure on Ω∞. We denote the
restriction of µr to BΩ by µr just the same.
Then it is easy to see that
µr
(
[σ]≺
)
= r(σ) (2)
for every probability measure representation r over Ω and every σ ∈ Ω∗. The probability measure
µr is called a probability measure induced by the probability measure representation r.
2.3 Computability
A function f : N+ → N+ is called computable if there exists a deterministic Turing machine M
such that, for each n ∈ N+, when executingM with the input n, the computation ofM eventually
terminates and then M outputs f(n). A computable function is also called a total recursive
function.
A subset C of N+ × Ω∗ is called recursively enumerable if there exists a deterministic Turing
machine M such that, for each x ∈ N+ × Ω∗, when executing M with the input x,
(i) if x ∈ C then the computation of M eventually terminates;
(ii) if x /∈ C then the computation of M does not terminate.
See Sipser [17] for the basic definitions and results of the theory of computation.
2.4 Martin-Lo¨f randomness with respect to an arbitrary probability measure
In this subsection, we introduce the notion of Martin-Lo¨f randomness [13] in a general setting.
Let Ω be an arbitrary alphabet, and µ be an arbitrary probability measure on Ω∞. The basic
idea of Martin-Lo¨f randomness (with respect to the probability measure µ) is as follows.
Basic idea of Martin-Lo¨f randomness: The random infinite sequences over Ω are
precisely sequences which are not contained in any effective null set on Ω∞.
Here, an effective null set on Ω∞ is a set S ∈ BΩ such that µ(S) = 0 and moreover S has some type
of effective property. As a specific implementation of the idea of effective null set, we introduce the
following notion.
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Definition 2.1 (Martin-Lo¨f test with respect to a probability measure). Let Ω be an alphabet,
and let µ be a probability measure on Ω∞. A subset C of N+ ×Ω∗ is called a Martin-Lo¨f test with
respect to µ if C is a recursively enumerable set, and
µ
(
[Cn]≺
)
< 2−n (3)
for every n ∈ N+, where Cn denotes the set {σ | (n, σ) ∈ C }.
Let C be a Martin-Lo¨f test with respect to µ. Then, it follows from (3) that µ (⋂∞n=1 [Cn]≺) = 0.
Therefore, the set
⋂∞
n=1 [Cn]≺ serves as an effective null set. In this manner, the notion of an effective
null set is implemented as a Martin-Lo¨f test with respect a probability measure in Definition 2.1.
Then, the notion of Martin-Lo¨f randomness with respect to a probability measure is defined as
follows, according to the basic idea of Martin-Lo¨f randomness stated above.
Definition 2.2 (Martin-Lo¨f randomness with respect to a probability measure). Let Ω be an
alphabet, and let µ be a probability measure on Ω∞. For any α ∈ Ω∞, we say that α is Martin-Lo¨f
random with respect to µ if
α /∈
∞⋂
n=1
[Cn]≺
for every Martin-Lo¨f test C with respect to µ.
Since there are only countably infinitely many algorithms and every Martin-Lo¨f test with respect
to µ induces an effective null set, it is easy to show the following theorem.
Theorem 2.3. Let Ω be an alphabet, and let µ be a probability measure on Ω∞. Let MLµ be the
set of all α ∈ Ω∞ such that α is Martin-Lo¨f random with respect to µ. Then MLµ ∈ BΩ and
µ (MLµ) = 1.
3 Postulates of quantum mechanics
In this section, we review the central postulates of (the conventional) quantum mechanics. For
simplicity, in this paper we consider the postulates of quantum mechanics for a finite-dimensional
quantum system, i.e., a quantum system whose state space is a finite-dimensional Hilbert space.
Nielsen and Chuang [14] treat thoroughly the postulates of (the conventional) quantum mechanics
in the finite-dimensional case, as a textbook of the field of quantum computation and quantum
information in which such a case is typical. Throughout this paper we refer to the postulates of
the conventional quantum mechanics in the form presented in Nielsen and Chuang [14, Chapter
2]. Note that the postulates reviewed in this section are about pure states. We will consider the
postulates of quantum mechanics about mixed states and their refinements later.
The first postulate of quantum mechanics is about state space and state vector.
Postulate 1 (State space and state vector). Associated to any isolated physical system is a complex
vector space with inner product (that is, a Hilbert space) known as the state space of the system.
The system is completely described by its state vector, which is a unit vector in the system’s state
space.
The second postulate of quantum mechanics is about the composition of systems.
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Postulate 2 (Composition of systems). The state space of a composite physical system is the
tensor product of the state spaces of the component physical systems. Moreover, if we have systems
numbered 1 through n, and system number i is prepared in the state |Ψi〉, then the joint state of
the total system is
|Ψ1〉 ⊗ |Ψ2〉 ⊗ · · · ⊗ |Ψn〉.
The third postulate of quantum mechanics is about the time-evolution of closed quantum sys-
tems.
Postulate 3 (Unitary time-evolution). The evolution of a closed quantum system is described by
a unitary transformation. That is, the state |Ψ1〉 of the system at time t1 is related to the state
|Ψ2〉 of the system at time t2 by a unitary operator U , which depends only on the times t1 and t2,
in such a way that
|Ψ2〉 = U |Ψ1〉.
The forth postulate of quantum mechanics is about measurements on quantum systems. This
is the so-called Born rule, i.e, the probability interpretation of the wave function.
Postulate 4 (The Born rule). A quantum measurement is described by an observable, M , a
Hermitian operator on the state space of the system being measured. The observable has a spectral
decomposition,
M =
∑
m
mEm,
where Em is the projector onto the eigenspace of M with eigenvalue m. The possible outcomes of
the measurement correspond to the eigenvalues, m, of the observable. If the state of the quantum
system is |Ψ〉 immediately before the measurement then the probability that result m occurs is
given by
〈Ψ|Em|Ψ〉,
and the state of the system after the measurement is
Em|Ψ〉√〈Ψ|Em|Ψ〉 .
Thus, the Born rule, Postulate 4, uses the notion of probability. However, the operational
characterization of the notion of probability is not given in the Born rule, and therefore the relation
of its statement to a specific infinite sequence of outcomes of quantum measurements which are
being generated by an infinitely repeated measurements is unclear. In this paper we will fix this
point.
Throughout this paper we keep Postulates 1, 2, and 3 in their original forms without any
modifications. We then propose Postulate 5 below as a refinement of Postulate 4, based on the
notion of Martin-Lo¨f randomness with respect to Bernoulli measure.
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4 A refinement of the Born rule
In this section we introduce a refinement of the Born rule, Postulate 5. We propose to replace the
Born rule by it.
In Section 2.4 we have introduced the notion of Martin-Lo¨f randomness with respect to an
arbitrary probability measure. To state Postulate 5 we use this notion where the probability
measure is chosen to be Bernoulli measure. Namely, we use the notion of Martin-Lo¨f randomness
with respect to Bernoulli measure. In order to introduce this notion, we first review the notions of
finite probability space and Bernoulli measure. Both of them are notions from measure theory.
Definition 4.1 (Finite probability space). Let Ω be an alphabet. A finite probability space on Ω
is a function P : Ω→ [0, 1] such that
(i) P (a) ≥ 0 for every a ∈ Ω, and
(ii)
∑
a∈Ω P (a) = 1.
The set of all finite probability spaces on Ω is denoted by P(Ω).
Let P ∈ P(Ω). The set Ω is called the sample space of P , and elements of Ω are called sample
points or elementary events of P . For each A ⊂ Ω, we define P (A) by
P (A) :=
∑
a∈A
P (a).
A subset of Ω is called an event on P , and P (A) is called the probability of A for every event A on
P .
Let P ∈ P(Ω). For each σ ∈ Ω∗, we use P (σ) to denote P (σ1)P (σ2) . . . P (σn) where σ =
σ1σ2 . . . σn with σi ∈ Ω. For each subset S of Ω∗, we use P (S) to denote∑
σ∈S
P (σ).
Consider a function r : Ω∗ → [0, 1] such that r(σ) = P (σ) for every σ ∈ Ω∗. It is then easy to
see that the function r is a probability measure representation over Ω. The probability measure µr
induced by r is called a Bernoulli measure on Ω∞, denoted λP . The Bernoulli measure λP on Ω
∞
satisfies that
λP
(
[σ]≺
)
= P (σ) (4)
for every σ ∈ Ω∗, which follows from (2).
The notion of Martin-Lo¨f randomness with respect to Bernoulli measure is defined as follows.
We call it the Martin-Lo¨f P -randomness in this paper, since it depends on a finite probability space
P . This notion was, in essence, introduced by Martin-Lo¨f [13], as well as the notion of Martin-Lo¨f
randomness with respect to Lebesgue measure.
Definition 4.2 (Martin-Lo¨f P -randomness, Martin-Lo¨f [13]). Let P ∈ P(Ω). For any α ∈ Ω∞, we
say that α is Martin-Lo¨f P -random if α is Martin-Lo¨f random with respect to λP .
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Now, let us introduce a refinement of Postulate 4. Let Ω be an alphabet consisting of reals.
Suppose that Ω is the set of all possible measurement outcomes in a quantum measurement. Let
us identify the form of the postulate of quantum measurements as it ought to be, from a general
point of view. Consider an infinite sequence α of the outcomes of quantum measurements such as
α = a1a2a3a4a5a6a7a8 . . . . . .
with ai ∈ Ω, which is being generated as measurements progressed. All that the experimenter
of quantum measurements can obtain through the measurements about quantum system is such
a specific infinite sequence of outcomes in Ω of the measurements which are being generated by
infinitely repeated measurements. Thus, the object about which the postulate of quantum measure-
ments makes a statement should be the properties of a specific infinite sequence α ∈ Ω∞ of outcomes
of the measurements.
Suggested by this consideration, we propose to replace the Born rule, Postulate 4, by the
following postulate:
Postulate 5 (Refinement of the Born rule for pure states). A quantum measurement is described
by an observable, M , a Hermitian operator on the state space of the system being measured. The
observable has a spectral decomposition,
M =
∑
m∈Ω
mEm,
where Em is the projector onto the eigenspace ofM with eigenvaluem. The set of possible outcomes
of the measurement is the spectrum Ω of M . Suppose that the measurements are repeatedly
performed over identical quantum systems whose states are all |Ψ〉, and the infinite sequence α ∈ Ω∞
of measurement outcomes is being generated. Then α is Martin-Lo¨f P -random, where P is a finite
probability space on Ω such that
P (m) = 〈Ψ|Em|Ψ〉
for every m ∈ Ω. For each of the measurements, the state of the system immediately after the
measurement is
Em|Ψ〉√〈Ψ|Em|Ψ〉 , (5)
where m is the corresponding measurement outcome.
Note that the function P appearing in Postulate 5 is certainly a finite probability space on Ω,
since
∑
m∈ΩEm = I holds for the projectors Em.
5 Verification of the validity of Postulate 5
Let us begin to check the validity of Postulate 5. Based on the results of the work [25], we can see
that Postulate 5 is certainly a refinement of Postulate 4, the Born rule, from the point of view of
our intuitive understanding of the notion of probability.
First of all, what is “probability”? In particular, what is “probability” in quantum mechanics?
It would seem very difficult to answer this question completely and sufficiently. However, we
may enumerate the necessary conditions which the notion of probability is considered to have to
satisfy according to our intuitive understanding of the notion of probability. In the subsequent three
subsections, we check that Postulate 5 satisfies these necessary conditions.
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5.1 The frequency interpretation
The first necessary condition which the notion of probability is considered to have to satisfy is
the law of large numbers, i.e., the frequency interpretation. Actually, according to Postulate 5 we
can show that the law of large numbers holds for the infinite sequence α ∈ Ω∞ of measurement
outcomes appearing in Postulate 5. This is confirmed by the following theorem. See Tadaki [25,
Theorem 11] for the proof.
Theorem 5.1 (The law of large numbers). Let Ω be an alphabet, and let P ∈ P(Ω). For every
α ∈ Ω∞, if α is Martin-Lo¨f P -random then for every a ∈ Ω it holds that
lim
n→∞
Na(α↾n)
n
= P (a),
where Na(σ) denotes the number of the occurrences of a in σ for every a ∈ Ω and σ ∈ Ω∗.
From Theorem 5.1 we see that
∀m ∈ Ω lim
n→∞
Nm(α↾n)
n
= 〈Ψ|Em|Ψ〉
holds for the infinite sequence α ∈ Ω∞ in Postulate 5. Thus, the frequency interpretation, which is
expected from Postulate 4, holds.
5.2 Elementary event with probability one occurs certainly
The second necessary condition which the notion of probability is considered to have to satisfy is
the condition that an elementary event with probability one occurs certainly. Actually, according to
Postulate 5 we can show that an elementary event with probability one always occurs in the infinite
sequence α ∈ Ω∞ of measurement outcomes appearing in Postulate 5. This fact that an elementary
event with probability one occurs certainly in quantum mechanics is derived in Tadaki [25, 26] in
the context of the conventional quantum mechanics. For completeness, we include the derivation
of this fact as follows:
Recall that there is a postulate about quantum measurements with no reference to the notion
of probability. This is given in von Neumann [28, Section III.3], and describes a spacial case
of quantum measurements where the measurement of an observable is performed upon a quantum
system in an eigenstate of the observable being measured, i.e., a state represented by an eigenvector
of the observable being measured. We here refer to this postulate in the form described in Dirac
[7, Section 10].
Postulate 6 (Dirac [7]). If the dynamical system is in an eigenstate of a real dynamical variable
ξ, belonging to the eigenvalue ξ′, then a measurement of ξ will certainly gives as result the number
ξ′.
Here, the “dynamical system” means quantum system. Any observable is a “real dynamical
variable” mentioned in Postulate 6.
Based on Postulates 1, 4, and 6 above, we can show the fact that an elementary event “with
probability one” occurs certainly in the conventional quantum mechanics. As we already pointed
out, an operational characterization of the notion of probability is missing in Postulate 4. However,
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Postulate 4 surely mentions the word “probability”. Based on this mention, we can literally derive
the fact above.
Now, for deriving this fact, let us consider a quantum system with finite-dimensional state space,
and a measurement described by an observable M performed upon the quantum system. Suppose
that the probability of getting result m0 is one in the measurement performed upon the system in
a state represented by a state vector |Ψ〉. Let M = ∑mmEm be a spectral decomposition of the
observable M , where Em is the projector onto the eigenspace of M with eigenvalue m. Then, it
follows from Postulate 4 that
〈Ψ|Em0 |Ψ〉 = 1.
This implies that |Ψ〉 is an eigenvector of M belonging to the eigenvalue m0, since |Ψ〉 is a unit
vector according to the convention for state vectors adopted in Postulate 1. Thus, we have that
immediately before the measurement, the quantum system is in an eigenstate of the observable M ,
belonging to the eigenvaluem0. It follows from Postulate 6 that the measurement ofM will certainly
gives as result the number m0. Hence, it turns out that an elementary event with probability one
occurs certainly in the conventional quantum mechanics.
Now, let us turn to see the validity of Postulate 5. Theorem 5.2 below confirms that an event
with probability one always occurs in the infinite sequence α ∈ Ω∞ of measurement outcomes
appearing in Postulate 5. To see this, suppose that 〈Ψ|Em0 |Ψ〉 = 1 holds for a certain m0 ∈ Ω in
the setting of Postulate 5. Then, by Postulate 5, the infinite sequence α ∈ Ω∞ of measurement
outcomes being generated is Martin-Lo¨f P -random, where P is a finite probability space on Ω such
that P (m0) = 1. It follows from Theorem 5.2 that the infinite sequence α consists only of m0.
Thus, the event m0 with probability one always occurs in the infinitely repeated measurements in
the setting of Postulate 5, as desired. This result strengthens the validity of Postulate 5.
Theorem 5.2. Let P ∈ P(Ω), and let a ∈ Ω. Let α ∈ Ω∞. Suppose that α is Martin-Lo¨f P -random
and P (a) = 1. Then α consists only of a, i.e., α = aaaaaa . . . . . . .
Theorem 5.2 was, in essence, pointed out by Martin-Lo¨f [13]. See Tadaki [25, Theorem 9] for
the proof.
5.3 Self-consistency on some level
This subsection considers and verifies the third necessary condition which the notion of probability
is thought to have to satisfy. This is about the self-consistency of the notion of probability. Namely,
we can verify the self-consistency of Postulate 5 on some level. We do this, based on the arguments
given in Tadaki [25, Sections 5.3 and 5.4]. This result suggests that Postulate 5 is not too strong.
The detail of the verification of the self-consistency is given as follows.
We assume Postulate 5. Let S be an arbitrary quantum system with state space of finite
dimension. Consider a measurement over S described by an arbitrary observable M . Then the
observable M has a spectral decomposition
M =
∑
m∈Ω
mEm,
where Em is the projector onto the eigenspace ofM with eigenvaluem. The set of possible outcomes
of the measurement is the spectrum Ω of M .
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Assume that an observer A performs an infinite reputation of the measurement described by the
observable M over an infinite copies of S all prepared in an identical state |Ψ〉. Then the infinite
sequence α ∈ Ω∞ of measurement outcomes is being generated as
α = a1a2a3a4a5a6a7a8 . . . . . .
with ai ∈ Ω. According to Postulate 5, α is Martin-Lo¨f P -random, where P is a finite probability
space on Ω such that P (m) = 〈Ψ|Em|Ψ〉 for every m ∈ Ω. Consider another observer B who wants
to adopt the following subsequence β of α as the outcomes of measurements:
β = a2a3a5a7a11a13a17 . . . . . . ,
where the observer B only takes into account the nth measurements in the original infinite sequence
α of measurements such that n is a prime number. According to Postulate 5, β has to be Martin-Lo¨f
P -random, as well. However, is this true?
Consider this problem in a general setting. Assume as before that an observer A performs
an infinite reputation of the measurement described by the observable M over an infinite copies
of S all prepared in an identical state |Ψ〉. Then the infinite sequence α ∈ Ω∞ of measurement
outcomes is being generated. According to Postulate 5, α is Martin-Lo¨f P -random, where P is a
finite probability space on Ω such that P (m) = 〈Ψ|Em|Ψ〉 for every m ∈ Ω. Now, let f : N+ → N+
be an injection. Consider another observer B who wants to adopt the following sequence β as the
outcomes of the measurements:
β = α(f(1))α(f(2))α(f(3))α(f(4))α(f(5)) . . . . . . ,
instead of α. According to Postulate 5, β has to be Martin-Lo¨f P -random, as well. However, is
this true?
We can confirm this by restricting the ability of B, that is, by assuming that every observer
can select elements from the original infinite sequence α only in an effective manner. This means
that the function f : N+ → N+ has to be a computable function, i.e., a total recursive function.
Theorem 5.3 below shows this result.
Theorem 5.3 (Closure property under computable shuffling). Let Ω be an alphabet, and let P ∈
P(Ω). Let α ∈ Ω∞. Suppose that α is Martin-Lo¨f P -random. Then, for every injective function
f : N+ → N+, if f is computable then the infinite sequence
αf := α(f(1))α(f(2))α(f(3))α(f(4)) . . . . . . . . .
is Martin-Lo¨f P -random.
Proof. See Tadaki [25, Theorem 15] for the proof.
In other words, Theorem 5.3 states that Martin-Lo¨f P -random sequences are closed under
computable shuffling.
Furthermore, we can show another type of consistency, i.e., the consistency based on the fact
that Martin-Lo¨f P -random sequences for an arbitrary finite probability space are closed under the
selection by a partial computable selection function. See Tadaki [25, Section 5.4] for the detail of
this fact and its implication to the consistency.
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5.4 An operational characterization of the notion of probability in general
Postulate 5 is based on the notion of Martin-Lo¨f P -randomness. In general, we can use this notion
to present an operational characterization of the notion of probability, and we can reformulate prob-
ability theory based on the notion of Martin-Lo¨f P -randomness [20, 21, 25]. For example, we can
represent the notion of conditional probability and the notion of the independence of events/random
variables in terms of Martin-Lo¨f P -randomness. Thus, Martin-Lo¨f P -randomness is thought to re-
flect all the properties of the notion of probability from our intuitive understanding of the notion
of probability. Hence, Postulate 5, which uses the notion of Martin-Lo¨f P -randomness, is thought
to be a rigorous reformulation of Postulate 4. The detail of the operational characterization of the
notion of probability by Martin-Lo¨f P -randomness is reported in the work [25].
We will later show that Postulate 5 can be derived from a general postulate, called the principle
of typicality, together with Postulates 1, 2, and 3. This suggests a further validity of Postulate 5.
6 Mixed states
Postulate 4 given in Section 3 is the Born rule for pure states. In this section we consider the Born
rule for mixed states and its refinement by algorithmic randomness. We first recall that the Born
rule for mixed states is given in the following form (see Nielsen and Chuang [14, Subsection 2.4.2]).
Postulate 7 (The Born rule for mixed states). A quantum measurement is described by an observ-
able, M , a Hermitian operator on the state space of the system being measured. The observable
has a spectral decomposition,
M =
∑
m
mEm,
where Em is the projector onto the eigenspace of M with eigenvalue m. The possible outcomes of
the measurement correspond to the eigenvalues, m, of the observable. If the state of the quantum
system is represented by a density matrix ρ immediately before the measurement then the probability
that result m occurs is given by
tr(Emρ),
and the state of the system after the measurement is
EmρEm
tr(Emρ)
.
We propose a refinement of Postulate 7 by algorithmic randomness in what follows. For that
purpose, we first note that, according to Postulate 5, the result of the quantum measurements
forms a Martin-Lo¨f P -random infinite sequence of pure states, each of which is of the form of (5).
On the other hand, in the conventional quantum mechanics this measurement result is described
as a mixed state. Suggested by these facts, we propose a mathematical definition of the notion of
a mixed state in terms of Martin-Lo¨f P -randomness, as follows.
Definition 6.1 (Mixed state and its density matrix). Let S be a quantum system with state space
H of finite dimension, and let Ω be a non-empty finite set of state vectors in H.
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(i) An infinite sequence α over Ω is called a mixed state of S if there exists a finite probability
space P on Ω such that α is Martin-Lo¨f P -random.
(ii) For any mixed state α of S, the density matrix ρ of α is defined by
ρ :=
∑
|Ψ〉∈Ω
P (|Ψ〉)|Ψ〉〈Ψ|,
where P is a finite probability space on Ω for which α is Martin-Lo¨f P -random.
The following theorem is immediate from Theorem 5.1. Based on this theorem, we can see that
the notion of density matrix defined by (ii) of Definition 6.1 is well-defined.
Theorem 6.2. Let Ω be an alphabet. Let P,Q ∈ P(Ω). If there exists α ∈ Ω∞ which is both
Martin-Lo¨f P -random and Martin-Lo¨f Q-random, then P = Q.
Note also that the definition of density matrix given in Definition 6.1 is the same form as in
the conventional quantum mechanics. Using this rigorous definition of mixed state, we propose
to replace the Born rule for mixed states, Postulate 7, by the following postulate, which has an
operational form based on Martin-Lo¨f P -randomness.
Postulate 8 (Refinement of the Born rule for mixed states). A quantum measurement is described
by an observable, M , a Hermitian operator on the state space of the system being measured. The
observable has a spectral decomposition,
M =
∑
m∈Ω
mEm,
where Em is the projector onto the eigenspace ofM with eigenvaluem. The set of possible outcomes
of the measurement is the spectrum Ω of M . Suppose that the measurements are repeatedly
performed over a mixed state with a density matrix ρ. Then the infinite sequence of outcomes
generated by the measurements is a Martin-Lo¨f P -random infinite sequence over Ω, where P is a
finite probability space on Ω such that
P (m) = tr(Emρ)
for every m ∈ Ω. Moreover, the resulting sequence of pure states with outcome m is a mixed state
with the density matrix
EmρEm
tr(Emρ)
.
7 The many-worlds interpretation of quantum mechanics
In what follows, we consider the validity of our new rules, Postulates 5 and 8, from the point
of view of the many-worlds interpretation of quantum mechanics (MWI, for short) introduced by
Everett [9] in 1957. More specifically, we refine the argument of MWI by adding to it a postulate,
called the principle of typicality, and then we derive Postulates 5 and 8 in the framework of the
refinement of MWI.
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7.1 Framework of MWI
To begin with, we review the original framework of MWI, introduced by Everett [9]. Actually, in
what follows we reformulate the original framework of MWI in a form of mathematical rigor from
a modern point of view. The point of our rigorous treatment of the original framework of MWI is
the use of the notion of probability measure representation and its induction of probability measure,
as presented in Subsection 2.2.
We stress that MWI is more than just an interpretation of quantum mechanics. It aims to
derive Postulate 4, the Born rule, from the remaining postulates, i.e., Postulates 1, 2, and 3. In
this sense, Everett [9] proposed MWI as a “metatheory” of quantum mechanics. The point is
that in MWI the measurement process is fully treated as the interaction between a system being
measured and an apparatus measuring it, based only on Postulates 1, 2, and 3. Then MWI tries
to derive Postulate 4 in such a setting.
Now, let us investigate the setting of MWI in terms of our terminology in a form of mathematical
rigor. Let S be an arbitrary quantum system with state space H of finite dimension K. Consider
a measurement over S described by an arbitrary observable M . Let Ω be the spectrum of M .1 Let
M =
K∑
k=1
f(k)|φk〉〈φk|
be a spectral decomposition of the observable M , where {|φ1〉, . . . , |φK〉} is an orthonormal basis
of H and f : {1, . . . ,K} → Ω is a surjection. Let A be an apparatus performing the measurement
of M , which is a quantum system with state space H.2 According to Postulates 1, 2, and 3, the
measurement process of the observable M is described by a unitary operator U such that
U |φk〉 ⊗ |Φinit〉 = |φk〉 ⊗ |Φ[f(k)]〉 (6)
for every k = 1, . . . ,K [28]. Actually, U describes the interaction between the system S and the
apparatus A. The vector |Φinit〉 ∈ H is the initial state of the apparatus A, and |Φ[m]〉 ∈ H is a
final state of the apparatus A for each m ∈ Ω, with 〈Φ[m]|Φ[m′]〉 = δm,m′ . For every m ∈ Ω, the
state |Φ[m]〉 indicates that the apparatus A records the value m of the observable M of the system
S. By the unitary interaction (6) as a measurement process, a correlation (i.e., entanglement) is
generated between the system and the apparatus. For each m ∈ Ω, let Em be the projector onto
the eigenspace of M with eigenvalue m. Then, the equality (6) can be rewritten as the form that
U |Ψ〉 ⊗ |Φinit〉 =
∑
m∈Ω
(Em|Ψ〉)⊗ |Φ[m]〉 (7)
for every |Ψ〉 ∈ H.
In the framework of MWI, we consider countably infinite copies of the system S prepared in
an identical state, and consider a countably infinite repetition of the measurements of the identical
observable M performed over each of such copies in a sequential order, where each of the mea-
surements is described by the unitary time-evolution (7) (and equivalently by (6)). As repetitions
1The spectrum Ω is finite, and therefore it is an alphabet.
2The dimension of the state space H of the apparatus A is not necessarily finite. Even in the case where the state
space H is of infinite dimension, the mathematical subtleness which arises from the infinite dimensionality does not
matter, to the extent of our treatment of H and operators on it in this paper.
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of the measurement progressed, correlations between the systems and the apparatuses are being
generated in sequence in the superposition of the total system consisting of the systems and the
apparatuses. The detail is described as follows.
For each n ∈ N+, let Sn be the nth copy of the system S and An the nth copy of the apparatus
A. All Sn are prepared in an identical state |Ψ〉, and all An are prepared in an identical state |Φinit〉.
The measurement of the observableM is performed over each Sn one by one in the increasing order
of n, by interacting each Sn with An according to the unitary time-evolution (7). For each n ∈ N+,
letHn be the state space of the total system consisting of the first n copies S1,A1,S2,A2, . . . ,Sn,An
of the system S and the apparatusA. These successive interactions between the copies of the system
S and the apparatus A as measurement processes proceed in the following manner:
The starting state of the total system, which consists of S1 and A1, is |Ψ〉 ⊗ |Φinit〉 ∈ H1.
Immediately after the measurement of M over S1, the total system results in the state∑
m1∈Ω
(Em1 |Ψ〉)⊗ |Φ[m1]〉 ∈ H1
by the interaction (7) as a measurement process. In general, immediately before the measurement
of M over Sn, the state of the total system, which consists of S1,A1,S2,A2, . . . ,Sn,An, is∑
m1,...,mn−1∈Ω
(Em1 |Ψ〉)⊗ · · · ⊗ (Emn−1 |Ψ〉)⊗ |Ψ〉 ⊗ |Φ[m1]〉 ⊗ · · · ⊗ |Φ[mn−1]〉 ⊗ |Φinit〉
in Hn, where |Ψ〉 is the initial state of Sn and |Φinit〉 is the initial state of An. Immediately after
the measurement of M over Sn, the total system results in the state∑
m1,...,mn∈Ω
(Em1 |Ψ〉)⊗ · · · ⊗ (Emn |Ψ〉)⊗ |Φ[m1]〉 ⊗ · · · ⊗ |Φ[mn]〉 (8)
=
∑
m1,...,mn∈Ω
(Em1 |Ψ〉)⊗ · · · ⊗ (Emn |Ψ〉)⊗ |Φ[m1 . . . mn]〉 (9)
in Hn, by the interaction (7) as a measurement process between the system Sn prepared in the
state |Ψ〉 and the apparatus An prepared in the state |Φinit〉. The vector |Φ[m1 . . . mn]〉 denotes
the vector |Φ[m1]〉 ⊗ · · · ⊗ |Φ[mn]〉 which represents the state of A1, . . . ,An. This state indicates
that the apparatuses A1, . . . ,An record the values m1 . . . mn of the observables M of S1, . . . ,Sn,
respectively.
In the superposition (9), on letting n → ∞, the length of each of the records m1 . . . mn of
the values of the observable M in the apparatuses A1, . . . ,An diverges to infinity. The consider-
ation of this limiting case results in the definition of a world. Namely, a world is defined as an
infinite sequence of records of the values of the observable in the apparatuses. Thus, in the case
described so far, a world is an infinite sequence over Ω, and the finite records m1 . . . mn in each
state |Φ[m1 . . . mn]〉 in the superposition (9) of the total system is a prefix of a world.
Then, for aiming at deriving Postulate 4, MWI assigns “weight” to each of worlds. Namely,
it introduces a probability measure on the set of all worlds in the following manner. First, MWI
introduces a probability measure representation on the set of prefixes of worlds, i.e., the set Ω∗ in
this case. This probability measure representation is given by a function r : Ω∗ → [0, 1] with
r(m1 . . . mn) =
n∏
k=1
〈Ψ|Emk |Ψ〉, (10)
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which is the square of the norm of each state (Em1 |Ψ〉) ⊗ · · · ⊗ (Emn |Ψ〉) ⊗ |Φ[m1 . . . mn]〉 in the
superposition (9). Due to
∑
m∈ΩEm = I, it is easy to check that r is certainly a probability measure
representation over Ω. We call the probability measure representation r the measure representation
for the prefixes of worlds. Then MWI tries to derive Postulate 4 by adopting the probability measure
induced by the measure representation r for the prefixes of worlds as the probability measure on the
set of all worlds.
For later use, we define the notion of world and the notion of the measure representation for
the prefixes of worlds in a general setting, as in the following: First, recall that the Born rule,
Postulate 4, can be generalized to the general measurement postulate, which is based on the notion
of measurement operators, instead of the notion of projectors as in Postulate 4 (Nielsen and Chuang
[14, Subsection 2.2.3]). Measurement operators are a collection {Mm}m∈Ω of operators, acting on
the state space of the system being measured, which satisfy the completeness equation,∑
m∈Ω
M †mMm = I. (11)
Here, Ω is an alphabet and is the set of all possible outcomes of the measurement. Actually,
Postulate 4 is shown to be equivalent to the general measurement postulate, when augmented with
an ancilla system and the ability to perform unitary transformations, based on Postulates 2 and
3 (see Nielsen and Chuang [14, Subsection 2.2.8] for the detail). Similarly, based on Postulates 2
and 3, the unitary time-evolution (7) of measurement process, which is based on projectors, can be
generalized to the following form of unitary time-evolution of measurement process, which is based
on measurement operators {Mm}m∈Ω:
U |Ψ〉 ⊗ |Φinit〉 =
∑
m∈Ω
(Mm|Ψ〉)⊗ |Φ[m]〉 (12)
for every state |Ψ〉 of the system being measured. The vector |Φinit〉 is the initial state of the
apparatus measuring the system, and |Φ[m]〉 is a final state of the apparatus for each m ∈ Ω, with
〈Φ[m]|Φ[m′]〉 = δm,m′ . For every m ∈ Ω, the state |Φ[m]〉 indicates that the apparatus records the
value m as the measurement outcome.
To see this, let {Mm}m∈Ω be arbitrary measurement operators acting on the state space H of
the system S being measured. We introduce an ancilla system Sa with state space Ha of finite
dimension #Ω, in addition to the original system S. Let {|Φam〉}m∈Ω be an orthonormal basis of
Ha. We consider a unitary operator U1 acting on H⊗Ha such that
U1|Ψ〉 ⊗ |Φainit〉 =
∑
m∈Ω
(Mm|Ψ〉)⊗ |Φam〉 (13)
for every |Ψ〉 ∈ H, where |Φainit〉 is a specific state of Sa. It is easy to see that such a unitary operator
U1 exists, due to (11). Let {Em}m∈Ω be a collection of projectors such that Em = |Φam〉〈Φam| for
every m ∈ Ω. We then consider an apparatus A whose interaction with the ancilla system Sa as a
measurement process is described by the following unitary time-evolution:
U2|Φa〉 ⊗ |Θinit〉 =
∑
m∈Ω
(Em|Φa〉)⊗ |Θ[m]〉 (14)
for every |Φa〉 ∈ Ha, where the vector |Θinit〉 is the initial state of the apparatus A, and |Θ[m]〉
is a final state of the apparatus A for each m ∈ Ω, with 〈Θ[m]|Θ[m′]〉 = δm,m′ . Note that the
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unitary time-evolution (14) is a spacial case of the unitary time-evolution (7) where each Em is of
rank 1. Then, we can see that the sequential application of U1 and U2 to the composite system
consisting of the system S, the ancilla system Sa, and the apparatus A results in the single unitary
time-evolution U given by (12). Here we newly regard the composite system consisting of Sa and
A as an apparatus, the state |Φinit〉 := |Φainit〉 ⊗ |Θinit〉 as an initial state of the renewed apparatus,
and the state |Φ[m]〉 := |Φam〉 ⊗ |Θ[m]〉 is a final state of the renewed apparatus for each m ∈ Ω.
In this manner, based on Postulates 2 and 3, the unitary time-evolution (7) which describes the
measurement process based on an observable can be generalized over the general measurement
scheme which is described by measurement operators.
Based on the above argument, the general definitions of the notion of world and the notion of
the measure representation for the prefixes of worlds are given as follows.
Definition 7.1 (World and the measure representation for the prefixes of worlds). Consider an
arbitrary finite-dimensional quantum system S and a measurement over S described by arbitrary
measurement operators {Mm}m∈Ω, where the measurement process is described by (12) as an
interaction of the system S with an apparatus A. We suppose the following situation:
(i) There are countably infinite copies S1,S2,S3 . . . of the system S and countably infinite copies
A1,A2,A3, . . . of the apparatus A.
(ii) For each n ∈ N+, the system Sn is prepared in a state |Ψn〉,3 while the apparatus An is
prepared in a state |Φinit〉, and then the measurement described by {Mm}m∈Ω is performed
over Sn by interacting it with the apparatus An according to the unitary time-evolution (12).
(iii) Starting the measurement described by {Mm}m∈Ω over S1, the measurement described by
{Mm}m∈Ω over each Sn is performed in the increasing order of n.
We then note that, for each n ∈ N+, immediately after the measurement described by {Mm}m∈Ω
over Sn, the state of the total system consisting of S1,A1,S2,A2, . . . ,Sn,An is
|Θn〉 :=
∑
m1,...,mn∈Ω
|Θ(m1, . . . ,mn)〉,
where |Θ(m1, . . . ,mn)〉 := (Mm1 |Ψ1〉) ⊗ · · · ⊗ (Mmn |Ψn〉) ⊗ |Φ[m1]〉 ⊗ · · · ⊗ |Φ[mn]〉.4 The vectors
Mm1 |Ψ1〉, . . . ,Mmn |Ψn〉 are states of S1, . . . ,Sn, respectively, and the vectors |Φ[m1]〉, . . . , |Φ[mn]〉
are states of A1, . . . ,An, respectively. The state vector |Θn〉 of the total system is normalized while
each of the vectors {|Θ(m1, . . . ,mn)〉}m1 ,...,mn∈Ω is not necessarily normalized. Then, the measure
representation for the prefixes of worlds is defined as a function p : Ω∗ → [0, 1] such that
p(m1 . . . mn) = 〈Θ(m1, . . . ,mn)|Θ(m1, . . . ,mn)〉. (15)
Moreover, an infinite sequence over Ω, i.e., an infinite sequence of possible outcomes of the mea-
surement described by {Mm}m∈Ω, is called a world.
3In Definition 7.1, all |Ψn〉 are not required to be an identical state.
4The state |Θ(m1, . . . ,mn)〉 corresponds to the state (8) in the spacial case where the measurements of an observ-
able are treated.
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In Definition 7.1, it is easy to check that the function p defined by (15) is certainly a probability
measure representation over Ω.
Now, let us return to the specific situation considered above, where the infinite repetition of
the measurements of the observable M is treated. Each of these measurements is described by the
unitary time-evolution (7). It is then easy to see that the projectors {Em}m∈Ω in (7) satisfy the
completeness equation, ∑
m∈Ω
E†mEm = I.
Thus, {Em}m∈Ω are measurement operators which describe the measurement of M via the unitary
time-evolution (7) as a measurement process. Therefore, Definition 7.1 can be applied to this
situation. Thus, according to Definition 7.1, we see that a world is certainly an infinite sequence
over Ω in this situation, and moreover we see that the function r given by (10) is certainly the
measure representation for the prefixes of worlds in this situation. Furthermore, it follows from (2),
(4), and (10) that the probability measure induced by the measure representation r for the prefixes
of worlds is just the Bernoulli measure λP on Ω
∞, where P is a finite probability space on Ω such
that
P (m) = 〈Ψ|Em|Ψ〉 (16)
for every m ∈ Ω.
7.2 Failure of the original MWI
We continue to investigate the original framework of MWI based on the infinite repetition of the
measurements of the observable M , whose setting is developed in the previous subsection. Let
R ⊂ Ω∞ be a “typical” property with respect to the Bernoulli measure λP . Namely, let R be a set
R ∈ BΩ such that
λP (R) = 1.
For example, we can consider as R the set of all worlds for which the frequency interpretation holds,
i.e., as the set of all α ∈ Ω∞ such that
lim
n→∞
Nm(α↾n)
n
= 〈Ψ|Em|Ψ〉
holds for every m ∈ Ω (see Theorem 5.1 for the notation). Actually, using Theorems 2.3 and 5.1
we can show that λP (R) = 1 holds for this specific R. Then, by definition, the property R holds
in “almost all” worlds. Based on this fact, MWI insists that Postulate 4 has been derived from
Postulates 1, 2, and 3. In this argument of MWI, however, what is typical is just a set R of worlds
and not an individual world. For the purpose of deriving Postulate 4, we should consider the notion
of typicality applied to an individual world and not to a set of worlds. However, Everett [9] does
not consider the notion of typicality for an individual world rigorously or seriously.
Apart from the definition of typicality for an individual world, the point is whether our world
α is in the set R, or not. However, Everett [9] does not seem to mention this point explicitly. Can
we deduce that our world α is in R only due to the fact that λP (R) = 1? Obviously, we cannot do
so. The reason is as follows: Say it was true. We then have to deduce also that α ∈ R \ {α} since
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R \{α} ∈ BΩ and λP (R \ {α}) = 1. However, this leads to an apparent contradiction.5 Hence, the
argument by Everett is unclear in this regard.
Moreover, as we already pointed out, there is no operational characterization of the notion of
probability in Postulate 4, the Born rule, while it makes a statement about the “probability” of
measurement outcomes. Therefore, what MWI has to show for deriving Postulate 4 is unclear
although the argument in MWI itself is rather operational. We have no adequate criterion to
confirm that we have certainly accomplished the derivation of Postulate 4 based on MWI, since
Postulate 4 is vague from an operational point of view. By contrast, the replacement of Postulate 4
by Postulate 5 makes this clear since there is no ambiguity in Postulate 5 from an operational point
of view.
In the next section we make the argument by Everett clear by introducing the principle of
typicality, i.e., Postulate 9 below. Then, in the subsequent sections we derive Postulate 5 and
Postulate 8 from the principle of typicality in a unified manner.
8 The principle of typicality
As we saw in the preceding section, for deriving Postulate 4, i.e., the Born rule, the original
MWI [9] would seem to have wanted to assume that our world is “typical” or “random” among
many coexisting worlds. However, the proposal of the MWI by Everett was nearly a decade earlier
than the advent of algorithmic randomness. Actually, Everett [9] proposed MWI in 1957 while the
notion of Martin-Lo¨f randomness was introduced by Martin-Lo¨f [13] in 1966. Thus, the assumption
of “typicality” by Everett in MWI was not rigorous from a mathematical point of view.
The notion of “typicality” or “randomness” is just the research object of algorithmic random-
ness. Based on the notion of Martin-Lo¨f randomness with respect to a probability measure, we
introduce a postulate, called the principle of typicality as follows. The principle of typicality is con-
sidered to be a refinement and therefore a clarification of the obscure assumption of “typicality”
by Everett [9].
Postulate 9 (The principle of typicality). Our world is typical. Namely, our world is Martin-Lo¨f
random with respect to the probability measure on the set of all worlds, induced by the measure
representation for the prefixes of worlds, in the superposition of the total system which consists of
systems being measured and apparatuses measuring them.
Let Ω be an arbitrary alphabet, and µ be an arbitrary probability measure on Ω∞. Recall the
basic idea of Martin-Lo¨f randomness, presented in Section 2.4, that we think of an infinite sequence
over Ω as random with respect to the probability measure µ if it is in no effective null set for µ. In the
idea, we identify Ω with the set of all possible measurement outcomes and infinite sequences over Ω
with worlds. Moreover, we identify the probability measure µ with the probability measure induced
by the measure representation for the prefixes of worlds. Then, the specific implementation of the
basic idea based on this identification naturally results in Postulate 9, the principle of typicality.
This is the underlying idea of the principle of typicality.
In the case of the setting of the original framework of MWI based on the infinite repetition
of the measurements of the observable M , which we developed in Subsection 7.1, the measure
5If we accept the thesis that our world α is in A for every A ∈ BΩ with λP (A) = 1, then we have that α ∈ Ω
∞\{α}
since Ω∞ \{α} ∈ BΩ and λP (Ω
∞ \ {α}) = 1, which leads to the apparent contradiction that α 6= α. Thus, we cannot
accept this thesis anyhow.
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representation for the prefixes of worlds is r given by (10), and the probability measure induced
by r is λP , where P is given by (16). Hence, Postulate 9 is precisely Postulate 5 in this case. In
Section 10, we describe the detail of the derivation of Postulate 5 from Postulate 9 (together with
Postulates 1, 2, and 3) in this case. In this way, we have made clear the argument by Everett [9],
based on Postulate 9, the principle of typicality.
Furthermore, we can derive Postulate 8 from Postulate 9 together with Postulates 1, 2, and 3 in
several scenarios of the setting of measurements. We can do this by considering more complicated
interactions between systems and apparatuses as measurement processes than one used for deriving
Postulate 5. Recall that in our framework a mixed state, on which measurements are performed in
the setting of Postulate 8, is an infinite sequence of pure states, as defined in (i) of Definition 6.1.
This implies that we have to perform measurements on a mixed state while generating it. We have
investigated several scenarios which implement this setting. In all the scenarios which we have
considered so far, Postulate 8 can be derived from Postulate 9 together with Postulates 1, 2, and
3. In Section 11 below, we describe the detail of the derivation of Postulate 8 from Postulate 9
(together with Postulates 1, 2, and 3) in the simplest scenario, where a mixed state being measured
is a Martin-Lo¨f P -random infinite sequence over mutually orthogonal pure states. In Section 12 we
describe the detail of the same derivation in a more general scenario, where a mixed state being
measured is a Martin-Lo¨f P -random infinite sequence over general mutually non-orthogonal pure
states.
9 Further mathematical preliminaries
In order to show the results in the subsequent sections, we need several theorems on Martin-
Lo¨f P -randomness from Tadaki [20, 21, 25]. These theorems played a key part in developing
an operational characterization of the notion of probability based on Martin-Lo¨f P -randomness in
Tadaki [20, 21, 25]. We enumerate them and their corollaries in this section. Let Ω be an arbitrary
alphabet throughout this section.
9.1 Avoiding events with probability zero
First, as an elaboration of Theorem 5.2, we can show the following theorem.
Theorem 9.1. Let P ∈ P(Ω), and let a ∈ Ω. Suppose that α is a Martin-Lo¨f P -random infinite
sequence over Ω and P (a) = 0. Then α does not contain a.
Proof. See Tadaki [25, Theorem 10] for the proof.
Combining this with the law of large numbers, we can derive a stronger result, as follows.
Theorem 9.2. Let P ∈ P(Ω). If α is a Martin-Lo¨f P -random infinite sequence over Ω, then
{α(n) | n ∈ N+} = {a ∈ Ω | P (a) > 0}.
Proof. The result follows from Theorems 9.1 and 5.1.
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9.2 Marginal probability
The following two theorems are frequently used in the rest of this paper.
Theorem 9.3. Let P ∈ P(Ω). Let α be a Martin-Lo¨f P -random infinite sequence over Ω, and let
a and b be distinct elements of Ω. Suppose that β is an infinite sequence over Ω \ {b} obtained by
replacing all occurrences of b by a in α. Then β is Martin-Lo¨f Q-random, where Q ∈ P(Ω \ {b})
such that Q(x) := P (a) + P (b) if x = a and Q(x) := P (x) otherwise.
Proof. See Tadaki [25, Theorem 13] for the proof.
Theorem 9.4. Let Ω and Θ be alphabets. Let P ∈ P(Ω×Θ), and let α ∈ (Ω×Θ)∞. Suppose that
β is an infinite sequence over Ω obtained from α by replacing each element (m, l) in α by m. If α
is Martin-Lo¨f P -random then β is Martin-Lo¨f Q-random, where Q ∈ P(Ω) such that
Q(m) :=
∑
l∈Θ
P (m, l)
for every m ∈ Ω.
Proof. The result is obtained by applying Theorem 9.3 repeatedly.
9.3 Conditional probability
The notion of conditional probability in a finite probability space can be represented by the notion
of Martin-Lo¨f P -randomness in a natural manner as follows.
First, we recall the notion of conditional probability in a finite probability space. Let P ∈ P(Ω),
and let B ⊂ Ω be an event on the finite probability space P . Suppose that P (B) > 0. Then, for each
event A ⊂ Ω, the conditional probability of A given B, denoted P (A|B), is defined as P (A∩B)/P (B).
This notion defines a finite probability space PB ∈ P(B) such that PB(a) = P ({a}|B) for every
a ∈ B.
When an infinite sequence α ∈ Ω∞ contains infinitely many elements from B, FilteredB (α) is
defined as an infinite sequence in B∞ obtained from α by eliminating all elements of Ω\B occurring
in α. If α is Martin-Lo¨f P -random for the finite probability space P and P (B) > 0, then α contains
infinitely many elements from B due to Theorem 9.5 below. Therefore, FilteredB (α) is properly
defined in this case. Note that the notion of FilteredB (α) in our theory is introduced by Tadaki
[20, 25], suggested by the notion of partition in the theory of collectives introduced by von Mises
[27] (see Tadaki [25] for the detail).
We can then show Theorem 9.6 below, which states that Martin-Lo¨f P -random sequences are
closed under conditioning.
Theorem 9.5. Let P ∈ P(Ω), and let α ∈ Ω∗. Suppose that α is Martin-Lo¨f P -random. For every
m ∈ Ω, if m appears in α then m appears in α infinitely many times.
Proof. The result follows from Theorems 9.2 and 5.1.
Theorem 9.6 (Closure property under conditioning, Tadaki [20]). Let P ∈ P(Ω), and let B ⊂ Ω
be an event on the finite probability space P with P (B) > 0. For every α ∈ Ω∞, if α is Martin-Lo¨f
P -random then FilteredB (α) is Martin-Lo¨f PB-random for the finite probability space PB.
Proof. See Tadaki [25, Theorem 18] for the proof.
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9.4 Occurrence of a specific event
Let P ∈ P(Ω), and let A ⊂ Ω be an event on the finite probability space P . For each α ∈ Ω∞,
we use CA (α) to denote the infinite binary sequence such that, for every n ∈ N+, its nth element
(CA (α))(n) is 1 if α(n) ∈ A and 0 otherwise. The pair (P,A) induces a finite probability space
C(P,A) ∈ P({0, 1}) such that (C(P,A))(1) = P (A) and (C(P,A))(0) = 1 − P (A). Note that the
notions of CA (α) and C(P,A) in our theory together correspond to the notion of mixing in the
theory of collectives by von Mises [27].
We can then show the following theorem.
Theorem 9.7. Let P ∈ P(Ω), and let A ⊂ Ω. For every α ∈ Ω∞, if α is Martin-Lo¨f P -random
then CA (α) is Martin-Lo¨f C(P,A)-random for the finite probability space C(P,A).
Proof. See Tadaki [25, Theorem 17] for the proof.
10 Derivation of Postulate 5 from the principle of typicality
In this section, we derive Postulate 5 from Postulate 9, the principle of typicality, together with
Postulates 1, 2, and 3.
For deriving Postulate 5, consider a quantum measurement described by an observable M , as
in Postulate 5. Here, we call a Hermitian operator on the state space of the system being measured
an observable. The observable M has a spectral decomposition,
M =
∑
m∈Ω
mEm,
where Em is the projector onto the eigenspace of M with eigenvalue m. Then, according to
Postulates 1, 2, and 3, the measurement process of the observable M is described by a unitary
operator U satisfying (7). Based on the equation (7) we see, in particular, that the set of possible
outcomes of the measurement of M is the spectrum Ω of M , as stated in Postulate 5 as one of its
conclusions.
Now, let us assume that the measurements of the observable M are repeatedly performed over
identical quantum systems whose states are all |Ψ〉, and the infinite sequence α ∈ Ω∞ of measure-
ment outcomes is being generated, as assumed in Postulate 5. This is just the situation that we
considered in Subsection 7.1. In other words, under the assumption above, we are considering the
total system consisting of the copies of the system S and the apparatus A in the setting of the
original framework of MWI based on the infinite repetition of the measurements of the observable
M , which we have developed in Subsection 7.1 based on Postulates 1, 2, and 3. In this situation,
according to Definition 7.1, a world is an infinite sequence over Ω and the measure representation
for the prefixes of worlds is the function r : Ω∗ → [0, 1] given by (10), as we saw in Subsection 7.1.
Furthermore, as we also saw in Subsection 7.1, the probability measure induced by r is the Bernoulli
measure λP on Ω
∞, where P is given by (16). The infinite sequence α in the assumption is our
world under the infinite repetition of the measurements of M in this setting.
Then, it follows from Postulate 9, the principle of typicality, that α is Martin-Lo¨f random
with respect to the probability measure λP on Ω
∞. Hence, according to Definition 4.2, we see that
α is Martin-Lo¨f P -random with the finite probability space P on Ω satisfying (16), as stated in
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Postulate 5 as one of its conclusions. Using Theorem 9.1 we note that P (α(n)) > 0 for every
n ∈ N+. Thus, it follows from (16) that
〈Ψ|Eα(n)|Ψ〉 > 0 (17)
for every n ∈ N+.
Let n be an arbitrary positive integer. In the superposition (8) of the total system consisting
of S1,A1,S2,A2, . . . ,Sn,An, consider the specific state
(Em1 |Ψ〉)⊗ · · · ⊗ (Emn |Ψ〉)⊗ |Φ[m1]〉 ⊗ · · · ⊗ |Φ[mn]〉 (18)
such that mk = α(k) for every k = 1, . . . , n. Note from (17) that the vector (18) is non-zero and
therefore can be a state vector certainly, when it is normalized. Since α is our world, the state
(18) is the state of the total system consisting of S1,A1,S2,A2, . . . ,Sn,An that we have perceived
immediately after the measurement of the observable M over the system Sn. Thus, sincemn = α(n),
the state of the system Sn immediately after the measurement of M over it in our world is given
by
Eα(n)|Ψ〉√
〈Ψ|Eα(n)|Ψ〉
,
where the vector is normalized since a state vector has to be a unit vector according to a convention
adopted in Postulate 1. Since the positive integer n is arbitrary, this means that in our world, for
each of the measurements of M , the state of the system S immediately after the measurement is
Em|Ψ〉√〈Ψ|Em|Ψ〉 ,
where m is the corresponding measurement outcome, as stated in the last sentence of Postulate 5
as one of its conclusions.
Hence, Postulate 5 is derived from Postulate 9 together with Postulates 1, 2, and 3.
11 Derivation I of Postulate 8 from the principle of typicality
In this section and the next section, we derive Postulate 8 from Postulate 9, the principle of
typicality, together with Postulates 1, 2, and 3. In this section, in particular, we do this in a specific
scenario of the setting of measurements which is considered to be the simplest among many other
scenarios. In order to derive Postulate 8, we have to consider more complicated interaction between
systems and apparatuses than one used for deriving Postulate 5 in the preceding section. Recall
that a mixed state on which the measurements are performed is a Martin-Lo¨f P -random infinite
sequence of pure states, as defined in Definition 6.1. Hence, we have to perform measurements on
the mixed state while generating it by other measurements. In the simplest scenario, a mixed state
being measured is a Martin-Lo¨f P -random infinite sequence over mutually orthogonal pure states.
Thus, for deriving Postulate 8, we consider an infinite repetition of two successive measure-
ments of observables A and B over identical systems prepared initially in identical states |Ψ〉. In
this setting, while generating a mixed state by the measurements of A, we are performing the
measurements of B over the mixed state.
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11.1 Repeated once of measurements
First, the repeated once of the infinite repetition of measurements, i.e., the two successive measure-
ments of observables A and B, is described as follows.
Let S be an arbitrary quantum system with state space H of finite dimension K. Consider
arbitrary two measurements over S described by observables A and B. Let Ω and Θ be the
spectrums of A and B, respectively. Let
A =
K∑
k=1
f(k)|ψk〉〈ψk|
be a spectral decomposition of the observable A, where {|ψ1〉, . . . , |ψK〉} is an orthonormal basis of
H and f : {1, . . . ,K} → Ω is a surjection, and let
B =
K∑
k=1
g(k)|φk〉〈φk| (19)
be a spectral decomposition of the observable B, where {|φ1〉, . . . , |φK〉} is an orthonormal basis of
H and g : {1, . . . ,K} → Θ is a surjection. According to Postulates 1, 2, and 3, the measurement
processes of the observables A and B are described by the following unitary operators UA and UB ,
respectively:
UA|ψk〉 ⊗ |ΦinitA 〉 = |ψk〉 ⊗ |ΦA[f(k)]〉, (20)
UB |φk〉 ⊗ |ΦinitB 〉 = |φk〉 ⊗ |ΦB [g(k)]〉 (21)
for every k = 1, . . . ,K. The vectors |ΦinitA 〉 and |ΦinitB 〉 are the initial states of the apparatuses
measuring A and B, respectively, and |ΦA[m]〉 and |ΦB [l]〉 are the final states of ones for each
m ∈ Ω and l ∈ Θ, with 〈ΦA[m]|ΦA[m′]〉 = δm,m′ and 〈ΦB [l]|ΦB [l′]〉 = δl,l′ . For every m ∈ Ω, the
state |ΦA[m]〉 indicates that the apparatus measuring the observable A of the system S records the
value m of A, and for every l ∈ Θ, the state |ΦB [l]〉 indicates that the apparatus measuring the
observable B of the system S records the value l of B.
For each m ∈ Ω, let Em be the projector onto the eigenspace of A with eigenvalue m, and
for each l ∈ Θ, let Fl be the projector onto the eigenspace of B with eigenvalue l. Then, the
equalities (20) and (21) can be rewritten, respectively, as the forms that
UA|Ψ〉 ⊗ |ΦinitA 〉 =
∑
m∈Ω
(Em|Ψ〉)⊗ |ΦA[m]〉, (22)
UB|Ψ〉 ⊗ |ΦinitB 〉 =
∑
l∈Θ
(Fl|Ψ〉)⊗ |ΦB [l]〉 (23)
for every |Ψ〉 ∈ H.
11.2 Infinite repetition of the measurements of the observables A and B
As in Subsection 7.1 and Section 10, we consider countably infinite copies of the system S. We
prepare each of the copies in an identical state |Ψ〉, and then perform the successive measurements
31
of the observables A and B over each of the copies of the system S one by one, by interacting
each of the copies of the system S with each of the copies of the apparatuses measuring A and B
according to the unitary time-evolution (22) and then the unitary time-evolution (23). For each
n ∈ N+, let Hn be the state space of the total system consisting of the first n copies of the system
S and the two apparatuses measuring A and B. These successive interactions as measurement
processes between the copies of the system S and the copies of the two apparatuses proceed in the
following manner.
The starting state of the total system, which consists of the first copy of the system S and the
two apparatuses measuring A and B, is |Ψ〉⊗|ΦinitA 〉⊗|ΦinitB 〉 ∈ H1. In this state of the total system,
the measurement of A is performed over the first copy of the system S. Immediately after that,
the total system results in the state∑
m1∈Ω
(Em1 |Ψ〉)⊗ |ΦA[m1]〉 ⊗ |ΦinitB 〉 ∈ H1
by the interaction (22) as the measurement process of A. Then, the measurement of B is performed
over the first copy of the system S. Immediately after that, the total system results in the state∑
m1∈Ω
∑
l1∈Θ
(Fl1Em1 |Ψ〉)⊗ |ΦA[m1]〉 ⊗ |ΦB [l1]〉 ∈ H1
by the interaction (23) as the measurement process of B.
In general, immediately before the measurement of A over the nth copy of the system S, the
state of the total system, which consists of the first n copies of the system S and the two apparatuses
measuring A and B, is∑
m1,...,mn−1∈Ω
∑
l1,...,ln−1∈Θ
(Fl1Em1 |Ψ〉)⊗ · · · ⊗ (Fln−1Emn−1 |Ψ〉)⊗ |Ψ〉
⊗ |ΦA[m1]〉 ⊗ |ΦB[l1]〉 ⊗ · · · ⊗ |ΦA[mn−1]〉 ⊗ |ΦB[ln−1]〉 ⊗ |ΦinitA 〉 ⊗ |ΦinitB 〉
in Hn. Then, immediately after the measurement of A over the nth copy of the system S, the total
system results in the state∑
m1,...,mn∈Ω
∑
l1,...,ln−1∈Θ
(Fl1Em1 |Ψ〉)⊗ · · · ⊗ (Fln−1Emn−1 |Ψ〉)⊗ (Emn |Ψ〉)
⊗ |ΦA[m1]〉 ⊗ |ΦB [l1]〉 ⊗ · · · ⊗ |ΦA[mn−1]〉 ⊗ |ΦB [ln−1]〉 ⊗ |ΦA[mn]〉 ⊗ |ΦinitB 〉
(24)
in Hn by the interaction (22), as the measurement process of A, between the nth copy of the
system S in the state |Ψ〉 and the nth copy of the apparatus measuring A in the state |ΦinitA 〉.
Then, immediately after the measurement of B over the nth copy of the system S, the total system
results in the state∑
m1,...,mn∈Ω
∑
l1,...,ln∈Θ
(Fl1Em1 |Ψ〉)⊗ · · · ⊗ (FlnEmn |Ψ〉)
⊗ |ΦA[m1]〉 ⊗ |ΦB [l1]〉 ⊗ · · · ⊗ |ΦA[mn]〉 ⊗ |ΦB [ln]〉 (25)
=
∑
m1,...,mn∈Ω
∑
l1,...,ln∈Θ
(Fl1Em1 |Ψ〉)⊗ · · · ⊗ (FlnEmn |Ψ〉)⊗ |Φ[(m1, l1) . . . (mn, ln)]〉 (26)
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in Hn by the interaction (23), as the measurement process of B, between the nth copy of the
system S in the state |Ψ〉 and the nth copy of the apparatus measuring B in the state |ΦinitB 〉,
where the state |Φ[(m1, l1) . . . (mn, ln)]〉 denotes |ΦA[m1]〉 ⊗ |ΦB [l1]〉 ⊗ · · · ⊗ |ΦA[mn]〉 ⊗ |ΦB [ln]〉,
and indicates that the first n copies of the two apparatuses measuring A and B record the values
(m1, l1) . . . (mn, ln) of the observables A and B, in this order, of the first n copies of the system S.
Then, for applying Postulate 9, the principle of typicality, we have to identify worlds and the
measure representation for the prefixes of worlds in this situation. Note, from (22) and (23), that
the sequential application of UA and UB to the composite system consisting of the system S and
the two apparatuses measuring A and B respectively over the initial state |Ψ〉 ⊗ |ΦinitA 〉 ⊗ |ΦinitB 〉
results in the following single unitary time-evolution U :
U |Ψ〉 ⊗ |ΦinitA 〉 ⊗ |ΦinitB 〉 =
∑
m∈Ω
∑
l∈Θ
(FlEm|Ψ〉)⊗ |ΦA[m]〉 ⊗ |ΦB[l]〉
=
∑
m∈Ω
∑
l∈Θ
(FlEm|Ψ〉)⊗ |Φ[(m, l)]〉,
where U = UBUA. It is then easy to check that a collection {FlEm}(m,l)∈Ω×Θ forms measurement
operators.6 Thus, the successive measurements of A and B in this order can be regarded as the
single measurement which is described by the measurement operators {FlEm}(m,l)∈Ω×Θ. Hence, we
can apply Definition 7.1, where only the infinite repetition of a single measurement is treated, to
this scenario of the setting of measurements. Therefore, according to Definition 7.1, we see that a
world is an infinite sequence over Ω× Θ and the measure representation for the prefixes of worlds
is given by a function r : (Ω×Θ)∗ → [0, 1] with
r((m1, l1) . . . (mn, ln)) :=
n∏
k=1
〈Ψ|EmkFlkEmk |Ψ〉,
which is the square of the norm of each state
(Fl1Em1 |Ψ〉)⊗ · · · ⊗ (FlnEmn |Ψ〉)⊗ |Φ[(m1, l1) . . . (mn, ln)]〉
in the superposition (26). It follows from (2) that the probability measure induced by the probability
measure representation r is a Bernoulli measure λP on (Ω × Θ)∞, where P is a finite probability
space on Ω×Θ such that
P (m, l) = 〈Ψ|EmFlEm|Ψ〉 (27)
for every m ∈ Ω and l ∈ Θ. The finite records (m1, l1) . . . (mn, ln) ∈ (Ω × Θ)∗ in each state
|Φ[(m1, l1) . . . (mn, ln)]〉 in the superposition (26) of the total system is a prefix of a world.
11.3 Application of the principle of typicality
Now, let us apply Postulate 9 to the setting developed above.
Let ω be our world in the infinite repetition of the measurements of A and B in the above
setting. Then ω is an infinite sequence over Ω×Θ. Since the Bernoulli measure λP on (Ω×Θ)∞ is
the probability measure induced by the measure representation r for the prefixes of worlds in the
6We can confirm that the collection {FlEm}(m,l)∈Ω×Θ forms measurement operators, by checking directly that the
collection satisfies the completeness equation. Note, however, that the unitarity of U already guarantees this fact.
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above setting, it follows from Postulate 9 that ω is Martin-Lo¨f random with respect to the measure
λP on (Ω×Θ)∞. Therefore, ω is Martin-Lo¨f P -random, where P is the finite probability space on
Ω×Θ satisfying (27).
Let α and β be infinite sequences over Ω and Θ, respectively, such that (α(n), β(n)) = ω(n)
for every n ∈ N+. The sequence α is the infinite sequence of records of the values of the observable
A in the corresponding apparatuses measuring A in our world. A prefix of α is the finite records
m1 . . . mn in a specific state |ΦA[m1]〉 ⊗ · · · ⊗ |ΦA[mn]〉 of the apparatuses, each of which has
measured the observable A of the corresponding copy of S, in the superposition (26) of the total
system. Put briefly, the infinite sequence α is the infinite sequence of outcomes of the infinitely
repeated measurements of the observable A over the infinite copies of S in our world. On the other
hand, the sequence β is the infinite sequence of records of the values of the observable B in the
corresponding apparatuses measuring B in our world. A prefix of β is the finite records l1 . . . ln in a
specific state |ΦB [l1]〉⊗· · ·⊗|ΦB[ln]〉 of the apparatuses, each of which has measured the observable
B of the corresponding copy of S, in the superposition (26) of the total system. Put briefly, the
infinite sequence β is the infinite sequence of outcomes of the infinitely repeated measurements of
the observable B over the infinite copies of S in our world.
Using Theorem 9.2, we note that P (ω(n)) > 0 for every n ∈ N+. Thus, it follows from (27)
that
〈Ψ|Eα(n)Fβ(n)Eα(n)|Ψ〉 > 0 (28)
for every n ∈ N+.
By Theorem 9.4 we have that α is Martin-Lo¨f Q-random, where Q is a finite probability space
on Ω such that Q(m) :=
∑
l∈Θ P (m, l) for every m ∈ Ω. Since
∑
l∈Θ Fl = I, it follows from (27)
that
Q(m) = 〈Ψ|Em|Ψ〉 (29)
for every m ∈ Ω, as expected from the points of view of both the conventional quantum mechanics
and Postulate 5. Note from Theorem 9.2 that Q(α(n)) > 0 for every n ∈ N+. Thus, it follows from
(29) that
〈Ψ|Eα(n)|Ψ〉 > 0 (30)
for every n ∈ N+.7
11.4 Mixed state resulting from the measurements of the observable A
We calculate the mixed state resulting from the measurements of the observable A.
Let n be an arbitrary positive integer. In the superposition (24) of the total system consisting
of the first n copies of the system S and the two apparatuses measuring A and B immediately after
the measurement of A over the nth copy of the system S, consider the specific state
(Fl1Em1 |Ψ〉)⊗ · · · ⊗ (Fln−1Emn−1 |Ψ〉)⊗ (Emn |Ψ〉)
⊗ |ΦA[m1]〉 ⊗ |ΦB [l1]〉 ⊗ · · · ⊗ |ΦA[mn−1]〉 ⊗ |ΦB [ln−1]〉 ⊗ |ΦA[mn]〉 ⊗ |ΦinitB 〉
(31)
such that (mk, lk) = ω(k) for every k = 1, . . . , n − 1 and mn = α(n). Due to (28) and (30), we
note here that the vector (31) is non-zero and therefore can be a state vector certainly, when it is
7The inequality (30) can be directly derived from the inequality (28), since the equality 〈Ψ|Eα(n)|Ψ〉 = 0 implies
the equality Eα(n)|Ψ〉 = 0. However, we can prove this inequality certainly using Theorem 9.2.
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normalized. Since ω is our world, the state (31) is the state of the total system, consisting of the
first n copies of the system S and the two apparatuses measuring A and B, that we have perceived
after the nth measurement of A. Therefore, we perceive
Emn |Ψ〉√〈Ψ|Emn |Ψ〉
as the state of the nth copy of the system S at this time. Note that mn = α(n) and n is arbitrary.
Thus, for every positive integer n, the state of the nth copy of the system S immediately after the
measurement of A over it in our world is given by
|ΥAn 〉 :=
Eα(n)|Ψ〉√
〈Ψ|Eα(n)|Ψ〉
. (32)
Since EmEm′ = δm,m′Em, note that
〈ΥAn |ΥAn′〉 = δα(n),α(n′). (33)
Let ΓA := {|ΥAn 〉 | n ∈ N+}, and let γA be an infinite sequence over ΓA such that γA(n) := |ΥAn 〉
for every n ∈ N+. Note that ΓA is an alphabet. Since α is Martin-Lo¨f Q-random, it follows from
(33) and Theorem 9.2 that the infinite sequence γA is Martin-Lo¨f Q
′-random, where Q′ is a finite
probability space on ΓA such that
Q′(|ΥAn 〉) = Q(α(n)) (34)
for every n ∈ N+. Thus, according to (i) of Definition 6.1, the infinite sequence γA is a mixed state
of S. The mixed state γA can be interpreted as the infinite sequence of states of S resulting from
the infinitely repeated measurements of the observable A over the infinite copies of S. Note here
that the mixed state γA is an infinite sequence over mutually orthogonal pure states due to (33).
Then, according to (ii) of Definition 6.1, the density matrix ρA of γA is given by
ρA :=
∑
|ψ〉∈ΓA
Q′(|ψ〉)|ψ〉〈ψ|.
Note from (34) and (29) that Q′(|ΥAn 〉) = 〈Ψ|Eα(n)|Ψ〉 for every n ∈ N+. Thus, it follows from
Theorem 9.2, (32), and (33) that
ρA =
∑
m:Q(m)>0
Em|Ψ〉〈Ψ|Em,
where the sum is over all m ∈ Ω such that Q(m) > 0. Hence, using (29) we have that
ρA =
∑
m∈Ω
Em|Ψ〉〈Ψ|Em, (35)
as expected from the point of view of the conventional quantum mechanics.
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11.5 The infinite sequence β of measurement outcomes of the observable B
We determine the property of the infinite sequence β of records of the values of the observable B
in the corresponding apparatuses measuring B in our world, in terms of the observable B and the
mixed state γA resulting from the measurements of the observable A in our world.
Using a theorem symmetrical to Theorem 9.4 we have that β is Martin-Lo¨f R-random, where
R is a finite probability space on Θ such that R(l) :=
∑
m∈Ω P (m, l) for every l ∈ Θ. It follows
from (27) and (35) that
R(l) =
∑
m∈Ω
〈Ψ|EmFlEm|Ψ〉 = tr(FlρA) (36)
for every l ∈ Θ, as expected from the point of view of the conventional quantum mechanics, i.e.,
Postulate 7, since β is the infinite sequence of records of the values of the observable B in the
corresponding apparatuses measuring B in our world. Note from Theorem 9.2 that R(β(n)) > 0
for every n ∈ N+. Therefore, we have that
tr(Fβ(n)ρA) > 0 (37)
for every n ∈ N+.
11.6 Mixed state resulting from the measurements of the observable B
It is worthwhile to calculate the mixed state resulting from the measurements of the observable B
although it is not necessary for deriving Postulate 9.
Let n be an arbitrary positive integer. In the superposition (25) of the total system consisting
of the first n copies of the system S and the two apparatuses measuring A and B immediately after
the measurement of B over the nth copy of the system S, consider the specific state
(Fl1Em1 |Ψ〉)⊗ · · · ⊗ (FlnEmn |Ψ〉)⊗ |ΦA[m1]〉 ⊗ |ΦB[l1]〉 ⊗ · · · ⊗ |ΦA[mn]〉 ⊗ |ΦB[ln]〉 (38)
such that (mk, lk) = ω(k) for every k = 1, . . . , n. Due to (28), we note here that the vector (38) is
non-zero and therefore can be a state vector certainly, when it is normalized. Since ω is our world,
the state (38) is the state of the total system, consisting of the first n copies of the system S and
the two apparatuses measuring A and B, that we have perceived after the nth measurement of B.
Therefore, we perceive
FlnEmn |Ψ〉√〈Ψ|EmnFlnEmn |Ψ〉
as the state of the nth copy of the system S at this time. Note that mn = α(n) and ln = β(n),
and n is arbitrary. Thus, for every positive integer n, the state of the nth copy of the system S
immediately after the measurement of B over it in our world is given by
|ΥBn 〉 :=
Fβ(n)Eα(n)|Ψ〉√
〈Ψ|Eα(n)Fβ(n)Eα(n)|Ψ〉
. (39)
Let ΓB := {|ΥBn 〉 | n ∈ N+}, and let γB be an infinite sequence over ΓB such that γB(n) := |ΥBn 〉
for every n ∈ N+. Note that ΓB is an alphabet. For each |ψ〉 ∈ ΓB, we define S(|ψ〉) as the set
{(α(n), β(n)) | |ψ〉 = |ΥBn 〉}.
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Since ω is Martin-Lo¨f P -random, it follows from Theorem 9.2 and Theorem 9.3 that the infinite
sequence γB is Martin-Lo¨f P
′-random, where P ′ is a finite probability space on ΓB such that
P ′(|ψ〉) =
∑
x∈S(|ψ〉)
P (x) (40)
for every |ψ〉 ∈ ΓB. Thus, according to (i) of Definition 6.1, the infinite sequence γB is a mixed
state of S. The mixed state γB can be interpreted as the infinite sequence of states of S resulting
from the infinitely repeated measurements of the observable B over the infinite copies of S.
Then, according to (ii) of Definition 6.1, the density matrix ρB of γB is given by
ρB :=
∑
|ψ〉∈ΓB
P ′(|ψ〉)|ψ〉〈ψ|.
Note from (40) and (27) that
P ′(|ψ〉) =
∑
(m,l)∈S(|ψ〉)
〈Ψ|EmFlEm|Ψ〉
for every |ψ〉 ∈ ΓB. Thus, since ω is Martin-Lo¨f P -random, using Theorem 9.2 and (39) we have
that
ρB =
∑
(m,l):P (m,l)>0
FlEm|Ψ〉〈Ψ|EmFl,
where the sum is over all (m, l) ∈ Ω×Θ such that P (m, l) > 0. It follows from (27) that
ρB =
∑
(m,l)∈Ω×Θ
FlEm|Ψ〉〈Ψ|EmFl.
Hence, using (35) we have that
ρB =
∑
l∈Θ
FlρAFl,
as expected from the point of view of the conventional quantum mechanics.
11.7 Mixed state conditioned by a specific outcome of the measurements of B
We calculate the mixed state resulting from the measurements of the observable B, conditioned by
a specific measurement outcome of B. This mixed state is the post-measurement state mentioned
in the last sentence of Postulate 8.
Let Λ := {β(n) | n ∈ N+}, which is the set of all measurement outcomes of B appearing in our
world. Let l0 be an arbitrary element of Λ, and let C := {(m, l0) | m ∈ Ω}. Since ω is Martin-
Lo¨f P -random, it follows from Theorem 9.2 that P (C) > 0. Let δ := FilteredC (ω). Recall that
FilteredC (ω) is defined as an infinite sequence in C
∞ obtained from ω by eliminating all elements
of (Ω×Θ) \C occurring in ω. In other words, δ is the subsequence of ω such that the outcomes of
measurements of B equal to l0. We assume that for each k ∈ N+, the kth element of δ is originally
the nkth element of ω before the elimination. It follows that δ(k) = (α(nk), l0) for every k ∈ N+.
Since ω is Martin-Lo¨f P -random, using Theorem 9.6 we have that δ is Martin-Lo¨f PC -random for
the finite probability space PC on C.
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Let ζ be an infinite sequence over Ω such that ζ(k) := α(nk) for every k ∈ N. The sequence ζ can
be phrased as the infinite sequence of outcomes of the measurements of the observable A, resulting
from the infinitely repeated measurements of the observable B following the measurement of the
observable A, over the infinite copies of S in our world, conditioned by the specific measurement
outcome l0 of B. Since δ is Martin-Lo¨f PC-random, it is easy to show that ζ is Martin-Lo¨f Pl0-
random, where Pl0 is a finite probability space on Ω such that Pl0(m) = PC(m, l0) for every m ∈ Ω.
We see that
Pl0(m) = PC(m, l0) =
P (m, l0)∑
m′∈Ω P (m
′, l0)
=
〈Ψ|EmFl0Em|Ψ〉
tr(Fl0ρA)
(41)
for each m ∈ Ω, where the last equality follows from (27) and (36). Note that the denominator
tr(Fl0ρA) on the most right-hand side of (41) is certainly non-zero due to (37).
Let µ be a subsequence sequence of γB such that µ(k) := γB(nk) for every k ∈ N+. Then, it
follows from (39) that
µ(k) = |ΥBnk〉 =
Fl0Eζ(k)|Ψ〉√
〈Ψ|Eζ(k)Fl0Eζ(k)|Ψ〉
(42)
for every k ∈ N+. Let ΞB := {µ(k) | k ∈ N+}. Note that ΞB is an alphabet. For each |ψ〉 ∈ ΞB ,
we define T (|ψ〉) as the set {ζ(k) | |ψ〉 = µ(k)}. Since ζ is Martin-Lo¨f Pl0-random, it follows from
Theorem 9.2 and Theorem 9.3 that the infinite sequence µ is Martin-Lo¨f P ′l0-random, where P
′
l0
is
a finite probability space on ΞB such that
P ′l0(|ψ〉) =
∑
m∈T (|ψ〉)
Pl0(m) (43)
for every |ψ〉 ∈ ΞB . Thus, according to (i) of Definition 6.1, the infinite sequence µ is a mixed state
of S. The mixed state µ can be phrased as the infinite sequence of states of S resulting from the
infinitely repeated measurements of the observable B over the infinite copies of S, conditioned by
the specific measurement outcome l0 of B.
Then, according to (ii) of Definition 6.1, the density matrix ρl0 of µ is given by
ρl0 :=
∑
|ψ〉∈ΞB
P ′l0(|ψ〉)|ψ〉〈ψ|.
Thus, since ζ is Martin-Lo¨f Pl0-random, using Theorem 9.2, (42), and (43) we have that
ρl0 =
∑
m:Pl0(m)>0
Pl0(m)
Fl0Em|Ψ〉〈Ψ|EmFl0
〈Ψ|EmFl0Em|Ψ〉
,
where the sum is over all m ∈ Ω such that Pl0(m) > 0. It follows from (41) that
ρl0 =
∑
m:Pl0 (m)>0
Fl0Em|Ψ〉〈Ψ|EmFl0
tr(Fl0ρA)
.
Note from (41) that, for every m ∈ Ω, Pl0(m) = 0 if and only if Fl0Em|Ψ〉 = 0. Thus, using (35)
we finally have that
ρl0 =
∑
m∈Ω
Fl0Em|Ψ〉〈Ψ|EmFl0
tr(Fl0ρA)
=
Fl0ρAFl0
tr(Fl0ρA)
.
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Recall that l0 is an arbitrary element of Λ. Hence, in summary, we see that for every l ∈ Λ,
ρl :=
FlρAFl
tr(FlρA)
(44)
is the density matrix of the mixed state resulting from the infinitely repeated measurements of the
observable B following the measurement of the observable A, over the infinite copies of S in our
world, conditioned by the specific measurement outcome l of B. The result is just as expected from
the aspect of the conventional quantum mechanics, i.e., Postulate 7.
11.8 Derivation of Postulate 8
At last, we show that Postulate 8 can be derived from Postulate 9 together with Postulates 1, 2,
and 3 in the setting developed in the preceding subsections.
For deriving Postulate 8, we consider the quantum measurements described by the observable
B introduced in Subsection 11.1 in the above setting, as the quantum measurements described
by the observable M in Postulate 8. Recall that the spectrum of B is Θ. Then the spectrum
decomposition (19) of B is rewritten as
B =
∑
l∈Θ
lFl,
in the same form as stated for M in Postulate 8.
Suppose that the measurements of the observable B are repeatedly performed over a mixed
state with a density matrix ρ, as assumed in Postulate 8. In the setting developed in the preceding
subsections, this mixed state is the infinite sequence γA over Γ
A and its density matrix ρ is the
density matrix ρA of the mixed state γA, according to the arguments in Subsection 11.4. The
infinite sequence of outcomes generated by the measurements, which is mentioned in Postulate 8,
is the infinite sequence β over Θ in our world ω, according to the arguments in Subsection 11.3.
Based on this identification, we can see the following:
First, since β is an infinite sequence over Θ, the set of possible outcomes of the measurement is
the spectrum Θ of B, as stated in Postulate 8 as one of its conclusions.
Secondly, recall that β is Martin-Lo¨f R-random, where R is the finite probability space on Θ
satisfying (36), according to the arguments in Subsection 11.5. Thus, since ρA = ρ, we see that in
our world, the infinite sequence of outcomes generated by the measurements, which is mentioned
in Postulate 8, is a Martin-Lo¨f V -random infinite sequence over Θ, where V is a finite probability
space on Θ such that
V (l) = tr(Flρ)
for every l ∈ Θ, as stated in Postulate 8 as one of its conclusions.
Thirdly, according to the arguments in Subsection 11.7, the set of all outcomes of the measure-
ments of B in our world is Λ, and for every l ∈ Λ, the density matrix of the mixed state resulting
from the infinitely repeated measurements of B in our world, conditioned by the specific measure-
ment outcome l of B, is ρl given by (44). Since ρA = ρ, this means that in our world, the resulting
sequence of pure states with outcome l is a mixed state with the density matrix
FlρFl
tr(Flρ)
,
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as stated in the last sentence of Postulate 8 as one of its conclusions.
Hence, we have derived Postulate 8 from Postulate 9, the principle of typicality, together with
Postulates 1, 2, and 3 in the setting developed so far in the preceding subsections, i.e., in the simplest
scenario where a mixed state being measured is an infinite sequence over mutually orthogonal pure
states.
12 Derivation II of Postulate 8 from the principle of typicality
According to (i) of Definition 6.1, a mixed state is commonly an infinite sequence over mutually
non-orthogonal pure states. Thus, the setting investigated in Section 11 deals with a special case
regarding the form of a mixed state being measured. This setting is the simplest one. We can
make the mixed state being measured, which is denoted by γA in Section 11, into a general form
by introducing an ancilla system Sa in addition to the original system S, preparing the composite
system of S and Sa in an appropriate entangled state, and then performing the measurement of A
over Sa instead of S. We can derive Postulate 9 in this generalized setting, as well. In this section,
we do this.
First, we explain this idea in the terminology of the conventional quantum mechanics. The
argument here is based on Nielsen and Chuang [14, Exercise 2.82]. Let |Ψ1〉, . . . , |Ψn〉 be arbitrary
states of a system S, and let p1, . . . , pn be non-negative reals with p1 + · · ·+ pn = 1. We introduce
an ancilla system Sa whose orthonormal basis is |b1〉, . . . , |bn〉. Then, consider a state
|Ψcomp〉 :=
n∑
i=1
√
pi|bi〉 ⊗ |Ψi〉
of the composite system consisting of Sa and S. If we perform a measurement in the basis {|bi〉}
over the system Sa, in the state |Ψcomp〉 of the composite system, then the resulting state of the
system S is a “mixed state” where each state |Ψi〉 appears with “probability” pi, and its density
matrix ρ is given by
ρ :=
n∑
i=1
pi|Ψi〉〈Ψi|.
Thus, in this manner, we can “prepare” a “mixed state” in a general form.
In a similar manner, we can prepare an arbitrary mixed state which is an infinite sequence over
not necessarily mutually orthogonal pure states, in our rigorous setting based on Definition 6.1.
Thus, in this section we derive Postulate 8 from Postulate 9 together with Postulates 1, 2, and
3 in this generalized scenario where the mixed state being measured is an infinite sequence over
not necessarily mutually orthogonal pure states. For that purpose, we consider more complicated
interaction between systems and apparatuses than one used for deriving Postulate 8 in the preceding
section. In the setting, we also have to perform measurements on the mixed state while generating
it by other measurements, in a similar manner to the preceding section.
Thus, for deriving Postulate 8, we consider an infinite repetition of two successive measurements
of observables A and B where the measurements of A are performed over each of countably infinite
copies of an ancilla system Sa and the measurements of B are performed over each of countably
infinite copies of a system S. Each of the countably infinite copies of the composite system consisting
of S and Sa is prepared in an identical (entangled) initial state |Ψcomp〉. In the setting, while
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generating a mixed state by the measurements of A, we are performing the measurements of B
over the mixed state, as we did in the setting of the preceding section.
12.1 Repeated once of measurements
First, the repeated once of the infinite repetition of measurements, i.e., the two successive measure-
ments of observables A and B, is described as follows.
Let S be an arbitrary quantum system with state space H of finite dimension L, and let Sa be
another arbitrary quantum system with state space Ha of finite dimension K. Consider arbitrary
two measurements over Sa and S described by observables A and B, respectively. Suppose that
the observable A is non-degenerate, i.e., every eigenspace of A has a dimension of one. Let Ω and
Θ be the spectrums of A and B, respectively. Let
A =
K∑
k=1
f(k)|ψk〉〈ψk|
be a spectral decomposition of the observable A, where {|ψ1〉, . . . , |ψK〉} is an orthonormal basis of
Ha and f : {1, . . . ,K} → Ω is a bijection, and let
B =
L∑
ℓ=1
g(ℓ)|φℓ〉〈φℓ| (45)
be a spectral decomposition of the observable B, where {|φ1〉, . . . , |φL〉} is an orthonormal basis of
H and g : {1, . . . , L} → Θ is a surjection. According to Postulates 1, 2, and 3, the measurement
processes of the observables A and B are described by the following unitary operators UA and UB ,
respectively:
UA|ψk〉 ⊗ |ΦinitA 〉 = |ψk〉 ⊗ |ΦA[f(k)]〉 (46)
for every k = 1, . . . ,K, and
UB|φℓ〉 ⊗ |ΦinitB 〉 = |φℓ〉 ⊗ |ΦB[g(ℓ)]〉 (47)
for every ℓ = 1, . . . , L. The vectors |ΦinitA 〉 and |ΦinitB 〉 are the initial states of the apparatuses
measuring A and B, respectively, and |ΦA[m]〉 and |ΦB [l]〉 are the final states of ones for each
m ∈ Ω and l ∈ Θ, with 〈ΦA[m]|ΦA[m′]〉 = δm,m′ and 〈ΦB [l]|ΦB [l′]〉 = δl,l′ . For every m ∈ Ω, the
state |ΦA[m]〉 indicates that the apparatus measuring the observable A of the system Sa records the
value m of A, and for every l ∈ Θ, the state |ΦB [l]〉 indicates that the apparatus measuring the
observable B of the system S records the value l of B.
For each m ∈ Ω, let Em be the projector onto the eigenspace of A with eigenvalue m, and
for each l ∈ Θ, let Fl be the projector onto the eigenspace of B with eigenvalue l. Then, the
equalities (46) and (47) are rewritten, respectively, as the forms that
UA|Ψ′〉 ⊗ |ΦinitA 〉 =
∑
m∈Ω
(Em|Ψ′〉)⊗ |ΦA[m]〉 (48)
for every |Ψ′〉 ∈ Ha, and
UB |Ψ〉 ⊗ |ΦinitB 〉 =
∑
l∈Θ
(Fl|Ψ〉)⊗ |ΦB[l]〉 (49)
for every |Ψ〉 ∈ H.
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12.2 Infinite repetition of the measurements of the observables A and B
As in the preceding section, we consider countably infinite copies of the system S. Moreover, we
consider countably infinite copies of the ancilla system Sa. We prepare each of the copies of the
composite system of Sa and S in an identical state, and then perform the successive measurements
of the observables A and B over each of the copies of the composite system of Sa and S one
by one, by interacting each of the copies of the composite system with each of the copies of the
apparatuses measuring A and B according to the unitary time-evolution (48) and then the unitary
time-evolution (49).
Let {|Ψm〉}m∈Ω be a collection of K arbitrary states of the system S, and let {pm}m∈Ω be a
collection of K arbitrary non-negative reals such that∑
m∈Ω
pm = 1.
Note that #Ω = K, since the function f : {1, . . . ,K} → Ω is a bijection. In what follows, based on
{|Ψm〉}m∈Ω and {pm}m∈Ω we consider a mixed state with the density matrix∑
m∈Ω
pm|Ψm〉〈Ψm|
as an arbitrary mixed state of the system S being measured. Thus, without loss of generality, we can
assume that the collection {|Ψm〉}m∈Ω is pair-wise linearly independent, i.e., it satisfies that |Ψm〉
and |Ψm′〉 are linearly independent for every m,m′ ∈ Ω with m 6= m′. Furthermore, we choose a
specific collection {|θm〉}m∈Ω of K states of the ancilla system Sa such that each vector |θm〉 is a
unit vector in the eigenspace of A with eigenvalue m.8 We then consider a state |Ψcomp〉 of the
composite system of Sa and S defined by
|Ψcomp〉 :=
∑
m∈Ω
√
pm|θm〉 ⊗ |Ψm〉.
Thus, we prepare each of the infinite copies of the composite system of Sa and S in the identical
state |Ψcomp〉 immediately before the measurement of the observable A of the system Sa.
For each n ∈ N+, let Hn be the state space of the total system consisting of the first n copies of
the two systems Sa and S and the two apparatuses measuring A and B. The successive interactions
between the copies of the two systems Sa and S and the copies of the two apparatuses measuring
A and B, as measurement processes, proceed in the following manner.
The starting state of the total system, which consists of the first copy of the two systems Sa
and S and the two apparatuses measuring A and B, is |Ψcomp〉⊗ |ΦinitA 〉⊗ |ΦinitB 〉 ∈ H1. In this state
of the total system, the measurement of A is performed over the first copy of the ancilla system
Sa. Immediately after that, the total system results in the state∑
m1∈Ω
√
pm1 |θm1〉 ⊗ |Ψm1〉 ⊗ |ΦA[m1]〉 ⊗ |ΦinitB 〉 ∈ H1
8Equivalently, the collection {|θm〉}m∈Ω has to satisfy the condition that for every m ∈ Ω there exists δ ∈ R such
that |θm〉 = e
iδ|ψf−1(m)〉.
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by the interaction (48) as the measurement process of A. Then, the measurement of B is performed
over the first copy of the system S. Immediately after that, the total system results in the state∑
m1∈Ω
∑
l1∈Θ
√
pm1 |θm1〉 ⊗ (Fl1 |Ψm1〉)⊗ |ΦA[m1]〉 ⊗ |ΦB [l1]〉 ∈ H1
by the interaction (49) as the measurement process of B.
In general, immediately before the measurement of A over the nth copy of the ancilla system
Sa, the state of the total system, which consists of the first n copies of the two systems Sa and S
and the two apparatuses measuring A and B, is∑
m1,...,mn−1∈Ω
∑
l1,...,ln−1∈Θ
√
pm1 . . . pmn−1 |θm1〉 ⊗ (Fl1 |Ψm1〉)⊗ · · · ⊗ |θmn−1〉 ⊗ (Fln−1 |Ψmn−1〉)
⊗ |Ψcomp〉
⊗ |ΦA[m1]〉 ⊗ |ΦB[l1]〉 ⊗ · · · ⊗ |ΦA[mn−1]〉 ⊗ |ΦB[ln−1]〉 ⊗ |ΦinitA 〉 ⊗ |ΦinitB 〉
in Hn. Then, immediately after the measurement of A over the nth copy of the system Sa, the
total system results in the state∑
m1,...,mn∈Ω
∑
l1,...,ln−1∈Θ
√
pm1 . . . pmn |θm1〉 ⊗ (Fl1 |Ψm1〉)⊗ · · · ⊗ |θmn−1〉 ⊗ (Fln−1 |Ψmn−1〉)
⊗ |θmn〉 ⊗ |Ψmn〉
⊗ |ΦA[m1]〉 ⊗ |ΦB [l1]〉 ⊗ · · · ⊗ |ΦA[mn−1]〉 ⊗ |ΦB [ln−1]〉 ⊗ |ΦA[mn]〉 ⊗ |ΦinitB 〉
(50)
in Hn by the interaction (48), as the measurement process of A, between the nth copy of the system
Sa and the nth copy of the apparatus measuring A in the state |ΦinitA 〉. Then, immediately after
the measurement of B over the nth copy of the system S, the total system results in the state∑
m1,...,mn∈Ω
∑
l1,...,ln∈Θ
√
pm1 . . . pmn |θm1〉 ⊗ (Fl1 |Ψm1〉)⊗ · · · ⊗ |θmn〉 ⊗ (Fln |Ψmn〉)
⊗ |ΦA[m1]〉 ⊗ |ΦB[l1]〉 ⊗ · · · ⊗ |ΦA[mn]〉 ⊗ |ΦB[ln]〉 (51)
=
∑
m1,...,mn∈Ω
∑
l1,...,ln∈Θ
√
pm1 . . . pmn |θm1〉 ⊗ (Fl1 |Ψm1〉)⊗ · · · ⊗ |θmn〉 ⊗ (Fln |Ψmn〉)
⊗ |Φ[(m1, l1) . . . (mn, ln)]〉 (52)
in Hn by the interaction (49), as the measurement process of B, between the nth copy of the
system S and the nth copy of the apparatus measuring B in the state |ΦinitB 〉. Here the state
|Φ[(m1, l1) . . . (mn, ln)]〉 denotes |ΦA[m1]〉 ⊗ |ΦB [l1]〉 ⊗ · · · ⊗ |ΦA[mn]〉 ⊗ |ΦB [ln]〉, and indicates that
the first n copies of the two apparatuses measuring A and B record the values (m1, l1) . . . (mn, ln)
of the observables A and B, in this order, of the first n copies of the two systems Sa and S.
Then, for applying Postulate 9, the principle of typicality, we have to identify worlds and the
measure representation for the prefixes of worlds in this situation. Note, from (48) and (49), that
the sequential application of UA and UB to the composite system consisting of the two systems Sa
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and S and the two apparatuses measuring A and B respectively over the initial state |Ψcomp〉 ⊗
|ΦinitA 〉 ⊗ |ΦinitB 〉 results in the following single unitary time-evolution U :
U |Ψcomp〉 ⊗ |ΦinitA 〉 ⊗ |ΦinitB 〉 =
∑
m∈Ω
∑
l∈Θ
(Em ⊗ Fl)|Ψcomp〉 ⊗ |ΦA[m]〉 ⊗ |ΦB [l]〉
=
∑
m∈Ω
∑
l∈Θ
(Em ⊗ Fl)|Ψcomp〉 ⊗ |Φ[(m, l)]〉,
where U = UA⊗UB. It is then easy to check that a collection {Em⊗Fl}(m,l)∈Ω×Θ forms measurement
operators. Thus, the successive measurements of A and B in this order can be regarded as the
single measurement which is described by the measurement operators {Em⊗Fl}(m,l)∈Ω×Θ. Hence,
we can apply Definition 7.1 to this scenario of the setting of measurements. Therefore, according to
Definition 7.1, we see that a world is an infinite sequence over Ω×Θ and the measure representation
for the prefixes of worlds is given by a function r : (Ω×Θ)∗ → [0, 1] with
r((m1, l1) . . . (mn, ln)) :=
n∏
k=1
pmk〈Ψmk |Flk |Ψmk〉,
which is the square of the norm of each state
√
pm1 . . . pmn |θm1〉 ⊗ (Fl1 |Ψm1〉)⊗ · · · ⊗ |θmn〉 ⊗ (Fln |Ψmn〉)⊗ |Φ[(m1, l1) . . . (mn, ln)]〉
in the superposition (52). It follows from (2) that the probability measure induced by the probability
measure representation r is a Bernoulli measure λP on (Ω × Θ)∞, where P is a finite probability
space on Ω×Θ such that
P (m, l) = pm〈Ψm|Fl|Ψm〉 (53)
for every m ∈ Ω and l ∈ Θ. The finite records (m1, l1) . . . (mn, ln) ∈ (Ω × Θ)∗ in each state
|Φ[(m1, l1) . . . (mn, ln)]〉 in the superposition (52) of the total system is a prefix of a world.
12.3 Application of the principle of typicality
Now, let us apply Postulate 9 to the setting developed above.
Let ω be our world in the infinite repetition of the measurements of A and B in the above
setting. Then ω is an infinite sequence over Ω×Θ. Since the Bernoulli measure λP on (Ω×Θ)∞ is
the probability measure induced by the measure representation r for the prefixes of worlds in the
above setting, it follows from Postulate 9 that ω is Martin-Lo¨f random with respect to the measure
λP on (Ω×Θ)∞. Therefore, ω is Martin-Lo¨f P -random, where P is the finite probability space on
Ω×Θ satisfying (53).
Let α and β be infinite sequences over Ω and Θ, respectively, such that (α(n), β(n)) = ω(n)
for every n ∈ N+. The sequence α is the infinite sequence of records of the values of the observable
A in the corresponding apparatuses measuring A in our world. A prefix of α is the finite records
m1 . . . mn in a specific state |ΦA[m1]〉 ⊗ · · · ⊗ |ΦA[mn]〉 of the apparatuses, each of which has
measured the observable A of the corresponding copy of Sa, in the superposition (52) of the total
system. Put briefly, the infinite sequence α is the infinite sequence of outcomes of the infinitely
repeated measurements of the observable A over the infinite copies of Sa in our world. On the other
hand, the sequence β is the infinite sequence of records of the values of the observable B in the
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corresponding apparatuses measuring B in our world. A prefix of β is the finite records l1 . . . ln in a
specific state |ΦB [l1]〉⊗· · ·⊗|ΦB[ln]〉 of the apparatuses, each of which has measured the observable
B of the corresponding copy of S, in the superposition (52) of the total system. Put briefly, the
infinite sequence β is the infinite sequence of outcomes of the infinitely repeated measurements of
the observable B over the infinite copies of S in our world.
Using Theorem 9.2, we note that P (ω(n)) > 0 for every n ∈ N+. Thus, it follows from (53)
that
pα(n)〈Ψα(n)|Fβ(n)|Ψα(n)〉 > 0 (54)
for every n ∈ N+.
By Theorem 9.4 we have that α is Martin-Lo¨f Q-random, where Q is a finite probability space
on Ω such that Q(m) :=
∑
l∈Θ P (m, l) for every m ∈ Ω. Since
∑
l∈Θ Fl = I and |Ψm〉 is a unit
vector, it follows from (53) that
Q(m) = pm (55)
for every m ∈ Ω, as expected from the point of view of the conventional quantum mechanics
presented at the beginning of this section. Note from Theorem 9.2 that Q(α(n)) > 0 for every
n ∈ N+. Thus, it follows from (55) that
pα(n) > 0 (56)
for every n ∈ N+.
12.4 Mixed state resulting from the measurements of the observable A
We calculate the mixed state resulting from the measurements of the observable A.
Let n be an arbitrary positive integer. In the superposition (50) of the total system consisting
of the first n copies of the two systems Sa and S and the two apparatuses measuring A and B
immediately after the measurement of A over the nth copy of the system Sa, consider the specific
state
√
pm1 . . . pmn |θm1〉 ⊗ (Fl1 |Ψm1〉)⊗ · · · ⊗ |θmn−1〉 ⊗ (Fln−1 |Ψmn−1〉)
⊗ |θmn〉 ⊗ |Ψmn〉
⊗ |ΦA[m1]〉 ⊗ |ΦB [l1]〉 ⊗ · · · ⊗ |ΦA[mn−1]〉 ⊗ |ΦB [ln−1]〉 ⊗ |ΦA[mn]〉 ⊗ |ΦinitB 〉
(57)
such that (mk, lk) = ω(k) for every k = 1, . . . , n − 1 and mn = α(n). Due to (54) and (56), we
note here that the vector (57) is non-zero and therefore can be a state vector certainly, when it is
normalized. Since ω is our world, the state (57) is the state of the total system, consisting of the
first n copies of the two systems Sa and S and the two apparatuses measuring A and B, that we
have perceived after the nth measurement of A. Therefore, we perceive |Ψmn〉 as the state of the
nth copy of the system S at this time. Note that mn = α(n) and n is arbitrary. Thus, for every
positive integer n, the state of the nth copy of the system S immediately after the measurement of
A over it in our world is given by
|Ψα(n)〉. (58)
Let ΓA := {|Ψα(n)〉 | n ∈ N+}, and let γA be an infinite sequence over ΓA such that γA(n) :=
|Ψα(n)〉 for every n ∈ N+. Note that ΓA is an alphabet. Recall that the collection {|Ψm〉}m∈Ω
is pair-wise linearly independent. Therefore, the collection {|Ψm〉}m∈Ω is pair-wise distinct, i.e.,
|Ψm〉 6= |Ψm′〉 for every m,m′ ∈ Ω with m 6= m′. Thus, since α is Martin-Lo¨f Q-random, it follows
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from Theorem 9.2 that the infinite sequence γA is Martin-Lo¨f Q
′-random, where Q′ is a finite
probability space on ΓA such that
Q′(|Ψα(n)〉) = Q(α(n)) (59)
for every n ∈ N+. Thus, according to (i) of Definition 6.1, the infinite sequence γA is a mixed
state of S. The mixed state γA can be interpreted as the infinite sequence of states of S resulting
from the infinitely repeated measurements of the observable A over the infinite copies of Sa. Note
that the mixed state γA is an infinite sequence over pure states which are not necessarily mutually
orthogonal.
Then, according to (ii) of Definition 6.1, the density matrix ρA of γA is given by
ρA :=
∑
|ψ〉∈ΓA
Q′(|ψ〉)|ψ〉〈ψ|.
Note from (59) and (55) that Q′(|Ψα(n)〉) = pα(n) for every n ∈ N+. Thus, since the collection
{|Ψm〉}m∈Ω is pair-wise distinct, it follows from Theorem 9.2 that
ρA =
∑
m:Q(m)>0
pm|Ψm〉〈Ψm|,
where the sum is over all m ∈ Ω such that Q(m) > 0. Hence, using (55) we have that
ρA =
∑
m∈Ω
pm|Ψm〉〈Ψm|, (60)
as expected from the point of view of the conventional quantum mechanics presented at the begin-
ning of this section.
12.5 The infinite sequence β of measurement outcomes of the observable B
We determine the property of the infinite sequence β of records of the values of the observable B
in the corresponding apparatuses measuring B in our world, in terms of the observable B and the
mixed state γA resulting from the measurements of the observable A in our world.
Using a theorem symmetrical to Theorem 9.4 we have that β is Martin-Lo¨f R-random, where
R is a finite probability space on Θ such that R(l) :=
∑
m∈Ω P (m, l) for every l ∈ Θ. It follows
from (53) and (60) that
R(l) =
∑
m∈Ω
pm〈Ψm|Fl|Ψm〉 = tr(FlρA) (61)
for every l ∈ Θ, as expected from the point of view of the conventional quantum mechanics, i.e.,
Postulate 7. Note from Theorem 9.2 that R(β(n)) > 0 for every n ∈ N+. Therefore, we have that
tr(Fβ(n)ρA) > 0 (62)
for every n ∈ N+.
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12.6 Mixed state resulting from the measurements of the observable B
It is worthwhile to calculate the mixed state resulting from the measurements of the observable B.
Let n be an arbitrary positive integer. In the superposition (51) of the total system consisting
of the first n copies of the two systems Sa and S and the two apparatuses measuring A and B
immediately after the measurement of B over the nth copy of the system S, consider the specific
state
√
pm1 . . . pmn |θm1〉 ⊗ (Fl1 |Ψm1〉)⊗ · · · ⊗ |θmn〉 ⊗ (Fln |Ψmn〉)
⊗ |ΦA[m1]〉 ⊗ |ΦB[l1]〉 ⊗ · · · ⊗ |ΦA[mn]〉 ⊗ |ΦB[ln]〉
(63)
such that (mk, lk) = ω(k) for every k = 1, . . . , n. Due to (54), we note here that the vector (63)
is non-zero and therefore can be a state vector certainly, when it is normalized. Since ω is our
world, the state (63) is the state of the total system, consisting of the first n copies of the two
systems Sa and S and the two apparatuses measuring A and B, that we have perceived after the
nth measurement of B. Therefore, we perceive
Fln |Ψmn〉√〈Ψmn |Fln |Ψmn〉
as the state of the nth copy of the system S at this time. Note that mn = α(n) and ln = β(n),
and n is arbitrary. Thus, for every positive integer n, the state of the nth copy of the system S
immediately after the measurement of B over it in our world is given by
|ΥBn 〉 :=
Fβ(n)|Ψα(n)〉√
〈Ψα(n)|Fβ(n)|Ψα(n)〉
. (64)
Let ΓB := {|ΥBn 〉 | n ∈ N+}, and let γB be an infinite sequence over ΓB such that γB(n) := |ΥBn 〉
for every n ∈ N+. Note that ΓB is an alphabet. For each |ψ〉 ∈ ΓB, we define S(|ψ〉) as the set
{(α(n), β(n)) | |ψ〉 = |ΥBn 〉}.
Since ω is Martin-Lo¨f P -random, it follows from Theorem 9.2 and Theorem 9.3 that the infinite
sequence γB is Martin-Lo¨f P
′-random, where P ′ is a finite probability space on ΓB such that
P ′(|ψ〉) =
∑
x∈S(|ψ〉)
P (x) (65)
for every |ψ〉 ∈ ΓB. Thus, according to (i) of Definition 6.1, the infinite sequence γB is a mixed
state of S. The mixed state γB can be interpreted as the infinite sequence of states of S resulting
from the infinitely repeated measurements of the observable B over the infinite copies of S.
Then, according to (ii) of Definition 6.1, the density matrix ρB of γB is given by
ρB :=
∑
|ψ〉∈ΓB
P ′(|ψ〉)|ψ〉〈ψ|.
Note from (65) and (53) that
P ′(|ψ〉) =
∑
(m,l)∈S(|ψ〉)
pm〈Ψm|Fl|Ψm〉
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for every |ψ〉 ∈ ΓB. Thus, since ω is Martin-Lo¨f P -random, using Theorem 9.2 and (64) we have
that
ρB =
∑
(m,l):P (m,l)>0
pmFl|Ψm〉〈Ψm|Fl,
where the sum is over all (m, l) ∈ Ω×Θ such that P (m, l) > 0. It follows from (53) that
ρB =
∑
(m,l)∈Ω×Θ
pmFl|Ψm〉〈Ψm|Fl.
Hence, using (60) we have that
ρB =
∑
l∈Θ
FlρAFl,
as expected from the point of view of the conventional quantum mechanics.
12.7 Mixed state conditioned by a specific outcome of the measurements of B
We calculate the mixed state resulting from the measurements of the observable B, conditioned by
a specific measurement outcome of B. This mixed state is the post-measurement state mentioned
in the last sentence of Postulate 8.
Let Λ := {β(n) | n ∈ N+}, which is the set of all possible measurement outcomes of B in our
world. Let l0 be an arbitrary element of Λ, and let C := {(m, l0) | m ∈ Ω}. Since ω is Martin-
Lo¨f P -random, it follows from Theorem 9.2 that P (C) > 0. Let δ := FilteredC (ω). Recall that
FilteredC (ω) is defined as an infinite sequence in C
∞ obtained from ω by eliminating all elements
of (Ω×Θ) \C occurring in ω. In other words, δ is the subsequence of ω such that the outcomes of
measurements of B equal to l0. We assume that for each k ∈ N+, the kth element of δ is originally
the nkth element of ω before the elimination. It follows that δ(k) = (α(nk), l0) for every k ∈ N+.
Since ω is Martin-Lo¨f P -random, using Theorem 9.6 we have that δ is Martin-Lo¨f PC -random for
the finite probability space PC on C.
Let ζ be an infinite sequence over Ω such that ζ(k) := α(nk) for every k ∈ N+. The sequence
ζ can be phrased as the infinite sequence of outcomes of the measurements of the observable A,
resulting from the infinitely repeated measurements of the observable B following the measurement
of the observable A over the infinite copies of the two systems Sa and S in our world, conditioned by
the specific measurement outcome l0 of B. Since δ is Martin-Lo¨f PC-random, it is easy to show that ζ
is Martin-Lo¨f Pl0-random, where Pl0 is a finite probability space on Ω such that Pl0(m) = PC(m, l0)
for every m ∈ Ω. We see that
Pl0(m) = PC(m, l0) =
P (m, l0)∑
m′∈Ω P (m
′, l0)
=
pm〈Ψm|Fl0 |Ψm〉
tr(Fl0ρA)
(66)
for each m ∈ Ω, where the last equality follows from (53) and (61). Note that the denominator
tr(Fl0ρA) on the most right-hand side of (66) is certainly non-zero due to (62).
Let µ is a subsequence sequence of γB such that µ(k) := γB(nk) for every k ∈ N+. Then, it
follows from (64) that
µ(k) = |ΥBnk〉 =
Fl0 |Ψζ(k)〉√
〈Ψζ(k)|Fl0 |Ψζ(k)〉
(67)
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for every k ∈ N+. Let ΞB := {µ(k) | k ∈ N+}. Note that ΞB is an alphabet. For each |ψ〉 ∈ ΞB ,
we define T (|ψ〉) as the set {ζ(k) | |ψ〉 = µ(k)}. Since ζ is Martin-Lo¨f Pl0-random, it follows from
Theorem 9.2 and Theorem 9.3 that the infinite sequence µ is Martin-Lo¨f P ′l0-random, where P
′
l0
is
a finite probability space on ΞB such that
P ′l0(|ψ〉) =
∑
m∈T (|ψ〉)
Pl0(m) (68)
for every |ψ〉 ∈ ΞB. Thus, according to (i) of Definition 6.1, the infinite sequence µ is a mixed
state of S. The mixed state µ can be phrased as the infinite sequence of states of the system S,
resulting from the infinitely repeated measurements of the observable B following the measurement
of the observable A over the infinite copies of the two systems Sa and S in our world, conditioned
by the specific measurement outcome l0 of B.
Then, according to (ii) of Definition 6.1, the density matrix ρl0 of µ is given by
ρl0 :=
∑
|ψ〉∈ΞB
P ′l0(|ψ〉)|ψ〉〈ψ|.
Thus, since ζ is Martin-Lo¨f Pl0-random, using Theorem 9.2, (67), and (68) we have that
ρl0 =
∑
m:Pl0(m)>0
Pl0(m)
Fl0 |Ψm〉〈Ψm|Fl0
〈Ψm|Fl0 |Ψm〉
,
where the sum is over all m ∈ Ω such that Pl0(m) > 0. It follows from (66) that
ρl0 =
∑
m:Pl0 (m)>0
pmFl0 |Ψm〉〈Ψm|Fl0
tr(Fl0ρA)
.
Note from (66) that, for every m ∈ Ω, Pl0(m) = 0 if and only if pm = 0 or Fl0 |Ψm〉 = 0. Thus,
using (60) we finally have that
ρl0 =
∑
m∈Ω
pmFl0 |Ψm〉〈Ψm|Fl0
tr(Fl0ρA)
=
Fl0ρAFl0
tr(Fl0ρA)
.
Recall that l0 is an arbitrary element of Λ. Hence, in summary, we see that for every l ∈ Λ,
ρl :=
FlρAFl
tr(FlρA)
(69)
is the density matrix of the mixed state resulting from the infinitely repeated measurements of the
observable B following the measurement of the observable A over the infinite copies of the two
systems Sa and S in our world, conditioned by the specific measurement outcome l of B. The
result is just as expected from the aspect of the conventional quantum mechanics, i.e., Postulate 7.
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12.8 Derivation of Postulate 8
At last, we show that Postulate 8 can be derived from Postulate 9 together with Postulates 1, 2,
and 3 in the setting developed in the preceding subsections.
For deriving Postulate 8, we consider the quantum measurements described by the observable
B introduced in Subsection 12.1 in the above setting, as the quantum measurements described
by the observable M in Postulate 8. Recall that the spectrum of B is Θ. Then the spectrum
decomposition (45) of B is rewritten as
B =
∑
l∈Θ
lFl,
in the same form as stated for M in Postulate 8.
Suppose that the measurements of the observable B are repeatedly performed over a mixed
state with a density matrix ρ, as assumed in Postulate 8. In the setting developed in the preceding
subsections, this mixed state is the infinite sequence γA over Γ
A, and its density matrix ρ is the
density matrix ρA of the mixed state γA, according to the arguments in Subsection 12.4. The
infinite sequence of outcomes generated by the measurements, which is mentioned in Postulate 8,
is the infinite sequence β over Θ in our world ω, according to the arguments in Subsection 12.3.
Based on this identification, we can see the following:
First, since β is an infinite sequence over Θ, the set of possible outcomes of the measurement is
the spectrum Θ of B, as stated in Postulate 8 as one of its conclusions.
Secondly, recall that β is Martin-Lo¨f R-random, where R is the finite probability space on Θ
satisfying (61), according to the arguments in Subsection 12.5. Thus, since ρA = ρ, we see that in
our world, the infinite sequence of outcomes generated by the measurements, which is mentioned
in Postulate 8, is a Martin-Lo¨f V -random infinite sequence over Θ, where V is a finite probability
space on Θ such that
V (l) = tr(Flρ)
for every l ∈ Θ, as stated in Postulate 8 as one of its conclusions.
Thirdly, according to the arguments in Subsection 12.7, the set of all outcomes of the measure-
ments of B in our world is Λ, and for every l ∈ Λ, the density matrix of the mixed state resulting
from the infinitely repeated measurements of B in our world, conditioned by the specific measure-
ment outcome l of B, is ρl given by (69). Since ρA = ρ, this means that in our world, the resulting
sequence of pure states with outcome l is a mixed state with the density matrix
FlρFl
tr(Flρ)
,
as stated in the last sentence of Postulate 8 as one of its conclusions.
Hence, we have derived Postulate 8 from Postulate 9, the principle of typicality, together with
Postulates 1, 2, and 3 in the setting developed so far in the preceding subsections, i.e., in a more
general scenario than that of Section 11, where a mixed state being measured is an infinite sequence
over general mutually non-orthogonal pure states.
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13 Clarification of the validity of the postulate for composition of
mixed states
In this section and the next section we investigate the validity of other postulates of the conventional
quantum mechanics regarding mixed states and density matrices, in terms of our framework based
on Postulate 9, the principle of typicality, together with Postulates 1, 2, and 3. We consider two of
such postulates. One of them is Postulate 10 below, which is Postulate 4 described in Nielsen and
Chuang [14, Section 2.4.2]. It describes how the density matrix of a mixed state of a composite
system is calculated from the density matrices of the mixed states of the component systems. The
other is Postulate 11 in the next section, which is a part of Postulate 1 described in Nielsen and
Chuang [14, Section 2.4.2]. It treats the “probabilistic mixture” of mixed states.
Postulate 10 (Composition of systems). The state space of a composite physical system is the
tensor product of the state spaces of the component physical systems. Moreover, if we have systems
numbered 1 through K, and system number k is prepared in the state ρk, then the joint state of
the total system is ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρK .
In this section, we first point out the failure of Postulate 10. Postulate 10 consists of two
statements. The first statement of Postulate 10 is about the composition of state spaces by the
tensor product operation. It is, of course, guaranteed by Postulate 2, and therefore we accept it
as an unconditionally true fact. The problem is the second statement of Postulate 10 about the
composition of the density matrices of mixed states of the component systems by the tensor product
operation. We point out the failure of the second statement of Postulate 10 first in what follows.
We then present a necessary and sufficient condition for the second statement of Postulate 10 to
hold under a certain natural restriction on the forms of the mixed states of the component systems,
in terms of our framework based on Definition 6.1. After that, we describe a natural and simple
scenario regarding the setting of measurements in which the second statement of Postulate 10
holds, based on Postulate 9 together with Postulates 1, 2, and 3. In the scenario, we consider
an infinite repetition of independent measurements of observables over the infinite copies of an
identical composite system prepared in an identical state.
13.1 Failure of Postulate 10
First, we see the failure of Postulate 10 in the contexts of both the conventional quantum mechanics
and our framework based on Postulate 9 and Definition 6.1. Let Q1 and Q2 be a qubit system with
a state space H of dimension two.
The second statement of Postulate 10 is obviously invalid even in the conventional quantum
mechanics. To see this, consider a composite system consisting of Q1 and Q2, and consider the Bell
state
|Ψ〉 := |00〉 + |11〉√
2
of the composite system. Then, the density matrix of this state of the composite system is given
by
|Ψ〉〈Ψ| (70)
in the conventional quantum mechanics. Recall that, in the conventional quantum mechanics, the
density matrix of the state of the subsystem is given by the reduced density matrix of the density
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matrix of a state of a composite system via the partial trace operation (see Nielsen and Chuang
[14, Section 2.4.3]). Thus, according to the conventional quantum mechanics, the density matrix
ρ1 of the corresponding state of the subsystem Q1 is given by
ρ1 = tr2(|Ψ〉〈Ψ|) = I
2
, (71)
where tr2 is the partial trace operation over the system Q2, and I is the identity operator on H.
Similarly, the density matrix ρ2 of the corresponding state of the subsystem Q2 is given by
ρ2 = tr1(|Ψ〉〈Ψ|) = I
2
, (72)
where tr1 is the partial trace operation over the system Q1.
Now, let us apply Postulate 10 with K = 2 to the above situation. Then, by (71) and (72) we
see that the density matrix of the state of the composite system is given by
ρ1 ⊗ ρ2 = I ⊗ I
4
.
However, this density matrix is obviously different from the density matrix (70) of the composite
system. Thus, we have a contradiction. In this way, we see that Postulate 10 is not valid in the
conventional quantum mechanics. The second statement of Postulate 10 does not hold unlimitedly
even in the conventional quantum mechanics.
The second statement of Postulate 10 is also invalid in our framework based on Postulate 9
and Definition 6.1. To see this, consider countably infinite copies Q11,Q21,Q31, . . . of the system Q1
and countably infinite copies Q12,Q22,Q32, . . . of the system Q2. We choose a specific real p with
0 < p < 1, and consider a finite probability space P on the alphabet {|0〉, |1〉} ⊂ H such that
P (|0〉) = p and P (|1〉) = 1 − p. We then prepare each of the systems Qi1 and Qi2 in an identical
state α(i) for every i ∈ N+, where α is a Martin-Lo¨f P -random infinite sequence over the alphabet
{|0〉, |1〉}. This preparation can be possible by the following procedure: First, we prepare all of the
systems {Qi1} in the identical state
√
p|0〉+√1− p|1〉, and then perform the measurements described
by the observable |1〉〈1| over all these systems. Then, according to Postulate 5, which follows
from Postulate 9 as we saw in Section 10, an infinite sequence ω of measurement outcomes being
generated is a Martin-Lo¨f Q-random infinite sequence over the alphabet {0, 1}, where Q is a finite
probability space on {0, 1} such that Q(0) = p and Q(1) = 1− p. Moreover, an infinite sequence α
of the resulting states from the measurements is a Martin-Lo¨f P -random infinite sequence over the
alphabet {|0〉, |1〉}, where the state of the system Qi1 is α(i) for every i ∈ N+. We then prepare the
system Qi2 in the state α(i) for each i ∈ N+. This preparation is possible since α(i) = |ω(i)〉 for all
i ∈ N+ and therefore we know each α(i) from the measurement outcomes ω. As a result, both the
systems Qi1 and Qi2 are prepared in the identical state α(i) for every i ∈ N+.
Then, according to (i) of Definition 6.1, the infinite sequence α is a mixed state of each of the
systems Q1 and Q2. Thus, according to (ii) of Definition 6.1, the density matrix ρ1 of the infinite
sequence α as a mixed state of the system Q1 is given by
ρ1 =
∑
|Ψ〉∈{|0〉,|1〉}
P (|Ψ〉)|Ψ〉〈Ψ| = p|0〉〈0| + (1− p)|1〉〈1|, (73)
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since α is Martin-Lo¨f P -random. On the other hand, the density matrix ρ2 of the infinite sequence
α as a mixed state of the system Q2 is given by
ρ2 = p|0〉〈0| + (1− p)|1〉〈1|, (74)
due to the same reason. For each i ∈ N+, since both the systems Qi1 and Qi2 are in the state
α(i), it follows from Postulate 2 that the composite system consisting of Qi1 and Qi2 is in the state
α(i) ⊗ α(i). Thus, according to (i) of Definition 6.1, α ⊗ α is a mixed state of the composite
system consisting of the systems Q1 and Q2, where α⊗α is an infinite sequence over the alphabet
{|0〉⊗ |0〉, |1〉⊗ |1〉} defined by the condition that (α⊗α)(i) = α(i)⊗α(i) for all i ∈ N+. Obviously,
α ⊗ α is Martin-Lo¨f R-random, where R is a finite probability space on {|0〉 ⊗ |0〉, |1〉 ⊗ |1〉} such
that R(|0〉⊗ |0〉) = p and R(|1〉 ⊗ |1〉) = 1− p. Thus, according to (ii) of Definition 6.1, the density
matrix ρ1,2 of the mixed state α⊗ α of the composite system consisting of Q1 and Q2 is given by
ρ1,2 =
∑
|Ψ〉∈{|0〉⊗|0〉,|1〉⊗|1〉}
R(|Ψ〉)|Ψ〉〈Ψ| = p|0〉 ⊗ |0〉〈0| ⊗ 〈0|+ (1− p)|1〉 ⊗ |1〉〈1| ⊗ 〈1|. (75)
Now, let us apply Postulate 10 with K = 2 to the present situation. Then, by (73) and (74) we
see that the density matrix of the mixed state α⊗α of the composite system consisting of Q1 and
Q2 is given by
ρ1 ⊗ ρ2 =
[
p|0〉〈0| + (1− p)|1〉〈1|
]
⊗
[
p|0〉〈0| + (1− p)|1〉〈1|
]
.
However, this density matrix cannot equal to the density matrix (75) no matter how the real p is
chosen under the constraint that 0 < p < 1. Thus, we have a contradiction. In this way, we see
that Postulate 10 is not valid also in our framework based on Postulate 9 and Definition 6.1. The
second statement of Postulate 10 does not hold unlimitedly also in our framework.
A natural question that may arise based on the above observations is what scope the second
statement of Postulate 10 holds in our framework based on Definition 6.1. In the next subsection,
we answer this question by presenting a necessary and sufficient condition for the second statement
of Postulate 10 to hold under a certain natural restriction on the forms of the mixed states of the
component systems.
13.2 The scope within which the statement of Postulate 10 is valid
In this subsection, we rephrase the second statement of Postulate 10 equivalently in terms of the
notion of the independence of Martin-Lo¨f P -random infinite sequences.
First, we introduce this notion of independence in the following manner: Let Ω1, . . . ,ΩK be
alphabets. For any α1 ∈ Ω∞1 , . . . , αK ∈ Ω∞K , we use α1 × · · · × αK to denote an infinite sequence
α over Ω1 × · · · × ΩK such that α(n) = (α1(n), . . . , αK(n)) for every n ∈ N+. On the other hand,
for any P1 ∈ P(Ω1), . . . , PK ∈ P(ΩK), we use P1 × · · · × PK to denote a finite probability space
Q ∈ P(Ω1×· · ·×ΩK) such that Q(a1, . . . , aK) = P1(a1) · · ·PK(aK) for every a1 ∈ Ω1, . . . , aK ∈ ΩK .
Definition 13.1 (Independence of Martin-Lo¨f P -random infinite sequences). Let Ω1, . . . ,ΩK be
alphabets, and let P1 ∈ P(Ω1), . . . , PK ∈ P(ΩK). For each k = 1, . . . ,K, let αk be a Martin-Lo¨f
Pk-random infinite sequence over Ωk. We say that α1, . . . , αK are independent if α1 × · · · × αK is
Martin-Lo¨f P1 × · · · × PK -random.
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Note that the notion of the independence of Martin-Lo¨f P -random infinite sequences in our
framework is introduced by Tadaki [21, 25], suggested by the notion of independence of collectives in
the theory of collectives introduced by von Mises [27] (see Tadaki [25] for the detail). Theorem 13.4
below leads to a necessary and sufficient condition for the second statement of Postulate 10 to
hold in terms of the notion of the independence of Martin-Lo¨f P -random infinite sequences, under
a certain natural restriction on the forms of the mixed states of the component systems, i.e.,
the restriction that the state vectors which constitute the mixed state of each of the component
systems are linearly independent. To prove Theorem 13.4, in particular, to prove the result (ii) of
Theorem 13.4, we need the following two lemmas. Both of them are immediate results of linear
algebra.
Lemma 13.2. Let H1 and H2 be complex Hilbert spaces of finite dimension. Let {|Ψ1m〉 | 1 ≤ m ≤
M} and {|Ψ2n〉 | 1 ≤ n ≤ N} be two sets of linearly independent vectors in H1 and H2, respectively.
Then {|Ψ1m〉 ⊗ |Ψ2n〉 | 1 ≤ m ≤ M & 1 ≤ n ≤ N} is a set of linearly independent vectors in
H1 ⊗H2.
Lemma 13.3. Let H be a complex Hilbert space of finite dimension. Let {|Ψn〉 | 1 ≤ n ≤ N} and
{|Φn〉 | 1 ≤ n ≤ N} be two sets of linearly independent vectors in H. Then {|Ψn〉〈Φn| | 1 ≤ n ≤ N}
is linearly independent over C.
Let S1, . . . ,SK be arbitrary quantum systems with state spaces H1, . . . ,HK of finite dimension,
respectively. For each k = 1, . . . ,K, let Ωk be a non-empty finite set of state vectors in Hk, and γk
an infinite sequence over Ωk. Then, we use Ω1⊗ · · · ⊗ΩK to denote the set of all |Ψ1〉 ⊗ · · · ⊗ |ΨK〉
such that |Ψk〉 ∈ Ωk for every k = 1, . . . ,K.9 We then also use γ1 ⊗ · · · ⊗ γK to denote an infinite
sequence γ over Ω1 ⊗ · · · ⊗ ΩK such that γ(n) = γ1(n)⊗ · · · ⊗ γK(n) for every n ∈ N+.
Theorem 13.4. Let S1, . . . ,SK be arbitrary quantum systems with state spaces H1, . . . ,HK of
finite dimension, respectively. For each k = 1, . . . ,K, let Ωk be a non-empty finite set of state
vectors in Hk, and γk an infinite sequence over Ωk. Suppose that γ1, . . . , γK are mixed states of the
systems S1, . . . ,SK with the density matrices ρ1, . . . , ρK , respectively. Then the following hold.
(i) If γ1, . . . , γK are independent, then γ1 ⊗ · · · ⊗ γK is a mixed state of the composite system
consisting of the systems S1, . . . ,SK and its density matrix is ρ1 ⊗ · · · ⊗ ρK .
(ii) Suppose that each of Ω1, . . . ,ΩK is a set of linearly independent vectors. If γ1 ⊗ · · · ⊗ γn is
a mixed state of the composite system consisting of the systems S1, . . . ,SK and its density
matrix is ρ1 ⊗ · · · ⊗ ρK , then γ1, . . . , γK are independent.
Proof. Suppose that γ1, . . . , γK are mixed states of the systems S1, . . . ,SK with the density matrices
ρ1, . . . , ρK , respectively. Then, according to Definition 6.1, for each k = 1, . . . ,K there exists
Pk ∈ P(Ωk) such that γk is Martin-Lo¨f Pk-random and
ρk =
∑
|Ψk〉∈Ωk
Pk(|Ψk〉)|Ψk〉〈Ψk|, (76)
9Note that Ω1⊗· · ·⊗ΩK is not a Hilbert space but just an alphabet consisting of a finite number of state vectors.
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It follows that
ρ1 ⊗ · · · ⊗ ρK
=
∑
|Ψ1〉∈Ω1
· · ·
∑
|ΨK〉∈ΩK
Pk(|Ψ1〉) · · ·Pk(|ΨK〉)|Ψ1〉〈Ψ1| ⊗ · · · ⊗ |ΨK〉〈ΨK |
=
∑
|Ψ1〉∈Ω1
· · ·
∑
|ΨK〉∈ΩK
(P1 × · · · × PK) (|Ψ1〉, . . . , |ΨK〉)|Ψ1〉 ⊗ · · · ⊗ |ΨK〉〈Ψ1| ⊗ · · · ⊗ 〈ΨK |. (77)
First, we prove (i) of Theorem 13.4. For that purpose, suppose that γ1, . . . , γK are independent.
Then, by Definition 13.1, we have that γ1 × · · · × γK is Martin-Lo¨f P1 × · · · × PK -random over
Ω1 × · · · × ΩK . We consider a finite probability space Q ∈ P(Ω1 ⊗ · · · ⊗ ΩK) such that
Q(|Ψ〉) :=
∑
(P1 × · · · × PK) (|Ψ1〉, . . . , |ΨK〉), (78)
for every |Ψ〉 ∈ Ω1 ⊗ · · · ⊗ ΩK , where the sum is over all (|Ψ1〉, . . . , |ΨK〉) ∈ Ω1 × · · · × ΩK such
that |Ψ〉 = |Ψ1〉 ⊗ · · · ⊗ |ΨK〉. It is then easy to see that γ1 ⊗ · · · ⊗ γK is Martin-Lo¨f Q-random
over Ω1 ⊗ · · · ⊗ ΩK , where we use Theorem 9.3, if necessary. Thus, according to Definition 6.1,
γ1⊗ · · · ⊗ γn is a mixed state of the composite system consisting of the systems S1, . . . ,SK and its
density matrix ρ is given by
ρ :=
∑
|Ψ〉∈Ω1⊗···⊗ΩK
Q(|Ψ〉)|Ψ〉〈Ψ|.
Hence, using (77) and (78) we have that ρ1 ⊗ · · · ⊗ ρK = ρ, as desired.
Next, we prove (ii) of Theorem 13.4. For that purpose, consider a function f : Ω1× · · · ×ΩK →
Ω1 ⊗ · · · ⊗ ΩK such that f(|Ψ1〉, . . . , |ΨK〉) = |Ψ1〉 ⊗ · · · ⊗ |ΨK〉. Suppose that each of Ω1, . . . ,ΩK
is a set of linearly independent vectors. Then, it follows from Lemma 13.2 that f is a bijection.
We suppose, moreover, that γ1 ⊗ · · · ⊗ γn is a mixed state of the composite system consisting of
the systems S1, . . . ,SK with the density matrix ρ1 ⊗ · · · ⊗ ρK . Then, according to Definition 6.1,
there exists a finite probability space R ∈ P(Ω1 ⊗ · · · ⊗ ΩK) such that γ1 ⊗ · · · ⊗ γK is Martin-Lo¨f
R-random over Ω1 ⊗ · · · ⊗ ΩK and
ρ1 ⊗ · · · ⊗ ρK =
∑
|Ψ〉∈Ω1⊗···⊗ΩK
R(|Ψ〉)|Ψ〉〈Ψ|.
Since f is a bijection, it is easy to see that γ1×· · ·×γK is Martin-Lo¨f R◦f -random over Ω1×· · ·×ΩK
and
ρ1 ⊗ · · · ⊗ ρK =
∑
|Ψ1〉∈Ω1
· · ·
∑
|ΨK〉∈ΩK
(R ◦ f)(|Ψ1〉, . . . , |ΨK〉)|Ψ1〉 ⊗ · · · ⊗ |ΨK〉〈Ψ1| ⊗ · · · ⊗ 〈ΨK |.
Combining this with (77), it follows from Lemmas 13.2 and 13.3 that R ◦ f = P1× · · · ×PK . Thus,
γ1 × · · · × γK is Martin-Lo¨f P1 × · · · × PK -random. Therefore, according to Definition 13.1, we see
that γ1, . . . , γK are independent, as desired.
Corollary 13.5 below is immediate from Theorem 13.4. It is a precise form of the necessary
and sufficient condition for the second statement of Postulate 10 to hold in terms of the notion of
the independence of Martin-Lo¨f P -random infinite sequences, under the natural restriction on the
forms of the mixed states of the component systems.
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Corollary 13.5. Let S1, . . . ,SK be arbitrary quantum systems with state spaces H1, . . . ,HK of
finite dimension, respectively. For each k = 1, . . . ,K, let Ωk be a non-empty finite set of state
vectors in Hk, and γk an infinite sequence over Ωk. Suppose that γ1, . . . , γK are mixed states of the
systems S1, . . . ,SK with the density matrices ρ1, . . . , ρK , respectively. Suppose, moreover, that each
of Ω1, . . . ,ΩK is a set of linearly independent vectors. Then the following conditions are equivalent:
(i) The infinite sequence γ1⊗· · ·⊗γn over Ω1⊗· · ·⊗ΩK is a mixed state of the composite system
consisting of the systems S1, . . . ,SK and its density matrix is ρ1 ⊗ · · · ⊗ ρK .
(ii) The mixed states γ1, . . . , γK are independent.
13.3 Natural and simple scenario realizing the statement of Postulate 10
In the rest of this section we provide a natural and simple scenario, regarding the setting of mea-
surements, in which the second statement of Postulate 10 holds. We do this based on Postulate 9,
the principle of typicality, together with Postulates 1, 2, and 3, as we did in Sections 10–12.
Let S1, . . . ,SK be arbitrary quantum systems with state spaces H1, . . . ,HK of finite dimen-
sion, respectively. Let A1, . . . , AK be arbitrary observables of S1, . . . ,SK , respectively, and let
|Ψ1〉, . . . , |ΨK〉 be arbitrary states of S1, . . . ,SK , respectively. In the scenario, we consider an infi-
nite repetition of independent measurements of the observables A1, . . . , AK , over infinite copies
of the composite system consisting of the systems S1, . . . ,SK prepared in the identical state
|Ψ1〉⊗· · ·⊗|ΨK〉, where the measurement of Ak is performed in the state |Ψk〉 for every k = 1, . . . ,K.
Then, the application of the principle of typicality to this setting leads to the satisfaction of the
second statement of Postulate 10 by mixed states of the systems S1, . . . ,SK and the composite
system consisting of them in our world. Actually, we confirm the second statement of Postulate 10
in this scenario by demonstrating that the condition (ii) of Corollary 13.5 is satisfied in the scenario,
based on the principle of typicality. The detail is described in what follows.
13.4 Repeated once of measurements
First, the repeated once of the infinite repetition of the set of measurements consisting of the
independent measurements of the observables A1, . . . , AK is described in detail as follows.
Let k be an arbitrary integer with 1 ≤ k ≤ K. We use Ωk to denote the spectrum of the
observable Ak, and for each m ∈ Ωk we use Ek,m to denote the projector onto the eigenspace of
Ak with eigenvalue m. Then, according to Postulates 1, 2, and 3, the measurement process of the
observable Ak is described by the following unitary operator UAk :
UAk |Ψ〉 ⊗ |ΦinitAk 〉 =
∑
m∈Ωk
(Ek,m|Ψ〉)⊗ |ΦAk [m]〉 (79)
for every |Ψ〉 ∈ Hk. The vector |ΦinitAk 〉 is the initial state of the apparatus measuring Ak, and|ΦAk [m]〉 is the final state of the apparatus measuring Ak for eachm ∈ Ωk, with 〈ΦAk [m]|ΦAk [m′]〉 =
δm,m′ . For every m ∈ Ωk, the state |ΦAk [m]〉 indicates that the apparatus measuring the observable
Ak of the system Sk records the value m of Ak.
Let us investigate the whole measurement process of the set of measurements of the observables
A1, . . . , AK . We use Ω to denote the alphabet Ω1×· · ·×ΩK , and use E(m1,...,mK) to denote the pro-
jector E1,m1 ⊗· · ·⊗EK,mK for each (m1, . . . ,mK) ∈ Ω. Moreover, we use |ΦinitA 〉 to denote the state
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|ΦinitA1 〉⊗· · ·⊗|ΦinitAK 〉, and use |ΦA[(m1, . . . ,mK)]〉 to denote the state |ΦA1 [m1]〉⊗· · ·⊗|ΦAK [mK ]〉 for
each (m1, . . . ,mK) ∈ Ω. Then, the sequential application of UA1 , . . . , UAK in any order to the com-
posite system consisting of the systems S1, . . . ,SK and the K apparatuses measuring A1, . . . , AK
respectively over an initial state |Ψ〉 ⊗ |ΦinitA 〉 with |Ψ〉 ∈ H1 ⊗ · · · ⊗ HK results in the following
single unitary time-evolution U :
U |Ψ〉 ⊗ |ΦinitA 〉 =
∑
m∈Ω
(Em|Ψ〉)⊗ |ΦA[m]〉, (80)
where U = UA1 ⊗· · ·⊗UAK . It is then easy to check that the collection {Em}m∈Ω forms a complete
set of projectors, i.e., the collection satisfies that EmEm′ = δm,m′Em and
∑
m∈ΩEm = I. Hence,
in particular, the collection {Em}m∈Ω forms measurement operators. In this way, the successive
measurements of A1, . . . , Ak in any order can be regarded as a single measurement which is described
by the complete set {Em}m∈Ω of projectors.
13.5 Infinite repetition of the independent measurements of A1, . . . , Ak
Similarly in the preceding sections, we consider countably infinite copies of each of the systems
S1, . . . ,SK and each of the K apparatuses measuring the observable A1, . . . , AK of S1, . . . ,SK ,
respectively. We prepare each of the copies of the composite system consisting of S1, . . . ,SK and
the K apparatuses in the identical state |Ψ1〉 ⊗ · · · ⊗ |ΨK〉 ⊗ |ΦinitA 〉, and then perform one by
one the independent measurements of the observables A1, . . . , AK over each of the copies of the
systems S1, . . . ,SK , respectively, by interacting each of the copies of the systems S1, . . . ,SK with
the corresponding copy of the apparatus according to the unitary time-evolution (79). Obviously,
this setting can be reduced to the setting which we developed in Subsection 7.1 for an infinite
repetition of the measurement of a single observable over a single system. The detail is as follows.
Let S be the composite system consisting of the systems S1, . . . ,SK . As we saw in the pre-
ceding subsection, the independent measurements of the observables A1, . . . , AK over the system
S1, . . . ,SK , respectively, can be regarded a single measurement over the system S according to the
unitary time-evolution (80) as a measurement process. In this identification, we can regard the K
apparatuses measuring the observable A1, . . . , AK of S1, . . . ,SK , respectively, as a single apparatus
A, where the vector |ΦinitA 〉 is the initial state of the apparatus A, and |ΦA[m]〉 is the final state of
the apparatus A for each m ∈ Ω, with 〈ΦA[m]|ΦA[m′]〉 = δm,m′ . Thus, the infinite repetition of
the independent measurements of the observables A1, . . . , AK , which we described above, can be
regarded as an infinite repetition of the single measurement described by the unitary time-evolution
(80). The latter infinite repetition of measurements is exactly the one that we have investigated
over the course of Subsection 7.1 and Section 10. Thus, we can apply the results of Subsection 7.1
and Section 10 to the setting of measurements of this subsection. Therefore, according to Defini-
tion 7.1, we see that in the setting of this subsection a world is an infinite sequence over Ω and the
measure representation for the prefixes of worlds is given by a function r : Ω∗ → [0, 1] with
r(m1 . . . mn) =
n∏
k=1
〈Ψ|Emk |Ψ〉,
just as in Subsection 7.1, where |Ψ〉 denotes the state |Ψ1〉 ⊗ · · · ⊗ |ΨK〉. Then, the probability
measure induced by the probability measure representation r is a Bernoulli measure λP on Ω
∞,
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where P is a finite probability space on Ω such that
P (m) = 〈Ψ|Em|Ψ〉 (81)
for every m ∈ Ω, also just as in Subsection 7.1.
13.6 Application of the principle of typicality resulting in Postulate 10
Now, let us apply Postulate 9, the principle of typicality, to the setting developed above.
Let ω be our world in the infinite repetition of the independent measurements of A1, . . . , AK
in the setting above. Then ω is an infinite sequence over Ω due to the arguments of the preceding
subsection. Since we can apply the results of Section 10 to this setting of measurements, we have
the following: According to Postulate 9 we have that ω is Martin-Lo¨f P -random, where P is the
finite probability space on Ω satisfying (81). Moreover, for every n ∈ N+, the state of the nth copy
of the composite system consisting of the systems S1, . . . ,SK immediately after the measurements
of A1, . . . , AK over them in our world is given by
Eω(n)|Ψ〉√
〈Ψ|Eω(n)|Ψ〉
(82)
with 〈Ψ|Eω(n)|Ψ〉 > 0.
We use ω1, . . . , ωK to denote the infinite sequences over Ω1, . . . ,ΩK , respectively, such that
(ω1(n), . . . , ωK(n)) = ω(n)
for every n ∈ N+. Then we have ω = ω1 × · · · × ωK , obviously. Let k be an arbitrary integer
with 1 ≤ k ≤ K in the rest of this paragraph. The sequence ωk is the infinite sequence of records
of the values of the observable Ak in the corresponding apparatuses measuring Ak in our world.
Put briefly, the infinite sequence ωk is the infinite sequence of outcomes of the infinitely repeated
measurements of the observable Ak over the infinite copies of the system Sk prepared in the state
|Ψk〉 in our world. Moreover, since
Eω(n)|Ψ〉 = E1,ω1(n)|Ψ1〉 ⊗ · · · ⊗ EK,ωK(n)|ΨK〉
for every n ∈ N+, it follows from (82) that, for every n ∈ N+, the state of the nth copy of the
system Sk immediately after the measurement of Ak over it in our world is given by
Ek,ωk(n)|Ψk〉√
〈Ψk|Ek,ωk(n)|Ψk〉
(83)
with 〈Ψk|Ek,ωk(n)|Ψk〉 > 0. On the other hand, since ω is Martin-Lo¨f P -random, using a theorem
which is obtained by generalizing Theorem 9.4 slightly we have that ωk is Martin-Lo¨f Pk-random,
where Pk is a finite probability space on Ωk such that
Pk(mk) :=
∑
m1∈Ω1
· · ·
∑
mk−1∈Ωk−1
∑
mk+1∈Ωk+1
· · ·
∑
mK∈ΩK
P (m1, . . . ,mK)
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for every mk ∈ Ωk. Since
∑
m∈Ωk′
Ek′,m = I for every k
′, it follows from (81) that
Pk(m) = 〈Ψk|Ek,m|Ψk〉 (84)
for every m ∈ Ωk. Let Ωk be an alphabet {ωk(n) | n ∈ N+}. Since ωk is Martin-Lo¨f Pk-random, it
follows from Theorem 9.2 that ωk is a Martin-Lo¨f P k-random infinite sequence over Ωk, where P k
is a finite probability space on Ωk such that
P k(m) = Pk(m) (85)
for every m ∈ Ωk.
Let Ω be an alphabet {ω(n) | n ∈ N+}. Since ω is Martin-Lo¨f P -random, it follows from Theo-
rem 9.2 that ω is a Martin-Lo¨f P -random infinite sequence over Ω, where P is a finite probability
space on Ω such that
P (m) = P (m) (86)
for every m ∈ Ω. On the other hand, using (81) and (84) we see that
P (m1, . . . ,mK) = P1(m1) . . . PK(mK) (87)
for every (m1, . . . ,mK) ∈ Ω. Thus, it follows from Theorem 9.2 that
Ω = Ω1 × · · · ×ΩK . (88)
Therefore, using (85), (86) and (87) we have
P = P 1 × · · · × PK . (89)
Let k be an arbitrary integer with 1 ≤ k ≤ K in the rest of this paragraph. For each m ∈ Ωk,
we use |Θk,m〉 to denote the state
Ek,m|Ψk〉√〈Ψk|Ek,m|Ψk〉 ,
where the denominator is positive due to Theorem 9.2 and (84). Then we use Γk to denote a set
{|Θk,ωk(n)〉 | n ∈ N+}, and use γk to denote an infinite sequence over Γk such that γk(n) := |Θk,ωk(n)〉
for every n ∈ N+. Note that Γk is an alphabet. Thus, since ωk is Martin-Lo¨f P k-random and the
mapping Ωk ∋ m 7→ |Θk,m〉 is an injection, it is easy to see that γk is a Martin-Lo¨f Qk-random
infinite sequence over Γk, where Qk is a finite probability space on Γk such that
Qk(|Θk,m〉) = P k(m) (90)
for every m ∈ Ωk. Thus, according to (i) of Definition 6.1, the infinite sequence γk is a mixed
state of the system Sk. Due to (83), the mixed state γk can be phrased as the infinite sequence
of states of the system Sk, resulting from an infinite repetition of independent measurements of
the observables A1, . . . , Ak over infinite copies of the composite system consisting of the systems
S1, . . . ,SK prepared in the identical state |Ψ1〉 ⊗ · · · ⊗ |ΨK〉.
Always keep in mind the equation (88) in what follows. Recall that ω is Martin-Lo¨f P -random
and ω = ω1× · · · × ωK . Thus, since the mapping Ωk ∋ m 7→ |Θk,m〉 is an injection, it is easy to see
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that γ1 × · · · × γK is Martin-Lo¨f Q-random, where Q is a finite probability space on Γ1 × · · · × ΓK
such that
Q(|Θ1,m1〉, . . . , |ΘK,mK 〉) = P (m1, . . . ,mK)
for every (m1, . . . ,mK) ∈ Ω. It follows from (89) and (90) that
Q(|Θ1,m1〉, . . . , |ΘK,mK 〉) = (Q1 × · · · ×QK)(|Θ1,m1〉, . . . , |ΘK,mK 〉)
for every (m1, . . . ,mK) ∈ Ω1 × · · · × ΩK . Thus, we have Q = Q1 × · · · × QK , and therefore
γ1 × · · · × γK is Martin-Lo¨f Q1 × · · · ×QK-random. Hence, since γk is Martin-Lo¨f Qk-random for
every k = 1, . . . ,K, according to Definition 13.1 we have that γ1, . . . , γK are independent.
Now, let us apply Corollary 13.5. It is easy to check that each of Γ1, . . . ,ΓK is a set of linearly
independent vectors. Thus, since the mixed states γ1, . . . , γK are independent, it follows from the
implication (ii) ⇒ (i) of Corollary 13.5 that the infinite sequence γ1⊗· · ·⊗ γn over Γ1⊗· · ·⊗ΓK is
a mixed state of the composite system consisting of the systems S1, . . . ,SK and its density matrix
is ρ1 ⊗ · · · ⊗ ρK , where ρ1, . . . , ρK are the density matrices of γ1, . . . , γK , respectively. Hence,
the second statement of Postulate 10 is confirmed in this natural and simple scenario, based on
Postulate 9, the principle of typicality, together with Postulates 1, 2, and 3.
Note that 〈Θk,m|Θk,m′〉 = δm,m′ for every k = 1, . . . ,K and every m,m′ ∈ Ωk. Thus, each of
the mixed states γ1, . . . , γK in the above scenario is an infinite sequence over mutually orthogonal
pure states. According to (i) of Definition 6.1, however, a mixed state is commonly an infinite
sequence over mutually non-orthogonal pure states. In a similar manner as we did in Section 12, by
introducing ancilla systems Sa1 , . . . ,SaK in addition to the original systems S1, . . . ,SK , and perform-
ing independent measurements of the observables A1, . . . , Ak of Sa1 , . . . ,SaK , instead of S1, . . . ,SK ,
over infinite copies of the composite system consisting of Sa1 , . . . ,SaK and S1, . . . ,SK , where for
every k = 1, . . . ,K we prepare each copy of the composite system consisting of Sk and Sak in an
appropriate entangled state, we make each of the mixed state γ1, . . . , γK into a general form. We
can then show that the second statement of Postulate 10 is confirmed in this generalized setting,
as well, based on Postulate 9 together with Postulates 1, 2, and 3.
14 Clarification of the postulate for the “probabilistic mixture”
of mixed states
In this section we investigate the validity of Postulate 11 below of the conventional quantummechan-
ics, in terms of our framework based on Postulate 9, the principle of typicality, and Definition 6.1.
Postulate 11 is the last part of Postulate 1 described in Nielsen and Chuang [14, Section 2.4.2], and
treats the “probabilistic mixture” of mixed states.
Postulate 11. If a quantum system is in the state ρk with probability pk, then the density operator
for the system is ∑
k
pkρk. (91)
First of all, Postulate 11 seems very vague in its original form. What does it mean that a
quantum system is in the state ρk with probability pk? What does the word “probability” mean
60
here? What does the “probabilistic mixture” of mixed states mean? In what follows, we give
a certain precise meaning to Postulate 11 by means of giving an appropriate scenario in which
Postulate 11 clearly holds, based on the principle of typicality. Namely, we derive Postulate 11
from the principle of typicality together with Postulates 1, 2, and 3 in a certain natural and simple
scenario regarding the setting of measurements.
For deriving Postulate 11 based on the principle of typicality, we consider an infinite repetition
of the following two successive measurements, in a similar manner as we did in the preceding
sections: The first measurement is described by observable A and is performed over an identical
system SA prepared in an identical initial state |ΨA〉. Then, the second measurement is described
by one of observables B1, . . . , BK and is performed over an identical system SB , different from
SA, prepared in an identical initial state |ΨB〉. In the second measurement, an observable Bk is
chosen among the observables B1, . . . , BK depending on the outcome k of the first measurement
of A, and then the measurement of Bk is performed over SB . Put briefly, in order to realize the
statement of Postulate 11 based on the principle of typicality, the first measurement is performed
to get a value k “with probability” pk, and according to the value k an observable Bk is chosen and
its measurement is performed to generate a mixed state with the density matrix ρk. As a whole,
we generate a mixed state with the density matrix
∑K
k=1 pkρk, as in Postulate 11. In this scenario,
for simplicity, the mixed state with each density matrix ρk is an infinite sequence over mutually
orthogonal pure states.10 The precise description of the setting of measurements is given in what
follows.
14.1 Repeated once of measurements
First, the repeated once of the infinite repetition of measurements consists of the measurement of
the observable A and its subsequent measurement of one of the observables B1, . . . , BK , and is
described in detail as follows.
Let SA be an arbitrary quantum system with state space HA of finite dimension K, and let
SB be another arbitrary quantum system with state space HB of finite dimension L. Consider
arbitrary measurement over SA described by observable A and arbitrary K measurements over SB
described by observables B1, . . . , BK , respectively. Let Ω be the spectrum of A. For simplicity,
we assume that Ω = {1, . . . ,K}. Then, the observable A is non-degenerate, and has a spectral
decomposition of the form
A =
K∑
k=1
k|ψk〉〈ψk|,
where {|ψ1〉, . . . , |ψK〉} is an orthonormal basis of the state space HA of SA. On the other hand,
for each k ∈ Ω, let Θk be the spectrum of Bk and let
Bk =
L∑
ℓ=1
gk(ℓ)|φk,ℓ〉〈φk,ℓ| (92)
be a spectral decomposition of the observable Bk, where {|φk,1〉, . . . , |φk,L〉} is an orthonormal basis
10In a similar manner as we did in Section 12, based on the introduction of an ancilla system into the original
systems SA and SB, we can make all mixed states with the density matrices ρ1, . . . , ρK an arbitrary mixed state
which is an infinite sequence over not necessarily mutually orthogonal pure states.
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of the state space HB of SB and gk : {1, . . . , L} → Θk is a surjection. Let
Θ :=
K⋃
k=1
Θk.
According to Postulates 1, 2, and 3, the measurement processes of the observables A and B1, . . . , BK
are described by the following unitary operators UA and UB1 , . . . , UBK , respectively:
UA|ψk〉 ⊗ |ΦinitA 〉 = |ψk〉 ⊗ |ΦA[k]〉, (93)
for every k ∈ Ω, and
UBk |φk,ℓ〉 ⊗ |ΦinitB 〉 = |φk,ℓ〉 ⊗ |ΦB [gk(ℓ)]〉 (94)
for every k ∈ Ω and ℓ = 1, . . . , L. The vector |ΦinitA 〉 is the initial state of the apparatus measuring
A, and |ΦA[k]〉 is a final state of one for each k ∈ Ω, with 〈ΦA[k]|ΦA[k′]〉 = δk,k′ . On the other
hand, the vector |ΦinitB 〉 is the initial state of the apparatus measuring one of B1, . . . , BK , depending
on k, and |ΦB [l]〉 is a final state of one for each l ∈ Θ, with 〈ΦB [l]|ΦB [l′]〉 = δl,l′ . For every k ∈ Ω,
the state |ΦA[k]〉 indicates that the apparatus measuring the observable A of the system SA records
the value k of A, and for every l ∈ Θ, the state |ΦB [l]〉 indicates that the apparatus measuring one
of the observables B1, . . . , BK of the system SB, depending on k, records the value l.
For each k ∈ Ω, let Ek be the projector onto the eigenspace of A with eigenvalue k, and for
each k ∈ Ω and l ∈ Θk, let Fk,l be the projector onto the eigenspace of Bk with eigenvalue l. Then,
the equalities (93) and (94) are rewritten, respectively, as the forms that
UA|Ψ′〉 ⊗ |ΦinitA 〉 =
∑
k∈Ω
(Ek|Ψ′〉)⊗ |ΦA[k]〉
for every |Ψ′〉 ∈ HA, and
UBk |Ψ〉 ⊗ |ΦinitB 〉 =
∑
l∈Θk
(Fk,l|Ψ〉)⊗ |ΦB [l]〉
for every k ∈ Ω and |Ψ〉 ∈ HB.
Moreover, depending on the outcome k of the measurement of A, the specific observable Bk is
chosen among the observables B1, . . . , BK of the system SB and then its measurement is performed
over SB in the second measurement. This choice is realized by the following unitary time-evolution
Uc:
Uc|Ψ〉 ⊗ |ΦA[k]〉 = (UBk |Ψ〉)⊗ |ΦA[k]〉
for every k ∈ Ω and every state |Ψ〉 of the composite system consisting of the system SB and the
apparatus measuring one of the observables B1, . . . , BK . Note that the unitarity of Uc is confirmed
by the following theorem.11
11As we mentioned previously, the state space of an apparatus commonly has infinite dimension. For simplicity,
however, we here prove Theorem 14.1 by assuming that both the dimension of H1, which corresponds to the state
space of the composite system consisting of the system SB and the apparatus measuring one of the observables
B1, . . . , BK , and the dimension of H2, which corresponds to the state space of the apparatus measuring A, are finite.
We can prove a similar theorem to Theorem 14.1, which confirms the unitarity of Uc, in the case where both H1 and
H2 have infinite dimension.
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Theorem 14.1. Let H1 and H2 be complex Hilbert spaces of finite dimension. Let {|Ψ1〉, . . . , |ΨN 〉}
and {|Φ1〉, . . . , |ΦN 〉} be arbitrary two orthonormal bases of H2, and let U1, . . . , UN be arbitrary N
unitary operators on H1. Then U := U1 ⊗ |Ψ1〉〈Φ1| + · · · + UN ⊗ |ΨN 〉〈ΦN | is a unitary operator
on H1 ⊗H2, and U(|Θ〉 ⊗ |Φk〉) = (Uk|Θ〉)⊗ |Ψk〉 for every |Θ〉 ∈ H1 and every k = 1, . . . , N .
Proof. First, we see that
U †U =
(
N∑
k=1
U †k ⊗ |Φk〉〈Ψk|
)(
N∑
l=1
Ul ⊗ |Ψl〉〈Φl|
)
=
N∑
k=1
N∑
l=1
U †kUl ⊗ |Φk〉〈Ψk|Ψl〉〈Φl|
=
N∑
k=1
U †kUk ⊗ |Φk〉〈Φk| = I1 ⊗
(
N∑
k=1
|Φk〉〈Φk|
)
= I1 ⊗ I2
= I,
where I1, I2, and I are the identity operators on H1, H2, and H1 ⊗H2, respectively. Similarly, we
can show that UU † = I. This completes the proof.
Then, the repeated once of the infinite repetition of measurements is realized by the sequential
application of UA and Uc to the composite system consisting of the system SA in a state |ΨA〉, the
system SB in a state |ΨB〉, and the two apparatuses in the states |ΦinitA 〉 and |ΦinitB 〉 respectively.
This sequential application results in the following single unitary time-evolution U :
U |ΨA〉 ⊗ |ΨB〉 ⊗ |ΦinitA 〉 ⊗ |ΦinitB 〉 =
∑
k∈Ω
∑
l∈Θk
(Ek|ΨA〉)⊗ (Fk,l|ΨB〉)⊗ |ΦA[k]〉 ⊗ |ΦB [l]〉 (95)
14.2 Infinite repetition of the two measurements of A and one of B1, . . . , BK
Similarly in the preceding sections, we consider countably infinite copies of each of the systems SA
and SB , and each of the two apparatuses measuring the observable A and one of the observables
B1, . . . , BK . Let |ΨA〉 and |ΨB〉 are arbitrary states of the systems SA and SB , respectively. We
prepare each of copies of the composite system consisting of the systems SA and SB and the two
apparatuses in the identical state |ΨA〉 ⊗ |ΨB〉 ⊗ |ΦinitA 〉 ⊗ |ΦinitB 〉, and then perform one by one
the two successive measurements of the observable A and one of the observables B1, . . . , BK over
each of the copies of the systems SA and SB , respectively, by interacting each of the copies of the
systems SA and SB with the corresponding copy of the two apparatuses according to the unitary
time-evolution (95). For each n ∈ N+, let Hn be the state space of the total system consisting of
the first n copies of the two systems SA and SB and the two apparatuses measuring A and one of
B1, . . . , BK . These successive interactions between the copies of the two systems SA and SB and
the copies of the two apparatuses measuring A and one of B1, . . . , BK , as measurement processes,
proceed in the following manner.
Let n be an arbitrary positive integer. We focus the nth measurement of the observable A
and its subsequent measurement of one of the observables B1, . . . , BK . Immediately before the
measurement of A over the nth copy of the system SA, the state of the total system, which consists
of the first n copies of the two systems SA and SB and the two apparatuses measuring A and one
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of B1, . . . , BK , is∑
k1,...,kn−1∈Ω
∑
l1∈Θk1
· · ·
∑
ln−1∈Θkn−1
(Ek1 |ΨA〉)⊗ (Fk1,l1 |ΨB〉)⊗ . . . (Ekn−1 |ΨA〉)⊗ (Fkn−1,ln−1 |ΨB〉)
⊗ |ΨA〉 ⊗ |ΨB〉
⊗ |ΦA[k1]〉 ⊗ |ΦB[l1]〉 ⊗ · · · ⊗ |ΦA[kn−1]〉 ⊗ |ΦB [ln−1]〉 ⊗ |ΦinitA 〉 ⊗ |ΦinitB 〉
in Hn. Then, immediately after the measurement of one of B1, . . . , BK over the nth copy of the
system SB, the total system results in the state∑
k1,...,kn∈Ω
∑
l1∈Θk1
· · ·
∑
ln∈Θkn
(Ek1 |ΨA〉)⊗ (Fk1,l1 |ΨB〉)⊗ · · · ⊗ (Ekn |ΨA〉)⊗ (Fkn,ln |ΨB〉)
⊗ |ΦA[k1]〉 ⊗ |ΦB [l1]〉 ⊗ · · · ⊗ |ΦA[kn]〉 ⊗ |ΦB[ln]〉 (96)
=
∑
k1,...,kn∈Ω
∑
l1∈Θk1
· · ·
∑
ln∈Θkn
(Ek1 |ΨA〉)⊗ (Fk1,l1 |ΨB〉)⊗ · · · ⊗ (Ekn |ΨA〉)⊗ (Fkn,ln |ΨB〉)
⊗ |Φ[(k1, l1) . . . (kn, ln)]〉 (97)
in Hn, according to (95). Here the state |Φ[(k1, l1) . . . (kn, ln)]〉 denotes |ΦA[k1]〉 ⊗ |ΦB [l1]〉 ⊗ · · · ⊗
|ΦA[kn]〉 ⊗ |ΦB [ln]〉, and indicates that the first n copies of the two apparatuses measuring A and
one of B1, . . . , BK record the values (k1, l1) . . . (kn, ln) as measurement results.
Then, for applying Postulate 9, the principle of typicality, we have to identify worlds and the
measure representation for the prefixes of worlds in this situation. Note that the unitary time-
evolution (95) resulting from the sequential application of UA and Uc is rewritten as the form
that:
U |Ψ〉 ⊗ |ΦinitA 〉 ⊗ |ΦinitB 〉 =
∑
k∈Ω
∑
l∈Θk
(Ek ⊗ Fk,l)|Ψ〉 ⊗ |Φ[(k, l)]〉
for every |Ψ〉 ∈ H1 ⊗ H2. It is then easy to check that a collection {Ek ⊗ Fk,l}(k,l)∈Λ forms
measurement operators, where Λ := {(k, l) | k ∈ Ω & l ∈ Θk}. Thus, the successive measurements
of A and one of B1, . . . , Bk, which is chosen depending on the outcome of the measurement of
A, can be regarded as the single measurement which is described by the measurement operators
{Ek⊗Fk,l}(k,l)∈Λ. Hence, we can apply Definition 7.1 to this scenario of the setting of measurements.
Therefore, according to Definition 7.1, we see that a world is an infinite sequence over Λ and the
measure representation for the prefixes of worlds is given by a function r : Λ∗ → [0, 1] with
r((k1, l1) . . . (kn, ln)) :=
n∏
i=1
〈ΨA|Eki |ΨA〉〈ΨB |Fki,li |ΨB〉,
which is the square of the norm of each state
(Ek1 |ΨA〉)⊗ (Fk1,l1 |ΨB〉)⊗ · · · ⊗ (Ekn |ΨA〉)⊗ (Fkn,ln |ΨB〉)⊗ |Φ[(k1, l1) . . . (kn, ln)]〉
in the superposition (97). It follows from (2) that the probability measure induced by the probability
measure representation r is a Bernoulli measure λP on Λ
∞, where P is a finite probability space
on Λ such that
P (k, l) = 〈ΨA|Ek|ΨA〉〈ΨB |Fk,l|ΨB〉 (98)
for every (k, l) ∈ Λ.
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14.3 Application of the principle of typicality
Now, we apply Postulate 9 to the setting developed above.
Let ω be our world in the infinite repetition of the measurements of A and one of B1, . . . , BK
in the above setting. Then ω is an infinite sequence over Λ. Since the Bernoulli measure λP on
Λ∞ is the probability measure induced by the measure representation r for the prefixes of worlds
in the above setting, it follows from Postulate 9 that ω is Martin-Lo¨f random with respect to the
measure λP on Λ
∞. Therefore, ω is Martin-Lo¨f P -random, where P is the finite probability space
on Λ satisfying (98).
Let α and β be infinite sequences over Ω and Θ, respectively, such that (α(n), β(n)) = ω(n)
for every n ∈ N+. The infinite sequence α is the infinite sequence of records of the values of
the observable A in the corresponding apparatuses measuring A in our world. Put briefly, the
infinite sequence α is the infinite sequence of outcomes of the infinitely repeated measurements of
the observable A over the infinite copies of SA in our world. On the other hand, the infinite
sequence β is the infinite sequence of records of the values of one of the observables B1, . . . , BK
in the corresponding apparatuses measuring it in our world. Put briefly, the infinite sequence β is
the infinite sequence of outcomes of the infinitely repeated measurements of one of the observables
B1, . . . , BK over the infinite copies of SB in our world.
Using Theorem 9.2, we note that P (ω(n)) > 0 for every n ∈ N+. Thus, it follows from (98)
that
〈ΨA|Eα(n)|ΨA〉〈ΨB |Fα(n),β(n)|ΨB〉 > 0 (99)
for every n ∈ N+.
On the other hand, using Theorem 9.3 repeatedly, we have that α is Martin-Lo¨f Q-random,
where Q is a finite probability space on Ω such that
Q(k) :=
∑
l∈Θk
P (k, l)
for every k ∈ Ω. Since ∑l∈Θk Fk,l = I for every k ∈ Ω and |ΨB〉 is a unit vector, it follows from
(98) that
Q(k) = 〈ΨA|Ek|ΨA〉 (100)
for every k ∈ Ω, as expected from the point of view of the conventional quantum mechanics.
14.4 Mixed state resulting from the measurements of one of B1, . . . , BK
We calculate the mixed state resulting from the measurements of one of the observables B1, . . . , BK .
This mixed state is a mixed state generating the density matrix (91) in Postulate 11.
Let n be an arbitrary positive integer. In the superposition (96) of the total system consisting
of the first n copies of the two systems SA and SB and the two apparatuses measuring A and one
of B1, . . . , BK immediately after the measurement of one of B1, . . . , BK over the nth copy of the
system SB, consider the specific state
(Ek1 |ΨA〉)⊗ (Fk1,l1 |ΨB〉)⊗ . . . (Ekn |ΨA〉)⊗ (Fkn,ln |ΨB〉)
⊗ |ΦA[k1]〉 ⊗ |ΦB [l1]〉 ⊗ · · · ⊗ |ΦA[kn]〉 ⊗ |ΦB[ln]〉
(101)
such that (ki, li) = ω(i) for every i = 1, . . . , n. Due to (99), we note here that the vector (101) is
non-zero and therefore can be a state vector certainly, when it is normalized. Since ω is our world,
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the state (101) is the state of the total system, consisting of the first n copies of the two systems
SA and SB and the two apparatuses measuring A and one of B1, . . . , BK , that we have perceived
after the nth measurement of one of B1, . . . , BK . Therefore, we perceive
Fkn,ln |ΨB〉√〈ΨB |Fkn,ln |ΨB〉
as the state of the nth copy of the system SB at this time. Note that mn = α(n) and ln = β(n),
and n is arbitrary. Thus, for every positive integer n, the state of the nth copy of the system SB
immediately after the measurement of one of B1, . . . , BK over it in our world is given by
|ΥBn 〉 :=
Fα(n),β(n)|ΨB〉√
〈ΨB |Fα(n),β(n)|ΨB〉
. (102)
Let ΓB := {|ΥBn 〉 | n ∈ N+}, and let γB be an infinite sequence over ΓB such that γB(n) := |ΥBn 〉
for every n ∈ N+. Note that ΓB is an alphabet. For each |ψ〉 ∈ ΓB, we define S(|ψ〉) as the set
{(α(n), β(n)) | |ψ〉 = |ΥBn 〉}.
Since ω is Martin-Lo¨f P -random, it follows from Theorem 9.2 and Theorem 9.3 that the infinite
sequence γB is Martin-Lo¨f P
′-random, where P ′ is a finite probability space on ΓB such that
P ′(|ψ〉) =
∑
x∈S(|ψ〉)
P (x) (103)
for every |ψ〉 ∈ ΓB. Thus, according to (i) of Definition 6.1, the infinite sequence γB is a mixed
state of SB . The mixed state γB can be interpreted as the infinite sequence of states of SB resulting
from the infinitely repeated measurements of one of the observables B1, . . . , BK over the infinite
copies of SB .
Then, according to (ii) of Definition 6.1, the density matrix ρB of γB is given by
ρB :=
∑
|ψ〉∈ΓB
P ′(|ψ〉)|ψ〉〈ψ|.
Note from (103) and (98) that
P ′(|ψ〉) =
∑
(k,l)∈S(|ψ〉)
〈ΨA|Ek|ΨA〉〈ΨB |Fk,l|ΨB〉
for every |ψ〉 ∈ ΓB. Thus, since ω is Martin-Lo¨f P -random, using Theorem 9.2 and (102) we have
that
ρB =
∑
(k,l):P (k,l)>0
〈ΨA|Ek|ΨA〉Fk,l|ΨB〉〈ΨB |Fk,l,
where the sum is over all (k, l) ∈ Λ such that P (k, l) > 0. It follows from (98) that
ρB =
∑
(k,l)∈Λ
〈ΨA|Ek|ΨA〉Fk,l|ΨB〉〈ΨB |Fk,l.
Hence, using (100) we have that
ρB =
∑
k∈Ω
Q(k)
∑
l∈Θk
Fk,l|ΨB〉〈ΨB |Fk,l. (104)
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14.5 Mixed state conditioned by a specific outcome of the measurements of A
We calculate the mixed state of the system SB resulting from the measurements of one of the
observables B1, . . . , BK , conditioned by a specific outcome k of the measurement of A, i.e., the
mixed state of the system SB resulting only from the measurements of a specific observable Bk.
This mixed state is a mixed state which generates each density matrix ρk in Postulate 11.
Let Ω := {α(n) | n ∈ N+}, which is the set of all possible measurement outcomes of A in our
world. Let k0 be an arbitrary element of Ω, and let C := {(k0, l) | l ∈ Θk0}. Since ω is Martin-
Lo¨f P -random, it follows from Theorem 9.2 that P (C) > 0. Let δ := FilteredC (ω). Recall that
FilteredC (ω) is defined as an infinite sequence in C
∞ obtained from ω by eliminating all elements
of Λ \ C occurring in ω. In other words, δ is the subsequence of ω such that the outcomes of
measurements of A equal to k0. We assume that for each τ ∈ N+, the τth element of δ is originally
the nτ th element of ω before the elimination. It follows that δ(τ) = (k0, β(nτ )) for every τ ∈ N+.
Since ω is Martin-Lo¨f P -random again, using Theorem 9.6 we have that δ is Martin-Lo¨f PC-random
for the finite probability space PC on C.
Let ζ be an infinite sequence over Θk0 such that ζ(τ) = β(nτ ) for every τ ∈ N+. The sequence ζ
can be phrased as the infinite sequence of outcomes of the measurements of the observable Bk0 over
the infinite copies of the system SB in our world, where any outcomes of the measurements of all
B1, . . . , BK other than Bk0 are ignored. Since δ is Martin-Lo¨f PC -random, it is easy to show that ζ is
Martin-Lo¨f Pk0-random, where Pk0 is a finite probability space on Θk0 such that Pk0(l) = PC(k0, l)
for every l ∈ Θk0 . We see that
Pk0(l) = PC(k0, l) =
P (k0, l)∑
l′∈Θk0
P (k0, l′)
= 〈ΨB |Fk0,l|ΨB〉 (105)
for each l ∈ Θk0 , where the last equality follows from (98) and
∑
l′∈Θk0
Fk0,l′ = I.
Let µk0 is a subsequence sequence γB such that µk0(τ) = γB(nτ ) for every τ ∈ N+. Then, it
follows from (102) that
µk0(τ) = |ΥBnτ 〉 =
Fk0,ζ(τ)|ΨB〉√
〈ΨB |Fk0,ζ(τ)|ΨB〉
(106)
for every τ ∈ N+. Let ΞB := {µk0(τ) | τ ∈ N+}. Note that ΞB is an alphabet. For each |ψ〉 ∈ ΞB ,
we define T (|ψ〉) as the set {ζ(τ) | |ψ〉 = µk0(τ)}. Since ζ is Martin-Lo¨f Pk0-random, it follows from
Theorem 9.2 and Theorem 9.3 that the infinite sequence µk0 is Martin-Lo¨f P
′
k0
-random, where P ′k0
is a finite probability space on ΞB such that
P ′k0(|ψ〉) =
∑
l∈T (|ψ〉)
Pk0(l) (107)
for every |ψ〉 ∈ ΞB . Thus, according to (i) of Definition 6.1, the infinite sequence µk0 is a mixed
state of SB. The mixed state µk0 can be phrased as the infinite sequence of states of the system SB,
resulting from the infinitely repeated measurements of the observable Bk0 over the infinite copies of
the system SB in our world, where any resulting states from the measurements of all B1, . . . , BK
other than Bk0 are ignored.
Then, according to (ii) of Definition 6.1, the density matrix ρk0 of µk0 is given by
ρk0 :=
∑
|ψ〉∈ΞB
P ′k0(|ψ〉)|ψ〉〈ψ|.
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Thus, since ζ is Martin-Lo¨f Pk0-random, using Theorem 9.2, (106), and (107) we have that
ρk0 =
∑
l:Pk0(l)>0
Pk0(l)
Fk0,l|ΨB〉〈ΨB |Fk0,l
〈ΨB|Fl0,k|ΨB〉
,
where the sum is over all l ∈ Θk0 such that Pk0(l) > 0. Note from (105) that, for every l ∈ Θk0 ,
Pk0(l) = 0 if and only if Fk0,l|ΨB〉 = 0. Hence, using (105) we finally have that
ρk0 =
∑
l∈Θk0
Fk0,l|ΨB〉〈ΨB |Fk0,l.
Recall that k0 is an arbitrary element of Ω. Hence, in summary, we see that for every k ∈ Ω,
ρk :=
∑
l∈Θk
Fk,l|ΨB〉〈ΨB |Fk,l (108)
is the density matrix of the mixed state of the system SB, resulting from the infinitely repeated
measurements of the observable Bk over the infinite copies of the system SB in our world, where
any resulting states from the measurements of all B1, . . . , BK other than Bk0 are ignored. The
result is just as expected from the aspect of the conventional quantum mechanics.
14.6 Derivation of Postulate 11
For deriving Postulate 11, we have developed so far a natural and simple scenario regarding the
setting of measurements through the preceding subsections. At last, from (104) and (108) we
certainly have the equation
ρB =
∑
k∈Ω
Q(k)ρk, (109)
which has the same form as the equation (91) in Postulate 11. Hence, we have derived Postulate 11
under our scenario, as desired. The precise meaning of the quantities ρB , Q, and ρk appearing in
the equation (109) are described as above.
In this manner, we have given a precise meaning to Postulate 11 based on the principle of
typicality together with Postulates 1, 2, and 3, through a natural and simple scenario regarding
the setting of measurements.
15 Application to the BB84 quantum key distribution protocol
In this section, we make an application of our framework based on the principle of typicality, to the
BB84 quantum key distribution protocol [2] in order to demonstrate how properly our framework
works in practical problems in quantum mechanics.
The BB84 quantum key distribution (QKD) [2] is a protocol by which “random” Private classical
bits can be shared between two parties via quantum and classical communications over a public
channel and which has an ability to detect the presence of eavesdropping. The original BB84 QKD
protocol [2] starts by preparing and then sending a block of qubits from Alice to Bob, and the
subsequent processes between Alice and Bob are done on a block basis of qubits. For the simplicity
of the analysis, we consider the following slight modification of the original BB84 protocol [2],
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Protocol 15.1 below, where Alice sends single qubits to Bob one by one. See Nielsen and Chuang
[14, Section 2.6] for the detail of the analysis of the original BB84 protocol.
Let |0〉 and |1〉 be an orthonormal basis of the state space of a single qubit system. Based on
them we define four states |Ψ00〉, |Ψ10〉, |Ψ01〉, and |Ψ11〉 of a single qubit system as follows.
|Ψ00〉 : = |0〉,
|Ψ10〉 : = |1〉,
|Ψ01〉 : = (|0〉 + |1〉)/
√
2,
|Ψ11〉 : = (|0〉 − |1〉)/
√
2.
Protocol 15.1 (The BB84 QKD protocol with slight modifications). Initially, set flag := 0. Repeat
the following procedure forever.
Step 1: Alice tosses two fair coins A and B to get outcomes a and b in {0, 1}, respectively.
Step 2: Alice prepares |Ψab〉 and sends it to Bob.
Step 3: Bob tosses a fair coin C to get outcome c ∈ {0, 1}.
Step 4: Bob performs the measurement of the observable |Ψ1c〉〈Ψ1c| over the state |Ψab〉 sent from
Alice, to obtain outcome m ∈ {0, 1}.
Step 5: Bob tosses a biased coin D to get outcome d ∈ {0, 1}, where Pr{D = 1} = p.
Step 6: If flag = 1, Alice and Bob discard all the bits obtained so far, and then go to Step 1.
Step 7: Alice and Bob announce b and c, respectively.
Step 8: If b 6= c, Alice and Bob discard a and m and then go to Step 1.
Step 9: If d = 0, Alice and Bob keep a and m, respectively, as a shared random bit, and then go
to Step 1.
Step 10: Alice and Bob announce a and m, respectively.
Step 11: If a 6= m, Alice and Bob set flag := 1.
Step 12: Alice and Bob discard a and m.
First, the variable flag in Protocol 15.1 is a “global variable” which both Alice and Bob can
access and which cannot be altered by an eavesdropper. On the one hand, only Steps 1–5 involve
quantum mechanics in Protocol 15.1. We repeat this part of the protocol infinitely often in any
case, regardless of the presence of eavesdropping. The real p with 0 < p < 1 in Step 5 is a security
parameter which determines the ability to detect the presence of eavesdropping. As p becomes
larger, the ability of the detection of eavesdropping increases but the efficiency for sharing random
classical bits between Alice and Bob decreases. On the other hand, Steps 6–12 of Protocol 15.1 are
just a classical procedure: Steps 7–9 of Protocol 15.1 are a procedure to complete sharing a random
bit between Alice and Bob. Steps 10–12 of Protocol 15.1 are needed to detect the eavesdropping
when it is present. If the presence of the eavesdropping is detected during executing these steps,
69
in particular, at Step 11, then the global variable flag is set to 1 and fixed on that value forever
afterward. Once the variable flag is set to 1, due to Step 6 the subsequent sharing of random bits
is aborted, in addition to the rejection of the random bits shared so far between Alice and Bob.
In what follows, we analyze Protocol 15.1 in terms of our framework based on Postulate 9, the
principle of typicality, together with Postulates 1, 2, and 3. To complete this, we have to implement
everything in Steps 1–5 of Protocol 15.1 by unitary time-evolution.
15.1 Analysis of the protocol without eavesdropping
First, we investigate Protocol 15.1 in the case where there is no eavesdropping during the execution
of the protocol. We analyze Steps 1–5 of Protocol 15.1 in terms of our framework. We realize
each of the coin flippings in Steps 1, 3, and 5 by a measurement of the observable |1〉〈1| over an
appropriate qubit state. We then describe all the measurement processes during Steps 1–5 as a
unitary interaction between a system and an apparatus, as in the scenarios regarding the setting
of measurements, considered in the preceding sections. Thus, each of Steps 1–5 is implemented by
a unitary time-evolution in the following manner:
Unitary implementation of Step 1. To realize the coin tossing by Alice in Step 1 of Proto-
col 15.1 we make use of a measurement over a two qubit system. Namely, to implement the Step
1 we introduce a two qubit system Q1 with state space H1, and perform a measurement over the
system Q1 described by a unitary time-evolution:
U1|ab〉 ⊗ |Φinit1 〉 = |ab〉 ⊗ |Φ1[ab]〉
for every a, b ∈ {0, 1}, where |ab〉 := |a〉 ⊗ |b〉 ∈ H1. The vector |Φinit1 〉 is the initial state of an
apparatus A1 measuring Q1, and |Φ1[ab]〉 is a final state of the apparatus A1 for each a, b ∈ {0, 1}.12
Prior to the measurement, the system Q1 is prepared in the state |Ψ01〉 ⊗ |Ψ01〉.
Unitary implementation of Step 2. For the preparation of the state |Ψab〉 by Alice in Step 2,
we introduce a single qubit system Q2 of state space H2. Then the preparation is realized by the
following unitary time-evolution U2 of the composite system consisting of the system Q2 and the
apparatus A1:
U2|0〉 ⊗ |Φ1[ab]〉 = |Ψab〉 ⊗ |Φ1[ab]〉
for every a, b ∈ {0, 1}, where the system Q2 is initially prepared in the state |0〉. To be precise, the
unitary operator U2 is defined by the equation:
U2|Ψ〉 ⊗ |Φ1[ab]〉 = (Wab|Ψ〉)⊗ |Φ1[ab]〉
for every a, b ∈ {0, 1} and every |Ψ〉 ∈ H2. Here, Wab is a unitary operator on H2 defined by
Wab := |Ψab〉〈0| + |Ψa¯b〉〈1|
for each a, b ∈ {0, 1}, where a¯ := 1−a. Note that the unitarity of U2 is confirmed by Theorem 14.1.13
12We assume, of course, the orthogonality of the final states |Φ1[ab]〉, i.e., the property that 〈Φ1[ab]|Φ1[a
′b′]〉 =
δa,a′δb,b′ . Furthermore, we assume the orthogonality of the finial states for each of all apparatuses which appear in
the rest of this section.
13The remark given in Footnote 11 also applies here. The state space of an apparatus commonly has infinite
dimension. Thus, to be precise, the unitarity of U2 is confirmed by a theorem which is obtained by an immediate
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Unitary implementation of Step 3. Similarly to Step 1, the coin tossing by Bob in Step 3
is implemented by introducing a single qubit system Q3 with state space H3, and performing a
measurement over the system Q3 described by a unitary time-evolution:
U3|c〉 ⊗ |Φinit3 〉 = |c〉 ⊗ |Φ3[c]〉
for every c ∈ {0, 1}. The vector |Φinit3 〉 is the initial state of an apparatus A3 measuring Q3, and
|Φ3[c]〉 is a final state of the apparatus A3 for each c ∈ {0, 1}. Prior to the measurement, the system
Q3 is prepared in the state |Ψ01〉.
Unitary implementation of Step 4. The switching of the two types of measurements in Step
4, depending on the outcome c in Step 3, is realized by a unitary time-evolution:
U4|Θ〉 ⊗ |Φ3[c]〉 = (Vc|Θ〉)⊗ |Φ3[c]〉 (110)
for every c ∈ {0, 1} and every state |Θ〉 of the composite system consisting of the system Q2 and
the apparatus A4 explained below. The operator Vc appearing in (110) describes a unitary time-
evolution of the composite system consisting of the system Q2 and an apparatus A4 measuring Q2,
and is defined by the equation:
Vc|Ψmc〉 ⊗ |Φinit4 〉 = |Ψmc〉 ⊗ |Φ4[m]〉
for every c,m ∈ {0, 1}. The vector |Φinit4 〉 is the initial state of the apparatus A4, and |Φ4[m]〉 is a
final state of the apparatus A4 for each m ∈ {0, 1}. Thus, the operator Vc describes the alternate
measurement process of the qubit Q2 sent from Alice, depending on the outcome c, on Bob’s side.
Unitary implementation of Step 5. Finally, similarly to Steps 1 and 3, the biased coin tossing
by Bob in Step 5 is implemented by introducing a single qubit system Q5 with state space H5, and
performing a measurement over the system Q5 described by a unitary time-evolution:
U5|d〉 ⊗ |Φinit5 〉 = |d〉 ⊗ |Φ5[d]〉
for every d ∈ {0, 1}. The vector |Φinit5 〉 is the initial state of an apparatus A5 measuring Q5, and
|Φ5[d]〉 is a final state of the apparatus A5 for each d ∈ {0, 1}. Prior to the measurement, the
system Q5 is prepared in the state
√
1− p|0〉+√p|1〉, instead of |Ψ01〉.
Now, the sequential application of U1, . . . , U5 to the composite system consisting of the five
qubit system Q1,Q2,Q3, and Q5 and the apparatuses A1,A3,A4, and A5 results in the following
single unitary time-evolution U :
U |Ψ〉 ⊗ |Φinit〉 =
∑
(a,b,c,m,d)∈{0,1}5
((
E1ab ⊗ E4mcWab ⊗ E3c ⊗ E5d
) |Ψ〉)⊗ |Φ[(a, b, c,m, d)]〉 (111)
for every |Ψ〉 ∈ H1 ⊗ H2 ⊗ H3 ⊗ H5. Here, E1ab := |ab〉〈ab|, E3c := |c〉〈c|, E4mc := |Ψmc〉〈Ψmc|, and
E5d := |d〉〈d|, and moreover |Φinit〉 denotes |Φinit1 〉 ⊗ |Φinit3 〉 ⊗ |Φinit4 〉 ⊗ |Φinit5 〉 and |Φ[(a, b, c,m, d)]〉
generalization of Theorem 14.1 over a Hilbert space of infinite dimension, which corresponds to the state space of the
apparatus A1.
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denotes |Φ1[ab]〉 ⊗ |Φ3[c]〉 ⊗ |Φ4[m]〉 ⊗ |Φ5[d]〉 for each (a, b, c,m, d) ∈ {0, 1}5. Totally, prior to the
application of U , the five qubit system Q1,Q2,Q3, and Q5 is prepared in the state
|Ψinit〉 :=
∑
(a,b,c,d)∈{0,1}4
1√
8
Ad|ab0cd〉,
where A0 :=
√
1− p and A1 := √p, and |ab0cd〉 denotes the five qubit state |a〉⊗ |b〉⊗ |0〉⊗ |c〉⊗ |d〉
for each (a, b, c, d) ∈ {0, 1}4.
In Protocol 15.1, only Steps 1–5 involve quantum mechanics, and this part of the protocol is
repeated infinitely often in any case. The operator U above describes the repeated once of this
infinite repetition of the Steps 1-5. We use Ω to denote the alphabet {0, 1}5. It is easy to check
that a collection {
E1ab ⊗ E4mcWab ⊗ E3c ⊗E5d
}
(a,b,c,m,d)∈Ω
(112)
forms measurement operators. Thus, the sequential application U of U1, . . . , U5 can be regarded
as the single measurement which is described by the measurement operators (112). Hence, we
can apply Definition 7.1 to this scenario of the setting of measurements. Therefore, according to
Definition 7.1, we can see that a world is an infinite sequence over Ω and the probability measure
induced by the measure representation for the prefixes of worlds is a Bernoulli measure λP on Ω
∞,
where P is a finite probability space on Ω such that P (a, b, c,m, d) is the square of the norm of the
state ((
E1ab ⊗ E4mcWab ⊗ E3c ⊗ E5d
) |Ψinit〉)⊗ |Φ[(a, b, c,m, d)]〉
for every (a, b, c,m, d) ∈ Ω. Let us calculate the explicit form of P (a, b, c,m, d). The direct appli-
cation of U1, . . . , U5 in this order to the state |ab0cd〉 ⊗ |Φinit〉 leads to the following:
(i) In the case of b = c, we have
U |ab0cd〉 ⊗ |Φinit〉 = |ab〉 ⊗ |Ψab〉 ⊗ |cd〉 ⊗ |Φ[(a, b, c, a, d)]〉.
(ii) In the case of b 6= c, we have
U |ab0cd〉 ⊗ |Φinit〉
=
1√
2
|ab〉 ⊗ |Ψ0c〉 ⊗ |cd〉 ⊗ |Φ[(a, b, c, 0, d)]〉 + (−1)
a
√
2
|ab〉 ⊗ |Ψ1c〉 ⊗ |cd〉 ⊗ |Φ[(a, b, c, 1, d)]〉.
The comparison of this result with the equation (111), where |Ψ〉 is set to |Ψinit〉, leads to the
following:
(i) In the case of b = c, we have that
P (a, b, c,m, d) =
A2d
8
δa,m. (113)
(ii) In the case of b 6= c, we have that
P (a, b, c,m, d) =
A2d
16
.
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Now, let us apply Postulate 9, the principle of typicality, to the setting of measurements devel-
oped above. Let ω be our world in the infinite repetition of the measurements in the above setting.
Then ω is an infinite sequence over Ω. Since the Bernoulli measure λP on Ω
∞ is the probability
measure induced by the measure representation for the prefixes of worlds in the above setting, it
follows from Postulate 9 that ω is Martin-Lo¨f P -random.
Let S := {(a, b, c,m, d) ∈ Ω | b = c & d = 0}. It is the set of all records of the apparatuses
A1,A3,A4, and A5, in a repeated once of the procedure in Protocol 15.1, where Bob measured a
qubit in the same basis as Alice prepared it and moreover the detection of eavesdropping was not
attempted. It follows from (113) that
P (S) =
∑
(a,b,m)∈{0,1}3
P (a, b, b,m, 0) =
1− p
2
. (114)
Intuitively, the real P (S) can be interpreted as the probability that Alice and Bob complete shar-
ing a single random bit. The explicit form (1− p)/2 of P (S) given in (114) is just as expected from
the point of view of the conventional quantum mechanics. Recall here that the real p is the security
parameter of the protocol which determines the ability to detect the presence of eavesdropping.
From (114) we can intuitively see that, as the security parameter p becomes larger, the “efficiency”
for sharing random bits between Alice and Bob decreases in Protocol 15.1.
Actually, since ω is Martin-Lo¨f P -random, using Theorem 9.7 we can prove that CS (ω) is
Martin-Lo¨f C(P, S)-random. Recall here that CS (ω) is an infinite binary sequence obtained from
ω by replacing each element ω(n) occurring in ω by 1 if ω(n) ∈ S and by 0 otherwise. In other words,
CS (ω) is an infinite binary sequence obtained from ω by replacing each records of the apparatuses
A1,A3,A4, and A5, occurring in ω, by 1 if the records indicate the completion of sharing of a single
random bit between Alice and Bob, and by 0 otherwise. Note that (C(P, S))(1) = P (S) = (1− p)/2
due to (114). Therefore, it follows from Theorem 5.1 that
lim
n→∞
N(n)
n
=
1− p
2
, (115)
where N(n) is the number of the occurrences of 1 in the first n bits of the infinite binary sequence
CS (ω). In other words, N(n) is the number of random bits shared between Alice and Bob, as a
consequence of the first n repetitions of the procedure in Protocol 15.1 in our world. Thus, the
result (115) can be interpreted as that the “efficiency” that Alice and Bob complete sharing a single
random bit is equal to (1− p)/2 in our world.
Since 0 < p < 1, note from (114) that P (S) > 0, in particular. Let α := FilteredS (ω). It is an
infinite sequence over S obtained from ω by eliminating all elements of the form (a, b, c,m, d) with
b 6= c or d = 1. Since ω is Martin-Lo¨f P -random, using Theorem 9.6 we have that α is Martin-Lo¨f
PS-random for the finite probability space PS on S. From (114) and (113) we see that
PS(a, b, c,m, d) =
P (a, b, b,m, 0)
P (S)
=
δa,m
4
(116)
for each (a, b, c,m, d) ∈ S. Therefore, PS(a, b, c,m, d) = 0 for every (a, b, c,m, d) ∈ S with a 6= m.
It follows from Theorem 5.2 that α consists only of elements of the form (a, b, b, a, 0). This shows
that Alice and Bob certainly share an identical bit every time of the case of b = c and d = 0 in
our world, as expected. Let β be an infinite binary sequence obtained from α by replacing each
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element (a, b, b, a, 0) occurring in α by a. Using Theorem 9.4 it is easy to show that β is Martin-Lo¨f
U -random, where U is a finite probability space on {0, 1} such that
U(a) :=
∑
b∈{0,1}
PS(a, b, b, a, 0)
for every a ∈ {0, 1}. It follows from (116) that U(0) = U(1) = 1/2. Thus, β is Martin-Lo¨f random,
i.e., β is Martin-Lo¨f random with respect to Lebesgue measure L on {0, 1}∞, where Lebesgue
measure L on {0, 1}∞ satisfies that
L ([σ]≺) = 2−|σ|
for every σ ∈ {0, 1}∗. Recall that Martin-Lo¨f randomness is one of the major definitions of the
notion of randomness for an infinite binary sequence. Thus, the Martin-Lo¨f randomness of β means
that Alice and Bob certainly share a “random” infinite binary sequence in our world, as desired
and expected.
15.2 Analysis of the protocol under the presence of eavesdropping
Next, we investigate Protocol 15.1 in the case where there is an eavesdropping by Eve throughout
the execution of the protocol. We assume that Eve performs the following eavesdropping between
Step 2 and Step 3 of Protocol 15.1.
Step E1: Eve tosses a fair coin E to get outcome e ∈ {0, 1}.
Step E2: Eve performs the measurement of the observable |Ψ1e〉〈Ψ1e| over the state |Ψab〉 sent from
Alice to Bob, and then obtains outcome f ∈ {0, 1}.
We analyze Steps 1–5 of Protocol 15.1 added with Steps E1 and E2 above, in terms of our
framework based on the principle of typicality. As in the preceding subsection, we have to implement
everything in all these steps by unitary time-evolution. The unitary implementation of the Steps
1–5 is the same as given in the preceding subsection. On the other hand, Steps E1 and E2 are
implemented by a unitary time-evolution as in the same manner as Steps 3 and 4 of Protocol 15.1,
respectively. The detail is given as follows:
Unitary implementation of Step E1. The coin tossing by Eve in Step E1 is implemented by
introducing a single qubit system QE1 with state space HE1, and performing a measurement over
the system QE1 described by a unitary time-evolution:
UE1|e〉 ⊗ |ΦinitE1 〉 = |e〉 ⊗ |ΦE1[e]〉
for every e ∈ {0, 1}. The vector |ΦinitE1 〉 is the initial state of an apparatus AE1 measuring QE1, and
|ΦE1[e]〉 is a final state of the apparatus AE1 for each e ∈ {0, 1}. Prior to the measurement, the
system QE1 is prepared in the state |Ψ01〉.
74
Unitary implementation of Step E2. The switching of the two types of measurements in Step
E2, depending on the outcome e in Step E1, is realized by a unitary time-evolution:
UE2|Θ〉 ⊗ |ΦE1[e]〉 =
(
V˜e|Θ〉
)
⊗ |ΦE1[e]〉 (117)
for every e ∈ {0, 1} and every state |Θ〉 of the composite system consisting of the system Q2 and
the apparatus AE2 explained below. The operator V˜e appearing in (117) describes a unitary time-
evolution of the composite system consisting of the system Q2 and an apparatus AE2 measuring
Q2, and is defined by the equation:
V˜e|Ψfe〉 ⊗ |ΦinitE2 〉 = |Ψfe〉 ⊗ |ΦE2[f ]〉
for every e, f ∈ {0, 1}. The vector |ΦinitE2 〉 is the initial state of the apparatus AE2, and |ΦE2[f ]〉 is
a final state of the apparatus AE2 for each f ∈ {0, 1}.
Now, the sequential application of U1, U2, UE1, UE2, U3, U4, U5 to the composite system consisting
of the six qubit system Q1,Q2,QE1,Q3, and Q5 and the apparatuses A1,AE1,AE2,A3,A4, and A5
results in the following single unitary time-evolution UT:
UT|Ψ〉 ⊗ |ΦinitT 〉 =
∑
(a,b,e,f,c,m,d)∈{0,1}7
((
E1ab ⊗ E4mcEE2feWab ⊗ EE1e ⊗ E3c ⊗ E5d
) |Ψ〉)
⊗ |ΦT[(a, b, e, f, c,m, d)]〉
(118)
for every |Ψ〉 ∈ H1⊗H2⊗HE1⊗H3⊗H5. Here, EE1e := |e〉〈e| and EE2fe := |Ψfe〉〈Ψfe|, and moreover
|ΦinitT 〉 denotes
|Φinit1 〉 ⊗ |ΦinitE1 〉 ⊗ |ΦinitE2 〉 ⊗ |Φinit3 〉 ⊗ |Φinit4 〉 ⊗ |Φinit5 〉
and |ΦT[(a, b, e, f, c,m, d)]〉 denotes
|Φ1[ab]〉 ⊗ |ΦE1[e]〉 ⊗ |ΦE2[f ]〉 ⊗ |Φ3[c]〉 ⊗ |Φ4[m]〉 ⊗ |Φ5[d]〉
for each (a, b, e, f, c,m, d) ∈ {0, 1}7. Note that E1ab,Wab, E3c , E4mc, and E5d are the same as before.
Totally, prior to the application of UT, the six qubit system Q1,Q2,QE1,Q3, and Q5 is prepared
in the state
|ΨinitT 〉 :=
∑
(a,b,e,c,d)∈{0,1}5
1
4
Ad|ab0ecd〉,
where A’s are the same as before, and |ab0ecd〉 denotes the six qubit state |a〉⊗|b〉⊗|0〉⊗|e〉⊗|c〉⊗|d〉
for each (a, b, e, c, d) ∈ {0, 1}5.
In the execution of Protocol 15.1 with the eavesdropping by Eve, Steps 1–5 of Protocol 15.1
added with the Steps E1 and E2 only involve quantum mechanics, and this part of the protocol
is repeated infinitely often in any case. The operator UT above describes the repeated once of the
infinite repetition. We use ΩT to denote the alphabet {0, 1}7. It is easy to check that a collection{
E1ab ⊗ E4mcEE2feWab ⊗ EE1e ⊗ E3c ⊗E5d
}
(a,b,e,f,c,m,d)∈ΩT
(119)
forms measurement operators. Thus, the sequential application UT of U1, U2, UE1, UE2, U3, U4, U5
can be regarded as the single measurement which is described by the measurement operators (119).
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Hence, we can apply Definition 7.1 to this scenario of the setting of measurements. Therefore,
according to Definition 7.1, we can see that a world is an infinite sequence over ΩT and the
probability measure induced by the measure representation for the prefixes of worlds is a Bernoulli
measure λR on Ω
∞
T , where R is a finite probability space on ΩT such that R(a, b, e, f, c,m, d) is the
square of the norm of the state((
E1ab ⊗ E4mcEE2feWab ⊗ EE1e ⊗ E3c ⊗ E5d
) |ΨinitT 〉)⊗ |ΦT[(a, b, e, f, c,m, d)]〉
for every (a, b, e, f, c,m, d) ∈ ΩT. Let us calculate the explicit form of R(a, b, e, f, c,m, d). The
direct application of U1, U2, UE1, UE2, U3, U4, U5 in this order to the state |ab0ecd〉 ⊗ |ΦinitT 〉 leads to
the following:
(i) In the case of b = c = e, we have
UT|ab0ecd〉 ⊗ |ΦinitT 〉 = |ab〉 ⊗ |Ψab〉 ⊗ |ecd〉 ⊗ |ΦT[(a, b, e, a, c, a, d)]〉.
(ii) In the case of e = b 6= c, we have
UT|ab0ecd〉 ⊗ |ΦinitT 〉 =
1√
2
|ab〉 ⊗ |Ψ0c〉 ⊗ |ecd〉 ⊗ |ΦT[(a, b, e, a, c, 0, d)]〉
+
(−1)a√
2
|ab〉 ⊗ |Ψ1c〉 ⊗ |ecd〉 ⊗ |ΦT[(a, b, e, a, c, 1, d)]〉.
(iii) In the case of b 6= c = e, we have
UT|ab0ecd〉 ⊗ |ΦinitT 〉 =
1√
2
|ab〉 ⊗ |Ψ0e〉 ⊗ |ecd〉 ⊗ |ΦT[(a, b, e, 0, c, 0, d)]〉
+
(−1)a√
2
|ab〉 ⊗ |Ψ1e〉 ⊗ |ecd〉 ⊗ |ΦT[(a, b, e, 1, c, 1, d)]〉.
(iv) In the case of b = c 6= e, we have
UT|ab0ecd〉 ⊗ |ΦinitT 〉 =
1
2
|ab〉 ⊗ |Ψ0c〉 ⊗ |ecd〉 ⊗ |ΦT[(a, b, e, 0, c, 0, d)]〉
+
1
2
|ab〉 ⊗ |Ψ1c〉 ⊗ |ecd〉 ⊗ |ΦT[(a, b, e, 0, c, 1, d)]〉
+
(−1)a
2
|ab〉 ⊗ |Ψ0c〉 ⊗ |ecd〉 ⊗ |ΦT[(a, b, e, 1, c, 0, d)]〉
− (−1)
a
2
|ab〉 ⊗ |Ψ1c〉 ⊗ |ecd〉 ⊗ |ΦT[(a, b, e, 1, c, 1, d)]〉.
Here, |ecd〉 denotes the three qubit state |e〉⊗|c〉⊗|d〉. The comparison of the results (i)–(iv) above
with the equation (118), where |Ψ〉 is set to |ΨinitT 〉, leads to the following:
(i) In the case of b = c = e, we have that
R(a, b, e, f, c,m, d) =
A2d
16
δa,f δa,m. (120)
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(ii) In the case of b = c 6= e, we have that
R(a, b, e, f, c,m, d) =
A2d
64
. (121)
Now, let us apply Postulate 9, the principle of typicality, to the setting of measurements de-
veloped above. Let ωT be our world in the infinite repetition of the measurements in the above
setting. Then ωT is an infinite sequence over ΩT. Since the Bernoulli measure λR on Ω
∞
T is the
probability measure induced by the measure representation for the prefixes of worlds in the above
setting, it follows from Postulate 9 that ωT is Martin-Lo¨f R-random.
Let DT := {(a, b, e, f, c,m, d) ∈ ΩT | b = c & d = 1}. It is the set of all records of the
apparatuses A1,AE1,AE2,A3,A4, and A5, in a repeated once of the procedure in Protocol 15.1
with the eavesdropping by Eve, where Bob measured a qubit in the same basis as Alice prepared it
and moreover the detection of eavesdropping was attempted. It follows from (120) and (121) that
R(DT) =
∑
(a,b,e,f,m)∈{0,1}5
R(a, b, e, f, b,m, 1) =
p
2
. (122)
Intuitively, the real R(DT) can be interpreted as the probability that Alice and Bob proceed beyond
Step 10 in Protocol 15.1 to check the presence of eavesdropping. The explicit form p/2 of R(DT)
given in (122) is just as expected from the point of view of the conventional quantum mechanics.
Since 0 < p < 1, note from (122) that R(DT) > 0, in particular. Let δT := FilteredDT (ωT).
It is an infinite sequence over DT obtained from ωT by eliminating all elements of the form
(a, b, e, f, c,m, d) with b 6= c or d = 0. Since ωT is Martin-Lo¨f R-random, using Theorem 9.6
we have that δT is Martin-Lo¨f RDT-random for the finite probability space RDT on DT. Note that
RDT(a, b, e, f, c,m, d) =
R(a, b, e, f, b,m, 1)
R(DT)
(123)
for every (a, b, e, f, c,m, d) ∈ DT. Thus, for each (a, b, e, f, c,m, d) ∈ DT, using (122), (120), and
(121) we see the following:
(i) In the case of b = c = e, we have that
RDT(a, b, e, f, c,m, d) =
1
8
δa,f δa,m. (124)
(ii) In the case of b = c 6= e, we have that
RDT(a, b, e, f, c,m, d) =
1
32
. (125)
We consider a subset ET of DT defined by
ET := {(a, b, e, f, c,m, d) ∈ DT | a 6= m}.
It is the set of all records of the apparatuses A1,AE1,AE2,A3,A4, and A5, in a repeated once
of the procedure in Protocol 15.1 with the eavesdropping by Eve, where Alice and Bob proceeded
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beyond Step 10 in Protocol 15.1 and moreover they actually detected the presence of eavesdropping
by means of the criterion a 6= m. It follows from (124) and (125) that
RDT(ET) =
1
4
. (126)
On the other hand, since δT is Martin-Lo¨f RDT-random, it follows from Theorem 9.7 that CET (δT) is
Martin-Lo¨f C(RDT , ET)-random. Here, the infinite binary sequence CET (δT) can be phrased as an
infinite sequence obtained from δT by replacing each records of the apparatuses A1,AE1,AE2,A3,A4,
and A5, occurring in δT, by 1 if the records indicate the detection of the eavesdropping and by 0 oth-
erwise. Note that (C(RDT , ET))(1) = RDT(ET) = 1/4 due to (126). Therefore, using Theorem 5.1
we can show that
lim
n→∞
M(n)
n
=
1
4
, (127)
where M(n) is the number of the occurrences of 1 in the first n bits of the infinite binary sequence
CET (δT). In other words, M(n) is the number of the success of Alice and Bob in the detection
of the eavesdropping in the first n repetitions of the procedure in Protocol 15.1 in our world,
conditioned that Alice and Bob proceed beyond Step 10 in Protocol 15.1 to check the presence of
eavesdropping. Thus, the result (127) can be interpreted as that the “frequency” that Alice and
Bob actually detect the presence of eavesdropping is equal to 1/4 in our world, conditioned that they
proceed beyond Step 10 in Protocol 15.1 to check the presence of eavesdropping.
Finally, we note that, from the point of view of the conventional quantum mechanics, the real
RDT(ET) can be interpreted as the probability that Alice and Bob actually detect the eavesdropping,
conditioned that they proceed beyond Step 10 in Protocol 15.1 to check the presence of eavesdropping.
This probability should be 1/4 in the analysis of the original BB84 QKD protocol [2] from the
aspect of the conventional quantum mechanics (and actually we have RDT(ET) = 1/4 in (126) in
our framework). Thus, the limit frequency 1/4 calculated in (127) is just as expected from the
point of view of the conventional quantum mechanics.
16 Concluding remarks
In this paper we have introduced an operational refinement of the Born rule for pure states, Postu-
late 5, and an operational refinement of the Born rule for mixed states, Postulate 8, based on the
notion of Martin-Lo¨f randomness with respect to Bernoulli measure, for specifying the property of
the results of quantum measurements in an operational way.
Then, in the framework of MWI, we have introduced the principle of typicality, Postulate 9, in
order to overcome the deficiency of the original MWI [9]. The principle of typicality is a postulate
naturally formed by applying the basic idea of Martin-Lo¨f randomness into the framework of MWI.
Based on the principle of typicality, in this paper we have made the whole arguments by Everett [9]
clear and feasible. Actually, we have shown in the framework of MWI that the refined rule of
the Born rule for pure states (i.e., Postulate 5), the refined rule of the Born rule for mixed states
(i.e., Postulate 8), and other postulates of the conventional quantum mechanics regarding mixed
states and density matrices (i.e., Postulates 10 and 11) can all be derived, in a natural setting of
measurements for each of them, from the principle of typicality together with Postulates 1, 2, and 3
in a unified manner.
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Based on the results above, we conjecture that the principle of typicality together with Pos-
tulates 1, 2, and 3 forms quantum mechanics. Thus, the principle of typicality is thought to be
a unifying principle which refines the Born rule for pure states (i.e., Postulate 4), the Born rule
for mixed states (i.e., Postulate 7), and other postulates of the conventional quantum mechanics
regarding mixed states and density matrices (i.e., Postulates 10 and 11) in one lump.
In this paper, for simplicity, we have considered only the case of finite-dimensional quantum
systems and measurements over them. As the next step of the research, it is natural to consider
the case of infinite-dimensional quantum systems, and measurements over them where the set of
possible measurement outcomes is countably infinite. Actually, in this case we can also develop a
framework for an operational refinement of the Born rule and the principle of typicality in almost
the same manner as the finite case developed in this paper. A full paper which describes the detail
of the results is in preparation.
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