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A PROBABILISTIC APPROACH TO VALUE SETS OF
POLYNOMIALS OVER FINITE FIELDS
ZHICHENG GAO AND QIANG WANG
Abstract. In this paper we study the distribution of the size of
the value set for a random polynomial with degree at most q − 1
over a finite field Fq. We obtain the exact probability distribution
and show that the number of missing values tends to a normal
distribution as q goes to infinity. We obtain these results through
a study of a random r-th order cyclotomic mappings. A variation
on the size of the union of some random sets is also considered.
1. Introduction
Let Fq be the finite field of q elements with characteristic p. Let γ
be a fixed primitive element of Fq throughout the paper. The value
set of a polynomial g over Fq is the set Vg of images when we view g
as a mapping from Fq to itself. Clearly g is a permutation polynomial
(PP) of Fq if and only if the cardinality |Vg| of the value set Vg is
q. Asymptotic formulas such as |Vg| = λ(g)q + O(q1/2), where λ(g) is
a constant depending only on certain Galois groups associated to g,
can be found in Birch and Swinnerton-Dyer [2] and Cohen [8]. Later,
Williams [24] proved that almost all polynomials g of degree d satisfy
λ(g) = 1− 1
2!
+ 1
3!
+ · · ·+ (−1)d−1 1
d!
.
There are also several results on explicit upper bound for |Vg| if g
is not a PP over Fq; see for example [14, 19, 20]. Perhaps the most
well-known result is due to Wan [20] who proved that if a polynomial
g of degree d is not a PP then
(1) |Vg| ≤ q − q − 1
d
.
On the other hand, it is easy to see that |Vg| ≥ ⌈q/d⌉ for any poly-
nomial g over Fq with degree d. The polynomials achieving this lower
bound are called minimal value set polynomials. The classification of
minimal value set polynomials over Fpk with k ≤ 2 can be found in
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[6, 15], and in [3] for all the minimal value set polynomials in Fq[x]
whose value set is a subfield of Fq. See [10, 21] for further results on
lower bounds of |Vg| and [13] for some classes of polynomials with small
value sets. More recently, algorithms and complexity in computing |Vg|
have been studied in [7].
We note that all of these results mentioned above relate |Vg| to the
degree d of g. It is also well known that every polynomial g over Fq such
that g(0) = b has the form axrf(xs)+ b with some positive integers r, s
such that s | q − 1. There are different ways to choose r, s in the form
axrf(xs)+ b. However, in [1], the concept of the index of a polynomial
was first introduced and any non-constant polynomial g ∈ Fq[x] of
degree ≤ q − 1 can be written uniquely as g(x) = a(xrf(x(q−1)/ℓ)) + b
with index ℓ defined below. Namely, write
g(x) = a(xn + an−i1x
n−i1 + · · ·+ an−ikxn−ik) + b,
where a, an−ij 6= 0, j = 1, . . . , k. The case that k = 0 is trivial. Thus,
we shall assume that k ≥ 1. Write n − ik = r, the vanishing order
of x at 0 (i.e., the lowest degree of x in g(x) − b is r). Then g(x) =
a
(
xrf(x(q−1)/ℓ)
)
+b, where f(x) = xe0+an−i1x
e1+· · ·+an−ik−1xek−1+ar,
ℓ =
q − 1
gcd(n− r, n− r − i1, . . . , n− r − ik−1, q − 1) :=
q − 1
s
,
and gcd(e0, e1, . . . , ek−1, ℓ) = 1. The integer ℓ =
q−1
s
is called the in-
dex of g(x). From the above definition of index ℓ, one can see that
the greatest common divisor condition makes ℓ minimal among those
possible choices.
Clearly, the study of the value set of g over Fq is equivalent to study-
ing the value set xrf(x(q−1)/ℓ) over Fq with index ℓ. Recently Mullen,
Wan and Wang [17] used an index approach to study the upper bound
of the value set for any polynomial which is not a PP. They proved
that if g is not a PP then
(2) |Vg| ≤ q − q − 1
ℓ
.
This result improves Wan’s result when the index ℓ of a polynomial
is strictly smaller than the degree d. We note that the index ℓ of a
polynomial is always smaller than the degree d as long as ℓ ≤ √q − 1.
The above result is obtained through a study of cyclotomic mapping
polynomials which were studied earlier in [11, 18, 22]. The index of
a polynomial is closely related to the concept of the least index of
a cyclotomic mapping polynomial. Recall that γ is a fixed primitive
element of Fq. Let ℓ | q − 1 and the set of all nonzero ℓ-th powers be
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C0. Then C0 is a subgroup of F
∗
q of index ℓ. The elements of the factor
group F∗q/C0 are the cyclotomic cosets
Ci := γ
iC0, i = 0, 1, · · · , ℓ− 1.
For any a0, a1, · · · , aℓ−1 ∈ Fq and a positive integer r, the r-th or-
der cyclotomic mapping f ra0,a1,··· ,aℓ−1 of index ℓ from Fq to itself (see
Niederreiter and Winterhof in [18] for r = 1 or Wang [22]) is defined
by
(3) f ra0,a1,··· ,aℓ−1(x) =
{
0, if x = 0;
aix
r, if x ∈ Ci, 0 ≤ i ≤ ℓ− 1.
It is shown that r-th order cyclotomic mappings of index ℓ produce
the polynomials of the form xrf(xs) where s = q−1
ℓ
. Indeed, the poly-
nomial presentation is given by
g(x) =
1
ℓ
ℓ−1∑
i=0
aix
r
ℓ−1∑
j=0
ζ−jixjs,
where ζ = γs is a fixed primitive ℓ-th root. On the other hand, as we
mentioned earlier, each polynomial f(x) such that f(0) = 0 with index
ℓ can be written as xrf(x(q−1)/ℓ), which is an r-th order cyclotomic
mapping with the least index ℓ such that ai = f(ζ
i) for i = 0, . . . , ℓ−1.
In this paper, we are interested in the probability distribution of the
value set size of a random r-th order cyclotomic mapping polynomial
for any given index ℓ and any positive integer r, as defined in Equa-
tion (3). Thus this enables us to derive the probability distribution
of the size of value set of a random polynomial of degree d ≤ q − 1
over a finite field. In Section 2 we outline our method and a crucial
result on normal distribution which is used in this paper. Essentially,
we are interested in the distribution of the size of the union of subsets,
namely, the distribution of the random variable Xtℓ = | ∪ℓj=1Aj | where
Aj = g(Cj−1) for j = 1, . . . , ℓ and t = (r, s). In Section 3, we first
consider a simplified model such that none of ai’s in Equation (3) is
zero. Hence ai’s are chosen independently at random from F
∗
q . This
means that the zero is not contained in any one of the subsets Aj ’s. In
particular, in Theorem 1 we obtain the distribution of the number of
missing values for a random r-th order cyclotomic mapping f ra0,a1,··· ,aℓ−1
such that none of ai’s is zero. Moreover, in Theorem 2, we show that
this distribution is asymptotically normal.
In Section 4, we study any random r-th order cyclotomic mapping
polynomial by choosing ai’s in Equation (3) independently at random
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from Fq. The probability distribution of value set size is given in Theo-
rem 3. As a consequence, for ℓ = q−1, we obtain the exact probability
distribution of the value set size of a random polynomial over Fq with
degree at most q − 1. In particular, we have the following corollaries
to Theorem 3.
Corollary 1. Let g(x) be a random polynomial of degree at most q−1
over Fq with g(0) = 0. Then
P(|Vg| = k + 1) =
(
q − 1
k
) k∑
j=0
(−1)k−j
(
k
j
)(
1 + j
q
)q−1
.
Consequently, for k = o(q), we have
P(|Vg| = k + 1) ∼ 1
k!
(q − 1)k
(
k + 1
q
)q−1
.
This proves that if k > 1 is small compared to q then the number of
polynomials over Fq with degree less than or equal to q − 1 such that
the value set size is k is always exponential in q. Moreover, we have
Corollary 2. Let g(x) be any random polynomial of degree at most
q− 1 over finite field Fq with g(0) = 0. Let Yq = q− |g(Fq)| denote the
number of missing nonzero values in the value set of g. Let µq = q/e
and σ2q = (e
−1− 2e−2)q. Then the distribution of (Yq −µq)/σq tends to
the standard normal, as q →∞.
Finally in Section 5 we study a variation of our model used in Sec-
tion 3. We consider the case when each subset Ai is chosen uniformly
at random from all mi-subsets of a given n-set for i = 1, . . . , ℓ. This
extends a result by Barot and Pen˜a [4] and David [9]. We also show
that the size of the complement of ∪ℓi=1Ai is asymptotically normal.
2. Methodology
In [16], we obtained the following formula for the cardinality of the
value set for an arbitrary polynomial.
Proposition 1 (Proposition 2.3 in [16]). Let g(x) = axrf(xs)+ b (a 6=
0) be any polynomial over Fq with index ℓ =
q−1
s
and let gcd(r, s) = t.
Let γ be a fixed primitive element of Fq. Then
|Vg| = cs
t
+ 1, or |Vg| = (c− 1)s
t
+ 1,
where c = |{(γirf(γsi))s/t | i = 0, . . . , ℓ− 1}|.
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As discussed earlier, it is sufficient to assume that a = 1 and b = 0
in Proposition 1. That is, we can view g(x) as a r-th order cyclotomic
mapping polynomial with the least index ℓ. In this case, we have
g(x) = aix
r when x ∈ Ci, where ai = f(γsi) for i = 0, . . . , ℓ− 1. Recall
that C0 is the subgroup of F
∗
q consisting of all the ℓ-th powers of F
∗
q and
we let T0 be the subgroup of F
∗
q consisting of all the tℓ-th powers. Hence
Ti with 0 ≤ i ≤ tℓ − 1 give all the cyclotomic cosets of index tℓ. We
also note that xr maps C0 onto T0 which contains
s
t
distinct elements.
So xr maps each coset Ci = γ
iC0 onto γ
irT0. Therefore g maps Ci
onto γirf(γsi)T0, which could be either the set {0} (if ai = f(γsi) = 0)
or one of the nonzero cyclotomic cosets of index tℓ. We observe that
c is the number of distinct cyclotomic cosets of the form γirf(γsi)T0,
possibly along with the subset {0} if one of ai’s is zero. Hence we have
|Vg| = c st + 1 or (c− 1) st + 1, the latter happens when some of ai’s in
g(x) = aix
r equal 0.
Therefore the value set problem for a random r-th order cyclotomic
mapping polynomial (or random polynomial) g, essentially requires us
to study the number c in Proposition 1, the size of union of some
cyclotomic cosets and possibly the subset {0} if ai’s take zero. More
specifically, for 0 ≤ i ≤ ℓ−1, each Ci is mapped to Ai+1 = g(Ci) which
is one of T0, . . . , Ttℓ−1 or {0}. Then c is the number of distinct Aj ’s
(1 ≤ j ≤ ℓ) and the value set size is either c s
t
+1 or (c− 1) s
t
+1. More
generally, we are interested in the distribution of the random variable
Xtℓ = |∪ℓj=1Aj |, while Aj are chosen independently according to a given
distribution depending on that ai is chosen independently at random
from Fq. Similar problems have been studied in [4, 9] when each Aj is
chosen uniformly at random from all k-subsets of a given n-set.
Let n = tℓ and let D0 = {0} and Dj = Tj−1 for 1 ≤ j ≤ tℓ − 1.
Let Yn be the the number of D1, . . . , Dn−1 which are not in ∪ℓj=1Aj
for a random r-th order cyclotomic mapping polynomial with index
ℓ such that (r, s) = t. We will derive exact probability distributions
of Yn and show that they are asymptotically normal. Throughout the
paper, we shall use (Yn)k to denote the falling factorial Yn(Yn−1)(Yn−
2) · · · (Yn−k+1). We use P, E, V to denote the probability, expectation,
and variance of a random variable, respectively.
The main tool for deriving the probability distribution of Yn in the
paper is through the sieve method and the falling factorial moments.
Let B1, . . . , Bn be n events in a probability space and N = {1, . . . , n}.
We note that P(Yn = k) is the probability that exactly k of the Bj
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occur. Define
Sh =
∑
J⊂N ,|J |=h
P(∩j∈JBj).
Then the well-known sieve formula (See e.g. [5, Theorm 10]) gives
P(Yn = k) =
n∑
h=k
(−1)h−k
(
h
k
)
Sh,(4)
Sk =
n∑
h=k
(
h
k
)
P(Yn = h).(5)
Hence
(6) E((Yn)k) = k!Sk.
We also need the following result [12, Theorem 1] in order to show
that Yn is asymptotically normal.
Lemma 1. Let sn > −µ−1n and
σn =
√
µn + µ2nsn,
where µn →∞ as n→∞. Suppose that
µn = o(σ
3
n),
and a sequence Yn of nonnegative random variables satisfies
E((Yn)k) ∼ µkn exp
(
k2sn
2
)
,
uniformly for all integers k in the range cµn/σn ≤ k ≤ c′µn/σn for
some constants c′ > c > 0. Then (Yn − µn)/σn tends in distribution to
the standard normal as n→∞.
3. Sizes of value sets of cyclotomic mapping polynomials
with nonzero branches
In this section, we study of the value set size of a random r-th order
cyclotomic mapping polynomial with nonzero branches (i.e., none of
ai’s is zero). This means that we choose ai in (3) independently at
random from F∗q and it leads to the following model. Let n = tℓ and
D1, D2, . . .Dtℓ be pairwise disjoint subsets of F
∗
q such that |Di| = s/t for
all 1 ≤ i ≤ tℓ. Because ai is chosen independently at random from F∗q,
this means that A1, A2, . . . , Aℓ are chosen independently and uniformly
at random from {D1, D2, . . . , Dtℓ}. We are interested in the distribution
ofXn = |∪ℓj=1Aj |. This is closely related to the distributions of ℓ labeled
balls into tℓ labeled boxes. Let Yn be the number of empty boxes in a
A PROBABILISTIC APPROACH TO VALUE SETS 7
random distribution of ℓ labeled balls into tℓ labeled boxes. We note
Xn = n− (s/t)Yn. We first prove the following
Theorem 1. Let Yn be the number of empty boxes in a random distri-
bution of ℓ labeled balls into n = tℓ labeled boxes. We have
E((Yn)k) = (tℓ)k
(
tℓ− k
tℓ
)ℓ
,
P(Yn = k) =
(
tℓ
k
)
1
(tℓ)ℓ
tℓ−k∑
j=1
(−1)tℓ−k−j
(
tℓ− k
j
)
jℓ.
Proof Let N = {1, 2, . . . , tℓ}. Let Bj be the event that box j is empty.
We have
Sk =
∑
J⊂N ,|J |=k
P(∩j∈JBj) =
(
tℓ
k
)
P(∩kj=1Bj) =
(
tℓ
k
)(
tℓ− k
tℓ
)ℓ
.
It follows from (6) that
E((Yn)k) = (tℓ)k
(
tℓ− k
tℓ
)ℓ
.
Using Equation (4), we obtain
P(Yn = k) =
n∑
h=k
(−1)h−k
(
h
k
)
Sh
=
tℓ∑
h=k
(−1)h−k
(
h
k
)(
tℓ
h
)(
tℓ− h
tℓ
)ℓ
=
(
tℓ
k
) tℓ∑
h=k
(−1)h−k
(
tℓ− k
h− k
)(
tℓ− h
tℓ
)ℓ
=
(
tℓ
k
)
1
(tℓ)ℓ
tℓ−k∑
j=0
(−1)tℓ−j−k
(
tℓ− k
j
)
jℓ

Next we obtain
Theorem 2. Suppose t = o(ℓ1/5) as n = tℓ→∞. Define
µn = te
−1/tℓ, σ2n = te
−2/t(e1/t − 1− 1/t)ℓ.
Then the distribution of (Yn−µn)/σn tends to the standard normal, as
n→∞.
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Proof From Theorem 1, we have, as ℓ→∞,
E(Yn) = tℓ
(
1− 1
tℓ
)ℓ
= tℓ exp
(
ℓ ln
(
1− 1
tℓ
))
= tℓ exp
(
−ℓ
(
1
tℓ
+
1
2t2ℓ2
+O
(
1
(tℓ)3
)))
= tℓ exp
(
−1
t
− 1
2t2ℓ
+O
(
1
t3ℓ2
))
∼ µn,
(7)
V(Yn) = E(Yn(Yn − 1)) + E(Yn)− (E(Yn))2
= (tℓ)(tℓ− 1)
(
1− 2
tℓ
)ℓ
+ tℓ
(
1− 1
tℓ
)ℓ
− (tℓ)2
(
1− 1
tℓ
)2ℓ
= (tℓ)(tℓ− 1) exp
(
ℓ ln
(
1− 2
tℓ
))
+ tℓ exp
(
ℓ ln
(
1− 1
tℓ
))
−(tℓ)2 exp
(
2ℓ ln
(
1− 1
tℓ
))
= (tℓ)(tℓ− 1) exp
(
−ℓ
(
2
tℓ
+
2
(tℓ)2
+O
((
2
tℓ
)3)))
+tℓ exp
(
−ℓ
(
1
tℓ
+
1
2(tℓ)2
+O
((
1
tℓ
)3)))
−(tℓ)2 exp
(
−2ℓ
(
1
tℓ
+
1
2(tℓ)2
+O
((
1
tℓ
)3)))
= (tℓ)(tℓ− 1) exp
(
−ℓ
(
2
tℓ
))
exp
(
− 2ℓ
(tℓ)2
+O
((
2
tℓ
)3))
+tℓ exp
(
−ℓ
(
1
tℓ
))
exp
(
− ℓ
2(tℓ)2
+O
((
1
tℓ
)3))
−(tℓ)2 exp
(
−2ℓ
(
1
tℓ
))
exp
(
− ℓ
(tℓ)2
+O
((
1
tℓ
)3))
(8)
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∼ (tℓ)(tℓ− 1) exp
(
−ℓ
(
2
tℓ
))(
1− 2ℓ
(tℓ)2
)
+tℓ exp
(
−ℓ
(
1
tℓ
))(
1− ℓ
2(tℓ)2
)
−(tℓ)2 exp
(
−2ℓ
(
1
tℓ
))(
1− ℓ
(tℓ)2
)
∼ tℓe− 1t − tℓe− 2t − ℓe− 2t
∼ σ2n.(9)
Under the assumption that t = o(ℓ1/5), we can verify that µ
2
n
σ6n
→ 0 as
n→∞. We note µn/σn is of the order
√
t3ℓ. Hence for k in the range
specified in Lemma 1, we have k2 = O(t3ℓ). Therefore
(tℓ)k = (tℓ)
k
k−1∏
j=1
(
1− j
tℓ
)
= (tℓ)k exp
(
k−1∑
j=1
ln
(
1− j
tℓ
))
= (tℓ)k exp
(
−
k−1∑
j=1
(
j
tℓ
+
j2
2t2ℓ2
+O
(
j3
t3ℓ3
)))
∼ (tℓ)k exp
(
− k
2
2tℓ
)
,
(
tℓ− k
tℓ
)ℓ
= exp
(
ℓ ln
(
1− k
tℓ
))
= exp
(
−ℓ
(
k
tℓ
+
k2
2t2ℓ2
+O
(
k3
t3ℓ3
)))
∼ exp
(
−k
t
− k
2
2t2ℓ
)
.
It follows from (6) and (7) that
E((Yn)k) ∼ (tℓ)k exp
(
−k
t
− k
2
2tℓ
− k
2
2t2ℓ
)
∼ µkn exp
(
−k
2(t+ 1)
2t2ℓ
)
.
Now the result follows from Lemma 1 and the estimation
sn =
σ2n − µn
µ2n
=
E(Yn(Yn − 1))
µ2n
− 1 = − 1
tℓ
− 1
t2ℓ
+O
(
1
t2ℓ2
)
> −µ−1n ,
as t
ℓ
→ 0 when ℓ→∞. 
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The following corollary follows immediately from Theorem 1, by not-
ing s = t = 1 and Xn = n− Yn.
Corollary 3. Under the assumption of Theorem 1 and Xn = n− Yn,
we have
P(Xn = h) =
1
nn
(
n
h
) h∑
j=1
(−1)h−j
(
h
j
)
jn.
In particular,
P(Xn = n) =
n!
nn
,
and for h = o(n),
P(Xn = h) ∼ 1
h!
nh
(
h
n
)n
.
Consider ℓ = n = q− 1 and t = 1. Because an r-th order cyclotomic
mapping polynomial f ra0,...,aq−2(x) always maps 0 to 0, Corollary 3 im-
plies
Corollary 4. Let g(x) be any random r-th order cyclotomic mapping
polynomial f ra0,...,aq−2(x) over finite field Fq such that none of ai’s is
zero. Then the probability of | Vf |= h + 1 is given by
P(Xq−1 = h) =
1
(q − 1)q−1
(
q − 1
h
) h∑
j=1
(−1)h−j
(
h
j
)
jq−1.
In particular, the probability of such a random cyclotomic mapping
polynomial f ra0,...,aq−2(x) is a permutation polynomial is
P(Xq−1 = q − 1) = (q − 1)!
(q − 1)q−1 ,
and for h = o(q), the probability of such a random cyclotomic mapping
polynomial f ra0,...,aq−2(x) with a value set size h+ 1 is
P(Xq−1 = h) ∼ 1
h!
(q − 1)h
(
h
q − 1
)q−1
.
4. Sizes of value sets of random polynomials
Recall q − 1 = ℓs and r is a positive integer such that (r, s) = t. In
this section we consider the value set size for any random r-th order
cyclotomic mapping polynomial f ra0,...,aℓ−1(x) with index ℓ over finite
field Fq. Namely, a0, . . . , aℓ−1 are independently chosen at random from
Fq. We note that the value set problem for any random polynomial with
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degree at most q− 1 is in fact the value set problem for a random r-th
order cyclotomic mapping polynomial with index ℓ = q − 1.
As discussed in Section 2, we are interested in the distribution of
Xn = | ∪ℓj=1 Aj|. However, we need to include the element 0 in our
analysis similar to those in Section 3. Because each ai in (3) is chosen
independently at random from Fq, this leads to the following model.
Let us define D0 = {0} and Dj = Tj−1 for 1 ≤ j ≤ tℓ. The distribu-
tion of each random set Ai is P(Ai = D0) =
1
q
, and
P(Ai = Dj) =
1
tℓ
(
1− 1
q
)
=
s
tq
, j = 1, . . . , ℓ.
As in the case discussed earlier, we define the events Bj = ∩ℓi=1{Ai 6=
Dj}, 0 ≤ j ≤ tℓ. Let Ytℓ be the number of B1, B2, . . . , Btℓ (note B0 is
excluded) which occur. Then P(Ytℓ = k) is the probability that exactly
k of tℓ cyclotomic sets Tj’s of index tℓ are not in the value set of g.
Then we have
Lemma 2. Let q−1 = ℓs and r be a positive integer such that (r, s) =
t. Let g(x) be any random r-th order cyclotomic mapping polynomial
f ra0,...,aℓ−1(x) with index ℓ over finite field Fq. Let Ytℓ be the number of
cyclotomic sets of index tℓ not contained in the value set of g. Then
E((Ytℓ)k) = (tℓ)k
(
1− sk
tq
)ℓ
,
P(Ytℓ = k) =
(
tℓ
k
) tℓ−k∑
j=0
(−1)tℓ−j−k
(
tℓ− k
j
)(
1
q
+
sj
tq
)ℓ
.
Proof Let N = {1, 2, . . . , tℓ}. Define
Sk =
∑
J⊂N ,|J |=k
P(∩j∈JBj).
Because A1, . . . , Aℓ are mutually independent, we have
Sk =
(
tℓ
k
)
P(∩kj=1Bj) =
(
tℓ
k
)(
1
q
+
s(tℓ− k)
tq
)ℓ
=
(
tℓ
k
)(
1− sk
tq
)ℓ
.
Using Equation (4), we obtain
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P(Ytℓ = k) =
tℓ∑
h=k
(−1)h−k
(
h
k
)
Sh
=
tℓ∑
h=k
(−1)h−k
(
h
k
)(
tℓ
h
)(
1
q
+
s(tℓ− h)
tq
)ℓ
=
(
tℓ
k
) tℓ∑
h=k
(−1)h−k
(
tℓ− k
h− k
)(
1
q
+
s(tℓ− h)
tq
)ℓ
=
(
tℓ
k
) tℓ−k∑
j=0
(−1)tℓ−j−k
(
tℓ− k
j
)(
1
q
+
sj
tq
)ℓ
.

Using the above lemma, we can obtain the distribution of Xtℓ = |Vg|.
Theorem 3. Let q − 1 = ℓs and r be a positive integer such that
(r, s) = t. Let f(x) be any random r-th order cyclotomic mapping
polynomial f ra0,...,aℓ−1(x) with index ℓ over Fq. Then
P(Xtℓ = 1 + ks/t) =
(
tℓ
k
) k∑
j=0
(−1)k−j
(
k
j
)(
1
q
+
sj
tq
)ℓ
.
Proof Indeed,
P(Xtℓ = 1 + ks/t) = P({Ytℓ = tℓ− k})
=
(
tℓ
k
) k∑
j=0
(−1)k−j
(
k
j
)(
1
q
+
sj
tq
)ℓ
.
We now obtain an application of the above results on random polyno-
mials with degree at most q−1. It is sufficient to study the distribution
of the subclass of random polynomials g(x) such that g(0) = 0 with
degree ≤ q − 1, because any polynomial f(x) such that f(0) = b can
be written as g(x) + b with g(0) = 0 and vice versa. So we can view
any random polynomial g of degree at most q − 1 with g(0) = 0 and
index ℓ as an r-th order cyclotomic mapping polynomial with the least
index ℓ, which is therefore a cyclotomic mapping polynomial with in-
dex q − 1. Because there are qq−1 such polynomials with g(0) = 0,
they correspond to all the cyclotomic mapping polynomials with index
q− 1. So a random polynomial with degree less than or equal to q − 1
and g(0) = 0 is a random r-th order cyclotomic mapping polynomial
with index ℓ = q − 1 for any r ≥ 1. Therefore, Lemma 2 implies that
any random polynomial with degree q − 1 has expected value set size
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(1 − 1
q
)q−1 ∼ q
e
. This verifies William’s result [24] saying that almost
all the polynomials of degree q − 1 is a general polynomial. Moreover,
applying Theorem 3 to the case ℓ = q − 1 (hence s = t = 1), we ob-
tain exact probability distribution of the value set size for a random
polynomial over finite field Fq in Corollary 1. Moreover, we can drive
Corollary 2 that the distribution of (Ytℓ−utℓ)/σtℓ tends to the standard
normal distribution as well, as ℓ → ∞ and t = o(ℓ1/5), following the
same arguments as in the proof of Theorem 2.
5. Size of the Union of Random Sets
Recall N = {1, . . . , n}. In Section 3, we considered | ∪ℓi=1 Ai| where
each Ai a random cyclotomic cosets of index ℓ. In Section 4, we allowed
the possibility that Ai could be {0}, a subset with a different size from
cyclotomic cosets. Earlier, Barot and Pen˜a [4] considered the probabil-
ity distribution of | ∪ℓi=1Ai| where each Ai is chosen independently and
uniformly at random from Pm where Pm is the set of all m-subsets of
N . In this section, we consider |∪ℓi=1Ai| such that mi’s can be distinct.
Let Xn = | ∪ℓi=1Ai| and Yn = n−Xn. In the following we establish the
distributions of Xn and Yn and we show that the Yn is asymptotically
normal. This generalizes the following result by Barot and Pen˜a [4]
because we allow mi’s to be distinct.
Theorem 4 (Barot and Pen˜a, 2001). Let N = {1, . . . , n}. Let Xn =
| ∪ℓi=1 Ai| where each Ai is chosen independently and uniformly at ran-
dom from Pm where Pm is the set of all m-subsets of N and Yn =
n−Xn. We have
P(Xn = i) =
(
n
i
)
(
n
m
)ℓ
i−m∑
j=0
(−1)j
(
i
j
)(
i− j
m
)ℓ
,
E(Xn) = n
(
1−
(
1− m
n
)ℓ)
,
V(Xn) = n(n− 1)
(
1− m
n
)ℓ(
1− m
n− 1
)ℓ
− (E(Xn))2 + E(Xn).
First of all, we extend the above results to general mi’s.
Lemma 3. Let N = {1, . . . , n} and Pmi be the set of all mi-subsets
of N for 1 ≤ i ≤ ℓ. Let Xn be the random variable for the size of
∪ℓi=1Ai where Ai is a random set chosen independently and uniformly
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from Pmi and Yn = n−Xn. We have
E((Yn)k) = (n)k
ℓ∏
j=1
(n−mj)k
(n)k
,(10)
P(Yn = k) =
n∑
h=k
(−1)h−k
(
h
k
)(
n
h
) ℓ∏
j=1
(n−mj)h
(n)h
,(11)
P(Xn = i) =
(
n
i
) i∑
h=0
(−1)h
(
i
h
) ℓ∏
j=1
(
i−h
mj
)
(
n
mj
) .(12)
Proof For each j ∈ N , let Bj denote the event that j /∈ ∩ℓi=1Ai. We
note that P(Yn = k) is the probability that exactly k of the Bj’s occur.
Since A1, A2, . . . , Aℓ are mutually independent, we have
Sk =
(
n
k
)
P(B1 ∩B2 ∩ · · · ∩Bk)
=
(
n
k
) ℓ∏
j=1
P(1 /∈ Aj , 2 /∈ Aj, . . . , k /∈ Aj)
=
(
n
k
) ℓ∏
j=1
(n−mj)k
(n)k
,
and hence
E((Yn)k) = k!Sk = (n)k
ℓ∏
j=1
(n−mj)k
(n)k
.
Now from (4) we obtain P(Yn = k) =
∑n
h=k(−1)h−k
(
h
k
)(
n
h
)∏ℓ
j=1
(n−mj)h
(n)h
.
Finally,
P(Xn = i) = P(Yn = n− i)
=
n∑
h=n−i
(−1)h−n+i
(
h
n− i
)(
n
h
) ℓ∏
j=1
(n−mj)h
(n)h
=
(
n
i
) i∑
h=0
(−1)h
(
i
h
) ℓ∏
j=1
(
i−h
mj
)
(
n
mj
) ,
where the last equality holds after the substitution h := h−n+ i. .
Next we show that Yn is asymptotically normal. The condition on
ui in the following theorem can be relaxed considerably, but we use the
current form for the sake of simplicity.
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Theorem 5. Let uj = mj/n. Suppose ℓ→∞, uj = O(1/ℓ) uniformly
for all 1 ≤ j ≤ ℓ, and ∑ℓi=1 ui > c for some positive constant c. Then
Yn is asymptotically normal with mean and variance, respectively, equal
to
µn = n
ℓ∏
i=1
(1− ui),
σ2n = n
(
1−
(
1 +
ℓ∑
i=1
ui
)
ℓ∏
i=1
(1− ui)
)
ℓ∏
i=1
(1− ui).
Proof For k = O(
√
n), We have
E((Yn)k) = (n)k
ℓ∏
i=1
(n−mi)k
(n)k
= nk exp
(
−k(k − 1)
2n
+O
(
k3
n2
)) ℓ∏
i=1
k−1∏
j=0
(
1− ui − jui
n− j
)
= µkn exp
(
−k(k − 1)
2n
+O
(
k3
n2
)) ℓ∏
i=1
exp
(
k−1∑
j=0
ln
(
1− jui
(1− ui)(n− j)
))
= µkn exp
(
−k(k − 1)
2n
+O
(
k3
n2
)
−
ℓ∑
i=1
k−1∑
j=0
jui
(1− ui)(n− j)
)
= µkn exp
(
−k(k − 1)
2n
−
ℓ∑
i=1
k−1∑
j=0
jui
(1− ui)n +O
(
k3
n2
))
(because j ≤ k ∼ √n)
= µkn exp
(
−k(k − 1)
2n
(
1 +
ℓ∑
i=1
ui
)
+O
(
k3
n2
+
k2
nℓ
))
. (note uj = O(1/ℓ))
In particular we have
E((Yn)2) = µ
2
n exp
(
−1
n
(
1 +
ℓ∑
i=1
ui
)
+O
(
1
n2
+
1
nℓ
))
,
and for k of the order
√
n,
E((Yn)k) ∼ µkn exp
(
− k
2
2n
(
1 +
ℓ∑
i=1
ui
))
.
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It follows that
sn =
σ2n − µn
µ2n
=
E(Yn(Yn − 1))
µ2n
− 1
= exp
(
−1
n
(
1 +
ℓ∑
i=1
ui
)
+O
(
1
n2
+
1
nℓ
))
− 1
= −1
n
(
1 +
ℓ∑
i=1
ui
)
+O
(
1
n2
+
1
nℓ
)
,
and
E((Yn)k) ∼ µkn exp
(
k2sn
2
)
.
Now the theorem follows from Lemma 1. 
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