New stochastic models for binary and ternary AHP are proposed, and further minimax and least square estimation methods (with parameter θ) for these models are proposed. The solutions of both methods are proved to be mathematically equivalent although the principles are different. Another method based on the well-known likelihood function is applied to our model with the parameter, which can expand the application limit of the conventional likelihood method. Various examples are solved by these proposed methods and we have successful results for all.
Introduction
The essence of AHP is to evaluate the weight of the object, which cannot be measured by numerical values, based on paired comparisons. Conventionally the paired comparison value a ij of object i and j is to take the integers 1, 2, · · · , 9 (and their inverses) [10] .
But the comparisons are often based on human intuitive feelings, so in such cases we can say at the utmost that "i is better than j" (or equivalently "j is worse than i") (1.1) or "i is equivalent to j".
The case where the result of paired comparison is restricted to only (1.1) is called binary AHP, and the case which includes only (1.1) and (1.2) is called ternary AHP.
Considering the above-mentioned essence of AHP, we can say that the intrinsic feature of AHP is rather in binary and ternary AHP than general AHP where a ij can take values of real numbers.
We can see typical binary and ternary AHP in sport games (including intellectual games such as "chess" or "go," etc.) where "player i defeats j" corresponds to (1.1) and "player i ties j" corresponds to (1.2) . Later on we often use such clear and concrete terms in sport games instead of (1.1) and (1.2) .
Here we propose a stochastic model for binary and ternary AHP. Firstly we consider binary AHP. Let u i ( 0) be the true strength of object i (i = 1, · · · , n), and p ij be the probability for i to defeat j, then we assume
(
1.3)
This model is called Bradley-Terry model [1] . Of course, we have p ij + p ji = 1.
For ternary AHP, p ij represents the probability for i to defeat j plus 1/2 × probability for i to tie j.
Past researches in this field are classified mainly into two groups. Researches [4, 8, 14] can be said to constitute one group, where they take the compared value a ij as a if player i defeats j (and a ji as 1/a) (a > 1 is a parameter) and take the principal eigenvector of A = [a ij ] as the weight vector like the usual AHP analysis. Their models do not include stochastic interpretations, and correspond to the special case (r ij = 1 for all pairs (i, j), that is discussed in §2) of our model.
Researches [2, 3, 6, 7, 9] belong to the other group. These are papers in statistical field and are based on Bradley-Terry model. Their analyzing methods are based on maximum likelihood (ML) method. We can see basic explanation for these analyses in [16] . Here we note that ML method on Bradley-Terry model, used in the latter group, has severe limitations and is not very useful except for large sample case. Actually some examples in this paper cannot be solved by their method. (But [9] transfer the comparison value a ij in AHP to Bradley-Terry model by special device, the above discussions do not fit for [9] ).
Further, as for researches by combinational approaches, we have [5, 15] which do not belong to any of the above groups.
Our proposed method is based on Bradley-Terry model with our special device (see (2.6)). Our analyzing principle is minimax (MM) method ( §3), but interestingly the solution of this minimax principle completely coincides with that of least square principle ( §3) in our problem. Another proposed method is based on semi-maximum likelihood principle which modifies ordinary ML method by special device (2.6) and becomes free from the abovementioned limitations ( §4). Further, we discuss ternary AHP which we can treat almost the same as binary cases ( §5). We introduce likelihood functions for our model to select the values of parameter θ in (2.6)( §6). Various examples are solved by our methods in §7.
The Approximation Formula with Parameter
There are n players 1, 2, · · · , n and player i is matched with j by r ij times (n objects 1, 2, · · · , n and object i is compared with j by r ij times).
As mentioned in §1, here we express a paired comparison in AHP by a match in a sport game. The former is compared by an evaluator, but in the latter case there are no such evaluators. Now r ij comparisons between object i and j in AHP correspond to r ij matches between player i and j, where each match of r ij matches can be considered to be independently carried out. But the structure of r ij comparisons in AHP is generally not so simple. There may be a case where these are compared by an evaluator and another case where these are compared by several separate evaluators. But here we simply assume that each comparison is always independently carried out under the same condition like in sport games. This assumption might not be valid, but if the simple model grasps the essential feature, it is more useful for theoretical development. Theory needs simplification.
First, consider the binary AHP. Let x ij be the number of times for i to defeat j (for i to be better than j), andẋ ij = x ij /r ij , then we have
Here of course r ij = r ji and for pair (i, j) with r ij = 0 we have no data andẋ ij = 0, so (i, j) element of basic matrix X (3.6) is 0.
The given data are x ij 0, r ij 0 (i, j = 1, · · · , n) by which we want to estimate u i (strength of player i or goodness of object i) through the model (1.3).
For rather large values of r ij the value ofẋ ij must be near to p ij , so we have such reliable approximation formula asẋ ij u i /(u i + u j ). However for the smaller values of r ij , say for r ij = 1, if i defeats j the above approximation formula gives 1
, which is too extreme in judgment. To say that the probability for i to defeat j is 1 based on only one game is too excessive in judgment. Furthermore for the larger value of r ij , if x ij = r ij thenẋ ij = 1, so it brings the same formula 1 u i /(u i + u j ) as the case of r ij = 1. Instead of such extreme ones we had better have milder formula such as
where θ is a relaxation parameter with 0 < θ < 1/2. Generally we propose the following approximation formula; ifẋ ij > 1/2 theṅ
Clearly for larger values of r ij (2.3) and (2.4) are near to the above-mentioned usual ones. Next, denote the left-hand sides of (2.3) and (2.4) byẋ ij (θ) andẋ ji (θ), respectively, that isẋ
Hereẋ ii has no actual meaning, but we can see p ii = 1/2, so we can assumeẋ ii = 1/2. Adapting the symbol to (2.6) we denote it bẏ
Here we note that ifẋ ij > 1/2 then alsoẋ ij (θ) > 1/2 (the proof is in appendix) which shows thatẋ ij (θ) is an appropriate approximation formula.
We proposeẋ ij (θ) instead of ordinaryẋ ij as approximation formula for
(later we state how to select the value of θ on actual implementation of our method), and given the data {ẋ ij (θ)} we estimate u 1 , · · · , u n based on (2.8).
As the estimation methods we propose minimax (MM) method and maximum likelihood (ML) method (another important one, least square (LS) method, completely coincides with MM) (see §3 for details).
For both methods the property of the matrix [ẋ ij (θ) ] is fundamentally important, that is, [ẋ ij (θ) ] must be irreducible in order for these methods to have solutions. (The basic matrix X in §3 is different from [ẋ ij (θ) ], but the irreducibility of both matrix is equivalent.)
The above logic is valid for the analysis on [ẋ ij ]. For example, if at least one player wins a complete victory or is totally defeated then [ẋ ij ] is reducible, so we cannot have solutions [16] . Generally for problems with rather smaller r ij the matrix [ẋ ij ] becomes often reducible (see Example 1) . But for even such cases the matrix [ẋ ij (θ) ] is always irreducible except the case where the graph (see, for example, Figure 1 or Figure 2 ) for [ẋ ij (θ) ] is disconnected, when the problem itself is originally meaningless. Because ifẋ ij (θ) > 0, then alwaysẋ ji (θ) > 0 by definition ofẋ ij (θ) (see (2.6) This is equivalent to our model, and the relation of both parameters is
Remark In the above discussion we said that if [ẋ ij ] is reducible the problem cannot be solved by MM method. But exactly speaking such problems can be solved by generalized method [11, 12] , whose basic idea is shown in Theorem 2 of [12] . Of course, this generalized method is rather more complex than our direct method.
3. Minimax and Least Square Method for Binary AHP Looking at (2.8) we have for each i
Averaging (3.1) with weightṙ
(here we assume formally r ii = 1) we have
We denote the left-hand side byû i , that iŝ
We want to decide the value of
One of principles for this is to decide
The solution of this minimax principle is the principal eigenvector of the following matrix X, if this matrix is irreducible [11, 13] . has the maximum eigenvalue equal to 1. Consequently X also has the maximum eigenvalue equal to 1.
Proof: We have
Let s i be the sum of elements of i-th column of RXR
, then
Here
X has the same eigenvalues as RXR −1 , so X has the maximum eigenvalue equal to 1.2 X itself is not necessarily column stochastic, but we have Corollary If the total number of matches of every player is same (r 1 = · · · = r n ), then matrix X in (3.6) is column stochastic matrix. Proof: The sum of the i-th column of X is
For actual implementation of our method we propose three stages of relaxation; weak relaxation (θ = 1/8), middle (θ = 2/8) and strong (θ = 3/8), and for each stage calculate the weights of objects (eigenvector of X). The problem which stage is taken should be left to the decision maker. If you want to decide the unique solution at any cost, you had better select one of three solutions with the maximum likelihood. This problem will be discussed in §6.
Let the given data be x 12 = 1, x 13 = 1, x 23 = 1 which are graphically shown in Figure 1 , where x ij = 1 (player i defeats j) is shown by the arrow (i, j). 
and matrix X is;
The principal eigenvector of the matrix X, from our method, is shown in Table 1 . 
Note that the ranking of u 1 , u 2 , u 3 is independent of choice of θ ∈ {1/8, 2/8, 3/8}. The values of u i are standardized with i u i = 1.
Here we note that parameter a used in [4, 8, 14] (mentioned in §1 as the first group) corresponds to (1 − θ)/θ ((2.10)). So they can solve Example 1 by ordinary eigenvector method. For example, their solution for the case θ = 2/8(a = 3) is (u 1 = 0.585, u 2 = 0.280, u 3 = 0.135), which corresponds to the second column in Table 1 .
Considering such a simple problem as Example 1, we must say that our method is almost equivalent to the conventional method by the first group. But they consider only the case where r ij = 1 for all pairs (i, j). On the contrary, we can treat the cases where r ij takes any integer values ( 0).2
The request to makeû i (see (3.4)) close to u i (i = 1, · · · , n) is accomplished by another principle, least square (LS), where the sum S of squares of errors
That is, our LS solution is u (u
under the condition (3.7). Now from (3.4) we havê
where X ij is (i, j) element of X. Therefore from Theorem 1 the principal eigenvector u (standardized by (3.7)) of X makes the value of S zero, which is the minimum value of S( 0). So the standardized principal eigenvector of X is a solution of LS problem (3.7) and (3.8).
Conversely if S = 0, each term of the right-hand side of (3.8) is zero, so from (3.9) we have j X ij u j = u i for i = 1, · · · , n, which means LS solution is standardized principal eigenvector of X which is unique [11, 12] .
Summarizing the above we have Theorem 2. Under the irreducibility of X (3.6) , the solution of LS ((3.7) and (3.8 
)) coincides with the minimax (MM) solution, that is the standardized principal eigenvector of X which is unique.2
Above we proved Theorem 2, but this is a special case of Theorem 7.5 in [11] . However Theorem 2 is proved by Theorem 1 which is our original result.
In any case Theorem 2 shows the superior property of MM method. MM itself minimizes the maximum discrepancy ofû and u, and at the same time it minimizes the total discrepancies, that is, MM is based on these two important principles.
Maximum Likelihood (ML) Method for Binary AHP
ML method applied to Bradley-Terry model is well known in the statistical field [16] , which is of course to find positive u 1 
(under the standardized condition u 1 + · · · + u n = 1). The fundamental condition for this is
which can be solved by successive approximation under several restrictions which is summarized for [x ij ] to be irreducible [16] . But these restrictions are very severe. For example, if x ij = 0 (or x ij = r ij ) for all j ( = i) for some i then we cannot solve (4.2) [16] . Except for very large sample cases we have often such cases. However if we introduce
instead of (4.2), then we can solve (4.3) freely from the above restrictions, through the following successive application; Select arbitrary initial values u 1 , · · · , u n (with u 1 + · · · + u n = 1) and calculate
, and take u i as new u i (i = 1, · · · , n) and repeat the process till the convergence is attained.
Equation (4.3) is obtained as the condition for
Strictly speaking, (4.5) is not likelihood function. But if we take (4.5) as semi-likelihood function for our model, then solution of (4.3) has meaning of semi-maximum likelihood (semi-ML) methods. But later we often call semi-ML method itself as ML.
The above procedure is the same as that in [16] except the right-hand side of (4.3) which are real numbers instead of integers in [16] . Of course if θ = 0 then the solution of (4.3) is the same as that of (4.2). So by the content on p.33 of [16] the condition of the convergence is only the irreducibility of the fundamental matrix X (3.6). The irreducibility of X is very natural and most meaningful problems have this property (see §2). Actually, all examples in this paper can be solved by the above procedure.
Solving Example 1 by our ML method, we have the following result in Table 2 . Comparing this with Table 1 , we see that both methods give very near results. We have had solutions by MM and ML. Each method is based on the respective reasonable principle, and we cannot decide which is superior. But each has its own peculiar property.
The right-hand side j =i r ijẋij (θ)(= t i ) of (4.3) is a kind of total score of player i, and the solution of ML is decided by only t i (i = 1, · · · , n). So ML gives the solution weighted on scores.
On the other hand, the solution by MM satisfies the relation 1 > u 2 ) . After all, MM attaches importance to the total relation to defeat or to be defeated.
We can see the above-mentioned situations in later examples.
Ternary AHP
Ternary AHP includes cases (1.1) and (1.2) ("equivalent" or "tie"). So beside x ij (mentioned in §2) we consider "tie." Let t ij = t ji be the number of times for i to tie j. Then we have
Here of course t ii = 0 and for pair (i, j) with r ij = 0,ẋ ij = 0 andṫ ij = 0.
, so we propose the following approximation formula with relaxation parameter θ(0 < θ < 1/2);
Let us denote the left-hand sides of (5.2) and (
If we use symbols defined in (5.5), the analysis of ternary AHP is completely the same as those of binary AHP mentioned in §3 (the minimax analysis case) and §4 (the maximum likelihood analysis case). 
Consider a simple example shown in Figure 2 , where "tie" is shown by edges without arrows.
The same example is shown in [14] , where the solutions by method in [14] are u 1 = 0.3431, u 2 = 0.2426, u 3 = 0.2426, u 4 = 0.1716, which show that u 2 and u 3 are equally weight.
On the other hand, from our MM method, we have
and we have Table 3 . By Theorem 2 the solution by LS coincides with that of Table 3 . By our proposed method u 2 > u 3 (for any value of θ) which is different from u 2 = u 3 in [14] . Although the score (3 ties) of player 2 are different from that (1 win, 1 loss, 1 tie) of player 3, their weights by [14] are the same. 2 Next we apply ML method to this problem to have solutions in Table 4 .
Likelihood Function to Cope with Ranking Changes
Our proposed method includes the relaxation parameter θ. So we are anxious about how to decide the value of θ. As mathematicians we would like to give the unique optimal solution. But as operations research workers we should give several alternatives and leave the choice to the decision maker. So we propose three stages of relaxation as mentioned in §3.
If for all of three stages the rankings of (u 1 , · · · , u n ) are the same as seen in almost all our examples, then the decision maker does not hesitate. However we might have the case where the rankings change depend on the value of θ as seen in the following example. The principal eigenvectors of A for these values of a are shown in Table 5 . As a result the ranking on a = 5/3 of A is u 1 > u 2 > u 3 > u 4 > u 5 > u 6 > u 7 , and 6 , on a = 7. The rankings change on value of a.
On the other hand, applying our methods MM and ML to (6.1), we have the result for the above values of θ, shown in Table 6 and Table 7 . (The case of θ = 0 is included for reference.) By our method, the rankings also change on value of θ in Table 6 , u 1 > u 2 > u 3 > u 4 > u 5 > u 7 > u 6 on θ = 1/8 and u 1 > u 2 > u 3 > u 4 > u 5 > u 6 > u 7 on θ = 3/8. In Table 7 we can see subtle changes. Generally ranking changes by ML are milder than that of MM, we think. The weights on various values of θ are illustrated in Figure 3 for reference. 2 The decision maker who encounters the case like Example 3 might be bewildered to take which value of θ. For such situation we propose a method by likelihood function to select the value of θ.
First, we consider binary AHP with Bradley-Terry model. The likelihood function L of Bradley-Terry model for given data r ij ,
if each comparison (or game) between i and j is independently carried out (as already shown in (4.1)). We propose the decision method to select one with maximum value of L (6.2) of three stages relaxation parameter θ. We attach the values of L and L(θ) in Tables showing weights  of 
The values of L for solutions of three stages are;
The result shows that the weak stage (θ = 1/8) is desirable. Next consider Example 3. The values of L for three stages are shown in Table 6 and Table 7 , which shows that the solution for θ = 1/8 among three stages is desirable. We include the values of L(θ)(4.5) for reference. 2 Statisticians want to use maximum likelihood (ML) method finding (u 1 , · · · , u n ) to maximize L. But as mentioned in §1 and §2, there are many obstructions and we cannot solve practical problems except for fairly large sample cases. Furthermore, for general statistical problems ML method itself cannot necessarily gives good estimates. This cannot give unbiased estimates for some cases. So we cannot adopt ML method as the absolute criterion. We adopt likelihood function as a standard only to select one of three stages.
We define the (semi) likelihood function L and L(θ) for ternary AHP as follows;
where for odd t ij we use the general formula
Of course, the decision method to select a relaxation stage is the same as in the binary case.
Here cases of θ = 0 correspond to the conventional ML method (but are shown for reference), and other cases of θ = 0 are solved by the new ML method. Example 1 conflicts with the restrictions, so we cannot solve by ML method for θ = 0.
Various Examples
We illustrate three examples in this section. Example 5 group decision problem R. E. Jensen [8] discussed rankings of five candidates by five evaluators. Comparison matrix A i and its principal eigenvector U i of evaluator i (i = 1, · · · , 5) are;
where the value of the parameter a (see §2 or (6.1)) is 2. This is the so-called group decision problem. We have several summarizing methods of these data; arithmetic meanŪ and geometric mean U of 
The rankings of object 4, 1 and 2 are stable, but the difference of object 3 and 5 is subtle.
On the other hand, by our method, we have r ij = 5 (for all i, j) and x ij , as follows;
The result of Example 6 with θ = 1/3 corresponding to a = 2 by our MM method is Table 8 and Table 9 . Although all five evaluators evaluate object 5 worse than three objects 1, 2 and 4, u 5 is not so bad by the conventional method. Our method improves such unfair evaluations.2 Table 10 , where symbol "•" represents win and "•" represents loss. Blanks on this table show no matches.
The results by MM and ML method are shown in Table 11 and Table 12 .
Generally the rankings by ML are stable, but those by MM are sensitive to θ. There are three players 1, 2 and 5 with scores of 3-1. But u 1 > u 2 > u 5 . The reason is that player 1 defeats player 2 and player 5 is defeated by the rather weak player 4, etc. But by another observation, player 1 is defeated by the rather weaker player 7, but player 2 is not defeated by such weaker players, which is objectionable to u 1 > u 2 . In any case, the ranking of players is determined not only by the number of wins or losses, but also by complexity of the network (Figure 4) to defeat or to be defeated. These situations are well grasped by our method.2 Example 7 baseball exhibition game Next example is the baseball exhibition game (spring 2004) among 12 teams (T1 ∼ T12, team names listed in Table 13 ).
The results of matches are shown in Table 14 , where blanks show no matches, symbol "•" shows win, "•" shows loss, and " * " shows tie.
In general, ranking is determined by the percentage of victories. The percentage ((x ij + 1 2 t ij )/r ij ) of each team is shown in Table 15 .
On the other hand, we have the results of Example 7 by MM and ML methods. The results of both methods are shown in Table 16 and Table 17 . And the rankings based on our methods for θ = 2/8 are shown in Table 18 , with the percentage of victories.
In Table 18 , T6 is evaluated at higher order by our methods instead of low percentage of victories. We consider this result to be reasonable, because T6 had a fine match result against T10, the champion team, as shown in Table 14 .
The results by MM and ML have almost the same tendency, except T4 whose evaluation by ML is rather higher than that by MM, and the ranking (by ML) of T4 is near to that of the percent of victory. Table 14: Data of Example 7  T1  T2  T3  T4  T5  T6  T7  T8 T9 T10 T11 T12 
There is an anomaly about the ranking (by both MM and ML for θ = 0) u 6 > u 2 : the number of wins (losses) of T2 is larger (smaller) than that of T6 and T2 defeats T6. But this concerns only the number of wins or losses. If we consider the strengths of teams defeated by T6 or T2, the above anomaly is not suitable. In fact, the sum of strengths (by MM, θ = 2/8) of teams defeated by T2 is 2u 3 + (1 + 1/2)u 4 + u 5 + u 6 + u 7 + u 8 + (2 + 1/2)u 11 = 0.623 and that of T6 is 1 2 u 1 + 2u 4 + u 5 + (1 + 1/2)u 10 + (2 + 1/2)u 11 = 0.650 (where weight of tie is 1/2), and that of T6 is higher than T2.
However for θ = 0 we have u 2 > u 6 which does not induce such an anomaly, and the value of L for θ = 0 is the highest. This suggests that for the larger number of data the smaller values (than 1/8) of θ might be desirable. But the above results might be due to the errors of the approximation formula (2.8). These questions are left to future researches. 2 
Conclusion
We proposed stochastic models for binary and ternary AHP ( §1), and the specific approximation formula (2.6)( §2). In §3 the minimax estimation method through the basic matrix X(3.6) was proposed. We proved that X has the maximum eigenvalue equal to 1 (Theorem 1). Least square method for binary AHP was proposed and we proved that the least square solution coincides with that of the minimax method. Semi-maximum likelihood method was proposed ( §4). We analyzed ternary AHP and applied our method to this ( §5). We introduced likelihood function for our models to evaluate the parameter θ ( §6). Various examples, which were especially interesting, included example of actual baseball results, were solved by our methods ( §7). Our proposed methods, when applied to actual problems, might encounter the contradictions which we cannot explain, as seen in Example 7. Such problems are due to lack of concept of errors in our methods. The error analysis is left to future researches. of the approximation formula (2.8) can be considered to be the criterion of goodness of various methods. The research of the consistency of this and the likelihood value is also left to future researches.
