Each bounded holomorphic function on the infinite dimensional polydisk D ∞
Introduction
Hilbert in [21] was among the very first who started a systematic study of the concept of analyticity for functions in infinitely many variables. According to Hilbert, an analytic function in infinitely many variables is a C-valued function defined on the infinite dimensional polydisc D ∞ which has a pointwise convergent monomial series expansion:
where N 0 stands for the non-negative integers, N
0 denotes the set of multiindices on N 0 (i.e. finite sequences of elements of N 0 ) and D is the open unit disc of C. In [21] (see also [20, 
But this criterion is not correct as was later discovered by Toeplitz (see below). This fact in infinite dimensions produces a sort of dilemma: There is no way to develop a complex analysis of functions in infinitely many variables which simultaneously handles phenomena on differentiability and analyticity (as happens in finite dimensions) . Let us explain why. Today a holomorphic function f : D ∞ → C is nothing else than a Fréchet complex-differentiable function f : D ∞ → C, i.e. a complex-differentiable Cvalued function defined on D ∞ (we use this symbol to denote the open unit ball of the Banach space ℓ ∞ of all bounded scalar sequences). As usual the Banach space of all bounded holomorphic f : D ∞ → C endowed with the supremum norm will be denoted by H ∞ (D ∞ ). Important examples of such functions are bounded m-homogeneous polynomials P : ℓ ∞ → C, restrictions of bounded m-linear forms on ℓ ∞ × · · · × ℓ ∞ to the diagonal. The Banach space of all such P is denoted by P ( m ℓ ∞ ). It is well known that every holomorphic C-valued mapping f on the kdimensional polydisc D k has a monomial (or power) series expansion which converges to f at every point of D k . More precisely, for every such f there is a unique family (c α ( f )) α∈N
The coefficients can be calculated by the Cauchy integral formula
(2πi ) k |z 1 |=r . . .
where 0 < r < 1 is arbitrary. Clearly, every holomorphic function f : D ∞ → C in infinitely many variables, if restricted to a finite dimensional section D k × {0} that we identify with D k , has an everywhere convergent power series expansion 
This means that there are functions f ∈ H ∞ (D ∞ 0 ) that cannot be pointwise described by its monomial series expansion as in (1) which at first glance seems scandalous. The main purpose of this article is to give concrete descriptions of the set of monomial convergence of all bounded holomorphic functions on
(where the equality means that the series converges absolutely as a net and coincides with the function) and the set of monomial convergence of all m-
Davie and Gamelin showed [7, Theorem 5] 
Let us collect and comment the results on such sets of convergence known so far. Bohr [4] proved
and Bohnenblust-Hille in [3] ℓ 2m
Moreover, these two results in a certain sense are optimal; to see this define
These are two quantities which measure the size of both sets of convergence in terms of the largest possible slices ℓ p ∩ D ∞ included in them. The definition of M (at least implicitly) appears in [4] , and (6) of course gives that M ≥ 2. The idea of graduating M through M m appears first in Toeplitz' article [27] ; clearly the estimate 4 ≤ M 2 is a reformulation of (4). After Bohr's paper [4] the intensive search for the exact value of M and M m was not succesful for more then 15 years. The final answer was given by Bohnenblust and Hille in [3] , who were able to prove that
Their original proofs of the upper bounds are clever and ingenious. However, using modern techniques of probabilistic nature, different from the original ones, they were improved in [13, Example 4.9 and Example 4.6]:
and
So the question remains whether it is possible to "squeeze" our two sets of convergence in a more drastic way. Historically all these results on sets of monomial convergence (at least those of (4), (6), (7) , and (8)) were motivated through the theory of Dirichlet series. An ordinary Dirichlet series is a series of the form D = n a n n −s , where the a n are complex coefficients and s is a complex variable. Maximal domains where such Dirichlet series converge conditionally, uniformly or absolutely are half planes [Re 
Bohr's so called absolute convergence problem from [4] asked for the largest possible width of the strip in C on which a Dirichlet series may converge uniformly but not absolutely. In other terms, Bohr defined the number
, where the supremum is taken over all possible Dirichlet series D, and asked for its precise value. In order to explain (in modern terms) Bohr's strategy to attack the problem we denote by P the vector space of all formal power series α c α z α , and let D be the vector space of all Dirichlet series a n n −s . We denote by (p n ) n the sequence of prime numbers and n = p
α the unique prime decomposition of n ∈ N; then the linear bijection: 
Clearly m-homogeneous polynomials are mapped to Dirichlet series a n n −s in H ∞ for which a n = 0 for those n that do not have precisely m prime di- 
Using the prime number theorem Bohr in [4] proved that S = 1 M , and concluded from (6) that S ≤ 1/2. Shortly after that Toeplitz with his result from (4) got 1/4 ≤ S ≤ 1/2. Although the general theory of Dirichlet series during the first decades of the last century was one of the most fashionable topics in analysis (with Bohr's absolute convergence problem very much in its focus), the question whether or not S = 1/2 remained open for a long period. Finally, Bohnenblust and Hille [3] in 1931 in a rather ingenious fashion answered the problem in the positive. They proved (8) , and got as a consequence what we now call the Bohr-Bohnenblust-Hille theorem: S = < ∞ , and moreover 1 2 here can not be improved. What about ε = 0 ?
The answer is yes: It was recently proved in [10] that the supremum of all c ∈ R such that for every a n n −s ∈ H ∞ ∞ n=1 |a n | e c log n log log n n 1 2
equals 1/ 2. This is just the final step in a long series of results due to (among others) Balasubramanian, Calado, de la Bretéche, Konyagin or Queffélec [1, 8, 23, 25] . An interesting consequence is that each Dirichlet series a n n −s ∈ H ∞ even converges absolutely on the vertical line [Re = 1/2]. In view of Bohr's mapping (12) we see that the sequence p . This sequence is not contained in ℓ 2 since, due to the prime number theorem, it up to constants equals (n logn) 
here z * stands for the decreasing rearrangement of z (see below for a full definition). Then our main result is Theorem 3.1 which states
improving the results from (6), (8) , and (9) . Its homogeneous counterpart is even more satisfying -in Theorem 2.1 we prove that the upper inclusion in (10) is optimal:
Here our proof heavily depends on the following recent homogeneous counterpart of (15) 
0 (here T denotes the torus, the unit circle of C, and T ∞ the countable cartesian product of T). In the last section we prove analogs of the results we obtained for mon H ∞ (D ∞ ) and monP ( m ℓ ∞ ) within Hardy spaces
, of functions and polynomials in infinitely many variables. We extend and complement results of Cole and Gamelin from [6] . Our main result in this section are Theorems 4.5 and 4.4: for every 1
Let us now fix some more notation and recall some basic definitions. The set of non-negative integers is denoted by N 0 and D and T respectively denote the open unit disc and circle of C. Following [26] and [28] m k and m will denote the product of the normalized Lebesgue measure respectively on T k and T ∞ (i.e. the unique rotation invariant Haar measures). Given a set Γ ⊆ C we write
consists of sequences in Γ that eventually vanish). The spaces of q-summable sequences (1 ≤ q < ∞) are denoted by ℓ q , while ℓ ∞ and c 0 are respectively the spaces of bounded and null sequences. Given z ∈ ℓ ∞ , its decreasing rearrangement is defined by
The Lorentz space ℓ q,∞ with 1 ≤ q < ∞ consists of those sequences such that sup n z * n n 1/q < ∞ (and this supremum defines the norm). It is a well known fact
where σN → N is an adequate permutation. On the other hand, ℓ k ∞ stands for C k with the sup norm. Given k, m ∈ N we consider the following sets of indices
On the other hand, there is a one-to-one relation between J (m, k) and Λ(m, k): Given j, one can define j α by doing j α r = |{k : j m = r }|; conversely, for each α, we consider j α = (1, α 1 .
Taking this correspondence into account, the monomial series expansion of a polynomial
Following standard notation for each n ∈ N we write Ω(n) = |α| whenever n = p α (this counts the prime divisors of n, according to their multiplicity). Then a Dirichlet series a n n −s is called m-homogeneous if a n = 0 for every Ω(n) = m. We denote by H m ∞ for the space of m-homogeneous Dirichlet series in H ∞ . Finally, the norms for m-homogeneous polynomials and m-linear forms on ℓ ∞ are as usual defined by P = sup z∈D ∞ |P (z)| and 
Homogeneous polynomials
By (14) there is a bijection between P ( m c 0 ) and H m ∞ . We know now thanks to (17) the precise behaviour in the side of Dirichlet series. Our aim is to transfer this knowledge to the polynomials side in order to get a better understanding. We do that in the following result.
for every z ∈ ℓ 2m m−1 ,∞ and every P ∈ P ( m ℓ ∞ ).
The inequality (17) is enough to get the set equality mon P ( m ℓ ∞ ) = ℓ 2m m−1 ,∞ ; however, since we are also interested in the behaviour of the norms (19) ≤ K m sup t∈R n a n n i t .
To prove this we need the following Lemma, a variant of one of the two main ingredients of the proof of the hypercontractivity of the Bohnenblust-Hille inequality [10, (14) ] (see [14, Lemma 5 .2] for a more general setting). On the other hand, for each j ∈ J (m − 1, k) and 1 ≤ j ≤ k we write (j,
Lemma 2.3. For every k ∈ N and every m-homogeneous polynomial P
In the proof of [2, Theorem 9] (see also [9, Lemma 3.6]) it is proved that for every
Using this we get [14, Theorem 5 .1] for more details and a vector valued version). We are now ready to give the proof of the main result of this section.
Proof of Theorem 2.1. In view of (10) we only have to show ℓ 2m m−1 ,∞ is a subset of mon P ( m ℓ ∞ ). We begin by observing that for every (x j ) j with x j ≥ 0 and all
0 with |α| = m we have, by a simple application of the binomial formula,
Then by the Prime Number Theorem there is a universal constant C 1 > 0 such that, for all n ∈ N,
Applying (21) with x j = log p j we get
Given any polynomial P ∈ P ( m ℓ ∞ ) with coefficients (c α ) we apply this and we write a n = c α for n = p α to obtain
Using Lemma 2.2 and the fact that B : P (
This shows that z * ∈ mon P ( m ℓ ∞ ). Now, z ∈ c 0 since z ∈ ℓ 2m m−1 ,∞ , hence there is a permutation σ such that z n = z * σ(n) . From this we have z ∈ mon P ( m ℓ ∞ ) and (19) holds. ≤ C m P , which by duality can be refrased as
Remark 2.5. Inequality (19) allows us to improve (6) . Let us define ℓ 2,0 = {z ∈ ℓ ∞ : lim n z * n n = 0}; then
We sketch now a proof of this fact. 
Holomorphic functions
Again we have the link (15) between holomorphic functions and Dirichlet series (13) , and again we know precisely what happens in the Dirichlet side, while our knowledge on the power series side (9) is weaker. In the previous section we managed to strengthen it a little bit. We show now that we can actually go further.
Hence lim n z * n = 0 and z ∈ c 0 . This in particular means that the decreasing rearrangement is just a permutation of z.
We need the following Lemma. (ii) For every ρ < 1 there exists C ρ > 0 such that
Proof. (i) ⇒ (ii)
follows from the fact that x < − log(1 − x) for all 0 < x < 1. On the other hand, to prove (ii) ⇒ (i), let us fix ρ < 1 and choose some ρ < ρ ′ < 1. Since
there exists n 0 such that − log 1 − (ρr j ) 2 < (ρ ′ r j ) 2 for every j ≥ n 0 . On the one hand, for n ≤ n 0 we have
On the other hand, if n > n 0 then we have
Let us assume now that (ii) holds, then for each ρ < 1 we have
and this converges to Let us finally show that (iii) implies (ii). Fix ρ < 1, then lim sup
Then there is some n 0 such that
This finally shows that (ii) holds.
We can now give the Proof of Theorem 3.1-(ii). Let us fix z ∈ mon H ∞ (D ∞ ); then z ∈ c 0 and without loss of generality we may assume z = r = (r n ) n with 0 ≤ r n < 1, non-increasing and that converges to 0. By [13, Lemma 4.1] there exists C 1 such that
for every m-homogeneous polynomial P ∈ P ( m ℓ n ∞ ). By [22, Chapter 6, Theorem 4] there exists C 2 > 0 so that for any finite family (a α ) α of complex numbers with α ∈ N n 0 and |α| = m, there exists a choice of signs ε α = ±1 such that
Consider a α = r α for α ∈ Λ(m, n). We apply (25) for c α = ε α a α and then (26) to get
This implies
Then, for a given ρ < 1 we have
where the last inequality holds because the series m ρ 2m log m converges. This implies
Lemma 3.3 gives the conclusion. We give now the Proof of Theorem 3.1-(i). By Remark 3.2 z is a null sequence and its decreasing rearrangement z
* can be written as a sequence (r n ) n of nonnegative numbers decreasing to 0. We write
Without loss of generality we may assume that ar j < 1 for every j . Indeed, if that were not the case, take n 0 such that r n < 1 a for all n ≥ n 0 and definẽ
Then the sequence (r n ) n is non-increasing and 0 <r n < 1 for all n; moreover lim sup 1 log n n j =1r 
We take now f ∈ H ∞ (D ∞ ) with monomial coefficients (c α ( f )) α and Taylor expansion f = m P m . For each of these polynomials P m we consider P m,n , the restriction to ℓ n ∞ . The Cauchy inequalities give P m,n ≤ P m ≤ f for all m, n. Then for each m ≥ 1 we apply (27) with m − 1 and Lemma 2.3 (using (18) 
Since this holds for every n we finally have
This implies r ∈ mon H ∞ (D ∞ ) and completes the proof.
Dismissing candidates
Our aim was to describe mon H ∞ (D ∞ ) in terms of a sequence space; in other words, to find a sequence space X such that X ∩ D ∞ = mon H ∞ (D ∞ ). The first natural candidate to do that job was ℓ 2 but, as we already said in the introduction, [1, Theorem 1.1(b)] implies that the sequence (p −1/2 n ) n belongs to the set mon H ∞ (D ∞ ) although it is not in ℓ 2 . Then three other natural candidates are the spaces ℓ 2,0 (already defined in Remark 2.5), the Lorentz space ℓ 2,∞ and the space defined by ℓ 2,log = z ∈ ℓ ∞ : ∃c ∀n ; z * n ≤ c log n n , ∀n . Theorem 3.1 shows that neither ℓ 2,0 nor ℓ 2,log are the proper spaces, since we have
Before we proceed, let us note that since lim sup n 1 log n n j =1 ∈B and shows that this inclusion is also strict. In certain steps of the proof of Theorem 3.1-(i) we have used the fact that, being (r n ) n decreasing, nr To check this claim, we take an strictly increasing sequence of non-negative integers (n k ) k with n 1 > 1, satisfying that the sequence ( k+1 n k ) k is strictly decreasing and
(take for example n k = a k 2 (k+1) for a ∈ N big enough). Now we define
The sequence (r n ) is decreasing to 0. Clearly, n k r
Hence lim sup n
, and therefore (r n ) n ∈ mon H ∞ (D ∞ ).
In fact, Theorem 3.1, through an argument like in (29) and (30), shows that there is no Banach sequence space X such that mon
Hardy spaces
We draw now our attention to functions on T ∞ , the infinite dimensional polytorus. We recall that m denotes the product of the normalized Lebesgue mea-
if α = (α 1 . . . α n , 0, . . .) for w ∈ T ∞ , and the bracket 〈·, ·〉 refers to the duality between L p (T ∞ ) and L q (T ∞ ) for 1/p + 1/q = 1. With this, the Hardy spaces are defined as
Our aim in this section is to determine these sets. As we did for holomorphic functions, we approach first the m-homogeneous case.
The homogeneous case
We consider, for each m, the following closed subspace
of L p (T ∞ ). By [6, Section 9] . . , n, all x k ∈ X and z k ∈ X * * , the mapping that to z ∈ X * * associatesÃ(x 1 , . . . , x j −1 , z, z j +1 , . . . , z m ) is weak * -continuous. Now, given P ∈ P ( m X ), we take its associated symmetric m-linear form A and define its Aron-
Hence, the operator AB : P ( m X ) → P ( m X * * ) defined by AB(P ) =P is a linear isometry. To deal with the case 1 ≤ p < ∞ we need the following lemma.
To give the description of mon H m p (T ∞ ) we aim at we are going to use the following result, that re-proves the know fact from [6] 
with a more precise control of the constants on the equivalence of the norms. We get this control from (20) , the inequality on polynomials on finitely many variables that we already used in the proof of Lemma 2.3. 
Proof. If f is a trigonometric polynomial, then there is a finite set J of multiindices of order m such that f (w) = α∈J c α w α for all w ∈ T ∞ . But, being J finite, there is k such that J ⊆ Λ(m, k) and α∈J c α z α , now for z ∈ C k , defines an m-homogeneous polynomial in k variables. Then (20) gives that (34) holds for every trigonometric polynomial. Since these are dense both in H m 1 (T ∞ ) and in H m 2 (T ∞ ) we have that both spaces are equal and (34) holds for every f .
Theorem 4.4.
mon
where z is the norm in the corresponding sequence space. This holds for every N , hence ∞ n=1 |f (n)z n | ≤ c z y 2 and, since this holds for every y ∈ ℓ 2 , we have z ∈ ℓ 2 . This gives
Finally, inequality (35) follows immediately from Theorem 2.1 and Proposition 4.1 for the case p = ∞. Inequality (36) gives (35) for 2 ≤ p < ∞ with C ≤ 1.
Finally (36) and (34) give the inequality with C ≤ 2 whenever 1 ≤ p < 2.
The general case
We address now our main goal of describing mon H p (T ∞ ). As it often happens (and was also the case in the m-homogeneous setting), there are only two significant cases: p = ∞ and p = 2. The description of mon H p (T ∞ ) for 1 ≤ p < ∞ will follow from the cases p = 2 and p = 1, showing that these two coincide. We state our main result. Theorem 4.5.
Part (i) follows immediately from (5) and the following result, that is known (see [6, 11. 2 Theorem] and [19, Lemma 2.3]); we include an elementary direct proof of it for the sake of completeness. The statement about the inverse mapping seems to be new. Proof. First of all, let us note that in the finite dimensional setting the result is true: It is a well known fact (see e.g. [26, 3.4 .4 exercise (c)]) that for each n there exists an isometric bijection φ n :
Proposition 4.6. There exists a unique surjective isometry
and every α ∈ N n 0 . Take now f ∈ H ∞ (T ∞ ) and fix n ∈ N; since we can consider T ∞ = T n × T ∞ , we write w = (w 1 , . . . , w n ,w n ) ∈ T ∞ . Then we define f n : T n → C by
By the Fubini theorem f n is well defined a.e. and
hence f n ∈ L ∞ (T n ). Moreover, for α ∈ Z n we have, again by Fubinî
Thusf n (α) =f (α) = 0 for every α ∈ Z n \N n 0 and f n ∈ H ∞ (T n ). Obviously f n ∞ ≤ f ∞ since the measure is a probability. We take
Since this holds for every N we can define g :
there exists a unique extensiong
is well defined and such that for every
is such thatf (α) = 0 for all α then f = 0. Hence φ is injective. Let us see that it is also surjective and moreover an isometry. Fix g ∈ H ∞ (D ∞ 0 ) and consider g n its restriction to the first n variables. Clearly g n ∈ H ∞ (D n ) and g n ∞ ≤ g ∞ . Using again [26, 3.4.4 
exercise (c)] we can choose
is contained in the closed ball in L ∞ (T ∞ ) centered at 0 and with radius g ∞ . Since this ball is w * -compact and metrizable, there is a subsequence (
0 and this implies f ∈ H ∞ (T ∞ ). Let us see that φ( f ) = g , which shows that φ is onto; indeed, if α = (α 1 , . . . , α n 0 , 0, . . .) then for n k ≥ n 0 we have
0 . Furthermore, since f ∞ ≤ g ∞ = φ( f ) ∞ we also get that φ is an isometry.
Let us fix P ∈ P ( m c 0 ) and show that φ −1 (P )(w) =P (w) for every w ∈ T ∞ . We choose (J k ) k a sequence of finite families of multi-indexes included in {α : α ∈ N (N) 0 : |α| = m} and such that the sequence P k = α∈J k c α,k x α converges uniformly to P on the unit ball of c 0 . Since each J k is finite, we have
for every w ∈ T ∞ . The linearity of the AB operator and (33) give that P −P k = P − P k = φ −1 (P ) − φ −1 (P k ) converges to 0 and complete the proof. Observe that this argument actually works to prove that φ −1 (g )(w) =g (w) for every w ∈ T ∞ and every function g in the completion of the space of all polynomials on c 0 .
For the proof of part (ii) of Theorem 4.5 we need some previous work. We handle first the case p = 2. Here, since H 2 (T ∞ ) is a Hilbert space where {w α } α∈N
is an orthonormal basis we have
2 . This simplifies a lot the problem and we can readily get the result in this case.
Theorem 4.7. We have mon H
Moreover, the constant
Proof. The fact that ℓ 2 ∩D ∞ ⊆ mon H 2 (T ∞ ) follows by using the Cauchy-Schwarz inequality in a similar way as un in (36):
On the other hand, since
and Theorem 4.4 gives the conclusion. To see that the constant in the inequality is optimal, let us fix z in mon H 2 (T ∞ ) and take c > 0 such that
For each n ∈ N we consider the function f n (w) = α∈N n 0 z α w α that clearly satisfies f z ∈ H 2 (T ∞ ) andf z (α) = z α for every α ∈ N n 0 (and 0 otherwise). Hence Since 
Proof of Theorem 4.5-(ii). Let us remark first that since
Then to get the lower bound it is enough to show that ℓ 2 ∩ D ∞ ⊆ mon H 1 (T ∞ ). As a first step we show that there exists 0
Then z = r y for some y ∈ B ℓ 2 . By [6, 9.2 Theorem] there exists a projection P m :
. We write f m = P m ( f ) and we havef m (α) =f (α) if |α| = m and 0 otherwise. Then
where in the first inequality we used that y ∈ ℓ 2 and (37), in the second one we used Lemma 4.3 and in the last one that the projection is a contraction.
2 < r for some n 0 . We define x = (0, . . . , 0, z n 0 , z n 0 +1 , . . .); clearly x ∈ r B ℓ 2 ∩D ∞ and x ∈ mon H 1 (T ∞ ), then Lemma 4.8 implies z ∈ mon H 1 (T ∞ ). For the upper inclusion, by [6, 9. 
with equivalent norms for each 1 ≤ p < ∞. This, together with Theorem 4.4, gives
Remark 4.9. Let P fin be the space of functions given by α∈J c α z α for z ∈ C N , where J is some finite set of multi-indices. The evaluation mapping δ z : P fin → C given by δ z ( f ) = f (z) is clearly well defined for each z ∈ D ∞ . The space P fin can be identified with the subspace of H p (T ∞ ) of trigonometrical polynomials, and one of the main problems considered in [6] is for which z's can δ z be extended continuously to the whole H p (T ∞ ). This can be reformulated as to describe the following set
Since for each f ∈ P fin and every α we havef (α) = c α , the previous set can be written as
In [6, 8.1 Theorem] it is shown that for 1 ≤ p < ∞ the set in (38) is exactly ℓ 2 ∩D ∞ . By a closed-graph argument, for each 1 ≤ p < ∞ a sequence z belongs to mon H p (T ∞ ) if and only if there exists c z such that for every
In view of (40) we have that mon H p (T ∞ ) is contained in the set in (38). Then the upper inclusion in Theorem 4.5-(ii) follows from [6, 8.1 Theorem] . The proof we presented here is independent from that in [6] . But the lower inclusion in Theorem 4.5-(ii) is stronger than the result in [6] . The problem of describing the set in (38) for p = ∞ remains open in [6] . We can give now a partial answer: our Theorem 3.1 gives (using the notation from Remark 4.10. The isomorphic Bohr abscissa ̺(E ) of a space of Dirichlet series E is defined (see [1] ) as the infimum of the σ ≥ 0 such that n |a n |n −σ < ∞ for all Dirichlet series in E . Furthermore, it is said that the Bohr abscissa is attained if n |a n |n −̺(E ) < ∞ for every Dirichlet series in E . Then [1, Theorem 1.1] shows that ̺(H p ) = 1/2 for every 1 ≤ p ≤ ∞ but only for p = ∞ is attained; i.e. ̺(H p ) is not attained for every 1 ≤ p < ∞ (H p is the space of Dirichlet series whose associated power series expansions belong to H p (T N )). The fact that it is not attained for 1 ≤ p < ∞ has a straightforward interpretation in terms of convergence of monomial expansions. Suppose the Bohr abscissa is attained for some p. This would mean that n |a n |n −1/2 < ∞ for every Dirichlet series in H p . Then α |a p α |(p α ) −1/2 = α |a p α | 
