ABSTRACT With the growing demand, wireless sensor networks (WSNs) play an increasingly important role in many fields. The focus has been on deploying Luby transform (LT) codes in WSNs because of their inherent advantages in erasure channels. Since most data transmitted by WSNs are small, the Gaussian elimination (GE) decoding algorithm is highly attractive. In this paper, we investigate the performance analysis and code design methods for LT codes under the GE algorithm. First, the analytical expressions of the data erasure probability are detailed for two simple kinds of LT codes. Then, a characteristic indicator of the data erasure probability is introduced to evaluate the performance of general LT codes. Finally, we propose novel design methods by optimizing degree distributions from three goals based on the characteristic indicator. The numerical results validate the proposed performance analysis and code design methods in comparison with the conventional method.
I. INTRODUCTION
Wireless sensor networks (WSNs) have attracted considerable attention from both industry and academia because of their diverse applications, such as health monitoring, vehicle tracking, military surveillance, and environment sensing [1] , [2] . In the WSNs, the sensor nodes collect various information and then transmit the sensed data to the base station (BS) through wireless communications, e.g., satellite communications, cellular communications [3] , [4] .
However, due to the limited power of each sensor and the challenging channel environment, the data between sensors and the BS may be lost when the environment deteriorates. Then, the channel in WSNs can be modeled as the erasure channel. Moreover, the transmission between sensors and the BS is usually unidirectional because of the inherent characteristics of WSNs, and the traditional automatic retransmission query (ARQ) is unavailable. Thus, protocols for reliable transmission are desirable to ensure all sensed information can be correctly received by the BS [5] , [6] . Fountain codes
The associate editor coordinating the review of this manuscript and approving it for publication was Wei Wang. which can function as forward error correction (FEC) codes above the network layer are the powerful tools for data transmission and have been widely used in WSNs [2] , [7] .
The advantage of the fountain code is that it does not require successive feedback information and can realize reliable transmission with less overhead than any other scheme (such as ARQ and selective ARQ). During the encoding process, the source symbols are converted into encoded symbols using fountain code, and the encoded symbols are transmitted from sensors to the BS. The BS can recover the source data successfully with sufficient encoded symbols, whose number is slightly more than that of source symbols. Among different kinds of fountain codes, Luby transform (LT) codes, which are the first implementation of fountain codes, have been adopted in many aspects of WSNs, such as data storage [7] , [8] , data transmission [9] , [10] , and data persistence [6] , [11] .
Different decoding methods are proposed for recovering the source data, and Gaussian elimination (GE) and belief propagation (BP) decoding algorithms are the common decoding algorithms. In the case of the erasure channel, the maximum likelihood decoding of linear codes is equivalent to solving systems of linear equations, which can be solved through the Gaussian elimination. When the GE is applied to the decoding of LT codes, the success rate is high and the redundancy is little [12] , [13] . However, the computational complexity increases rapidly with the length of source symbols because of the large number of matrix operations. Thus, it is generally not practical to use the GE decoding algorithm to decode the block length beyond the hundreds. The BP decoding algorithm performs well on properly designed LT codes, especially for the short block length. Since the BP decoding process is not related with matrix operations, the complexity is greatly reduced and the implementation is simple. Nevertheless, during each decoding step there must be at least one output symbol with degree one in the ripple. If the ripple becomes empty at some step, the iterative decoding fails. Therefore, the ripple should be sufficiently large to allow the decoder to proceed smoothly [14] .
Since the sensed data in WSNs are usually small, the length of the information symbols is short, and the GE decoding algorithm is more suitable. However, most studies pay attention to the BP algorithm because of the low complexity for long blocklengths while few studies focus on the GE algorithm. To the best of our knowledge, the only related work is the upper and lower bounds on the erasure probability, which can be used to measure the code design [15] , [16] . Specifically, Rahnavard et al. gave the expressions of the bounds on the GE algorithm of finite length LT codes [15] , and Schotsch et al. further analyzed the performance of short random linear fountain codes in detail [16] . Nevertheless, neither of the works gave the explicit data erasure probability, and the expressions of the bounds were too loose to guide the code design. With the growing demand of short codes in WSNs, we are motivated to research the LT codes under the GE algorithm.
The main contributions of the work are summarized as follows:
First, we detail the analytical expression of the data erasure probability through classical probability theory for two simple LT codes with all-at-once distribution (AAOD) and random linear distribution (RLD).
Second, a characteristic indicator of the data erasure probability under the GE algorithm is proposed for general LT codes, which is sufficiently simple and effective to guide the code design.
Finally, we design the degree distributions based on the characteristic indicator from different perspectives: minimizing the computational complexity and minimizing the overhead. Furthermore, considering the contradiction between the computational complexity and the decoding overhead, a trade-off strategy is developed.
The remainder of the paper is organized as follows. In Section II, concepts related to LT codes are reviewed, and the performance analysis methods are presented in Section III. In Section IV, we introduce three kinds of novel degree distributions for LT codes from different goals.
Furthermore, in Section V, numerical simulations and discussions are provided to validate the performance analysis and code design methods. Finally, conclusions are drawn in Section VI.
II. LT CODES
LT codes are the first practical implementation of fountain codes, which provide high reliability, scalability and low complexity for transmission over erasure channels [14] . We denote the mathematical expression of the LT code as LT ( (x) , k, n), where k is the number of the input source symbols, and it is regarded as the block length; n is the number of the output encoded symbols, and
is the node degree distribution, where d is the probability that one encoded symbol has a degree d. The absolute overhead and the relative overhead are defined as δ = n − k and ε = (n − k) k, respectively.
A. ENCODING PROCESS
During the encoding process of LT codes, each encoded symbol is generated with the exclusive-or (XOR) operations of a randomly selected set of source symbols. Express k source symbols as x = (x 1 , x 2 , · · · , x k ), and the procedure to generate n encoded symbols y = (y 1 , y 2 , · · · , y n ) is given as follows:
Repeat: 1) Randomly choose the degree d i from the degree distri-
2) Randomly and uniformly choose d i distinct source symbols from x. Here, the d i distinct symbols are recognized as the neighbors of the encoded symbol, i.e., the encoded symbol y i connects with the d i source symbols.
3) The value of y i is the XOR result of the d i source symbols:
Until: k source symbols are completely recovered. The receiver needs n encoded symbols to recover the original data, and we denote the code as LT ( (x) , k, n). In addition, the generation of LT codes can be represented by a generator matrix:
where G is the n × k generator matrix. Each row of the matrix corresponds to the generator vector of each encoded symbol, i.e., the ith row g i reflects which source symbols are chosen to calculate y i . For example, if k = 8 and
It is convenient to use a Tanner graph (TG) to describe the relationship between source symbols and encoded symbols. Fig. 1 depicts an example of an LT code TG with k = 3 and n = 4.
B. GE DECODING ALGORITHM
The GE decoding algorithm is a kind of maximum likelihood (ML) decoding algorithm, which is more suitable for the short block length, i.e., the number of source symbols k is small. When the decoder receives n encoded symbols and the corresponding generator matrix G n×k , the decoding process is equivalent to solving a consistent system of n linear equations with k unknowns, as shown in (3) . If the generator matrix G n×k is invertible, the decoder can successfully recover the k source symbols from the n received symbols. Otherwise, the decoder fails.
The procedure for the GE decoding algorithm consists of two steps: a triangularization step and a back-substitution step. In the triangularization step, the generator matrix is converted into an upper triangular square matrix with 1 along the diagonal and 0 below the diagonal through elementary transformation. When the triangularization step is complete, the back-substitution step proceeds by converting the triangular matrix into the identity matrix. Then, the original symbols can be successfully recovered.
C. BOUNDS ON THE PERFORMANCE OF THE GE DECODING ALGORITHM
Let P s represent the symbol erasure probability that one symbol fails to be recovered and P d represent the data erasure probability that the entire data fails to be recovered. P d can be used to evaluate the performance of LT codes, e.g., an LT code with low P d indicates a good case. References [15] , [16] have deduced the upper and lower bounds of P s and P d . Specially, for a general LT code LT ( (x) , k, n), the expressions of the bounds are (4)- (6), as shown at the bottom of this page.
III. PERFORMANCE ANALYSIS METHODS UNDER THE GE ALGORITHM
Although the upper and lower bounds on the performance of the GE algorithm are given, the bounds are too loose to evaluate the performance, and the expressions are too complex to optimize the design of LT codes. In this section, we detail the expressions of the data erasure probability P d for LT codes with the degree distribution of AAOD and RLD. Moreover, we identify a characteristic indicator for general LT codes, which is sufficiently simple and effective to guide the code design.
A. PERFORMANCE OF LT CODES WITH AAOD
The LT code with the degree distribution of AAOD is the simplest one. All the encoded symbols only have one neighbor, and the degree distribution is presented as follows.
Definition1: All-at-once distribution:
Thus,
We denote the probability that the rank of the generator matrix G n×k is r as Pr A (n, r). If all source symbols can be recovered successfully by a GE decoder, the rank of the generator matrix G n×k must be equal to k. Thus, P d equals to the probability that the matrix does not have a rank k and is expressed as:
We present Theorem 1 to solve (9) .
Theorem 1: For AAOD LT codes, there exists
Proof: For n = 1, it is obvious that the rank of the G n×k is definitely 1, so Pr A (1, 1)=1; For 1 < n < r, the rank of the matrix G n×k is not larger than the minimum of n and k based on the elementary knowledge of matrices, so Pr A (n, r)=0;
For 2 ≤ r ≤ n, let R n×k denote the rank of the matrix G n×k for convenience, and Pr A (n, r) = Pr {R n×k = r}. Because G n×k has only one more generator vector g n than G n−1×k , we get Pr
= r } based on the law of total probability.
As each row g i of the matrix G n×k is a random generator vector, and the degree of g i is 1 based on the definition of AAOD, it is easy to infer that if R n×k = r, G n×k only has r different generator vectors no matter how large n is. Thus, we have
Then, the expression for 2 ≤ r ≤ n can be obtained. Obviously, the value of the data erasure probability P d for AAOD LT codes can be obtained by substituting (10) into (9).
B. PERFORMANCE OF LT CODES WITH RLD
The LT code with the degree distribution of RLD is introduced in [17] , and the degree distribution is defined as follows.
Definition2: Random linear distribution:
This degree distribution results from setting each element in the generator matrix to 1 or 0 with the equal probability. Hence,
Notice that RLD LT codes may have a degree 0 with the probability of 2 −k .
Similar to the AAOD, denote the probability that the rank of the generator matrix G n×k is r as Pr R (n, r) for RLD LT codes. Then, the data erasure probability P d is
We present Theorem 2 to solve equation (15) . Theorem 2: For RLD LT codes, there exists
Proof: For n = 1, r = 1 and 1 < n < r, the results can be easily obtained similar to AAOD LT codes.
For 2 ≤ r ≤ n, the main problem is to determine the two probabilities: Pr {R n×k = r |R n−1×k = r } and Pr {R n×k = r |R n−1×k = r − 1 }. The total number of generator vectors g i is 2 k based on the definition of RLD, and the number of the linear combination of r independent vectors is 2 r . Thus, we obtain
g n is not the linear combination of the rows of G n−1×k |R n−1×k = r −1
Pr {R n×k = r |R n−1×k = r } = Pr g n is the linear combination of the rows of
Then, the expression for 2 ≤ r ≤ n can be obtained. Obviously, the value of the data erasure probability P d for RLD LT codes can be calculated by substituting (16) into (15) .
C. CHARACTERISTIC INDICATOR FOR GENERAL LT CODES
The key to calculating P d are the two probabilities: Pr {R n×k = r |R n−1×k = r } and Pr {R n×k = r |R n−1×k = r − 1} based on the analysis of AAOD and RLD LT codes. However, the closed-form expressions of the two probabilities for general LT codes are difficult to obtain because the degree distribution greatly affects the rank of the generator matrix G n×k . Therefore, the numerical value of P d can only be calculated through an iterative operation, which cannot efficiently guide the code design.
It can be inferred that the rank of the generator matrix is smaller if there is a higher probability that the two randomly chosen vectors g i and g j of G n×k are the same. Therefore, we identify a characteristic indicator similarity probability, i.e., the probability that the two randomly chosen vectors g i and g j of G n×k are the same, which is denoted as Pr_same.
Theorem 3: For general LT codes, the similarity probability is
Proof: If the two randomly chosen vectors g i and g j are the same, they must meet the two constraints below: 1) Their degree must be the same; 2) Their neighbor must be the same. First, we assume that the two vectors both have a degree d. Then, the probability that they have the same neighbor is
The probability that the two vectors both have a degree d is
Therefore, the probability of the two vectors with both the same neighbors and degree d is
Pr_same can be obtained by summing (21) of all degrees.
Based on the definition of Pr_same, the larger Pr_same is, the smaller the rank of the generator matrix G n×k is, and the larger the data erasure probability P d is. In other words, Pr_same is positively correlated with the data erasure probability P d . That is,
It can be inferred that if the data can be recovered successfully, up to n − k vectors in the generator matrix G n×k are the same. Then the data erasure probability can be obtained.
where P i denotes the probability that there are i duplicated vectors. When there is no duplicated vector, i.e., i = 0, which means that all vectors are different from each other, we get
The right-hand side of (24) means that there are n 2 cases for taking two vectors out of n vectors, and the two vectors are different in each case. Noted that the cases are not independent, so the real probability is larger. That is why the greater-than sign appears in (24), instead of the equality sign. When there is one duplicated vector, we get
The right-hand side of (25) means that take two vectors out of n vectors, and the two are the same. Then bind the two vectors, and take two vectors out of the remaining n − 1 vectors in each case like P 0 .
Similarly, we get the expression for i > 1.
Substitute (24), (25) and (26) into (23), we obtain the estimate of P d . It should be pointed out that the closed-form expression is very difficult to obtain because of the characteristic of node degree distribution, and it is still an open issue for researchers [15] , [16] . Here we present an inequality to signify the positive correlation between the similarity probability and the data erasure probability.
IV. DESIGN METHODS OF LT CODES UNDER THE GE DECODING ALGORITHM
The design of fountain codes has attracted considerable attention since fountain codes were first proposed [18] - [23] . However, the studies focus on the BP decoding algorithm which has an advantage in computational complexity. Nevertheless, the BP decoding algorithm must meet the condition that the ripple is sufficiently large to allow the decoder to proceed smoothly [14] . Different from the BP decoding algorithm, the core idea of the GE decoding algorithm is to solve the linear equations, and the large ripple will result in great processing and decoding cost [12] , [13] . Therefore, the design methods of fountain codes under the BP decoding algorithm cannot be directly used under the GE decoding algorithm. In this section, we optimize three degree distributions based on the characteristic indicator from different objectives: the minimal decoding complexity, the minimal overhead and the joint optimization of complexity and overhead.
A. MINIMIZE THE DECODING COMPLEXITY
The key to the GE decoding algorithm lies in eliminating the value 1 in the generator matrix through the elementary row operation. Additionally, the number of 1 equals the value of the degree. Thus, the average degree can be used to evaluate the computational complexity of decoding. Here, we present the optimization problem as follows.
P1 : min (1) s.t.
(1) = 1 (a)
where ( VOLUME 7, 2019 If and only if 1 = 1, we obtain
If and only if k = 1, we obtain
Then, the optimal degree distribution is
It should be noted that the optimal degree distribution is the AAOD, which means that the AAOD LT code has the minimal decoding complexity under the GE decoding algorithm. Coincidentally, it is consistent with the results proposed by Luby with the classical balls and bins process theory [14] . Thus, the validation of our design method is confirmed.
B. MINIMIZE THE OVERHEAD
With the increasing development of computing power, the complexity may not play a major role in the code design. In some cases, it is necessary to recover the source symbols with the fewest encoded symbols such as satellite communication with the long transmission delay. Therefore, we propose the design method of LT codes from the minimal overhead aspect. Recovering the source symbols with the fewest encoded symbols is the same as achieving the lowest data erasure probability with a certain number of encoded symbols. In addition, it has been proved that Pr_same is positively correlated with the data erasure probability P d , which means that the minimal overhead is equivalent to the minimal Pr_same. Then, we present the optimization program as follows.
Compared with P1, we add another constraint (c); otherwise, all the encoded symbols are the same, which leads to a decoding failure.
Unlike P1, the optimization problem P2 is not a linear program, which makes it complicated to solve. The Hessian matrix of the objective is calculated:
Obviously, the Hessian matrix is positive definite, and the objective function in (32) is convex. Therefore, P2 is a convex optimization problem. 1 The optimal degree distribution can be derived based on the duality theory.
Theorem 4: The optimal solution to problem P2 is
Proof: By introducing a dual variable λ, the Lagrangian is expressed as
Here we ignore the constraints (b) and (c), because they can only be solved with the Lagrangian L( , λ). According to the Karush-Kuhn-Tucker (KKT) conditions, we have
Using constraint (a), the value of λ is λ = 2 2 k − 1 (38) * d can be obtained by substituting (38) into (37), and it also meets the constraints (b) and (c). Since P2 is a convex optimization problem, the result of (37) is indeed the optimal solution to problem P2.
C. THE TRADE-OFF STRATEGY FOR LT CODES
Although the degree distribution obtained from problem P2 provides good performance in the decoding cost, its computational complexity increases exponentially with the block length, as shown in Fig. 6 . Considering the contradiction between the decoding overhead and the computational complexity, we propose a trade-off strategy for the design of LT codes. Then, the optimization program is presented as follows.
where constraint (d) is adopted to restrict the computational complexity, and C is a constant. Similar to P2, we can solve problem P3 based on the duality theory.
Theorem 5:
The optimal solution to problem P3 is
Proof: By introducing the dual variables λ, µ, the Lagrangian is expressed as
The partial derivative at is
Using constraints (a) and (d), we obtain
Substituting (44) and (45) into (43), Theorem 5 is proved.
To ensure that d * is nonnegative, the value of C in constraint (d) must be proper. After the simple analysis based on (43)-(45), the range is C ≤
.
V. SIMULATIONS AND DISCUSSIONS
This section evaluates the proposed performance analysis methods and the design methods of LT codes through numerical simulations. First, we compare the data erasure probability of the proposed methods with the bounds introduced in [15] , [16] for AAOD and RLD LT codes. Second, we verify the proposed characteristic indicator by analyzing the relationship between Pr_same and P d with four kinds of LT codes, including AAOD, RLD, ideal soliton distribution (ISD) and robust soliton distribution (RSD). Finally, the numerical simulation of the proposed design methods for LT codes is performed. It should be noted that the simulation value of the data erasure probability is obtained through 1000 Monte Carlo simulation of the encoding/decoding process.
A. PERFORMANCE ANALYSIS FOR AAOD AND RLD LT CODES
We present the residual to evaluate the proposed analysis method for AAOD and RLD LT codes, and it is defined as the absolute difference between the theoretical calculation and the simulation value of the data erasure probability. The traditional upper and lower bounds are also included as a comparison. Fig. 3 depict the residual versus the relative overhead for AAOD LT codes with block lengths k = 100 and k = 300, respectively. We denote the zero residual as 10 −9 for convenience. The figures show that the residual of the proposed method is always smaller than the upper and lower bounds, and the maximum of the proposed method is 0.0043 whereas the maximum of the bounds is 0.2157. Similarly, the performance of RLD LT codes is depicted in Fig. 4 and Fig. 5 , and the maximum of the proposed method is 0.0124 whereas the maximum of the bounds is 0.8932. The results illustrate that the traditional bounds are too loose to measure the data erasure probability, and the proposed method can be a much more precise index to measure the performance of AAOD and RLD LT codes.
B. PERFORMANCE ANALYSIS FOR GENERAL LT CODES
The proposed characteristic indicator similarity probability is verified with four kinds of LT codes, i.e., AAOD, RLD, ISD and RSD, and the parameters are listed in Table 1. Table 2 and Table 3 
TABLE 2.
Relationship between data erasure probability and similarity probability with the block length k = 100.
and Pr_same with block lengths k = 100 and k = 300, respectively. The results indicate that the smaller Pr_same is, the smaller P d is. Besides, Pr_same and P d decrease with the increase of the block length k, which is consistent with [14] , [17] . The simulation proves that the proposed TABLE 3. Relationship between data erasure probability and similarity probability with the block length k = 300. characteristic indicator Pr_same is positively correlated with the data erasure probability P d and can effectively measure the performance of general LT codes.
C. ANALYSIS OF THE DESIGNED CODE
We analyze the performance of all proposed code design methods and compare them with the typical RSD LT codes. The block length k is set: 32, 64, 128, 256, 512 and 1024. The parameter C for the trade-off strategy is C = k d=1 d d , where d follows the RSD. First, the computational complexity is simulated, as shown in Fig. 6 , where DD-P1 denotes the design with the minimal decoding complexity, DD-P2 denotes the design with the minimal overhead, and DD-P3 denotes the design with the trade-off strategy. Obviously, DD-P1 performs the best, especially for the short block length. Then, the absolute overhead is simulated, as shown in Fig. 7 . It shows that DD-P2 performs the best, especially for the long block length. Besides, the performance of DD-P3 is good in both computational complexity and overhead. Moreover, with the same value k i=1 d d , DD-P3 performs better than the RSD in both aspects.
VI. CONCLUSIONS
This paper presents the performance analysis and code design methods for LT codes under the Gaussian elimination decoding algorithm. The analytical expressions of the data erasure probability are introduced for AAOD and RLD LT codes, and a simple characteristic indicator is identified for general LT codes, which can effectively guide the code design. In addition, LT codes are optimized for different goals, and the corresponding degree distributions are proposed based on the performance analysis methods. The numerical results show that the novel performance analysis methods can effectively measure the LT codes, and the designed LT codes achieve optimal performance in their respective fields. 
