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ABSTRACT
Scientific and technological advancements over the years have made curing, pre-
venting or managing all diseases, a goal that seems to be within reach. The approach
to manipulating biological systems is multifaceted. This dissertation focuses on two
problems that pose fundamental challenges in developing methods to control bio-
logical systems: the first is to model complex interactions in biological systems;
the second is faithful representation and analysis of biological data obtained from
scientific equipments.
The first part of this dissertation is a discussion on modeling and inference in gene
networks, and Bayesian inference. Then we describe the application of Bayesian net-
work modeling to represent interactions among genes, and integrating gene expression
data in order to identify potential points of intervention in the gene network. We
conclude with a summary of evolving directions for modeling gene interactions.
The second topic this dissertation focuses on is taming biological data to obtain
actionable insights. We introduce the challenges in representation and analysis of
high throughput sequencing data and proceeds to describe the analysis of imaging
data in the dynamic environment of cancer cells. Then we discuss tackling the prob-
lem of analyzing high throughput RNA sequencing data in order to pinpoint genes
that exhibit different behaviors under monitored experimental conditions. Then we
address the interesting problem of deciphering and quantifying gene-level activity
from epifluorescent imaging data.
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1. INTRODUCTION
“Prediction is very difficult, especially about the future."
– Niels Bohr
Decision making is an integral part of our everyday lives. We make these decisions
based on what can be inferred from modeling our observations. The modeling is
carried out in a way that enables capturing significant characteristics of the data in
order to predict future events.
Existing knowledge can sometimes be useful in constructing the model, but many
a time, the underlying processes that generate the data are not understood well
enough that an accurate model can be designed. In such cases, we try to create
models that are good approximations of the processes through which the data was
generated. For example, trying to predict the weather for the next few months,
knowing the temperature, humidity, wind patterns, etc. of the past. Since we cannot
see into the future and know how tomorrow’s weather would be, we rely on a model
of the climatic conditions in order to be able to perform the predictions.
To begin modeling the data, we use a reasonably flexible model specified by a set
of parameters, and then attempt to find settings of these parameters that explain the
observed data in the best possible manner. The methodology by which we fit model
parameters to observed data is called learning the model. Our belief is that once we
have a satisfactory model that explains observed data well, we can confidently use
the model to predict future observations.
Since these models are approximations of the real processes, there will be char-
acteristics of the data that we do not capture in these models, which are considered
noise. When it comes to tuning the parameters of our model, it often becomes diffi-
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cult to know which settings of the parameters capture nuances of the data that are
relevant for predicting future observations, and which settings capture noise. It may
happen a very complex model’s parameters fit data exactly, but since this model
captured noise characteristics, the predictions obtained using this model will not be
optimal. On the other hand, a very simple model may not capture the patterns
in the data and therefore will also not provide optimal predictions. There are sev-
eral studies that address this trade-off between model complexity and generalization,
more on this to be discussed later.
The framework of Bayesian inference can be used to fomalize the above concepts
of of using parametric models to fit data. Let y denote the data set such that
y = y1, y2, ..., yk, ..., yK . The data can be defined by a model that has the parameters
Θ = θ1, θ2, ..., θJ such that Θ define a probability distribution p(y|θ).
There are several ways of finding the parameters to learn the model. The maxi-
mum likelihood approach involves finding parameters θ∗ such that the likelihood of
θ, or the probability of observing the data under the model is maximal.
θ∗ = arg max
θ
p(y|θ) (1.1)
The model may also include other hidden variables that have not been observed,
but have an effect on the observed data through the parameters. The probability
distribution of the data can then be written as:
p(y|θ) = ∑
x
p(x|θ)p(y|x, θ) (1.2)
where we denote the hidden variables by x, and we sum over all possible hidden
states.
Then, the posterior distribution over the hidden variables, can be estimated using
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Bayes’ rule as:
p(x|y, θ) = p(x|θ)p(y|x, θ)
p(y|θ) (1.3)
Here, p(x|θ) is called the prior probability of the hidden variables. The prior is
usually set in such a way as to to reflect the distribution of data that the modeler
expects. In section 1.1, we provide a review of graphical models and how they
can be used to visualize independence relationships between different variables in
the model. In section 1.2, we briefly introduce literature on statistical modeling of
biological systems.
1.1 Probabilistic Graphical Models
Statistical modeling typically involves multiple random variables that interact
with each other. Graphical models provide a way to conveniently represent rela-
tionships between these variables. A number of statistical models can be naturally
expressed using probabilistic graphical models. A probabilistic graphical model rep-
resents a family of probability distributions on variables in the model. Each variable
is represented by a node, and an edge between two nodes in the model indicates a
connection between them. The pattern of edges between the different nodes comprise
the structure of the model.
A class of graphical models called directed graphical models , or Directed Acyclic
Graphs (DAGs), contain directed edges between the variables. The directed graph-
ical model is called an acyclic graph since no directed paths exist such that the
same variable is encountered more than once. There is another class of models called
Undirected graphical models, but these are not discussed here.
Using DAGs, we can conveniently express the conditional independence relation-
ships between variables. A random variable x is conditionally independent of y,
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given z if p(x, y|z) can be written p(x|z)p(y|z). Using the general idea of conditional
independence, the probability distribution over the nodes in a DAG can be written
as:
p(z) = ΠKk=1p(zk|zpa(k)) (1.4)
where zpa(k) stand for the parent nodes of node k in the graph. If there is a
directed edge from x to y, x is called the parent of y. The conditional independence
relationships in a probabilistic graphical model can be exploited to design efficient
message-passing algorithms in order to perform inference. We provide more discus-
sion on inference algorithms in chapter 2.
1.2 Bayesian Network Modeling of Biological Systems
Genome-scale data such as gene expression data and protein expression data pose
challenges since the raw data are often difficult to comprehend directly. DNA hy-
bridization arrays measure transcription levels within the cell at a particular time
for hundreds of genes. A big challenge in computational biology is uncovering inter-
actions between genes /proteins using such measurements. Friedman et. al proposed
a Bayesian network framework for analyzing interactions between genes using gene
expression measurements [12]. In chapter 2, we provide a discussion on exploiting
this framework to model interaction between genes in plant and pathogen systems
and using message passing algorithms for approximate inference in the model.
1.3 Analysis of RNA Sequencing Data
Since the Human Genome Project published the first map of the human genome in
2004, there has been a rise in the number of new technologies that enable the study of
living organisms. Sophisticated techniques such as next-generation sequencing, high-
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resolution imaging, Reverse Transcription Polymerase Chain Reaction (RT-PCR),
high-throughput screening, etc., generate huge amounts of raw data that can reveal
valuable information about living organisms which can be used to develop effective
predictive and precision medicine approaches.
One of the challenges in controlling biological system is taming and understanding
the data from advanced scientific instruments. A number of research teams across the
world are involved in developing mathematical methods and innovative algorithms
so as to exploit the data from these sophisticated techniques more effectively.
RNA-Seq uses next generation sequencing technology to detect and measure the
quantity of RNA (Ribonucleic acid) in a biological sample at any given time. The
RNA-Seq platform takes chemically processed RNA as an input and outputs digital
files with genetic information. Importantly, the RNA of the entire organism is not
produced as one long stretch, instead, the sequencing platform produces a large set
of short fragments, each containing a small fraction of genetic information. These
fragments are called ‘sequencing reads’. These ‘raw’ sequencing reads are then as-
sembled together to reconstruct the entire transcriptome. In order to perform this
reconstruction, two approaches are currently used: De novo, and Genome guided.
The De novo approach is typically used when the genome to be reconstructed in
unknown, or has been substantially altered, and does not require a reference genome
for reconstruction. The genome guided approach uses a reference genome. Align-
ment algorithms that use the genome guided approach proceed in two steps: first,
align short portions of the read to the reference genome and then, use dynamic pro-
gramming to find an optimal alignment of the reads. For studying cellular changes
in response to external stimuli, gene expression is quantified from the RNA sequence
data. The number of reads that mapped to each locus during the transcriptome
assembly is counted to obtain the gene expression.
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In chapter 3, we provide a discussion on using RNA-Seq technology to analyze the
transcriptomes of wild tomato (Solanum lycopersicum) plants affected by different
types of stresses induced by drought, psyllid herbivory, and pathogens, individually
and in combination.
1.4 Analysis of Epifluorescent Imaging Data
Image data of cellular micro environments obtained from high precision micro-
scopes have been very helpful in understanding the mechanisms of biological systems.
Metformin, a widely used anti-diabetic drug, has recently been associated with
inhibition of cell proliferation and induction of cell death in multiple cancers. The
experimental evidence for the effect of metformin on induction of cell death in cancer
cell lines is sparse. Besides, the mechanism and molecular basis of the action of
metformin on cancer cell lines is not clearly understood.
In chapter 4, we provide a discussion on our experiments to study the effect of
metformin on induction of cell death. We performed high content epifluorescent
imaging analysis to quantify the amount of dead and live cells on treatment with
metformin individually and in combination with chemotherapy drugs in two ovarian
cancer cell lines.
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2. A BAYESIAN NETWORK BASED APPROACH TO SELECTION OF
INTERVENTION POINTS IN THE MAPK PLANT DEFENSE RESPONSE
PATHWAY∗
An important problem in computational biology is the identification of potential
points of intervention that can lead to modified network behavior in a genetic regu-
latory network. We consider the problem of deducing the effect of individual genes
on the behavior of the network in a statistical framework. In this chapter, we make
use of biological information from the literature to develop a Bayesian network and
introduce a method to estimate parameters of this network using data relevant to
the biological phenomena under study. Then, we give a novel approach to select
significant nodes in the network using a decision theoretic approach. The proposed
method is applied to the analysis of the Mitogen Activated Protein Kinase (MAPK)
pathway in plant defense response to pathogens. Results from applying the method
to experimental data show that the proposed approach is effective in selecting genes
that play crucial roles in the biological phenomenon being studied.
2.1 Introduction
The last decade has seen tremendous improvements in genetic studies and under-
standing of gene-level interactions in various organisms. This has been made possi-
ble as a result of high throughput data generated from microarray and sequencing
technologies combined with computational modeling and simulation of interaction
between various biological components in an organism. We focus on the analysis of
∗Parts of this section are reprinted with permission from “A Bayesian Network-Based Approach
to Selection of Intervention Points in the Mitogen-Activated Protein Kinase Plant Defense Response
Pathway" by Venkat Priya S., Narayanan Krishna R., and Datta Aniruddha, 2017. Journal of
Computational Biology, volume 24, no. 4, pages 327-339, c©2017 JCB. doi:10.1089/cmb.2016.0089.
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plant-pathogen interaction in this study.
The world’s growing population has made food security a global concern. One
of the key factors that impact food security is the loss of crops due to diseases
caused by plant pathogens [1]. Many plant-associated microbes are parasitic organ-
isms that impair plant growth and reproduction. Plants possess inherent immune
receptors that detect the presence of microbial pathogens and trigger defense re-
sponses against a multitude of harmful pathogens. But, due to adaptive evolution
and the fight for survival, pathogens have developed various strategies to invade
host plant tissue undetected and cause infections that render food crops unfit for
consumption. A number of plant biological studies have implicated the Mitogen
Activated Protein Kinase (MAPK) cascade in plant cell signaling as the point of
convergence of various stress stimuli [2]. Hence, there has been a lot of research in
targeting specific components of the MAPK pathway in an effort to improve disease
resistance in crop plants. A mathematical model of the interactions among the com-
ponents of the MAPK pathway is a critical tool in obtaining a better understanding
of the nature of these interactions and advocating intervention strategies for breeding
disease-resistant crops.
A number of methods have been proposed for the selection of ‘important’ genes
from a large set of genes. The most widely mentioned among these are based on
sample classification of huge volumes of genotypic and phenotypic data using numer-
ous data mining techniques such as support vector machines (SVM) [3], regression
techniques [4], random forest [5], etc. A lot of work has been presented on using
clustering methods to pick significant genes ([6], [7], [8]) . Gene ranking methods use
feature selection criteria to pick genes that show a lot of variation among different
treatment conditions.
However, the genes selected from these methods may be irrelevant to the biological
8
phenomena being studied or it may even be difficult to ascribe biological connotations
to the genes selected from many of these methods, since gene expression patterns
alone may not convey the essence of interactions among genes.
Another popular approach for analyzing and making sense of microarray gene
expression data is the construction of genetic regulatory networks. There has been a
lot of interest in looking at the interaction among genes in a holistic manner because
the activity of genes are not independent of each other. Hence, network perspectives
are integral to our understanding of biological interactions and to channel this insight
in order to develop successful intervention methodologies. There have been a number
of attempts at modeling genetic regulatory networks, such as Boolean network models
[9], Differential equation models [10], Probabilistic Boolean network models [11] and
Bayesian network models ([12], [13]).
One of the most important sources of biological knowledge available from years of
experimental observations by biologists is in the form of signaling pathways. Signal-
ing pathways illustrate the interactions among the various biological elements present
in them. Whereas the signaling pathways available from the literature are not an
accurate description of the underlying biological phenomena, they are constructed
from biological experiments aimed at uncovering marginal (pair-wise) cause-effect
relationships between genes involved in a biological process.
There has been a lot of recent work in integrating biological pathway knowledge
with genome-level data in order to perform inferences on models that are closer rep-
resentations of the actual biological system. WGCNA [14] is a package in R language
for weighted correlation network analysis. WGCNA can be used to construct cor-
relation networks using genomic data and find clusters of correlated genes. It also
provides methods for defining other biologically relevant measures by using biolog-
ical knowledge about genes in addition to experimental data. The algorithm SPIA
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[15], is a pathway impact analysis technique that uses traditional pathway enrich-
ment in combination with a pathway perturbation measure to facilitate pathway
ranking in multiple disease datasets. PARADIGM (PAthway Recognition Algorithm
using Data Integration on Genomic Models [16]) uses a factor graph approach to
deduce pathway activities by integrating multiple types of biological data such as
copy number, mRNA expression, etc. for the same disease condition. In both SPIA
and PARADIGM, the focus is on detecting pathways that are more significant in a
disease so that targeted therapy can be developed. Zodiac [17] is a recently proposed
technique to integrate biological knowledge about genetic interactions in cancer along
with experimental data to obtain an enhanced interaction map.
In this chapter, we describe a methodology that utilizes current biological knowl-
edge from the literature to build genetic regulatory network models and integrates
this knowledge with experimental genomic data using a Bayesian Network (BN)
based approach. BNs are a class of directed acyclic graphs that encode indepen-
dencies in a given network. BNs are a natural fit to the problem at hand since
they can be used to represent causal relationships, similar to the nature of relations
in biological signaling pathways. The state of each node in a Bayesian network is
described by a probability distribution. A node with an outgoing edge pointing to
another node is said to be a ‘parent’ of the latter node. Nodes that have no parents
(no incoming edges) have marginal probability distributions whereas the other nodes
have conditional probability distributions describing their state, conditioned on the
states of their parents. Using the idea of decision making under uncertainty, we
also provide a novel framework to select influential genes that govern the behavior
of the network in a given environment. More specifically, our interest is in choosing
genes which can be intervened with in order to manipulate pathway dynamics. This
is the major difference between our method and other pathway analysis methods
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mentioned earlier. While most gene selection methods are basically feature selection
methods for classification or clustering, our technique is aimed at identifying genes
for intervention. We use the proposed method to analyze the MAPK network in the
plant defense response pathway.
The rest of the chapter is organized as follows. Section 2.2 is a brief review of
some basic concepts related to Bayesian networks. In section 2.3, we elaborate on
the framework and the approach to integrate experimental data into the Bayesian
network framework, and also discuss the algorithm for selection of potential targets
for intervention. The biological knowledge on plant-pathogen interaction is presented
in section 2.4. Section 2.5 is a description of simulations and results obtained from
applying our approach to plant genomic datasets. Concluding remarks are presented
in section 2.6.
2.2 Modeling Bayesian Network
Bayesian network models are promising tools for the analysis of genetic regula-
tory networks primarily because the interactions among the components of a gene
regulatory network are sparse: i.e., each gene is controlled by only a limited num-
ber of other genes, which is a very small number compared to the total number of
genes in an organism. Moreover, biological systems are inherently stochastic, and the
probabilistic nature of Bayesian networks gives them the ability to cope with the un-
certainties involved in gene networks. A BN is a compact representation of complex
relationships among a large number of random variables. This representation consists
of (i) a Directed Acyclic Graph (DAG) and (ii) a conditional probability distribution
for each variable, given its parents in the graph. The graph represents conditional
independence properties according to which the joint probability distribution of the
BN gets factorized [18].
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We review some basic definitions and notations of BNs in this section. A Bayesian
network is defined by a pair 〈G, Θ〉, where G is the DAG whose nodes X1, X2, ..., Xn
represent random variables, and whose edges represent the direct dependencies be-
tween these variables. Each Xi can take values x from the domain X . The graph G
encodes Markov relationships, according to which, each variable Xi is independent
of all other nodes given its parents in G. We assume that the conditional probability
distributions are parameterized by the second component Θ.
The joint distribution can be decomposed into:
P (X1, X2, ..., Xn) =
∏
P (Xi|Pa(Xi)) (2.1)
where Pa(Xi) is the set of parents of Xi. Various methods have been proposed to
infer the structure of the gene regulatory network using Bayesian network based
methods ([19], [20], [21]). Some of these methods use machine learning algorithms
to develop a scoring system based on features extracted from biological experimental
data. But the ultimate validation of such models is carried out by comparing them
with biologically relevant connections documented in a signaling pathway database.
We utilize the domain expert knowledge available in the literature in the form of
signaling pathways constructed by biologists to build the graph skeleton according
to which the joint probability distribution of our model gets factorized.
Once we obtain the graph structure G of the Bayesian network, we proceed to
the next stage of our algorithm, which is to update the model parameters using gene
expression data. Though many approaches to gene expression analysis use real val-
ued data, we use a binary framework in order to describe the state of a gene at a
given time. The reason for using binary quantized gene expression values is manifold.
Although the expression value of a gene is continuously varying, only certain large
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variations in expression of one gene regulating the other leads to a change in expres-
sion of the gene being regulated. It is these changes that we are concerned with in
this work, since our primary aim is to understand and quantify the effect of a gene
on another. Working in the binary domain also offers several advantages such as
noise robustness and computational simplicity. We adopt the procedure introduced
by Otsu [22] to select a threshold for discretizing gene expression data. Expression
values above the threshold are assigned a 1 and those below are assigned a 0.
We now proceed to illustrate the process of integration of gene expression data
with the Bayesian network model. Consider a Bayesian network with N nodes. Let
θX be the probability of success of node X , i.e., the probability that it takes value
1. Then, the probability that the node takes value 0 is (1 − θX). We adopt a
Bayesian approach to parameter estimation, which requires us to define priors over
the parameters θX . The prior is a probability distribution that expresses uncertainty
about parameter θX before the data are taken into account. For each node, we choose
a prior such that θX is beta distributed with shape parameters αX and βX .
θX ∼ Beta(αX , βX) (2.2)
Beta(θX ;α, β) = C.θ
αX−1
X (1− θX)βX−1 (2.3)
where C is a normalization constant, given by the reciprocal of the beta function
with parameters α and β.
The prior can be assumed to have a uniform (flat) distribution before experi-
mental data are observed. This is the case where αX and βX both take the value
1.
The observed data points form the likelihood in the Bayesian setting. Given the
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distribution of θX , the observed values for a node are independent of each other. As-
suming we have n observations for each node, the data likelihood follows a Binomial
distribution given by:
P (X|Pa(X), θX) ∼ B(n, θX) (2.4)
B(k;n, θX) =
(
n
k
)
θkX(1− θX)n−k (2.5)
Here, Pa(X) denotes the set of parents of a node X, B represents the Binomial
distribution, k is the number of successes observed,
(
n
k
)
is the binomial coefficient,
and ∼ denotes that the probability on the left follows the distribution specified on
the right.
We choose a beta distributed prior because the beta distribution is known to be
conjugate to the binomial likelihood. Whenever we have a conjugate prior, the poste-
rior distribution belongs to the same family of distributions as the prior [23]. Hence,
the conditional posterior probability distributions of the nodes are beta distributed
with shape parameters α′X and β′X .
P (θX |X) ∼ Beta(α′X , β′X) (2.6)
where α′X = (αX + k); β′X = (βX + n− k); k is again the number of one’s observed
among data points of node X. For a Beta distribution, the expected value is given
by,
E(θX |X) = α
′
X
α′X + β
′
X
(2.7)
For the purpose of illustration, let us consider the Bayesian network shown in
Fig.2.1, with two binary-valued nodes A and B. Let the probability of success
parameter θA of node A, and θB=1|A=1 and θB=1|A=0 of node B, have prior probability
distributions that are Beta distributed with shape parameters (1,1). Assume that
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the observed data for the two nodes are as shown in Table 2.1.
FIG. 2.1. A simple Bayesian network with two nodes A and B, connected such that
A is the parent of B. Figure reprinted with premission from [137].
Then, the posterior probability distribution of θA is given by:
P (θA) ∼ Beta(α′A, β′A) (2.8)
where α′A = n11 + n10 + 1 and β′A = n01 + n00 + 1. Here, n11 is the number of
observations such that A = 1 while B = 1, n01 is the number of observations such
that A = 0 while B = 1, etc.
In a similar manner, the conditional posterior probability distribution of θB=1|A=1
is given by:
P (θB=1|A=1) ∼ Beta(α′B1|A1 , β′B1|A1) (2.9)
where α′B1|A1 = n11 + 1 and β
′
B1|A1 = n10 + 1.
As more data are observed, we can update the values of α’s and β’s so that the
posterior probabilities approach the true underlying distribution. Note that it is
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TABLE 2.1. Sample observations for binary valued random variables A and B.
Table reprinted with permission from [137].
Node A 0 1 0 1 0 1 1 0 1
Node B 1 1 1 1 0 1 1 0 0
possible to use other priors for the parameters, and in such cases, computationally
efficient estimation techniques (Markov Chain Monte Carlo (MCMC) methods, for
instance) may need to be used for estimating posterior probability distributions.
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2.3 Identifying Significant Genes
Given a genetic regulatory network, it is important to differentiate between those
genes that have a major influence on the regulation of the child gene and those that
only have a minor influence. Biologically, a gene with stronger influence can over-
shadow the effect of other genes that have minimal influences. Many such biological
relationships are known to exist. For instance, the activation of the p53 gene, which
is a well-known tumor suppressor, actively leads to the expression of various genes
that promote apoptosis, whereas p73, another tumor suppressor belonging to the
same group of signaling pathway elements is less effective in activating apoptotic
genes [24].
Our objective is to maintain some downstream reporter nodes in the network at
certain desirable states. In such a scenario, we have different options for the choice
of point(s) of intervention to prod the network towards the specific behavior which
we are interested in. For each gene, we have an associated probability distribution
over its possible states and its influence on a desired node in the network. Therefore,
the gene selection problem is essentially a problem of decision making under uncer-
tainty. In order to find optimal decisions, we assign numerical utilities to all possible
outcomes and then choose the decisions that result in maximal utility value.
Utility is a subjective notion and the design of the utility function depends on the
objective of the action (gene intervention in our case) and the nature and preference
for tools available to cause the action. For instance, in the case of gene intervention,
gene knockouts may be easier than gene activation, and have stronger downstream
effects and hence have more utility to the biologist, depending on the type of genetic
network under consideration. We illustrate the decision making process using an
example.
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FIG. 2.2. Example Bayesian Network. The marginal probabilities of binary valued
nodes X and Y are shown in the table alongside. Figure reprinted with permission
from [137].
Example: Consider the Bayesian network shown in Fig. 2.2. We assume that all
nodes have binary states. We draw an influence diagram from the given Bayesian
network, as shown in Fig. 2.3, to represent the decision making scenario. In addi-
tion to the original random variables in the network (the choice variable), we have
the decision variable (rectangular node) and utility variable (diamond shaped node).
We assume that the decision variable ‘Activate’ can take binary values, 1 or 0, corre-
sponding to activation (force the choice node to be in state 1) or inhibition (state 0).
Therefore, we have four different options for achieving the goal: Activate X, Inhibit
X, Activate Y, or Inhibit Y. The utility variable (W in this example) represents the
utility obtained from making the decision, and is a deterministic function of X (or Y)
and the decision variable Activate. Thus, for each combination of the parent nodes
of W, this function specifies a real-valued utility. The utility functions of nodes X
and Y are shown as tables in Fig. 2.3. Here, a1 represents the decision to activate
the gene and a0 represents the decision to inhibit the gene.
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FIG. 2.3. Influence diagrams and tables showing utility values of node X and node
Y corresponding to different states of node ‘Activate’: a1 and a0. Variables X and Y
each have two possible states x0, x1, and y0, y1, respectively. Figure reprinted with
permission from [137].
Fig. 2.4 is the corresponding decision tree for the scenario in the example. A
decision tree is nothing but a graphical representation of all possible scenarios that
might be encountered in a decision problem, and the corresponding outcomes and
their utility values. A common approach to arrive at profitable decisions in the
decision tree is to employ the backward induction algorithm. The algorithm moves
backward in the tree, beginning from the leaves, computing the maximum expected
utility (MEU) achievable at each node. The MEU at a leaf is the utility value
associated with that leaf’s outcome. As we move up the tree, if we encounter a
nature node (i.e., not a decision node), then the MEU is the weighted average of the
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expected utilities at each of the node’s children, where each child’s utility is weighted
according to the distribution defined by nature over the node’s children. If the node
encountered is a decision node, then a decision is made to select the child whose
MEU is largest. The expected utility for each action is given by:
EU [X,A = a1] =
∑
x
P (A = a1|X = x)p(X = x) (2.10)
EU [X,A = a0] =
∑
x
P (A = a0|X = x)p(X = x) (2.11)
In this example, the maximum expected utility for node X is given by:
MEU [X,A = a] = max
a
[((0.7)(0.5) + (0.1)(0.5)),
((0)(0.5) + (0)(0.5))] = 0.40
(2.12)
and the maximizing action is a1. Whereas, node Y has a maximum expected utility
of:
MEU [Y,A = a] = max
a
[((0.2)(0.6) + (0.7)(0.4)),
((0.6)(0.6) + (0.2)(0.4))] = 0.44
(2.13)
and the maximizing action is a0. Hence inhibition of Y is the preferred decision in
order to maximize the expected utility.
The principle of maximum expected utility and the backward induction approach
have been discussed amply in the literature ([26], [25]). We proceed to use these
techniques in the plant MAPK network where the goal is to find important lever
genes that can be used to manipulate the global behavior of the defense response
network. We consider two important factors in the design of the utility function: the
first factor is the effect of the gene on the utility variable; and second, the fact that
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FIG. 2.4. Decision tree constructed from the influence diagram, illustrating the
process of selecting the most advantageous action for node X, using the backward
induction algorithm. Figure reprinted with permission from [137].
the effort involved in flipping a gene depends on its predisposition to be activated or
inactivated, given that other genes that influence it are in a certain state. A naïve way
to determine the best set of genes is to exhaustively score each possible combination
of genes and pick the set with the maximum utility. However, one can devise a
better algorithm by making use of the recursive nature of the computations for
determination of the utility value. The algorithm provided is a stepwise description
of our methodology that makes use of maximum expected utility to select points of
intervention in the genetic regulatory network.
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Algorithm Algorithm for selecting significant genes
Input: Bayesian network graph G, Nodes X1, X2, ..., Xn, conditional probabilities,
desired state of reporters
Output: Nodes, Control actions
State of nodes: 0 or 1
Define Utility function:
U(X, a) = u1(X, a)u2(X) (2.14)
. u1(X, a) is the utility obtained from taking an action ‘a’ that enables gene X
to induce the reporter node to be at the desired state.
. u2(X) is the utility associated with gene X being in a certain state, given that
it’s ancestors are in some predefined states.
Step 1: Calculate u2(X): Start at the top of graph G. For root nodes, u2 is the
marginal probability distribution. Store u2. Proceed one level down in the graph,
marginalize out parent node from child and parent’s joint probability distribution
to get u2 for the child node. Number of computations is reduced by using a
dynamic programming approach: u2 of parent node calculated in each iteration is
used in calculating child’s marginal in next iteration. Continue till all nodes are
exhausted.
Step 2: Calculate u1(X, a): Utility of each node in inducing desired state of re-
porter node. This is given by the conditional probability distribution of the re-
porter node conditioned on the states of each of the other nodes. Store u1 for each
node.
Step 3: Calculate U(X, a) for each node and action. Choose those nodes that
maximize the expected utility.
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2.4 MAPK Cascade in Plant Defense
Plants are immobile organisms that rely on their innate immunity to prevent
harmful microorganisms such as fungi, oomycetes, bacteria and viruses from invading
them and causing infectious diseases. Plant surface structures such as spines, thorns,
and trichomes form the first line of defense against potentially destructive organisms.
In addition to these constitutive defenses, plants also possess inducible defenses that
are triggered in response to attack. The plant immune system is composed of sen-
sors that can recognize microbial molecules such as chitin, lipopolysaccharides (LPS),
peptidoglycan, flagellin, elongation factor Tu (EF-Tu), etc., collectively termed as
Microbe-Associated Molecular Patterns (MAMPs) and respond accordingly by alter-
ing gene expression and metabolism to localize the invasion of the pathogen. These
sensors, or pattern recognition receptors (PRRs), are essentially receptor-like kinases
(RLKs) and receptor-like proteins (RLPs) that are in a rest state prior to ligand
binding. When certain microbial molecules bind to the PRRs, a number of down-
stream plant defense response genes are activated, and the phenomenon is known as
MAMP-triggered immunity [27].
Well-adapted microbial pathogens have developed mechanisms to elude detection
by RLKs, thereby evading the induction of primary defense responses. The secretion
system of bacteria plays a major role in this process. Molecules called effectors,
injected by the bacterial secretion system into the host plant cells are capable of
suppressing the primary defense response of plants [29]. Plants in turn have evolved
a secondary defense mechanism to defend themselves against such potent pathogens,
based on a class of specialized Resistance genes (R genes) that monitor the pathogen-
injected intracellular effectors and activate a cascade signaling that leads to defense
response.
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The eventual transcription of major plant defense genes is regulated by the Mi-
togen Activated Protein Kinase (MAPK) pathway. MAPKs are essentially phos-
phorylating enzymes. They are organized in protein complexes or modules. MAPK
pathways are highly conserved, and they are prime regulators of proliferation and
stress response in all eukaryotes. A MAPK cascade consists of a MAPKKK-MAPKK-
MAPK module. The compartmentalization of MAPK modules and targets of acti-
vated MAPKs brings specificity to MAPK signaling [31].
In this paper, we focus on the MAPK network and the genes involved in the
signaling cascade of the MAPK pathway specific to plant defense response. Though
high throughput arrays provide measurements for thousands of genes, interactions
among genes in small important networks are believed to have major impacts on
disease conditions, which is another reason why we focus on the MAPK subnetwork
of the plant defense response. We use a Bayesian network model of the MAPK
pathway and perform inference on this model as described in section 2 to update the
parameters of this model. The KEGG pathway database ([33], [32]) is a repository of
molecular interactions and serves as a gold standard for biological signaling pathways.
The structure of the MAP Kinase cascade, shown in Fig. 2.5, is obtained from the set
of plant-pathogen interactions reported in the KEGG database for the model plant
species Arabidopsis Thaliana.
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2.5 Simulations
In this section, we discuss the application of our method to select important points
of intervention in the plant defense response to pathogens. We specifically look at the
interaction of the plant Arabidopsis Thaliana with bacterial pathogens. Arabidopsis
is widely used as a model plant since it is easily manipulated, genetically tractable,
and a lot of knowledge is available about the behavior of the plant under various
stress conditions. We use experimental data obtained over multiple experiments and
deposited in the publicly accessible NCBI database [34]. The results obtained from
the application of our approach to these datasets are interpreted in a biologically
meaningful way.
2.5.1 Data Sets
We use real data sets to test the performance of our Bayesian network model.
Three gene expression series data sets GSE17464, GSE19109, and GSE18978 were
obtained from the NCBI GEO database. Each of these datasets contain gene expres-
sion data obtained from experiments where the Arabidopsis plant was exposed to
bacterial molecules and the gene expression changes induced by this stimulus were
measured using microarrays.
2.5.2 Bayesian Network Estimation
The Bayesian network graph of the plant-pathogen interaction pathway is as
shown in Fig. 2.5. The parameters that encode the probability distributions of nodes
in the network are shown in Fig. 2.6. The expression values of the nodes were
extracted from the datasets using R Bioconductor software [35] and discretized. The
datasets were pooled to generate the sequence of observations used to update the
parameters of the Bayesian Network.
25
FIG. 2.5. Structure of the Mitogen Activated Protein Kinase cascade. The cascade
culminates in the activation of plant defense response gene Pathogenesis-related pro-
tein 1 (PR1). Figure reprinted with permission from [137].
We ran simulations for analyzing the behavior of our model. Initially, we take
the prior for all nodes to be Beta(1, 1), which is a uniform distribution over the finite
interval [0, 1]. Such a prior provides equal weights to all possibilities in the parameter
space, and is hence noninformative. Using (6), we proceed to obtain the posterior
distribution by updating the prior with the gene expression data.
The expectations of the updated posterior probabilities are tabulated in Table 3.2.
Here, the means shown are the expected values of each state of each node conditioned
on each possible combination of states of its parent nodes. For instance, the expec-
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FIG. 2.6. Bayesian Network model illustrating the conditional dependencies in
our network. The parameters qA, qB|A etc. of the network are estimated using a
dynamic programming approach as described in the algorithm. Figure reprinted
with permission from [137].
tation value B1|A1 is calculated using (7) :
E(θB = 1|A = 1) =
α′B1|A1
α′B1|A1 + β
′
B1|A1
(2.15)
2.5.3 Selection of Points of Intervention
The Bayesian network and the conditional probability table associated with the
Bayesian network are used to select significant nodes in the network. Let us consider
that our goal is to achieve transcription of the defense response gene Pathogenesis-
related protein 1 (PR1). This is the leaf node of the network shown in Fig. 2.5.
Since we want PR1 (node I) to be in an activated state, we associate a utility value
of 0 with PR1 being in state 0. Then, for each node in the network, we use the
approach explained in section 3 to compute the expected utility value and select the
nodes with maximal expected utility to be the points of intervention. In this work,
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TABLE 2.2. The means of beta posterior conditional probability distributions.
Table reprinted with permission from [137].
Node Mean
A1 0.82
B1|A1 0.9
B1|A0 0.33
C1|B1 0.901
C1|B0 0.66
D1|B1 0.9
D1|B0 0.3
E1|D1C1 0.82
E1|D1C0 0.5
E1|D0C1 0.66
E1|D0C0 0.3
F1|D1B1 0.9
F1|D1B0 0.5
F1|D0B1 0.5
F1|D0B0 0.3
G1|E1 0.82
G1|E0 0.5
H1|F1 0.9
H1|F0 0.66
I1|G1H1 0.9
I1|G1H0 0.5
I1|G0H1 0.66
I1|G0H0 0.5
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we only consider single interventions. It is also possible to think of scenarios with
combinations of interventions. Fig. 2.7 is a graphical representation of the utility
obtained through distinct interventions at each of the nodes in the network with the
goal of maintaining the reporter node PR1 at 1. The first bar in the graph shows
the utility associated with activation of gene FLS2, and the second bar is the utility
obtained on inhibition of gene FLS2. The rest of the bars show utilities for each
of the other genes, on activation and inhibition. In this network, activation of the
network elements has more utility value than their inhibition, as seen from the graph.
FIG. 2.7. Bar graph illustrating the utility obtained by intervening with differ-
ent nodes in the network to achieve desired state of node representing the gene
Pathogenesis-related protein 1 (PR1). Figure reprinted with permission from [137].
2.5.4 Results and Discussion
The inference from the application of the gene selection algorithm is that WRKY25
is the most preferred node for intervention. WRKY25 belongs to the WRKY I group
of proteins. These proteins are involved in regulation of certain processes including
29
pathogen defense, and response to various stresses. WRKY25 is an important regu-
lator of biotic stress and is induced by salicylic acid. Recent studies have shown that
in Arabidosis thaliana WRKY25 and WRKY39 are positive regulators in thermotol-
erance [36]. Hence, WRKY25 is a potent point of intervention in the plant pathogen
response system. The second most significant point of intervention according to our
algorithm is MKK4. Indeed, this important member of the MAPK cascade is vital in
plant immunity, and over-expression of MKK4/5 has been seen to increase resistance
to powdery mildew in wild type Arabidopsis [37].
2.6 Concluding Remarks
MAPK cascade is an important point of convergence of abiotic and biotic stress
stimuli in plants. In this chapter, we developed a Bayesian network based approach
for modeling and inference of the MAP Kinase cascade in plants, which uses the
graph structure obtained from signaling pathways in the biology literature.
We demonstrated the integration of biological knowledge from the literature with
real gene expression data from the NCBI repository. Subsequently, we have made an
attempt to quantify the effect of a gene on another and used this influence as a tool to
drive the network behavior towards a desired output. Although the demonstration of
the working of our algorithm was carried out using gene expression data, the method
can work with other types of genomic or proteomic data or a combination of multiple
types of data. An important consideration in our approach is that biologists are
always looking for one crucial lever gene that can be manipulated in real experiments
rather than a bunch of genes that have some influence on the desired response, since
it is both time-consuming and expensive to test the effect of manipulation of multiple
genes on the gene network.
The approach presented in this chapter for selection of points of intervention
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can be applied to any Bayesian network that represents biological signaling in an
organism. The method is applicable to networks of any size provided there are
no cycles in the network. From the simulation results discussed above we see that
intervention with genes that have greater downstream effects are more likely to result
in global network changes. A variety of factors can be considered to score the gene
selection. The ease with which a gene can be maintained in a certain state given
the state of its parent genes is the most important factor, which we have considered
in the algorithm. Another possible factor could be the relative proximity between
the target and the manipulated gene in the genetic regulatory network. The central
idea here is that some ‘important’ genes have the potential to lead the network to a
certain desired state. This desired objective can be attained with lesser effort using
a properly chosen gene as compared to another gene which may not have as strong
an influence.
The gene selection algorithm proposed in this paper is sensitive to the structure of
the network. Incorrect connections in the network structure may lead to the selection
of genes that are not very influential in driving other genes. Combining multiple
sources of biological data may help in improving the robustness of the method.
We used a beta-binomial model for representing the interactions among nodes in
the MAPK pathway. However, as we mentioned earlier, it is possible to use other
parametric models which make use of nonconjugate priors in the modeling. For such
distributions, MCMC methods can be utilized to sample from the posterior distribu-
tions and obtain kernel density estimates. In cases where the form of the posterior is
unknown, algorithms such as the Metropolis Hastings algorithm can be employed in
addition to MCMC to obtain estimates of the posterior distribution. This study was
focused on learning one graph that corresponds to a specific condition for the genes.
However, it is also possible to analyze an ensemble of graphs that correspond to
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different diseased conditions, and compare such models to investigate critical nodes
that can be targeted for improving disease resistance. Further study is required to
analyze the development of such models. Integration of other types of genomic, pro-
teomic and sequencing data into the Bayesian network will also be explored in future
work. The formulation of utility functions that are custom-designed according to the
biological intervention being considered is another direction for future studies.
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3. TRANSCRIPTIONAL MODIFICATIONS IN Solanum lycopersicum DUE TO
COMBINED EFFECT OF DROUGHT AND PATHOGEN STRESS
3.1 Introduction
RNA-Seq technology has revolutionized the field of transcriptome analysis by
providing precise measurements of transcript levels in a high throughput manner.
RNA-Seq uses deep-sequencing technologies to list out all the different species of
transcripts and to quantify the changing expression levels under different experimen-
tal conditions (Tarazona, Garcia-Alcalde, Dopazo, Ferrer, & Conesa, 2011). When
compared to DNA microarrays, RNA-Seq has low background signal, high resolution
and higher sensitivity (Wang, Gerstein, & Snyder, 2009). RNA-Seq has the added ad-
vantage of unambiguously mapping DNA sequences to specific regions of the genome.
It also provides a large range of expression levels over which we can detect transcripts.
(Wang, et al., 2009). In this chapter, we discuss results obtained from computational
analysis of RNA sequences of the transcriptome of Solanum lycopersicum subjected
to multiple stress conditions. The sequences were obtained from Illumina sequencing
(Bennett, 2004) of RNA extracted from tomato plant samples.
Being sessile organisms, plants cannot use locomotion to defend themselves from
unfavorable conditions. Plants have developed innate defense mechanisms to detect
and respond to biotic stresses such as attack by herbivores and pathogens (Boari
& Malone, 1993; Bowles, 1990) and abiotic stresses such as drought (Holmstrom,
Mantyla, Wellin, & Mandal, 1996) and high salinity (Yamaguchi-Shinozaki & Shi-
nozaki, 1994). In fact, the plant signaling molecules that play key roles in plant
response to different kinds of stresses are characteristically different (Chinnusamy,
Schumaker, & Zhu, 2004; Glazebrook, 2001; Reymond, Weber, Damond, & Farmer,
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2000; Thomma, Penninckx, Cammue, & Broekaert, 2001). There have been multiple
studies aimed at investigating the characteristics of plant defense responses to com-
bined stress conditions that indicate plants exhibit specific responses that are differ-
ent at the molecular level while combating simultaneous stress conditions (Atkinson
& Urwin, 2012; Kunkel & Brooks, 2002; Suzuki, Rivero, Shulaev, Blumwald, & Mit-
tler, 2014). More interestingly, evidences suggest that plant responses to isolated
stress conditions cannot be used in inferring the responses to combined stress condi-
tions (Jones, Flowers, & Jones, 1989; Pandey, Ramegowda, & Senthil-Kumar, 2015;
Rejeb, Pastor, & Mauch-Mani, 2014). In other words, the principle of superposition,
typical of linear relationships, does not hold.
Drought is an important stress factor that affects the yield of plants by interfering
with their normal functioning (Farooq, Wahid, Kobayashi, Fujita, & Basra, 2009;
Morgan, 1984). There have been numerous studies (Easlon & Richards, 2009; Giunta,
Motzo, & Deidda, 1993; Taji et al., 2002) into the effects of drought in various plant
species, including tomato, which is a major food crop in many parts of the world.
Studies have revealed multiple gene transcriptions in tomato induced by water stress
that help the plant survive this unfavorable condition (Gong et al., 2010; Orellana
et al., 2010; X. Zhang et al., 2011).
Bactericera cockerelli (Sulc), a psyllid commonly found on potato and tomato
crops, is a serious pest that feeds on the phloem of tomato plants. It is also the vec-
tor of the bacterium ‘Candidatus Liberibacter Solanacearum’ (Crosslin, Lin, & Mun-
yaneza, 2011). Candidatus Liberibacter Solanacearum (Lso) is a phloem-restricted
gram negative bacterium that causes the Zebra Chip disease in potato (Brown,
Rehman, Rogan, Martin, & Idris, 2010; Garon-Tiznado et al., 2009; Munyaneza,
2012). A number of studies have been carried out to investigate the response of
tomato plants to psyllid herbivores (Liu, Johnson, & Trumble, 2006) and bacterial
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pathogens (Casteel, Hansen, Walling, & Paine, 2012; Li & Steffens, 2002; Pedley &
Martin, 2004). Transcriptomics can also be used to understand tri-trophic interac-
tions. The study of plant responses to psyllids and to psyllids and Lso revealed that
plants respond to these two challenges differently. In particular, when Lso is present,
plant response might be delayed (Ordom et al, in revision).
In nature, plants are confronted to a multitude of biotic and abiotic attackers.
Our interest is to study the response of tomato plants to a combinatorial stress
condition involving herbivory by Bactericera cockerelli, infection by Lso, and water
shortage.
3.2 Materials and Methods
3.2.1 Plant and Insect Material
Solanum lycopersicum cv. Money Maker (Thompson & Morgan) seeds were
planted in Sun Gro R©Metro-Mix 900 soil. Plants were grown under L16:D8 (light:dark)
cycles and were provided adequate water and fertilizer (Miracle-Gro R©Water Solu-
ble Tomato Plant Food, 24-8-16 NPK) following recommendations. Laboratory B.
cockerelli not harboring Lso (not infected) and harboring Lso (Lso-infected) were
maintained on S. lycopersicum cv. Money Maker in 14" X 14" X 24" insect cages
(BioQuip) at room temperature and a L16:D8 photoperiod. Diagnostic PCRs were
routinely performed regularly to test for Lso infection (Nachappa et al. 2012). No
psyllid from the uninfected colony tested positive for the presence of Lso, while on
average, over 90% of insects from the Lso-infected colony tested positive for Lso.
3.2.2 Treatments
Four-week-old plants were individually transplanted into 3.5-inch square pots
with dry soil and were subjected to one of two water treatments: (1) 200 mL wa-
ter weekly (control), or (2) 50 mL water weekly (water-stressed) (Huot and Tam-
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TABLE 3.1. Experimental Setup
Sample Water Regime Treatment
SCD-1 50ml Control
SCD-2 50ml Control
SCD-3 50ml Control
SPD-1 50ml Psyllid herbivory
SPD-2 50ml Psyllid herbivory
SPD-3 50ml Psyllid herbivory
SLD-1 50ml Lso post Psyllid herbivory
SLD-2 50ml Lso post Psyllid herbivory
SLD-3 50ml Lso post Psyllid herbivory
SCC-1 200ml Control
SCC-2 200ml Control
SCC-3 200ml Control
SPC-1 200ml Psyllid herbivory
SPC-2 200ml Psyllid herbivory
SPC-3 200ml Psyllid herbivory
SLC-1 200ml Lso post Psyllid herbivory
SLC-2 200ml Lso post Psyllid herbivory
SLC-3 200ml Lso post Psyllid herbivory
borindeguy, in revision). All experiments were conducted at room temperature (∼
23 ◦ C) under L16:D8 photoperiod. A week after the instauration of the water treat-
ment, plants were assigned to one of three psyllid treatments: (1) no insects, (2) 10
3rd instar nymphs from the uninfected colony, or (3) 10 3rd instar nymphs from the
Lso-infected colony. Insects were placed in organza pouches. Control plants were
mock-infested. One week after the infestation and two weeks after water treatment
instauration, the top-most fully expanded leaf was collected, flash-frozen and kept at
-80 C. In total there were six treatments (two water regime treatments and 3 insect
treatments), and three biological replicates per treatment (Table 3.1).
After leaflet collection, the leaf with the psyllids was removed and plants were kept
for three additional weeks and tested for Lso infection by diagnostic PCR as in (J.
Levy, A. Ravindran, D. Gross, C. Tamborindeguy, & E. Pierson, 2011). Forward and
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reverse primers targeting Lso 16S ribosomal RNA gene were used for Lso detection
(P. Nachappa, Levy, Pierson, & Tamborindeguy, 2011) and primers targeting tomato
elongation factor 1 (EF1) (Punya Nachappa, Levy, Pierson, & Tamborindeguy, 2014)
were used as internal control.
3.2.3 RNA Extraction
RNA was purified using Trizol (Thermo Fisher Scientific) following the manufac-
turer’s instructions. DNA contamination was removed using TURBO DNA-freeTM
Kit (Life Technologies, Carlsbad, CA). The 18 samples were submitted to the AgriL-
ife Genomic and Bioinformatic Center. Libraries were made following the TruSeq
RNA sample preparation protocol. Sequencing of libraries was performed using three
lanes of the Illumina SE 110 bp using the HiSeq 2500 platform. We use computa-
tional tools to analyze genes that are differentially expressed under different stress
conditions, and signaling pathways that are significantly enriched, in order to under-
stand transcriptional modifications resulting from this mixture of stress conditions
in tomato.
3.2.4 Gene Expression Quantification
RNA-Seq reads were obtained through Illumina sequencing of 18 different library
samples. The sample descriptions are as provided in Table 3.1.
RNAseq reads were mapped to the Solanum lycospersicum genome version 2.5
(Solgenomics) using Tophat2 (Trapnell et al., 2009) with standard parameters. The
bam files obtained from this mapping were used to count the number of reads belong-
ing to each gene of Solanum lycopersicum using the SummarizeOverlaps feature of
the Genomic Alignments software package (Lawrence et al., 2013) in R (Team, 2014).
Finally, the DESeq2 software package, was used to compute differential expression.
(Love, Huber, & Anders, 2014).
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3.2.5 Data Analysis
Differential gene expression analysis was carried out using the DESeq2 Biocon-
ductor package in R (Anders & Huber, 2010; Love, et al., 2014). We performed the
following comparisons among treatments: Control vs Drought, Control vs Bactericera
cockerelli, Bactericera cockerelli vs Bactericera cockerelli plus Drought, Control vs
Bactericera cockerelli plus Lso, and Lso plus Bactericera cockerelli vs Lso plus Bac-
tericera cockerelli plus Drought. DESeq2 fits a generalized linear model (GLM) to
the data, where a negative binomial distribution is used to model the counts per
gene and sample. Wald test (Kodde & Palm, 1986) was performed to determine the
statistical significance of the differences in gene expression. Genes were taken to be
differentially expressed if the p-value was found to be <= 0.05 (after implementing
Bonferroni correction) and a log2-fold change <= -1 or >= 1.
3.2.6 GO Term Enrichment Analysis
We used the EnrichmentBrowser package in R (Geistlinger, Csaba, & Zimmer,
2016), augmented with in-house R scripts, to identify enriched gene ontology (GO)
terms and Kyoto Encyclopedia of Genes and Genomes (KEGG) gene sets in the set
of differentially expressed genes obtained under different experimental conditions.
3.3 Results
Through Illumina Sequencing, we obtained about 1.9 billion reads with an average
read length of 96 base pairs. About 85.23% of the raw reads were successfully mapped
to the tomato genome using Tophat2. Each condition in the experimental setup was
represented by three biological replicates, resulting in a total of eighteen samples.
Table 3.2 provides a summary of the sequenced reads for the various samples and
the reads that were mapped to the tomato genome. Here, SCD-1 refers to Solanum
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TABLE 3.2. Number of Reads Sequenced and Mapped with TopHat2
Sample Sequenced reads Uniquely mapped reads Multiple mappings Alignment rate
SCD-1 9461487 7950880 205194 86.2
SCD-2 8990862 7537957 220316 86.3
SCD-3 9799054 8143014 213927 85.3
SPD-1 9033976 7732586 197445 87.8
SPD-2 10951863 9353556 256857 87.8
SPD-3 11944446 10189364 294604 87.8
SLD-1 10765031 8308824 206923 79.1
SLD-2 9860230 7927115 198675 82.4
SLD-3 11128390 9121668 261289 84.3
SCC-1 8405996 6815428 173284 83.1
SCC-2 10974756 8976640 221305 83.8
SCC-3 9212089 7493711 281455 84.4
SPC-1 13431753 10980919 286688 83.9
SPC-2 14644454 12607231 342516 88.4
SPC-3 12642467 10718418 268584 86.9
SLC-1 11447923 9458807 243414 84.8
SLC-2 10822254 9051711 219217 85.7
SLC-3 8719671 7332567 186401 86.2
lycopersicum sample under Control condition (Lso-negative), under Drought (50
ml water regime), while SCD-2 refers to a replicate of the sample under the same
conditions, and so on. Table 3.1 provides descriptions of all eighteen samples used
in the study.
3.3.1 Differential Expression of S. lycopersicum Genes in Response to Psyllid
Herbivory Preceded by Exposure to Drought
A comprehensive analysis revealed that, out of 24149 genes with nonzero read
count, 379 genes were up-regulated and 322 were down-regulated. Further analysis
revealed that, among the up-regulated genes, about 34% of the genes were found to
be associated with GO terms in the the Molecular Function class, 41% were associ-
ated with GO terms in the Biological Process class, and 25% belong to the Cellular
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Component class. When the tomato plants were sufficiently watered, psyllid her-
bivory conditions led to up-regulation of a number of genes such as Thaumatin-like
protein, Polygalacturanose inhibitor protein and Leucine-rich repeat receptor-like
protein kinase PEPR2, which are involved in plant defense (Datta et al., 1999; Roux
et al., 2011). Genes down-regulated under psyllid herbivory (SPC vs SCC) include
Urea active transporter-like protein, Kunitz trypsin inhibitor, associated with her-
bivore defense in poplar (Major and Constabel 2008), Chitinase-like protein, associ-
ated with altering root structure in response to environmental conditions (Fujimoto,
Ohta, Usui, Shinshi, & Ohme-Takagi, 2000; Hermans, Porco, Verbruggen, & Bush,
2010; Major & Constabel, 2008), Ethylene-responsive transcription factor 2 (ERF2),
involved in disease resistance pathways (Fujimoto, Ohta et al. 2000).
Differential expression analysis of the combined stress condition involving water
shortage and psyllid herbivory (SPD vs SPC) revealed 10% more genes up-regulated
as compared to the previous condition. Among the differentially expressed genes,
418 were up-regulated and 305 were down-regulated. Among the up-regulated genes,
about 34% of the genes belong to the Molecular Function class, 49% belong to the Bi-
ological Process class, and 17% belong to the Cellular Component class. A summary
of the up-regulated genes and their functions is provided in Table 3. Interestingly,
some of the genes down-regulated in the combined stress condition are linked to
plant defense to insect pathogens, such as Leucine-rich repeat receptor-like protein
kinase PEPR2 (Roux, Schwessinger et al. 2011), Xylanase inhibitor, implicated in
defense response in wheat (Igawa et al., 2004), Chitinase, associated with plant de-
fense against insect pathogens (Ding et al., 1998), and NPR1-like protein, associated
with Salicylic acid (SA) - mediated disease resistance (Fan & Dong, 2002).
40
3.3.2 Differential Expression of S. lycopersicum Genes in Response to Lso
Infection and Psyllid Herbivory Preceded by Exposure to Drought
When the tomato plants were provided sufficient water, Lso bacterial infestation
post psyllid herbivory (SLC vs SCC) resulted in the up-regulation of 282 genes and
down-regulation of 335 genes out of a total of 24168 genes. Among the up-regulated
genes, about 39% of the genes belong to the Molecular Function class, 44% belong to
the Biological Process class, and 17% belong to the Cellular Component class. Up-
regulated genes include BZIP Transcription family protein, associated with DNA
binding (Izawa, Foster, & Chua, 1993), Pectate lyase, associated with disease re-
sistance to pathogens (Vorwerk, Somerville, & Somerville, 2004), Protein BREVIS
RADIX, involved in response to Abscisic Acid (ABA) (Rodrigues et al., 2009), and
RLK, receptor like protein, a putative resistance protein with an antifungal domain
(Shiu & Bleecker, 2001). Down-regulated genes include Kunitz trypsin inhibitor,
Major allergen Mal d 1, associated with defense response to biotic stimulus, Cathep-
sin B-like cysteine proteinase, associated with intracellular protein degradation, and
JAZ (Jasmonate ZIM-domain protein), associated with response to insect attack in
plants (Chung et al., 2008).
In the case where the tomato plants were subjected to all the stresses (ie., water
shortage and Lso infection post psyllid herbivory), out of 24028 genes with nonzero
read count, a total of 683 genes were found to be significantly differentially expressed.
Among these, 314 genes were up-regulated under the combined condition (SLD) and
369 were down-regulated. Among the up-regulated genes, about 24% of the genes
belong to the Molecular Function class, 52% belong to the Biological Process class,
and 24% belong to the Cellular Component class. Genes up-regulated under the
combined stress condition were Beta-1,3-glucanase, associated with abiotic stress re-
41
sponse and pathogenesis-related family of proteins (Wu & Bradford, 2003) , Aspartic
proteinase-2, associated with digestive elements in pitcher fluids of carnivorous plants
(An, Fukusaki, & Kobayashi, 2002), Flavanone 3-hydroxylase, known to be involved
in the flavonoid biosynthetic process (Shen et al., 2006), Calcium-dependent protein
kinase 2, associated with plant defense response (Romeis, Ludwig, Martin, & Jones,
2001), Polygalacturonase-like protein associated with cell wall biogenesis/ degrada-
tion (Roux, Schwessinger et al. 2011), Water-stress inducible protein 3, associated
with response to water stress (Shinozaki & Yamaguchi-Shinozaki, 1997).
Genes down-regulated under the drought combination include WRKY78, associ-
ated with stem elongation and seed development in Oryza sativa (C.-Q. Zhang et al.,
2011) , Cc-nbs-llr, associated with pathogen recognition in plants (Meyers, Kozik,
Griego, Kuang, & Michelmore, 2003), Necrotic spotted lesions 1, associated with neg-
ative regulation of SA-mediated defense response (Noutoshi et al., 2006), Subtilisin-
like protease, associated with seed coat development (Tanaka et al., 2001), AP2-like
ethylene-responsive transcription factor, associated with regulation of seed germina-
tion and response to stress (Licausi, OhmeâĂŘTakagi, & Perata, 2013), Aquaporin
1, involved in water channel transport (Murata, Mitsuoka, Hirai, & Walz, 2000),
CBL-interacting protein kinase 9, associated with calcium-dependent signal trans-
duction (Kolukisaoglu, Weinl, Blazevic, Batistic, & Kudla, 2004), and BEL1-like
homeodomain protein 1, associated with response to abscisic acid (Dachan Kim et
al., 2013).
3.3.3 Significant Pathways Associated with the Transcriptional Modifications
We also looked into the signal transduction pathways in which the differentially
expressed genes under different stress conditions are involved. Studies have revealed
that pathway-based analysis of gene expression data provides more reliable and in-
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terpretable results as compared to gene expression data. Overall, a number of genes
involved were found to be associated with ‘Plant hormone signal transduction’ and
‘Biosynthesis of amino acids’ pathways.
3.3.3.1 Pathways enriched due to psyllid herbivory
We were able to map 1359 of the genes that were differentially expressed due
to herbivory by B. cockerelli under sufficient water (SPC) conditions to 27 different
metabolic pathways belonging to the S. lycopersicum species using Over Represen-
tation Analysis. The most highly enriched pathways are ‘Photosynthesis’ with 8
differentially regulated genes, ‘Carbon fixation in photosynthetic organisms’ with 11
genes, and ‘Nitrogen metabolism’ with 5 genes. A list of top 10 metabolic pathways
possibly regulated by B. cokerelli herbivory is presented in Fig. 3.3. The tables also
include the KEGG (Kyoto Encyclopedia of Genes and Genomes) pathway identifier
for each enriched pathway. Among plants affected by psyllid herbivory, plants un-
der insufficient water conditions (SPD) showed enrichment in 31 different metabolic
pathways. The highest enriched pathways are ‘Phenylpropanoid biosynthesis’ with
12 differentially regulated genes, ‘Arginine biosynthesis’ with 6 genes, and ‘Cutin,
suberine and wax biosynthesis’ with 4 genes.
3.3.3.2 Pathways enriched due to Lso infection post psyllid herbivory
Plants under sufficient water conditions that were infected by Lso post pysllid her-
bivory (SLC) revealed enrichment in 26 different meatbolic pathways. The highest
enriched pathways are ‘Glutathione metabolism’ with 11 genes, ‘Cutin, suberine and
wax biosynthesis’ with 5 genes, ‘Linoleic acid metabolism’ with 3 genes and ‘Pentose
and glucuronate interconversions’ with 6 genes. Among tomato plants affected by
Lso infection post psyllid herbivory, plants under water shortage (SLD) showed en-
richment in 24 metabolic pathways. The highly enriched pathways are ‘Linoleic acid
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metabolism’, ‘Biotin metabolism’, ‘Flavonoid Biosynthesis’ and ‘Zeatin biosynthesis’.
3.3.3.3 GO terms enriched
The transcripts were also subjected to gene ontology (GO) analysis. Under condi-
tions of psyllid herbivory (SPC vs SCC), some of the GO terms enriched were lyase ac-
tivity (GO:0016829), oxygen binding (GO: 0019825), ATPase activity (GO:0042626),
glutathione transferase activity (GO:0004364), Response to biotic stimulus (GO:
0009607), structural constituent of cell wall (GO:0005199), auxin eﬄux transmem-
brane transporter activity (GO:0010329), cell wall (GO:0005618), DNA binding
(GO:0003677). Under conditions of psyllid herbivory combined with drought (SPD
vs SPC), GO terms were found to be associated with Response to biotic stimu-
lus (GO: 0009607), Amino acid transmembrane transporter activity (GO:0015171),
transmembrane receptor protein serine/threonine kinase activity (GO:0004675), oxy-
gen binding (GO:0019825) and glutathione transferase activity (GO:0004364).
Under conditions of bacterial infestation and psyllid herbivory (SLC vs SCC),
GO terms enriched were lyase activity (GO:0016829), lipid binding(GO:0008289),
glutathione transferase activity (GO:0004364), oxygen binding (GO: 0019825), car-
bohydrate binding (GO:0030246). Under conditions of bacterial infestation and
psyllid herbivory combined with drought (SLD vs SLC), GO terms were found
to be associated with transferase activity (GO:0016740), low-affinity nitrate trans-
membrane transporter acitivity (GO:0080054), Carbohydrate binding (GO:0030246),
cell wall (GO:0005618), Transcription factor activity (GO:0003700), oxygen bind-
ing (GO: 0019825), transmembrane receptor protein serine/threonine kinase activity
(GO:0004675). The top 10 enriched GO terms under each of the stress conditions is
provided in Fig. 3.4.
44
3.4 Discussion
Though plants are immobile, they have developed innate defense mechanisms to
protect themselves from harmful interactions with herbivores, parasites, and adverse
environmental conditions such as heat, drought, salinity, etc. In fact, studies suggest
that the efficiency of this innate resistance to stress can be improved by subjecting the
plant to milder stress conditions before exposing the plant to acute stress conditions.
For instance, it was observed that plants exposed to cold and drought stress exhibited
stronger resistance when they had been previously subjected to the same kind of
stresses, a phenomenon referred to as acclimation (Hussain, 2011; Ramegowda et al.,
2013).
Prior exposure to biotic stresses was also seen to result in stronger defense re-
sponse when the plants were subsequently exposed to pathogens, (Conrath et al.,
2006; Conrath, Beckers, Langenbach, & Jaskiewicz, 2015). Prior infection due to
pathogens or treatments with other compounds has been shown to improve defense
against subsequent pathogen attack by potentiating SA defense signaling (Kohler,
Schwindling, & Conrath, 2002).
Inferences from the studies on acclimation in plants (Conrath, et al., 2006; Con-
rath, et al., 2015) suggest that the interaction between biotic and abiotic stresses
may lead to enhancing resistance in some cases and reduced resistance in other
cases. Drought acclimation in tomato has been reported to enhance resistance to the
fungus Botrytis cinerea (Ramegowda, et al., 2013), whereas exposure to some abi-
otic stresses were found to have negative impacts on tomato plant defense response
to pathogens (Ramegowda & Senthil-Kumar, 2015). In any case, the response of
tomato plants to pathogen infection after exposure to abiotic stress conditions is not
completely understood.
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Research on plant response to combined stress situations (Achuo, Prinsen, &
Hofte, 2006; McElrone & Forseth, 2004; Olson, Pataky, D’arcy, & Ford, 1990; Xu
& Zhou, 2008) suggests that the result of the interactions depend upon the severity
of each stress. For instance, plants subjected to mild drought stress conditions acti-
vate the basal defense response which facilitates them to show improved resistance to
pathogen infection, whereas acute conditions of water shortage cause depletion of cel-
lular nutrients leading to diminished protection against pathogens (Achuo, Prinsen,
& Hofte, 2006). One of the purported reasons for stress tolerance due to acclimation
or priming is the inherent capacity of plants to tailor response mechanisms based on
stress specificity. Contrarily, plants could become susceptible to certain stresses due
to the potential aggravation of damage caused by one stress.
The main goals of our study were to characterize transcriptomic changes of S.
lycopersicum in response to phloem-feeding psyllids, and infection by the bacteria
Lso, and to investigate how these responses are modified when the plants had been
previously exposed to conditions of water shortage. Transcriptomic analysis of RNA
sequences of samples under the different experimental conditions resulted in the
detection of a large number of genes differentially regulated under these conditions,
as shown in Fig. 3.1.
3.4.1 Psyllid Herbivory Leads to Widespread Transcriptomic Changes in Tomato
Herbivory of the phleom-feeding psyllid B. cockerelli led to extensive reprogram-
ming in the transcriptome. This is seen in the large number of differentially expressed
genes obtained in the psyllid herbivory cases as compared to just the drought condi-
tions. In each case, the control samples were compared to the corresponding treat-
ment samples. Genes identified in our study include transcription factors such as
MYBs, BHLH, BZIP etc. and calcium sensors, kinases, calmodulin-binding chaper-
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FIG. 3.1. Number of differentially expressed genes under the different experimental
conditions.
onins, etc., many of which have previously been implicated, in defense response to
biotic stresses including insect herbivory. The top 15 genes differentially expressed
under psllid herbivory along with the log fold change and their functional description
are tabulated in Fig. 3.5.
3.4.2 The Defense Response Elicited by Lso+psyllid Infection Has Overlaps with
Response to Psyllid Herbivory
Lso is known to cause Zebra chip, a serious disease in potato and tomato crops
(Julien Levy, Aravind Ravindran, Dennis Gross, Cecilia Tamborindeguy, & Elizabeth
Pierson, 2011; Munyaneza, 2012). Plant responses to the combined stress caused by
B. cockerelli herbivory and Lso are complex and the data presented here suggest that
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the combined stress condition leads to regulation of multiple genes associated with
plant responses to both psyllid herbivory and bacterial infection.
We found a large number of genes that were similarly regulated in the samples
subjected to psyllid herbivory and in samples infected with Lso infection post psyllid
herbivory. Fig. 3.2 is an illustration of the overlaps between differentially regulated
genes under the two stress situations. Fig. 3.2 a) shows the overlap among up-
regulated genes, while 2 b) shows the overlap among down-regulated genes.
FIG. 3.2. Overlap among genes differentially expressed under psyllid herbivory and
Lso infestation post psyllid herbivory. a) Overlap among up-regulated genes. b)
Overlap among down-regulated genes.
Despite the similarities, some of the plant defenses regulated by JA (Jasmonic
Acid) and SA (Salicylic Acid) seem to be suppressed under Lso infection. Certain
known defense genes such as PR1, JAZ1, JAZ3 were significantly down-regulated in
the Lso infected samples, but not in samples infected by psyllid herbivory alone.
Collectively, these data indicate that plants exhibit tailored responses to biotic
stress stimuli and a number of these responses have overlapping components. How-
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ever, the presence of drought leads to excessive complications in the responses of the
tomato plant to different stresses, as discussed in the following paragraphs.
3.4.3 Plant Responses to Pathogen Infection + Drought Indicate Cross-talk
between Pathways
Drought is known to be a major detrimental factor that inhibits plant growth
and development. Though the observed responses of S. lycopersicum to combination
of drought and psyllid herbivory (SPD vs SPC) had some overlap with the response
to drought stress alone (SCD vs SCC), the major quantity of the genes differentially
expressed in SPD vs SPC are unique to the combined stress situation.
Both the comparisons between SPD vs SPC and SCD vs SCC expressed signifi-
cant up-regulation of HD-ZIP (Homeobox leucine zipper protein), HSP (Heat shock
protein) and MYB transcripts, all of which are involved in plant defense response
to abiotic stress stimuli (Sreenivasulu, Sopory, & Kishor, 2007). However, a large
collection of genes differentially regulated in SPD vs SPC are absent in genes reg-
ulated by drought alone. In particular, a number of transcripts belonging to ABC
transporter family and WRKY transcription factors are significantly up-regulated,
uniquely in the combined stress condition. Transcripts related to Cold acclimation
WCOR, Disease resistance response, Calcium/proton exchange, were also found to
be characteristically up regulated in the combined stress condition. Similar behav-
ior was observed for samples infected by Lso infection post psyllid herbivory when
compared to drought samples.
Hence, our analyses indicate that conditions of water shortage in combination
with other biotic stresses lead to extensive transformation in the transcriptome of
tomato plants, unique to the combined stress situation.
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3.5 Conclusions
Changing climatic conditions and the ever-growing population are affecting coun-
tries that depend on agriculture. Biotic and abiotic stress conditions lead to decrease
in crop yields (Suzuki, et al., 2014). Amongst abiotic factors, water shortage affects
the plant’s capacity to produce food grains (Gallagher, Biscoe, & Hunter, 1976). Bi-
otic stress factors such as insect herbivory and bacterial and fungal infestation lead
to plant diseases and lowering quality of food crops (Oerke, 2006).
It has been observed that the characteristics of the applied stress determine the
plant response to a large extent. In order to combat these harmful effects, it is
imperative that we engineer plants with improved resistance. Identifying molecular
factors that can confer desirable qualities is therefore essential. Comparative analysis
of plant transcriptomes under different stress conditions is a highly useful tool in
understanding plant responses to stress at the molecular level.
The main goal of this study was to get an understanding of the transcriptomic
changes occurring in Solanum lycopersicum when subjected to psyllid herbivory of
Bactericera cockerelli and bacterial infection of Lso under two different watering
regimes. We identified differentially expressed transcripts under combined stress
conditions and under single stress conditions.
We observed that plant responses to combined stress situations are vastly dif-
ferent from stress responses to individual stresses even though stresses of the same
type were applied. Thus, this study underlines the importance of studying responses
under combined stress conditions. Stress responsive genes that were discovered from
this study will be useful in acquiring more cognition about drought stress responses in
tomato plants. The transcripts identified from combined stress conditions of drought
and Lso infection post psyllid herbivory can be used to engineer tolerance in plants
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against these harmful pathogens in the presence of water shortage. Future experi-
ments will be directed at carrying out combinatorial mutant studies involving some
of the genes identified from the differential gene expression studies here.
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FIG. 3.3. Putative Metabolic pathways involved in plant response to psyllid her-
bivory.
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FIG. 3.4. GO terms enriched under different stress conditions.
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FIG. 3.5. Significant genes differentially expressed under psyllid herbivory along
with their functional description and log2 fold change values.
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4. ANALYSIS OF THE EFFECT OF METFORMIN ON CELLS USING
HIGH-CONTENT EPIFLUORESCENT IMAGING DATA∗
4.1 Introduction
Metformin, an FDA-approved biguanide, is known to reduce levels of circulating
glucose and is widely used for the treatment of diabetes mellitus. Epidemiological
studies of cancer patients with diabetes [124] led to the initial indication that met-
formin may be associated with reduced cancer-related mortality. Subsequently, a
number of in vitro and in vivo studies on cancer cells have reported a negative asso-
ciation between cancer risk and the use of metformin [125], [126]. As a result, there
has been an increasing effort to understand the mechanism of action of metformin
in an attempt to reposition the drug for the treatment of cancer.
The effects of metformin on diabetic patients diagnosed with colorectal cancer
was studied in [127] by means of survival analysis. Data pertaining to 595 patients
diagnosed with both colorectal cancer and diabetes mellitus were analyzed, and met-
formin use was found to be associated with decreased colorectal cancer specific mor-
tality. A population-based cohort study in [128] also connected metformin use with
reduced colon cancer risk. Consequently, metformin is being debated for use as a
prophylactic agent for colon cancer.
The anti-cancer effect of metformin has in part been attributed to its up-regulation
of Adenosine Monophosphate (AMP) activated protein kinase activity [129], [130].
Studies have suggested that the activation of AMPK by metformin further leads to
∗Parts of this section are reprinted with permission from “Epifluorescent imaging study of the
effect of anti-diabetic drug metformin on colorectal cancer cell lines in vitro" by Venkatasubramani
P, Sima C, Hua J, Cypert M, Bittner M, Datta A, 2017. Journal of Cancer Research & Therapy,
volume 5, no. 4, pages 19 - 23, ISSN 2052-4994. c©2017 Venkatasubramani P, et al. Published by
NobleResearch Publishers. http://dx.doi.org/10.14312/2052-4994.2017-4.
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inhibition of mammalian Target of Rapamycin (mTOR) in breast cancer cells [131].
A study on the effect of metformin in breast cancer cell lines reported dose-
dependent reduction in cell proliferation in cell lines MCF-7 and MCF-10A [130].
As per this study, metformin in concentrations of 2.5-20 mM led to a reduction of
about 40-70% in cellular proliferation of cancer cells after exposure for 72 hours.
(Cell proliferation measurement in [130] was carried out by calculating percentage
reduction in the intensity of Alamar Blue dye at the end of the experiment.)
A follow-up of the study conducted in [130] reported that the use of metformin led
to reduction in global protein synthesis and also decreased cap-dependent translation
in Mouse Embryonic Fibroblasts (MEFs) [131]. The major cause of these effects of
metformin was reported to be its inhibition of mTOR. Exposure to Metformin for 72
hours in doses of 20 mM were reported to inhibit the growth of TSC2+/+ (tuberous
sclerosis complex 2) MEFs by 53% as compared to the control samples. (MEFs were
stained with crystal violet, which was eluted with acetic acid, and light absorption
levels of the supernatant was measured for each sample at 570 nm to determine
growth in cells.)
Many such studies correlated the use of metformin with better prognosis for
cancer patients because of the observed reduction in cellular proliferation. While a
number of experiments performed in these studies [130], [131] showed a reduction in
the total number of cells on treatment with metformin, there is a lot of variance in
the amount of reduction observed. Furthermore, it is not clear if the use of metformin
killed cancer cells or retarded the growth of cells in the cancerous cell lines, since the
conventional cell death assays only provide snapshots of cellular proliferation at the
initial and final time points of the experiment.
In order to capture the full dynamics of the system over an extended period of
time, multiple assays need to be produced under identical conditions at different time
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points by extracting analytes at each time point from a different cell population. In
order to circumvent this cumbersome procedure, a transcriptional fluorescent imaging
technique is utilized to directly follow the death of a set of cells over time in the
current study.
Fluorescent reporters have long been used for temporal studies in experimental
biology in order to study transcriptional activities of cells. In this study, a stream of
images of a particular population of cells is acquired from the beginning to the end
of the experiment at different closely spaced time points. These images are processed
to obtain time course data that contains details about cellular activities during the
course of the experiment. This data is processed and visualized in order to attain a
deeper understanding of the dynamics at the cellular level.
To track cell death caused by treatment with metformin, colon cancer cells were
stained with CellTox green dye (details explained in the Materials and Methods
section), which preferentially stains dead cell DNA when cell membrane integrity
is compromised, producing a nucleus specific, bright green fluorescent signal. The
fluorescent signals generated in the experiment were tracked by repeatedly capturing
images of the same sites and then scoring cell life and death so as to quantify cell
death at different time points over a period of 37 hours.
4.2 Materials and Methods
4.2.1 High-content Epifluorescent Imaging
A single assay in our experimental setup consists of epifluorescent imaging of a
spot at the bottom in a 384-well plate, thus generating an image of the cells in that
region ( 200 to 300 cells) bearing fluorescent reporters. ImageXpress Micro XLS
High-Content Imaging System (Molecular Devices, LLC) was used to capture the
time lapse fluorescent image data from cells in multi-well plates. For studying cell
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death, fluorescent images are extracted as two-color image sets with a blue channel
image for the nuclei and a green channel image for the fluorescent CellTox Green
reporter. When cell death occurs and the cell membrane collapses, the CellTox
Green dye stains the dead cell DNA with fluorescent green color.
4.2.2 Quantification of Cell Death from Images
Visual examination of images may provide some indication of the extent of cell
death at a particular imaging site, but advanced image processing procedures fol-
lowed by efficient data summarization help in acquiring reliable estimates of cell
death occurring throughout the experiment. In order to assess the amount of cell
death caused by metformin, certain morphological features of the cell are used to
label a cell as dead or alive. Primary among these features is disruption of the cell
membrane, at which time the CellTox Green dye enters the cell and binds to the
DNA. Additionally, pyknosis, (condensation of chromatin in the nucleus) which can
be detected on the nuclear channel of the images, is another key feature of cell death.
The image-processing pipeline detailed in [132] establishes thresholds for nuclear size
and intensity of the dye in the nucleus in order to detect cell membrane collapse, and
these thresholds are used to count the number of dead cells in the images at various
sites in the well. The percentage cell death is then calculated as: % Cell death =
number of dead cells / total number of cells x 100.
4.2.3 Statistical Analysis
Percentage cell death at each imaging site for the different doses of metformin
were tested for statistical significance. Statistical analysis was performed using the t-
test with R software, version 3.2.2 (R Foundation for Statistical Computing, Vienna,
Austria) [133]. P<0.05 was considered to indicate a statistically significant difference.
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4.2.4 Cell Lines and Treatments
Cell lines HCT116 and SW480 were plated at a density of 6000 cells/well in 30
µl/well of Imaging Media (IM) on one 384-well microtiter plate (Greiner Bio-One
781 09x) pre-coated with 10 g/ml Rat Tail Collagen Type I (BD Biosciences 354249)
and washed 3X with sterile 1X PBS without calcium and magnesium. IM consists
of 70% M-199 (Thermo Fisher Scientific, 11825015), 30% RPMI-1640 (11875085)
supplemented with 10% FBS (16000044), 11 mM D-glucose (A2494001), 20 mM
HEPES (15630080) and 20 mM GlutaMax (35050061). Nuclei of the cells were
stained with Vybrant DyeCycleViolet live-cell nuclear stain (ThermoFisher Scientific)
diluted 1:15,000. The cells were allowed to attach to the surface of the plate by
incubating at 37◦C with 5% CO2 for 6 hours.
After taking images of cells at the first baseline time point before treatment,
the cells were treated with 5 mM, 10 mM, 15 mM, and 20 mM concentrations of
Metformin diluted in IM or left untreated as control. Images of each well were taken
every hour up to 36 hours using the High-Content Imaging System.
4.3 Materials and Methods
4.3.1 High-content Epifluorescent Imaging
ImageXpress Micro XLS High-Content Imaging System (Molecular Devices, LLC)
was used to capture time lapse fluorescent image data from cells in multi-well plates.
Cell-level dynamics extracted from images of wells were used to quantify live and
dead cells using a combination of advanced image processing techniques and data
representation methods [132].
A fluorescent protein based promoter-reporter technology was adapted for mon-
itoring gene expression patterns for a set of genes. Whenever the gene of interest
is transcribed, the reporter will also be transcribed (and translated), so that the
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expression level of the gene of interest can be detected by measuring the intensity of
fluorescence of the fluorescent protein.
This state-of the-art imaging technology was used to follow changes in mRNA
promoter transcriptional activity of multiple reporters in parallel. The samples were
taken at 3 different imaging sites within each well. The relative transcriptional activ-
ity of genes is illustrated using bar plots, which facilitates summarized representation
of multiple gene activities over a long period of time.
4.3.2 Cell Lines and Treatments
Cell lines HCT116 and SW480 permanently expressing fluorescent promoter re-
porters IL6 eGFP, NFKB1 eGFP and MAP1LC3A eGFP were previously created
using a lentiviral expression system based on pLenti6/V5-DEST Gateway Vector
platform (ThermoFisher Scientific, V496-10). Cells of each type were plated at a
density of 6000 cells/well in 30 l/well of Imaging Media (IM) on one 384-well mi-
crotiter plate (Greiner Bio-One 781 09x) pre-coated with 10 µg/ml Rat Tail Collagen
Type I (BD Biosciences 354249) and washed 3X with sterile 1X PBS without cal-
cium andÂămagnesium. Nuclei of the cells were stained with Vybrant R©DyeCycle
Violet live-cell nuclear stain (ThermoFisher Scientific) diluted 1:15,000. The cells
were allowed to attach to the surface of the plate by incubating at 37◦C with 5%
CO2 for 6 hours. After taking images of cells at the first baseline time point before
treatment, the cells were treated with 5 mM, 10 mM, 15 mM and 20 mM concen-
trations of Metformin diluted in IM or left untreated as control. Images of each well
where taken every hour up to 36 hours using the High-Content Imaging System.
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4.4 Results
4.4.1 Metformin Does Not Cause Significant Cell Death in Colon Cancer Cell
Lines In Vitro
We examined the effect of metformin on cell death in colon cancer cell lines
HCT116 and SW480 through high content epifluorescent imaging. Fig. 4.1 shows a
continuous summarized representation of percentage cell death measured on exposure
of colon cancer cell lines to metformin over a period of 37 hours. Met5, Met10,
Met15 and Met20 correspond to 5mM, 10mM, 15mM and 20mM doses of metformin,
respectively. The percentage cell death values shown are means of cell death values
calculated at different imaging sites for each treatment condition. As seen from Fig.
4.1 a), in cell line HCT116, an increase of about 20% in cell death was observed on
average at certain time points on exposure to metformin, but continuous increase
was not sustained through the experiment. Fig. 4.1 b) shows that relative to the
control, metformin caused no significant increase in cell death in the cell line SW480.
Fig. 4.2 shows the cell death percentage at the different doses and at 4 different time
points (24h, 28h, 32h, 36h) in the HCT116 cell line, relative to the control. Cells
were treated with 5-20 mM metformin for 37 hours, and percentage cell death was
quantified as outlined in the Materials and Methods. Results are given as means ±
Standard Error for 9 replicate determinations at 4 different imaging sites for each
treatment, and significant (p < 0.05) increase in cell death is indicated (*). Fig. 4.3
shows the cell death in the SW480 cell line at 4 different time points, relative to the
control. Significant (p < 0.05) increase in cell death is indicated (*).
4.5 Discussion
Drug repositioning, a term used to refer to the identification of new applications
for existing drugs, has become popular in recent years, fueled by the large scale
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battle against cancer and the search for anti-cancer drugs by the world-wide can-
cer research community. Existing drugs have already been in human use and have
minimal cell toxicity, so they are appealing alternatives to discovering new drugs
that might require extensive study and testing before they can be presented for FDA
approval.
A potential link between metabolism and cancer has led to multiple investigations
into the effects of metformin on different cancers with the ultimate goal of reposi-
tioning metformin to treat cancers. Our investigations into the action of metformin,
aimed at studying the cell death caused by metformin in cancer cell lines, reveal that
high concentrations of metformin caused some cell death in the cell line HCT116,
which was significant up to 32 h, while there was no significant cell death observed
in the cell line SW480. Such inconsistent effect of metformin on cell lines has been
reported before in [131], where the authors observed dose-dependent effect of met-
formin on breast and ovarian cancer cell lines, and no effect on the HeLa cell line.
This indicates that not all cancer cell lines respond in a similar way to treatment
with metformin, and individual studies on different cell lines are necessary.
In our study, the colon cancer cell lines were monitored up to 37 hours. It is
possible that there may be more cell death observed if the cells are tracked for longer
time. However, the trends we observe make such a possibility unlikely. Moreover,
rapid cell killing is a highly desired characteristic in a chemotherapy drug. Based
on our study, metformin, when administered individually to colon cancer cell lines,
does not seem to possess this characteristic.
The experiments carried out in our study are in vitro, where the cells are treated
outside their natural environment. Consequently, intracellular signaling in the cells
under study is impaired, and the responses observed may not truly represent re-
sponses from an in vivo animal study or a clinical trial. The inherent abnormality
62
and heterogeneity of cancer tissues also make it very challenging to relate outcomes
from in vitro models to human cancer outcomes. However, in vitro methods are
widely established, and facilitate ease of interpretation of results since the composi-
tion of the cells being analyzed is well known beforehand. In vitro studies are also
good indicators of risk and underlying biological mechanisms, and must be analyzed
meticulously before proceeding to in vivo animal studies or clinical trials. The lack
of clear patterns in the amount of cell death observed at different doses and time
points and the large variability in the results for different cell lines in our study in-
dicate that we need much more information about how metformin affects different
cancer cell lines. It is imperative that this deficiency in understanding the effect of
metformin be kept in mind when considering novel therapies based on metformin.
Interestingly, metformin in combination with doxorubicin, a chemotherapeutic
drug, was found to inhibit the growth of cancer cells in culture in four different breast
cancer cells MCF-7, MCF-10A, SKBR3 and MDA-MB-486 [134]. Additionally, in
this study, MCF-10A cells were injected into nude mice and the tumor volume was
measured at various time intervals, and it was found that the combination therapy
reduced the tumor volume and prevented relapse of the cancer more effectively as
compared to either drug alone. The main reason for this observation was reported
to be the ability of metformin to selectively kill cancer stem cells. Experimental
studies in [135], [136] have also indicated that metformin may potentiate the effect
of certain chemotherapeutic drugs such as cisplatin, carboplatin, etc., when used in
combination in the treatment of cancer cells. A great advantage of combining a drug
metformin in a chemotherapeutic cocktail with a more potent drug is that it may
help in reducing the cytotoxicity of the overall dose, while maintaining the level of cell
killing achieved by the standard chemotherapy drug. Hence, the utility of metformin
may be in combination therapy for treating cancer, rather than individually. Our
63
future studies will be aimed at examining the action of metformin in combination
with other chemotherapy drugs.
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FIG. 4.1. Percentage cell death relative to the untreated cells (control) are shown
at several time points after the administration of the drug metformin in different
doses to colon cancer cell line a) HCT116 and b) SW480.
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FIG. 4.2. Cell death induced by metformin in colon cancer cell line HCT116.
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FIG. 4.3. Cell death induced by metformin in colon cancer cell line SW480.
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5. CONCLUSIONS AND FUTURE WORK
In this dissertation we have shown how Bayesian learning and inference can help
in making useful deductions by integrating with biological data. We also showed
methods to tackle the challenges in understanding big data in genomics.
5.1 Summary of Conclusions
In Chapter 2, we described a general framework for quantifying the effect of
an intervention in a gene regulatory network using Bayesian Network Models. We
have demonstrated a method to fuse existing knowledge about gene interactions with
actual experimental data, and also demonstrated a means to use this method to make
decisions related to selection of genes for intervention.
In Chapter 3, we showed how advanced approaches to modeling count data can be
used for understanding the response of plants to attack by insects and pathogens. In
Chapter 4, we demonstrated how image processing methods and statistical techniques
can be used to evaluate the utility of the diabetic drug Metformin in a combination
therapy for treating cancer.
5.2 Future Work
We are currently working on improving methods for various types of genomic
data analysis by expanding the Bayesian Network framework described in this work.
Promising directions for such extensions include: (a) Using Dynamic Bayesian Net-
work Models by making use of temporal gene expression or sequencing data; (b)
Integrating data of more than one type into the same model in order to fully exploit
all available information, and also facilitate making robust decisions from the model.
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