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Comparaison de modèles semi-supervisés pour la reconnaissance d’images histologiques
Lucas SHORTEN
RÉSUMÉ
L’étude d’images histologiques est une tâche particulièrement importante pour le diagnostic
du cancer du sein. Cette tâche complexe et fastidieuse pourrait être assistée par l’utilisation de
réseaux d’apprentissage profond. En eﬀet, ces réseaux profonds forment l’état de l’art dans la
reconnaissance visuelle, notamment sur les bases d’images histologiques. Cependant, ce type
de modèle nécessite une grande quantité d’images annotées, qui ne sont pas toujours accessibles
en histologie. Ces travaux se sont attachés à évaluer l’impact de l’utilisation de données sans
annotations sur les performances des modèles compétitifs actuels. Ce projet vise à étudier le
comportement des techniques semi-supervisées Ladder Network, Virtual Adversarial Training,
Mean Teacher et Deep Co-training aux variations des données annotées et non annotées. Ces
techniques ont été évaluées sur la base BACH et la base TUPAC, composées d’images histo-
logiques pour lutter contre le cancer du sein. Les résultats obtenus montrent que l’apport des
données non annotées est particulièrement intéressant lorsque l’on possède une faible quantité
de données annotées. De plus, l’ordre de performances des diﬀérentes approches dépend de la
base de données utilisée. Puis, diﬀérentes conﬁgurations avec l’approche Deep Co-training ont
été étudiées, cette approche étant l’une des techniques les plus compétitives dans ce domaine.
Les essais ont montré que l’ajout de modèles supplémentaires permet d’obtenir de meilleures
performances bien qu’il faille faire attention aux problèmes de corruption. Augmenter la diver-
sité des modèles permet, jusqu’à une certaine limite, d’améliorer les performances obtenues.
Enﬁn, des données supplémentaires générées par l’approche BadGan ont été utilisées. Cette
dernière approche permet d’ajouter une fonction de coût supplémentaire qui se trouve être
bénéﬁque, dans le cas étudié, au prix de l’augmentation de la complexité.
Mots-clés: apprentissage semi-supervisé, diagnostic assisté par ordinateur,images histolo-
giques, apprentissage profond

Computer-aided diagnostic with deep networks for semi-supervised learning
Lucas SHORTEN
ABSTRACT
The study of histological images is particularly important task for the diagnosis of breast cancer.
This complex and time-consuming task could be assisted by the use of deep learning networks.
Indeed, these deep networks are the state of the art in visual recognition, notably on histological
images datasets. However, this type of model requires a large number of annotated images,
which are not always available in histology. This work focused on assessing the impact of using
data without annotation on the performance of current competitive models. In this project,
we studied the behaviour of semi-supervised techniques Ladder Network, Virtual Adversarial
Training, Mean Teacher and Deep Co-training to variations in labelled and unlabelled data.
These techniques were evaluated on BACH and TUPAC datasets, composed of histological
images to ﬁght breast cancer. The results show that the contribution of non-annotated data is
especially interesting when there is a small amount of annotated data. In addition, the order
of performance of the diﬀerent approaches depends on the database used. Then, diﬀerent
conﬁgurations with the Deep Co-training approach were studied, this approach being one of
the most competitive techniques in this ﬁeld. Tests have shown that adding additional models
leads to better performance, although attention should be paid to corruption issues. Increasing
the diversity of models allows, up to a certain limit, to improve the performance obtained.
Finally, additional data generated by the BadGan approach were used. This last approach makes
it possible to add an additional cost function that is beneﬁcial, in the case studied, at the cost of
increasing complexity.
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Le cancer du sein est la forme de cancer la plus répandue chez les femmes. Selon la Société
canadienne du cancer, 1 cancer sur 4 chez la femme est un cancer du sein (Société canadienne du
cancer (2018)). Aﬁn de pouvoir traiter eﬃcacement cette maladie, il est primordial de pouvoir
la dépister le plus tôt possible. Les traitements sont alors les plus eﬃcaces et les séquelles
liées à ces traitements sont moins lourdes. Le pronostic dépend de plusieurs critères comme
le degré de diﬀérenciation (grade) et le degré d’extension de la tumeur (stade). À l’heure
actuelle, le grade d’une tumeur dans le cas du cancer du sein est obtenu par l’analyse d’images
histologiques de ladite tumeur. Un pathologiste va eﬀectuer une observation sur un morceau
de tissu provenant de la zone concernée, prélevé par biopsie. Ce morceau de tissu va ensuite
être traité suivant diﬀérentes étapes (Veta et al. (2018b)) aﬁn qu’il puisse être observé au
microscope. L’attribution du grade d’un cancer par un pathologiste se fait suivant les critères
de Nottingham (Simpson et al. (2000)). Cette étude permet de déterminer de quel type de
cancer il s’agit et quels sont les traitements à utiliser. Les pathologistes doivent observer en
détail des images à larges champs, images de centaines de millions de pixels, pour en extraire
des zones caractéristiques, représentatives de l’état du patient. Depuis quelques années, de
nombreux concours de traitement automatique de telles images ont vu le jour. Le domaine du
traitement d’images a fait une avancée très importante au cours de ces dernières années. Les
techniques basées sur l’apprentissage de réseaux de neurones profond ont permis d’obtenir des
performances inégalées jusqu’à ce jour, notamment dans la segmentation et la reconnaissance
d’images. Elles forment l’état de l’art de diﬀérentes compétitions médicales récentes (Wang
et al. (2016), Chennamsetty et al. (2018) ou encore Paeng et al. (2017)). L’utilisation de tels
algorithmes pour assister les médecins dans leur diagnostic leur permettrait de gagner du temps
et ainsi leur permettre de traiter plus de patients.
2Problèmatique
Les performances des algorithmes profonds sont en partie liées au nombre d’exemples qui leur
sont présentés. Un plus grand nombre de données annotées permet d’apprendre une meilleure
représentation du problème. Ainsi, plus on utilise d’exemples diﬀérents durant l’apprentissage,
meilleurs sont les performances. Néanmoins, les images médicales annotées par des profes-
sionnels de la santé restent peu nombreuses. C’est une tâche chronophage et fastidieuse qui
rend la création de bases de données annotées particulièrement coûteuses. Ces images ont be-
soin d’être annotées manuellement par des experts pour permettre aux diﬀérents algorithmes
d’apprendre à reconnaître automatiquement les zones d’intérêt. Malgré l’arrivée des scanneurs
numériques d’imagerie pleins champs (Whole Slide Image), qui ont permis de faciliter la lecture
des images histologiques par les pathologistes, beaucoup d’images restent peu ou pas annotées.
Une branche de l’apprentissage automatique est spécialisée dans l’extraction d’information des
données sans annotations. Les données, même sans labels, peuvent être utilisées pour améliorer
les performances qu’un algorithme a du problème. De nombreuses méthodes semi-supervisées,
basées sur une petite quantité de données annotées et une grande quantité de données non
annotées, ont été développées aﬁn de tirer parti de la grande majorité des nouvelles données
récoltées.
Objectif du projet
L’objectif de ce projet est de comparer l’eﬃcacité de plusieurs approches semi-supervisées d’ap-
prentissage profond pour la reconnaissance d’images histologiques concernant le diagnostic du
cancer du sein. Cette technique permet à la fois d’utiliser une petite quantité de données, appor-
tant une information sur les classes à distinguer, et une grande quantité de données, permettant
de boniﬁer les performances de l’algorithme et d’aﬃner l’extraction des caractéristiques.
3Nous allons analyser l’eﬀet de l’augmentation des données annotées et non annotées sur les
performances des approches Ladder Network (Rasmus et al. (2015)), Virtual Adversarial Trai-
ning (Miyato et al. (2017)), Mean Teacher (Tarvainen & Valpola (2017)) et Deep Co-training
(Qiao et al. (2018)). Cette comparaison sera eﬀectuée à l’aide de plusieurs expériences en uti-
lisant deux bases de données issues de compétitions récentes. La première concerne la base de
données BACH (Breast Cancer Histology Images), centrée sur la prédiction du stade du cancer
parmi 4 classes : Normal, Bénin, InSitu et Invasif. La deuxième, provenant de la compétition
TUPAC (Tumor Proliferation Assessment Challenge 2016), se focalise sur la prédiction du
grade du cancer. Pour cette deuxième base, nous nous sommes intéressés à la reconnaissance
des cellules en cours de mitoses, qui est l’un des critères de Notthingam.
Cette étude propose d’analyser les eﬀets de l’utilisation croissante de données annotées et
non annotées sur les performances de ces diﬀérents modèles. Puis, d’observer plus en détails
l’approche Deep Co-Training en analysant l’impact du nombre de modèles utilisées et de l’aug-
mentation de leur diversité sur les résultats. Puis, pour ﬁnir, d’utiliser l’approche BadGan (Dai
et al. (2017)) aﬁn de générer des données supplémentaires non annotées pour l’apprentissage des
diﬀérents modèles. Ces données seront exploitées dans une fonction de coût additionnelle dans
l’objectif d’améliorer les résultats obtenus. Ce projet va contribuer, dans un premier temps,
à eﬀectuer une synthèse des approches semi-supervisées compétitives. Dans un deuxième
temps, à eﬀectuer diﬀérentes expérimentations de certaines de ces approches sur des bases de
données médicales d’images histologiques. Enﬁn, dans ce projet, nous allons combiner l’utili-
sation de données synthétiques produit durant l’apprentissage d’un Badgan avec les approches
semi-supervisées compétitives. Ces données seront utilisées en tant que données non annotées
supplémentaires, dans le but d’améliorer les performances des diﬀérentes approches.
A long terme, l’utilisation d’approches de reconnaissance d’images automatique permettrait de
réduire la charge de travail nécessaire à l’analyse des images par les pathologistes et d’améliorer
4la qualité de la reconnaissance du cancer du sein. De plus, cette application n’est pas restreinte
à l’analyse d’images histologiques pour le cancer du sein : elle peut être adaptée à l’ensemble
des problématiques touchant à l’analyse à l’échelle microscopique de tissus vivants.
Structure du document
Dans un premier temps, nous nous sommes intéressés au contexte de la reconnaissance d’images
histologiques à l’aide de modèles d’apprentissage profond, en expliquant succinctement com-
ment fonctionnent ces types de modèles. La deuxième partie présente l’état de l’art dans le
domaine de la reconnaissance semi-supervisée et déﬁnit le cadre de l’étude. La troisième partie
concerne la méthodologie utilisée pour eﬀectuer les diﬀérentes expériences. La dernière partie
porte sur les résultats obtenus lors des diﬀérentes expériences ainsi que sur leur analyse.
CHAPITRE 1
CONTEXTE
1.1 Diagnostic des images histologiques pour le cancer du sein
Aﬁn de diagnostiquer de manière précise un cancer du sein, il est nécessaire d’en prélever un
échantillon par biopsie. Plusieurs étapes sont nécessaires pour pouvoir observer les échantillons
de tissus au microscope (Veta et al. (2018b)). L’échantillon doit être découpé, traité dans une
solution de ﬁxateur pour prévenir sa décomposition et incrusté dans un bloc de paraﬃne.
Des tranches de l’échantillon sont alors obtenues à l’aide d’un microtome pour pouvoir être
observées sur une lame de microscope. Puis, l’échantillon est teinté à l’aide d’une coloration
hematoxyline-éosine aﬁn de mettre en évidence les noyaux en violet et le cytoplasme en rose.
Les tissus ainsi préparés sont destinés aux pathologistes pour qu’ils puissent diagnostiquer
le type et le grade de cancer. Ce diagnostic est primordial pour déﬁnir le traitement le plus
adéquat pour le patient. Il existe plusieurs types de cancer du sein. Dans cette étude nous nous
concentrerons principalement sur la reconnaissance des images histologiques parmi les quatre
classes présentées pour le concours BACH : normal, bénin, carcinome in situ et carcinome
invasif (voir Fig. 1.1). Les carcinomes sont des tumeurs issues d’un épithélium (surface de la
peau, muqueuse ou glande). L’appellation ’in situ’ indique que le cancer est contenu dans un
canal galactophore (tubulure qui conduit le lait) et qu’il ne s’est pas propagé au reste du corps,
contrairement au carcinome invasif.
Comme les organisateurs du concours l’indiquent, la catégorisation des échantillons est par-
ticulièrement importante dans le cas de la présence d’un carcinome, in situ ou invasif, car
les traitements appliqués sont radicalement diﬀérents (Aresta et al. (2018)). Cette analyse est
actuellement eﬀectuée par des pathologistes expérimentés. Le traitement de ces échantillons
de grande taille est fastidieux et requiert un certain temps passé sur chaque cas. De plus, les
diagnostics sont souvent diﬀérents d’un spécialiste à l’autre. La base de données utilisée pour
la compétition BACH (Aresta et al. (2018)) a été soumise à plusieurs experts. Les annotations
6ont été obtenues à partir du consensus de deux professionnels. Les images annotées ont été pré-
sentées à un panel de trois pathologistes externes à la compétition qui ont obtenu une exactitude
de 81.66% (± 10.96) pour la reconnaissance. Cette intra-variabilitée entre les pathologistes
peut s’expliquer par la complexité des images. Les tissus peuvent représenter des structures très
diﬀérentes d’un échantillon à l’autre.
Figure 1.1 Exemple d’images de la base BACH
C’est également le cas pour l’analyse du grade. À l’heure actuelle, le grade d’une tumeur dans
le cas du cancer du sein est obtenu à partir des critères de Nottingham (Elston & Ellis (1991)). Il
existe trois critères qui permettent d’obtenir le grade d’un échantillon de tissu : la diﬀérenciation
architecturale, le pléomorphisme nucléaire (forme des cellules) et l’activité mitotique. Chacun
de ces critères est échelonné de 1 à 3 et le grade est obtenu en additionnant l’ensemble de ces
scores (de 3 à 5, il s’agit du grade I, de 6 à 7 du grade II et de 8 à 9 du grade III). Dans ce
projet, nous nous sommes intéressés au troisième critère, qui consiste à dénombrer les cellules
7en cours de mitose dans les zones étudiées. La mitose est un phénomène naturel permettant la
multiplication des cellules. Durant ce processus, une cellule mère va donner naissance à deux
cellules ﬁlles. Le nombre de cellules en cours de division dans l’échantillon est particulièrement
important pour connaître la progression de la tumeur. Si ce nombre est élevé (supérieur à 10
pour une zone de 2mm2), cela indique que la tumeur progresse très rapidement et on lui attribue
la note maximale pour ce critère. Comme pour l’analyse du type de cancer, le dénombrement
des cellules en cours de mitose est une tâche particulièrement complexe. En eﬀet, le processus
de mitose comporte plusieurs stades qui vont à chaque fois modiﬁer l’apparence de la cellule
et de son noyau.
Figure 1.2 Exemple de cellules en cours de mitose à diﬀérents stades (Roux et al.
(2014))
Ces diﬀérents stades doivent être pris en compte lors du dénombrement. Les pathologistes
doivent ainsi faire attention à plusieurs types de cellules semblables à celles présentent sur la
ﬁgure 1.2. De plus, il existe de nombreuses cellules dont l’apparence est très semblable aux
cellules enmitose. Comme on peut le voir sur la ﬁgure 1.3, ces cellules dont le noyau est nécrosé,
ou déformé par la compression des cellules voisines peuvent être assimilées à des cellules en
cours de mitose. Enﬁn, l’aspect des échantillons n’est pas constant d’une coloration à l’autre.
La quantité et la qualité des colorants utilisés peuvent varier d’un prélèvement à l’autre ce qui
aﬀecte la teinte des échantillons.
Figure 1.3 Exemple de cellules ressemblant aux cellules en cours de mitose (Chen
et al. (2016))
8Toutes ces aléas entraînent une recrudescence de faux positifs et de faux négatifs qui rendent le
dénombrement de la part des spécialistes assez hétérogène. Pour étudier ce problème, nous avons
utilisé la base de données issue du concours TUPAC (Veta et al. (2018a)). Une partie de la base à
notre disposition est elle-même issue du concours AMIDA13 (Assessment of Mitosis Detection
Algorithms 2013) (Veta et al. (2015)). Pour cette partie, un tableau récapitule le nombre de
cellules en cours de mitose détectées par deux pathologistes. Pour la base de test par exemple,
on peut constater un écart de 15% (101 détections) entre les deux experts parmi les cellules
détectées. L’objectif de ce projet est d’utiliser des algorithmes basés sur l’apprentissage profond
aﬁn de voir dans quelles mesures ces techniques permettraient d’assister les pathologistes dans
le traitement de ces images.
1.2 Approches conventionnelles
De manière générale, la reconnaissance automatique d’images (voir Fig. 1.4) est eﬀectuée en
trois grandes étapes : le prétraitement, l’extraction des caractéristiques et la classiﬁcation.
Figure 1.4 Exemple de reconnaissance automatique standard d’une image
Le prétraitement consiste à mettre en forme les images brutes d’entrée pour qu’elles soient
traitées de la même manière dans les étapes suivantes. Ce prétraitement peut prendre plusieurs
formes suivant le type d’images étudiées. Par exemple, dans le cas d’images histologiques, il est
courant de normaliser la teinte entre les diﬀérentes images pour obtenir une teinte uniforme. La
tâche de prétraitement peut également consister à extraire certaines parties des images d’origine
pour focaliser l’apprentissage sur ces régions, comme par exemple en extrayant des patches
centrés sur le noyau des cellules. L’extraction de caractéristiques consiste à transformer l’image
d’entrée, généralement de très grande dimension, dans un espace de représentation plus petit. Du
9point de vue de l’algorithme, une image en couleur de 64 x 64 pixels est une donnée représentée
dans un espace de 12 288 dimensions (64 x 64 x 3). L’extraction de caractéristiques permet de
calculer un certain nombre d’attributs propres à l’image qui en résumant l’information qu’elle
contient suivant diﬀérents critères. Par exemple, une image de cellule peut être représentée par
son périmètre et la moyenne des intensités des canaux de couleur. On aurait ainsi transformé
un point représenté dans un espace de 12 288 dimensions dans un espace de 2 dimensions. Le
choix des critères est primordial pour diﬀérencier les données selon le problème à résoudre.
La classiﬁcation consiste à diﬀérencier ces images projetées dans un espace de plus petite
dimension parmi les diﬀérentes classes du problème. Par exemple, si l’on tente de classer
automatiquement les cellules qui sont en cours de mitose, le module de classiﬁcation va
associer les représentations réduites de chaque image à la classe correspondante. Le but sera
ensuite de calculer la meilleure séparation entre les diﬀérentes classes pour prédire la classe de
futures images. Durant le début des années 2000, la majorité des systèmes de reconnaissance
s’appuyait sur une extraction des caractéristiques basée sur l’apparence. Comme le présente
Doyle et al. (2007), les modèles étaient principalement basés sur l’extraction d’un grand nombre
de caractéristiques en rapport avec la texture, la morphologie et la couleur des échantillons.
Veta et al. (2015) présente les principales caractéristiques prises en compte dans le cas de la
caractérisation de cellules issues d’images histologiques. Il s’agit du bilan de la compétition
AMIDA13 dont le but était de détecter les cellules en cours de mitose à partir d’images
histologiques pour le cancer du sein. Concernant la caractérisation de la texture, deux principales
techniques ont été utilisées : les motifs binaires locaux, qui consistent à représenter les pixels
en fonction de leurs voisins (Wang & He (1990)), et les caractéristiques d’Haralick (Haralick
et al. (1973)) basées sur la répétition des motifs. En ce qui concerne la caractérisation de
la morphologie, on retrouve de manière très fréquente l’utilisation des mesures de l’aire, du
périmètre, de la longueur des axes majeurs et mineurs, de l’excentricité et de l’orientation. Pour
ce qui est des couleurs, une majorité d’approches utilisent la moyenne des intensités et leur
ratio avec les trois canaux de couleurs, critère également récupéré sur l’extraction des teintes
d’éosine et d’hématoxyline. Parmi les modules de classiﬁcation les plus utilisés, on retrouve la
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machine à vecteurs de support (SVM) (Cortes &Vapnik (1995)) et la forêt d’arbres décisionnels
(Random forests) (Breiman (2001)) encore populaire de nos jours.
1.3 Approches basées sur l’apprentissage profond
Avec l’augmentation des capacités de calcul, les algorithmes automatiques permettant d’ex-
traire les caractéristiques des images sont devenus de plus en plus utilisés. Le principe consiste à
apprendre automatiquement à un modèle à extraire les caractéristiques d’une image aﬁn d’opti-
miser sa classiﬁcation. Les algorithmes basés sur l’apprentissage profond sont particulièrement
performants pour cette tâche. Ils ont permis d’obtenir les résultats faisant l’état de l’art dans de
multiples domaines, en particulier dans la reconnaissance d’images. Nous allons détailler ici
comment fonctionne ce type d’algorithme.
Tableau 1.1 Architecture du modèle Conv-Large
Layers Input size
3x3 Conv padding 1 Conv 128 LReLU + BN 3 x 32 x 32
3x3 Conv padding 1 Conv 128 LReLU + BN 128 x 32 x 32
3x3 Conv padding 1 Conv 128 LReLU + BN 128 x 32 x 32
2x2 maxpool stride 2 128 x 32 x 32
DropOut (0,5) 128 x 16 x 16
3x3 Conv padding 1 Conv 256 LReLU + BN 128 x 16 x 16
3x3 Conv padding 1 Conv 256 LReLU + BN 256 x 16 x 16
3x3 Conv padding 1 Conv 256 LReLU + BN 256 x 16 x 16
2 x 2 maxpool stride 2 256 x 16 x 16
DropOut (0,5) 256 x 8 x 8
3x3 Conv padding 0 Conv 512 LReLU + BN 256 x 8 x 8
3x3 Conv padding 1 Conv 256 LReLU + BN 512 x 6 x 6
3x3 Conv padding 1 Conv 128 LReLU + BN 256 x 6 x 6
Average Pooling 128 x 6 x 6
Fully connected 128 -> 10
Pour l’entraînement de ce type deméthode, il est courant que les algorithmes combinent les rôles
d’extracteur de caractéristiques et de classiﬁcation. Le premier module consiste à transformer
l’image d’entrée de très grande dimensions dans un espace plus petit, regroupant les données
les plus représentatives de l’image. Pour se faire, les algorithmes d’apprentissage profond sont
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composés de plusieurs couches qui vont être associées dans un ordre particulier. Le tableau
1.1 représente l’architecture de l’algorithme utilisé pour obtenir les performances de plusieurs
approches d’apprentissage semi-supervisé faisant l’état de l’art sur la base CIFAR-10 (Canadian
Institue for Advanced Research) (Krizhevsky & Hinton (2009)). La première colonne énumère
les diﬀérentes couches qui composent une architecture d’apprentissage profond. Ces diﬀérentes
couches sont décrites plus en détails dans l’énumération suivante :
- Les couches convolutives consistent à appliquer un certain nombre de ﬁltres sur les images
en entrée. Elles forment la base du modèle d’extraction. Les valeurs des diﬀérents ﬁltres
sont modiﬁées au cours de l’apprentissage aﬁn d’améliorer la classiﬁcation des images. Ces
couches permettent de produire un certain nombre de cartes de caractéristiques à partir des
images en entrée.
Figure 1.5 Exemple de l’application d’une
convolution sur une image
Le schéma 1.5 représente un exemple d’application d’un ﬁltre d’une couche convolutive sur
une image histologique. Une image histologique se compose en trois matrices représentant
les intensités des couleurs rouge, vert et bleu appelées canaux. La schématisation a été
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simpliﬁée sur cette ﬁgure : seul un ﬁltre est appliqué sur le canal bleu. En pratique, une
couche convolutive va appliquer un ﬁltre diﬀérent (cellule en jaune) sur chacun des canaux
de couleurs. Le score calculé sur la carte de caractéristiques (ici en orange) est obtenu
par la somme des scores obtenus par les ﬁltres sur les diﬀérentes images en entrée. Ces
couches possèdent plusieurs paramètres comme on peut le voir sur le tableau 1.1. Parmi
les principaux, on retrouve le kernel size, le padding, le stride et le nombre de cartes de
caractéristiques en sortie. Le kernel fait référence à la taille du ﬁltre utilisé (généralement
3x3 pixels). Le padding correspond au nombre de pixels supplémentaire que l’on applique
aux images d’entrée avant d’appliquer les diﬀérents ﬁltres. L’ajout de ces pixels permet dans
notre cas de conserver la taille des cartes de caractéristiques. Le stride correspond au pas du
ﬁltre. Habituellement égale à 1, il permettre de balayer l’image plus ou moins grossièrement
par les ﬁltres.
- Les couches de normalisation, aussi appelées batchnorm (BN), permettent dans un premier
temps de régulariser le modèle en contraignant les cartes de caractéristiques à avoir une
distribution normale (moyenne 0 écart type de 1). Cette normalisation est calculée à partir





Le deuxième rôle de cette couche de normalisation vise à appliquer une transformation
linéaire aux cartes de caractéristiques au travers de deux paramètres γ et β qui sont mis à
jour lors de l’entraînement. Le batch normalisé et mise à l’échelle xi est déﬁni par :
xi = γxnorm +β (1.2)
Cela ajoute de la ﬂexibilité au modèle et de manière générale, ce type de couche a per-
mis d’accélérer le temps d’entraînement et d’augmenter les performances des modèles
(Ioﬀe & Szegedy (2015)).
- Les couches de non-linéarité sont indispensables à l’apprentissage d’un modèle profond
complexe. Sans elles, la répétition des couches convolutives reviendrait à eﬀectuer une
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transformation linéaire sur l’image d’entrée. Il existe de nombreuses non-linéarités, parmi
les plus fréquemment utilisées on retrouve le Rectiﬁer Linear Units (ReLU) (Nair & Hinton




x si x > 0
0 sinon.
(1.3)




x si x > 0
0.01x sinon.
(1.4)
L’assemblage couche convolutive et couche de non-linéarité permet d’obtenir des transfor-
mations non linéaires indispensables à l’apprentissage de caractéristiques complexes.
- La couche de maxpooling est l’une des méthodes utilisées pour réduire la taille des cartes de
caractéristiques. Elle consiste à ne garder que les valeurs maximales des fenêtres étudiées
(voir Figure 1.6).
Figure 1.6 Exemple de couches de
pooling
- Le dropout (Srivastava et al. (2014)) est une couche qui permet de réduire le surappren-
tissage d’un modèle. Elle consiste à désactiver (mettre à 0) les cartes de caractéristiques
aléatoirement durant l’apprentissage. Cela a pour eﬀet de rendre le modèle plus résilient.
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- L’average pooling consiste à générer une valeur moyenne à partir des valeurs d’une zone en
particulier (voir Fig. 1.6). Elle se situe généralement à la ﬁn des couches convolutives pour
fournir un vecteur de caractéristiques à classer. À ce stade, une image en entrée sera alors
représentée par un vecteur regroupant les diﬀérentes caractéristiques extraites.
- Les couches entièrement connectées sont placées en ﬁn de modèle aﬁn de classer les
caractéristiques extraites des images. Lors d’un apprentissage, on conﬁgure la dernière
couche entièrement connectée pour qu’elle corresponde aux diﬀérentes classes que l’on
veut reconnaître.
L’entraînement va ensuite consister à optimiser les diﬀérents paramètres du modèle (ﬁltres des
couches convolutives et les paramètres des couches de normalisation) à partir des diﬀérentes
erreurs de classiﬁcation issues de l’algorithme. La sortie de l’algorithme est généralement
constituée d’une fonction softmax qui permet de convertir les valeurs de sortie en probabilité.






Dans cette équation, y˜i représente la réponse du modèle pour la classe i et p(y˜i) la probabilité
de cette même classe. Par exemple, dans le cas de la reconnaissance d’images histologiques en
trois classes, on peut imaginer que le modèle Conv-Large produit comme prédiction un vecteur
[1.2 0.1 -0.5]. Le softmax va permettre de convertir ces valeurs d’activation en probabilité,
soit [0.66 0.22 0.12] dans notre cas. On peut ainsi interpréter la réponse du réseau comme
étant de 66% pour la première classe, de 22% pour la deuxième. et de 12% pour la troisième.
L’entraînement supervisée se passe en deux phases : on présente une image en entrée dont on
connaît la classe de l’image et on récupère les prédictions du modèle en sortie. Les prédictions
sont comparées au label que l’on attendait et on calcule une erreur à partir d’une fonction de
coût. Il en existe plusieurs, la plus répandue dans le cas d’entraînement supervisé est l’entropie
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croisée, calculée entre deux distributions de probabilité y et y˜ par :




Par exemple, si l’image présentée au modèle Conv-Large était de la classe 2, l’entropie croisée
devrait être calculée entre le vecteur de prédiction p(y˜) de [0.66 0.22 0.12] et le label attendu
p(y) de [0 1 0]. La deuxième étape consiste à calculer le gradient de cette erreur par rapport
aux diﬀérents paramètres du modèle. Les paramètres sont mis à jour par rétropropagation du
gradient, qui est une méthode qui permet de calculer le gradient de l’erreur par rapport à
chaque paramètre. Le but étant de modiﬁer légèrement chaque paramètre de sorte à minimiser
l’erreur entre la prédiction du modèle et la réponse espérée. Cette mise à jour des paramètres
est encadrée par une fonction d’optimisation de descente de gradient comme l’algorithme du
gradient stochastique (SGD). L’apprentissage consiste à rechercher les meilleurs paramètres
du modèle qui permettent de réduire l’erreur d’apprentissage tout en ayant une meilleure
généralisation.
L’apprentissage profond est un concept relativement ancien (Wang & Raj (2017)). Les modèles
basés sur l’apprentissage profond sont devenus progressivement majoritaires dans les diﬀérents
concours de reconnaissance, notamment dans le domaine médical. On peut par exemple consta-
ter qu’en 2013, pour le concours AMIDA13, moins de 10% des participants ont employé ce
type de modèle. Lors du concours de reconnaissance d’images histologiques BACH, en 2018,
la totalité des participants a utilisé au moins un module d’apprentissage profond, que ce soit
pour l’extraction de caractéristiques, la classiﬁcation ou les deux.
Ces types de modèles profonds sont particulièrement intéressants pour les performances qu’ils
peuvent produire. Dans le domaine médical, et plus particulièrement pour la reconnaissance
d’images histologiques pour le cancer du sein, les approches profondes ont obtenues la première
place dans les concours depuis 2012 ((Cireşan et al. (2013)) (Paeng et al. (2017)) (Wang et al.
(2016)) (Chen et al. (2016)) (Chennamsetty et al. (2018))).
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De manière générale, les vainqueurs des concours ont utilisé une ou plusieurs architectures
particulièrement performantes sur d’autres compétitions de reconnaissance populaire d’images
commeCIFARou ImageNet (Deng et al. (2009)). Cesmodèles profonds permettent d’apprendre
de bout en bout à extraire et à classer. Les caractéristiques extraites sont alors déterminées
automatiquement lors de l’apprentissage pour optimiser la classiﬁcation.
Figure 1.7 Architectures des réseaux victorieuses du concours TUPAC, (a) 1re place
(Paeng et al. (2017)) et (b) 2de place (Zerhouni et al. (2017))
Lors de la compétition TUPAC16 (Veta et al. (2018a)) par exemple, toutes les équipes ont
proposé des approches basées sur des réseaux de neurones convolutifs profonds. Les approches
proposées par Paeng et al. (2017) et Zerhouni et al. (2017) ont obtenu les deux meilleures
places du challenge avec des scores F1 (cf. section 3.4) respectif de 65.2 et 64.8 sur la base
de test du concours. Les vainqueurs de la compétition ont utilisé une architecture à base de
blocs résiduelles similaires à ceux employés dans le ResNet (He et al. (2016)) représentée par
l’architecture (a) de la ﬁgure 1.7. Ils ont utilisé des patches de 128 x 128 pixels aﬁn de produire
une carte de probabilité pour chaque image. Les cellules pertinentes sont ensuite validées par un
réseau similaire. L’équipe arrivée deuxième a utilisé une architecture inspirée du WideResnet
(Zagoruyko & Komodakis (2016)) pour classer des patches de 96 x 96 pixels représentés par
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la partie (b) sur la ﬁgure 1.7. Les deux meilleures approches de la compétition BACH (Aresta
et al. (2018)) ont toutes les deux obtenues 87 % d’exactitude (cf. section 3.4) sur la base de test
du concours. La ﬁgure 1.8 représente la méthode utilisée par l’une des approches victorieuse
de la compétition.
Figure 1.8 Schématisation d’une des approches vainqueur de la compétition BACH
(Chennamsetty et al. (2018))
La première approche, proposée par Chennamsetty et al. (2018), consiste à redimensionner les
images de 2048 x 1536 pixels en image de 224 x 224 pixels en utilisant deux techniques de
normalisation (à partir de la moyenne et de l’écart type des images issues d’ImageNet et à partir
de la moyenne et de l’écart type de la base BACH). La prédiction de la classe de l’image est
obtenue par vote majoritaire de trois réseaux profonds pré-entraînés sur ImageNet (Deng et al.
(2009)) : deux DensNet 161 (Huang et al. (2017)) et un ResNet 101 (He et al. (2016)). La
deuxième approche victorieuse consiste à extraire des patches de 1495 x 1495 pixels qui sont
ensuite redimensionnés en patch de 299 x 299 pixels. La reconnaissance a été eﬀectuée à l’aide
d’un réseau Inception-Resnet-v2 (Szegedy et al. (2017)) pré-entraîné sur Imagenet (Deng et al.
(2009)).
1.4 Discussion
L’apprentissage profond permet d’obtenir des performances particulièrement élevées, notam-
ment dans l’analyse d’images médicales. Néanmoins, ces performances sont liées à la quantité
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d’images annotées disponibles. Un plus grand nombre d’images permet au modèle d’obtenir
de meilleurs performances sur la tâche. L’arrivée des scanneurs numériques à larges champs
a permis d’obtenir une grande quantité d’images histologiques. Toutefois, dans le domaine
médical, l’annotation de ces images est une tâche complexe et onéreuse. Pour la reconnaissance
d’images histologiques pour le cancer du sein par exemple, les bases de données constituées
pour les concours TUPAC (Veta et al. (2018a)), AMIDA13 (Veta et al. (2015)), ICPR12 (Roux
(2014)) ou encore BACH (Aresta et al. (2018)) ont dû être annotées par deux professionnels
pour limiter les erreurs. Comme l’indique Mikto Veta (Veta et al. (2015)), membre organisateur
de plusieurs de ces concours, la limite des performances des modèles actuels peut s’expliquer
par le manque de grandes bases publiques annotées. Aﬁn de pallier cette limite, nous nous
sommes intéressés aux techniques d’apprentissages profonds basées sur l’utilisation conjointe
d’images annotées et non annotées. Nous avons donc orienté notre étude sur les techniques
utilisant les données faiblement annotées aﬁn de tirer parti des grandes quantités de données
qui sont sous-exploitées.
CHAPITRE 2
MÉTHODES POUR L’APPRENTISSAGE SEMI-SUPERVISÉ
2.1 Survol des approches d’apprentissage faiblement supervisé
L’expression ’faiblement annotée’ peut paraître confuse, notamment dans le cas de l’appren-
tissage automatique. Comme le fait remarquer Zhia-Hua Zhou dans son article (Zhou (2017)),
cette formule peut faire référence à trois cas de ﬁgure, souvent combinés. La ﬁgure 2.1 résume
ces diﬀérents cas. L’apprentissage à partir de données faiblement annotées peut dans un premier
temps faire référence au cas où seulement une partie de la base de données, généralement petite,
est annotée. La supervision est alors qualiﬁée d’incomplète. L’auteur mentionne deux grandes
familles dans ce cas : la prise en compte ou non d’un annotateur, faisant oﬃce d’oracle. Si
on prend en compte l’intervention humaine dans la supervision, le but sera de présenter à cet
annotateur les données sans annotations qu’il serait le plus pertinent d’annoter. Cette pertinence
fait l’objet d’un domaine de recherche appelé apprentissage actif. De manière naïve, on pourrait
par exemple solliciter l’expert sur les images que le modèle n’arrive pas à prédire de manière
catégorique (Zhou et al. (2017)). D’un autre côté, l’apprentissage est eﬀectué uniquement à
partir des données.
La première famille d’approche, qui est la plus répandue, consiste à utiliser les données non
annotées pour aﬃner l’apprentissage. Une fois l’algorithme entraîné, il est testé sur une base
de test. Il s’agit de l’apprentissage semi-supervisé. La deuxième famille d’approches utilise les
données de test comme données non annotées lors de l’entraînement, et le test est eﬀectué sur
ces mêmes images. Le pseudo-labelling (Lee (2013)) peut être utilisé à cette intention. Le but
de cette approche vise à attribuer une annotation hypothétique aux données non annotées par
l’algorithme pour qu’elles puissent être utilisées de la même manière que les données annotées.
La distinction décrite dans l’article (Zhou (2017)) n’est pas ferme. Il est tout à fait envisageable
d’eﬀectuer un mélange de plusieurs types de supervision lors de l’apprentissage.
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Pour l’utilisation d’images faiblement annotées, un deuxième cas de ﬁgure pourrait faire réfé-
rence à la situation où les données sont annotées de manière globale. La supervision est alors
qualiﬁée d’inexacte. La base de données pour le concours BACH entre dans cette catégorie.
Seul le label de l’image complète est connu. Une des méthodes fréquemment utilisée pour ce
type de supervision est l’apprentissage d’instances multiples (Foulds & Frank (2010)). Dans
ce cas, les images sont considérées comme des sacs et les patches que l’on extrait comme des
instances.
Figure 2.1 Schématisation de l’apprentissage à partir de données faiblement
annotées (Zhou (2017))
Enﬁn, la formule ’faiblement annotée’ peut évoquer l’imprécision dans l’attribution des labels.
Dans ce cas, les annotations attribuées ne représentent pas toujours le label réel. Cette situation
est courante dans le domaine du traitement d’images médicales. Ce cas de ﬁgure est traité dans
la littérature en tant que ’label bruité’. Dans leur bilan (Frénay et al. (2014)), Frenay et Kaban
répertorient trois grandes familles d’approches permettant de lutter contre ce phénomène.
Tout d’abord, la première famille concerne le surapprentissage. Les techniques qui permettent de
limiter la mémorisation des données d’entraînement restreignent l’inﬂuence des exemples dont
le label n’est pas correct. Parmi ces méthodes, on retrouve l’utilisation de modèles possédant
un plus petit nombre de paramètres, l’utilisation de couche de dropout, les techniques d’arrêt
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prématuré de l’apprentissage ou encore l’utilisation de pénalité (norme L1 ou L2) sur les
paramètres appris.
La deuxième approche consiste à eﬀectuer un tri dans les données d’apprentissage à partir de
connaissances a priori. Ces techniques varient d’un problème à l’autre, le but étant de retirer les
données ayant le plus de chance d’être bruitées. Cette famille suppose que certaines données ont
plus ou moins de chance de correspondre au label qui leur a été attribué. Pour l’apprentissage à
partir d’images histologiques, une pratique courante (Hou et al. (2016)) (Zanjani et al. (2018))
vise à éliminer les patches qui possèdent un certain pourcentage de pixels blancs (c.-à-d. les
patches qui possèdent le moins de tissu). On retrouve aussi des méthodes plus globales comme
la recherche de valeur aberrante dans les distributions des données, notamment à l’aide de
méthode de partionnement de données (Muhlenbach et al. (2004)). Cette recherche peut aussi
être eﬀectuée durant l’apprentissage du modèle en retirant les patches que le modèle ou les
modèles ne classent pas correctement (Hou et al. (2016)).
La dernière approche consiste à prendre en compte le bruit présent dans l’annotation. Dans
cette catégorie on retrouve des approches visant à inférer sur le degré de conﬁance qu’une
prédiction peut avoir (DeVries & Taylor (2018)). On retrouve aussi des approches comme celle
proposée dans les travaux de Szegedy et al. (2016) dont le but est d’assouplir la fonction de
coût. Au lieu de pousser le modèle à produire les prédictions catégoriques (0% ou 100%), on
prend en compte l’imprécision dans l’annotation en pénalisant moins l’erreur de prédiction (par
exemple, en déplaçant l’intervalle d’objectif à [0.1 0.9]).
Dans le cadre de cette étude, nous nous plaçons dans le cas d’une supervision incomplète
et plus particulièrement dans le cas d’un apprentissage semi-supervisé pur. Néanmoins, nous
avons aussi aﬀaire à une supervision imprécise plus ou moins importante. Pour les bases de
données TUPAC et BACH, l’annotation a été eﬀectuée par le consensus de deux spécialistes.
Cette supervision imprécise est particulièrement présente pour la base BACH (lorsque l’on
divise les images en patches) et les stratégies mises en place pour lutter contre l’imprécision
des annotations sont traitées plus en détail dans la section 3.3.2. Après avoir spéciﬁé le cadre
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de notre étude, nous allons présenter plus en détail comment utiliser les données annotées et
non annotées pour l’apprentissage d’algorithmes automatiques.
2.2 Hypothèses de l’apprentissage semi-supervisé
L’objectif de l’apprentissage semi-supervisé est de pouvoir améliorer les décisions d’un modèle
en faisant intervenir des images sans annotations. Dans leur livre (Chapelle et al. (2006)),
les auteurs mettent en évidence plusieurs hypothèses qui permettent d’appliquer un tel type
d’apprentissage. Ces hypothèses supposent un certain nombre de relations entre les espaces de
départ que représentent les images avec l’espace d’arrivé, celle des annotations. L’hypothèse
principale est celle de smoothness.
«Semi-supervised smoothness assumption : If two points x1 , x2 in a high-density region are
close, then so should be the corresponding outputs y1 , y2.» (Chapelle et al. (2006))
Cette hypothèse suppose une certaine relation qu’il est possible d’imaginer entre les données
et leurs annotations. S’il n’y a pas de corrélation entre les deux, l’utilisation des données non
annotées devient alors ineﬃcace. Comme l’indiquent Chapelle et al. (2006), cette hypothèsemet
en évidence que cette relation est plus probable dans les zones de forte densité, et a contrario,
elle est moins probable dans les zones de faible densité.
Par ailleurs, il faut noter que cette relation n’est pas nécessairement directe. Une autre hypothèse
importante émise par Chapelle et al. (2006) porte sur l’existence d’un espace, diﬀérent de
l’espace de départ dans lequel il est possible d’utiliser certains algorithmes d’apprentissage
semi-supervisés.
«Manifold assumption : The (high-dimensional) data lie (roughly) on a low-dimensional mani-
fold.» (Chapelle et al. (2006))
Les points x1 et x2, ainsi que les points y1 et y2 peuvent être projetés dans des espaces de plus
faible dimension où cette hypothèse s’applique.
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Les deux prochaines hypothèses sont des cas particuliers qui découlent de la première suppo-
sition. Ils supposent que les points de départ forment des clusters dans un certain espace de
représentation. Si l’on se ﬁt au premier postulat, les points dans les zones de haute densité, dans
un espace de représentation judicieusement choisi, devraient avoir la même classe. Dans ce cas,
on peut imaginer la formation de zones de plus ou moins forte densité. Ce qui conduit aux deux
prochaines hypothèses.
«Cluster assumption : If points are in the same cluster, they are likely to be of the same class.
(Chapelle et al. (2006))»
«Low density separation : The decision boundary should lie in a low-density region. (Chapelle
et al. (2006))»
Les données non annotées appartenant au même cluster devraient ainsi avoir la même classe.
Et ces mêmes ensembles sont délimités par des régions de faible densité de données.
2.3 Modèles conventionnels
Cette partie présente un aperçu des familles d’approches fréquemment utilisées avant l’arrivée
de l’apprentissage profond. Parmi les premières méthodes d’apprentissage semi-supervisées,
on retrouve le self-training. Cette technique permet de prendre en compte les données sans
annotations lors de l’entraînement d’algorithmes de reconnaissance. Elle consiste à annoter les
données sans annotations par l’intermédiaire d’un algorithme automatique. On entraîne dans
un premier temps le modèle à classer les données annotées. Une fois paramétré, on utilise le
modèle pour prédire le label des données sans annotations. Ces dernières dont le modèle est
conﬁant (supérieur à un seuil à déﬁnir) se voient attribuer le label prédit. L’algorithme est
alors réentraîné à partir des données annotées ainsi qu’avec les nouvelles données annotées. On
renouvelle alors l’opération pour un certain nombre d’itérations. Cette méthode très simple est
particulièrement eﬃcace lorsque l’on se trouve dans un espace de représentation où les classes
sont nettement séparées (pas ou peu de chevauchement entre les diﬀérentes classes). Si ce n’est
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pas le cas, certaines données vont alors se voir attribuer le mauvais label, ce qui va nuire à la
classiﬁcation.
Une des alternatives pour pallier cette condition a été d’utiliser l’avis de plusieurs algorithmes
de classiﬁcation pour attribuer des labels aux données non annotées.
L’approche originel de Blum & Mitchell (1998) consiste à classer des pages web représentant
des cours. Cette classiﬁcation est eﬀectué à partir des mots clés présents sur la page elle-même
d’une part et dans l’hyperlien d’autre part. Ces deux diﬀérentes perceptions des données sont
utilisées pour tirer partie des données sans annotations. L’algorithme 2.1 résume la formulation
du co-training décrite dans les travaux de Blum & Mitchell (1998).
Algorithme 2.1 Co-training proposé par Blum et Mitchell (Blum & Mitchell (1998))
1 Input : Classiﬁeurs h1 et h2, base de données annotées A, base de données non
annotées U , paramètre k et u
2 Output : Classiﬁeurs h1 et h2 entraînées
3 for k do
4 Entraîner h1 sur la perception v1 de A
5 Entraîner h2 sur la perception v2 de A
6 Ajouter aléatoirement des exemples de U dans U ′ tel que ‖U ′‖ = u
7 for h ∈ {h1,h2} do
8 Prédire les α données positives de U ′ dont h est le plus conﬁant
9 Prédire les β données négatives de U ′ dont h est le plus conﬁant
10 Ajouter ces nouvelles instances annotées dans A
11 end
12 end
Dans ce cas, on considère que chaque page x peut être perçue de deux manières : v1(x) et
v2(x). Ces deux perceptions sont ensuite utilisées pour entraîner deux modules de classiﬁcation
indépendanteh1 eth2. On extrait ensuite un certain nombreα d’exemples prédits commepositifs
et β exemples prédits comme négatifs dont les prédictions sont les plus élevées pour chaque
module de classiﬁcation. Ces pages sont alors ajoutées dans la base de données annotées. Ces
étapes sont renouvelées un certain nombre k fois, déterminé en fonction des résultats obtenus
sur la base de validation. L’intuition sous jacente à cette méthode vise à utiliser diﬀérents
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points de vue sur les données annotées pour aﬃner les représentations des diﬀérentes classes à
partir des données sans annotations. La ﬁgure 2.2 présente une schématisation très simpliﬁée
de l’utilisation du co-training dans un problème de classiﬁcation binaire. La partie de gauche
représente la distribution des données dans l’espace de caractéristiques, ainsi que les classiﬁeurs
h1 et h2 entraînés sur deux perceptions diﬀérentes des données. Les triangles représentent les
données sans annotations dans ce même espace de caractéristiques.
Figure 2.2 Schématisation d’une itération de co-training
Lors d’une itération de co-training, les deux classiﬁeurs vont annoter l’exemple possédant la
plus forte prédiction de sorte que l’autre puisse en bénéﬁcier. Ainsi un exemple dont le classiﬁeur
h1 est peu conﬁant pourra être ajouté en tant que donnée positive si le deuxième module h2
est très conﬁant dans sa prédiction. Du point de vue du deuxième classiﬁeur, cette donnée
n’apporte pas beaucoup d’informations à la représentation des classes puisqu’elle possède une
forte probabilité de prédiction, mais elle est très utile pour l’entraînement du premier.
Par suite, deux grandes hypothèses sur les données sont formulées dans l’article pour tirer proﬁt
au co-training :
- Chaque perception des données est suﬃsante (avec assez de données annotées) pour eﬀectuer
la classiﬁcation.
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- Les perceptions doivent être distinctes (conditionnellement indépendantes) pour permettre
un apprentissage eﬃcace (cette hypothèse a été relaxée dans les travaux de Abney (2002) :
une faible dépendance des perceptions permet aussi au co-training d’être performant).
Le co-training tend donc à entraîner deux modèles h1 et h2 tel que : ∀x ∈ A,∃{h1,h2} tel
que h1(v1(x)) = h2(v2(x)) = f(x) avec f une fonction de classiﬁcation globale de la base de
données que l’on cherche à atteindre. En théorie, si on arrive à trouver les bons modèles, on
peut utiliser n’importe lequel des deux pour inférer sur la base de test. Mais en pratique utiliser
une combinaison des deux permet d’avoir de meilleures performances, puisqu’il est diﬃcile
dans le cas réel d’assurer les deux hypothèses du co-training.
Pour ce type d’approches, plusieurs éléments sont à prendre en compte. Tout d’abord il faut
s’assurer que les deuxmodèles soient bien diﬀérents. Dans le cas contraire (diversité = 0) aucune
nouvelle information ne sera apportée. De plus, dans le cas où le label attribué est incorrect,
l’ajout de telle donnée peut nuire aux performances des deux modules de classiﬁcations. Les
courbes de performances obtenues par Blum et Mitchell sur leur exemple de classiﬁcation
montrent qu’à partir d’un certain nombre d’itérations k les performances commencent à chuter.
On retrouve diﬀérentes méthodes de classiﬁcation intégrant les données non annotées dans
leurs prédictions. Le transductive support vector machine (ou TSVM) (Vapnik (1998)) consiste
à maximiser la marge de séparation entre deux classes. À l’image du self-training, certaines
données non annotées se voient attribuer un label en fonction de la prédiction du SVM. Un poids
est attribué aux données nouvellement annotées qui seront augmentées progressivement au fur
et à mesure des itérations. On utilise ensuite l’ensemble des données annotées pour préciser la
séparation entre les classes.
Parmi les méthodes de classiﬁcation générative, on retrouve l’approche Gaussian Mixture
Models (GMM) utilisée avec un algorithme d’Expectation Maximisation pour déterminer les
paramètres les plus appropriés aux gaussiennes. L’objectif de cette approche consiste à détermi-
ner les distributions gaussiennes qui représentent le mieux les classes, en utilisant les données
annotées pour donner une indication sur la classe des clusters. Les données non annotées, en très
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grande quantité, permettent à l’algorithme d’eﬀectuer le clustering en ayant plus de données
sur l’espace des caractéristiques.
Une autre catégorie de méthode de classiﬁcation est basée sur la représentation structurelle des
données. Ces techniques sont fondées sur des graphes dont les noeuds sont les données et les
bords sont les distances entre les diﬀérents noeuds. Pour tirer proﬁt des données non annotées,
il faut supposer par exemple que des noeuds proches les uns des autres possèdent le même label.
2.4 Les approches basées sur l’apprentissage profond
Cette partie a pour but de faire la synthèse des modèles profonds les plus performants de nos
jours en se basant sur la base de données CIFAR-10 (Krizhevsky & Hinton (2009)). Cette base
est constituée de 60 000 images naturelles en couleurs de 32 x 32 pixels. Les données sont
équitablement réparties entre 10 classes, 50 000 images sont utilisées pour l’entraînement et 10
000 pour le test. Pour les comparaisons, nous avons retenu le cas semi-supervisé dans lequel
4000 images avec label sont tirées aléatoirement et uniformément entre les classes et le reste de
la base est utilisée comme données sans annotations.
Il existe plusieurs familles d’approches profondes pour l’apprentissage semi-supervisée. Le
tableau 2.1 représente les approches les plus performantes en apprentissage semi-supervisé
de ces dernières années. Ces techniques peuvent être regroupées en diﬀérentes catégories
en fonction sur leur architecture et des stratégies utilisées pour tirer partie des données non
annotées.
Tableau 2.1 Taux d’erreur (exactitude) de test des diﬀérentes approches profondes
semi-supervisées sur la base CIFAR-10
Méthodes Architectures utilisées
Semi-supervisé
4000 labels - 46 000 sans labels
Entièrement supervisé
4000 labels
Sans augmentation Avec augmentation Sans augmentation Avec augmentation
Ladder Network (Rasmus et al. (2015)) Γ Conv-Large 20,40(± 0,47) - 23,33(± 0,61) -
VAT (Miyato et al. (2017)) Conv-Large 14,18 (± 0,38) 11,36(± 0,34) - -
VAT + Ent Min (Miyato et al. (2017)) Conv-Large 13,15 (± 0,21) 10,55(±0,05) - -
Π model (Laine & Aila (2016)) Conv-Large 16,55(±0,29) 12,36(±0,31) 35,56(±1,59) 34,85(±1,65)
Temporal ensembling (Laine & Aila (2016)) Conv-Large - 12,16(±0,24) - -
Mean teacher (Tarvainen & Valpola (2017)) Conv-Large - 12,31(±0,28) - 20,66(±0,57)
Bad GAN (Dai et al. (2017)) Conv-Small 14,41(±0,3) - - -
Stochatic transf. (n=5) (Sajjadi et al. (2016)) Sparse convnet - 11,29(±0,24) - 13,60(±0,24)
Deep Co-Training (Qiao et al. (2018)) Conv-Large - 9,03(±0,18) - -
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Le modèle Conv-Large fait référence à l’architecture décrite dans le tableau 1.1. Cette com-
paraison entre les diﬀérentes approches est basée sur les erreurs publiées dans les diﬀérents
articles, obtenues sur la base de test de la base CIFAR-10. Cependant, on peut noter des diﬀé-
rences entre les protocoles et les architectures utilisées. Par exemple, l’utilisation de la même
architecture (Conv-Large) génère des taux d’erreurs diﬀérents dans le cas entièrement super-
visé. Ces écarts peuvent s’expliquer par les diﬀérentes tailles de base de validation utilisées,
ou encore le nombre d’itérations eﬀectuées pour la recherche des hyperparamètres. Enﬁn, cer-
taines approches, comme Mean Teacher et Temporal ensembling, utilisent diﬀérentes variantes
de couche de normalisation mean only (Salimans & Kingma (2016)). Toutes ces remarques
témoignent du manque de reproductibilité, qui n’est pas limitée au domaine de l’apprentissage
semi-supervisés. Nous avons cherché ici à suivre l’exemple établit par Oliver et al. (2018) en
comparant les approches sélectionnées sur une base commune. On retrouve plusieurs caté-
gories de réseaux utilisant l’apprentissage semi-supervisé. La grande majorité des approches
consistent à régulariser les prédictions d’un modèle en se basant sur l’hypothèse de smoothness.
Il faut noter que l’apprentissage semi-supervisée possède un certain nombre de limites. L’ap-
port des données sans annotations va dépendre de la complexité du problème étudié, au nombre
de données annotées qui le représente ainsi qu’au modèle utilisé . Dans un cas trivial, où un
grand nombre de données annotées sont utilisées pour la classiﬁcation d’exemples distincts,
l’utilisation de données non annotées supplémentaire ne permettra pas d’améliorer les résul-
tats du modèle. Les données sans annotations seront particulièrement intéressantes lorsqu’elles
apportent un information supplémentaire à la représentation des classes par un modèle. Si les
caractéristiques de la donnée sans annotation est fortement représenter dans la base d’entraîne-
ment annotées, sont impact sera probablement très limité car elle conﬁrme les représentations
apprises. Dans le cas contraire, si les caractéristiques de cette donnée ne sont pas courant dans la
base d’entraînement, son impact sera plus important car il va concerner les bornes de décisions
apprises par le modèle.
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2.4.1 Cohérence des prédictions
Parmi les approches les plus récentes, celles basées sur la régularisation des prédictions d’un ou
de plusieurs modèles sont fréquemment utilisées. Cette catégorie d’approche prend pour hypo-
thèse qu’un modèle prédisant le label y˜ pour une donnée x devrait donner le même label si l’on
ajoute une petite perturbation à cette donnée. Les réponses d’un modèle doivent être constantes
aux petites variations appliquées aux données d’entrée puisqu’on considère une certaine corré-
lation entre les données et leurs annotations. En partant de cette hypothèse, les données sans
annotations peuvent être utilisées pour entraîner le modèle à être cohérent dans ses prédictions.
Parmi les premières approches intégrant des modèles profonds, on retrouve l’article de régulari-
sation stochastique de Sajjadi et al. (2016). Le principe général consiste à présenter à un même
modèle plusieurs fois la même image ayant subi à chaque fois une transformation diﬀérente. Les
auteurs introduisent une fonction de coût non supervisé supplémentaire permettant d’optimiser
la cohérence des prédictions d’un réseau à la même donnée d’entrée augmentée de diﬀérentes
façons. Cette fonction est combinée à une fonction de coût supervisée de classiﬁcation classique
comme l’entropie croisée aﬁn de permettre un apprentissage coordonné de la part des données
annotées et des données non annotées. La fonction de coût introduite est composée de la somme
pondérée de deux termes distincts. Le premier représente une fonction calculant la diﬀérence
du carré de la moyenne d’une donnée d’entrée augmentée de diﬀérentes façons, passé plusieurs
fois dans le même modèle. Si on note f la fonction qui représente les prédictions d’un modèle
profond, T j(xi) une augmentation linéaire ou non linéaire j de la donnée d’entrée xi, alors la
première partie de la fonction non supervisée introduite par Sajjadi et al. (2016) peut s’écrire








||f(T j(xi))−f(T k(xi))||22 (2.1)
Dans cette expression, n représente le nombre de passages d’une donnée dans le modèle profond
et N représente le nombre de données d’entraînement. Cette première fonction de coût permet
d’apprendre au réseau à fournir une distribution de prédiction similaire lorsque de petites
variations sont appliquées aux données d’entrée. Le deuxième terme vise à pousser le réseau
à fournir des prédictions mutuellement disjointes entre les diﬀérentes classes aﬁn d’éviter les
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prédictions triviales qui pourraient être apprises par la première partie de la fonction de coût.
Si l’on note fk la prédiction du modèle pour la classe k, en notant C le nombre de classes de
















Cette fonction va pénaliser les vecteurs de prédictions qui ne produisent pas une probabilité
élevée pour une seule classe. Les inconvénients de cette technique portent sur la limite des
augmentations apportées en fonction des bases de données utilisées ainsi que l’augmentation
importante du temps d’apprentissage.
Au lieu de se focaliser sur le cumule de transformations, les méthodes suivantes, basées sur
la même idée, se sont orientés soit vers l’utilisation de plusieurs modèles identiques entraînés
sur des images diﬀérentes soit vers la recherche de transformations particulièrement intéres-
santes. Dans ce premier cas de ﬁgure, on retrouve plusieurs méthodes dont celle proposée par
Laine & Aila (2016). Ils mettent en avant le bénéﬁce d’utiliser un ensemble de réseaux pour
eﬀectuer des prédictions. La première approche, appelée Π-model, est un cas particulier de
l’approche de Sajjadi et al. (2016). Comme on peut le voir sur la ﬁgure 2.3, le but est d’entraî-
ner un réseau à partir de prédictions issues du passage de données augmentées diﬀéremment.
L’utilisation de dropout permet de régulariser le réseau en produisant des prédictions diﬀérentes
à chaque itération. L’utilisation des prédictions du réseau avec dropout peut être vue comme ce-
lui d’un ensemble de réseaux ayant à chaque itération des architectures légèrement diﬀérentes.
L’entraînement est eﬀectué comme précédemment à partir de données annotées, utilisées pour
la fonction de coût supervisée, et de données non annotées utilisées pour le calcul de la fonction
de coût non supervisée.
Une deuxième variante à cette méthode d’entraînement est appelée Temporal ensembling. Elle
est basée sur la même idée d’entraînement à partir d’un ensemble ﬁctif de modèles en ajoutant
la dimension de temps à l’entraînement. La prédiction pour une donnée xi à un temps t par
un réseau f t est gardée en mémoire. Elle sera comparée à la prédiction d’un réseau f t+α
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ayant subi plusieurs mises à jour de paramètres. Dans cette expression, γ représente le temps
nécessaire pour que le réseau f parcours l’ensemble de la base d’entraînement. Les prédictions
enregistrées sont mises à jour par unemoyenne exponentielle mobile (cf. Eq. 2.13) aﬁn de garder
une valeur historique des prédictions de chaque donnée, en prenant en compte les prédictions
antérieures. Cette méthode reste limitée : les variations dans l’apprentissage à partir des données
non annotées ne sont prises en compte qu’une fois par epoch et cette technique nécessite de
sauvegarder les prédictions de chaque donnée d’entraînement, ce qui limite la taille des bases
de données utilisées.
Figure 2.3 Schématisation du fonctionnement de Π-net et de
Temporal ensembling (Laine & Aila (2016)).
Aﬁn de pallier cette limite, l’article proposé par Tarvainen & Valpola (2017) présente une
nouvelle approche inspirée par Temporal ensembling. L’approche Mean teacher met l’accent
sur l’apprentissage des paramètres des réseaux plutôt que sur leurs prédictions. Cette méthode
est composée de deux réseaux, un étudiant et un professeur. Lors de l’entraînement, une même
donnée d’entrée est présentée avec diﬀérentes transformations aux deux réseaux. L’étudiant est
utilisé pour le calcul de la fonction de coût supervisé et le professeur pour le calcul de fonction
de coût non supervisé en comparant la distribution des scores obtenus avec l’étudiant. La mise
à jour des paramètres du professeur est une moyenne mobile exponentielle des paramètres de
l’étudiant, dont les paramètres sont mis à jour par rétropropagation. Lors des phases de tests,
on utilise le modèle du professeur pour prédire le label des patches. Du point de vue expéri-
mentale, c’est une approche qui nécessite un plus grand nombre d’epochs pour que le modèle
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professeur converge puisque ses paramètres ne sont qu’une moyenne exponentielle de ceux du
modèle étudiant. Un autre inconvénient de cette méthode est qu’elle utilise principalement les
transformations appliquées aux images ainsi qu’aux potentielles couches drop out de pour tirer
partie des données sans annotations.
L’approche proposée par Miyato et al. (2017), le Virtual adversarial training (VAT), utilise un
autre point de vue pour répondre au déﬁ de l’entraînement semi-supervisé. Cette approche se
focalise sur l’optimisation du bruit apporté aux images aﬁn de régulariser le réseau. Le but du
Virtual adversarial training est de générer un bruit de faible intensité permettant de transformer
une image d’entrée en une image particulièrement diﬃcile à classer pour le modèle. Le bruit
est optimisé pour forcer le réseau à apprendre des cas de ﬁgure les plus ambigus. Cette méthode
de régularisation met l’accent sur les bornes de décision entre les diﬀérentes classes dans
l’espace de représentation. Cette méthode permet d’ajouter un bruit optimisé supplémentaires
aux diﬀérentes images étudiées. Néanmoins elle nécessite de calculer, à chaque itération, un
bruit pour l’ensemble des patches étudiées, ce qui peut ralentir le temps d’entraînement.
2.4.2 Les réseaux antagonistes génératifs
LesGenerative adversarial networks (GANs) sont desmodèles génératifs non supervisés. Ils ont
été introduits par Goodfellow et al. (2014a) et permettent d’entraîner un modèle à générer des
images similaires à celles utilisées pour l’entraînement. Le GANs est composé de deux réseaux
de neurones : un générateur qui a pour but de générer des images à partir d’un bruit aléatoire,
et un discriminateur qui a pour but de classer les images qu’il reçoit en deux catégories : réelle
ou fausse. L’apprentissage de ce modèle est eﬀectué en opposant ces deux réseaux l’un contre
l’autre.
Le générateur a pour but de générer des images qui ressemblent le plus possible aux images
réelles issues de la base d’entraînement, et le discriminateur a pour objectif de distinguer le
plus ﬁdèlement possible les images issues de la base d’entraînement, classée comme réelle, ou
les images créées par le générateur, classées comme fausses.
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Ce modèle est devenu très rapidement populaire par la qualité des images qu’il pouvait générer,
jusqu’alors obtenues à l’aide d’auto-encodeurs. Plusieurs méthodes semi-supervisées basées
sur les GANs ont vu le jour ces dernières années. Contrairement à l’approche classique,
l’entraînement de GANs pour l’apprentissage semi-supervisé vise à entraîner un discriminateur
capable d’attribuer un label aux images qu’on lui présente. L’entraînement du discriminateur
n’est plus binaire, en plus de devoir diﬀérencier les images réelles des fausses, il doit également
diﬀérencier à quelle classe appartient l’image dans le cas où elle serait réelle.
Parmi les premières approches performantes, on retrouve le Categorical GAN (Springenberg
(2015)). Le discriminateur est entraîné pour distinguer les K classes. L’intuition derrière cette
approche est d’assigner une prédiction équitablement distribuée entre les diﬀérentes classes pour
les images issues du générateur.De plus, un coût supplémentaire est ajouté à l’entraînement. Aﬁn
d’améliorer l’entraînement, ils font l’hypothèse que les données sont équitablement réparties
entre les diﬀérentes classes. Un terme supplémentaire qui consiste à maximiser l’entropie des
prédictions est appliqué à l’ensemble des images de la base d’entraînement, mais aussi aux
images générées par le générateur.
Par la suite d’autres approches ont vu le jour comme Improved techniques for training GANs par
Salimans et al. (2016). Cette approche semi-supervisée considère une classe supplémentaire
pour la classiﬁcation des images issues du générateur. Le discriminateur va être optimisé pour
attribuer un des K classes aux images réelles et la classe K+1 pour les images générées. Pour
les images sans annotations, ils vont chercher à minimiser la probabilité que le discriminateur
attribue la classe K+1. Le générateur quant à lui ne va plus chercher à tromper la prédiction du
discriminateur, mais plutôt chercher à reproduire la distribution des données réelles de la couche
antérieures à la classiﬁcation. L’objectif du générateur consiste à produire une correspondance
des caractéristiques entre le générateur et le discriminateur.
L’approche la plus performante basée sur les GANs est proposée par Dai et al. (2017) dans
l’article Good semi-supervised learning that requires a bad GAN. Elle s’inspire de la méthode
proposée par Salimans et al. (2016) en modiﬁant l’objectif du générateur. Ils montrent que l’ap-
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prentissage d’un bon discriminateur passe par l’utilisation d’un mauvais générateur. Mauvais
dans le sens où il va produire des images aux limites des distributions et donc moins représen-
tatives des données d’entraînement. Les GANs ont obtenu de très bonnes performances dans le
domaine semi-supervisé.
LesGANsont l’avantage de générer une grande quantité d’images synthétiques un fois entrainés.
Néanmoins, ce type d’approches nécessitent d’entrainer au moins deux modèles profonds
simultanément. De plus, l’utilisation de patches de grandes tailles va augmenter de manière
importante la complexité du modèle générateur.
2.4.3 Les auto-encoders
Les auto-encodeurs sont formés de deux branches, un encodeur qui a pour but de projeter la
donnée d’entrée dans un espace généralement de plus petite dimension, et le décodeur dont le but
est de reconstruire la donnée à partir de sa projection. Durant l’entraînement, la diﬀérence entre
la donnée d’entrée et la donnée décodée par le modèle est utilisée comme fonction de coût. Les
auto-encodeurs peuvent être utilisés de plusieurs façons pour l’apprentissage semi-supervisé.
La méthode la plus directe consiste à entraîner l’auto-encodeur à reproduire l’ensemble des
données, annotées et non annotées, dans un espace de représentation pertinent. On utilise
l’encodeur comme extracteur de caractéristiques pour ensuite entraîner un classiﬁeur sur les
données possédant des annotations.
Cette méthode de pré-entraînement est utilisée sur un auto-encodeur de débruitage pour le
pseudo-labelling (Lee (2013)). C’est une technique très simple qui consiste à eﬀectuer du
self-training durant l’entraînement d’un réseau profond aﬁn de tirer proﬁt des données non
annotées.
Le pré-entraînement de l’auto-encodeur est aussi une des approches utilisées sur un auto-
encodeur variationnel proposé par Kingma et al. (2014) pour l’apprentissage semi-supervisé.
Les auto-encodeurs variationnels sont des auto-encodeurs génératifs qui visent à encoder les
données d’entrée dans une distribution normale. L’objectif de l’encodeur est alors d’apprendre
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à transformer une donnée d’entrée en deux vecteurs latents, un pour la moyenne et l’autre
représentant la déviation standard de la distribution dans laquelle se situe la donnée de départ.
Ainsi, il est possible de générer de nouvelles images issues de la même distribution que
les images d’entrées, en faisant des tirages aléatoires à partir des distributions obtenues par
l’encodeur.
Une autre approche consiste à ajouter des couches supplémentaires à l’encodeur pour pouvoir
eﬀectuer la classiﬁcation directement sur les images annotées et utiliser le décodeur pour
calculer un coût non supervisé sur les images sans annotations. Cette technique est utilisée
par l’approche Ladder Network (Rasmus et al. (2015)) et Stacked What Where Auto-Encoder
(SWWAE) (Junbo Zhao & Lecun (2015)).
SWWAE est un auto-encodeur composé de plusieurs couches de pooling permettant d’extraire
après chaque convolution l’information sur quoi (What) et où (Where) se trouve l’information
pertinente sur une image. L’extraction de l’information what est eﬀectuée par un max-pooling
et transmise à la couche suivante, tandis que l’information where est transmise à la couche du
décodeur pour aider la reconstruction de l’image dans les couches d’un-pooling. L’entraînement
est eﬀectué en une seule fois, les images annotées sont utilisées pour entraîner l’encodeur et la
partie de classiﬁcation au travers d’une fonction de coût supervisée. Les images non supervisées
sont utilisées dans le décodeur et permettent de calculer un coût de reconstruction entre les
paires de couches de l’encodeur et du décodeur.
Parmi les approches basées sur les auto-encodeurs les plus performants, on retrouve le Ladder
Network (Rasmus et al. (2015)). Les données non annotées sont utilisées dans une fonction
de coût basée sur la reconstruction des images. Cette approche utilise un auto-encodeur de
débruitage par couche comme artiﬁce pour l’entraînement du réseau. Une étude plus détaillée
du fonctionnement est présente dans la section 2.5.1. Comme dans le réseau proposé par
Junbo Zhao & Lecun (2015), l’information de l’encodeur est transmise au décodeur au travers
de connexions annexes. Les auto-encodeurs ont la particularité de tirer parti de la reconstruction
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des données. Néanmoins, l’entraînement du décodeur va doubler la quantité de paramètres a
mettre à jour durant l’apprentissage.
2.4.4 Autre approche
L’approche Deep Co-Training (DCTR) (Qiao et al. (2018)) est une nouvelle approche de co-
training appliquée à l’utilisation d’architectures profondes. La particularité de cette méthode
porte sur le fait que l’apprentissage est eﬀectué une seule fois. Contrairement au co-training
introduit par Blum&Mitchell (1998), cette approche n’a pas pour but d’annoter les données sans
annotations pour perfectionner les deuxmodèles de classiﬁcation. Le perfectionnement des deux
modèles est eﬀectué durant l’entraînement au travers d’une combinaison de plusieurs fonctions
de coût. Une même base de données est utilisée pour entraîner deux architectures profondes
identiques. Cette approche est actuellement la plus performante sur la base de donnéesCIFAR10.
Elle tire partie à la fois de l’utilisation de plusieurs modèles durant l’apprentissage mais aussi de
la génération de bruit adversaire. Le désavantage principal va se retrouver durant l’apprentissage,
qui va être ralentit par le nombre de modèles envisagés ainsi que par la génération des exemples
adversaires à chaque itération.
2.5 Étude détaillée des modèles utilisés
Nous avons choisi d’utiliser les modèles faisant l’état de l’art sur diﬀérentes bases de don-
nées utilisant des stratégies diﬀérentes pour traiter des images non annotées. Les modèles VAT
(Miyato et al. (2017)) et Mean teacher (Tarvainen & Valpola (2017)) présentent tous deux des
performances compétitives sur la base CIFAR-10 en utilisant des approches d’apprentissage
semi-supervisées distinctes. Le premier se focalise sur l’optimisation du bruit à ajouter aux
données sans annotations. Le deuxième porte son attention sur l’apprentissage d’un modèle
adjacent dont le but consiste à lisser l’apprentissage du modèle étudiant. Notre attention s’est
ensuite porté sur l’approche Ladder Network (Rasmus et al. (2015)) particulièrement perfor-
mante sur la base MNIST et qui base son apprentissage sur la reconstruction des images sans
annotations. Enﬁn, nous avons ajouté l’approche Deep Co-Training (Qiao et al. (2018)), qui
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reporte les meilleurs résultats sur la base CIFAR-10, à nos expériences pour avoir un quatrième
point de vue l’apprentissage semi-supervisé.
2.5.1 Ladder network
Le Ladder network (Rasmus et al. (2015)) est un réseau correspondant à un assemblage d’auto-
encodeur profond dont le but est d’enlever le bruit associé à l’image d’entrée à chaque couche.
Comme on peut le voir sur la ﬁgure 2.4, c’est un réseau composé de trois branches.
Figure 2.4 Schématisation du Ladder
Network (Rasmus et al. (2015)).
La première est un encodeur auquel on ajoute du bruit (gaussien) à chaque niveau. La deuxième
branche est un décodeur dont le but est de débruiter l’information du premier encodeur. La
dernière branche est un encodeur sans bruit qui partage ses poids avec l’encodeur bruité et
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dont la sortie est celle utilisée lors de l’inférence. L’ensemble encodeur bruité - décodeur, est
un artiﬁce utilisé uniquement lors de l’entraînement du réseau. Seul l’encodeur sans bruit est
nécessaire lors de l’inférence. Ce réseau apprend à partir d’images annotées par le biais de
l’encoder bruité et d’images non annotées via le décodeur. La fonction de coût supervisée
consiste à eﬀectuer un calcul d’entropie croisée (Eq. 2.3) entre la prédiction de l’encodeur






Pour l’obtention du coût non supervisé, plusieurs paramètres sont à prendre en compte. L’objectif
de cette fonction vise à minimiser la distance entre les variables latentes issues du décodeur zˆ(l)bn
avec leurs équivalents issues de l’encodeur non bruité uˆ(l)bn . Les variables latentes z représentent
les cartes de caractéristiques obtenues après la couche (l), avant la normalisation du batch. Dans
notre cas, z(l) correspond aux variables de l’encodeur bruité, u(l) aux variables du décodeur et
z(l) à celles de l’encodeur non bruité. La grande particularité du modèle Ladder réside dans
ses connexions entre les couches de l’encodeur bruité et du décodeur, comme on peut le voir
sur le schéma 2.4. Ces connexions sont issues de l’encodeur bruité et sont combinées (Eq. 2.6)
dans le décodeur. La combinaison des variables latentes s’eﬀectue au travers d’une fonction de
combinaison non linéaire composée de dix paramètres a.,i qui sont appris par le réseau lors de
l’entraînement.
































i = (zi(l)−μi(u(l)i ))νi(u(l)i )+μi(u(l)i ) (2.6)
La variable u(l)i correspond à la combinaison des variables latentes entre l’encodeur bruité
zi(l) et le décodeur ui(l). Ensuite, uˆ(l)bn est obtenue en normalisant ui(l) à partir de la moyenne
et de l’écart type du batch de chaque sortie de convolution de l’encodeur sans bruit. Une
fois toutes ces variables obtenues, le coût non supervisé est calculé par la somme pondérée
39
des erreurs quadratiques moyennes des cartes de caractéristiques à chaque couche du réseau,









Les coeﬃcients de pondération λl sont des hyperparamètres associés à chaque couche. Les
résultats présentés par Rasmus et al. (2015) indiquent que la couche la plus élevée a le poids le
plus important. Enﬁn le coût total est obtenu en ajoutant les deux coûts obtenus précédemment.
Ctotal = Csupervisé +Cnonsupervisé (2.8)
Il convient de noter que pour eﬀectuer une itération, il est nécessaire d’obtenir les prédictions
de l’encodeur bruité sur les images annotées, et d’obtenir les variables latentes de l’encodeur
bruité, du décodeur et de l’encodeur non bruité sur les images annotées et non annotées.
Si l’on s’intéresse de plus près à l’ajout du bruit, on constate qu’il est eﬀectué lors d’un
calcul de normalisation du batch. En eﬀet, la première partie de la normalisation (Eq. 1.1)
est eﬀectuée juste à la sortie des couches de convolutions. Les cartes de caractéristiques sont
alors normalisées à partir de la moyenne et de l’écart type du batch. Un bruit gaussien est
ensuite ajouté à l’ensemble du batch et la variable latente bruitée zi(l) est gardée en mémoire
pour le calcul de la fonction de combinaison de la couche du décodeur correspondante. Une
mise à l’échelle et un déplacement sont eﬀectués à partir de deux paramètres appris lors de
l’entraînement. Cela permet de corriger la normalisation avant le passage dans la non-linéarité
(Eq. 1.2). Ces paramètres sont normalement directement calculés après la normalisation des
données. Un schéma faisant le bilan des diﬀérentes connexions est présenté ﬁgure 2.5. C’est
un exemple de modèle possédant 2 convolutions. Durant l’entraînement un batch de données
annotées est utilisé avec un batch de données sans labels. Le but de ce modèle consiste à
obtenir une structure hiérarchique permettant de décomposer les diﬀérentes connaissances
pertinentes présentent dans l’image. Pour cela, les variables latentes présentes à chaque couche
de l’encodeur bruité sont utilisées pour les couches du décodeur correspondantes. L’information
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est ainsi transmise à l’aide d’une fonction combinatoire (Eq. 2.6) permettant de calculer les
variables latentes de la couche inférieure à partir des informations obtenues d’une part de la
couche de l’encodeur bruité correspondante et, d’autre part, des informations de la couche
précédente du décodeur.
Figure 2.5 Schématisation plus détaillée des connexions du Ladder
Network
Il a été nécessaire de faire des choix concernant l’utilisation de cette technique semi-supervisée
sur une architecture profonde comme le ResNet-18. Les auteurs ne mentionnent pas ce cas
de ﬁgure, les seuls résultats publiés concernent l’utilisation d’une architecture Γ basée sur
le modèle Conv-Large. Cette architecture prend en compte la première couche du décodeur
comme variable latente, ce qui réduit l’architecture dumodèle Ladder. Le schéma 2.6 représente
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l’architecture que nous avons utilisé pour limiter le nombre de variables latentes à garder en
mémoire durant l’apprentissage. L’ajout de bruit est eﬀectué après chaque bloc résiduel, ainsi
qu’après les autres couches. De cette manière, l’apprentissage reste réalisable, même pour des
patches importants comme pour le cas de la base BACH.
Figure 2.6 Schématisation d’une partie de
l’encodeur bruité basé sur un ResNet-18
2.5.2 Virtual Adversarial Training
L’approche Virtual adversarial training (Miyato et al. (2017)) est inspiré de la fonction coût
adversaire. Comme schématisé sur la ﬁgure 2.7, l’approche VAT est une technique d’entraîne-
ment permettant de régulariser un modèle profond en utilisant des données sans annotation. Le
principe de cette technique consiste à optimiser un bruit adapté qui une fois ajouté aux images
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non annotées les rendent plus diﬃciles à classer pour le modèle, car plus éloignées du centre de
distribution de la classe. Le bruit virtuellement adversaire est calculé, pour chaque image, par
rétropropagation de la fonction non supervisée des distributions des scores entre l’image bruitée
et l’image sans bruit. Cette distance correspond à la prédiction du réseau (après softmax) entre
l’image d’entrée x et x+ξV AT d, d étant un bruit issu d’une distribution gaussienne permettant
le tirage de variables indépendantes et identiquement distribuées.
Figure 2.7 Schématisation du fonctionnement de VAT (Miyato et al.
(2017))
La variable ξV AT est un hyperparamètre généralement très petit (ξMT = 1e-6 dans notre cas). La
divergence deKullback-Leibler permet demesurer la dissimilarité entre deux lois de probabilité.
Dans notre cas, la fonction de coût non supervisée calcule la distance entre les distributions




P (i) logP (i)
Q(i) (2.9)
La distance ainsi obtenue est normalisée (en la divisant par sa norme L2) pour ensuite être
retropropagé dans le réseau. Ce calcul nous permet de savoir comment modiﬁer le bruit en
entrée pour maximiser la fonction de coût et ainsi produire un exemple particulièrement diﬃcile
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pour le réseau. Ce bruit adversaire, noté radv, est pondéré par un deuxième hyperparamètre
V AT . Les auteurs indiquent qu’empiriquement une seule itération est suﬃsante pour obtenir un
exemple adversaire eﬃcace. Les courbes présentées dans la section 4.3 de l’article de Miyato
et al. (2017) montrent que le bruit généré reste relativement le même après la première itération.
À chaque itération, la partie du batch possédant des labels est utilisée de manière classique pour
calculer la fonction de coût supervisée (entropie croisée dans notre cas). Toutes les images du
batch sont utilisées pour générer des exemples adversaires aﬁn de calculer la fonction de coût
non supervisée (une deuxième divergence de Kullback-Leibler dans notre étude). Pour cette
méthode, la fonction de coût total s’exprime de la manière suivante :










L’objectif de la fonction de coût non supervisée vise à comparer les prédictions obtenues par un
même réseau entre une image sans bruit et une image bruitée. La comparaison étant eﬀectuée au
niveau des distributions des scores de prédictions, il n’est pas nécessaire d’avoir les annotations
pour générer le bruit.
Ctotal = Csupervisé +λV AT CV AT (2.12)
L’un des avantages de cette méthode d’entraînement est qu’elle peut s’appliquer directement aux
architectures profondes et possède peu d’hyperparamètres (la recherche est focalisée sur V AT ).
Une variante est aussi proposée par les auteurs en ajoutant un terme d’entropie à la fonction de
coût total. Cet ajout contraint le modèle à fournir des prédictions plus catégoriques (l’entropie
est maximale lorsque la probabilité est égale entre les diﬀérentes classes). Cette régularisation
par l’entropie a montré ses preuves dans d’autres approches (Sajjadi et al. (2016))(Lee (2013))
et permet généralement d’obtenir de meilleures performances. Dans cette étude, nous avons
choisi de ne pas la prendre en compte, puisqu’elle peut être appliquée de manière similaire à
toutes les autres approches étudiées.
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2.5.3 Mean teacher
L’approche Mean teacher (Tarvainen & Valpola (2017)) est une technique d’entraînement
composé de deux architectures identiques : un étudiant et un professeur. La ﬁgure 2.8 schématise
l’entraînement de cette approche. Le réseau symbolisé par l’étudiant est un réseau qui va
s’entraîner directement à partir des images en entrée.
Figure 2.8 Schématisation du fonctionnement de Mean teacher
(Tarvainen & Valpola (2017))
À chaque itération, un coût est calculé à partir des données annotées et non annotées et
rétropropagé pour mettre à jour ses paramètres. Le professeur quant à lui observe l’étudiant.
À chaque itération, les paramètres du professeur sont mis à jour à partir d’une partie des
paramètres de l’étudiant. Cette mise à jour étant eﬀectuée à l’aide d’une moyenne mobile
exponentielle, l’apprentissage du professeur est plus lissé dans le temps. Soit θPt et θEt les
paramètres respectifs des réseaux professeur et étudiant à l’itération t. La mise à jour par
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moyenne exponentielle mobile peut se formuler de la manière suivante :
θPt = αθPt−1 +(1−α)θEt (2.13)
L’hyperparamètre αMT permet de réguler la proportion des paramètres du réseau étudiant
qui sera transmis au professeur. Pour les premières epochs, ce critère est plus important pour
permettre aux paramètres du professeur de suivre l’apprentissage rapide du début d’entraîne-
ment. Le but étant d’entraîner le professeur à généraliser l’apprentissage directement acquis
de l’étudiant. Lors de l’entraînement, le même batch d’image augmenté de manière aléatoire
est présenté aux deux réseaux. À partir des prédictions de l’étudiant avec les labels des images
annotées présent dans le batch, un coût supervisé est calculé. L’ensemble de ses prédictions sont
comparées avec celles obtenues par le réseau professeur aﬁn de calculer un coût de cohérence
non supervisé entre les deux réseaux. L’addition de ces deux coûts permet d’obtenir le coût
retropropagé pour mettre à jour les paramètres de l’étudiant. Dans ce modèle, la fonction d’en-
tropie croisée est utilisée comme fonction de coût supervisée et l’erreur quadratique moyenne
est utilisée comme fonction de coût non supervisée. Les tests sont eﬀectués sur le réseau du
professeur.
2.5.4 Deep Co-training
L’approche Deep Co-training (Qiao et al. (2018)) est inspirée du co-training introduite par
Blum&Mitchell (1998). PourQiao et al. (2018) la diﬀérence de perception est générée artiﬁciel-
lement. Le but étant de créer une base de données D′ d’exemples tel que ∀x ∈ D′,h1(v1(x)) =
h2(v2(x)). Pour cela, les exemples adversaires du modèle h1 seront utilisés pour entraîner le
modèle h2 et inversement. Les exemples adversaires sont des exemples générés qui ont pour
but de tromper (fausser la prédiction) un modèle précis. Ainsi, des données seront produites,
semblables aux données réelles sur lesquelles les deux modèles n’auront pas les mêmes pré-
dictions. L’approche proposée consiste à entraîner deux modèles profonds identiques sur une
fonction de coût commune composée de trois termes : Csup, Ccot et Cdif .
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Le premier terme, Csup, représente la partie supervisée, calculée sur la base annotée. Cette
fonction a pour but de quantiﬁer la diﬀérence entre les prédictions des deux modèles obtenues
sur la base annotée avec leur label. En considérant les données annotées (x,y) ∈ A avec x une






Dans ce cas, v1 représente la partie extraction de caractéristique de l’architecture profonde et
h1 représente la partie classiﬁcation, souvent composée de couches entièrement connectées.
Le deuxième terme de la fonction de coût est Ccot. Le but de cette fonction est de pousser les
prédictions h1(v1(x)) et h2(v2(x)) à être égale pour x ∈ U . Pour cela, les auteurs ont utilisé la
divergence de Jensen-Shannon entre les prédictions obtenues par les deux modèles h1 et h2 sur












Cette fonction pousse les deux modèles à prédire les mêmes probabilités des diﬀérentes classe
pour chaque image non annotée. Elle tend à ce que les deux modèles prédisent une distribution
moyenne commune aux données non annotées. Cette fonction aura tendance à diminuer les
prédictions du modèle le plus conﬁant et à augmenter celle du second.
La dernière partie de la fonction de coût consiste à forcer une diﬀérence de perception entre
les deux modèles. Pour cela, il est nécessaire de générer des exemples adversaires x˜1 et x˜2 à
partir respectivement de h1 et h2. L’expression x˜1 représente les exemples x qui ont été rendus
adversaires pour le classiﬁeur h1.
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Ces exemples sont générés avec la méthode Fast Gradient Sign Method (Goodfellow et al.
(2014b)) qui consiste à ajouter un faible bruit aux images aﬁn de les rendre plus diﬃciles à prédire
par le modèle. Concrètement, ce bruit est égal à un hyperparamètre DCTR multiplié par la
rétropropagation du gradient appliqué a l’image d’entrée. Ainsi, on applique une transformation
sur l’image dans le sens opposé du gradient, c’est-à-dire qu’on calcule le bruit nécessaire
pour maximiser l’erreur de prédiction, au lieu de la minimiser. En entraînant les modèles à
correctement prédire les exemples adversaires du modèle opposé, on induit la diﬀérence de
point de vue des deux modèles. Dans le cas des données annotées, il suﬃt de comparer les
prédictions à la classe de l’image. Pour les données sans annotations, la rétropropagation est
eﬀectuée par rapport au label le plus probable.
La fonction Cdif consiste à minimiser l’entropie croisée entre la prédiction d’un classiﬁeur
h1(v1(x)) avec la prédiction du deuxième classiﬁeur sur les mêmes données, mais adversaires






La fonction de coût ﬁnale utilisée consiste en la somme de ces trois fonctions, pondérée par des
hyperparamètres λcot et λdif tel que :
Cglobal = Csup +λcotCcot +λdifCdif (2.18)
Dans leur article, seul un des deux modèles entrainés est utilisé en tant que comparaison
équitable avec les autres modèles de CIFAR10. Il est intéressant de noter qu’utiliser deux ou plus
demodèles aﬁn de prédire les classes permet d’obtenir encore demeilleures performances. Nous
allons donc dans un premier temps comparer les résultats obtenus avec un seul des deuxmodèles.
Dans une deuxième partie des expériences, nous allons étudier, pour les diﬀérentes bases de
données, l’écart de prédiction généré par la fonction de coût Cdif , aﬁn de comparer l’impact
de cette méthode de diversité avec d’autres méthodes plus classiques. Nous allons aussi nous
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intéresser aux diﬀérentes techniques de vote aﬁn de tirer parti des diﬀérentes représentations
des deux modèles.
Récapitulatif
Le tableau 2.2 représente succinctement les stratégies utilisées par les diﬀérentes approches
sélectionnées. Seule la fonction de coût non supervisée est indiquée car l’ensemble de ces
approches utilise l’entropie croisée comme fonction de coût supervisée. Dans ce tableau, la
’Prédiction de l’image’ correspond au vecteur de probabilité obtenu en utilisant un modèle de
reconnaissance d’image.
Tableau 2.2 Tableau récapitulatif des approches sélectionnées
Approches Coût non supervisé Caractéristiques prises en compte Nombred’architectures entrainées
Ladder Network
(Rasmus et al. (2015)) Erreur quadratique moyenne
Variables latentes du décodeur et
de l’encoder non bruitée 2
Virtual Adversarial Training
(Miyato et al. (2017)) Divergence de Kullback-Leibler
Prédiction de l’image avec
et sans bruit adversaire du même modèle 1
Mean teacher
(Tarvainen & Valpola (2017)) Erreur quadratique moyenne Prédiction entre le professeur et l’étudiant 1
Deep Co-training
(Qiao et al. (2018))
Entropie croisée Prédiction de l’image du modèle 1 avecla prédiction de l’image adversaire du modèle 2 et inversement 2
Jensen-Shannon Prédiction de l’image entre le modèle 1 et le modèle 2
Il convient de noter que pour l’ensemble de ces approches, l’inférence est eﬀectué avec une
architecture de même taille. Le ’Nombre d’architectures entrainées’ correspond au nombre
de modèles profond qu’il est nécessaire d’entraîner lors de l’apprentissage de ces diﬀérentes
approches. L’architecture profonde utilisée dans le cas entièrement supervisé étant ﬁxée pour
référence. Par exemple, le Ladder Network nécessite l’apprentissage d’un encodeur et d’un
décodeur, tout les deux équivalents à l’architecture profonde supervisée. Pour le cas de Mean
Teacher, seul le modèle étudiant nécessite d’être entraîné. Ces diﬀérences vont se répercuter




Les expériences menées dans le cadre de nos travaux ont pour but d’étudier l’inﬂuence de
la variation de données annotées et non annotées sur les diﬀérentes approches basées sur
l’apprentissage semi-supervisé que nous avons sélectionnées. La section 4.1 des résultats est
une partie à part entière de notre étude. Elle consiste à utiliser 35 patches par images pour
traiter le cas de la base BACH comme le présente l’article de référence (Araújo et al. (2017))
pour cette compétition. Aﬁn de traiter ce cas de ﬁgure, nous avons comparé l’utilisation de
diﬀérentes techniques (section 3.3.2) pour limiter l’imprécision de l’annotation des patches.
Pour cette conﬁguration, nous avons eﬀectué les expériences en utilisant 70% de la base pour
l’entraînement et la validation, et 30% pour le test. Nous avons eﬀectué chaque cas de ﬁgure 7
fois en utilisant des bases de validations indépendantes (voir Fig. I-3). Pour cette conﬁguration,
nous avons eﬀectué les expériences 1 et 2.
Figure 3.1 Répartition des données pour la base BACH et TUPAC
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Pour le reste de l’étude, nous avons changé le contexte expérimental aﬁn que la base de
validation soit plus représentative du problème. Nous avons donc utilisé 80% de la base totale
pour l’entraînement et la validation et 20% pour le test. Dans ce cas nous avons eﬀectué
chaque expérience sur 4 bases de validation indépendantes (voir Fig. 3.1). Dans cette partie
de l’étude, nous avons pu comparer l’inﬂuence apportée par le pré-entrainement sur ImageNet
des paramètres des modèles sur les résultats. Pour cette conﬁguration, nous avons eﬀectué les
expériences 1 et 3.
Pour l’ensemble des expériences, les bases d’entraînements avec et sans labels ont été tirées
aléatoirement parmi les images restantes de la base de données une fois la base de test et de
validation retirées. Ainsi, l’augmentation des données annotées et non annotées prend en compte
les tirages précédents. Pour la base de données BACH, nous avons raisonné sur des tranches de
10% issues de la base de données totale. Chaque tranche représente donc 10 images/classe, soit
40 images. Pour cette base de données nous avons donc étudié les performances de 6 paliers.
Ayant accès à plus de données, pour la base issue du concours TUPAC, nous avons eﬀectué les
tranches en fonction de la base totale d’entraînement. Nous avons ainsi 10 paliers correspondant
à 10 % de la base d’entraînement. Les diﬀérentes expériences sont déﬁnies comme suit.
Expérience 1
La première expérience a pour but d’évaluer l’inﬂuence de la quantité de données non annotées
sur les performances des diﬀérents modèles semi-supervisés. Nous avons augmenté de manière
progressive le nombre de données non annotées tout en ﬁxant une petite quantité de données
annotées. Cette expérience permet d’étudier l’inﬂuence de l’ajout de données non annotées
sur les diﬀérentes techniques semi-supervisées. Nous allons ainsi pouvoir observer dans quelle
mesure l’augmentation de données non annotées est bénéﬁque aux diﬀérentes méthodes.
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Expérience 2
La deuxième expérience a pour but d’évaluer l’inﬂuence de l’augmentation simultanée de
la quantité de données annotées et non annotées sur les performances des diﬀérents modèles.
L’expérience consiste à sélectionner à chaque fois autant de données annotées que non annotées.
Expérience 3
La troisième expérience consiste à augmenter de manière progressive la quantité de données
annotées tout en conservant le nombre total de données. On se place ici dans le cas où un expert
annote à chaque fois une quantité ﬁxe d’images. Cette expérience nous permet d’observer dans
quelle mesure l’ajout d’annotations nous permet d’obtenir de meilleures performances. Pour
cette expérience, toutes les données sont utilisées à chaque palier.
3.2 Base de données : Tumor Proliferation Assessment Challenge 2016
3.2.1 Description
Lors de ce concours, trois tâches indépendantes pouvaient être réalisées par les participants :
la prédiction du score de prolifération du cancer basée sur le dénombrement des mitoses, la
prédiction du score de prolifération du cancer basée sur les données moléculaires et la détection
des mitoses. Nous nous sommes intéressés à la troisième tâche de ce concours. Les bases de
données mises à la disposition des participants pour cette tâche sont les suivantes :
- Une base d’entraînement composée de la base AMIDA13 plus 50 nouveaux cas (soit 73
patients). Ces diﬀérentes images sont les portions de 2mm2 dont on connaît la position
des mitoses données par des spécialistes. Chaque cas comporte au minimum 10 HPFs
(High power ﬁelds) qui correspondent à une zone d’étude sélectionnée par un pathologiste
expérimenté (voir Fig. 3.2).
- Une base de test composée de 34 cas du même format que la base d’entraînement.
52
- Une base de données de 500 WSI annotées par niveau de grade (I, II ou III) ainsi qu’une
base de 148 WSI annotées des ROI par des spécialistes sont disponibles.
Figure 3.2 Exemple d’images de la base TUPAC (Veta et al. (2018a))
La base utilisée comporte 656 images décomposées en 73 patients. Dans cette base on retrouve
606 images de 2000 x 2000 pixels et 50 images de 5657 x 5657 pixels. Le but étant de déterminer
les coordonnées des mitoses à partir d’images histologiques. Nous avons choisi d’étudier cette
base de données en extrayant des patches centrés sur le noyau des cellules. Les coordonnées à
notre disposition permettent ainsi d’annoter les patches extraits.
3.2.2 Mise en forme de la base de données
Pour étudier cette base de données, nous avons décidé d’eﬀectuer l’apprentissage et le test de
ces images à partir des patches centrés sur les cellules qui les composent. Pour cela nous nous
sommes inspirés d’un logiciel (Cellproﬁler (Carpenter et al. (2006))) utilisé par le vainqueur
de la compétition pour détecter le nombre de cellules sur les images. Ce logiciel permet de
détecter diﬀérents blobs à partir de seuillages successifs de l’image à étudier. Pour cela, nous
avons paramétré la fonction SimpleBlobDetector de la librairie OpenCV (Bradski (2000)) qui
eﬀectue les mêmes étapes de seuillage. La détermination des diﬀérents paramètres s’est faite
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empiriquement à partir des images de la base de design. L’algorithme consiste à eﬀectuer
plusieurs seuillages de manière incrémentale. Dans notre cas 8 seuillages sont eﬀectués, de 50
à 120 par pas de 10. Les groupes de pixels communs aux diﬀérents seuillages sont considérés
comme des blobs et les coordonnées de leurs centres sont extraites. Les blobs ainsi détectés
sont pris en compte s’ils remplissent un certain nombre de critères. Nous avons pris en compte
les blobs qui étaient répétés au moins 2 fois lors des diﬀérents seuillages et qui possèdent une
aire comprise entre 20 et 2500 pixels pour éliminer les trop petits blobs qui ne sont pas des
cellules, et les trop grosses masses.
Figure 3.3 Cellule en cours de mitose
non détecté. Les noyaux des cellules
détectés sont marqués par un point bleu (à
gauche)
Au ﬁnal, parmi 1552 mitoses de la base de données seules 10 n’ont pas été détectées : 7 dans
la base de design et 3 dans la base de test. La ﬁgure 3.3 représente une des cellules en cours de
mitose qui n’a pas été détectée. Les points bleus sur l’image de droite représentent les centres
des cellules détectés par notre méthode. Il faut noter que la séparation des images s’est faite
de manière uniforme : chaque fold correspond au même nombre d’images. Cette conﬁguration
implique une limite : il se peut que les images d’un même patient servent dans diﬀérentes
partition. Cette limite doit être prise en compte dans l’interprétation des résultats. L’une des
principales diﬃcultés de ce concours est le débalancement des classes. Si l’on dénombre les
cellules présentes sur l’ensemble des images, les cellules en cours de mitose représentent
0.20% de la base de données. Pour palier à ce problème, les vainqueurs du concours ont sous
échantillonné les patches négatifs et sur échantillonné les patches positifs. Aﬁn de focaliser
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l’apprentissage sur les cas diﬃciles, il est nécessaire d’échantillonner en priorité les patches
négatifs particulièrement ressemblants aux mitoses. Pour cela, les candidats entraînent un
premier modèle, qualiﬁé d’ "oracle", dont les prédictions seront utilisées pour séparer les
pacths négatifs en patches ’faciles’ et ’diﬃciles’. Les patches ’diﬃciles’ correspondent aux
patches négatifs de la base d’entraînement qui sont classés par le modèle en tant que mitoses.
3.2.2.1 Choix des patches
La stratégie utilisée pour sélectionner les patches consiste à augmenter le nombre de patches
positifs aﬁn d’obtenir 100 patches positifs et 100 patches négatifs pour chaque image. Pour
les patches négatifs, 50 patches sont des faux positifs sélectionnés par un modèle ’oracle’
et les 50 autres ont été sélectionnés aléatoirement parmi le reste des patches négatifs. Cette
stratégie a pour objectif de focaliser l’apprentissage sur les exemples particulièrement diﬃciles
à reconnaître. L’augmentation des patches est eﬀectuée par rotation, réﬂexion et variation de
la luminosité, du contraste et de la saturation. Pour le test, tous les patches sont classés par
le modèle, sans balancement entre les patches positifs et négatifs. Le choix des patches est
nécessaire pour rendre l’apprentissage possible. La base de données comptabilise plus d’un
million de patches au total, la réduction du nombre de patches étudié permet de limiter le temps
d’apprentissage des diﬀérents modèles.
Le modèle ’oracle’ est entraîné à partir de toutes les images d’une itération, en choisissant 100
patches négatifs aléatoirement pour 100 patches positifs augmentés par image. Ce modèle est
testé sur une base de validation distribuée de la même manière. Une fois entraîné, ce modèle
est utilisé pour classer les patches d’entraînement aﬁn de sélectionner les patches faux positifs
(voir Fig. 3.4).
L’arrêt de l’entraînement est obtenu à l’epoch permettant d’obtenir le meilleur score de la
fonction de coût de la base de validation (entropie croisée) aﬁn d’éviter le surapprentissage.
Nous avons utilisé le score F1 (voir section 3.4) pour le calcul des performances pour ne pas
prendre en compte le débalancement. Pour l’ensemble des expériences, nous ne pouvons pas
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Figure 3.4 Exemple de patches : en cours de mitose (a), faux positifs du
modèle oracle (b), négatifs sélectionnés aléatoirement (c)
utiliser la base de validation entière car elle est trop grande. Les diﬀérentes bases de validations
sont constituées de 800 patches positifs, 10 000 patches négatifs et 10 000 patches négatifs
’diﬃciles’ sélectionnés par l’oracle. Nous avons choisi de déséquilibrer la base de validation
pour qu’elle corresponde davantage à la base de test. Nous avons augmenté les patches positifs
pour en avoir un nombre ﬁxe pour diﬀérentes itérations et nous avons ﬁxé un nombre plus
important de patches négatifs et négatifs ’diﬃciles’. La base de test est composée de tout les
patches détectés sur les images sélectionnées, soit de 347 patches positifs et 203 169 patches
négatifs.
3.3 Base de données : Grand Challenge on BreAst Cancer Histology images
3.3.1 Description
Le concours Grand Challenge on Breast Cancer Histology images (BACH) fait partie de la
5th International Conference on Image Analysis and Recognition (ICIAR). C’est une suite
à la compétition eﬀectuée lors de la conférence Bioimaging 2015 qui été focalisé sur la re-
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connaissance de grands patches histologiques en 4 classes. Cette compétition comprenait 140
images histologiques de 2048 x 1536 pixels (120 pour l’entraînement et 20 pour le test) issus
de diﬀérents échantillons de biopsie.
Le concours BACH a pour but d’encourager la recherche autour de la détection et du diagnostic
automatique d’images histologiques de cancer du sein. Le challenge se compose de deux parties
A et B : la reconnaissance automatique de grands patches (2048x1536 pixels) en quatre classes
(normal, benign, insitu carcinoma, invasive carcinoma) et la segmentation de ces mêmes quatre
classes à partir de whole slide images.
La partie A est composée de 400 images de 2048 x 1536 pixels répartis équitablement entre
4 classes : normal, benign, insitu carcinoma, invasive carcinoma. Un exemple d’image est
représenté sur la ﬁgure 3.5.
Figure 3.5 Exemple d’images histologiques pour la partie A (Aresta et al. (2018))
Cette base de données est une extension de la base utilisée lors du challenge Bioimaging2015.
Les images ont toutes la même résolution (0.42 μm x 0.42 μm par pixel). Il n’est néanmoins pas
mentionné à partir de combien de patients proviennent ces échantillons ni le type de microscope
utilisé. L’annotation des images a été faite par deux pathologistes, seules les images annotées
identiquement par les spécialistes ont été gardées. Une base de test est fournie aux participants
pour évaluer et classer les diﬀérents modèles.
La partie B est composée de 30 whole slide images dont 10 d’entre elles sont annotées à chaque
pixel dans les quatre mêmes classes : normal, benign, insitu carcinoma, invasive carcinoma.
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Dans ce projet, nous nous sommes focalisés sur la partie A de la compétition pour évaluer les
diﬀérentes approches semi-supervisées sélectionnées.
3.3.2 Techniques pour traiter la supervision imprécise : le cas de la base BACH
La première approche pour étudier cette base consite à apprendre à partir de l’image complète.
Le pré-entraînement sur ImageNet joue un rôle primordial : il permet d’obtenir des résultats
signiﬁcativement supérieurs et permet de faciliter l’apprentissage. De plus, cette méthode est
très dépendante du nombre d’images : dans le cas semi-supervisé, la petite taille de la base
d’entraînement rend l’utilisation d’un grand nombre de petits patches plus performant. Le
tableau 3.1 représente les scores d’exactitude obtenus à l’aide d’un ResNet-18 pré entraîné sur
ImageNet. L’approche la plus directe pour étudier cette base est d’utiliser les images complètes
comme données pour l’apprentissage. C’est cette approche, couplée avec l’utilisation d’un pré-
entrainement sur ImageNet, qui a obtenu les meilleurs résultats lors de la compétition. Nous
nous sommes rendu compte parmi les gagnants de la compétition, qu’il était courant de réduire
la dimension de ces patches (Kwok (2018),Chennamsetty et al. (2018)). Pour étudier l’impact
de la taille des patches sur les scores d’exactitude en classiﬁcation, nous avons fait varier la
taille des patches extraits que nous avons redimensionnés en patch de 256 x 256. Les patches
ont été extraits avec du chevauchement, à raison de 165 patches de taille 256x256, 35 patches
de taille 512 x 512 pixels, 6 patches de taille 1024 x 1024 pixels et 2 patches de taille 1536 x
1536 pixels. Dans cette première expérience, nous avons attribué à chaque patch extrait le label
de l’image dont il est issu. Le tableau 3.1 représente les scores d’exactitude obtenus sur la base
de test à l’aide d’un ResNet-18 pré entraîné sur ImageNet en faisant varier la taille des patches
utilisées. Les scores sur les images de la base de test ont été obtenus à partir de la moyenne
calculé sur les scores de probabilités, obtenues sur l’ensemble des patches constituant cette
même image.
L’entraînement a été eﬀectué avec 240 images (60 de chaque classe) et validé sur 40 images
(10 de chaque classe). Les tests ont été eﬀectués 7 fois, en prenant en compte 7 bases de
validation indépendantes pour l’apprentissage du modèle. On constate que les résultats sont
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Tableau 3.1 Scores d’exactitude (fusion des patches par somme des probabilités)
obtenus sur la base de test en fonction de la taille des patches
256 (165 patches) 512 (35 patches) 1024 (6 patches) 1536 (2 patches)
87.85 ± 4.87 90.35 ± 6.36 89.64 ± 4.19 87.14 ± 4.87
meilleurs si l’on utilise 35 patches représentant de plus petites régions. Notre étude va se baser,
dans un premier temps, sur l’utilisation de 35 patches par image pour entraîner les diﬀérentes
techniques d’apprentissage semi-supervisées. Dans un deuxième temps, nous allons utiliser les
images complètes en tant que patch aﬁn de se placer uniquement dans le cas d’un apprentissage
semi-supervisé (pure).
Pour l’étude des patches nous allons extraire 35 patches de 512 x 512 pixels que nous avons
redimensionnés. Dans ce cas de ﬁgure, deux diﬃcultés sont à prendre en compte :
(1) Comment annoter les patches que l’on va extraire?
(2) Comment eﬀectuer la prédiction de l’image complète à partir des patches?
3.3.2.1 Annotation des patches
Les diﬀérentes classes témoignent d’un certain avancement de la tumeur. De manière grossière,
Normal = pas de tumeur, Bénin = début de tumeur ou tumeur localisée, In Situ = tumeur pré-
sente uniquement dans des canaux galactophores (tumeur "emprisonnée" dans une membrane
présentent Fig. 3.7) et Invasif = tumeur qui prolifère. Il faut noter que la classe invasive peut
témoigner de plusieurs cas de ﬁgure. La rupture de la membrane dans le cas In Situ est qualiﬁée
d’invasif (voir image de gauche Fig. 3.6). Cette même classe peut aussi représenter un morceau
de tissu plus homogène (image de droite Fig. 3.6). Il faut noter que la tumeur fait référence à
des cellules qui se multiplient de manière non contrôlée.
La question est alors de savoir si la tumeur à une inﬂuence sur son environnement, ou si elle se
limite à certaines parties de l’image.
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Si l’on fait l’hypothèse qu’il y a une indépendance entre les classes, dans ce cas, attribuer
directement le label de l’image complète à celui des patches qui la compose est une solution
cohérente. Les performances représentées dans le tableau 3.1 sont alors une bonne représentation
des performances auxquels il faut s’attendre pour ce type de problème. Dans ce cas on suppose
alors que chaque patch est représentatif du label attribué globalement.
Figure 3.6 Exemple d’images de la classe Invasive
Dans le deuxième cas de ﬁgure, on fait l’hypothèse que les classes ne sont pas indépendantes
entre elles. On suppose alors que les diﬀérents stades de tumeurs sont localisés sur l’image.
C’est-à-dire qu’il peut exister, par exemple, des patches de la classe Normal dans des images de
la classe In Situ. Dans ce cas, on s’attend à obtenir de meilleures performances en sélectionnant
les patches les plus représentatifs pour chaque classe. Cette question est plus complexe qu’il n’y
paraît : l’algorithme automatique va apprendre à reconnaître des caractéristiques spéciﬁques à
chaque classe qui ne sont pas nécessairement reliées à celles utilisées par les pathologistes.
Figure 3.7 Exemple d’images de la classe In Situ
Nous allons comparer les résultats obtenus avec ces deux approches pour savoir quelle est
la méthode d’apprentissage la plus adaptée pour cette base de données dans le cas d’une
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supervision incomplète. Étudions alors plus en détail le deuxième cas de ﬁgure : plusieurs
classes peuvent être présentes dans une image. On se place alors dans un contexte de label bruité
comme déﬁni précédemment. Nous avons donc cherché des méthodes pour limiter l’inﬂuence
de patches bruités. La question qui se pose alors est : comment sélectionner les patches qui
représentent le plus le label de l’image complète? La première approche consiste à enlever les
patches possédant une majorité de pixels blancs. Ces zones représentent l’arrière-plan : il s’agit
soit des limites des l’échantillons observé soit de déchirure liée à leur découpe. Ce critère est
souvent utilisé pour eﬀectuer une présélection grossière des patches d’images histologiques.
Ces patches, qui représentent en grande partie l’arrière-plan, peuvent ajouter du bruit lors de
l’apprentissage puisqu’ils peuvent être présents sur des images de diﬀérentes classes.
Figure 3.8 Sélection des diﬀérents patches suivant le critère de seuillage (a), du
nombre de cellules (b) et de choix par un modèle (c)
La ﬁgure 3.8 (a) représente une image dont les patches ont été sélectionnés par le critère
de seuillage. Pour ce critère, nous avons dans un premier temps normalisé les images pour
limiter l’inﬂuence des conditions des diﬀérents contrastes dans les images. Une fois les images
normalisées, les patches sont extraits de chaque image et convertis en teintes de gris. On
dénombre ensuite les pixels supérieurs à une certaine valeur déterminée empiriquement (190
dans notre cas). L’ensemble des patches des images pour l’entraînement est ensuite classé en
fonction de leur nombre de pixels supérieur au seuil déﬁni empiriquement (75 % dans notre
cas), correspondant aux pixels de l’arrière-plan.
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L’objectif de la classiﬁcation étant de diﬀérencier les diﬀérents stades de tumeurs, pour la
deuxième approche nous nous sommes focalisés sur les patches possédant le plus de cellules
sur chaque image. Pour ce critère l’algorithme de détection des blobs proposés par la librairie
OpenCV a été reparamétré empiriquement pour ce cas. Il a été nécessaire dans un premier temps
de normaliser les couleurs des diﬀérentes images pour être capable d’avoir une extraction robuste
entre deux images n’étant pas teintées de la même façon.
Figure 3.9 Exemple du critère de dénombrement des cellules
L’algorithme consiste à eﬀectuer plusieurs seuillages de manière incrémentale. Dans notre cas
8 seuillages ont été eﬀectués, de 50 à 120 par pas de 10. Les groupes de pixels communs
aux diﬀérents seuillages sont considérés comme des blobs et les coordonnées de leurs centres
sont extraites. Les blobs ainsi détectés sont pris en compte s’ils remplissent un certain nombre
de critères. Nous avons pris en compte les blobs qui étaient répétés au moins 2 fois lors des
diﬀérents seuillages et qui possèdent une aire comprise entre 20 et 2500 pixels pour éliminer les
trop petits blobs qui ne sont pas des cellules, et les trop grosses masses. La ﬁgure 3.9 représente
un exemple de détection pour un patch. Les points bleus sur l’image de droite représentent les
centres des blobs détectés. Cet algorithme est utilisé pour extraire les coordonnées et le nombre
de cellules détectées pour chaque patch. Les patches sont alors classés en fonction du nombre
de blobs détectés. Pour les diﬀérentes expériences, nous avons sélectionné 75 % des patches
possédant le plus de cellules pour chaque image.
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Nous avons voulu tester une méthode basée sur l’apprentissage d’un modèle. Nous entraînons
dans un premier temps le modèle sur l’ensemble des patches, en leur attribuant le label de
leur image d’origine. Une fois entraîné, nous sélectionnons dans la base d’entraînement les
patches correctement prédits par le modèle. Cette nouvelle base épurée sera ensuite utilisée
pour entraîner un nouveau modèle. Plusieurs articles sont basés sur une méthode de sélection
des patches similaires ( Frénay&Verleysen (2014))(Hou et al. (2016)). Le principe est de laisser
au modèle le choix des patches les plus représentatifs de chaque classe. Il faut néanmoins faire
attention au surapprentissage, pour éviter que le modèle apprenne par coeur les images de la
base d’entraînement. La ﬁgure 3.8 (c) représente un exemple de sélection de patches avec ce
critère. Comme on peut le constater, ce choix est diﬃcilement interprétable, il ne dépend que
de la modélisation du problème par le modèle.
Enﬁn, nous avons voulu tester une méthode d’apprentissage prenant en compte le bruit présent
dans les échantillons. Nous nous sommes orientés vers le lissage des labels (label smoo-
thing)(Szegedy et al. (2016)), car c’est une méthode simple et eﬃcace qui a été largement
pratiqué ces deux dernières années. En déplaçant les bornes d’objectif de la fonction de coût,
on donne un certain degré de validité à chaque label. Avec cette méthode, on peut prendre en
compte les erreurs potentielles au niveau du label des patches.
3.3.2.2 Prédiction de l’image complète
La deuxième question qui se pose alors est : comment obtenir une classiﬁcation de l’image
globale à partir d’un modèle de reconnaissance de patch? Les techniques classique de fusion
supposent une certaine distribution des instances. En faisant la moyenne des scores obtenus
sur une image, on suppose qu’il y a une majorité de patches de la classe présentes sur l’image.
Il en est de même pour le vote majoritaire. L’attribution du label à partir des top k patches
possédant les plus fortes prédictions suppose que les patches qui activent le plus le modèle sont
représentatifs de la classe en question. Toutefois si l’on suppose que les zones représentant les
tumeurs sont localisées, le modèle peut très bien, dans le cas In Situ par exemple, obtenir des
prédictions élevées pour des patches de la classe Normal et In Situ.
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Ainsi, en fonction des exemples, la classe de l’image peut être représentée en minorité sur
l’image 3.7. Dans cette partie, outre l’utilisation des méthodes classiques, nous allons expéri-
menter plusieurs méthodes de fusion des patches dans le but d’améliorer le score d’exactitude
obtenu.
WILDCAT
L’approche Wildcat (Durand et al.) consiste à produire des cartes de probabilité pour chaque
classe et à sélectionner un certain nombre d’instances k faisant partie des extremums de ces
cartes de probabilité. De plus, cette approche permet d’entraîner le modèle sur des patches et
d’inférer sur des images, puisque ce dernier est basé sur une architecture entièrement convolu-
tionnelle. Cette méthode est composée de trois grandes parties, schématisées sur la ﬁgure 3.10.
Les dimensions des cartes de caractéristiques sont indiquées en dessous des diﬀérents modules,
en prenant l’exemple d’une image et d’un patch.
Figure 3.10 Schématisation de la méthode WILDCAT (Durand et al.)
La première partie consiste à extraire les caractéristiques de l’image d’entrée, indépendamment
de sa taille. Cette particularité permet de rendre l’entraînement et l’inférence indépendants de
la taille des données d’entrées. On peut par exemple entraîner le modèle d’extraction sur des
patches et utiliser celui-ce pour produire des prédictions à la fois sur des patches et des images
complètes. L’approche WILDCAT consiste en l’application de deux modules successifs : un
module de transfert multi-map appelé Weakly Supervised Learning transfer (WSL tranfer) et
une étape d’agrégation appelée WILDCAT pooling. Le premier module consiste à changer l’ap-
parence et le nombre de cartes de caractéristiques à la sortie de l’extracteur de caractéristiques.
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Le but vise à répartir les cartes équitablement entre les diﬀérentes classes du problème. Cette
étape est eﬀectuée à l’aide d’une couche de convolution possédant un kernel de 1x1. Le nombre
de cartes par classe est déterminé par un hyperparamètre M commun à toutes les classes. Le
deuxième module comporte deux étapes. La première consiste à fusionner les diﬀérentes cartes
pour obtenir une carte de probabilité par classe. La deuxième étape consiste à obtenir un score
de probabilité à partir de ces cartes en faisant la somme pondérée des k régions les plus pro-
bables et les moins probables pour chaque classe. Nous avons utilisé l’architecture ResNet-18
pré-entraînée et nous avons aﬃné l’apprentissage à l’aide des images complètes uniquement
sur la partie WILDCAT. De cette manière, on limite le surapprentissage dû au faible nombre
d’images, car seule une convolution doit être apprise.
Histogrammes
Cette approche est basée sur les travaux de Hou et al. (2016). Un histogramme est calculé pour
chaque image d’entraînement (voir Fig. 3.11) pour permettre de créer une base d’entraînement
spéciﬁque à la classiﬁcation des images à partir de la prédiction obtenue sur les diﬀérents
patches. Le but est d’apprendre un module de classiﬁcation basé sur la distribution des labels
des patches sur chaque image.
Figure 3.11 Exemple d’histogramme permettant d’entraîner
diﬀérents modules de classiﬁcations
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Hou et al. (2016) ont comparé l’utilisation d’un SVM et d’un modèle de régression logistique
pour cette tâche. Cette méthode permet de prendre en compte, dans le cas d’un module d’extrac-
tion parfait, les patches dont le label ne correspond pas à celui de l’image globale. En pratique
cette méthode souﬀre du surapprentissage de la base d’entraînement, ce qui biaise le module de
classiﬁcation entraîné sur ces mêmes images. Une attention toute particulière doit être apportée
à ce type d’apprentissage, car les mêmes images sont utilisées pour l’apprentissage de deux
modèles successifs. Nous avons utilisé cette méthode en utilisant la base d’entraînement et de
validation comme base de design du SVM.
3.4 Mesures de performances
Pour observer le comportement des diﬀérentes approches, nous allons aussi étudier les matrices
de confusions obtenues sur certains essais. Pour étudier les performances, nous allons calculer
le score F1 dans le cas de la base TUPAC et le score d’exactitude pour la base BACH, ce
qui correspond aux mesures respectivement utilisées dans les compétitions. Pour étudier plus
en détail le Deep Co-training, nous allons utiliser diﬀérentes mesures de diversité, aﬁn de
quantiﬁer la diﬀérence obtenue entre les modèles concurrents lors de son apprentissage, sur
diﬀérents essais.
Figure 3.12 Schématisation d’une matrice de confusion (cas binaire)
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La matrice de confusion (Fig. 3.12) est une matrice qui regroupe les diﬀérentes prédictions
eﬀectuées par un modèle en quatre catégories : les vrais positifs et négatifs sont les patches
correctement prédits, les faux positifs correspondent aux patches négatifs prédits en tant que
positifs et les faux négatifs correspondent aux patches positifs prédits comme négatifs. Le score




Il est particulièrement intéressant dans le cas de données non balancées puisqu’il ne prend pas
en compte le nombre de vrais négatifs. Le score d’exactitude correspond aux rapports entre
l’ensemble des exemples correctement prédits par le modèle avec la totalité des exemples.
Sexactitude =
V raisPositifs+V raisNégatifs
V raisPositifs+V raisNégatifs+FauxNégatifs+FauxPositifs (3.2)
Concernant l’approche Deep Co-training, nous allons aussi nous intéresser à mesurer la diﬀé-
rence entre les deux modèles obtenus après l’entraînement. Cette mesure a pour but de mettre
en évidence la diﬀérence de point de vue obtenue par la méthode proposée et de la comparer à
d’autres méthodes de création de diversité. Pour cela, nous allons nous focaliser sur les mesures
de diversité par paires, permettant de comparer les prédictions de deux modèles. Il existe de
nombreuses recherches regroupant ces mesures (Kuncheva & Whitaker (2003),Zhou (2012)).
Ces mesures sont basées sur le nombre d’exemples similairement et diﬀéremment prédit par
l’un ou par l’autre des modèles. Le tableau 3.2, aussi appelé tableau de contingence (Zhou
(2012)), représente les relations entre deux modèles de prédictions. Dans ce tableau C1 et C2
représentent les deux classiﬁeurs à comparer.
Tableau 3.2 Tableau de relations
entre C1 et C2
C1 prédit 1 C1 prédit 0
C2 prédit 1 a b
C2 prédit 0 c d
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Les diﬀérentes valeurs a,b,c,d sont obtenues en faisasnt le bilan des prédictions obtenues
pour deux classiﬁeurs sur les images de la base de test. Par exemple, a correspond au nombre
d’exemples de la base de test similairement prédits comme positif par les deux modèles, b
correspond à l’ensemble des exemples prédit comme positif par C2 et comme négatif par C1 et
ainsi de suite.
Nous nous intéresserons ici à deuxmesures : le coeﬃcient de corrélation σ (Sneath et al. (1973))
et la statistique kappa κ (Cohen (1960)). Le coeﬃcient de corrélation σ est calculé de la manière
suivant :
σ = ad− bc√
(a+ b)(a+ c)(c+d)(b+d)
(3.3)
Si le coeﬃcient est maximale (=1), cela signiﬁe que les deux modèles eﬀectuent les mêmes
prédictions, en revanche plus ce coeﬃcient est petit, moins ces modèles sont similaires. Un
coeﬃcient négatif indique qu’une majorité d’exemples ne sont pas prédits de la même manière
par les deux modèles. La statistique kappa κ prend en compte la probabilité que les deux
classiﬁeurs fournissent les même prédictions par hasard. La probabilité Pc que les deuxmodèles
prédisent le même label est calculée par :
Ps =
a+d
a+ b+ c+d (3.4)




(a+ b+ c+d)2 (3.5)
La statistique kappa est alors obtenue suivant l’équation :
κ = Ps −Ph1−Ph (3.6)
Pour cette mesure, un score de 1 indique que les deux modèles produisent les même prédictions,
un score de 0 indique que la probabilité Ph et Ps sont égales, ce qui signiﬁe que les deux
classiﬁeurs prédisent le même label par hasard.
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3.5 Protocole expérimental
Pour les diﬀérentes approches, nous avons choisi l’algorithme d’optimisation ADAM pour
mettre à jour ces paramètres. Aﬁn de lutter contre le surapprentissage, plusieurs stratégies ont
été mises en place. Nous avons paramétré, sur une petite quantité de données, les augmentations
des patches que nous avons utilisées dans l’ensemble de nos expériences. Ces transformations
consistent en 4 rotations suivies de réﬂexion de manière aléatoire pour chaque patch extrait.
Ces transformations permettent d’augmenter le nombre de données puisque le problème étudié
ne dépend pas de l’orientation des tissus. La ﬁgure 3.13 donne un exemple des types de
transformation eﬀectués sur les données.
Figure 3.13 Exemple d’augmentation des données. (a) Portion de batch sans
augmentation (b) Portion du même batch avec transformation
Nous avons également appliqué une variation aléatoire de la luminosité, du contraste, de la
saturation et de la teinte. De telles augmentations ont pour objectif d’améliorer l’apprentissage
du modèle profond en limitant la mémorisation des données d’entraînement. De plus, cette
variation du contraste rend le modèle robuste aux diﬀérentes variations de teintes liées au
colorant hematoxyline-éosine. Nous avons ensuite mis en place un coût supplémentaire de
régularisation basé sur la norme L1 et L2 des paramètres du réseau. Ces coûts pénalisent le
modèle en fonction du poids de ses paramètres. La norme L1 appliquée sur les paramètres du
réseau vise à faire tendre vers 0 les paramètres ayant un faible impact sur la prédiction. La
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norme L2 va pénaliser le poids total des hyperparamètres, en visant en priorité les plus élevés.
En notant θi les paramètres du modèle pour le batch i, la fonction de coût total s’écrit :







Les hyperparamètres λL1 et λL2 permettent de donner plus ou moins d’importance à ces coûts
de régularisation et sont déterminés empiriquement. Nous avons ﬁxé les diﬀérentes variables
aléatoires jouant un rôle dans l’apprentissage (ordre de présentation, augmentation des données
et initialisation des paramètres des modèles) aﬁn que les diﬀérentes méthodes soient comparées
dans les mêmes conﬁgurations. La recherche d’hyperparamètre s’est faite en deux temps : la
recherche des hyperparamètres communs et la recherche au cas par cas.
Tableau 3.3 Intervalle de recherche des hyperparamètres
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λV AT ﬁxé à 1














Pour l’ensemble des expériences, nous avons dans un premier temps cherché le taux d’appren-
tissage et les poids des normes L1 et L2 adéquats à partir de l’architecture de base. Une fois le
taux d’apprentissage ﬁxé, nous eﬀectuons la recherche pour les hyperparamètres spéciﬁques à
chaque approche dans un intervalle proche des valeurs utilisé dans leur article d’origine. Cette
recherche est eﬀectuée par grille : nous avons essayé toutes les combinaisons possibles dans
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l’intervalle déﬁnies. Nous avons cherché à optimiser les performances sur un tirage des données,
les hyperparamètres étant conservés pour les autres tirages de la même conﬁguration. Le critère
d’arrêt porte sur la fonction de coût la plus basse obtenue sur la base de validation aﬁn de limiter
le surapprentissage. Le tableau 3.3 répertorie les valeurs utilisées pour la recherche d’hyper-
paramètres pour les diﬀérents modèles. Il faut aussi noter que lors de l’utilisation de critères,
nous appliquons ces mêmes critères sur la base de validation pour étudier les performances sur
une base homogène avec celle utilisée durant l’entraînement. Les résultats présentés ont tous
été obtenus sur la même base de test sur laquelle aucun critère n’a été appliqué.
Pour le choix de l’architecture, pour la base BACH, nous avons choisi d’utiliser comme base
de nos modèles un ResNet-18 (He et al. (2016)) pré-entraîné sur ImageNet pour sa popularité
et ses performances. Le cas du Ladder Network est particulier puisqu’il nécessite de modiﬁer
l’architecture profonde sous-jacente. Utiliser des poids pré-entraînés n’aurait pas vraiment de
sens puisqu’on ajoute des couches entre chaque bloc résiduel. L’apporche Ladder Network sera
donc comparer aux autres approches dans le cas sans pré apprentissage. Pour la base TUPAC,
nous avons décidé, pour l’apprentissage sans pré-entrainement, d’utiliser le modèle utilisé par
l’équipe arrivée 2ème lors de la compétition (Fig. 1.7 partie (b)). C’est une architecture qui est
plus robuste au surapprentissage (moins grand nombre de paramètres et utilisation de dropout)
tout en permettant d’obtenir des résultats compétitifs.
CHAPITRE 4
RÉSULTATS EXPÉRIMENTAUX ET ANALYSES
Le but des expériences eﬀectuées vie à déterminer quelle est l’incidence de l’ajout de données
non annotées aux performances de diﬀérentes approches faisant l’état de l’art pour l’appren-
tissage semi-supervisé. Dans un premier temps, nous avons utilisé les diﬀérentes techniques
d’apprentissage semi-supervisées sur la base CIFAR10, en appliquant le modèle Conv-Large
(Tab. 1.1). Nous nous sommes appuyé sur l’approche de l’article Deep Co-training, c’est-à-
dire que nous avons utilisé les couches de normalisation du batch classique et que nous avons
appliqué comme augmentation une réﬂexion horizontale et une translation de plus ou moins
deux pixels (Qiao et al. (2018)).
Tableau 4.1 Erreurs de test (%) sur CIFAR10
DCTR VAT Mean Teacher
11.96 ± 0.20 23.37 ± 0.38 13.43 ± 0.20
Les modèles ont été évalués à partir des diﬀérents hyperparamètres mentionnés dans leurs
articles d’origine. Le tableau 4.1 présente les scores d’erreurs d’exactitude obtenue sur la base
de test. De manière générale, on constate que ces scores sont inférieurs à ceux reportés sur les
diﬀérents articles, mais que l’ordre de performances est identique.
4.1 Première partie des expériences : la base BACH
Le tableau 4.2 représente les résultats des meilleurs participants de cette compétition.
Tableau 4.2 Taux de classiﬁcation obtenus sur la
base de test de la base BACH (Partie A) (Aresta et al. (2018))
Participants Taux de classiﬁcation (Partie A)
Chennamsetty et al. (2018) 87 %
Kwok (2018) 87 %
Brancati et al. (2018) 86 %
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Il faut noter que ce score est obtenu avec la base de test du concours. De ce fait, il ne pourra
pas être directement comparé aux résultats obtenus lors des diﬀérentes expériences puisqu’il
ne s’agit pas de la même base de test.
4.1.1 Étude des patches
4.1.1.1 Choix du critère
La première étape a été de tester les diﬀérentes combinaisons de critères et de méthodes de
fusion des patches pour avoir une méthode performante commune aux diﬀérentes expériences.
Le tableau 4.3 répertorie l’ensemble des résultats obtenus sur la base de test à partir des
diﬀérentes stratégies avec 30 images par classe annotées. Pour les critères réduisant le nombre
de patches, les bases de validations utilisées ont été aﬀectées de la même réduction pour limiter
l’inﬂuence de patches mal annotées.
Tableau 4.3 Scores d’exactitude (%) obtenus sur la base de test
Critères Vote majoritaire Top 1 Somme des scores WILDCAT SVM
Sans critère 83.80 ± 1.88 82.61 ± 1.88 83.92 ± 1.70 79.64 ± 2.91 83.80 ± 1.88
75% cells 84.76 ± 2.73 84.52 ± 1.53 84.52 ± 1.59 79.28 ± 2.96 84.04 ± 1.96
75% seuil 82.73 ± 1.45 82.73 ± 2.46 83.57 ± 1.87 79.52 ± 1.93 83.45 ± 1.03
Entropie 84.04 ± 1.43 83.33 ± 1.54 85.35 ± 1.46 82.97 ± 2.51 84.28 ± 0.82
Loss 0,85 85.47 ± 1.39 82.85 ± 2.94 85.0 ± 0.89 81.90 ± 3.92 85.11 ± 1.43
Loss 0,7 83.80 ± 3.38 80.23 ± 4.31 82.87 ± 4.58 78.21 ± 3.34 83.57 ± 3.82
La colonne de gauche répertorie l’ensemble des critères utilisés :
- ’Sans critères’ : utilisation des 35 patches par image.
- ’75% cells’ : utilisation de 75% des patches ayant le plus de cellules.
- ’75% seuil’ : utilisation de 75% des patches ayant le moins de pixels d’arrière-plan.
- ’Entropie’ : utilisation des patches correctement prédits par les modèles ’Sans critères’.
- ’Loss 0,85’ : utilisation des 35 patches par image en modiﬁant la fonction de coût supervisée
(entropie croisée) pour prédire à 85% la classe souhaitée et 5% les autres classes.
- ’Loss 0,7’ : utilisation des 35 patches par image en modiﬁant la fonction de coût supervisée
(entropie croisée) pour prédire à 70% la classe souhaitée et 10% les autre classes.
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On remarque que l’utilisation de certains critères n’est pas toujours bénéﬁque. La faible variation
de performances entre ’Sans critère’ et ’75% seuil’ laisse à penser que le bruit des patches
d’arrière-plan, qui n’est pas représentatif de la classe, est pris en compte lors de l’entraînement.
On constate que retirer ces patches ne permet pas d’obtenir de meilleures performances. On peut
supposer que les patches très similaires appartenant à des classes diﬀérentes vont se retrouver sur
les bordures de prédiction entre les diﬀérentes classes tandis que les patches plus propres à une
certaine classe seront mieux reconnus. De plus, l’augmentation des performances en utilisant
le critère ’Entropie’ nous conduit à penser que le modèle arrive, dans une certaine mesure,
à prendre en compte le bruit dans l’annotation des patches. Mais on peut aussi en conclure
que tous les patches ne sont pas représentatifs de la classe, puisqu’en enlever a tendance à
accroître les performances. Pour la suite des expériences, nous avons retenu l’approche ayant
obtenu le meilleur score en moyenne, soit l’utilisation du critère ’Loss 0.85’, additionné au vote
majoritaire comme méthode de fusion des patches. Pour l’entraînement des diﬀérents modèles,
nous avons donc modiﬁé légèrement les fonctions de coût supervisées.
4.1.1.2 Résultats des expériences
Dans un premier temps, nous avons eﬀectué les expériences 1 et 2 en prenant comme architecture
de base un ResNet-18, pré-entraîné sur ImageNet. Il convient de souligner que l’approche
Ladder Network n’est pas présente sur les graphiques, car nous ne pouvons pas réutiliser les
paramètres de pré-entraînement, puisque cette approche modiﬁe l’architecture du modèle. Les
résultats de la première expérience sont représentés sur la ﬁgure 4.1. Il faut noter que le point
sans annotations correspond aux performances obtenues avec un ResNet-18 pré-entraîné en
utilisant 10 images par classe annotée.
On constate dans l’ensemble que l’augmentation de données non annotées permet, dans le
cas d’une faible proportion de données annotées, d’obtenir, en moyenne, de meilleures perfor-
mances. Contrairement à nos attentes, cette augmentation n’est pas toujours proportionnelle
au nombre de données non annotées et ne se manifeste pas de la même façon en fonction du
modèle utilisé. De plus, l’importance des écarts types nous empêche de conclure sur l’eﬃcacité
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des modèles dans ce cas de ﬁgure. Les résultats de la deuxième expérience sont présents sur la
ﬁgure 4.2.
Figure 4.1 Expérience 1 avec pré-entraînement sur la base BACH (avec 35
patches par image)
Cette expérience vise à mettre en évidence l’apport simultané des données annotées et non
annotées. On constate que dans le cas de l’utilisation de modèles pré-entraînés l’écart entre
les diﬀérentes approches est faible. L’observation de ces diﬀérents résultats montre qu’il est
diﬃcile de conclure sur l’inﬂuence des données non annotées sur l’entraînement des réseaux
en raison du chevauchement des écarts types.
En moyenne, l’approche Deep Co-training semble tirer parti des données non annotées. De
plus, on constate que l’écart entre les diﬀérentes approches semble constant avec l’ajout de
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données. À l’exception de l’approche VAT, l’écart type obtenu à partir des 7 itérations diminue
avec l’augmentation du nombre de données.
Figure 4.2 Expérience 2 avec pré-entrainement sur la base BACH (avec 35
patches par image)
Si l’on se penche sur l’entraînement des diﬀérents modèles, on constate que le choix des
images a une inﬂuence importante sur les résultats, ce qui n’est pas le cas pour des bases plus
importantes comme CIFAR-10. Les écarts types importants peuvent s’expliquer par le manque
de données permettant de représenter correctement chaque classe. D’une itération à l’autre, ce
n’est pas la même classe qui se retrouve moins bien représentée.
La ﬁgure 4.3 représente les matrices de confusion obtenues avec le ResNET-18 entraînées
avec 30% de données annotées. On constate que les classes les mieux reconnues ne sont pas
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les mêmes en fonction des images d’entraînement et de validation sélectionnées. De la même
manière, les zones d’intérêt mises en avant diﬀèrent d’une approche à l’autre.
Figure 4.3 Matrices de confusion du ResNET18 pour 30% de données annotées
La ﬁgure 4.4 représente les prédictions obtenues sur les diﬀérents patches sur une image de la
base de test. Pour obtenir cette représentation, nous avons séquencé l’image d’origine en 713
patches de 512 x 512 pixels redimensionnés en 256 x 256 pixels pour que ces derniers puissent
être utilisés par les diﬀérents modèles.
Figure 4.4 Prédictions des diﬀérentes classes (GT : In Situ)
Même si le label est correctement prédit, les zones mises en avant par les diﬀérentes approches
ne sont pas exactement identiques. Les patches étant de taille importante, le décapage des
régions n’est pas très précis. Pour ce cas, les diﬀérentes zones mises en évidence par le modèle
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peuvent être interprétables. On s’attend, pour le label In Situ, à trouver une partie de tumeur
emprisonnée par une paroi. Mais dans certains cas, les prédictions obtenues ne sont pas aussi
claires (voir Fig. I-4).
Notre hypothèse est que l’utilisation d’un pré-entraînement limite l’apport de données sans
annotations dans les résultats, le même phénomène ayant été observé sur d’autres bases de
données (Oliver et al. (2018)).
Nous avons eﬀectué les mêmes expériences sans pré-entraînement (initialisation aléatoire des
paramètres) sur quelques une des approches. Le gros désavantage de cette technique est le temps
d’entraînement beaucoup plus important et la baisse des performances.
Tableau 4.4 Architecture Conv-Large modiﬁé
Couches du modèle Taille d’entrée
3x3 Conv stride 2 Conv 96 LreLu + BN 256 x 256 x 3
3x3 Conv stride 2 Conv 96 LreLu + BN 128 x 128 x 96
3x3 Conv stride 1 Conv 96 LreLu + BN 64 x 64 x 96
2 x 2 maxpool stride 2 64 x 64 x 96
DropOut (0,5) 32 x 32 x 96
3x3 Conv stride 2 Conv 192 LreLu + BN 32 x 32 x 96
3x3 Conv stride 2 Conv 192 LreLu + BN 16 x 16 x 192
3x3 Conv stride 1 Conv 192 LreLu + BN 8 x 8 x 192
2 x 2 maxpool stride 2 8 x 8 x 192
DropOut (0,5) 4 x 4 x 192
3x3 Conv stride 1 Conv 192 LreLu + BN 4 x 4 x 192
3x3 Conv stride 1 Conv 192 LreLu + BN 4 x 4 x 192
3x3 Conv stride 1 Conv 192 LreLu + BN 4 x 4 x 192
Average Pooling 1 x 1 x 192
Fully connected 192 -> 4
Les modèles très profonds sont très performants si pré-entraîné, mais leur très grand nombre
de paramètres ne les rend pas optimaux si on démarre de ’zéro’. Le ResNet-18 à été comparé à
une architecture inspirée de Conv-Large dont l’architecture est décrite sur le tableau 4.4.
Pour la sélection du modèle sans pré-entraînement, nous avons retenu les mêmes données
d’entraînement et de validation. Nous avons comparé l’aspect des courbes d’apprentissage et
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les performances obtenues sur la base de validation pour ces deux architectures. Les courbes
des diﬀérentes performances obtenues sont représentées sur les ﬁgures I-1 et I-2.
On constate que l’apprentissage avec le ResNet 18 est très instable : d’une epoch à l’autre,
les performances varient de plusieurs pourcents. Pour le modèle Conv-Large modiﬁé, plus
petit, ces variations sont moins importantes et se manifestent surtout pendant la phase de sur
apprentissage. Nous avons donc préféré choisir ce modèle (Tab. 4.4) pour la comparaison.
Tableau 4.5 Résultats sans pré-entraînement
Conv-Large VAT Mean Teacher
72.73 ± 4.60 75.11 ± 6.11 74.25 ± 4.61
Les résultats du tableau 4.5 ont été obtenus sans pré-entraînement dans le dernier cas de ﬁgure
de l’expérience 2, c’est-à-dire avec 30 images par classe annotées et non annotées. Ces résultats
représentent les scores d’exactitudes (%) obtenues sur la base de test en utilisant le modèle
Conv-Large modiﬁé. On remarque alors que l’ajout de données non annotées permet, dans ce
cas de ﬁgure, d’améliorer sensiblement les performances obtenues. Une plus forte instabilité
lors de l’entraînement provoque de plus forts écarts-types pour l’ensemble des modèles.
4.1.1.3 Limites de l’étude
Les caractéristiques de cette étude doivent être prises en compte dans les résultats obtenus. En
eﬀet, le choix des éléments retenus ont un eﬀet sur les performances obtenues et limite la portée
de la comparaison entre ces diﬀérentes approches.
Tout d’abord, le choix de la méthode de la fusion des patches a été déterminé à partir des per-
formances du modèle ResNet-18 sur la base de test. C’est une des raisons qui pourrait expliquer
le faible écart observé entre ce modèle et les modèles d’apprentissages semi-supervisés.
Ensuite, le choix des hyperparamètres a été eﬀectué sur une itération, et conservé pour eﬀectuer
les expérimentations. Néanmoins, les écarts types importants observés nous indiquent que les
images sélectionnées ne sont pas assez diversiﬁées pour représenter la complexité des diﬀérentes
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classes. Une méthode plus longue, mais plus rigoureuse consisterait à paramétrer les diﬀérentes
approches sur chaque nouveau jeu de données d’apprentissage et de validation.
Tableau 4.6 Scores d’exactitude obtenus avec 30 images par classe annotées et non
annotées (avec pré-entrainement)
Base utilisée ResNet-18 VAT Mean Teacher Deep Cotraining
Base de validation (score par patch) 76.40 ± 1.74 76.05 ± 1.40 78.25 ± 1.29 77.98 ± 1.00
Base de test (score par image) 85.47 ± 1.39 84.04 ± 2.33 84.16 ± 1.88 84.16 ± 1.88
Enﬁn, la manière dont est utilisée la base de données n’est pas adaptée à la comparaison
d’approches. Il est normal de comparer les modèles sur les performances obtenues sur les
images complètes, puisque seul leur label est à notre disposition. Néanmoins, aﬁn d’obtenir de
meilleures performances, l’entraînement des diﬀérents modèles est eﬀectué sur la reconnais-
sance de patches, dont le label est bruité.Mais l’obtention d’unmeilleur score de reconnaissance
de patches n’implique pas d’avoir de meilleures performances sur la reconnaissance des images
(dans une certaine mesure), comme nous le montre le tableau 4.6.
Ce tableau représente les scores d’exactitudes obtenus sur la reconnaissance des patches de
la base de validation (en haut) et reconnaissance d’images complètes sur la base de test (en
bas), en attribuant aux 35 patches de chaque image le label de l’image complète. Lors de
l’optimisation des approches, nous avons cherché à obtenir le meilleur score d’exactitude par
patch sur la base de validation. Toutefois, le tableau 4.6 nous montre que les performances entre
le score par patch et le score de l’image complète ne sont pas directement reliées. Dans une
certaine mesure, l’augmentation du score de reconnaissance des patches ne va pas se retrouver
sur le score obtenu sur les images. En termes d’entraînement, les modèles Mean teacher et
Deep Co-training obtiennent des performances nettement supérieures à celles obtenues avec le
ResNet-18 sur la reconnaissance de patches dont le label est incertain, mais cet avantage ne se
vériﬁe pas lorsque l’on compare les résultats sur la base de test.
Dans un premier temps, nous nous étions limités à l’étude de cette base de données par l’ap-
prentissage des patches, permettant d’obtenir de meilleures performances. Mais, cette démarche
biaise les résultats, car le score obtenu en test n’a de véracité que si l’on se restreint aux an-
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notations globales. Aﬁn de pallier l’ajout de bruit dans l’annotation des patches, nous avons
décidé de focaliser la suite de notre étude sur l’apprentissage des images complètes, ce qui
aura pour eﬀet de diminuer légèrement nos performances et de diviser par 35 la taille de la
base de données. Ensuite, nous avons augmenté la proportion de la base de validation aﬁn
qu’elle représente mieux la base de test. Pour cela, nous sommes passés à un découpage de
60% des données pour l’entraînement 20 % pour la validation et 20 % pour le test avec 4 bases
indépendantes de validation. Avec cette nouvelle répartition, nous ne serons plus en mesure de
comparer les performances obtenues sur la base de test entre l’approche par patch et l’approche
par image complète.
Pour la recherche d’hyperparamètres, nous nous sommes inspirés de diﬀérentes recherches.
Une étude similaire à l’expérience 1 (Oliver et al. (2018)) a été menée aﬁn de comparer les
diﬀérents modèles profonds sur les bases de références comme CIFAR-10. Pour eﬀectuer la
comparaison, les auteurs ont ﬁxé les taux de normalisations pour l’ensemble des modèles. À
partir d’un essai, ils ont ﬁxé le taux d’apprentissage et les hyperparamètres spéciﬁques à chaque
modèle sur l’ensemble des expériences. Si on se réfère aux diﬀérents articles présentant les
architectures, les hyperparamètres donnés sont communs à l’ensemble des essais.
Dans le cas de l’expérience 3, sur le ResNet-18, nous avons eﬀectué une recherche plus
approfondie des hyperparamètres, en traitant indépendamment chaque essai (voir Annexe II). Il
s’avère qu’une telle optimisation permet d’obtenir des performances plus élevées sur la base de
validation, néanmoins ces hausses ne sont pas généralisables à la base de test. On peut supposer
que dans notre conﬁguration, la base de validation, bien qu’étant de taille similaire à la base de
test, ne soit pas représentative.
Nous nous sommes donc limité à utiliser des hyperparamètres communs aux diﬀérents essais,
une nouvelle recherche étant eﬀectuée en fonction du nombre de données annotées étudiées.
Nous avons remarqué qu’en général un des tirages de données est particulièrement diﬃcile à
étudier et fournit des performances les plus basses sur sa base de validation. L’optimisation
de la moyenne des performances étant majoritaires due aux performances obtenues dans ce
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cas particulier, nous avons décidé de choisir, pour chaque base de données, le tirage le moins
performant pour eﬀectuer notre recherche d’hyperparamètres. La prochaine partie des travaux
va consister à eﬀectuer les diﬀérentes expériences sur la base BACH en se basant sur les images
complètes aﬁn de ne plus prendre en compte l’inﬂuence du choix du critère et de la méthode
de fusion des patches.
4.1.2 Étude des images complètes
Dans un premier temps nous avons eﬀectué les expériences sur un ResNet-18 pré-entraîné sur
ImageNet aﬁn d’imiter les modèles du concours. La ﬁgure 4.5 représente les résultats obtenus
sur l’expérience 1. Le point 10-0 correspond à l’utilisation du ResNet-18 uniquement.
Figure 4.5 Expérience 1 avec pré-entraînement, base BACH
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De manière générale, on constate que l’apport des données non annotées est particulièrement
remarquable pour l’ajout respectivement de 10 et 20 images par classe pour les approches Mean
teacher et Deep Co-training.
Figure 4.6 Expérience 3 avec pré-entraînement, base BACH
En revanche, ajouter plus d’exemples diminue les performances de ces approches. On peut
supposer qu’à partir d’un certain seuil, la régularisation apportée par les données non annotées
supplémentaires ne permet pas d’augmenter la représentation des diﬀérentes classes par le
modèle. Pour le cas du VAT, on observe une légère augmentation de performances à partir de
l’ajout de 40 images par classe annotées. La baisse de performances que l’on observe pour
le cas 10-10 est due à la diﬀérence de représentation entre les bases de validation et de test
mentionnées précedemment. Cette chute n’est pas présente dans le tableau II-6 qui répertorie
les performances obtenues par les diﬀérents modèles sur la base de validation.
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En ce qui concerne l’expérience 3, qui consiste à augmenter graduellement le nombre de don-
nées annotées, on constate sur la ﬁgure 4.6 que globalement, comme on pouvait s’y attendre,
augmenter le nombre de données annotées augmente les performances des diﬀérents modèles.
Il convient de noter que le cas 60-0 correspond à l’utilisation d’un ResNet-18 entièrement
supervisé. Le deuxième modèle de l’approche Deep Co-training semble particulièrement per-
formant dans cette conﬁguration. L’approche Mean teacher dépasse les performances obtenues
par l’approche entièrement supervisée à partir de 30 images par classe annotées et 30 images
non annotées.
Figure 4.7 Expérience 1 sans pré-entraînement, base BACH
Comme on a pu le constater sur l’expérience 1, il semblerait que cette approche soit particuliè-
rement performante sur cette base de données lorsque l’on utilise autant de données annotées
que non annotées. L’approche VAT dépasse le score d’exactitude de l’approche supervisée
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lorsque le nombre de données non annotées est important, dans le cas 10-10 et 20-20. Au-delà,
on constate que les performances sont en dessous de celles obtenues avec le ResNet-18.
Dans un deuxième temps, nous avons analysé les comportements de ces diﬀérents modèles en
nous basant sur un modèle non supervisé. Les expériences avec l’utilisation de patches nous ont
montré des écarts plus importants entre les diﬀérents modèles lorsque l’on ne pré-entraîne pas
les modèles d’origine. La courbe 4.7 représente les scores d’exactitudes des diﬀérents modèles
obtenues en augmentant graduellement le nombre de données non annotées.
Figure 4.8 Expérience 3 sans pré entraînement, base BACH
On constate que l’écart de performances maximal entre le cas entièrement supervisé et non
supervisé a doublé passant d’environ 3% avec pré-entraînement à plus de 6%. Cependant,
on observe, dans le même temps, une diminution des performances moyennes aux alentours
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de 20 images par classe non annotées. Contrairement au cas précédent, les deux modèles de
l’approche Deep Co-training ne se comportent pas de la même façon. On peut remarquer que le
modèle 2 tire un avantage à utiliser un grand nombre de données non annotées contrairement au
modèle 1. Nous allons nous intéresser plus en détail aux comportements de ces deux modèles
dans la partie 4.4. Hormis l’augmentation de la diﬀérence de performances, le modèle Mean
Teacher semble toujours tirer proﬁt d’un faible nombre de données non annotées, ce qui est
aussi le cas du Ladder Network. L’approche VAT reste moins performante dans ce cas que les
autres approches, et ne semble pas tirer parti de l’ajout de données à partir un certain seuil.
Pour l’expérience 3, la courbe 4.8 nous montre une baisse de performances moyennes de la
part de ResNet-18 avec 40 et 60 images par classe annotées. Dans ce cas de ﬁgure, l’approche
Deep Co-training est en moyenne plus performante que l’approche entièrement supervisée à
l’exception du cas utilisant 30 images par classe annotées.
Si on compare les résultats obtenus entre les deux expériences pour le cas 10-50, on constate que
les écarts types sont bien moins importants pour l’expérience 3. Or, seul le choix des données
d’entraînement change. Comme nous l’avons constaté précédemment, le choix des données
est ici particulièrement important, contrairement aux bases de références. Le faible nombre
de données retenu pour représenter le problème entraîne des bases de validations et de test de
petite taille. Cela a deux conséquences dans notre cas. La première : les bases de validations
ne sont pas représentatives de la base de test. La deuxième : on obtient de plus grands écarts
types ; en eﬀet, si un modèle se trompe d’une image, il aura plus de 1% d’erreur supplémentaire
puisque la base de test n’est représentée que par 80 images. En ce qui concerne l’optimisation,
comme mentionné dans la partie 4.1.1.3, un choix des paramètres au cas par cas ne représente
pas toujours une bonne solution. Pour la suite du projet, nous nous sommes intéressés à une
base de données plus importante, issue de la compétition TUPAC, dont le but est de dénombrer
les cellules en cours de mitose sur des images histologiques.
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4.2 Deuxième partie des expériences : la base TUPAC
Le tableau 4.7 représente les scores F1 obtenu par les meilleurs participants lors de la cette
compétition.
Tableau 4.7 Scores F1 obtenus sur la base de test de TUPAC
(Partie détection automatique de cellules en mitose)
Participants Score F1 (détection de mitose)
Paeng et al. (2017) 65.2 %
Zerhouni et al. (2017) 64.8 %
Rousson et al. (2018) 61.6 %
Ce tableau est donné à titre d’exemple, bien que le base de test utilisée lors du concours ne
corresponde pas à celle utilisée pour les diﬀérentes expériences.
4.2.1 Résultats des expériences 1 et 3
Dans un premier temps, nous avons entraîné un modèle WResDrop (architecture (b) Fig. 1.7)
pour eﬀectuer l’expérience 1 avec les diﬀérentes méthodes semi-supervisées. La ﬁgure 4.9
représente les scores F1 obtenus en augmentant progressivement le nombre de données non
annotées. Il convient de noter qu’une partie des patches négatifs des données annotées et non
annotées a été sélectionnée par le modèle ’oracle’ aﬁn de focaliser l’apprentissage sur les cas
particulièrement diﬃciles.
On constate que l’approche VAT est particulièrement performante dans ce cas de ﬁgure. Une
faible quantité de données non annotées permet d’obtenir des performances signiﬁcativement
supérieures au cas entièrement supervisé. Cette approche ne semble pas tirer proﬁt d’un plus
grand nombre d’exemples supplémentaires, on constate une stagnation moyenne du score F1.
Pour les approchesDeepCo-training etMean teacher, on constate une augmentation progressive
moyenne des performances avec l’augmentation des images.
On peut supposer qu’ajouter des données supplémentaires pourrait permettre d’augmenter un
peu plus leurs performances. Le modèle 2 du Deep Co-training est en moyenne toujours plus
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performante que le modèle 1. Le Ladder Network ne semble pas tirer parti de l’augmentation
du nombre de données non annotées. Cela peut être dû à plusieurs facteurs comme le grand
nombre de couches ajoutant du bruit lors de l’apprentissage ou encore l’optimisation de cette
approche (quantité importante d’hyperparamètres).
Figure 4.9 Expérience 1 sans pré-entraînement, base TUPAC
La ﬁgure 4.10 représente les scores F1 obtenues par les diﬀérents modèles pour l’expérience
3. On constate que l’augmentation des performances est particulièrement importante lorsque
l’on a peu de données annotées et un grand nombre de données non annotées. En eﬀet, on
constate une augmentation moyenne de 15% dans le cas 10-90 pour l’approche VAT, et de 14%
pour le Net2 de l’approche Deep Co-training. Pour l’approche Mean teacher l’apport est plutôt
constant lorsque l’on augmente le nombre de données annotées au proﬁt des exemples sans
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annotations. De manière générale, on constate que l’apport des données sans annotations se
réduit avec l’augmentation des données annotées.
Figure 4.10 Expérience 3 sans pré-entraînement, base TUPAC
Pour conclure sur l’apport du pré-entrainement, l’expérience 3 a été eﬀectué en utilisant un
ResNet-18 pré-entrainé. La ﬁgure 4.11 répertorie les performances obtenues par les diﬀérents
modèles dans ce cas de ﬁgure. On constate de manière générale que les performances ne sont
pas particulièrement supérieures dans ce cas. On retrouve aussi l’approche VAT comme étant
en moyenne la plus performante dans ce cas de ﬁgure. Contrairement à la base BACH où le pré-
entrainement avait un impact très important sur les performances, pour cette base de données,
l’utilisation d’un plus petit modèle, qui n’est pas pré-entrainé, semble être plus avantageux. Cela
est probablement lié à lacompléxité des problèmes et au nombre d’exemple à notre disposition.
Dans le cas de la base BACH, il s’agit de classer des images de grande taille très hétérogènes
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avec peu d’images annotées. Dans le cas de la base TUPAC, les patches sont de petites tailles
et représentent toujours des cellules. De plus, la quantité d’exemple est plus importante.
Figure 4.11 Expérience 3 avec pré-entraînement, base TUPAC
4.2.2 Limites de l’étude
Parmi les limites de cette comparaison, on peut noter l’eﬀet du modèle ’oracle’ qui a permis
d’eﬀectuer la sélection des patches négatifs particulièrement diﬃcile. Ce modèle a été entraîné
avec l’ensemble des données de mitoses et utilisé pour la sélection des patches annotées et
non annotées. Dans un cas réel, si l’on se place dans le cas de 10% de données annotées et
90% de données non annotées, le modèle ’oracle’ ne pourra être entraîné qu’avec une toute
petite portion de données annotées, ce qui pourra limiter sa capacité à prédire les patches
négatifs particulièrement diﬃcile à reconnaître. En ce sens, les performances obtenues lors des
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diﬀérentes expériences ne représentent pas exactement le cas ’réel’ où seule une toute petite
portion de la base est accessible. Cette remarque est aussi valable dans le découpage de la base
globale en base de validation et en base de test. L’objectif de cette étude à été de produire un
socle commun aux diﬀérentes approches pour les comparer dans la limite du temps imparti.
Figure 4.12 Exemple de matrice de confusion obtenue avec un WResDrop avec
20-0
Une autre limite provient de l’utilisation du score F1 pour comparer les diﬀérentes approches.
Dans la compétition, seul ce score est pris en compte. Or, dans le cas déséquilibré, le poids
du score de précision et de rappel ne sont pas les mêmes. Par exemple, si l’on compare deux
modèles ayant obtenu un score F1 relativement proche (voir Tab. 4.8), on constate une diﬀérence
importante dans les proportions de faux positifs. La ﬁgure 4.12 représente deux matrices de
confusion obtenues avec un WResDrop en utilisant 20% de la base annotée. Une augmentation
de 10% du nombre de faux positifs peut être équilibrée par une baisse de 10% du nombre
de faux négatifs pour que le score F1 reste le même. Néanmoins, compte tenu du caractère
déséquilibré de cette base, cela ne représente pas le même nombre de patches mal classés par le
modèle. Pour le cas de la ﬁgure 4.12, un patch faux négatif représente environ 10 patches faux
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positifs vis-à-vis du score F1. On retrouve ces écarts dans les scores de rappel et de précision
respectifs. Le tableau 4.8 recense les diﬀérentes performances obtenues dans ce cas de ﬁgure.
Tableau 4.8 Mesures de test avec
WResDrop pour 20-0
Mesures Essai 1 Essai 4
Score F1 (%) 29.42 29.22
Précision (%) 18.66 18.88
Rappel (%) 69.45 64.55
Enﬁn, comme dans le cas précédent, la petite taille de la base de données (exemples positifs)
rend l’interprétation des résultats particulièrement diﬃcile. Les ﬁgures II-1 et II-2 représentent
respectivement les performances obtenues sans et avec pré-entraînement sur la base de valida-
tion. La diﬀérence est particulièrement notable dans le cas avec pré-entrainement : l’approche
Mean teacher se trouve être la plus performante lorsque l’on augmente le nombre de données
annotées, mais sur la base test, elle est l’approche la moins adéquate.
4.3 Bilan sur les approches
Au termes de ces travaux sur ces diﬀérentes approches, on constate que le Ladder Network
est l’approche la moins versatile. Elle nécessite de construire un auto-encodeur bruité, ce qui
peut devenir problématique pour des réseaux très profonds. De ce fait, l’utilisation d’un pré-
entraînement sur de grandes bases de données nécessite de le faire ’à la main’. De plus, son
nombre d’hyperparamètre augmente avec le nombre de couches, et la sauvegarde des couches
intermédiaires limite l’utilisation de grands patches et de grands batchs. D’un autre côté, ce
modèle a fait ses preuves sur la base de données MNIST (Rasmus et al. (2015)) en utilisant
des perceptions à couches multiples. C’est une approche qui peut être performante dans des
problèmes qui nécessitent des architectures avec peu de paramètres et dont le pré-entraînement
n’est pas nécessaire. Le Mean teacher, le VAT et le Deep Co-training sont des approches
versatiles, qui peuvent facilement s’adapter à diﬀérentes tailles d’architectures. La diﬀérence
entre ces méthodes provient de la manière dont les coûts non supervisés entre les prédictions
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d’un ou de plusieurs modèles sont calculés. L’approche Mean teacher consiste à obtenir un
modèle paramétré par la moyenne exponentielle d’un modèle étudiant. La fonction de coût
de cohérence des prédictions est calculée à l’aide de l’erreur quadratique moyenne entre le
professeur et l’étudiant, de sorte que les prédictions du professeur convergent vers celle de
l’étudiant. Pour le VAT, ce coût non supervisé est calculé à l’aide de la divergence de Kullback
Leibler, sur le même modèle, entre une image avec et sans bruit adversaire ; de sorte que
les prédictions des images adversaires convergent vers celles sans bruit. La fonction de coût
proposée par l’approche Deep Co-training est plus ambiguë. Dans un premier temps on va
chercher à entraîner deux modèles résistant aux exemples adversaires de l’autre. La deuxième
partie consiste à eﬀectuer la moyenne des prédictions de ces deux modèles sur les données sans
annotations en cherchant à minimiser la divergence de Jensen-Shannon.
Tableau 4.9 Mémoire et temps d’apprentissage pour la base de données
TUPAC (sans pré-entraînement)
Approche Mémoire GPU Temps (1000 itérations)
WresDrop 1.7 GB 20 minutes
Mean teacher 6.2 GB 40 minutes
Virtual Adversarial Training 6.6 GB 80 minutes
Ladder Network 10.2 GB 175 minutes
Deep Co-training 8.6 GB 130 minutes
Le tableau 4.9 répertorie la quantité de mémoire utilisée et le temps nécessaire pour eﬀectuer
1000 itérations avec les diﬀérentes approches. Cette comparaison a été eﬀectuée sur la même
carte graphique (Nvidia GEFORCE GTX 1080 Ti). Les approches VAT et Mean teacher sont
les moins consommatrices de ressources. La diﬀérence du temps d’apprentissage entre ces deux
modèles vient de la génération du bruit adversaire. L’approche Ladder Network nécessite le
plus de mémoire, cela est dû aux variables latentes qu’il est nécessaire de stocker en mémoire à
chaque itération. Dans la prochaine partie, nous allons étudier l’impact du nombre de modèles
sur l’approche Deep Co-Training.
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4.4 Le cas du Deep Co-Training
4.4.1 Mesure de diversité
Cette approche est particulièrement intéressante pour son utilisation des données non annotées.
Le but est de garder un équilibre entre les deux modèles pour qu’ils aient des prédictions
diﬀérentes sur les exemples adversaires du modèle opposé sur les données annotées, mais des
prédictions similaires sur les données non annotées. On cherche donc à créer de la diversité
entre ces deux modèles tout en conservant un socle de prédiction commun.
Figure 4.13 Mesures de diversité obtenues sur la base de test des deux modèles
de l’approche Deep Cotraining, expérience 1
Les ﬁgures 4.13 et 4.14 représentent les scores de diversité obtenus pour diﬀérentes conﬁgu-
rations sur l’expérience 1 et 3 de la base TUPAC. Ces résultats sont à prendre en compte avec
les scores F1 obtenus sur l’ensemble des essais. On constate que les deux scores de diversité
témoignent du même phénomène et qu’ils ont tendance à suivre les ﬂuctuations des scores
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F1. Bien que les résultats obtenus entre les essais soient très diﬀérents on peut remarquer que
l’écart entre les deuxmodèles a tendance à diminuer avec l’augmentation du nombre de données
annotées, ainsi qu’avec l’augmentation du score F1. On peut aussi remarquer, si l’on compare
les diﬀérents essais, que ce ne sont pas nécessairement lorsque l’on obtient les meilleures
performances que le score de diversité est le plus élevé.
Figure 4.14 Mesure de diversité obtenue sur la base de test des deux modèles
de l’approche Deep Cotraining, expérience 3
Cela nous indique que la fonction adversaire apporte bien de la diversité entre les deux modèles,
mais que d’autres moyens sont possibles pour créer cette diﬀérence. Ainsi, d’autres aspects
intéressants de cette méthode restent à explorer. Jusqu’à présent, pour eﬀectuer une comparaison
équitable entre les diﬀérents modèles, nous nous étions limités à présenter les prédictions des
deux modèles séparément aﬁn qu’un seul modèle soit utilisé pour chaque approche. Cependant,
cela limite l’apport du second, qui, s’il est suﬃsamment diﬀérent du premier, permettrait par
diverses méthodes de vote d’obtenir des performances supérieures à l’utilisation d’un unique
modèle.
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Il convient de noter que cet apport n’est bénéﬁque que si les prédictions des deux modèles
sont diﬀérentes sur les mêmes patches. Dans ce sens, plus les performances seront importantes,
moins les modèles seront diﬀérents. On doit s’attendre à ce que ce genre de méthode soit moins
eﬃcace sur des bases de données où le score de classiﬁcation est élevé.
Pour allez plus loin dans l’étude de cette approche, nous avons testé comment l’ajout de modèles
et la multiplication de sources de diversité joue un rôle dans les performances obtenues.
4.4.2 Inﬂuence du nombre de modèles et de l’ajout de diversité
Dans un premier temps, nous nous sommes intéressés à l’ajout de modèles sur les performances.
Pour y parvenir, nous avons comparé les scores F1 obtenus en faisant la moyenne des prédictions
des diﬀérents modèles. Pour l’entraînement, les approches seront utilisées par paire, comme
indiqué dans l’article d’origine (Qiao et al. (2018)). Le tableau 4.10 répertorie ces performances
dans le cas où les bases de données utilisées sont les mêmes. Dans ce cas de ﬁgure, seuls
vont jouer dans la diversité l’ordre de présentation des patches, le choix des modèles pour
l’entraînement par couple, et l’inﬂuence des couches de dropout.
Tableau 4.10 Inﬂuence du nombre de réseaux sur les performances. Les
scores F1 (%) ont été obtenus sur la base de test en utilisant
la même base d’entraînement (équilibrée)
Essai 2 réseaux (NN) 3 réseaux (NNN) 4 réseaux (NNNN)
Essai 1 42.39 48.96 49.72
Essai 2 31.87 30.88 43.80
Essai 3 36.70 40.12 42.37
Essai 4 39.77 45.00 42.22
Moyenne 37.68 ± 3.91 41.24 ± 6.75 44.52 ± 3.06
On constate qu’en moyenne, plus on utilise de modèles, meilleures sont les performances. Cet
apport n’est pas toujours linéaire, comme on peut le voir pour l’essai 2. En raison du temps
d’entraînement disponible, les diﬀérentes expériences ont été eﬀectuées pour le cas où 10% des
patches sont annotés et 90% sont utilisés comme sans annotations.
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Nous avons testé pour ce même cas de ﬁgure comment l’ajout de diversité inﬂuence les
performances. Pour cela, nous avons choisi d’augmenter le nombre de données négatives,
présentes en abondance pour cette base de données. Nous avons pris en compte 4 cas de ﬁgure,
le cas standard (N) correspondant à une distribution équilibrée entre patch positif et négatifs (1 :
1), le cas légèrement déséquilibré (A) avec un ratio de 1 : 10, le cas moyennement déséquilibré
(B) avec un ratio de 1 : 50 et enﬁn le cas grandement déséquilibré, avec un ratio de 1 : 100.
Tableau 4.11 Inﬂuence du nombre de réseaux sur les performances. Les
scores F1 (%) ont été obtenus sur la base de test en utilisant diﬀérentes
bases d’entraînement (N = 1 :1, A = 1 :10, B = 1 :50, C = 1 :100)
Essai 2 réseaux (NN) 3 réseaux (NAB) 4 réseaux (NABC)
Essai 1 42.39 51.60 32.37
Essai 2 31.87 50.96 37.39
Essai 3 36.70 45.05 35.47
Essai 4 39.77 42.40 30.70
Moyenne 37.68 ± 3.91 46.25 ± 5.10 33.98 ± 2.60
Le tableau 4.11 répertorie les scores F1 obtenus sur la base de test avec ces diﬀérentes conﬁ-
gurations. On constate que la combinaison de 3 modèles avec les proportions N-A-B permet
d’obtenir les meilleurs scores. On constate aussi une chute de performance dans le cas N-A-B-
C. Cela peut s’expliquer par le fait que la base d’entrainement la plus déséquilibrée interfère
avec le modèle entrainé. En eﬀet, les modèles étant entrainés par paire, la borne de décision
particulièrement biaisée par l’approche du modèle 4 a inﬂuencé les autres modèles.
La Figure 4.15 représente les scores de Kappa obtenus pour l’essai 1 en utilisant 4 modèles.
On constate que l’approche 3 est celle la plus aﬀectée par l’apprentissage biaisé, même si la
base de données utilisée (B) n’est pas la plus déséquilibrée. La méthode Deep Co-training est
basée sur l’apprentissage de modèles par paire, ce qui à tendance à diminuer les prédictions du
modèle le plus conﬁant si le second modèle est inadapté. Il convient de remarquer dans ce cas
que les fonctions de coût supervisées n’ont pas été pondérées en conséquence aﬁn d’augmenter
davantage la diversité entre les modèles.
97
Nous pouvons également constater dans le cas de l’utilisation de 3 modèles, que l’augmentation
de la diversité ne se reﬂète pas sur le coeﬃcient de kappa obtenu pour les diﬀérents essais, bien
qu’on puisse observer une hausse signiﬁcative du score F1 obtenu (voir Fig. I-5).
Figure 4.15 Score de kappa obtenue avec 4
modèles
4.4.3 Inﬂuence de l’ajout de données générées
Dans cette dernière partie, nous avons voulu tester l’inﬂuence de l’ajout de données générées
par le générateur de l’approche BadGan (Dai et al. (2017)) sur les performances du modèle
Deep Co-training. Le but étant d’apprendre aux modèles à fournir les mêmes prédictions sur
les données générées au bord des diﬀérentes distributions en ajoutant le coût Ccotgen (Eq. 4.1)




Il s’agit de donner au modèle une meilleure représentation du problème. Pour cela nous avons
entraîné l’approche BadGan dans le cas de ﬁgure 10-90 et nous avons utilisé le générateur aﬁn
de créer un grand nombre d’images similaires à celles présentes sur la ﬁgure 4.16. Comme
on peut le voir sur la ﬁgure, l’approche a été entrainée à reproduire des patches augmentés
provenant de la base originale.
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Aﬁn de ne pas biaiser les représentations, nous avons entrainé l’approche BadGan sur chaque
sélection de données aﬁn d’obtenir un générateur d’images par essai.
Figure 4.16 Comparaison des patches augmentés de la base originale avec les
patches générés par le BadGan
Le tableau 4.12 représente les performances obtenues en combinant les performances de plu-
sieurs modèles entraînés avec des données générées. Dans ce cas, les données générées ont été
obtenue à l’aide d’un BadGan entrainé sur des bases de données équilibrées.
Tableau 4.12 Inﬂuence de l’ajout de données générées sur les performances. Les
scores F1 (%) ont été obtenus sur la base de test en utilisant diﬀérentes
bases d’entraînement (N = 1 : 1, A = 1 : 10, B = 1 : 50).
Essai 2 réseaux (NN) 3 réseaux (NNN) 3 réseaux (NAB) 4 réseaux (NNNN)
Essai 1 48.76 52.52 48.61 49.13
Essai 2 46.98 48.07 53.10 48.19
Essai 3 45.46 49.61 46.01 48.60
Essai 4 45.02 46.47 33.25 47.31
Moyenne 46.55 ± 1.46 49.16 ± 2.23 45.24 ± 7.37 48.3 ± 0.66
On constate des résultats signiﬁcativement supérieurs comparés au cas classique qui n’utilise
pas de données générées. On observe une augmentation moyenne de presque 9% du score F1 en
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ajoutant des données générées dans le cas de deux modèles. En moyenne, les meilleurs résultats
sont obtenus avec l’utilisation de 3 modèles pour eﬀectuer la prédiction d’un patch. La baisse
de performance observé pour le cas N-A-B peut s’expliquer par la distribution des données
générées utilisées.
Il convient de noter que cette hausse des performances est obtenue au proﬁt de la complexité.
En eﬀet, l’utilisation de plusieurs modèles pour eﬀectuer la prédiction et l’ajout de la fonction
de coût (voir Eq. 4.1), basée sur les données générées, conduit à entraîner un plus grand nombre
de paramètres et à augmenter le temps d’inférence.
Tableau 4.13 Nombre de paramètres d’entraînement en fonction de l’approche utilisée
Approche utilisée 2 modèles 3 modèles 4 modèles BadGan
Nombre de paramètres (en millers) 331k 497k 662k 30 637k
Le tableau 4.13 regroupe la quantité de paramètres d’entraînement nécessaire pour l’appren-
tissage des diﬀérents cas de ﬁgure étudiés. Nous avons pris en compte le modèle WResDrop
pour les calculs des paramètres dans le cas du Deep Co-Taining. La quantité de paramètres pour




Dans ce mémoire, nous avons eﬀectué dans un premier temps une synthèse des approches semi-
supervisées. Les approches les plus compétitives, dans le cas de la classiﬁcation d’images, sont
basée sur l’utilisation de modèles profonds.
Ensuite, nous avons comparé les diﬀérentes approches semi-supervisées compétitives sur des
bases de données médicales d’images histologiques. L’utilisation de telles bases a représenté un
certain nombre de déﬁs. Le choix des images est particulièrement inﬂuant sur les performances
obtenues. La faible quantité d’exemples des diﬀérentes classes rend l’entraînement de ces
modèles profonds instable, en particulier lorsque l’on n’utilise pas de pré entraînement. Dans
les cas ou trop peu de données sont utilisé pour représenter le problème, ce qui est souvent
le cas dans les bases de données médical, il arrive qu’on spécialise le modèle à correspondre
à la base de validation durant l’apprentissage. Or, dans ce genre de cas, la base de validation
et de test peuvent représenter très diﬀéremment le problème de classiﬁcation, en fonction des
exemples qui les composent.
En ce qui concerne l’utilisation du pré apprentissage, il va dépendre de la base utilisée. Sur la base
BACH, qui est composée d’un faible nombre d’images, l’utilisation du pré entrainement permet
d’augmenter signiﬁcativement les taux de classiﬁcation obtenus avec l’ensemble des approches.
Néanmoins, dans ce cas, l’apport des données sans annotations s’en retrouve amoindri. Dans
le cas de la base TUPAC, composée d’un grand nombre d’exemples, il est préférable d’utiliser
une architecture, sans pré entrainement, qui a été adaptée pour cette tâche.
De manière générale, l’utilisation de bruit adversaire est particulièrement intéressant pour ce
type de données. Ces approches ont l’avantage de générer des transformations supplémentaires,
spéciﬁque à l’apprentissage des modèles profonds. Sur la base BACH, l’approche Deep Co-
training est la plus performante, et sur la base TUPAC, l’approche VAT obtient des résultats
signiﬁcativement supérieurs aux autres méthodes, notamment lorsque l’on utilise une petite
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quantité de données annotées. Sur les deux bases de données, l’approche Ladder Network ne
permet pas d’obtenir des performances compétitives dans ce cas de ﬁgure. C’est une approche
qui est particulièrement performante sur des bases de données comme MNIST, qui nécessite
des réseaux de petite taille.
Enﬁn, nous avons eﬀectuer diﬀérents tests sur l’approche Deep Co-training. Nous avons pu
remarquer une augmentation importante des performances lorsque l’on augmente le nombre de
modèle utilisée. L’ajout de diversité permet, jusqu’à une certaine limite, d’améliorer les perfor-
mances obtenues. L’apprentissage étant eﬀectué par paire, l’utilisation de base d’entrainement
trop débalancé pour un des modèles peut corrompre l’apprentissage des autres.
Le premier essai de l’ajout de données générées par l’approche BadGan est encourageant. Pour
la suite de cette étude, il serait intéressant d’étudier diﬀérentes conﬁgurations avec l’ajout de ce
type de données. Plusieurs axes pourraient être explorer. Par exemple, est-ce l’ajout de données
aux bordures des distributions ou l’augmentation d’exemples étudiées qui est à l’origine de
cette augmentation? Est-il plus pertinent d’ajouter des données générées exclusivement sur la
classe la moins représenté? Dans quelle mesure la quantité de données générée impacte les
performances des diﬀérents modèles? ou encore Quelle fonction de coût est la plus adaptée
pour prendre en compte ce type de données sur d’autres approches semi-supervisées?
ANNEXE I
COURBES D’APPRENTISSAGE
Figure-A I-1 BACH (Patch) ResNet 18 - Sans pré-entrainement LR = 5e-6
essai 1
Figure-A I-2 BACH (Patch) ConvL modiﬁé - LR = 1e-5 essai 1
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Figure-A I-3 FRépartition des données de la base BACH (utilisation de patches)
Figure-A I-4 Prédictions des diﬀérentes classes (GT : Normal)
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Le but de cette partie est d’étudier l’eﬀet des divers hyperparamètres communs (taux d’ap-
prentissage, normalisation) et spéciﬁques, sur les performances en fonction des diﬀérentes
techniques semi-supervisées et de diﬀérentes proportions d’images annotées et non annotées.
Dans un premier temps, nous avons cherché à optimiser le modèle ResNet pour les diﬀérentes
conﬁgurations de l’expérience 3. Nous avons fait varier les hyperparamètres de la manière sui-
vante : taux d’apprentissage [1e-5,5e-5,1e-4,5e-4,1e-3] ; Norme L1 [0,1e-3,1e-4,1e-5], Norme
L2 [0,1-3,1e-4,1e-5]. Le tableau II-1 résume les meilleures performances obtenues pour les
diﬀérents essais. On constate que d’un essai à l’autre, les performances sont assez inégales. Le
choix de la base d’entraînement et de validation joue un rôle particulièrement important dans
notre cas. De plus, on peut remarquer que lesmeilleurs hyperparamètres pour une donnée ne sont
pas toujours généralisables. Le tableau II-2 comporte les diﬀérents résultats obtenus sur la base
de test en comparant diﬀérentes techniques d’optimisation. L’optimisation globale (GLOB) est
basée sur la recherche de la meilleur moyenne, on choisit ici les hyperparamètres ayant permis
d’obtenir les meilleurs performances en moyenne sur les 4 essais pour chaque conﬁguration.
L’approche au cas par cas (CPC) prend en compte les essais de manière indépendante : ont été
sélectionnés ici uniquement les essais ayant obtenus les meilleurs performances sur la base de
validation. Enﬁn, l’approche générale (GEN) consiste à ﬁxer un ensemble d’hyperparamètres
communs aux diﬀérentes conﬁguration. Dans le cas de l’expérience 3, les taux de normalisation
ont été ﬁxé à 0 pour l’ensemble des approches.
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Tableau-A II-1 Recherche d’hyperparamètres ResNET-18 pré-entraînée (Expérience 3)
ResNET 10 img/classe (EXP 3) Essai 1 Essai 2 Essai 3 Essai 4 Moyenne (Val)
LR = 1e-4 || L1 = 1e-4 || L2 = 1e-5 73.75 68.75 76.25 73.75 73.12 ± 2.72
LR = 1e-4 || L1 = 1e-4 || L2 = 0 72.5 70.0 77.5 72.5 73.12 ± 2.72
ResNET 20 img/classe (EXP 3) Essai 1 Essai 2 Essai 3 Essai 4 Moyenne (Val)
LR = 1e-4 || L1 = 1e-4 || L2 = 1e-3 83.75 73.75 75.0 77.5 77.5 ± 3.85
LR = 1e-4 || L1 = 1e-5 || L2 = 1e-5 81.25 77.5 80.0 76.25 78.75 ± 1.97
LR = 1e-4 || L1 = 0 || L2 = 1e-5 76.25 76.25 73.75 78.75 76.25 ± 1.76
ResNET 30 img/classe (EXP 3) Essai 1 Essai 2 Essai 3 Essai 4 Moyenne (Val)
LR = 1e-4 || L1 = 1e-3 || L2 = 0 81.25 78.75 83.75 80.0 80.93 ± 1.84
LR = 1e-4 || L1 = 1e-5 || L2 = 1e-3 78.75 80.0 86.25 81.25 81.56 ± 2.84
ResNET 40 img/classe (EXP 3) Essai 1 Essai 2 Essai 3 Essai 4 Moyenne (Val)
LR = 1e-4 || L1 = 0 || L2 = 0 85.0 82.5 83.75 81.25 83.12 ± 1.39
LR = 1e-4 || L1 = 1e-4 || L2 = 0 83.75 81.25 85.0 81.25 82.81 ± 1.62
LR = 1e-4 || L1 = 1e-3 || L2 = 1e-3 78.75 80.0 82.5 83.75 81.25 ± 1.97
ResNET 50 img/classe (EXP 3) Essai 1 Essai 2 Essai 3 Essai 4 Moyenne (Val)
LR = 1e-4 || L1 = 0 || L2 = 1e-3 88.75 83.75 81.25 85.0 84.68 ± 2.70
LR = 1e-4 || L1 = 1e-3 || L2 = 1e-5 85.0 87.5 83.75 81.25 84.37 ± 2.25
ResNET 60 img/classe (EXP 3) Essai 1 Essai 2 Essai 3 Essai 4 Moyenne (Val)
LR = 1e-4 || L1 = 0 || L2 = 0 91.25 86.25 83.75 82.5 85.93 ± 3.35
LR = 1e-4 || L1 = 1e-4 || L2 = 0 90.0 88.75 82.5 81.25 85.62 ± 3.80
LR = 1e-4 || L1 = 1e-5 || L2 = 1e-4 86.25 82.5 85.0 80.0 83.43 ± 2.40
Figure-A II-1 Expérience 3, base TUPAC, base de
validation, sans pré-entrainement
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Tableau-A II-2 Comparaison performances obtenues sur la base de test avec le
ResNet-18 pré-entraîné (Expérience 3)
ResNET 10 img/classe (EXP 3) Essai 1 Essai 2 Essai 3 Essai 4 Moyenne (Test)
GLOB 71.25 55.00 61.25 63.74 62.81 ± 5.76
CPC 71.25 55.00 62.5 63.74 63.12 ± 5.76
GEN 70.0 56.25 62.5 63.74 63.12 ± 4.88
ResNET 20 img/classe (EXP 3) Essai 1 Essai 2 Essai 3 Essai 4 Moyenne (Test)
GLOB 75.0 73.75 70.0 71.25 72.5 ± 1.97
CPC 76.25 73.75 70.0 71.25 72.81 ± 2.40
GEN 80.0 70.0 75.0 71.25 74.06 ± 3.89
ResNET 30 img/classe (EXP 3) Essai 1 Essai 2 Essai 3 Essai 4 Moyenne (Test)
GLOB 76.25 77.5 81.25 73.75 77.18 ± 2.70
CPC 78.75 77.5 81.25 73.75 77.81 ± 2.70
GEN 77.5 78.75 80.0 72.5 77.18 ± 2.84
ResNET 40 img/classe (EXP 3) Essai 1 Essai 2 Essai 3 Essai 4 Moyenne (Test)
GLOB 72.5 83.75 83.75 80.0 80.0 ± 4.59
CPC 72.5 83.75 73.75 73.75 75.93 ± 4.53
GEN 72.5 83.75 83.75 80.0 80.0 ± 4.59
ResNET 50 img/classe (EXP 3) Essai 1 Essai 2 Essai 3 Essai 4 Moyenne (Test)
GLOB 78.75 83.75 81.25 85.0 82.18 ± 2.40
CPC 78.75 81.25 77.5 85.0 80.62 ± 2.86
GEN 81.25 80.0 83.75 83.75 82.18 ± 1.62
ResNET 60 img/classe (EXP 3) Essai 1 Essai 2 Essai 3 Essai 4 Moyenne (Test)
GLOB 87.5 88.75 82.5 80.0 84.68 ± 3.57
CPC 87.5 86.25 88.75 80.0 85.62 ± 3.36
GEN 87.5 88.75 82.5 80.0 84.68 ± 3.57
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Tableau-A II-3 Recensement des hyperparamètres de la base BACH (avec
pré-entrainement)
Approches Hyperparamètres EXP 1 EXP 3
Architecture
supervisée
Taux d’apprentissage 1e-4 1e-4
Norme L1 0 0
Norme L2 0 0
Itérations 250 250
Batch 20 20
VAT V AT 0.8 0.8
λV AT ﬁxé à 1 ﬁxé à 1
Mean Teacher λMT 10
DL ∈ [10,20,30]⇒ 30




DL ∈ [10,20] ⇒ 0.02
DL ∈ [30,40,50] ⇒ 0.01
λcot 20 1
λdif ﬁxé à 0.5 ﬁxé à 0.5
Tableau-A II-4 Recensement des hyperparamètres
de la base BACH (sans pré-entrainement)








VAT V AT 0.8
λV AT ﬁxé à 1















Tableau-A II-5 Recensement des hyperparamètres de la base TUPAC (sans
pré-entrainement)
Approches Hyperparamètres EXP 1 EXP 3
Architecture
supervisée
Taux d’apprentissage 1e-3 1e-3
Norme L1 0 0
Norme L2 1e-4 1e-4
Itérations 10 000 10 000
Batch 128 128
VAT V AT 0.1
DL ∈ [10,20,30,40,50] ⇒ 0.5
DL ∈ [60,70,80,90] ⇒ 0.1
λV AT ﬁxé à 1 ﬁxé à 1














Tableau-A II-6 Comparaison des performances obtenue entre les bases de validation et
de test (Expérience 1 sans pré-entrainement, base BACH)
Approches 10-0 (RES) 10-10 (VAT) 10-20 (VAT) 10-30 (VAT) 10-40 (VAT) 10-50 (VAT)
Score exactitude (VAL) 43.12 ± 6.76 47.18 ± 8.54 45.0 ± 5.51 48.12 ± 7.93 45.31 ± 8.26 43.43 ± 8.11
Score exactitude (TEST) 44.68 ± 3.89 41.25 ± 5.86 45.93 ± 6.01 50.31 ± 4.62 44.37 ± 5.89 44.06 ± 5.82
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Figure-A II-2 Expérience 3, base TUPAC, base de
validation, avec pré-entrainement
ANNEXE III
MATRICES DE CONFUSION DU DEEP COTRAINING
Figure-A III-1 Matrice de confusion avec images générées, essai 1
Figure-A III-2 Matrice de confusion NN, essai 1
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