The kinetic behavior of a phase field model of electrochemistry is explored for advancing ͑electrodeposition͒ and receding ͑electrodissolution͒ conditions in one dimension. We previously described the equilibrium behavior of this model ͓J. E. Guyer, W. J. Boettinger, J. A. Warren, and G. B. McFadden, Phys. Rev. E 69, 021603 ͑2004͔͒. We examine the relationship between the parameters of the phase field method and the more typical parameters of electrochemistry. We demonstrate ohmic conduction in the electrode and ionic conduction in the electrolyte. We find that, despite making simple, linear dynamic postulates, we obtain the nonlinear relationship between current and overpotential predicted by the classical ''Butler-Volmer'' equation and observed in electrochemical experiments. The charge distribution in the interfacial double layer changes with the passage of current and, at sufficiently high currents, we find that the diffusion limited deposition of a more noble cation leads to alloy deposition with less noble species.
I. INTRODUCTION
In Ref. ͓1͔ , we developed an equilibrium phase field model of an electrochemical system. In this paper, we examine the dynamic aspects of that model. Models of phase transformations can be broadly categorized into sharp or diffuse interface approaches. Sharp interface models treat the transition between phases as mathematically abrupt. Diffuse interface models assume that the phase interface has some finite thickness over which material properties vary smoothly. Both cases are simplifications of the physical interface between phases, in which properties vary over some finite, atomic-scale distance which is often smaller than assumed in diffuse interface models. Traditional equilibrium models of electrochemical interfaces take the interface between phases ͑the transition between ''electrode'' and ''electrolyte''͒ to be abrupt, but frequently consider the distribution of charge and electrostatic potential to be diffuse in the electrolyte, as by the Gouy-Chapman-Stern model ͓2͔. Dynamic models of electrochemistry typically take the phase inteface to be abrupt and ignore the details of the charge distribution at the interface.
The phase field technique is one particular diffuse interface approach. The method employs a phase field variable, which is a function of position and time, to describe whether the material is one phase or another, e.g., solid or liquid. The behavior of this variable is governed by a partial differential equation that is coupled to the relevant transport equations for the material. The interface between the phases is described by smooth but highly localized changes of this variable. This approach avoids the mathematically difficult problem of applying boundary conditions at an interface whose location is part of the unknown solution. The phase field method is powerful because it can easily treat complex interface shapes and topology changes. Our long term goal is to treat the complex geometry, including void formation, that occurs during electrodeposition in vias and trenches for onchip metallization and in the dendritic structures that form during battery recharging. Phase field methods will allow the rigorous examination of the interplay between current, potential gradients, curvature, and adsorption in intricate geometries.
There is a rich body of literature of sharp interface models of electrodeposition, which we will sketch briefly in Sec. II, but the application of diffuse interface techniques to the motion of electrochemical interfaces has been relatively limited. Dussault and Powell have applied phase field techniques to the modeling of electrochemical processes in steel slags ͓3,4͔, but their approach neglects the effects of charge at the interfacial double layer. As a result, they are able to model much larger domains and much longer time spans than we present here, but the essential physics of the electrocapillary interface is not examined. Wheeler, Josell, and Moffat have performed a level set analysis of so-called ''superconformal'' electrodeposition in high aspect ratio features, with particular emphasis on the role of additives ͓5͔. Like phase field models, level set techniques allow the treatment of complex morphologies, such as the formation of voids during trench filling, but the motion of the interface is handled phenomenologically rather than physically, as by the phase field approach, so again the structure of the double layer is not considered. Bernard, Plapp, and Gouyet have recently presented a lattice-gas model of an electrochemical system ͓6,7͔ that exhibits many of the same interfacial and dynamic behaviors that we find in this paper, as well as exhibiting the early stages of dendritic growth. This type of discrete modeling should provide a useful bridge between an atomistic view of the electrochemical interface and the continuum approach of phase field models.
To place our results in context, Sec. II outlines the traditional sharp interface description of electrodeposition. Section III presents the dynamic postulates governing the evolution of the phase, concentration, and electrostatic potential fields which we proposed in Ref. ͓1͔ . Section IV describes our numerical approach and boundary conditions. Section V discusses the selection of materials parameters, including the relationship between the phase field mobility and the ButlerVolmer exchange current of traditional electrochemical modeling. Section VI presents the results of numerical calculations in one spatial dimension that span a range of electrodeposition and electrodissolution conditions.
II. SHARP INTERFACE APPROACH FOR ELECTRODEPOSITION
In Ref.
͓1͔, we present a phase field model of the equilibrium between an electrode phase ␣ and an electrolyte phase ␤, consisting of a set of four charged components, e Ϫ , M ϩm , N ϩn , and A Ϫa . A superscript ␣ denotes that the quantity is evaluated in the bulk electrode ͑metal͒ phase and a superscript ␤ denotes that the quantity is evaluated in the bulk electrolyte phase. At equilibrium, the difference in potential between the electrode and the electrolyte in an n-component system is given by
where ⌬ j ‫ؠ‬ ϭ j ‫␣ؠ‬ Ϫ j ‫␤ؠ‬ and j ‫ؠ‬ is the chemical potential of pure component j in the respective phase, z j is the valence of component j, X j is the mole fraction of component j, F is Faraday's constant, R is the molar gas constant, and T is temperature. Equation ͑1͒ is the generalization, for all of the components, of the Nernst equation of traditional electrochemical analysis. The equation is normally only written for the electroactive species. In Ref. ͓1͔ we explain the origin of an equation for each component in the system and the relationship between the term proportional to ⌬ j ‫ؠ‬ and the standard cell potential.
When current is passed through the interface, the potential difference ⌬ shifts. Alternatively, when a potential difference other than the equilibrium value is imposed, current will pass and the interface will move. The shift in the potential difference across the interface ͑excluding the Ohmic drops across the bulk phases͒ is referred to as the overpotential ͓8,9͔.
For an electrochemical system with only one monovalent electroactive species M ϩ , chemical reaction rate theory gives the relationship between current density i and total overpotential for a planar interface as ͓8͔
The first term in the curly brackets represents the anodic/ oxidizing reaction and the second term represents the cathodic/reducing reaction. C M ϩ is the concentration of cations M ϩ in the electrolyte at electrode-electrolyte interface and C M ϩ ␦ is the bulk electrolyte concentration of cations M ϩ at the edge of the diffusion boundary layer. The exchange current density i 0 and the transfer coefficient characterize the facility and symmetry of the forward and reverse reactions. The current density iϵi•n, where the normal n points from ␣ into ␤ and i is the current density vector. Thus, positive values of i result in dissolution.
If the diffusion field can be assumed to be linear, the implicit dependence of C M ϩ on i can be eliminated in Eq. ͑2͒, giving
This expression can be rearranged to give i as an explicit function of , which is useful for comparison to our phase field results. Linearity of the concentration profile is appropriate only if the interface velocity is much less than 
͑4͒
The classical ''Butler-Volmer'' equation of electrochemistry is a special case of Eq. ͑3͒ in which the effects of mass transfer are neglected (i/i lim →0). For small overpotentials, the linearized form of Eq. ͑3͒ is
͑5͒
We will use this relationship in Sec. V C to relate i 0 to the parameters of our phase field model. When ͉͉F/RTӷ1 and iӶi lim , Eq. ͑4͒ reduces to
The quantities (1Ϫ)F/RT and ϪF/RT are known as the anodic and cathodic ''Tafel slopes'' from the slopes of the lines when ln͉i͉ is plotted against . These slopes can be used to deduce experimental values for . Equation ͑2͒ was originally derived from reaction rate theory to explain experimentally observed currentoverpotential behavior. More recently, atomistic and quantum mechanical treatments of electron and ion transfer reactions have been performed to replace this chemical reaction rate approach ͓10͔. These treatments have led to a better physical understanding of the phenomenological constants and i 0 , but they do not fundamentally alter the form of Eqs. ͑2͒ and ͑3͒.
III. MODEL

A. General kinetic equations
In Ref. ͓1͔, we performed a variational analysis to derive the governing equations for the equilibrium electrochemical interface. We also postulated the simplest time dependent forms of those governing equations that guarantee a decrease in total free energy with time t. We restate those dynamic postulates here. The time variation of the phase field is given by
where f V is the Helmholtz free energy density per unit volume, is the phase field gradient energy coefficient, ⑀͑͒ is the dielectric constant, which we take to depend explicitly on the phase; because all of the fields are coupled, it will also depend implicitly on the electrolyte concentration. M is the mobility of the phase field. Under the assumption that all nonzero partial molar volumes are identical, the flux J j of each component j is
where j is the electrochemical potential of species j and V j is the partial molar volume of species j. We divide the components into electrons e Ϫ with jϭ1, which have V e Ϫϭ 0, and substitutional species with jϾ1, which all have the same V j ϭV s ϭ0. One consequence of this assumption is that ͚ jϭ2 n C j ϭV s Ϫ1 ϭconst, where C j is the concentration of species j. A specific choice is made of a substitutional component n with nonzero partial molar volume to be called the reference species. The quantity M j is the mobility of component j. Since conservation of species requires
one obtains
Poisson's equation
must also be satisfied everywhere, where the charge density is
The mobilities M j and M will be related to the parameters of electrokinetics in Sec. V B and V C.
B. Form of the dynamic equations for ideal solution behavior
For simplicity, we assumed in Ref.
͓1͔ that the chemical part of the Helmholtz free energy per unit volume is described by an interpolation between two ideal solutions of the components,
where the molar volume V m ϭ( ͚ jϭ1 n C j ) Ϫ1 . We use an interpolating function p()ϭ 3 (6 2 Ϫ15ϩ10) to bridge between the descriptions of the two bulk phases and a doublewell function g()ϭ 2 (1Ϫ) 2 with a barrier height W j for each component j to establish the metal/electrolyte interface ͓11͔. The polynomials are chosen to have the properties that (1)ϭ0, and gЈ (0)ϭgЈ (1) ϭ0. The classical chemical potential is given by j ϭ‫ץ‬ f V /‫ץ‬C j and the corresponding classical electrochemical potential is j ϭ j ϩz j F.
Substituting Eq. ͑13͒ into Eqs. ͑7͒ and ͑8͒, we obtain the governing equation for evolution of the phase field under ideal solution thermodynamics
and the flux in the diffusion equation, Eq. ͑9͒, is given by
The flux of substitutional species does not explicitly depend on the electron concentration and the flux of electrons does not explicitly depend on the concentration of substitional species; the flux of substitutional species is affected by the displacement of other substitutional species, but electrons can move without displacing other ions. The fluxes of all species are coupled indirectly through the total charge distribution and Eq. ͑11͒.
IV. NUMERICAL METHODS
The one-dimensional ͑1D͒ form of the governing equations was transformed to a frame moving at a velocity v. Simulations were performed in a domain of length L with an initially abrupt interface between the bulk electrode and electrolyte phases at xϭL/2, such that ͉ xϽL/2 ϭ ␣ ϭ1 and ͉ xϾL/2 ϭ ␤ ϭ0. After choosing an initial bulk value for C M ϩ ␤ , the remaining initial bulk C j ␣ and C j ␤ were the equilibrium values obtained by equating the bulk electrochemical potentials j ͓1͔. The boundary condition on the phase field is n•"ϭ0 at both ends of the solution domain. At the electrolyte end, we set ϭ0 and at the electrode end we specify i. At the leading edge of the moving frame, we model the stirred bulk electrolyte by applying a fixed concentration boundary condition. At the trailing edge of the frame, we discard the material leaving the frame by setting the divergence of the species fluxes to zero. Equations ͑9͒, ͑11͒, ͑14͒, and ͑15͒ were solved with explicit finite differences. Spatial derivatives were taken to second order on a uniform mesh. Transient solutions were integrated numerically with an adaptive, fifth-order Runge-Kutta time stepper ͑based on ODEINT of Ref. ͓12͔͒ until a steady state was achieved ͑current became constant͒. We have defined steady state in our simulations as the point when each J j ϪvC j were uniform to within 0.1%. Because v is an unknown result of the simulation, the frame velocity was adjusted at each iteration to keep the interface stationary in the frame.
V. MATERIAL PARAMETERS A. Equilibrium material parameters
We examine the dynamic behavior of a four component model under a different set of thermodynamic parameters than described in Ref. ͓1͔ . In this paper, all components have valence z j ϭϮ1. We are primarily interested in the electrodeposition of the more noble cation M ϩ , where the less noble cation N ϩ and the anion A Ϫ make up the bulk of the supporting electrolyte. This electrolyte containing only charged species represents a molten salt system. The presence of the second cation N ϩ introduces the possibility of alloy deposition.
We take the partial molar volume of the ''substitutional'' components (M ϩ 
The voltage-independent portion of ⌬ j ‫ؠ‬ is given in Table I . In this paper, we take ⌬ ‫ؠ‬ to be zero. Following Ref. ͓1͔, this implies that the equilibrium state for this material system at the standard state concentration is near the point of zero charge. The mole fraction ratios in Table I and MA and at the negative ⌬ extreme, the equilibrium is between a phase of M and N and a solution of N and NA for this choice of X j ‫ؠ‬ . Table II lists our choice of the parameters that characterize the thickness and energy of the electrode-electrolyte interface. Our assumption that the barrier heights W j are equal for the substitutional species and zero for electrons is discussed in Ref. ͓1͔.
B. Single phase transport properties "values for M j …
To identify the mobilities M j , we examine single-phase systems. In a single-phase electrode, ϭp()ϭ1. In a single-phase electrolyte, ϭp()ϭ0. In either phase g() ϭ"p()ϭ"g()ϭ0. We thus can write the fluxes in Eq. ͑15͒ as
The total current is given by the relationship
The flux of component n balances the other fluxes such that
We first consider an electrolyte with "ϭ0. If we compare the resulting form of Eq. ͑17a͒ with the classical diffusive flux equation with diffusivities D i j ,
the mobilities can be expressed in terms of the diagonal elements of D i j as Thus Eqs. ͑21͒ and ͑24͒ relate the M j 's to the electronic conductivity and ionic diffusivities. On substitution of Eq. ͑21͒ into Eq. ͑17a͒, we see that the electromigration flux ͑due to gradients in ͒ within the electrolyte is
This is just as expected from traditional electrochemical theory, in the dilute limit where C n /(C n ϩC j )Ϸ1. We will find in Sec. VIA that, for our supported ionic electrolyte and our electronic conducting electrode, the contributions of the electromigration current in the bulk electrolyte and of the diffusion current in the bulk electrode are indeed small. It is interesting to note that the conductivity predicted by Eq. ͑24͒ is completely analogous to that predicted by the Drude model ͑and by the Fermi-Dirac model, for that matter͒ ͓13͔
where m e Ϫ is the mass of the electron. The relaxation time can only be determined by quantum mechanical means and is simply an unknown constant in classical models of electron transport. Following an analysis for the electrons similar to that which gave us Eq. ͑21͒, we find that we can describe the mobility of electrons M e Ϫ in terms of a constant diffusivity of electrons D e Ϫ, Ϫ3 mol 2 /(J s m). We observe that one of the weaknesses of the Drude model is that it fails to predict the ϳT Ϫ1 dependence found in experiments without making some unsatisfactory ad hoc assumptions; this dependence arises naturally in our fundamentally thermodynamic formulation.
C. Interfacial kinetics "value for M …
Along with the transfer coefficient , the exchange current i 0 characterizes the kinetics of the interface and we hypothesize that it has an intimate relationship to the phase field mobility M . To test this hypothesis for our model, we ex- Equation ͑29͒ confirms our hypothesis that i 0 is directly related to M . Comparing Eq. ͑30͒ to Eq. ͑4͒, and taking C M ϩ ␦ ϭ10 mol/m 3 , we see that this implies that the diffusion boundary layer thickness is ␦ D ϭ(0.4564Ϯ0.0001)L. This is very close to the thickness of the electrolyte, which validates that we are computing the diffusion field correctly ͑because we are modeling a diffuse interface, the electrolyte thickness is somewhat less than 0.5L). The thinness of the diffusion boundary layer in our calculations gives rise to a limiting current that is much larger than encountered in physical systems, but the mechanism is the same. Table III displays the kinetic parameters of the phase field model and typical values of the corresponding physical quantities. If physical values are used for some kinetic parameters, then the computation time is too long, so the values used for our numeric simulations are also listed.
VI. NUMERICAL RESULTS AND DISCUSSION
Our purpose is to show consistency of behavior with sharp interface models of electrochemical systems so that future 2D and 3D computations treating more complex phenomena can be performed with confidence. In this section, we examine the behavior of our model in the bulk phases, explore the current-overpotential behavior, and demonstrate the electrodeposition of alloys at high applied currents.
The interfacial region of a representative steady-state solution, with iϭϪ100 A/m 2 , is displayed in Fig. 3 . The phase field , concentrations C j , charge density , and electrostatic potential are plotted against the same x axis. The velocity of the moving frame is indicated with a marker on the curve at ϭ0.5. To highlight the location of the interface, g() is mapped onto the background in gray. We can see that the concentrations deviate from their bulk values in a region of approximately the same thickness as the phase field transition. As a result, the charged ''double layer'' is confined to this same region. The surface of the electrode has excess e Ϫ , whereas the surface of the electrolyte is an essentially charge-neutral NA salt with a dilute concentration of MA. All of the species except M ϩ are excluded from the region of intermediate , giving rise to a layer of M ϩ that has neither e Ϫ nor A Ϫ to balance the charge. This charge distribution gives rise to the potential step of approximately 0.12 V between the two phases, which is the expected Nernst potential of an electrolyte with C M ϩ ␤ ϭ10 mol/m 3 .
A. Fluxes
The relative contributions of the flux due to diffusion J j D ͑dependent on all the "C i ) and the flux due to electromigration J j ͑proportional to "͒ can be distinguished using Eq. ͑17͒. For iϭϪ100 A/m 2 , the partial fluxes in the bulk electrolyte are listed in Table IV and those in the bulk electrode are listed in Table V . As the designated reference species, the flux of A Ϫ always adjusts such that the sum of the fluxes of the substitutional species is zero. In both phases, the concentration gradients of M ϩ and N ϩ are approximately equal and opposite in sign to maintain charge neutrality ͑the concentration gradients of A Ϫ and e Ϫ are small͒. The diffusive fluxes of M ϩ and N ϩ are not equal and opposite in sign. The ''offdiagonal'' term for the N ϩ flux in the electrode and for both the M ϩ and N ϩ fluxes in the electrolyte contribute significantly.
Because we consider a supported electrolyte ͑the total ion density is high͒, " is small and electromigration does not contribute significantly to the current in the electrolyte. Both the magnitude and gradient of C e Ϫ are small in the electrolyte, such that e Ϫ do not carry any significant current in the electrolyte. The current due to the N ϩ flux is canceled by that due to the A Ϫ flux, such that essentially all of the current in the electrolyte is carried by the diffusion of M ϩ . In the electrode, the partial fluxes of the substitutional components are numerically zero. The concentration gradient of e Ϫ is small in the electrode, giving a small diffusive flux. The bulk of the current in the electrode is carried by electromigration of e Ϫ , consistent with Ohm's law. These observations that the current in the electrolyte is carried by diffusion of M ϩ and the current in the electrode is carried by the electromigration of e Ϫ are consistent with the approximations we made for the bulk phases in Sec. V B; i.e., bulk behavior is obtained at a distance of 0.5 nm from the interface.
B. Diffusion layer
In Fig. 4 we plot the profile of M ϩ in the electrolyte, showing the depletion due to electrodeposition and the enrichment due to electrodissolution. At the highest current in Fig. 4͑a͒ , we can see that C M ϩ near the surface of the electrode is depleted practically to zero, giving rise to the limiting current behavior of Sec. II. The diffusion layer thickness ␦ D ϭ0.456L, calculated in Sec. V C, is indicated for comparison. Over the range of applied currents examined, the enrichment of M ϩ during electrodissolution is not similarly constrained.
C. Current-overpotential relationship
In Sec. V C, we found that the relationship between current i and overpotential in our calculations is satisfied by the linear relationship ͑5͒ when i and are small. Now we plot i versus over a larger range of applied currents in Fig.   5 as open squares. Equation ͑3͒ considers only the electroactive species, so the filled circles in Fig. 5 show the current carried by the electroactive cation i M ϩ. The relationship between i M ϩ and is not linear. At large, negative values of , we observe a limiting current, whereas for large positive values of , no such limiting current is observed and i M ϩ appears exponentially dependent on . We fit Eq. ͑3͒ to the calculated values of i M ϩ and we find that i 0 ϭ(3.80Ϯ0.08) ϫ10 6 A/m 2 , i lim ϭ(Ϫ2.15Ϯ0.06)ϫ10 6 A/m 2 , and ϭ0.777 Ϯ0.002. These values of i 0 and i lim are within 5% of the values found in the linear analysis of Sec. V C. Because i 0 is of the same order as i lim in our calculations, we do not ob-TABLE IV. Partial fluxes in the bulk electrolyte for iϭϪ100 A/m 2 ͑electrodeposition͒. "ϭ6.87 serve an obvious ''Tafel slope'' during electrodeposition. Nonetheless, the transition between low current and diffusion-limited current cannot be fit except by the full form of Eq. ͑3͒. From these results, we see that despite postulating a linear evolution equation for the phase field ͓Eq. ͑7͔͒, we obtain the nonlinear current-overpotential behavior predicted by sharp-interface theories and observed in electrochemical experiments. The transfer coefficient characterizes the symmetry of the energy barrier between the electrode and electrolyte phases. A value of ϭ0.5 would mean the energy barrier is symmetric and that a given change in potential would cause the barrier to electrodeposition to change by the same magnitude as the barrier to electrodissolution. Our observed value of ϭ0.78 indicates that the barrier to electrodeposition is more sensitive to changes in potential than is the barrier to electrodissolution. Although we do not know the functional relationship between and the parameters of the phase field model, we can surmise that it is related to the height W j and shape g() of the interfacial energy barriers. This will be investigated in the future.
Since the exchange current is equal to the balanced anodic and cathodic current passed at equilibrium, it can be shown that ͓8,9͔
C O ϱ is the concentration of the oxidized electroactive species in the bulk electrolyte, which is C M ϩ ␤ ϭ10 mol/m 3 in our notation. C R ϱ is the concentration of the reduced electroactive species in the bulk electrode, which is C M ϩ ␣ Ϸ1/V s in our notation. The only terms we cannot directly identify in our phase field model are the dimensionless transfer coefficient and the rate constant k 0 . Noting that we found i 0 ϰM in Sec. V C, from a dimensional analysis, one may expect that
The surface free energy found in our paper on the equilibrium electrochemical interface ͓1͔ is
From numerical calculations on the system in this paper when iϭ0, we obtain a value of ␥ϭ0.46 J/m 2 . If we assume that k 0 in Eq. ͑32͒ is not just proportional to but equal to M ␥ and substitute this value of the surface free energy and Eq. ͑29͒ into Eq. ͑31͒, we obtain Ϸ0.73. If we assume instead that the surface free energy is that found in models of single component solidification ͓14͔
we find that Ϸ0.75. In either case, this value of is very close to that obtained by comparing our results to the sharp interface equation ͑3͒, and is not strongly sensitive to the choice of ␥. Although is usually assumed to be 1/2 when no other information is available, it can take on any value between 0 and 1 for an ion transfer reaction ͓10͔.
D. Alloy electrodeposition
We examine electrodeposition of alloys by increasing the applied current by five orders of magnitude from Ϫ10 2 A/m 2 to Ϫ10 7 A/m 2 , starting from the steady state result of Fig. 3 . The fields in the vicinity of the interface are displayed at four different times in Fig. 6 . We have added a small concentration inset to each frame to highlight the behavior of M ϩ in the electrolyte and a bar of color that represents the overall composition of the system. The initial potential drop across the interface of ⌬ϭ0.118 V is within 2 V of the Nernst potential for C M ϩ ␤ ϭ10 mol/m 3 . At 10 ns after the step in current, C M ϩ has depleted at the interface to approximately half its bulk value and N ϩ has begun to accumulate at the electrode surface. At 200 ns, C M ϩ has depleted essentially to zero at the electrode surface, giving rise to the limiting current of M ϩ through the electrolyte. This M ϩ current of approximately Ϫ2.1ϫ10 6 A/m 2 is not adequate to meet the applied current of Ϫ10 7 A/m 2 . The surface of the electrode becomes covered with a layer very rich in N ϩ and an alloy of M and N begins to deposit on the electrode. By 750 ns, the interfacial structure established at 200 ns is essentially unchanged and the original, pure M electrode has been completely swept from view, replaced by a MN alloy.
In Fig. 7 , we plot the steady-state concentration of N ϩ in the electrode as a function of . For small overpotentials, up to ϷϪ0.17 V, the electrode is essentially pure M. At large magnitudes of , the fraction of N grows in an apparently linear fashion.
E. Interface structure
The concentration and charge distributions at the interface are sensitive to the electrodeposition conditions at all overpotentials or applied currents, but can be seen clearly in Fig.  6 . At iϭϪ10 2 A/m 2 , C M ϩ, C N ϩ, and C A Ϫ in the electrolyte remain very close to their bulk values, all the way into the interfacial region. The charge distribution consists of a dipole on the electrode side, with very small net negative charge, and a corresponding positive charge on the electrolyte. At i ϭϪ10 7 A/m 2 , C M ϩ is depleted nearly to zero at the interface and N ϩ displaces essentially all of the A Ϫ at the interface. The density of e Ϫ at the surface of the electrode is much larger than at the lower current and the charge distribution has shifted to a predominantly negative charge on the electrode and a positive charge on the electrolyte. These changes in the charge distribution are directly tied to the change in overpotential, through Eq. ͑11͒.
VII. CONCLUSIONS
Previously ͓1͔, we developed a phase field model of the electrochemical interface. We performed numerical calculations on a model system like an aqueous electrolyte, in which the majority species in the electrolyte had no charge. We demonstrated that, even with a simple ideal solution thermodynamic description, our model exhibited charged double layer behavior, an ''electrocapillary'' relationship between surface free energy and electrostatic potential difference across the interface, and differential capacitance curves that are strongly reminiscent of experimental measurements.
In this paper, we have applied the same phase field model to electrodeposition and electrodissolution conditions. We have performed numerical calculations on a model system like a molten salt, with four species which all carry charge. We have shown the following:
͑1͒ The relationship between the parameters of the phase field model and the physical parameters of an electrochemical system. ͑2͒ Our model electrode carries current by electromigration of electrons and that our model electrolyte carries current by diffusion of cations.
͑3͒ The diffusion field in the electrolyte is essentially linear and that limiting current behavior results.
͑4͒ Despite making linear postulates for the timedependent governing equations, the current-overpotential relationship is nonlinear and agrees very well with the classic sharp-interface relationship ͑''Butler-Volmer'' with mass transport effects͒.
͑5͒ Currents in excess of the limiting current for the more noble species result in the deposition of alloys.
͑6͒ There are changes in the double layer structure with current.
As discussed in Ref. ͓1͔, the need to resolve the charge distribution in close proximity to the interface limits the size of the domain and the time spans we can model. Possibly, adaptive mesh techniques and implicit solution methods will enable us to examine larger domains and longer times. Nonetheless, our work here demonstrates that the phase field approach, using a very simple set of assumptions, can reproduce the rich behaviors of existing electrochemical theories and permit exploration of the relationship between double layer structure and interfacial kinetics.
