We prove the convergence and the asymptotic normality of the quadratic variations of the spherical fractional Brownian motion.
Introduction
Since Lévy's seminal paper [10] , one knows that the quadratic variation over [0, 1] of a Brownian motion converges a.s. to 1. [2] and later [6] generalize this result to a large class of Gaussian processes. [1] generalizes these results along curves. [7] introduces the H -variations, a generalization of these quadratic variations. They study the convergence in distribution of the H -variations, suitably normalized. [9] introduces generalized quadratic variations, for which the limiting distribution is always Gaussian and the rate of convergence is the square root of the number of points. [5] extends the use of generalized quadratic variations to nonGaussian processes having the same covariance functions as a fractional Brownian motion. Localized generalized quadratic variations have been used by [4] in a multifractional framework. Recently, [3] studied the influence of irregular subdivisions on the convergence of quadratic variations.
Quadratic variations are therefore a very powerful tool in various areas of probability and statistics. Without being exhaustive, let us mention stochastic calculus and statistical inference.
Recently, [8] introduced Spherical Fractional Brownian Motion (for short SFBM). Let us briefly describe its construction. Let . be the Euclidean norm of R 3 and S 2 = {x ∈ R 3 , x = 1} be the unit sphere. Let d(M, M ), where M, M ∈ S 2 , be the geodesic distance between M and M on S 2 . Let O be a given point of S 2 . The SFBM is the Gaussian centered process satisfying
It exists [8] if and only if 0 < H ≤ 1/2. When H = 1/2, it is the Lévy's spherical Brownian motion [11] . The aim of this paper is to study the quadratic variations of the SFBM over the sphere. The difficulty comes from the sphere itself: unlike for [0, 1] or [0, 1] 2 , there is no natural sampling design on a sphere. We will work with a family of tractable sampling designs. For these sampling designs, we will prove that the quadratic variations converge a.s. to 1, and that they are asymptotically normal, when normalized. To sum up, with these sampling designs, quadratic variations of SFBM behave like the quadratic variations of fractional Brownian motion (with
Finally, we will apply these results to the estimation of the index H .
Sampling designs on a sphere
The distribution of points on a sphere is a difficult task, both from a theoretical point of view and from an algorithmic point of view: this is for instance the seventh of Smale's problems for the next century [12] . Our aim is not to investigate the search of an optimal sampling design. It is only to find tractable sampling designs for our purpose. We will work with sequences of sampling designs M n , n ≥ 1:
is an increasing sequence of integers. For each k and n, define N n k as the set of neighbors of M n k :
We will make two assumptions for the sequence M n . Assumption 1. Well-separated sampling designs. There exist two constants 0 < γ 1 ≤ γ 2 such that, for all n ≥ 1,
Assumption 2. Well-concentrated sampling designs.
There exists a constant Γ such that, for all integers P,
where #A stands for the cardinal of the set A.
Quadratic variations of the spherical fractional Brownian motion

Definitions and notation
Let v n be the total number of neighbors in the sampling design M n :
Define the normalized quadratic variations of the SFBM:
Convergence of the quadratic variations
Theorem 1.
• Almost sure convergence of the quadratic variations.
• Asymptotic normality of the quadratic variations.
• Order of magnitude of the variance of the quadratic variations.
There exist two constants 0 < C 1 ≤ C 2 such that, for all n,
Proofs of Theorem 1
In the following, C denotes a constant that can change from one occurrence to another. First note that, by Assumption 2, v n ≤ ([γ 2 ]+1)Γ K 2 n , and, since every point has a neighbor, v n ≥ K 2 n . We first compute the expectation of the quadratic variations:
We then compute the variance:
Since the SFBM is a Gaussian process,
Then, by (1),
When keeping only cases k 1 = k 2 and k 1 = k 2 in (2), one can easily see that
. We split the sum (2) into two parts: the diagonal part and the non-diagonal part. The diagonal part is defined through the set of indices I n :
By Assumption 1,
It follows that
By Assumption 2, there are at most ([4π
is at most O(K 2 n ). Similar computations on the three other conditions defining the set I n show that the set I n has therefore at most O(K 2 n ) indices. Moreover, by Cauchy-Schwarz,
We now study the non-diagonal term of the variance, that is for (k 1 , k 2 , k 1 , k 2 ) ∈ I n . For this purpose we need some preliminary lemmas. Lemma 1. Let 0 < α ≤ 1 and |x| ≤ X < 1. Then,
Proof of Lemma 1. Lemma 1 is proved by a Taylor expansion of order 2 for 0 < α < 1 and is straightforward for α = 1.
Proof of Lemma 3.
16 and one can apply Lemma 1 with α = 1/2 and X = 9/16:
.
This leads to
The same computation is now done with M n
Let H Proof of Lemma 5.
The same is done for
). One then applies Lemma 4.
We can now study the non-diagonal part of the variance var(V n ):
By Assumption 2,
We can now prove Theorem 1. We have proved that there exists C 2 such that var(V n ) ≤
Since n≥1 var(V n ) < ∞, the Borel-Cantelli lemma implies the convergence almost surely of the sequence (V n ).
We now prove the asymptotic normality of the quadratic variations. We follow the proof of [9] . We first need the following lemma. converges in distribution, as n → ∞, to a centered standard normal variable.
Proof of Lemma 6. Let φ be the characteristic function of the (X k,n ). log φ λλ k,n √ var(V n ) .
• Asymptotic normality of the estimate.
1
√ var(H n ) (H n − H ) converges in distribution, as n → ∞, to a centered standard normal variable.
• Order of magnitude of the variance of the estimate. There exist two constants 0 < C 1 < C 2 such that, for all n,
Proof of Theorem 2. The consistency of the estimate and the order of magnitude come directly from Theorem 1. For the asymptotic normality, we need the convergence in distribution of the couple of normalized quadratic variations associated with the sampling designs of order K n and K n /2. For this purpose, we use exactly the same arguments as those in [9, Th. 3] , and Theorem 2 is proved.
