Abstract-The low-energy proton energy spectra of all shielded space environments have the same shape. This shape is easily reproduced in the laboratory by degrading a high-energy proton beam, producing a high-fidelity test environment. We use this test environment to dramatically simplify rate prediction for proton direct ionization effects, allowing the work to be done at high-energy proton facilities, on encapsulated parts, without knowledge of the IC design, and with little or no computer simulations required. Proton direct ionization (PDI) is predicted to significantly contribute to the total error rate under the conditions investigated. Scaling effects are discussed using data from 65-nm, 45-nm, and 32-nm SOI SRAMs. These data also show that grazing-angle protons will dominate the PDI-induced error rate due to their higher effective LET, so PDI hardness assurance methods must account for angular effects to be conservative. We show that this angular dependence can be exploited to quickly assess whether an IC is susceptible to PDI.
Hardness Assurance for Proton Direct
Ionization-Induced SEEs Using a High-Energy Proton Beam Fig. 1 . Measured SEU cross sections versus proton energy for a bulk 65-nm SRAM [3] .
particles. Recent work has shown that the charge needed to induce errors in modern ICs is so low that proton direct ionization (PDI) can also cause SEEs [1] - [3] . This is illustrated by Fig. 1 [3] , which shows measured single-event upset (SEU) cross sections versus proton energy for a bulk 65-nm SRAM. Fig. 1 shows a relatively low saturation cross section at high proton energies, where nuclear interactions dominate the SEE response, and much higher cross sections at MeV, where PDI dominates the SEE response. Two questions are raised by data such as those of Fig. 1 . First, how much does PDI contribute to the total SEE rate? And second, what is the most practical and accurate method for predicting the PDI-induced SEE rate?
Several recent studies have sought to answer the first question above [2] - [6] . Some of these studies predicted that PDI would dominate the total SEE rate, while others found that the contribution of PDI was small or negligible. These different conclusions were likely reached because each study focused on different circuits and used different methods and assumptions to predict the error rates. Therefore, the general importance of PDI remains unclear. For example, in Fig. 1 , the PDI cross sections at 1 MeV are 10,000 times higher than the nuclear interaction cross sections at 100 MeV, suggesting that PDI may dominate the error rate. However, only a very small fraction of the protons in shielded space environments have an energy near 1 MeV, so PDI 0018-9499 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. may be a negligible source of errors. To make progress in answering this first question, we must answer the second question by developing accurate and practical rate prediction methods for PDI effects.
Several recent studies have sought to develop methods to predict the PDI-induced error rate [2] - [5] . Conventionally, the SEE rate for high-energy proton-induced errors has been predicted by measuring the SEE cross section as a function of energy (as was done in Fig. 1 ), and then folding these cross sections against the differential proton flux of the space environment of interest. Recent studies have encountered significant difficulty in their attempts to extend this conventional approach to low-energy proton-induced errors (i.e., PDI-induced errors).
The source of this difficulty is illustrated using the example shown in Fig. 2 , which was generated using SRIM [7] . A m thick silicon substrate was simulated, which is the approximate thickness of the thinned substrates used in the PDI studies of [8] , [9] . For flip-chip packages, which are very common in highly-integrated commercial ICs, irradiations must be done through the substrate, and it can be difficult to thin bulk substrates to less than m without affecting the IC's functionality [3] . One hundred thousand protons were simulated with an initial energy of 3.2 MeV. This initial energy was chosen because it causes the protons to be transmitted at very low energies, where PDI effects are most likely to occur. Fig. 2(a) shows that the transmitted protons have a broad energy spectrum. This occurs due to energy straggle. These same simulation results are plotted in Fig. 2 (b) as a function of proton linear energy transfer (LET). The peak flux occurs at an LET of MeV cm mg, but a significant flux of protons exists up to an LET of MeV cm mg, which is the maximum LET for protons. Therefore, the energy straggle that results from transmitting protons through matter can significantly broaden the LET spectrum of protons that reaches the sensitive volumes, which affects the measured PDI cross sections.
Energy straggle can be reduced by several means, including testing at low energy facilities, testing in vacuum, avoiding the use of degraders to change beam energy, and removing as much of the IC's intervening material as possible. Unfortunately, all of these measures make the tests less practical and still fail to eliminate energy straggle, as shown in Fig. 2(a) , in which these measures were taken. Compromises are often made on these measures to make the tests more practical, so energy straggle is often worse than shown in Fig. 2(a) . Energy straggle cannot be eliminated because not all of the IC's intervening material can be removed while preserving functionality. For example, usually about m of back-end-of-line (BEOL) materials or m of silicon substrate cannot be removed without altering the IC's functionality. Also, these layers are effectively thicker when testing at large angles of incidence, which exacerbates energy straggle. When testing through the BEOL materials, the copper and tungsten metallization introduces additional energy straggle non-uniformly across the IC, which is difficult to model [10] . Despite all these difficulties, it is commonly assumed that PDI cross sections should be measured with as little energy straggle as possible, so as to minimize the variation in LET and the uncertainty in the measurement. The role of this uncertainty is often overlooked because it is difficult to quantify. Some studies have dealt with this uncertainty by only interpreting the measured cross sections qualitatively [2] , [4] , which precludes a quantitatively accurate rate prediction. Others have taken the rigorous approach of building a calibrated model that accounts for this uncertainty, which requires extensive knowledge of the IC design, heavy ion and proton data, and advanced simulation capabilities [3] , [5] . Such a rigorous approach is not practical for routine hardness assurance applications.
In this work, we present an error rate prediction method for PDI-induced SEEs that is quantitatively accurate and practical. The proposed method bypasses the energy straggle problem that has plagued previous studies because it does not attempt to measure the SEE cross section as a function of monoenergetic proton energy. Instead, it uses straggle as a tool to reproduce the shape of the energy spectrum of the space low-energy proton environment. Thus, the proposed method is analogous to how SEE tests are performed using a spallation neutron source; in both cases, the proton/neutron energy spectrum delivered to the sensitive volumes matches that of the environment of interest, which eliminates the need to measure the SEE cross section as a function of monoenergetic proton/neutron energy.
It will be shown that, when promoting significant energy straggle by degrading a high-energy proton beam, a low-energy proton energy spectrum is produced whose shape matches that of all shielded space environments. This phenomenon dramatically simplifies rate prediction for PDI effects, al-lowing the work to be done at high-energy proton facilities, on encapsulated parts, without knowledge of the IC design, and with little or no computer simulations required. This method is demonstrated using IBM 65-nm, 45-nm, and 32-nm silicon-on-insulator (SOI) static random-access memories (SRAMs). The results suggest that PDI will significantly contribute to the total error rate for the SRAMs investigated. The results also show that PDI cross sections increase as the beam angle is increased, since proton effective LET increases as a function of angle. Finally, we show that this angular dependence can be exploited to quickly identify whether an IC is susceptible to PDI effects.
II. EXPERIMENTAL DETAILS
Proton irradiations were performed at the Sandia National Laboratories Ion Beam Lab and at TRIUMF [11] . At the Sandia Ion Beam Lab, proton irradiations were performed in vacuum from 0.72 to 2.5 MeV. To minimize energy straggle, the Tandem Van de Graaff was directly tuned to these energies and no degraders were used. This facility is normally used to irradiate parts with a m diameter "microbeam". In this study, the beam was used for broadbeam irradiations by defocusing it to have a much larger diameter, and then the beam was rastered over the area of interest. Maps showing the physical locations of the errors were inspected to verify that the errors were randomly distributed over the irradiated area.
At TRIUMF, irradiations were performed in air on beamline 2C [11] . The initial beam energy of 70 MeV was reduced using a Lucite (plastic) degrader wheel, located cm in front of the IC. Any degrader thickness from 0.4 to 4 cm can be chosen by rotating the degrader wheel to the appropriate position. The average proton energy delivered to the IC is reported as a function of Lucite degrader thickness. Proton flux is also reported using an ion chamber, which is located between the degrader and the IC.
The proton energy spectra were measured at TRIUMF with a pulse height analysis (PHA) system to confirm the facility's energy calibration and to check the validity of the SRIM simulations performed in this work. The system was calibrated to report energy deposition using an alpha source in a vacuum. A 2-mm thick Ortec silicon detector was used, allowing measurement of the total energies of protons with energies up to 18 MeV. A tantalum aperture prevented protons from striking the edge of the detector, since edge strikes would cause only a fraction of the total energy to be measured.
Tests were performed at room temperature on partially-depleted SOI SRAMs made in IBM's 65-nm, 45-nm, and 32-nm technology nodes. Because the SRAMs are mounted in flipchip packages, most irradiations were performed from the backside, through the substrate. A Certimax digital tester was used to write(read) a checkerboard pattern to(from) the SRAMs before(after) each irradiation.
The 65-nm 1-Mbit SOI SRAMs tested were shown to be susceptible to PDI effects in [2] . Bias voltages of 0.8 V and 1.0 V were used, corresponding to undervoltages of approximately 30% and 10%, respectively. One SRAM's substrate was completely removed using the etch process developed in [12] , [13] so that protons only had to pass through the 150-nm thick buried oxide (BOX) to reach the sensitive volumes. In some tests, irradiations were performed through an aluminum plate or a printed circuit board, to determine the effects of packaging materials on the proposed hardness assurance methods.
The IBM 45-nm 36-Mbit and 32-nm 128-Mbit SOI SRAMs were shown to be susceptible to PDI effects in [8] , [9] . Bias voltages of 0.9 V and 0.8 V were used, respectively, corresponding to an undervoltage of approximately10%.
III. REPRODUCING THE LOW-ENERGY PROTON SPACE ENVIRONMENT
CREME96 [14] simulations were used to generate Fig. 3 , which shows proton flux versus energy for two orbits (Geosynchronous orbit during a worst-day solar flare, and the 500 km inclination orbit of the International Space Station during solar minimum) and three different spherical aluminum shielding thicknesses (20, 100, and 500 mils). Although the six spectra shown in Fig. 3 represent drastically different orbits, solar conditions, and shielding thicknesses, they are qualitatively similar at low energies. Other simulations (not shown) reveal that this similarity at low energies also occurs for other orbits and for shielding materials other than aluminum, but does not occur when no shielding is used. However, this "no shielding" configuration is not relevant; since ICs are always encapsulated there will always be some shielding in place. Therefore, regardless of the space environment, there is qualitatively only one energy spectrum of interest for PDI effects, which is represented by the shape of the low-energy spectra in Fig. 3 .
It is no coincidence that all shielded space environments have qualitatively similar low-energy proton energy spectra. The physics of proton energy loss in the shielding material forces the energy spectra of the transmitted protons to have the characteristic shape shown in Fig. 3 . Insight into these physics can be gained using the red curve of Fig. 4 , which was generated using SRIM, and which shows proton LET as a function of energy. This red curve shows that proton LET increases as energy decreases (until the Bragg peak is reached at the very low energy of 50 keV). Because of their higher LETs, very low energy protons stop more quickly in shielding than high-energy protons. Therefore, flux depletion is most severe at low proton energies, which forces the six low-energy spectra of Fig. 3 to have the same shape.
This work assumes that protons that reach the sensitive volumes with over 3 MeV have a negligible contribution to the total PDI-induced error rate. This assumption seems reasonable since, at 3 MeV, the proton LET is reduced to only 16% of its value at the Bragg peak (see the red curve in Fig. 4 ). This assumption is further supported by the blue datapoints in Fig. 4 , which are SEU cross sections measured at normal incidence at the Sandia Ion Beam Lab for the 65-nm SOI SRAM. These measurements were affected by far less energy straggle than any previously published measurements of PDI effects on ICs. This was accomplished by testing in a vacuum, by not using any degraders to reduce the beam energy, and most importantly, by removing the substrate of the SRAM so that protons only had to penetrate the 150-nm thick buried oxide to reach the sensitive volumes. These blue datapoints of Fig. 4 show the trend that SEU cross section rapidly increases as proton energy is decreased, or more importantly, as proton LET is increased (see the red curve). If it had been possible to tune the beam energy below 0.72 MeV, it is expected that the cross section would have continued to increase, and that a very high cross section would have been measured at the Bragg peak energy of 50 keV. Therefore, the rapidly increasing trend in these data supports the assumption that protons that reach the sensitive volumes with over 3 MeV have a negligible contribution to the total PDI-induced error rate. Also, since energy straggle was negligible in these measurements, these data strengthen the assertion made in this and previous studies [1] - [3] that proton direct ionization, rather than some other mechanism such as Coulomb scattering, is the dominant source of low-energy proton-induced errors. The fluxes have been normalized to match at 2 MeV, revealing the excellent qualitative agreement of the spectra below 3 MeV. The "70-MeV" datapoints were generated by using SRIM to simulate TRIUMF beamline 2C, which contains many layers of materials over a distance of meters, including the Lucite degrader wheel, whose thickness was chosen as 28.9 mm to maximize the flux of sub-3-MeV protons. The "20-MeV" datapoints were also generated using SRIM for a given Lucite degrader thickness. The "70-MeV" curve is in excellent agreement with the six space environments below 3 MeV, but the "20-MeV" curve is not. This shows that a degraded 20-MeV beam has insufficient energy straggle to reproduce space's sub-3-MeV energy spectrum, and that the significant energy straggle resulting from degrading a 70-MeV beam is necessary to reproduce space's sub-3-MeV energy spectrum. This significant energy straggle produces a broad proton energy spectrum, which is then attenuated by the aforementioned flux depletion effect to match space's sub-3-MeV energy spectrum. The "70-MeV" curve shows the potential for degrading a high-energy beam to create an accelerated test environment that matches the space energy spectrum of interest. Simulations using other initial beam energies will be presented in Section VI to explore the applicability of this method at other test facilities.
This work assumes that protons that reach the sensitive volumes with over 3 MeV have a negligible contribution to the total PDI-induced error rate. Note that the error rates predicted in Section V would not change if we had instead used an assumed energy threshold of 1 or 2 MeV. As will be shown in Section V, the predicted error rates depend on the ratio of the integral flux of the ground test environment to the integral flux of the space environment of interest. In Fig. 5 , since the "70-MeV" curve agrees with the curves of the six space environments from 0-3 MeV, the same ratio would be calculated whether the curves were integrated up to 1, 2, or 3 MeV. Therefore, the conservative (3 MeV) assumption used in this work does not affect the error rate predictions.
IV. MEASURING PDI-INDUCED SEES USING A DEGRADED
HIGH-ENERGY PROTON BEAM Fig. 6 gives insight into the energy spectra delivered to the SRAMs at TRIUMF using SRIM simulations (lines) and PHA measurements (datapoints). TRIUMF beamline 2C was simulated as accurately as possible; to fit the simulation results to our PHA measurements it was only necessary to adjust the Lucite degrader density by about two percent, from the nominal value of g/cm , to g/cm . The PHA measurements were also scaled along the Y-axis of Fig. 6 to match the curves predicted by SRIM, since no more direct method exists for comparing the measured and simulated fluences. The measurements and simulation results agree for the three degrader thicknesses compared (blue, orange, and red), demonstrating that SRIM captures the relevant physics for this work.
The simulation results in Fig. 6 show the number of counts versus proton energy for 100,000 70-MeV protons passed through TRIUMF beamline 2C as a function of Lucite degrader thickness. More than 100,000 protons were simulated in some cases to improve statistics, but these results were normalized to represent an irradiation of only 100,000 protons. The results were filtered to reject those protons that reached the test position outside of a 10-cm diameter spot, to ignore those protons that scatter out of the beam path. Fig. 6 shows that the average proton energy decreases as degrader thickness increases, but cannot be decreased below MeV because the flux rapidly goes to zero. This causes the flux of sub-3-MeV protons, the only protons that are assumed to be capable of causing errors through PDI, to be maximized using a degrader thickness of 28.9 mm (black line). These same simulation results using this degrader thickness are plotted as black datapoints in Fig. 5 , which revealed that this spectrum matches the sub-3-MeV spectra of all shielded space proton environments. Therefore, SRAMs were irradiated at TRIUMF using many degrader thicknesses, including those listed in Fig. 6 . The resulting SEU data are shown in Figs. 7-10. These data are plotted with error bars that represent the 95% confidence interval. If error bars are not seen for a given datapoint, then they are smaller than that point. The X-axes of Figs. 7-10 are labeled average proton energy because straggle causes a broad spectrum of proton energies to reach the SRAM, as shown in Fig. 6 . Therefore, the cross sections in these figures cannot be directly compared with cross sections such as those of Fig. 4 , which were measured using a monoenergetic beam. Also note that these average proton energies are reported at the IC test position and do not account for energy loss in encapsulation materials, so the average energies at the sensitive volumes can be lower, especially when the encapsulating materials are thick. Fig. 7 shows the SEU cross section versus average proton energy at , , , and angles of incidence for the 65-nm SRAM whose substrate was removed. Thus, the protons only had to pass through the 150-nm BOX to reach the sensitive volumes. An oxide layer this thin has a negligible effect on the proton beam, even when testing at . Therefore, the same energy spectrum reaches the sensitive volumes in the , , , and irradiations. The four data series agree at high energies where nuclear interactions dominate the response since the secondary particles generated by nuclear interactions become more isotropic as energy increases [15] . At low energies, peaks appear in the angular data that extend well above the saturation cross section, with larger peak cross sections seen at larger angles. These peaks are caused by proton direct ionization and the increase in effective linear energy transfer (LET) that occurs as the angle is increased. The peak cross section appears to only be twice as high as the peak cross section; however, a lower effective fluence is delivered at than at (i.e., the SRAM subtends a smaller solid angle with respect to the beam at than at , so it is struck by fewer protons). If effective SEU cross sections had been plotted, then the peak would appear to be five times higher than the peak. Thus, the magnitude of these peaks only appears to saturate at large angles because a lower effective fluence is delivered to the SRAM at large angles. For reasons described in Section V, we do not compensate for this lower effective fluence by plotting these data as effective SEU cross sections.
The effect of beam angle on PDI cross sections has been studied previously [1] , [2] , [4] , [6] , but because the protons lost energy in much thicker intervening IC materials in those studies it was not clear whether the change in cross section was caused by the change in angle (effective LET) or the change in proton energy. Fig. 7 demonstrates that hardness assurance methods must account for PDI effects at large angles of incidence to be conservative. Testing at large angles has been avoided in previous studies because at large angles, the intervening IC materials are effectively thicker, which increases energy straggle and measurement uncertainty with the method used in those studies. It will be shown that measurement uncertainty does not increase with beam angle in the method proposed in this work, even when thick intervening IC materials are present.
While the main subject of this work is error rate prediction, data such as those of Fig. 7 can also be used to quickly assess whether an IC is susceptible to PDI effects. It was shown in [16] , [17] that an IC's susceptibility to PDI can sometimes be identified by irradiating it with a degraded beam from a high-energy proton source at normal incidence. This work demonstrates that performing these tests at grazing angles makes the PDI effects far more observable than when testing at normal incidence. We recommend that such tests be performed at an angle of at least . If a peak is observed that extends above the saturation cross section, then the IC is probably susceptible to PDI.
The , , and peaks in Fig. 7 occur at an average proton energy of 6 MeV, which corresponds to the black (28.9 mm) curve in Fig. 6 , for which the flux of sub-3-MeV protons is maximized. This meets expectations, since the PDI-induced SEU cross sections should be highest when the flux of low energy protons is maximized. The peaks did not occur at higher average energies because the protons were too energetic, and the peaks did not occur at lower average energies because the beam flux was depleted. The flux represented by the black line (28.9 mm) in Fig. 6 
rapidly falls off above
MeV. This is a relatively low energy for proton nuclear interactions. Therefore, proton nuclear interactions contributed very little to the peaks seen in Fig. 7 . Fig. 8 shows the results of irradiating another 65-nm SOI SRAM, but in this case, the m thick substrate was not removed. Consistent with Fig. 7 , peaks occur whose cross sections increase as the angle of incidence is increased from to to to . The main difference is that the peaks in Fig. 8 shift to higher average energies as the beam angle increases, which did not occur in Fig. 7 . This happens because the substrate is effectively thicker at large angles, requiring a higher average en- ergy to penetrate the effectively thicker substrate. Therefore, the conclusions drawn previously by correlating Fig. 7 with Figs. 5 and 6 are also true of Fig. 8 ; namely, that peaks occur at the average proton energies for which the flux of sub-3-MeV protons is maximized at the sensitive volumes, and that at these peaks, the shape of the sub-3-MeV energy spectrum at the sensitive volumes matches that of all shielded space environments. Another difference is that the peak cross sections from Fig. 8 are 1.5 to 3 times higher than those of Fig. 7 . The cause of this difference is not well understood and is currently under investigation. The error rate calculations performed in Section V use the data from Fig. 8 , and not from Fig. 7 , since hardness assurance tests are not typically done on ICs such as that of Fig. 7 , in which the substrate was completely removed.
Proton tests are usually conducted on ICs whose encapsulating materials are thicker than the 350-μm thick substrate through which irradiations were performed in Fig. 8 . To understand the applicability of the proposed method to those ICs, irradiations were performed through thicker intervening materials to produce Fig. 9 . The black and data in Fig. 9 are the same as those of Fig. 8 , in which the SRAM was irradiated through the substrate. This same SRAM was irradiated at and through a 0.76-mm thick aluminum plate placed 1 mm in front of the substrate (red data), and from the frontside at , through the multi-layer printed circuit board, solder balls, and BEOL layers (blue data). Nearly identical peak cross sections are seen in the data in all three cases, indicating that this method can be applied to encapsulated ICs. The peaks shift to higher energies as thicker materials are placed between the SRAM's sensitive volumes and the beam because higher proton energies are required to penetrate the thicker materials. SRIM simulation results (not shown) reveal that a nearly identical flux and energy spectrum reaches the sensitive volumes at these peaks. This is not surprising since, as we shift these peaks to the right, we are essentially moving degrader material from the upstream Lucite degrader to the downstream IC test position. Other simulation results (not shown) reveal that a nearly identical flux and energy spectrum would have reached the sensitive volumes if materials that are less dense (plastic) or more dense (steel) than the silicon substrate had been in close proximity to the sensitive volumes. Therefore, the proposed method is applicable to many types of IC packages. However, maps of the SEUs' physical locations (not presented) reveal that SEUs can be induced non-uniformly across the SRAM if the beam must penetrate a highly non-uniform thickness across the surface of the SRAM. For example, if an IC is mounted to the test board through a socket that obstructs the beam above a certain angle of incidence, then tests should not be performed above that angle or the cross sections will be distorted.
IBM 45-nm and 32-nm SOI SRAMs were also irradiated at various angles using degraded beams at TRIUMF. Some of these data are shown in Fig. 10 . Consistent with the 65-nm SOI SRAM data from Figs. 7-9, peaks are seen from these two SRAMs whose magnitude increases as a function of angle. Tests could not be performed at angles greater than (45 nm) and (32 nm) since these SRAMs were mounted to their test boards using sockets that obstructed the beam above these angles. Therefore, PDI cross sections have been shown to depend strongly on the angle of incidence for three SOI technology generations. The role of scaling on PDI error rates is discussed at the end of Section V. It remains to be seen whether bulk SRAMs will exhibit a similar angular dependence. Degraded-beam TRIUMF data were presented in [16] on SRAMs fabricated in TSMC's bulk 55-nm and 40-nm processes, and peaks were seen that extended well above the saturation cross section, but tests were only performed at normal incidence.
V. ERROR RATE CALCULATION FOR PDI EFFECTS
We now demonstrate how the SEE rate due to PDI effects can be calculated for the 65-nm SRAM using Fig. 8 . Other data (not presented) reveal that the same (red) curve from Fig. 8 is obtained when irradiating this SRAM at a angle with a roll. Therefore, Fig. 8 describes this SRAM's susceptibility to PDI for various proton angles and trajectories.
It was shown in Section IV that, for each of the four peaks in Fig. 8 , the shape of the sub-3-MeV proton energy spectrum at the sensitive volume plane matches that of all shielded space environments. Therefore, these four peak SEU cross sections can be used to predict the on-orbit PDI error rates at , , , and angles, and have been extracted from Fig. 8 and listed in the second column of Table I .
Note that cross sections should be used for this error rate calculation rather than effective cross sections. As described in Section IV, even though the SRAM is more susceptible to proton strikes at than , due to the higher effective LET at , the SRAM is struck by fewer protons at than , since it subtends a smaller solid angle with respect to the beam at than at . These competing effects cause the and peak cross sections to be similar in Fig. 8 ; if these same data had been plotted as effective cross sections, then the peak would have a much larger magnitude than the peak. However, the SRAM subtends a smaller solid angle in space at than at , just as it does in the laboratory, so this competing effect also occurs in space. Therefore, effective cross sections should not be used in the proposed PDI error rate calculation method. Note that effective cross sections are appropriate in the case of heavy ion direct ionization-induced SEEs because those data are plotted as a function of effective LET, but this is not the case in the proposed method.
The SEU cross sections in Fig. 8 were calculated in the typical manner; by dividing the number of errors by the fluence reported by the facility. However, only a fraction of the fluence reported by the facility penetrates the IC's encapsulating material and reaches the sensitive volume plane with under 3 MeV. Only this fraction of the fluence can cause errors through PDI. SRIM simulations were used to calculate this fraction for all four peaks in Fig. 8 and the same result was obtained in each case: thirteen percent. This same fraction occurs for all four peaks because, as shown in Section IV, at these peaks the same energy spectrum is delivered to the sensitive volumes, which is the spectrum in which the sub-3-MeV flux is maximized (see the black curve in Fig. 6 ). This same fraction of 13% was obtained in other simulations in which the IC encapsulating material was modeled as being much less dense (plastic) and much more dense (steel) than the silicon substrate that was present for the data of Fig. 8 . These results suggest that this fraction can be assumed to be 13% for any package whenever the sub-3-MeV flux is maximized by degrading a 70-MeV beam, as long as the package material is thick enough that flux depletion occurs therein. Therefore, if the intervening package material is thinner than a few hundred micrometers, we recommend that a lid be placed over the IC so that flux depletion can occur, making this fraction (13%) remain valid.
These simulations were confirmed to be valid not only by comparing the experimental data and simulation results in Fig. 6 , but also by one other approach. Simulations of TRIUMF beamline 2C were run at the average proton energies at which peaks occurred in Fig. 8 , and the SRAM substrate thickness was varied to find the thickness that would cause the sub-3-MeV flux to be maximized at the plane of the sensitive volumes. (Section IV showed that these peaks occurred because the sub-3-MeV flux was maximized.) The simulations reported that a substrate thickness of m would cause the sub-3-MeV flux to be maximized at those average energies. The substrate was then measured using variometric spectrometry and confirmed to be m thick, giving confidence that the simulations capture the relevant physics and are being used correctly.
The SEU cross sections for sub-3-MeV space protons, (column 4 in Table I ) are calculated by dividing the peak SEU Fig. 11 . Predicted contributions of proton direct ionization, proton nuclear interactions, and heavy ions to the total SEU rates for the 65-nm SOI SRAM in four space environments.
cross sections (column 2) by 0.13, which is the fraction of the facility-reported fluence that reaches the sensitive volume plane with under 3 MeV (column 3). These cross sections are calculated for , , , and angles. Since we want to calculate the total error rate for isotropic space protons, these cross sections must be weighted according to the probabilities that a proton strike that occurs will occur at (or near) these angles. These probabilities were calculated by finding the fraction of the surface area of a hemisphere covered by angles of , , , and . The approximation is then made that the SEU cross sections measured at , , , and angles are valid over these ranges of angles, respectively. Finally, the SEU cross sections in column 4 are multiplied by these probabilities from column 5, and the products are summed to find the result shown the last column of Table I, the SEU cross section for isotropic sub-3-MeV space protons.
This isotropic cross section can be used to calculate the PDI error rate for an arbitrary space environment. This is accomplished by integrating the flux of the shielded environment of interest from 0 to 3 MeV (see Fig. 3 ), while accounting for the logarithmically spaced energy bins. This integral flux is then multiplied by the isotropic cross section to calculate the predicted PDI-induced SEU rate for that environment. Note that various unit conversions are needed here, and the integral flux is multiplied by a factor of to cancel the steradian unit seen on the Y-axis of Fig. 3 . This process was repeated for the four environments listed in Table II to produce four PDI SEU rate  predictions (column 3 of Table II) .
In the introduction, the question was raised of how much PDI contributes to the total SEE rate. This calculation requires high-energy proton data, with which the SEE rate can be calculated for proton nuclear interactions, and heavy ion data, with which the SEE rate can be calculated for particles with an atomic number greater than one.
The SEU rates due to proton nuclear interactions (column 4) were calculated using CREME96 and the Weibull fit shown in Fig. 8 . This demonstrates that data such as those of Fig. 8 can be used to predict error rates from both PDI and proton nuclear interactions. Therefore, while previous studies had to perform tests at both high-energy and low-energy proton facilities [2] - [4] , [6] , [8] , the proposed method only requires that testing be performed at a high-energy facility. Note that the Weibull curve lies about two orders of magnitude below each of the four peak cross sections in Fig. 8 . This implies that only 1% of the errors in these peaks were caused by nuclear interactions, leaving 99% to be caused by PDI. Therefore, little accuracy was lost in the PDI error rate calculation, which assumed that nuclear interactions did not contribute to these peaks. Also, note that the exact locations of the knee and threshold regions of the Weibull have little effect on the predicted nuclear interaction error rate, since the nuclear interaction error rate mostly depends on the saturation cross section [18] . Thus, although the PDI peaks in Fig. 8 partially obscure the nuclear interaction cross sections, they have little effect on the accuracy of the nuclear interaction rate prediction.
The SEU rates due to heavy ions (last column in Table II ) were calculated using CREME96 and a Weibull fit to heavy ion data that were presented in Fig. 1 of [8] for this same 65-nm SRAM at this same bias of 0.8 V. For the heavy ion rate prediction, the thickness of the sensitive volumes was chosen to be 60 nm, which is the approximate silicon film thickness for this SOI process [10] . The length and width of the sensitive volumes were chosen to be 350 nm, which is the square root of the saturation cross section shown in Fig. 1 of [8] .
The rate predictions from these three mechanisms for these four environments (i.e., the data from Table II) are plotted in Fig. 11 as percentages of the total SEU rate. This shows that PDI is predicted to cause 10% to 45% of all the errors across these four environments for the 65-nm SRAM operated at an undervoltage of 30%.
The accuracy of these PDI rate predictions depends in part on the accuracy of the environmental models below 3 MeV. We used CREME96 with the default transport model, UPROP, to generate the environmental models shown in Fig. 3 . Unfortunately, UPROP is known to underpredict the flux of low energy protons [19] , [20] because it does not account for secondary protons generated from target atoms in the shielding material [21] . To accurately model the flux of these low energy fragments a Monte Carlo simulator such as Geant4 should be used [21] , which requires special expertise and is time consuming. Such simulations were performed in [19] , [20] , [22] and showed that, for environments dominated by galactic cosmic rays (GCRs), the sub-3-MeV flux increased by over an order of magnitude when accounting for secondary protons (but maintained the shape shown in Fig. 3 ). Secondary protons are expected to have a smaller contribution to the sub-3-MeV flux in environments that are not dominated by GCRs, such as the environments investigated in this work. Therefore, the PDI rate predictions in Table II and Fig. 11 must be treated as lower limits, which may be revised upward in future work. Similarly, the PDI rate predictions of previous studies [2] - [4] did not account for secondary protons, making those rate predictions lower than they might have been otherwise. Future work must be performed to quantify the contribution of secondary protons to the total PDI error rate. For now, we conclude from Fig. 11 and the findings above that PDI significantly contributes to the total SEE rate for the conditions investigated.
Rate predictions such as those of Table II are not possible for the 45-nm and 32-nm SRAMs since sockets prevented grazing angles tests at TRIUMF and since heavy ion data are not available. However, the peak cross sections shown for these SRAMs in Fig. 10 can be compared to peak cross sections measured in the 65-nm SRAM at similar angles and bias voltages. Data were gathered on the 65-nm SRAM at a undervoltage that allow this comparison, but are not shown. The peak cross sections across these three technology nodes were found to differ by no more than a factor of two, suggesting that the per Mbit PDI error rates will remain fairly constant across these 65, 45, and 32-nm SOI technologies.
VI. PRACTICAL APPLICATION OF THESE HARDNESS ASSURANCE METHODS
Energy spectroscopy measurements and SRIM simulations were performed in this work to develop and validate the proposed hardness assurance methods, but will typically not need to be repeated for routine hardness assurance applications. For example, the peak cross sections in Fig. 8 were measured on three separate test trips, in December 2012, December 2013, and June 2014, and measurements were consistent each time, demonstrating that this method is repeatable at TRIUMF. Also, the simulation result of 13% listed in column 3 of Table I was found to be applicable to many types of IC packages, so further simulations are probably not needed for future application of this method at TRIUMF. To apply this method at another test facility, a system must exist that allows rapid and fine control of the degrader thickness, and then energy spectroscopy measurements and simulations should be performed to validate the method for that facility before it is applied routinely for hardness assurance characterizations.
The proposed tests should be performed on encapsulated parts to cause flux depletion in the encapsulating materials. If the encapsulating materials are thinner than a few hundred micrometers then a lid should be placed over the IC so that flux depletion will cause 13% of the flux reported by the facility to reach the sensitive volume plane with under 3 MeV. Note that this factor of 13% is only valid when an initial energy of 70 MeV is used, as was the case at TRIUMF. The package thickness presented to the beam across the surface of the IC must be roughly uniform, even at large angles of incidence, or SEEs can be induced non-uniformly across the IC. Simulation results (not presented) suggest that package thickness non-uniformities of tens of microns have little effect on the rate prediction, but that non-uniformities of hundreds of microns can strongly affect the rate prediction. In particular, sockets that obstruct the beam at large angles of incidence should be avoided.
The 65-nm SRAMs were tested in this study at tilt angles of , , , and . Fig. 8 shows these data for a roll angle of , but consistent results were obtained in other measurements that used a roll angle of (not presented). This lack of dependence on the roll angle may not hold true for other ICs. (No tests were performed on the 45-nm or 32-nm SRAMs as a function of roll angle.) Therefore, for accurate rate prediction it may be necessary to characterize the PDI angular response at multiple roll and tilt angles. As a compromise, the response at various tilt angles could be characterized at only the worst-case roll angle.
This lack of dependence on the roll angle suggests that the length and width of the 65-nm SRAM's sensitive volumes are roughly equal. This finding is consistent with IBM's proprietary simulation results on the sensitive volume dimensions of this SRAM. The off-state NFET pull-down transistors are the most susceptible nodes in these SRAM cells. Their gates are all oriented in the same direction and are approximately 65 nm long and 180 nm wide. However, the length of the sensitive volumes is not constrained to the 65 nm length of the gate, but instead, is on the order of 180 nm. The sensitive volumes are this long because the body is 100 nm long at the BOX interface, and because even strikes in the source and drain regions can lead to SEUs. Therefore, the sensitive volumes have a length and width that are roughly equal, and that are much larger than the 60 nm silicon film thickness [10] .
The peak cross sections measured at tilt angles of and were much higher than those at and (see Fig. 8 ), and therefore, these grazing angle protons are predicted to dominate the total PDI error rate. To account for these grazing angle protons, we recommend that at least one peak cross section be measured at a tilt angle of at least . To expedite the tests, measurements should be performed at an angle of at least before testing at smaller angles. If no peak is observed at this large angle then PDI is unlikely to significantly contribute to the total error rate.
If peaks are observed then the maximum cross sections of the peaks should be found. Once found, the steps described in this work using Tables I and II should be followed to predict the PDI error rate.
The rate predictions in this work were performed with the commonly-used approximation in which spacecraft shielding is represented as a spherical shell of uniform thickness. This approximation has been shown to produce higher error rate predictions than those obtained when using high-fidelity shielding models [23] . If desired, the proposed PDI rate prediction method can be used with a higher fidelity shielding model by calculating the proton flux incident on the IC as a function of angle, then integrating these fluxes from 0 to 3 MeV, and multiplying these integral fluxes by the SEU cross sections obtained at those angles, which are shown in column 4 of Table I .
We now investigate the applicability of the proposed method at facilities that use an initial energy other than 70 MeV. Fig. 12 was generated using SRIM and shows the proton spectra that result when 50,000 protons with initial energies of 20, 40, 70, or 200 MeV are degraded using aluminum slabs. In each case, the aluminum slab thickness was chosen to maximize the flux of low energy protons (2.115 mm, 7.24 mm, 19.6 mm, and 122.8 mm, respectively.) Note that these four curves are qualitatively similar below 1 MeV. When plotting the four curves of Fig. 12 against the space environments of Fig. 5 (not shown) it was found that the degraded 20, 40, 70, and 200 MeV Fig. 12 . SRIM simulations of the proton spectra that result when 50,000 protons with initial energies of 20, 40, 70, or 200 MeV are degraded using aluminum slabs. In each case, the aluminum slab thickness was chosen to maximize the flux of low energy protons.
beams were able to reproduce the space proton environments up to 1 MeV, 2.5 MeV, MeV, and MeV, respectively. Therefore, the higher energy straggle resulting from degrading higher energy beams allows one to reproduce a larger fraction of the low-energy proton space environment. This work assumed that protons that reach the sensitive volumes with energy
MeV have a negligible contribution to the PDI error rate (see Section III). Future studies may show that protons with energies MeV or MeV have a negligible contribution to the PDI error rate, in which case 20 MeV or 40 MeV beams could be used with the proposed method, respectively.
In Fig. 12 , note that the sub-3-MeV flux decreases as the initial beam energy increases. This occurs because of energy straggle. The sub-3-MeV protons of the degraded 20, 40, 70, and 200-MeV beams comprise 51%, 31%, 13%, and 2% of the 50,000 incident protons used in the simulations, respectively. Since sub-3-MeV protons comprise a larger fraction of the beam at lower energy facilities, higher PDI peak cross sections are expected at those facilities (see column 2 of Table I ), which reduces the irradiation time needed to measure a certain number of errors. A degraded 200-MeV beam may not be useful for PDI studies because only up to 2% of the protons could be delivered with an energy below 3 MeV, and because such a test would also deliver protons with energies of over 30 MeV, which could cause errors through nuclear interactions.
VII. SUMMARY
The physics of proton energy loss in matter cause the sub-3-MeV proton energy spectra of all shielded space environments to have the same shape. Simulations and energy spectroscopy measurements show that this shape can be reproduced in the laboratory by degrading a high-energy proton beam. We exploit this phenomenon to develop an accurate PDI error rate prediction method that is more practical than those developed previously. Unlike previous methods, this method can be applied at high-energy proton facilities, on encapsulated parts, without knowledge of the IC design, and with little or no computer simulations required. This method is used to predict that PDI significantly contributes to the total error rate for a 65-nm SOI SRAM under the conditions investigated. Results from 65-nm, 45-nm, and 32-nm SOI SRAMs suggest that scaling has little effect on the per Mbit PDI error rates across these technologies.
Cross sections from PDI are shown to be highest at large angles of incidence for the three SOI technologies investigated. This occurs because proton effective LET increases as a function of angle. Therefore, hardness assurance methods for PDI must account for angular effects to be conservative, which is more easily done using the proposed method than methods developed previously. We present how this angular dependence can be used to quickly identify whether an IC is susceptible to PDI effects.
