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Abstract 
This paper examines the relation between stock returns and stock market 
volatility. We find evidence that the expected market risk premium (the 
expected return on a stock portfolio minus the Treasury bill yield) is 
positively related to the predictable volatility of stock returns. There is 
also evidence that unexpected stock market returns are negatively related to 
the unexpected change in the volatility of stock returns. This negative 
relation provides indirect evidence of a positive relation between expected 
risk premiums and volatility. 
1. Introduction 
Many studies document cross-sectional relations between risk and expected 
returns on common stocks. These studies generally measure a stock's risk as 
the covariance between its return and one or more variables. For example, the 
expected return on a stock is found to be related to covariances between its 
return and (i) the return on a market portfolio lBlack, Jensen, and Scholes 
(1972), Fama and MacBeth (1973)], (ii) factors extracted from a multivariate 
time series of returns [Roll and Ross (1980)], (iii) macroeconomic variables, 
such as industrial production and changes in interest rates [Chen, Roll, and 
Ross (1986)], and (iv) aggregate consumption [Breeden, Gibbons, and 
Litzenberger (1986)]. 
We examine the intertemporal relation between risk and expected returns. 
In particular, we ask whether the expected market risk premium, defined as the 
expected return on a stock market portfolio minus the risk-free interest rate, 
is positively related to the volatility of the stock market. 
Some argue that the relation between expected returns and volatility is 
strong. For example, Pindyck (1984) attributes much of the decline in stock 
prices during the 1970's to increases in risk premiums arising from increases 
in volatility. On the other hand, Poterba and Summers (1986) argue that the 
time series properties of volatility make this scenario unlikely. However, 
neither study provides a direct test of the relation between expected risk 
premiums and volatility. 
We investigate relations of the form, 
p 1,2 (1) 
where R is the return on a stock market portfolio, is the risk free 
mt 
Rf t
 
A
interest rate, a is an ex ante measure of the portfolio's standard 
mt
 
A2
deviation, and a
mt is an ex ante measure of the variance. If P - 0 in (1), 
the expected risk premium is unrelated to ~e ex ante volatility. If Q - 0 
and P > 0, the expected risk premium is proportional to the standard deviation 
(p = 1) or variance (p - 2) of stock market returns. 
Merton (1980) estimates the relation between the market risk premium and 
volatility with a model similar to (1). However, given the exploratory nature 
of his study, he does not test whether p equals zero. Merton also uses 
contemporaneous, rather than ex ante, measures of volatility, so his measures 
include both ex ante volatility and the unexpected change in volatility. We 
argue below that a positive relation between the expected risk premium and ex 
ante volatility will induce a negative relation between the unexpected premium 
and the unexpected change in volatility. Therefore, combining the two 
components of volatility obscures the ex ante relation. 
This study uses two different statistical approaches to investigate the 
relation between expected stock returns and volatility. In the first, we use 
daily returns to compute estimates of monthly volatility. We decompose these 
estimates into predictable and unpredictable components using univariate 
autoregressive-integrated-moving-average (ARIMA) models. Regressions of the 
monthly risk premium on the predictable component provide little evidence of a 
positive relation between ex ante volatility and expected risk premiums. 
However, there is a strong negative relation between unexpected risk premiums 
and the unpredictable component of volatility. We interpret this as indirect 
evidence of a positive ex ante relation. 
We also use daily returns to estimate ex ante measures of volatility with a 
generalized autoregressive conditional heteroskedasticity (GARCH) model [Engle 
(1982), Bo11ers1ev (1986)]. The GARCH-in-mean approach of Engle, Li1ien, and 
Robins (1984) is used to estimate the ex ante relation between risk premiums 
and volatility. These results support our interpretation of the ARIMA 
results. The Garch-in-mean approach indicates a reliable positive relation 
2
 
between expected risk premiums and volatility. 
2. Time Series Properties of the Data 
2.1 Standard Deviations of Stock Market Returns 
We use daily values of the Standard and Poor's (S&P) composite portfolio to 
estimate the monthly standard deviation of stock market returns from January 
1928 through December 1984. This estimator has three advantages over the 
rolling 12-month standard deviation used by Officer (1973) and by Merton 
(1980) over his full 1926-78 sample period. (Merton uses daily returns to 
estimate monthly standard deviations for 1962-1978.) First, by sampling the 
return process more frequently, we increase the accuracy of the standard 
deviation estimate for any particular interval. Second, the volatility of 
stock returns is not constant. We obtain a more precise estimate of the 
standard deviation for any month by using only returns within that month. 
Finally. our monthly standard deviation estimates use non-overlapping samples 
of returns, whereas adjacent rolling l2-month estimators share 11 returns. 
Nonsynchronous trading of securities causes daily portfolio returns to be 
autocorrelated, particularly at lag 1 [see Fisher (1966) and Scholes and 
Williams (1977)]. Because of this autocorrelation, we estimate the variance 
of the monthly return to the S&P portfolio as the sum of the squared daily 
returns plus twice the sum of the products of adjacent returns, 
N -I t2 
o L r. r. 1 (2)
mt i-I 1t 1+ ,t 
where there are Nt daily returns, r in month t. We do not subtract thei t, 
l
sample mean from each daily return in calculating the variance. 
lWe also tried several modifications of (2), including (a) subtracting 
the within-month mean return from each observation, and (b) ignoring the 
crossproducts. These modifications had little effect on our results. 
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Figure la contains a plot of the monthly standard deviation estimates for 
1928-84. As Officer (1973) notes, the volatility of stock returns is larger 
in the 1929-40 period than it is either before or after that period. The plot 
in Figure la is not as smooth as plots of l2-month rolling estimates in 
Officer (1973) because each point is based on a nonoverlapping sample of 
returns. This plot highlights the variation in estimated volatility. 
As suggested by Figure la, the mean and standard deviation of the stock 
market standard deviation estimates in Panel A of Table 1 are higher in 
1928-52 than in 1953-84. The autocorrelations of G in Table lA are large
mt 
and decay slowly beyond lag 3. This behavior is typical of a nonstationary 
integrated moving average process [see Wichern (1973)]. The standard 
deviation estimates are positively skewed. To adjust for this skewness we 
examine the logarithm of Gmt' Because nonstationarity is suggested by the 
autocorrelations in Panel A, we examine the changes in the logarithm of the 
standard deviation estimates in Panel B of Table 1. The autocorrelations in 
Panel B are close to zero beyond lag 3. These autocorrelations suggest that 
the first differences of in G follow a third order moving average process.
mt
 
Panel C of Table 1 contains estimates of the moving average process,
 
(1 - L) in G (3)
mt 
for 1928-84, 1928-52, and 1953-1984. The estimates of the constant term 80 
are small relative to their standard errors, suggesting that there is no 
deterministic drift in the standard deviation of the stock market return. The 
moving average estimate at lag one is large in all periods, while the estimate 
at lag two is largest in the first subperiod and the estimate at lag three is 
largest in the second. Nevertheless, the F-statistic testing the hypothesis 
that the model parameters are the same in 1928-52 and 1953-84 is below the .10 
critical value. The small Box-Pierce statistics, Q(12), support the 
4 
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Tt~ Series Properties of Hsti..tes of
 
the Standard Deviation of the Return to the Staadard • Poor'. CO.poslte Portfolio
 
Standard	 Autocorrelation al Lalis StdI 
Period Hean Deviation Skewness 1 2 3 4 5 6 7 8 9 10 II _1_2_ ~ ....ill..!.U. 
A. Nonthly Staadard DeYiatloa of 56P COapo.lte Return. Batl..ted frGS Dally Data 
1928-84 0.0474 0.032'i 2.RO* 0.71 0.59 0.55 0.54 0.50 0.51 0.54 0.54 0.49 0.51 0.49 0.45 0.04 2409.2* 
1928-52 0.0607 0.0417 2.08* 0.68 O. 'i3 0.'i0 0.49 0.4 ] 0.46 0.51 0.')1 0.44 0.46 0.44 0.40 0.06 893.4* 
1953-84 0.0371 0.0168 1.70* 0.62 0.49 0.38 0.34 0.31 0.27 0.24 0.23 0.25 0.25 0.21 0.17 0.05 5]) .6* 
Percent Chaoge. of Nonthly Staadard Devlatioa of 56P co.poalte leturos Bati..ted ErGS Daily bata 
2/28-12/84 0.0000 0.3995 0.18 -0.33 -0.08 -0.09 0.07 -0.04 -0.04 0.00 0.06 -0.04 0.02 -0.01 0.07 0.04 96.6* 
2/28-12/52 -0.0014 0.447J 0.27* -0.32 -0.14 -0.08 0.12 -0.09 -0.06 0.01 0.15 -0.09 0.02 0.1I0 0.12 0.06 59.5* 
1/53-12/84 0.0011 0.3585 0.04 -0.35 -0.02 -0.10 0.00 0.02 -0.01 -0.01 -0.06 0.02 0.02 -0.01 0.00 0.05 52.3* 
c. AaIHA Nodel. for the LoRarita- of the Monthly Staadarel Deviation of S&P CDIlp081te leturn. Batl..ted Era. Dally Data ~ 
(I-L)ln a -	 80 + (I - -
2
-
3 
u (3)mt 81L 82L 83L ) t 
F-tesL	 for80 8 8 S(ut)	 SR(u )Period	 1 2 3 R2 Q(l2) Skewness EJ t Slabl..l!lX :J°

2/28-12/84 0.0000 0.524 0.158 0.090 0.350 0.238 8.2 0.31* 9.58* 0.64 
(0.0031) (0.038) (0.043) (0.038) (0.62) 
2/28-12/52	 -0.0012 0.552 0.193 0.031 0.387 0.261 17.9 0.33* 8.76* 
(0.0051) (0.058) (0.066) (0.058) 
1/53-12/84 0.0010 0.506 0.097 0.161 0.319 0.216 3.3 0.27* 6.31 
(0.0039) (0.051) (0.057) (0.051) 
Note:	 The ~nthly st.ndsrd deviation estimator arat is calculated from the daily rates of return to the Standard & Poor's composite portfolio for each 
day in the MOnth. 
N N -1 
t 2 t2 
amt ­ l r i t	 + 2 l ritri+l,ti-I i-I 
where rit i. the return on day i within month t, and there are Nt days in the month. Q(12) is the Box-Pierce (1970) statistic for 12 lags of 
the autocorrelation funrtlon, and SR(uL) is the sludentized range, the sample ran~e divided by the standard deviation. See Fama (1976, Chapter II for a discu.elon and fractiles of SR under the hypothesis of a stationary normal distribution. 
~	 Standard errore are 1n parentheses. 
~	 The asymptotic standard error for the ~8mple skewness coefficient is 2.45/1T under the hypothesis of a stationary normal distribution. This 
.tandard error equals .142, .125, and .094, for T • 299, 384 and 68]. 
:J The '-test for stahility of the ti~ series models is based on the residual sums of squares from the subperiods and for the overall sample 
period, so the F-statistic would have k and (T-2k) de~rees of freedom in lar~e samples, where T-683 is the overall sample size and k-4 is the 
number of parameters including the constant. The value in parentheses adjusts the F-statistic for the fact that the residual variances are 
unequal in the two subperiods. 
* Greater than the .95 fractile of the samplin~ distribution under the hypothesis of a stationary, serially uncorrelated normal distribution. 
hypothesis that the forecast errors from these models are random. 
The skewness coefficients are small in Panels Band C of Table 1, 
indicating that the logarithmic transformation has removed most of the 
positive skewness in 0mt' The studentized range statistics in Panel Care 
large in the overall sample period and in the first subperiod, but not in the 
second subperiod. The standard deviation of the errors S(u is about onet) 
third larger in 1928-52 than in 1953-84, which accounts for part of the large 
studentized range statistic for the combined sample. 
We construct conditional forecasts of the standard deviation and variance 
of S&P returns using the formulas 
o
A (4a)
mt 
and (4b) 
where in ° is the fitted value for in ° from (3) and V(u ) is the variance
mt mt t 
of the prediction errors from (3) for 1928-84. If the errors u are normallyt 
distributed, 0mt is lognormal and the corrections in (4a) and (4b) are exact. 
Figure Ib contains a plot of the predictions a from (4a). The predicted
mt 
standard deviations track the actual standard deviations closely, although the 
predicted series is smoother. 
The evidence in Table 1 indicates that there is substantial variation in 
stock market volatility. The time series models are stable over time, and the 
residuals appear to be random. In the subsequent tests, we interpret the 
transformed fitted value from these models, a~t' as the predictable volatility 
of stock returns and the unexpected volatility, o~~ - O~t - a~tl as 
proportional to the change in predicted volatility. The models seem to be 
stable, so we treat the parameters as if they were known to investors and we 
5 
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estimate them using all the data. Conditional on the parameters, the 
forecasts depend only on past data. 
2.2	 ARCH Models 
Engle (1982) proposes the autoregressive conditional heteroskedasticity 
(ARCH) model, 
r t - Q + £t , £t 
2 
-
N(O,Gt ) (Sa) 
2 
°t a + b 
2 
£t-l (Sb) 
to	 represent a series with changing volatility. The assumption in (sb), that 
volatility is a deterministic function of past returns, is restrictive. For 
example, conditional on the time t-l shock £t-l' there is no unpredictable 
component of volatility at time t. However, the ARCH model is attractive 
because the return and variance processes are estimated jointly. 
We	 compute maximum likelihood estimates of the ARCH model using daily risk 
premiums, defined as the percentage change in the S&P index minus the daily 
3yield on a one month Treasury bill, r - R - R To account for thet mt f t. 
positive first order serial correlation in the returns to portfolios of stocks 
that is induced by nonsynchronous trading (see Fisher[1966] or Scholes and 
Williams[1977]), we generalize the model for daily risk premiums in (Sa) by 
including a first order moving average process for the errors, 
2We also conducted many of our tests with one-step-ahead predictions of 
02 from (3) where the parameters were estimated us~ng the previous 60 months o~tdata. Other variables were also used to model 0 t' The only variables 
that seem to have reliable predictive power are twomlags of the return to a 
market portfolio, such as the CRSP value or equal weighted portfolio. Results 
using these alternative models are similar to the results we report. 
3Yields are calculated from the average of bid and ask prices for the 
U.S. government security that matures closest to the end of the month. Daily 
yields are calculated by dividing the monthly yield by the number of trading 
days in the month. These data are from the CRSP U.S. Government Securities 
File. 
We are grateful to David Hsieh for providing the computer program used to 
estimate the ARCH models. 
6 
where the moving average coefficient e will be negative. The autocorrelations 
of the squared risk premiums (R - R )2 decay slowly (from .27 at lag 1 to
mt f t 
.10 at lag 60), suggesting that q~ is related to many lags of £~. Therefore, 
we generalize (5b) in two alternative ways. First, we use the average of the 
previous 22 squared errors to predict the variance of e , 
t222 £2 t-i 
u
- a + b ( ~ ) (5d)t 22i-l 
This is comparable to using the monthly variance estimates in Table 1, since 
there are about 22 trading days per month. Second, we use a generalized 
autoregressive conditional heteroskedasticity (GARCH) model (see Bollerslev 
[1986]) of the form 
(5e) 
Table 2 contains estimates of the ARCH model (5d) and the GARCH model (5e) 
for 1928-84, 1928-52 and 1953-84. The 1928-84 estimate of b for the ARCH 
model is .96, with a standard error of .01, so there is a strong relation 
2between recent squared errors and the estimate of volatility. The X test in 
Table 2 implies that the parameters of the ARCH model are not equal in 1928-52 
and 1953-84. 
The estimates of the GARCH model (5a) and (5e) in Table 2 also indicate 
that the variance of daily risk premiums is highly autocorrelated. To compare 
the persistence implied by the GARCH model with the ARCH model (5d) it is 
useful to consider the sum (b + c + c which must be less than 1.0 for thel 2), 
volatility process to be stationary (see Bollerslev [1986, theorem 1]). This 
sum equals .996, .995, and .993 for the 1928-84, 1928-52, and 1953-84 sample 
2periods, respectively, although the x test implies that the GARCH model 
7
 
Table 2 
OCH Modele for Daily Risk Pre.iu.s 
for the Standard & Poor's Co~oslte Portfolio 
(R - R ) - a + £ - e £ ( 5c)
mt ft t t-1 
22 £ .2; t-1 )
- a + b ( i (5d)t 22i-I 
2 2 2 20
- a + b 0 + c1£t-1 + c2£t-2 (5e)t t-1 
2ARCH Model, X test5 c c eEquations a·103 a ·10 b 1 2 for s t abf litv. 
A. January 1928 - December 1984, T 15,369-
ARCH 
(Sc) , (5d) .287 1.026 .961 -.100 123.2 
(.109) (.057) ( .013) ( .022) 
GARCH 
(5c), (5e) .325 .075 .911 .130 -.044 -.158 
( .061) (.005) (.002) ( .007) ( .007) (.008) 96.1 
B. .Jaouary 1928 - December 1952, T - 7,326 
ARCH 
(5c), (5d) .405 1.615 .975 -.120 
( .297) ( .105) (.019) (.030) 
GARCH 
(5c), (5e) .480 .176 .888 .116 -.009 -.091 
(.112) ( .013) (.004) (.009) (.010) (.012) 
c. January 1953 - Deceaber 1984, T 8,043-
ARCH 
(5c), (5d) .242 .989 .867 -.120 
(.131) (.081) ( .027) (.042) 
GAROI 
(5c), (5e) .255 .066 .913 .139 -.061 -.212 
(.074) (.007) (.004) (.010) ( .011) (.012) 
Notes: (Rmt - Rtt) is the daily risk premium for the Standard & Poor's composite 
portfolio (the percentage price change minus the yield on a short term 
default-free government bond). Nonlinear optimization techniques are used 
to calculate maximum likelihood estimates. Asymptotic standard errors are 
2in parentheses under the coefficient estimates. The x test statistic is 
distributed x~ for the ARCH model (5d) and x~ for the GARCH model (5e) 
under the hypothesis that the parameters are equal in the two subperiods. 
parameters are not equal across the two subperiods. 
2.3 Stock Market Risk Premiums 
We use the value-weighted portfolio of all New York Stock Exchange (NYSE) 
stocks from the Center for Research in Security Prices (CRSP) at the 
University of Chicago to measure monthly stock market returns. We use the 
NYSE portfolio because its returns include dividends. The S&P returns, which 
we use to estimate monthly variances, do not include dividends. The returns 
on the NYSE portfolio are highly correlated with the returns on the S&P 
composite portfolio. For example, the correlation between these portfolios is 
.993 for 1928-84. The yield on a one-month Treasury bill is subtracted from 
the NYSE value-weighted return to compute the risk premium. 
Table 3 contains estimates of the means, standard deviations, and skewness 
coefficients of the monthly risk premiums. The mean risk premium is estimated 
in three ways: (i) using ordinary least squares (OLS); (ii) using weighted 
least squares, where the weight for each observation is the reciprocal of the 
monthly standard deviation of daily S&P returns, 1/0 ; and (iii) using
mt 
weighted least squares, where the weight is the reciprocal of the predicted 
standard deviation from the ARIMA model in Table 1C, l/o The WLS estimator 
mt. 
using the actual standard deviation 0mt gives larger estimates of the expected 
risk premium and larger t-statistics than either of the other estimates. This 
foreshadows a result in the regression tests below: in periods of unexpectedly 
high volatility (so that 0mt is larger than °mt) , realized stock returns are 
lower than average. These lower returns receive less weight when 1/0mt is 
used to estimate the average risk premium. 
As Merton (1980) stresses, variances of realized stock returns are large 
relative to the likely variation in expected returns. This low "signa1-to­
noise ratio" makes it difficult to detect variation in expected stock returns. 
8
 
Table 3 
Ileana. StaDdard Denationa. and Skewness
 
of the IIont1l1y CISP Yalue-weigbted Market tiak Prem.UIIS
 
(t-etatlstlc:a in parentheses)
 
Period MeaD Std Dev Skewness 
1928-84 0.0061 0.0116 0.0055 0.0579 0.44* 
(2.73) (9.42) (3.51) 
1928-52 0.0074 0.0151 0.0083 0.0742 0.45* 
(1.74) (6.68) (2.76) 
1953-84 0.0050 0.0102 0.0044 0.0410 -0.05 
(2.38) (6.91) (2.42) 
Note:	 The one month Treasury bill yield is subtracted from the CRSP 
value-weighted stock market return to create a risk premium. 
a	 Sample mean estimated by wei~hted least squares, where the 
standard deviation of the Standard & Poor's composite portfolio 
estimated from the days within the month, 0mt' is used to we1S!;ht 
the observations. 
b Sample mean estimated by weighted least squares, where the 
predicted standard deviation of the Standard & Poor's composite 
portfolio estimated from the ARIMA model in Table iC is used to 
weight the observations. 
* Greater than the .95 fractile of the sampling distribution under 
the hypothesis of a stationary, serially uncorrelated normal 
distribution. 
For example, consider the average risk premiums for 1928-52 and 1953-84. The 
sample standard deviations are much higher in the first subperiod, and the 
mean risk premiums are also higher in that period. However, the standard 
errors of the sample means are so large that neither the hypothesis that the 
subperiod expected premiums are equal, nor the hypothesis that expected risk 
premiums in 1928-52 are twice the expected premiums in 1953-84 can be rejected 
at conventional significance levels. The tests below provide more structured 
ways to assess the relation between expected risk premiums and volatility. 
3. Estimating Relations Between Risk Premiums and Volatility 
3.1 Regressions of Monthly Risk Premiums on ARIMA Forecasts of Volatility 
In an efficient capital market, investors use best conditional forecasts of 
variables, such as the standard deviation of stock returns, that affect 
equilibrium expected returns. Thus, we can estimate the relation between 
expected risk premiums and volatility by regressing realized risk premiums on 
the predictable components of the stock market standard deviation or variance, 
(6) 
If	 fi - 0 in (6), the expected risk premium is unrelated to the variability of 
stock returns. If Q - 0 and fi > 0, the expected risk premium is proportional 
to	 the standard deviation (p - 1) or variance (p - 2) of stock returns. 
Table 4 contains weighted least squares estimates of regression (6). Each 
observation is weighted by the predicted standard deviation u from the ARlMA
mt 
model in Table 1e to correct for heteroskedasticity. Two sets of standard 
errors are calculated for each regression. The first (in parentheses) is 
based on the usual least squares formula. The second [in brackets] is based 
9
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Table 4 
8ellhted Least Squarea legresalooa of Boothly ClSP Value-Welghted liak Pre.1u.s 
_alut the Predictable and Unpredictable Co~ooeots of the Standard DeviatioDs 
_ ~.rl.aDc:ea 01 Stock KaRet lteturna 
(R - R ) • a + II ~ P + t	 (6 ) 
mt f t mt t 
~ P + "f (lpu + t (7)(1\.m: - Jltt.) - a + l! at mt t 
Volatility Eguation (6) Equation (7) 
__'Y_ R2Measure a II a II	 2i!L ~ SR(E) 
A. February 1928 - Deceaber 1984, T • 683 
o • .0047 .023 .0077 -.050 -1.010 .0562 .152 I7 .4 6.90 
111.	 ( .0(43) (.JI6) (.0039) (.107) (.092)
 
[ .0041] I .109 J [.0039] [ .105] [ .1111
 
(l 2 
.0050 .335 .0057 .088 -4.438 .0573 .107 16.1 6.44 
mt ( .0021) (.939) (.0020) (.889) (.496) 
[.0021] [.897] [.0021] [.930] {.886] 
I. February 1928 - Deceaber 1952, T • 299 
e .0142 -.133 .0199 -.230 -1.007 .0728 .213 10.5 6.52I/It (.0085) (.182) (.0076) ( .163) ( .115)
 
[.0086] [.177] [ .0081) [.175] (.131)
 
o 2 
.0092 
-.324 .0114 -.671 -3.985 .0736 .175 9.8 6.65
mt ( .0041) (1.139) (.0038) 0.042) (.515) 
[ .0043] (1.105] (.0039] (1.140] ( .707] 
c. Jauuary 1953 - Deceaber 1984, 'I - 384 
.0027 .055 .0068 -.071 -1.045 .0399 .111 13.8 6.12
°mt (.0059) (.182) (.0056) (.172) ( .152)
 
(.0055] [.164] [ .0051) [.161] [ .205]
 
e 2 
.0031 1.058 .0046 -.349 -9.075 .0407 .081 11. 7 6.41mt ( .0032) (2.192) (.0031) (2.118) (l.571) 
(.00311 (1.991] ( .0031) [2.186] [2.382] 
Note: (l	 is the prediction and aU is the prediction error for the estimate of the monthly stock market s:a~darG 
mt lilt -, 2 . 
deviation from the ARIHA model in Table lC. cr. and (l u are the prediction and prediction error for the 
m.. mt 
variance of atook returns. The estimated time aeries model for (l • is reported in Table lC. Standard 
m. 
errors are in parentheses below the coefficient estimates. The numbers in brackets [ ] are standard 
errors based on White's [1980] consistent heteroskedasticity correction. Set) is the standard deviatior. 
of the residuals, (2 1s the coefficient of determination, Q(12) is the Box-Pierce statistic for 12 lags of 
the residual autocorrelation function which ahould be distributed as X~2' and SR(t) is the studentized 
range of the residuals. These re~ressions are estimated using weighted least squares (WLS) , where the 
predicted standard deviation of the S&P composite portfolio 0mt is used to standardize each 
observation. i 2 , Q(I2) and SR(t) are based on the weighted residuals, but the standard deviatior. 
of the residuals is based on the unweighted residuals (in the same units as the original data). 
on White's (1980) consistent correction for heteroskedasticity.4 
The estimates of regression (6) provide little evidence of a relation 
between expected risk premiums and predictable volatility. For example, the 
1928-84 estimate of ~ is .02, with a standard error of .12, in the standard 
deviation specification (p - 1) and .34, with a standard error of .94, in the 
variance specification (p - 2). All of the estimates of ~ are within one 
standard error of zero. 
Regressions measuring the relation between realized risk premiums and 
contemporaneous unexpected changes in market volatility, 
(7)
 
. puprovide more reliable evidence. In this regress10n, U uP - uP is the 
mt mt mt 
unpredicted standard deviation (p - 1) or variance (p - 2) of returns from the 
ARIMA model in Table 1C. The unpredicted components of volatility are 
essentially uncorre1ated with the predicted components, so including them in 
the regressions should not affect the estimates of~. However, including 
u~~ improves the tests in two ways. First, by explaining more of the realized 
risk premiums, the standard errors of the regression coefficients are reduced. 
More important, the coefficient on the unpredicted component of volatility ~ 
provides indirect evidence about the effects of predictable volatility on ex 
ante risk premiums. 
4The importance of correcting for heteroskedasticity is illustrated by 
results in Gennotte and Marsh (1985). They estimate a model like (6), except 
the prediction of this month's variance is the square of last month's risk 
premium. Their estimate of ~ is more than five standard errors from zero for 
1926-78 using the CRSP equal weighted portfolio. We replicated their 
estimates for 1928-84, and the OLS estimate of ~ is .69 with a standard error 
of .11. However, the regression errors are heteroskedastic, much like the 
behavior of the standard deviation of market returns in Figure 1a. The OLS 
standard errors are too small, since White's (1980) corrected standard error 
is .42. The WLS estimate of ~ is .75 with a standard error of .25 (.29 with 
White's correction). Thus, the reliability of the relation reported by 
Gennotte and Marsh (1985) is overstated because of heteroskedasticity. 
10
 
Suppose this month's standard deviation is larger than predicted. Then the 
model in Table 1C implies that all forecasted standard deviations will be 
revised upward. If the risk premium is positively related to the predicted 
standard deviation, the discount rate for future cash flows will also 
increase. If the cash flows are unaffected, the higher discount rate reduces 
bhht e1r' present va1ue an t e current stock' positiveot dh pr1ce. 5 Thus, a 
relation between the predicted stock market volatility and the expected risk 
premium induces a negative relation between the unpredicted component of 
volatility and the realized risk premium. 
Table 4 contains WLS estimates of (7). There is a reliably negative 
relation between realized risk premiums and unpredicted changes in the 
volatility of stock returns. The estimated coefficients of the unexpected 
change in the standard deviation ~ range from -1.01 to -1.04, with 
t-statistics between -6.88 and -10.98. The estimates of ~ in the variance 
specification vary from -3.99 to -9.08, with t's between -5.78 and -8.95. 
Again, regression (7) provides little direct evidence of a relation between 
the expected risk premium and volatility. Five of the six estimates of ~ are 
6
negative, and only one is more than one standard error from zero. 
Many of the estimates of Q are reliably positive in (7). For example, the 
estimate for 1928-84 is .0077 with a standard error of .0039 when p - 1, and 
.0057 with a standard error of .0020 when p - 2. This implies that the 
expected risk premium is not proportional to either the predicted standard 
5Thi s volatility-induced change in the stock price in turn contributes to 
the volatility estimated for that month, but this effect is likely to be a 
negligible fraction of the month's total unexpected volatility. 
6 .The correlation between the predicted standard deviation from the ARlMA 
model a and the prediction error UU is -.07 for the 1928-84 sample period. 
This sm~£l negative correlation, andmthe highly significant negative 
coefficient on the prediction error, causes a number of the estimates of ~ to 
change sign relative to the simple regression (6). 
11 
deviation or the predicted variance of stock market return. It also implies 
that the conditional expected slope of the capital market line, 
1\ 
E [(R -R )/0 ] is not constant.t-1 mt ft mt' 
The evidence in Table 4 provides little basis to choose between the 
standard deviation and variance specifications of the relation between 
volatility and expected risk premiums. The residual variances S(£) are 
smaller for the estimates of the standard deviation specification in (7), and 
the R2 statistics based on weighted residuals are larger (except for 1928-52). 
However, these differences favoring the standard deviation specification are 
7
not large. 
3.2 GARCH-in-Mean Models 
Engle, Li1ien and Robins (1984) and Bo11ers1ev, Engle and Wooldridge (1985) 
propose generalizations of the ARCH model that allow the conditional mean 
return to be a function of volatility. Table 5 contains estimates of the 
GARCH-in-mean model in two forms: 
(Rmt-Rf t) - Q + P at + £t - 0 £t-1 (8a) 
2
and (Rmt-Rf t) - Q + P at + £t - 0 £t-1 ' (8b) 
where R -R is the daily risk premium on the S&P composite portfolio, and 
mt f t
 
2
 the variance of the unexpected risk premium follows the process inat' £t' 
(5e). As before [cf. (5c)] , the moving average term O£ t- 1 is included to 
capture the effect of nonsynchronous trading. The slope has the same 
7pagan (1984) and Murphy and Topel (1985) argue that regressions with 
generated regressors (such as (6) or (7» produce understated standard errors 
because the randomness in the predictions is ignored. Following Pagan, we 
estimated (6) using several lags of a as instrumental variables, and the 
estimates of P and their standard err~~s were similar to the estimates in 
Table 4. We also calculated the adjustment suggested by Murphy and Topel 
(1985). The results in Table 4 were unaffected, so they are not reported. 
Pagan and U11ah (1985) discuss other estimation strategies, including ARCH 
models, for models like (6) or (7). 
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Table 5 
CAJ,Qf-1__ Model. for
 
Daily tiak Preld_ for t.he ......rd 6 Poore.
 
ca.poa1Le Portfolio
 
(R.t - aft) • a + 8 at + £t - 9t	 (8a)t_ l 
(R - aft) • a + 8 a 2 + £ - 9t (8b)mt	 t t t-l 
2 2 2a 2 • a + b a	 (5e)+ cl £t-l + c2£t-2t t_ l 
GARCH-in__an, 
8 c l c 2 9 
X2 test 
EQuations a'103 a'105 b for stability 
A• .Jaauary 1928 - Dec_ber 1984, T • 15,369 
Standard Deviation -.193 •077 .077 .910 .129 -.043 -.158 96.9 
(8a), (5e) (.153) (.022) (.004) (.003) ( .007) ( .007) (.009) 
Variance .195 2.521 .076 .910 .130 -.044 -.158 99.4 
(8b), (5e) (.076) ( .917) (.005) (.003) (.007) ( .007) (.009) 
a. .Jaauary 1928 - Dec_ber 1952, T • 7,326 
Standard Deviation -.041 .063 .178 .888 .115 -.008 -.091 
(8a), (Sa) (.262) (.029) ( .013) (.004) (.009) (.010) (.012) 
Variance .344 1.711 .178 .888 .115 -.009 -.091 
(8b). (5e) (.137) (.933) (.013) (.004) (.009) (.010) (.012) 
C. .Jaouary 1953 - Dec..ber 1984, T • 8,043 
Standard Deviation -.400 .112 .069 .912 .138 -.059 -.212 
(8a), (S.) (.213) (.036) ( .007) (.005) (.011 ) (.011 ) (.012) 
Variance -.030 7.493 .068 .913 .139 -.061 -.211 
(8b), (Se) (.118) (2.605) ( .007) (.005) (.011 ) (.011 ) (.012) 
Notes:	 (Rmt - itt) is the daily risk premium for the Standard & Poor's composite portfolio (the 
percentalte price chanlte mnus the yield on a ahort term default-free government bond). 
Nonlinear optimization techniques are used to calculate Eximum likelihood estimates. 
Asymptotic atandard errors are in parentheses under the coefficient esti.ates. The X2 
atatistic ia distributed ~ under the hypothesis that the parameters are equal in the 
tvo aubperiods. 
interpretation in (8b) that it has in the monthly ARlMA regression (6) with 
p - 2, because both the risk premium and the variance o~ should be 
8
approximately proportional to the length of the measurement interval. Since 
the standard deviation 0t should be proportional to the square root of the 
measurement interval, the estimate of p in (8a) should be about 4.5 times 
smaller than the comparable monthly estimate in (6) with p - 1. The intercept 
Q has the dimension of an average daily risk premium in (8a) and (8b), so it 
should be about 22 times smaller than the monthly estimates in (6). 
The results in Table 5 indicate there is a reliably positive relation 
between expected risk premiums and the predicted volatility. The estimated 
coefficient of predicted volatility p for 1928-84 is .077, with a standard 
error of .022, in the standard deviation specification (8a), and 2.521, with a 
standard error of .917, in the variance specification (8b). This evidence 
supports our interpretation of the negative relation between realized risk 
premiums and the unexpected change in volatility in Table 4. 
As with the results in Table 4, the standard deviation specification (8a) 
of the GARCH model fits the data slightly better than the variance 
specification (8b). The log-likelihoods from the GARCH model are larger for 
the standard deviation specification in 1928-84 and 1928-52. Also, if the 
power of the standard deviation is unconstrained when the model is estimated, 
(9)Q + P o~ + £ t ­
the estimates of p are closer to 1.0 than 2.0. However, the standard errors 
of the estimates are large. The evidence in favor of the standard deviation 
8I f the errors in (8a) are serially independent, the variance of the2N -step-ahead forecast error (ignoring parameter estimation error) is No. S~nce the variance process in (5e) is almost a random walk, the sum of th~ one 
through N -step-ahead forecasts of the risk premium is approximately
t 
NtE(Rmt-Rftlot)' 
13 
specification is not strong. 
3.3 Comparisons of ARIHA and GARCH Models 
The ARIMA models in Table 4, which use monthly risk premium data, and the 
GARCH-in-mean models in Table 5, which use daily data, yield sufficiently 
different results that it is worth exploring the relation between these 
models. Table 6A contains estimates of the GARCH-in-mean models in (8a) and 
(8b) using monthly risk premiums. The estimates in Table 6A do not use daily 
return data to predict the volatility of risk premiums, so one would expect 
the volatility estimates to be less precise. Nevertheless, the estimates of 
p, the coefficient of predicted volatility, are quite large in comparison with 
the regression model estimates in Table 4. In particular, the estimates of p 
for 1928-84 and 1953-84 in Table 6A are closer to the estimates from the 
comparable daily GARCH-in-mean models in Table 5 than to the regression 
estimates in Table 4, and several are more than two standard errors above 
9 
zero. 
Table 6B contains estimates of the regression of the monthly risk premium 
on the prediction of the monthly standard deviation or variance from the 
monthly GARCH-in-mean model in Table 6A, 
- Q + p U + £ (lOa)t t 
(lOb)and 
Each observation in these regressions is weighted by the predicted monthly 
standard deviation u from Table 6A. Table 6B contains estimates of (lOa) and 
t 
(lOb) that are comparable to the estimates of regression (6) in Table 4. The 
9Not e that the daily estimate of p for the standard deviation 
specification (lOa) in Table 5 should be multiplied by the square root of the 
number of days in the month, ~ =4.5, to be comparable to the monthly 
estimates in Table 6A. Thus, tte values of p for (lOa) implied by Table 5 are 
.30, .25, and .39, for 1928-84, 1928-52, and 1953-84, respectively. 
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.~ 
Sa.ple Period 
2/28 - 12184 
2/28 - 12/52 
1/53 - 12/84 
.!!2!!..! 
~arl_ of auu
 
wlUI C&acB PnticU_ of Stock "met
 
WolllUl1ty .... tlldr ..lIItt_
 
to IIDDtlll, CUP 'alD_ipted tie" ~_
 
A.	 GARCH-in-..an Esti.s:.s Using 
MDnthly Risk 'nmi ums 
(8s) 
(a. - a'f ) ... + 10 2 + C - 8t I (8b)
t t t t t­
(5e) 
Carch-in_esn 
lquat10ns 8 
Standard DevIation 
(aa). (5e) 
'ariance 
(8b). (5e) 
Standard Deviation 
(8a). (5e) 
'arhnce 
(8b). (5e) 
Standard De9iation 
(8a). (5e) 
Variance 
(8b). (5e) 
0.0003 0.178 0.164 0.770 0.065 0.113 -0.071 23.4 
(0.0058) (0.134) (0.030) (0.028) (0.047) (0.056) 0.039 
0.0043 1.155 0.165 0.767 0.066 0.115 -0.070 22.5 
(0.0025) (0.908) (0.029) (0.028) (0.047) (0.056) 0.038 
0.0114 0.007 0.203 0.791 0.108 0.069 -0.074 
(0.0071) (0.150) (0.071) (0.037 (0.091 ) (0.098) 0.057 
0.0100 0.650 0.208 0.787 0.111 0.069 -0.075 
(0.0041) 0.092) (0.070) (0.034) (0.093) (0.100) 0.057 
-0.0162 0.567 0.132 0.766 -0.024 0.192 -0.052 
(0.0098) (0.266) (0.067) (0.063) (0.047) (0.072) 0.050 
-0.0062 7.455 0.130 0.776 -0.023 0.179 -0.052 
(0.0052) 0.'67) (0.063) (0.060) (0.046) (0.069) 0.050 
uar.a .. reasions of Konthl CRSP Value-vei hted Riak 'ruiu•• 
n icte tan ar Deviation or Variance of Stock 
turns from the Kon:hly GARCH Ko .1 
(R.t - 1f t) • Cl + lOt + ct OOa) 
(R.t - af t) • Cl + lOt 
2 
+ ct (JOb) 
Sa.ple Period 
VolaUUt, 
Meaaure __Cl__ __1_ ~ L ~ -lli!L 
2/28 - 12/84 Monthl, CARCH 0.0074 -0.032 0.0580 0.002 19.2 8.35 
Standard Deviation (0.0063) (0.142) 
(0.0076) (0.168] 
Monthl, c:u.CH 0.0059 0.049 0.0580 0.002 19.6 8.40 
Variance (0.0027) (1.056) 
/0.0029) /1.118) 
2/28 - 12/52 Monthly CARCH 0.0232 -0.279 0.0751 0.022 11.7 7.31 
Standard Deviation (0.0091 ) (0.184) 
(0.0120] /0.233] 
Monthl, CARCH 0.0130 -1.129 0.0750 0.017 12.5 7.53 
'ariece (0.0043) 0.256) 
(0.0049] /1.304) 
1/53 - 12/84 tIontbl, CAllCH -0.0126 0.400 0.0408 0.004 16.9 5.91 
Standard Deviation (0.0107) (0.260) 
/0.0098J [0.237) 
Monthl, CARCH -0.0040 4.509 0.0408 0.004 J7 .1 5.92 
Varhnce (0.0051) (2.755) 
/0.0047] (2.494] 
aote: see footDot.. to !ablea 2 and 4 for a deacription of the atatiatical procedures. 
2The '1. . ataUatie 18 dhtr1buted x~ uDder the hypothea1a that the para..tera are equal in the t"" aubperiods. 
estimates of the coefficient of predicted volatility p are very small relative 
to their standard errors in the 1928-84 sample period. In the 1928-52 period 
the estimates of ~ are negative, while in the 1953-84 period they are 
positive, although none of the estimates is more than two standard errors from 
zero. Although these regressions use the GARCH-in-mean estimates of predicted 
volatilities, they provide no evidence of a relation between expected risk 
premiums and predictable volatility. 
As a final comparison of the regression and GARCH-in-mean models, we create 
a series of monthly predicted standard deviations from the daily GARCH-in-mean 
2
model in Table 5 by using the fitted GARCH process (5e) to forecast u fort 
each of the Nt trading days in the month, conditional on data available as of 
the first day in the month. We compute the implied monthly standard deviation 
by summing the predicted variances within the month and taking the square root 
of the sum. We estimate the expected monthly risk premium from the GARCH-in­
mean model by inserting the predicted standard deviations for the days in the 
month into (8a) and summing the predicted daily expected risk premiums. 
The GARCH-in-mean prediction of the monthly standard deviation is similar 
to the ARIMA prediction u (the correlation for 1928-84 is .89 and the means
mt 
are virtually identical). The GARCH-in-mean and ARIMA predictions have 
essentially the same correlation with the actual monthly standard deviation 
U (.755 and .744), although the sample variance of the GARCH prediction is 
mt 
about one third larger. Thus, the two models have similar abilities to 
d · f 1 'I' 10pre lct uture vo atl lty, 
In contrast, the behavior of the expected risk premiums implied by the 
regression and GARCH-in-mean models is quite different. Figure 2a contains a 
10The monthly GARCH-in-mean predictor of the standard deviation has a 
correlation of .702 with u
mt . 
15 
plot of the monthly expected risk premium from regression (6) with p-1 for 
1928-84 from Table 4, and Figure 2b contains a plot of the monthly expected 
risk premium from the daily GARCH-in-mean model (8a). The correlation between 
the two measures is .88 over the full sample period. However, the predicted 
risk premiums from the daily GARCH model have a much higher mean and variance 
than the predictions from regression (6). (Note that the scale in Figure 2a 
is from 0.5 to 1.0 percent per month, and the scale in Figure 2b is from 0 to 
9 percent per month.) The higher variability of predicted risk premiums in 
Figure 2b is caused by two factors: (a) the greater variability of the 
predicted standard deviation from the GARCH-in-mean model, and (b) the larger 
coefficient of the predicted standard deviation, ~, in the GARCH-in-mean 
model. (The sensitivity of the monthly expected risk premium to a change in 
the predicted monthly standard deviation is about 15 times greater in the 
GARCH-in-mean model than in the ARIMA regression model.) Thus, although the 
ARIMA and GARCH-in-mean models have similar abilities to predict volatility, 
the GARCH-in-mean model implies greater variability of expected risk 
11 premiums. More puzzling, however, is the fact that the average of the 
expected risk premiums is much higher for the GARCH-in-mean model (.0134 
versus .0058 for the regression model on ARIMA predictions of the standard 
deviation). The GARCH-in-mean predictions seem too high, since they are 
almost twice the average realized premium (see Table 3). 
The high GARCH-in-mean predictions probably reflect the negative relation 
11The greater variability of the expected risk premiums from the 
GARCH-in-mean model does not arise solely because we use forecasts conditional 
on information for the first day in the month to construct each month's 
forecast. We also constructed monthly "forecasts" by cumulating all of the 
one-step-ahead daily forecasts within each month. The variance of these 
forecasts is .000872, while the variance of the monthly forecasts constructed 
from first-of-the-month estimates is .000867. 
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between the unexpected component of volatility and the unexpected return 
observed in Table 4. The likelihood function used to estimate the GARCH mOdel 
assumes that the standardized residuals £t/Gt have a unit normal distribution. 
The daily standardized residuals from the standard deviation specification 
(8a) and (5e) in Table 5 have a mean of -.038. a standard deviation of .999, 
and a skewness coefficient of -.37. Since G is predetermined in the GARCHt 
model, the negative skewness of the standardized residuals reflects the 
negative relation between the unexpected component of volatility and the 
12 
unexpected risk premium. Negative skewness probably causes the negative 
mean of the standardized residuals. This violation of the normality 
assumption may cause the high GARCH-in-mean predictions of the risk premiums 
(e.g., the average monthly error from the GARCH-in-mean model is 
-.0090, which is greater than the difference between the average predicted 
risk premiums in Figures 2a and 2b). Of course, this argument says that the 
level of the predictions in Figure 2b is too high because Q is too large; it 
is also possible that the sensitivity of expected risk premiums to changes in 
predictable volatility P is biased. 
It is well known in the econometrics literature that full information 
maximum likelihood (FIML) estimators, such as the GARCH models, "are more 
efficient than instrumental variables estimators, such as the two-step 
regression procedures, although both estimators are consistent if the model is 
correctly specified. On the other hand, FIML estimators are generally more 
sensitive to model misspecification than instrumental variables estimators. 
Hausman[1978] proposes a class of model specification tests based on this 
l2Indeed, a WLS regression of the daily errors from (8a) £ on the 
"unexpected" standard deviation, 1£ 1 - G , yields a coefficient of -.375 with 
a t-statistic of -34.1. This regregsion rs similar to the multiple regression 
estimates of equation (7) in Table 4. 
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observation. Thus, one interpretation of the apparent differences between the 
GARCH-in-mean and the regression results is that the statistical specification 
underlying these models is not adequate. A formal test such as Hausman's is 
difficult because the GARCH and ARIMA models for volatility are not nested. 
It is likely that neither model is entirely adequate for predicting expected 
risk premiums. 
4. Analysis of the Results 
4.1 Interpreting the Estimated Coefficients 
Merton (1980) notes that in a model of capital market equilibrium where a 
"representative investor" has constant relative risk aversion, there are 
conditions under which the expected market risk premium will be approximately 
13proportional to the ex ante variance of the market return, 
(11 ) 
The parameter C in (11) is the representative investor's coefficient of 
relative risk aversion. For example, the logarithmic utility function for 
wealth, U(W) - log W, implies C - 1. If we ignore the intercepts (a), the 
coefficient of relative risk aversion equals ~ in both the regression model 
(6) for p - 2 and in the GARCH-in-mean model (8b). 
The estimate of relative risk aversion (~) from the regression model is .34 
for the overall period, but the large standard error (.90) does not allow us 
to reliably distinguish the coefficient from zero. The corresponding GARCH-
in-mean estimate of ~ is 2.52, which is about 2.75 times its estimated 
13Th i s approximation will hold in Merton's (1973) intertempora1 model if 
(a) the partial derivative of the representative investor's consumption with 
respect to wealth is much larger than the partial derivative with respect to 
any state variable or (b) the variance of the change in wealth is much larger 
than the variance of the change in any state variable. 
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standard error. Both of these point estimates appear economically reasonable, 
however, and they are well within the range of estimates produced by other 
studies using different approaches. For example, Friend and Blume (1975) 
estimate relative risk aversion to be about 2.0, Hansen and Singleton (1982) 
obtain estimates between -1.6 and 1.6, and Brown and Gibbons (1985) obtain 
estimates between 0.1 and 7.3. Estimates of relative risk aversion can also 
be obtained from the standard deviation specifications in (6) for p = 1 and in 
(8a) by dividing the p estimates by an average value of o. The estimates 
m 
obtained in this fashion are similar to those obtained from the variance 
specifications. 
As noted above, a negative ex post relation between risk premiums and the 
unexpected component of volatility is consistent with a positive ex ante 
relation between risk premiums and volatility. The negative coefficient in 
the ex post relation is also likely to be greater in magnitude than the 
positive coefficient in the ex ante relation, especially when volatilities, 
and thus expected future risk premiums, are highly autocorrelated. This can 
be seen easily using a model developed by Poterba and Summers (1986). They 
model volatility as a first order autoregressive process to illustrate this 
effect. Let p denote the first-order autocorrelation of the variance. Assume 
that expected real dividends grow at a constant rate g, that the real risk-
free rate is a constant r and that the expected risk premium in periodf, 
t + T, conditional on o~, equals p E(O~+Tlo~). Then, as Poterba and Summers 
show, the percentage change in stock price arising from a change in volatility 
is approximately 
19
 
- [ 1 (12)] p 
- p(l + g) 
The quantity in brackets in (12) exceeds unity and is increasing in p. The 
value of the derivative is sensitive to the choice of p, but an example can 
illustrate the potential magnitude of the ex post relation between returns and 
volatility relative to the ex ante relation. Assume that (i) the monthly 
variance o~ equals .002, (ii) the real risk-free rate equals .035 percent per 
month, and (iii) real dividends are expected to grow at .087 percent per 
month. (The last two values are the same as those used by Poterba and 
Summers.) The estimate of the coefficient of unpredicted component of 
volatility for 1928-84 in Table 4 is -4.438, which implies that ~ - 2.05 if 
p - .5, and ~ - 1.07 if p - .7. Given these hypothetical magnitudes, and the 
estimated standard errors in Table 4, it is not surprising that an ex post 
negative relation is detected more strongly in the data than is an ex ante 
.. l' 14pos1t1ve re at1on. 
4.2 The Effect of Leverage 
Many of the firms whose common stocks constitute the indexes used in 
computing the market risk premiums are levered. While the observed strong 
negative relation between risk premiums and unexpected volatility is 
consistent with a positive ex ante relation between risk premiums and 
14Poterba and Summers est~mate that the elasticity of the stock price 
with respect to the variance a is about 10 times higher for the lMA(l,3) 
model in Table le than for thetr AR(l) model. This means that the implied 
values of ~ would be correspondingly smaller, given our estimates of~. In an 
earlier version of this paper we presented estimates of P that used a 
constraint similar to (12). The constrained estimates of P were small, but 
several standard errors from zero, reflecting the precision of the estimates 
of 7. 
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volatility at the firm level, Black (1976) and Christie (1982) suggest another 
interpretation. They note that leverage can induce a negative ex post 
relation between returns and volatility for common stocks, even if the 
volatility and the expected return for the total firm are constant. 
Suppose a firm's volatility and expected return are constant. A decline in 
stock prices (relative to bond prices) increases leverage, increases the 
expected return on the stock, and increases the variance of the stock's 
return. As Black (1976) and Christie (1982) demonstrate, however, if this is 
the sole reason for the relation between stock returns and volatility, then a 
regression of the percent change in standard deviation on the percent change 
in stock price should have a coefficient (elasticity) greater than -1.0. 
An elasticity of -1.0 is an extreme lower bound. Consider a firm with 
riskless debt. The elasticity of the stock return standard deviation with 
respect to the stock price is -D/V, where D is the value of the debt and V is 
the value of the firm. The lower bound of -1.0 only occurs when the stock has 
no value. Evidence in Taggart (1983) suggests that the fraction of debt in 
the capital structure of large U.S. corporations is below 45 percent 
throughout 1926-79, so the leverage hypothesis should not generate an 
elasticity below -.45. 
To test the hypothesis that the relation between realized risk premiums and 
unexpected volatility is caused only by leverage, we regress the percentage 
change in the estimated standard deviation of the S&P composite portfolio 
against the continuously compounded return on that portfolio, 
(13)In(o /0 1) - °0 + °lln(l+R t) + £t .mt mt- m 
The estimated elasticity 01 is -1.69, with a standard error of .25, for 
1928-84. The estimates for 1928-52 and 1953-84 are -1.63 and -1.89, with 
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standard errors of .32 and .45. The estimated elasticity is reliably less 
than -1.0. Black (1976) obtains a similar result using a sample of 30 stocks 
from May 1964 to December 1975. Our longer sample period and more inclusive 
- market index support Black's conclusion: leverage is probably not the sole 
explanation for the negative relation between stock returns and volatility. 
4.3 Extensions 
This paper examines the time series relation between the risk of a stock 
market portfolio and the portfolio's expected risk premium. The tests above 
use the volatility of stock returns as the conditional measure of risk. We 
have also tried to estimate this relation using several other measures of 
risk, including the variability of the real interest rate, the covariance 
between the stock market return and consumption, and the variability of decile 
portfolios formed on the basis of firm size. All of these variables involve 
monthly data, so none is estimated as precisely as our measure of volatility. 
Perhaps because of this estimation problem, none of these risk measures 
produces a stronger relation between risk and return than we observe using the 
volatility of stock returns. 
We have also tried to improve the tests by including other predictive 
variables in the models. Fama and Schwert (1977) show that the nominal 
interest rate can be used to predict stock returns. Keim and Stambaugh (1985) 
use (i) the yield spread between long-term low grade corporate bonds and 
short-term Treasury bills, (ii) the level of the S&P composite index relative 
to its average level over the previous 45 years, and (iii) the average share 
price of the firms in the smallest quinti1e of New York Stock Exchange firms 
to predict stock returns. Including these variables in the models does not 
have much impact on our estimates of the time series relation between risk and 
return.
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5. Conclusions 
We find evidence of a positive relation between the expected risk premium 
on common stocks and the predictable level of volatility. However, the 
variability of realized stock returns is so large that it is difficult to 
discriminate among alternative specifications of this relation. We present 
several estimates of the relation between the expected risk premium and the 
predicted volatility of NYSE common stocks over 1928-84. 
There is also a strong negative relation between the unpredictable 
component of stock market volatility and realized risk premiums. If expected 
risk premiums are positively related to predictable volatility, then a 
positive unexpected change in volatility (and an upward revision in predicted 
volatility) increases future expected risk premiums and lowers current stock 
prices. The magnitude of the negative relation between contemporaneous 
returns and changes in volatility is too large to be attributed solely to the 
effects of leverage discussed by Black (1976) and Christie (1982), so we 
interpret this negative relation as evidence of a positive relation between 
expected risk premiums and ex ante volatility. 
The estimates of volatility and expected risk premiums in this paper 
suggest that there has been substantial variation in these variables over the 
past 60 years. While we are unwilling to choose a particular model for 
expected risk premiums as they relate to predictable movements in volatility, 
it seems obvious that future work is called for in this area. Other variables 
that could affect expected risk premiums should be integrated into this 
analysis, as well as different measures of time varying risk. We have done 
some work along these lines, but the results were so ambiguous that they are 
not worth reporting in detail, probably because the measures of risk and other 
factors that might affect expected risk premiums are less precise than the 
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volatility measures reported above. 
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