Abstract. We obtain exhaustive results and treat in a unified way the question of boundedness, compactness, and weak compactness of composition operators from the Bloch space into any space from a large family of conformally invariant spaces that includes the classical spaces like BM OA, Qα, and analytic Besov spaces B p . In particular, by combining techniques from both complex and functional analysis, we prove that in this setting weak compactness is equivalent to compactness. For the operators into the corresponding "small" spaces we also characterize the boundedness and show that it is equivalent to compactness.
1. Introduction 1.1. Boundedness and compactness of composition operators. By a self-map of the unit disk D we will mean an analytic function ϕ from the unit disk D into itself. Every self-map of D induces the composition operator C ϕ with symbol ϕ by the formula C ϕ (f ) = f • ϕ on the set of all analytic functions in D but it is often of interest to consider C ϕ as an operator between Banach spaces of analytic functions. For several classical spaces of analytic functions such as a Hardy space H p , a Bergman space A p , or the Bloch space B, any symbol ϕ gives rise to a bounded operator C ϕ from the space into itself. However, this is not the case for the Dirichlet space or for more general analytic Besov spaces B p , so the question of deciding which ϕ induce a bounded operator C ϕ is of interest. The situation becomes more complicated if we consider composition operator acting between two different spaces. A related problem is to characterize all compact or weakly compact operators C ϕ between two given spaces in terms of the symbols ϕ. Criteria for compactness of C ϕ when acting on Hardy and Bergman spaces (due to J.H. Shapiro and B. MacCluer) are now already considered a classical knowledge; see [9] , [28] . For compact operators acting on B and on the little Bloch space B 0 we refer the reader to [18] , [22] , and [8] . Related results regarding composition operators from B into the Dirichlet space D or the more general analytic Besov spaces B p can be found in [19] , [20] , and [36] . Composition operators from B into Hardy spaces were treated in [23] while those from the Bloch space into the conformally invariant subspaces BM OA and V M OA of Hardy spaces and other spaces were studied in [32] and [21] . For composition operators from B into Q p -type spaces we refer the reader to [31] . Weak compactness of composition operators on vector-valued versions of classical spaces of analytic functions have been considered in [5] , for example.
Obviously, there are quite a few papers on the subject but it turns out that many similar setups are treated in an isolated way and many proofs are essentially repeated while it looks desirable to show the "bigger picture". One purpose of this paper is precisely to treat such questions globally, for those C ϕ that map the Bloch space into other spaces. We would like to underline that our work also provides new results in the case when the target space is one of the many rather classical Banach spaces.
1.2.
Conformally invariant spaces and weak compactness. It is traditional in the literature to consider the spaces X which are Möbius invariant, i.e., those whose seminorm s has the following property: s(f • σ) ≤ C s(f ), f ∈ X, for some fixed constant C and all disk automorphisms σ. These spaces were given a systematic treatment in the seminal paper [2] which was also pioneering in the theory of composition operators acting on them. This family of spaces includes the Bloch space B, the little Bloch space B 0 , and analytic Besov spaces denoted B p . We also mention the important spaces BM OA (a variant of the classical John-Nirenberg space BM O) and V M OA (introduced by Sarason; see [13] ), both Möbius-invariant subspaces of the Hardy space H 2 . The classical Hardy and Bergman spaces, however, do not satisfy the requirements for belonging to this family.
The question whether the weak compactness of a composition operator acting between two conformally invariant spaces of analytic functions is actually equivalent to its compactness has generated considerable interest among the experts. For the composition operators on BM OA or V M OA or between these spaces, this question was posed (in its different versions) by Bourdon, Cima, and Matheson [6] , [7] , by Laitila [14] , and also by Tjani. An affirmative answer has been given recently by Laitila, Nieminen, Saksman, and Tylli [15] , where the authors used some functional analysis tools such as the Bessaga-Pe lczyński selection principle.
It is important to notice that there exist weakly compact composition operators acting on other function spaces which are not compact. An example of such C ϕ , induced by a lense map ϕ, was given in [16] .
1.3. Aims of this paper. The idea of considering the largest conformally invariant subspace of a given Banach space of analytic functions has already been considered in the literature for some time. Two relevant sources are [4] and [34] . Significant motivation for our work comes from the approach adopted by Aleman and Simbotin (Persson); see [1] or [29] .
In the present paper we consider three fairly large families of spaces of analytic functions: the spaces D We defer until Subsection 2.2 their precise definitions which coincide with those given in [1] or [29] . These families include various types of well-known spaces: 1) the Hardy space H 2 and all weighted Bergman and Dirichlet-type spaces,
2) their Möbius invariant subspaces such as BM OA, B, analytic Besov spaces, and Q p spaces, and 3) the small subspaces of the above spaces such as V M OA, B 0 or Q p,0 . It should also be remarked that families of "large" and "small" spaces defined by means of oscillation and density of polynomials in them (which is also discussed here) were considered in Perfekt's recent paper [24] .
The main purpose of this paper is to present a unified approach to characterizing all bounded, compact, and weakly compact composition operators from B into any of the spaces belonging to the family mentioned above. Our principal result shows that every weakly compact composition operator from B into any space M (D p µ ) is actually compact. We also generalize a number of existing but scattered results and add some new results. For instance, we characterize the compact and weakly compact operators from the Bloch space into the space BM OA, a question that has been left open in the literature. We do this by using a combination of complex analysis arguments and Banach space techniques that seem new in this context.
Part of the motivation for our approach to compactness comes from Xiao's treatment [35, Section 2.2] . However, to the best of our knowledge, our approach to weak compactness appears to be different from the methods used in the existing literature. Acknowledgments. The authors are grateful to the anonymous referee for reading carefully the first version of the manuscript and pointing out several misprints, as well as for suggesting some additional references and making some useful remarks that helped improve the exposition.
2.
A family of conformally invariant spaces 2.1. Notation. In what follows, D will denote the unit disk in the complex plane: D = {z ∈ C : |z| < 1} and dA will denote the normalized Lebesgue area measure on D:
By a disk automorphism, we will mean a one-to-one analytic mapping of D onto itself. The set of all such maps, Aut(D), is a transitive group under composition. As is well known, every σ ∈ Aut(D) has the form
An important property of disk automorphisms is that they yield equality in the Schwarz-Pick lemma:
Throughout the paper, we shall always consider a positive Borel measure µ on D. A typical example is
a measure which is finite if and only if −1 < α < ∞. Another example is
Note that for z near the unit circle the function log α 1 |z| behaves asymptotically like (1 − |z| 2 ) α . In principle, our measures are not assumed to be of the form h(|z|) dA(z), where h is some integrable positive function on [0, 1) like in the above examples. However, the result in the last section will mostly be displayed for measures that satisfy this assumption.
2.2.
The basic conformally invariant spaces. Throughout the paper, we will use H(D) to denote the set of all functions analytic in D. A function f ∈ H(D) is said to belong to the Bloch space B if its invariant derivative:
The name comes from the fact that this quantity does not change under a composition with any σ ∈ Aut(D) in view of our formula (2) . The Bloch space becomes a Banach space when equipped with the norm f B = |f (0)| + sup
Every function in B satisfies the standard growth condition:
Given a positive Borel measure µ on D and p ∈ [1, ∞), we can define the weighted Dirichlet-type spaces D p µ in the usual way:
Consider the point evaluation functionals φ ζ , defined by
It is natural to require the following axioms to hold:
In view of the uniform boundedness principle, these two requirements can be summarized in one single axiom:
• The point-evaluation functionals are uniformly bounded on D 
We also define the corresponding little invariant subspaces:
A few remarks are in order:
• It is routine to verify that
has all the properties of a norm.
it follows that the s(f • τ ) = s(f ). In other words, this seminorm is conformally invariant.
• Since the identity map of D is trivially a disk automorphism, it is immediate that M (D • Note that we actually require that
since it is not obvious, even for somewhat special measures µ, that the assumption
• Assuming the uniform boundedness of point evaluations in D p µ on compact subsets of D, by a standard normal families argument and Fatou's lemma one can deduce the completeness of
• It is not difficult to see that each one of the spaces defined above contains sufficiently many functions for most "reasonable" measures µ. For example, if µ is a finite measure then every function analytic in a disk larger than D and centered at the origin is readily seen to belong to M (D p µ ). We shall discuss the membership and density of the polynomials in M 0 (D p µ ) in the final section of the paper.
• In several papers only the involutive automorphisms are considered:
requiring that |a| → 1 in the definitions of the special small spaces. Here we have opted for the full generality and for considering the entire automorphism group, which adds certain technical difficulties to some proofs. 
the Hardy space H 2 can be seen as a D 2 µ space by choosing dµ(z) = log
µ ) is the well-known BM OA space of analytic functions of bounded mean oscillation and the corresponding space M 0 (D 2 µ ) = V M OA, the space of functions of vanishing mean oscillation; see [13] for more about these space. It should be remarked that in this case our definition involving all possible disk automorphisms coincides with the usual one that takes into account only the involutive automorphisms σ a mentioned above in view of rotation invariance of the measure µ.
(B) The analytic Besov spaces [2] or [37] for more about these spaces. Note that, in this case, combining the simple change of variable w = σ(z), dA(w) = |σ ′ (z)| 2 dA(z) with (2) shows that
is trivial (consisting only of the constant functions). (C) The Bergman spaces
Well-known (but too lengthy to repeat here) arguments using the Cauchy integral formula and Minkowski's inequality in its integral form as in [12, Chapter 5] show that the norm in our definition is equivalent to the standard Bergman norm:
(meaning that each of the two sides is bounded by a constant multiple of the other, this multiple being independent of f ). In this case it turns out that M (D [4] .
(D) The Q α spaces, defined by Aulaskari, Xiao, and Zhao [3] and studied by other authors as well (see [35] for an extensive account), can be seen as M (D p µ ) spaces by taking p = 2, dµ(z) = log α 1 |z| dA(z), 0 < α < ∞. An equivalent norm is obtained by choosing dµ = (1−|z|) α dA(z) instead. (Note that we will use the notation Q α rather than the traditional Q p because here p = 2 is fixed and the exponent α from the weight is the one that determines the space.) It is well known that Q α coincides as a set with B (but is, of course, endowed with a different norm) whenever α > 1 and with BM OA when α = 1, while it is an entirely different space when 0 < α < 1. The corresponding small space M 0 (D p µ ) is the space usually denoted as Q α,0 and
3. Bounded composition operators 3.1. Preliminaries. The following lemma in the case p = 1 has been proved explicitly by Ramey and Ullrich [25] although the argument can probably be traced back to Ahern and Rudin.
There exist two functions f and g in the Bloch space B and a positive constant C such that
The proof follows by [25, Proposition 5.4, p. 601]. The key point is to select a partition of the disk into two sets of concentric annuli centered at the origin and two lacunary series, one of which takes on large enough values:
on the odd-numbered annuli and the other does the same on the evennumbered annuli. This takes care of the case p = 1; for arbitrary p ≥ 1 the statement follows readily by the standard inequality (a + b) p ≤ 2 p (a p + b p ), where a, b ≥ 0.
It will be convenient to use the following version of the hyperbolic derivative of an analytic self-map ϕ of D:
It should be noted that there is another related quantity also called hyperbolic derivative but only the above expression will be useful for our purpose. 
This yields
for every z ∈ D. This readily implies that
Also, from the growth estimate (3) we obtain
By summing up the last two inequalities, it follows that C ϕ is bounded as an operator from
Proposition 2. The following statements are equivalent:
Proof. The proof can be worked out along the same lines as that of Proposition 1, with the necessary modifications.
Since we are working in a fairly general context, it is important to make sure that we are not dealing with trivial situations by displaying examples that work in a large number of cases. Here is a very simple example showing that very simple symbols may or may not yield bounded composition operators from B to our spaces. The case of bounded operators from B into the little Möbius invariant subspaces M 0 (D p µ ) will be considered in the last section together with the compactness question. This is done because the two turn out to be equivalent and the proof requires other results to be obtained first.
Trivial integration in polar coordinates shows that the last integral converges only for the range indicated in (c). (Note that this is really a statement about the containments B ⊂ M (D

3.3.
Some remarks on the case p = 2. The reader has probably noticed some differences in the formulation of our results and those by other authors pertaining to the cases like BM OA or Q α . The reason for this is very simple: these spaces are obtained in the special case p = 2 when some of our results above can be rewritten in a different language.
To this end, denote by N ϕ the counting function of ϕ:
understanding 0, 1, 2,. . . ,∞ as its possible values. Let us also agree to write A h for the hyperbolic area of a subset of the disk:
Lemma 2. For arbitrary positive measure µ, we have
When dµ = dA, we also have
Formula (4) is a simple consequence of the identity ∆(u•ϕ) = (∆u•ϕ)|ϕ ′ | 2 while (5) follows from the well-known formula for non-univalent change of variable (see [28, Section 10.3] 
or [9, Theorem 2.32]).
Taking into account the equivalent forms of writing |ϕ # | from Lemma 2, it becomes obvious how the condition (c) in Proposition 1 and Proposition 2 can be rewritten. For example, in two special cases we could state our Proposition 1 or Proposition 2 as follows:
• For arbitrary µ, the composition operator C ϕ is bounded from B into M (D 2 µ ) if and only if
being the area measure) if and only if
in view of conformal invariance.
Compact and weakly compact composition operators
Recall that a bounded linear operator between two Banach spaces is said to be compact if it takes bounded sets into sets whose closure is compact; equivalently, if for every bounded sequence in the space the sequence of images has a convergent subsequence in the norm topology. A bounded operator is weakly compact if it takes bounded sets into sets whose closure is weakly compact; equivalently, if for every bounded sequence in the space the sequence of images has a subsequence that converges in the weak topology. Compactness obviously implies weak compactness.
We will now show that every composition operator from the Bloch space B into any of our spaces M (D p µ ) is compact if and only if it is weakly compact and will also give a characterization of this property in terms of the symbol ϕ which unifies all previously obtained results for concrete spaces. In the special case of composition operators from B to Q α , the equivalence of (a) and (c) in Theorem 1 below has been proved before by Smith and Zhao [31] ; see also [34] or [30] . However, weak compactness was not considered in these works.
The main novelty of our approach consists of the use of certain techniques usually employed by the experts in Banach space theory, the main one being a version of the Banach-Saks theorem. We formulate below the statement needed as a lemma but remark that it proof relies on some rather non-trivial results. It should be observed that the lemma is no longer true (even for composition operators) if we only assume boundedness of the operator.
Lemma 3. Suppose that T is a weakly compact operator from B into an arbitrary Banach space Y . Then every bounded sequence (f n ) n in B has a subsequence (f n k ) k such that the arithmetic means of the images T f n k converge to some element in the norm of Y .
Proof. Recall that the Bloch space is isomorphic to the space of all bounded complex sequences l ∞ ; see Lusky's paper [17] . On the other hand, l ∞ is a unital commutative C * -algebra endowed with the usual operations of coordinatewise multiplication and conjugation. The Gelfand-Naimark theorem (see [27, Thm. 11.18] where the author uses the term B * -algebra instead) now implies that l ∞ is isomorphic to a space of continuous functions on its maximal ideals (which is a compact Hausdorff space by [27, Thm. 11.9] ). Thus, we are allowed to apply a Banach-Saks type theorem proved in 1979 by Diestel -Seifert and Niculescu (see [10, p . 320]) which establishes that any weakly compact linear operator from a space of continuous functions on a compact Hausdorff space into an arbitrary Banach space has the BanachSaks property.
Alternatively, we could have deduced the statement from a more general result of Jarchow referring directly to the C * -algebras (see also [10, p. 320 
]).
Note that the measure µ in the theorem below is not required to be of any special form. In particular, it need not be finite.
For the sake of brevity, throughout the rest of the paper we will write simply {|ϕ • σ| > r} to denote the set {z ∈ D : |(ϕ • σ)(z)| > r}. (c) ⇒ (a). Suppose (c) holds. It is clear that if (f n ) n is a bounded sequence in the Bloch space that converges to zero uniformly on compact sets, then lim n→∞ f n (ϕ(0)) = 0. Thus, let us concentrate on the second term that appears in the norm. Fix an arbitrary ε > 0. Then there exists r 0 ∈ (0, 1) such that (6) sup
Let (f n ) n be an arbitrary sequence in B with f n B ≤ 1 for all n. By a normal families argument, there exists a subsequence which we denote by (g n ) n which converges uniformly on compact sets to an analytic function g. From
it readily follows that g enjoys the same estimate, hence g ∈ B and g B ≤ 1. Moreover, we also have that |g
are uniformly small independently of σ as n → ∞. For this purpose, it is convenient to split the above integral into two (omitting the integrands below):
for some fixed positive constant M . Given ε > 0, by virtue of the uniform convergence: (g n − g) ′ → 0 on the compact set {z : |z| ≤ r 0 }, for large enough n we have
Thus, for n sufficiently large, the first integral in (8) can be made smaller than < ε/2. The second integral in (8) is smaller than ε/2 in view of the inequalities (6) and (7). This implies that
for n large enough, as asserted. (b) ⇒ (c) is the most intricate part of the proof. We follow the steps indicated below.
Step 1 : We first show that the weak compactness assumption on C ϕ implies (9) lim
This condition alone is apparently much weaker than (c). However, we will eventually show that, together with the weak compactness of C ϕ , it actually implies the desired condition (c).
Thus, suppose that C ϕ is weakly compact from B into M (D p µ ) but (9) does not hold. Then we can find a positive number δ, an increasing sequence (ρ j ) j of numbers in (0, 1) such that lim n→∞ ρ j = 1, and a sequence of disk automorphisms (τ j ) j such that (10)
For a positive integer k, let us agree to write
Next, choose recursively a subsequence (m n ) n of the integers in such a way that
Once the sequence (m n ) n has been fixed, let us choose the subsequence (r n ) of the sequence (ρ j ) j so that
This is possible since lim r→1 m n r mn−1 = m n . Note that then
Also, let us choose the subsequence (σ n ) n of (τ j ) j with the same indices as those of (r n ) n with respect to (ρ j ) j . By applying Lemma 3 to our weakly compact operator C ϕ : B → M (D p µ ) and observing that the sequence (z mn ) n is bounded in the Bloch space, we conclude that there exists a subsequence (m n k ) k of (m n ) n for which the arithmetic means 1
. They actually must tend to zero since they converge to zero uniformly on compact sets. Hence,
Let ε > 0 be fixed. There exists a positive integer N > 1 such that
(It will suffice to work just with this single fixed value of N .) The corresponding values r n N and σ n N will satisfy (12)
For an arbitrary but fixed z such that |(ϕ • σ n N )(z)| > r n N , let us use the shorthand x = |(ϕ•σ n N )(z)|. Then, using the triangle inequality for complex numbers, the obvious inequalities r n N < x < 1, the elementary identity for the sum of the first N − 1 positive integers, and (11), together with the fact that the sequence (C k ) k is increasing and the obvious inequalities
Together with (12) , this yields
Since this must hold for an arbitrary choice of ε, it contradicts our assumption (10) . This completes the proof that (9) holds.
Step 2 : Next, we show that the above condition (9), together with the weak compactness of C ϕ , implies the following condition:
For any constant function the above condition is trivially fulfilled so let f be an arbitrary but fixed non-constant function in B. Pick an increasing sequence (r n ) convergent to 1. Let us agree to denote by f r the dilations of f defined in the usual way:
In view of the obvious inequality:
the sequence (f rn ) is a bounded in the Bloch space. Also, it converges to f uniformly on compact sets. Since the operator C ϕ : B → M (D p µ ) has the Banach-Saks property (in reality, it suffices to use the fact that it is weakly compact), there exists a subsequence of (r n ), denoted in the same way by an abuse of notation, such that
Our axiom on boundedness of the point evaluations on D p µ implies uniform convergence of
We are, of course, not interested in the trivial case when the symbol ϕ is a constant function. Since neither of the functions f and ϕ is identically constant, the same is true of the function f • ϕ. Thus, we may select a further subsequence, denoted again by (r n ) in order not to burden the notation, so that
is not identically constant, and since ϕ is not identically constant, this implies
Given ε > 0, there exists a positive integer N such that
Moreover, by (9) there exists r 0 ∈ (0, 1) such that if r 0 ≤ r < 1 then
Hence for r 0 ≤ r < 1 and for every disk automorphism σ we have
Taking the supremum over all automorphisms σ, we obtain (13).
Step 3 : Finally, in order to see that our condition (13) implies
which is (c), it suffices to recall Lemma 1: there exist functions f and g in B such that
By applying this inequality at the point ϕ(σ(z)) instead of z and then using (13), we see that (c) follows immediately. 
Related examples of this kind in the specific context of operators from B into spaces of Q α type can be found in [15] or [31] . (
There exists a subspace X of B isomorphic to l ∞ such that the restriction of C ϕ to X is an isomorphism.
Proof. It suffices to apply the fact already mentioned that B is isomorphic to l ∞ as a Banach space and the following result [11, Ch. VI, Cor. 3, p. 149]: an operator T defined in l ∞ is not weakly compact if and only if there exists a subspace X of l ∞ isomorphic to l ∞ and such that T | X is an isomorphism.
It is natural to ask whether there is a version of Proposition 1 for compact operators into D p µ . Such a result can be easily proved by following and simplifying an easy part of the proof of Theorem 1. It also shows that in this case examples like the last one are not possible.
Proof. Let C ϕ be bounded from B into D p µ . By Proposition 1, we know that
Let (r n ) n be an increasing sequence with lim n r n = 1 and define
Note that Ω n is an ascending chain in the sense of inclusion whose union is D. 
This shows that
Now one can just retrace the steps of the proof of the implication (c) ⇒ (a) in Theorem 1 and simplify them (without taking the supremum and working only with the identity automorphism) to see that the last condition is sufficient for compactness of C ϕ .
Operators from the Bloch space into the little spaces
The purpose of this section is to characterize the bounded and compact operators from B into the small spaces M 0 (D p µ ). The proof of this characterization will require some "obvious" properties such as separability of M 0 (D p µ ) which are well known to hold in the classical "little spaces" like VMOA, B 0 , and Q α,0 . For example, this property is fulfilled whenever the polynomials are dense in the space. However, in our general context separability has to be checked and it turns out that a complete and rigorous proof of this fact is somewhat involved.
In what follows, we shall typically (but not exclusively) consider positive measures µ of the form dµ(z) = h(|z|) dA(z), where h ∈ [0, 1) → [0, ∞) is an integrable function. Moreover, we shall assume that there exist positive constants α and C such that
for all z ∈ D and all σ ∈ Aut(D). Then the induced measure µ is finite. We will refer to such µ as the radial measure induced by h. We remind the reader that the definitions of all classical conformally invariant spaces involve measures of this type. Let us agree to write
Using the standard change of variable: z = σ(w), dA(z) = |σ ′ (w)| 2 dA(w), it is easy to verify the identity (17)
for every function f in M (D 
Fix σ ∈ Aut(D). Given λ ∈ T, let us define σ λ (z) := σ(λz), z ∈ D. Then, applying the equality (17) and Minkowski's inequality,
That is, for all σ ∈ Aut(D) and all r ∈ (0, 1) we have that After passing to a subsequence, we may assume that the sequence (σ n ) n converges uniformly on compact subsets of the unit disk. By a corollary to Hurwitz's theorem, it converges either to a constant λ ∈ T or to an automorphism σ. We analyze the two cases separately. for all n ≥ n 0 , where σ n,λ (z) = σ n (λz) as before. From here we deduce by (19) that
which is in contradiction with (22) . Extend h to D radially by defining h(z) = h(|z|). By formula (17) and our hypotheses on h, we have Notice that |f ′ | p h belongs to L 1 (D, dA) because f ∈ M (D p µ ) and |f ′ rn | p h also belongs to L 1 (D, dA) by (20 
