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Até recentemente, a Engenharia Estrutural foi 
dominada amplamente por uma metodologia deterministica. 
Este fato conduziu à elaboração de normas de projeto com a 
especificação de niveis de resistência minima e 
intensidade máxima de cargas. Foram adotados também 
fatores de segurança, o que permitiu, geralmente, a 
realização de projetos considerados seguros. 
Infelizmente, a ocorrência de casos importantes de 
falhas estruturais com dramáticas conseqüências, mostrou 
que a segurança absoluta não pode ser atingida e, 
consequentemente, algum risco aceitável de falha estará, 
necessariamente implicito nos projetos. 
Desenvolveu-se então, um novo ramo na Engenharia 
usualmente denominado de Análise de Confiabilidade 
Estrutural, que procura avaliar a probabilidade de falha 
estrutural através de critérios probabilisticos. 
O estudo de confiabilidade estrutural foi iniciado em 
1947 por FREUDENTHAL [1], mas foi na última década que ele 
cresceu consideravelmente. 
A confiabilidade estrutural resulta da combinação da 
aplicação da Teoria das Probabilidades para o tratamento 
das várias incertezas ( cargas, dimensões, tens~es de 
escoamento, etc ••• ) que podem afetar o desempenho da 
estrutura, associada a métodos de análise estrutural, 
como por exemplo, o método dos elementos finitos. 
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Na década passada houve, também, um avanço 
considerável na Tecnologia dos Computadores, resultando no 
aparecimento das máquinas multiprocessadoras ou 
Computadores Paralelos. A comunidade cientifica passou 
então, a tirar proveito destas inovaçaes tecnológicas, com 
o desenvolvimento de novos algoritmos e tornando 
exeqüível a realização de projetos considerados, até 
então, inviáveis de serem realizados em máquinas 
seqüenciais. 
Neste trabalho apresenta-se um estudo de 
confiabilidade estrutural voltado para estruturas 
reticuladas, com o emprego de computação paralela. 
No capitulo II são apresentados os conceitos básicos 
da teoria de confiabilidade estrutural. Neste capitulo 
também são comentadas as várias áreas de aplicação de 
confiabilidade estrutural, 
importância nos dias atuais. 
demonstrando-se a sua 
No capitulo III são apresentados métodos de análise 
de confiabilidade, de um elemento estrutural. São 
mostrados vários métodos, desde os mais antigos até os 
mais recentes. Comenta-se para cada um deles suas 
potencialidades e limitaçaes. 
No capitulo IV são descritos os principais métodos de 
análise de confiabilidade de um sistema estrutural. e dada 
uma breve noção sobre os métodos gerais, baseados no 
método de simulação de Monte Carla. São apresentados, com 
mais detalhes, os métodos especialistas, baseados na 
seqüência de falhas de elementos estruturais. 
No capitulo V são apresentados alguns conceitos 
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básicos de computação paralela ,incluindo alguns tipos de 
arquiteturas paralelas e medidas de performance, bem como 
a descrição do sistema ACP utilizado na elaboração deste 
trabalho. 
No capitulo VII é descrita a 
computacional dos algoritmos de análise de 
utilizados neste trabalho, detendo-se 




No capitulo VII são analisadas quatro estruturas e 
comentam-se os resultados obtidos. 
No capitulo VIII são apresentadas as conclusões e as 
recomendações para trabalhos futuros. 
Finalmente, é fornecida no Apêndice A uma tabela da 
função de distribuição normal padrão de probabilidades. 
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CAPÍTULO II 
CONCEITOS BÁSICOS DE CONFIABILIDADE ESTRUTURAL 
11.1 - INTRODUÇÃO 
A Confiabilidade estrutural pode ser considerada uma 
medida da confiança que uma estrutura atende aos 
propósitos para os quais foi projetada. Está implicita 
nesta definição a hipótese de ocorrência de sucesso ou 
ralha da mesma. Neste caso confiabilidade pode ser 
avaliada pela probabilidade de 







na maioria dos problemas de engenharia a probabilidade de 
sucesso é bastante alta, costuma-se referenciar 
confiabilidade pela probabilidade de ralha. 
Os principies de confiabilidade estrutural foram 
introduzidos primeiramente por FREUDENTHAL [!]. Porém, foi 
nesta última década, que os métodos para análise de 
confiabilidade estrutural cresceram consideravelmente. 
Isto se refletiu principalmente na elaboração de normas 
técnicas, baseadas num contexto probabilistico, tanto na 
América do Norte, como na Europa. 
A confiabilidade estrutural pode e deve ser usada 
como parte integrante do processo de análise de projetos. 
Vários trabalhos tem sido feitos na área da indústria 
orrshore para demonstrar as possibilidades e vantagens do 
uso da confiabilidade como uma importante ferra~enta de 
análise e avaliação de projetos, como pode ser visto em 
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GUENARD [2]. Nesta mesma área a confiabilidade também tem 
sido usada como um valioso auxiliar de análise de 
alternativas de projeto, como pode ser visto em BEA [3]. 
Recentes trabalhos, como o de NIKOLAIDIS e BURDI550 
[4], têm mostrado o uso da confiabilidade estrutural como 
um fator limitante na otimização de estruturas. 
Uma potencial área de emprego de confiabilidade 
estrutural é o acompanhamento de estruturas já executadas. 
Atavés da confiabilidade pode-se identificar os elementos 
estruturais mais importantes da estrutura, do ponto de 
vista de risco de falha, e assim, elaborar um plano de 
Manutenção e Inspeção orientado para os mesmos, com vista 
a preservar a segurança da estrutura. 
~ sempre possível acontecer acidentes com elementos 
estruturais de uma estrutura. Um acidente sempre altera de 
alguma forma o comportamento da estrutura e algum risco é 
introduzido à mesma. Através da confiabilidade pode-se 
fazer a avaliação deste acréscimo de risco e tomar as 
decisões necessárias, com segurança. 
Ao longo deste trabalho serão utilizados conceitos de 
estatística e de teoria das probabilidades. 
necessidade de maiores informações sobre os 
Havendo 
termos 
empregados aconselha-se verificar em BENJAMIN e CORNELL 
[5]. 
II.2 - ELEMENTOS DA TEORIA DE CONFIABILIDADE ESTRUTURAL 
A teoria da confiabilidade estrutural resulta da 
aplicação da teoria das probabilidades, no tratamento das 
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várias incertezas que afetam a performance da estrutura, 
juntamente com métodos de análise estrutural. Por causa 
destas incertezas há sempre uma probabilidade, não nula, 
da estrutura não atender seus propósitos. 
, 
11.2.1 - CRITERIOS DE FALHA 
Quando uma estrutura ( ou elemento estrutural ) é 
carregada de algum modo, ela irá responder de uma certa 
maneira, que depende do tipo e da magnitude da carga e das 
suas caracteristicas de resistência e rigidez. Para a 
resposta ser considerada satisfatória ou não, depende dos 
propósitos que devem ser atendidos. Tais propósitos devem 
incluir a segurança contra colapso total, deformações 
excessivas, instabilidade, ou algum outro critério 
conveniente. Cada um destes propósitos é definido como um 
estado limite. A violação de um estado limite pode ser 
definida como uma falha da estrutura ( ou de um elemento 
estrutural ) • Sendo assim os estados limites podem ser 
utilizados como'' critérios de falha 11 
Tipo de Estado Descrição Exemplos Limite 
último Colapso de toda ou Fadiga,mecanismo 
parte da estrutura plástico,instab~ 
!idade, etc ... 
Serviço Interrupção do uso Deslocamentos e.!!.. 
normal cessivos, vibrª-
ções, etc ••• 
Tabela II.1 - Alguns Estados Limites para estruturas 
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o estudo da confiabilidade estrutural está 
concentrado no cálculo da probabilidade que o(s) estado 
limite adotado venha ser violado. 
Alguns estados limites para estruturas sKo 
apresentados na tabela II.1. 
II.2.2 - INCERTEZAS 
As incertezas encontradas em confiabilidade 
estrutural podem ser classificadas de vários modos. Uma 
classificação comum [2]' classifica em naturais, 
geométricas, de modelo e incertezas devido a 
humanos. 
erros 
As incertezas naturais surgem da natureza aleatória 
de várias grandezas fisicas, das quais depende a 
performance da estrutura. Os vários tipos de carregamento 
que atuam sobre uma estrutura ( vento, ondas, correntes, 
etc •• ) são geralmente aleatórios em magnitude, direção e 
duração; as caracteristicas mecânicas 
(resistência, ductilidade, etc ••• ) são 
dos materiais 
frequentemente 
aleatórias. Uma das caracter-iscas das incertezas naturais 
é que geralmente, 
eliminadas. 
não podem ser controladas ou 
As incertezas geométricas são vistas como a diferença 
existente entre a estrutura projetada e a construida. Ao 
contrário das incertezas naturais, elas podem ser 
controladas através de um controle de qualidade rigido 
sobre a fabricação dos componentes estruturais e a 
construção da estrutura. 
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As incertezas de modelagem surgem devido ao nivel de 
sofisticação dos modelos usados para calcular as cargas e 
a resposta da estrutura. Estas incertezas surgem 
geralmente da falta de conhecimento ou falta de 
informações do projetista. Estas incertezas podem 
também ser controladas. 
As incertezas devido a erros humanos resultam do 
envolvimento do homem no projeto, execução e uso das 
estruturas. Não é fácil de controlar estas incertezas. 
Existem modos para incorporar estas incertezas em 
confiabilidade estrutural, como pode ser visto em MELCHERS 
[6]. Neste trabalho não serão consideradas incertezas 
devido a erros humanos, conforme será justificado mais 
adiante. 
, , 
II.2.3 - VARIAVEIS BASICAS 
Todas as variáveis que são consideradas como 
aleatórias na análise da confiabilidade de estruturas ,são 
denominadas" variáveis básicas 11 
Todas as variáveis básicas são associadas a funções 
de distribuição de probabilidades, que podem ser obtidas a 
partir de dados observados, ou por avaliação subjetiva. 
Em geral as k variáveis básicas envolvidas na análise 
são representadas pelo seguinte vetor: 
onde u. é uma variável básica particular. 
' 
( II.1 ) 
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II.2.4 - FUNÇÃO DE FALHA 
Definido o critério de falha a expressão matemática 
que possa representar este critério é definida como 
"função de falha". A função de falha clássica é dada por 
Z = R - S ( II.2 l 
onde R representa a resistência da estrutura ( ou de um 
elemento estrutural ) e S o esforço atuante sobre ela. 
Através de Z pode-se definir a região em que se 
encontra a estrutura, ou seja: 
z > o 
z !', o 
pertence à região segura 
pertence à região falida 
A superficie Z = O define o limite entre as regiaes segura 
e falida, e é denominada de" superficie de falha " A 
figura ( II.1) mostra a representação gráfica da função 
de falha. 
A expressão ( II.2) pode ser escrita de uma maneira 
mais geral em função do vetor das variáveis básicas 
( 11.1) 
onde G ( 
vetorial. 
z = G ( u ) ( 1 I.3 ) 
) é a função de falha escrita em forma 
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s 
z < o 
Damlnia Falida 
de Falha 
O Oominio Seguro 
A 
Fig II.1 Representação gráfica da função de falha 
' II.2.5 - O PROBLEMA BASICO DE CONFIABILIDADE 
O problema básico de confiabilidade estrutural 
considera somente um esforço S resistido por uma 
resistência R. As grandezas S e R são descritas por 
funções de distribuição de probabilidades, fe 
s 
respectivamente. 
Se R podem ser referidas a estrutura como um todo ou 
um elemento estrutural individual. Considerado-se a 
confiabilidade de um elemento estrutural, este será 
considerado" falido" se sua resistência R for menor ( ou 
igual) ao esforço S que atua sobre ele. A probabilidade de 




Pr = p ( z :S o ) 
Pr = p ( R s :S o ) ( II.4 ) 
p ( 1 s :S o ) pf = R 
ou de um modo geral 
pf = P [ G ( R , S ) :S O ] 
( II.5 ) 
pf = P [ G ( U ) :5 O ] 
onde P (A) representa a probabilidade do evento A. 
A figura II.2 representa as funções densidade de 
probabilidades/se /r e a função densidade probabilidade 
combinada / • As equaçê5es ( II • 4 ) e ( . II • 5 ) são rs 
representadas pela região falida D ( escura ), e a 
probabilidade de falha pf torna-se [6] 
p=P ( R-S 
f :5 O)= f f 
D 
/ dr ds rs ( II .6 ) 
Segundo [5], quando R e S são independentes, /rs pode 
ser escrita da seguinte forma 
/rs = f • s 
e a expressão ( II 6) pode ser escrita como 
Pf= f f Ir . Is dr ds 
D 
( II 7) 
( I 1.8 ) 







Figura II.2 - Funçí!:ies de densidade de probabilidade 
II.2.6 - O PROBLEMA GENERALIZADO DE CONFIABILIDADE 
Para extender a formulação ( II .4 ) para toda a 
estrutura, observa-se que em geral, R é uma função das 
propriedades do material e das dimensões do elemento 
estrutural e S é uma função das cargas aplicadas, 
densidade do material e dimensões do elemento estrutural, 
podendo cada uma destas variáveis ser considerada como 
aleatória. Assim estabelece-se uma função de falha 
G (~)para representar o critério de falha adotado em 
função destas variáveis. Estas, então, s~o consideradas 
como as variáveis básicas ~ do problema. Desta forma a 
generalização da expressão (II.6) é escrita da seguinte 
forma 
Pr = P [ G C U ) :S O ] 
( II.9 ) 
Pr = J f / ( u u ) du 
D 
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onde f ( u) du é a função densidade de 
u -
probabilidade 
combinada de todas as variáveis aleatórias envolvidas e D 
representa o dominio falido, ou seja, a região onde 
G(!;!)~O. 
Em geral as variáveis aleatórias são independentes 




/ ( u.) 
u ' 
( I I.10 ) 
onde f ( u.) é a função densidade de probabilidade da 
u ' 
variável u. e 
' 
k é o número total de variáveis 
envolvidas. 
Exceto para casos especiais a integração das 
expressaes ( II.8) e ( II. 9 ) pode ser feita 
analiticamente, e existem técnicas aproximadas para a sua 
avaliação, que serão vistas mais adiante. 
II.3 - ANÁLISE E IMPORTÂNCIA DA CONFIABILIDADE ESTRUTURAL 
Como visto anteriormente são várias as incertezas 
envolvidas na análise da confiabilidade de uma estrutura. 
Nem todas estas incertezas podem ser quantificadas, e 
analisadas pela expressao ( II.9 ); mesmo assim, o 
cálculo desta expressão, levando em consideração somente 
as incertezas passiveis de quantificação, tem utilidade 
prática na avaliação da confiabilidade estrutural. 
Apresenta-se na tabela ( II.2) as principais causas 
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de falhas estrurais já observadas [6]. 
Causa 7. 
Apreciação inadequada das cargas 
e do comportamento da estrutura 47 
Erros em desenhos ou cálculos 7 
Informações inadequadas em doeu-
mentos de contrato ou informações 9 
Execução inadequada 13 
Catástrofes, sabotagens, etc ••• 
( parte não imaginável ) 7 
Variações randômicas no carrega-
mento, na estrutura, no material, etc ••• 10 
Outros 11 
Tabela 11.2 - Causas de falhas estruturais 
, 
11.3.1 - CALCULO DA PROBABILIDADE DE FALHA 
A probabilidade de falha até então considerada, supõe 
que a incerteza associada com a variável básica possa ser 
representada por uma função densidade de probabilidade ou 
por parâmetros aleatórios. Nem sempre porém, é possivel ou 
viável calcular a probabilidade de fallha desta maneira 
devido a falta de informações Neste sentido pode se 
fazer uma distinção entre a parte "anali tica", que 
representa a contribuição das variáveis básicas com 
informações conhecidas, e a parte" não analitica .. 
' 
que 
representa a contribuição das demais incertezas que não 
tenham informações probabilisticas suficientes. 
A estimativa da probabilidade de falha que incorpora 
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estas duas partes pode ser escrita como 
( 11.11 ) 
onde p representa a contribuição dos eventos 
fv 
analiticos 
e pfu a contribuição dos eventos não analiticos. 
Na prática p representa as incertezas naturais e 
fv 
geométricas enquanto que p representa as incertezas de 
fu 
modelo e incertezas devido a erros humanos. 
IJ.3.2 - PROBABILIDADE NOMINAL DE FALHA 
Como visto no item anterior à probabilidade global de 
falha é melhor representada pela inclusão da parcela dos 
eventos não analiticos, que são representados 
principalmente pela atuação do homem. Quando esta parcela 
é ignorada, ou simplificações são feitas, a probabilidade 
de falha correspondente torna-se uma probabilidade de 
falha nominal, p • Isto significa dizer que este 
fn 
valor 
deve ser encarado como uma medida formal da probabilidade 
de falha da estrutura real. A questão pertinente é que 
tal medida de probabilidade tem um significado útil quando 
utilizada de forma relativa, para analisar a variação da 
confiabilidade em diferentes situações, em uma 
estrutura. 
dada 
Uma outra questão, relacionada a probabilidade 
nominal de falha, é sua validade para fazer comparações de 
alternativas de projetos. A validade desta utilização é 
comprovada pelo fato de que a decisão não é influenciada 
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pela não consideração das incertezas não analiticas [6]. 
Esta justificativa é a seguir demonstrada. 
A probabilidade de falha pode ser escrita como 
( I I.12 ) 
onde p é a probabilidade nominal de falha e 
fn 
denota 
as contribuições das incertezas não absorvidas por prn" 
O custo total C de uma estrutura pode ser escrito de 
T 
uma maneira simplificada, considerando a probabilidade de 




onde o custo inicial C depende da probabilidade de 
I 
falha 
nominal e o custo de falha C depende da probabilidade 
F 
total. 
Para uma pequena probabilidade de falha ( nominal ), 
o custo inicial será mais alto, reduzindo progressivamente 
com o aumento de P , como pode ser visto 
fn 
na figura 
( II.3.a ). O custo de falha C usualmente contém um termo 
F 
representando os custos de reconstrução, assumidos por 
conveniência como sendo igual ao custo inicial C
1 
( Prn ) 
mais um termo C representando outros custos. Dois casos 
s 
extremos podem ser considerados C =C eC= 




dois casos estão representados nas figuras ( 
( II.3.c) respectivamente. 
II.3.b ) e 
No primeiro caso, pode ser visto que a mudança 




ótimo de p ( A ) • No segundo caso a mudança com relação 
fr. 
a p trás uma pequena mudança com relação ao ponto ótimo fg 
Prn ( B ) • 
Desta maneira o que varia é o custo real da estrutura 
porém, o ponto ótimo de pfn permanece insens1 vel a pfg" 
Isto permite concluir que pfn pode ser utilizada na 
comparação de alternativas de projetos 
e, 





o Pfn o A pfn 
l a l 1 11 l 
e 





, ---~(P + P, ) C ( P, ) 
1 _..-fngtn 
----- -- pfnC,(pfn) 
o B pfn 
1 e ) 
Figura II.3 - Curvas de Custo 
Neste trabalho somente será considerada a 
probabilidade nominal de falha que 
simplesmente por Pr· 
serâ denominada 
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II.4 - fllERARQUIA DAS MEDIDAS DE CONFIABILIDADE ESTRUTURAL 
A análise de confiabilidade estrutural pode ser 
definida em vários níveis 
sofisticação da análise. 
dependendo do grau de 
O nivel mais baixo e mais simples, Nivel I, é 
representado pelos valores característicos das variáveis 
básicas envolvendo coeficientes de segurança e 
coeficientes de majoração. 
Ao Nivel II, as variáveis aleatórias são 
representadas pelos valores médios, desvios padrões e 
coeficientes de correlação e admite somente distribuiçe5es 
normais de probabilidades. 
Em um nivel mais elevado, Nivel III as variáveis 
aleatórias são representadas pelas suas próprias funções 
de densidade de probabilidade. 
Neste trabalho serão comentados os niveis II e III, 
porque o nivel I representa a confiabilidade embutida em 
normas de segurança mais antigas. 
II.5 - CONFI.ABILIDADE DEPENDENTE DO TEMPO 
Até aqui todas as variáveis aleatórias foram 
consideradas como sendo independente do tempo Isto 
corresponde a situações em que as variáveis não são 
funções do tempo, ou a situações em que o tempo~ fixado a 
um instante particular. 
Em geral as variáveis aleatórias são dependentes do 
tempo como pode ser visto na figura ( 11.4 J. Isto se 
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justifica, pelo fato da carga poder variar com o tempo , 
bem como as propriedades mecânicas do material também, 
quer como resultado do carregamento aplicado ou por causa 
de algum mecanismo de deteriorização A fadiga e a 
corrosão são exemplos tipices de 
resistência. 
deteriorização da 
Desta forma o problema básico de confiabilidade 
estrutural pode ser representado da seguinte maneira 
Pr ( t ) = P [ R ( t ) - S ( t ) :S O ] ( 11.14 ) 
Como a estrutura é projetada para um tempo, T, de 
vida útil é interessante saber a máxima carga e a 
resistência minima neste periodo. e altamente improvável 
que haja coincidência entre a ocorrência da carga máxima e 
a resistência minima [6]. Por esse motivo, na maioria dos 
problemas, R pode ser assumido como invariante no tempo 
como mostra a figura ( II.5 ). A expressão ( II.14) 
ser escrita da seguinte forma 
pode 
P/ t ) = [ R - max S ( O : T ) :S O ] ( II.15) 
onde max S (O: T) denota o máximo carregamento durante 
a vida útil. 
Na equação ( II.15) max S pode ser considerada como 
uma variável aleatória cuja distribuição de probabilidades 
pode ser obtida diretamente pela aplicação da teoria dos 
Extremos [2]. 
Desta forma consegue-se um método para análise de 
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confiabilidade com variáveis básicas variando com o tempo. 
R,S 
R 
o T t 
Figura II.4 - Variáveis R e S variando com o Tempo 
R,S 
s ( t 1 1 
~r-: 
o t T 
Figura II.5 - Variável R invariante no Tempo 
21 
CAPÍTULO III 
MÉTODOS DE AVALIACÃO DA PROBABILIDADE DE FALHA , 
111.1 - INTRODUÇÃO 
Tendo-se definido uma função de falha Z = G ( !:! ) e 
o vetor das variáveis básicas!:! tanto para representar um 
sistema estrutural como um todo, ou um simples componente 
particular desta estrutura, a probabilidade de falha pf 
associada, ou seja P [ G ( !:! ):S O ] ' 
é dada pela 
expressão ( 11.9 ). 
A dificuldade para avaliação desta expressão começa 
pelo problema da definição da função de distribuição de 
probabilidade combinada/ ( u ) 
u -
variáveis básicas, ou mesmo 
envolvendo todas as 
as distribuiçeíes 
probabilidade individuais destas variáveis. 
de 
Esta 
dificuldade se deve principalmente à insuficiência de 
dados observados e pela complexidade inerente ao problema. 
De um modo geral, mesmo se fosse passivei a obtenção 
de f ( u) a resolução analítica da expressão ( 11.9 ) 
u -
seria muito dificil ou quase impossível, como pode ser 
visto em WIRSHING [7]. Isto leva ao uso de técnicas de 
integração numérica, simulaçeíes e outros métodos 
denominados métodos avançados. 
Neste capitulo serão apresentados estas técnicas e 
métodos dando-se destaque aos métodos avançados por serem 
os mais usados em confiabilidade. 
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III.2 - PROBABILIDADE DE FALHA DO PROBLEMA BÁSICO DE 
CONFIABILIDADE ESTRUTURAL: Caso Particular 
O problema básico de confiabilidade é representado 
pela função de falha Z dada pela expressão ( II.2) e tem 
como variáveis básicas R e S. Num caso particular quando 
estas variáveis térn uma distribuição 










respectivamente, Z pode ser representada corno uma variável 
aleatória com distribuição normal de probabilidades (5,6], 
onde sua média e variância são dados por 
( II I. 1 ) 
( III.2 l 
A probabilidade de falha pf, segundo CORNELL 
pode ser avaliada pela seguinte expressão 
[B], 
Pr = p ( R-S!:é o ) 
= p ( z !:, o ) C III.3 ) 
[ 
o - µ 
l z = <I> a z 
onde <j> ( ) denota a função de distribuição normal padrão 
apresentada no Apéndice A, deste trabalho. 
A variável randõmica Z está representada na figura 
( III.1 ), na qual a regi~o de falha encontra-se 
escurecida. 
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Usando as expressões ( III.2 ) e ( III.3) 
~ [ - ( µR - µS ) l Pr = ( 2 2 ) 1/2 o + o R s 
= <I> ( - (3 ) 
onde (3 é definido como o" indice de segurança" 
(3 = o z 
onde o é o desvio padrão da variável aleatória z 
definido como 
o z 







( III.4 ) 
( III.5 ) 
Z e é 
( III.6 ) 
Figura III.1 Função distribuição normal de 
probabilidades para a variável z. 
O indice /3, em palavras, pode ser visto como a 
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distância, expressa em unidades de desvio padrão, entre a 
origem (O) e o valor médio de Z 
observado na figura ( III.1 ). 
Isto pode ser 
III.3 - MÉTODOS DE INTEGRACÃO NUMÉRICA E SIMULACÃO 
IJI.3.1 - INTEGRAÇÃO NUMÉRICA 
Neste método o dominio das variáveis básicas U 
é subdividido em pequenos intervalos e a integral 
( II.9) é aproximada pelo somatório dado por 
(i. > 
u ( III.7 ) 
onde o somatório l é calculado sobre os intervalos 
que pertencem à região falida. 
Esta aproximação pode dar bons resultados, se os 
intervalos f>.!;;l<i> forem suficientemente pequenos, mas para 
a maioria dos problemas o custo computacional é muito 
grande o que torna este método impraticável [6]. Por 
exemplo, em um problema m-dimensional ( m variáveis 
básicas), se o limite de cada variável é subdividido em 
100 intervalos, o número total 







computacional cresce significativamente com o aumento de 
m. 
Os métodos de integração numérica portanto, não são 
geralmente muito usados, embora algumas técnicas de 
integração tenham sido desenvolvidas, como pode ser visto 
em [6]. 
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111.3.2 - SIMULAÇÃO DE MONTE CAP.LO 
Uma outra maneira de obter uma solução aproximada da 
expressão ( II.9) é através da técnica de simulação de 
Monte Carlo. Como seu nome sugere esta técnica envolve a 
geração aleatória de eventos (amostras), para simular 
artificialmente um experimento, através de um grande 
número de realizaç~es. 
Em confiabilidade estrutural esta técnica consiste em 
A 
gerar N vetores independentes U., cada um destes vetores 
-L 
contendo valores particulares para cada variAvel bAsica 
u.' L gerados a partir das respectivas funç~es de 
distribuição de probabilidade. Para cada um destes N 
vetores U. a função de falha 6 ( U ) é calculada e a 
-L 
probabildade de falha é aproximadamente avaliada por 
n ( 6 $ O ) 
( III.a) 
N 
onde n ( 6 $O) é o número de vezes que se obteve um 
resultado menor ou igual a zero para a função de falha 
A 
6 ( U.). 
-L 
O número N de experimentos necessârios estA 
diretamente relacionado com a precisão desejada para Pr· 
Conceitualmente a simulação de Monte Carlo é muito 
simples, porém seu uso em confiabilidade requer 
elaboração de uma estratégia de amostragem apropriada e 
confiAvel de forma a reduzir o número de realizaç~es 
necessArias, o que se torna um pouco mais complexo. 
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Um dos maiores problemas em usar a simulação de Monte 
Carla é quando a probabilidade de falha é pequena ' pois 
neste caso, torna-se necessário um grande número de 
realizações para se obter uma boa estimativa de Pr· 
A vantagem da simulação de Monte Carlo é a de ser 
geral e poder tratar com problemas de grande dimensão, ou 
seja, com um grande número de variáveis básicas e grande 
complexidade associada com a análise de cada realização. 
III.4 - MÉTODOS AVANÇADOS 
Os dados disponiveis sobre as variáveis básicas podem 
ser somente suficientes para avaliação do primeiro e 
segundo momento ( estatisticos ), ou seja, a média e o 
desvio padrão. Neste caso torna-se imperioso o 
desenvolvimento de uma formulação, baseada na média e no 
desvio padrão para avaliação da confiabilidade. Neste 
contexto é que foi desenvolvida a formulação second-moment. 
Esta formulação deve ser interpretada como se todas as 
variáveis básicas tivessem uma função de distribuição de 
probabilidades normal, pois a distribuição normal é a 
única que pode ser descrita completamente com a média e o 
desvio padrão. A formulação secand-moment é consistente 
para outras funçaes de distribuição de probabilidades, 
não-normais, desde que se consiga uma distribuição normal 
equivalente que represente estas distribuiçaes. 
Os métodos de avaliação de pr baseados na formulação 
secand-moment são os mais utilizados e pesquisados na 
atualidade. 
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III.4.1 - MÉTODO FOSM C FIRST ORDER SECOND HOHENT J 
O indice de segurança f,, definido anteriormente, é a 
medida básica de confiabilidade. Este indice delimita o 
contorno da região falida, como pode ser visto na figura 
(Ill.1). Um indice f, grande siginifica uma pequena 
probabilidade de falha Pr e vice-versa. Torna-se claro que 
f, pode ser empregado como uma medida de segurança para 
qualquer função de falha G (~)e para qualquer função de 
distrubuição de probabilidade para as variáveis básicas Ui.. 
Quando Z= G (~)é uma funç~o linear com variáveis 
básicas U. normalmente distribuídas, demonstra-se 
e 
[6,4], 
que Z se comporta como uma variável normalmente 
distribuída, como visto no item C 1Il.2 ). 
Em geral Z= G C ~) não é linear. Ent~o, mesmo com 
todas variáveis básicas U. sendo normalmente distribuidas, 
e 
Z n~o n~o terá uma distribuiç~o normal. Torna-se 
necessário, portanto, linearizar G ( U) para se obter a 
médiaµ e o desvio padrão a , por uma expansão em série z z 
* de Taylor sobre o ponto~. 
Aproximaç~es que linearizam Z s~o denotadas first 
order. 
Excluindo termos de ordem mais alta a função de falha 
Z= G CU) pode ser escrita como 








tº Dados estatisticos das 
/' / variáveis ( µ • a ) 
r-A R - ( 62 • 6.2 ) ~" y R A - ( 2.8 0.14 ) • 
/ (l - 100 ( deterministica) 
FUNÇÃO DE FALHA z 
Formulação A Formulação B 
z = R - (l z RA - (l = A 
Média e desvio padrão de z 
(l 
µ2 = µR - --
µA µz 
= µR µA - (l 





+ [ iA] [ a: z 2 2 ] (7 = µA + (7 µR z R z A 
= 6.4S2 = 19.41 





= -- = --(7 (7 
z z 
= 4.07 = 3.79 
Figura 111.3 - Formulação inconsistente para (3 
Assumindo que todas as variáveis básicas não são 
correlacionadas demonstra-se [S,6] que 
( 111.lOa) 
e 
( 111.lOb ) 
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é calculada no ponto u* e o. significa o desvio padrão da 
variável U • 
l 
' 
Deste modo o indice ~ pode ser calculado pela 
expressão ( III.5 ) e pf por ( IIl.4) 
Esta é uma maneira simples de calcular ~. porém a 
decisão critica é a seleção do ponto de linearização 
apropriado y*. Nos primeiros estudos [7], o ponto u* foi 
considerado como sendo o valor médio das variáveis 
básicas. Esta escolha, porém não se revelou adequada, uma 
vez que diferentes valores de ~ são obtidos para duas 
formulações igualmente válidas para caracterizar um mesmo 
critério de falha, conforme demonstrado na figura 
( III.3 ). Este problema levou ao desenvolvimento do indice 
de segurança generaliazado que será apresentado a seguir. 
111.4.2 - MÉTODO INVARIANTE DE HASOFER-LIND 
Baseado no problema apresentado na seção anterior 
HASOFER e LIND [9] propuseram um método para estabelecer 
um ponto adequado de linearização y*, para o qual ~ 
permaneça invariante com a formulação do problema. 
Recordando o problema básico de confiabilidade, com 
as variáveis básicas R e Se a função de falha Z dada pela 
expressão ( Il.2 ), introduz-se agora o conceito das 
váriaveis reduzidas onde 
R' = ( 111.lla ) 
S' = 
s - " '"s: 
CI s: 
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são as variáveis reduzidas de R e S. 
( 1II.11b) 
A função de falha Z pode ser agora representada no 
espaço destas variáveis reduzidas, como mostra a figura 
(III.4 ). Em termos destas variáveis reduzidas, a funç~o 
de falha Z, no estado limite Z=O, torna-se: 
CI R' - CI S' + µ - µ = o 
R S: R S: 
s· 
z > o 
Oominia Seguro 
d 
z < o 
Oominio Falido 
( II 1.12 l 
o 
Figura III.4 - O problema clássico de confiabilidade 
representado no espaço das variáveis 
reduzidas 
A distância d entre a origem O e reta Z=O, 
representada pela expressão ( III.12) , é uma medida de 
confiabilidade. Esta distância ( OP ), considerando 
geometria analitica, é dada por: 
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d = ( III .13 ) 
( ª2 + ª2 ) 
S R 
Pode se observar que para R e s normalmente 
distribuidos a expressão C III.13) é idêntica à expressão 
( IIJ.5) e então d pode ser considerado o indice de 
segurança~, ou seja ~d 
Em geral Z é uma função não linear de várias 
variáveis básicas u.' 
l 
tornando-se necessária a 
generalização deste procedimento. 




básicas na forma 
( II I.14 l 
a função de falha Z = G ( U ), no estado limite Z =O, 
é dado por 
G(aU .. µ, .... au .. µ )=O 
u1 t Ui un n Un 
( III.15) 
que representa uma superfície no espaço n-dimensional, 
denominada superfície de falha. A figura ( III.4 ) 
representa o caso bidimensional. 
Observando a figura ( IIJ.5) nota-se que a região 
considerada segura ( G >O) aumenta ou diminui, a medida 





' u' 1 
Figura III.5 - G ( U) no espaço bidimensional das 
variãveis reduzidas 
aproxima da origem. Então, a posição da - superficie em 
relação a origem determina uma medida de confiabilidade. 
Esta posição pode ser representada pela distância minima 
entre a superficie de falha e a origem. 
* O ponto~ sobre a superficie de falha com a minima 
distância à origem é denominado o ponto mais provável de 
falha. Este ponto, representado no espaço original das 
variáveis básicas, é portanto o ponto onde Z = G ( U ) 
deve ser linerizada para~ ser invariante com a formulação 
adotada. Esta descrição está representada 
C III.6 ). 
O ponto * u 
básicas é dado por 
u*= * u O' 
- u 
representado no espaço 
O indice de segurança~ generalizado, 
na figura 
das variáveis 
( III.16 l 
fica definido 
como a distância minima entre a superficie de falha e a 
origem, no espaço das variáveis reduzidas. 
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Formo LI neorÍzadCI 
de G em u• 





O problema é então determinar o ponto U' sobre a 
superfície de falha com a mínima distância à origem. 
A distância de um ponto~·= ( U',u', ••• ,U'), sobre a 
- i 2 · N 
superfície de falha G ( U) =O, à origem é dada por 
D = ( u;z + U' 2 + . . . . + U'2 )i/2 
2 N 
( 111.17) 
D = U't U' ) 
* * * * O ponto u = ( u ,u , ... ,u) 1 2. . t-.: sobre a superficie de 
falha, que tem a minima distância à origem pode ser 
determinado, segundo SHINOZUKA [10], minimizando a função 
D, sujeita a restrição G (~)=O. 
Para isto utiliza-se o método do multiplicador de 
Lagrange, fazendo-se: 
34 
L = D + À G ( U ) ( III.18) 
ou 
L = ( U't U' )1/2 + À G ( U ) ( III.19 ) 
Em notação escalar,( III.19) pode ser escrito como: 
= ( U'z U'z) L + ••• + +:>..G ( U, •• ,U) 
1 N 1 N 
( III.20) 
onde U. = o- .U' + µ . 
\. U1. \. U\. 
Minimizando L, se obtém o seguinte conjunto de (n+l) 











< u•+ u•+ •••• +u' >1/2 




= o i. = 1,Z, ... ,N 
= G ( U ,U , •••• ,U) = O 
1 Z N 
A solução do conjunto de equações 
+ 
( III.21 ) 
( III.22 ) 
( III.21 ) e 
( III.22) devem fornecer o ponto mais provável de falha 
* u 
Introduzindo o vetor gradiente 
no qual 
§ = ( : ~. ' : ~. ' •••• ' 
• z 






iJ G dU 
= iJ G ªu, au 
' 
( III.23) 
( III. 24 ) 
35 
O conjunto de equações ( III.21 )pode ser escrito na 
forma matricial como 
U' 
+ À 6 = o ( III .25 ) 
( u•t u• )i/2 
ou ainda 
U'= - À D 6 
( III.26 ) N 
entretanto 
D = ( ( À D §l) ( À D §l) 
)1/2 
( III.27 ) 
=>.. D ( 6l6 )1/2 
donde 
À ( 6l 6 ) -1/2 ( III.28 ) = 
N N 
Usando as expressões ( III.28) em ( III.26) tem-se 
-6 D 
( III.29 ) U'= 
pré-multiplicando ( III.29) por 6l 
D=------
( §l§ )1/2 
( III.30) 
Substituindo a equaç~o ( III.29 J na equaç~o (III.22) 
resulta uma simples equaç~o com apenas D 
desconhecido, expressado na equaç~o ( III.30 ). A soluç~o 
resultante dá a distância minima dmin = ~, ent~o 
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e"'t u '"' 
" = ( e""t e"' ) 1/2 ( III.31 ) 
* na qual§ é o vetor gradiente avaliado no ponto mais 
* provável de falha u' • 
Na forma escalar a expressão ( III.31) fica 
" = 
n 
"\' . "' [, u. 
i. =t \. 
onde as derivadas parciais lJ G 
" u• i 
s~o avaliadas 
u·! Usando t, em ( III .29 ) este ponto torna-se 
G"' n - ,. 
ou na forma escalar 
na qual 





"' ,.., ot. ,, 
e 




( III.34 ) 
( III. 35 ) 
são os cossenos diretores em relação aos eixos u· •• 
Este método pode ser rezumido no seguinte algoritmo 
numérico apresentado por ANG [11]: 
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Passo 1 - Assumir valores iniciais para 
e obter 






• Formar U. 
' 
C1 . u, 
as • 




= µUi. - c.i. c,Ui.~ 
• • • • Substituir U anterior em 6( U ,U , ••• ,U > 
-i. t 2 n 
e resolver para~-
Passo 5 - Usando~ obtido no passo anterior, reava-
* • liar U' = -OI. ~ 
' ' 
Passo 6 - repetir os passos 2 a 5 ate' a convergência 
ser obtida 
A convergência do processo iterativo pode não ser 
obtida quando a função de falha é altamente não linear 
[2]. Outra possivel deficiência deste processo é quando o 
ponto de partida for um ponto próximo a um 
estacionário que não seja um de minimo [5]. 
ponto 
111.4.3 MÉTODO DE HASOFER-LIND PARA VARIÁVEIS 
CORRELACIONADAS 
Até aqui as variáveis básicas foram consideradas como 
sendo não correlacionadas ou variáveis estatisticamente 
independentes. Há casos, porém, que as variáveis básicas 
são correlaciondas e para ser possivel a aplicação do 
procedimento anterior, deve ser feita uma transformação 
destas variáveis em um conjunto de variáveis aleatórias 
não correlacionadas. 
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Esta transformação da matriz de covariância C das 
variáveis aleat6rias originais, g 
forma. 
obtida da seguinte 
Supondo que a matriz de covariância das variáveis 
básicas originais U ,U , ••• ,U seja 
i z "' 
z 
Cov(U ,U ) Cov( U ,u ) CI 
u i z i "' i 
Cov ( u ,u > z Cov(u ,U ) e CI (III.36) = z i u z "' z 
Cov(u ,u ) Cov(u ,u ) z CI 
"' i "' z u "' 
onde os elementos Cov(u.,u.), 
' J 
são as respectivas 
covariâncias entre os pares U. e U .• A covariância entre 
' J 




Cov(U'. ,U'.) = ' J ( III.37 ) 
' J 
ou 
Cov(U' ,U') = p 
\. J Ui.,Uj 
( III.38) 
onde p . . é a correlação entre as variáveis U. e U .• 
U\.,UJ 1,. J 
A matriz de covariância escrita no espaço das 
variáveis reduzidas corresponde à matriz de correlação das 
variáveis originais e é dada por 
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1 p12 .... - .. piN 
C' Pu ' p2N ( III .39 ) = 
PNi PN2 ....... 1 
O conjunto de variáveis básicas não correlacionadas 
pode ser obtido a partir de U' através da seguinte 
transformação ortogonal [10] 
V= Tt U' ( III.40 ) 
onde 
T = uma transformação ortogonal 
V= ( y ,Y , ••.. ,y) é o conjunto de variáveis 
~ ~ 2 N 
transformadas não correlacionadas 
T é uma matriz ortogonal formada pelos autovetores 
calculados a partir da matriz de covariância C'de forma 
que 
( III 41) 
onde À é a matriz diagonal dos autovalores de e•. 
Observa-se que C' é uma matriz real e simétrica, pois 
P,tPj, ; e ent:ll'.o os autovetores 
entre si. 
s:ll'.o reais e 
O indice de segurança pode ser avaliado por 
(3 = 
e s*c• s* >1/ 2 
ortogonais 
( III.42 ) 
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onde as variáveis reduzidas U' e as variáveis originais U 
estão relacionadas a Y através da seguinte expressão: 
U'= T Y ( III.43 l 
e 
( III.44 ) 
na qual 
e o Ui 





µu = µU2 ( III.46 ) 
µUn 
Deve-se ressaltar que ( III.44) somente é válida 
quando se trata de variáveis aleatórias normalmente 
distribuídas. No caso de se tratar de variâveis 
aleatórias não normalmente distribuídas, este método 
poderá ser também utilizado, fazendo-se a transformação 
das variáveis não normais em normais equivalentes. 
III.4.4 - MÉTODO INVARIANTE DE RACWITZ-FIESSLER 
Como foi citado anteriormente, a formulação baseada 
na teoria do second-aoaent s6 é válida para variáveis 
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básicas cujas distribuiçaes de probabilidade sejam 
normalmente distribuidas. No geral o problema é avaliar a 
probabilidade de falha, onde a função de falha Z = G ( U 
é uma função qualquer, e cada variável básica 
distribuição de probabilidade qualquer. 






empregando-se o conceito de distribuição equivalente 
proposto por RACWITZ e FIESSLER (12], ou seja, transformar 
as variáveis não normalmente distribuidas em variáveis 
normalmente distribuidas equivalentes. 
A distribuição normal equivalente, para uma variável 
básica individual não normalmente distribui da, deve ser 
obtida de maneira que suas funçaes acumulativa e de 
distribuição de probabilidades sejam iguais às suas 
correspondentes não normais, no ponto u* 
i. ' 
sobre a 
superficie de falha. 
Igualando-se as ordenadas correspondentes às funçaes 
acumulativas de probabilidades tem-se 
onde 
·[ u* N l ' µUi. F Ui. ( u* ( III.47) = N ' 0 ui 
µui.'ºui.- são respectivamente a média e o desvio 
padrão da distribuição normal equivalente 
Fui.( U~) - é a função acumulativa de probabilida-
des original de U avaliada em u* 
i i 
~ ( ) - é a função acumulativa de probabilidade da 
distribuição normal padrão. 
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A expressão ( 111.47) resulta em 
O'N, V,-
1 
[ F .( u* ) ] 
U1. Ut. i 
( 111.48) 
Agora, igualando-se as ordenadas correspondentes às 






/u,< u~ > -
' 
] = / Ui. ( U~ ) ( 111.49 ) 
é a função distribuição de probabi-
lidade original avaliada em u* 
' 
~ ( ) - é a função distribuição de probabiliade 
normal padrão 
Desenvolvendo-se as expressões ( 111.48 ) e 
( III.49) obtém-se 
N 
O'.= u, 
~ { -• V, [ F . ( u* U1. i. 
/ Ui ( U~ ) 
) ] } 
( III.50 ) 
As expressões ( III.48) e ( III.50) definem os dois 
parâmetros básicos da distribuição normal equivalente. 




Assumir todas variáveis U como normais 
' 
Usar o método de Hasofer-Lind e calcular o 
* ponto U sobre a superficie de falha 
Passo 3 - Recalcular a média e o desvio padrão das 
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variáveis n~o normais através das express~es 
C III.49) e C III.51 ) 
Passo 4 - Repetir os passos 2 e 3 atê a convergência 
ser obtida para o ponto u* 
e possivel portanto considerar variáveis não 
normalmente distribuidas e correlacionadas como pode ser 
visto em [11]. Porém, neste trabalho somente ser~o 
consideradas variáveis aleatórias normalmente distribu1das 
e não correlacionadas. 
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CAPÍTULO IV 
CONFIABILIDADE DE UM SISTEMA ESTRUTURAL 
IV.1 - INTRODUÇÃO 
Os métodos existentes para o cálculo da probabilidade 
de falha de um sistema estrutural podem ser divididos em 
duas classes; os métodos gerais e os métodos 
especilizados. 
Os primeiros são considerados gerais no sentido que 
podem ser utilizados com qualquer tipo de formulação, ou 
seja, eles podem incluir por exemplo uma análise dinâmica 
não linear. A base destes métodos envolve realizaçaes de 
simulaçaes com as variáveis aleatórias e a verificação, 
para cada simulação, das condiçaes de ocorrência de 
"falha" • O quociente entre o número de ocorrências de 
falha e o número total de simulaçaes pode ser considerado 
uma estimativa da probabilidade de falha. A ferramenta 
básica destes métodos, é representada por técnicas de 
simulação baseadas no método de Monte Carla apresentada no 
capitulo III. Estes métodos são conceitualmente simples, 
mas devido aos pequenos valores da probabilidade de falha, 
tipicamente encontrados em sistemas estruturais, o número 
de simulaçaes necessárias resulta exageradamente grande, 
tornando impraticável sua aplicação para a maioria dos 
problemas reais. 
Na segunda classe de métodos o sistema estrutural é 
definido por um número finito de elementos estruturais 
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cujas caracteristicas de força-deformação são 
representadas por dois estados, antes da falha e depois da 
falha, não havendo estados intermediários, sob a ação de 
cargas estáticas. Considera-se, portanto, um problema de 
análise linear estática com elementos estruturais não 
lineares. Estes métodos requerem a identificação de 
seqüências de falhas de elementos estruturais que levem o 
sistema estrutural ao colapso. A falha do sistema 
estrutural é definida como o evento de que qualquer uma 
destas seqüências ocorra. Para sistemas estrurais grandes, 
o número total de seqüências passiveis é muito alto e um 
passo crucial é identificar as seqüências mais prováveis 
de ocorrerem. Estes métodos são computacionalmente mais 
eficientes que os primeiros 
determinados problemas. 
mas s~o restritos a 
Neste trabalho somente métodos pertencentes a segunda 
classe serão analisados. 
, 
IV.2 - METODOS ESPECIALIZADOS 
IV.2.1 - DESCRIÇÃO GERAL 
Tendo sido definido o(s) critério de falha para o 
sistema estrutural como um todo e o(s) critério de falha 
para os elementos estruturais que compõem a estrutura 
deseja-se encontrar as seqüências de 





seqüências de falha são denominadas por" modos de falha" 
ou" modos de colapso II da estrutura .. Para um determinado 
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sistema estrutural existe um grande número de modos de 
falha. A representação gráfica destes modos é denominada 
de" árvore de falhas". Para a estrutura representada na 
figura ( IV.1) a árvore de falhas, com todos os passiveis 
modos de falha, está representada na figura ( IV.2 ). 
Em um dado modo de falha a estrutura pode-se 
encontrar em vários estados de avaria, ou seja, com vários 
elementos já falidos. Uma representação de um estado 
avariado pode ser dada por 
A. = ( E , E , .•••• , E ) 
J 1. 2 m 
( IV.! ) 
onde m indica o número de elementos já falidos e E o 
elemento falido. Um modo de falha é definido como um 
estado avariado pelo qual a estrutura deixa de satisfazer 
seus propósitos definidos pelo(s) critérios de falha da 
estrutura como um todo. 
IV.2.2 - PROBABILIDADE DE FALHA DO SISTEMA ESTRUTURAL 
Em um sistema estrutural existe um grande número de 
seqüências de falhas que conduzem ao colapso global. O 
evento falha do sitema estrutural é dado pelo evento de 
que uma destas seqüências possa ocorrer, ou seja 
E ( F) = E C F U F u .•• U F ) 
s 1. 2 N 
C IV.2) 
.êsi.mo onde F. é o evento falha do 1 modo e N o número de 
' 







Figura IV.1 - Estrutura composta de três barras em 
paralelo 
Nivol o Nivol i Nivol 2 Nivol 9 
' • • 
trulura. 
logra. 
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• • 
9 • • 2 1 • • 
• • • 9 1 • 
• 
• 
' 9 • • 1 
1----------< .____: : ,_________.: : : : 
E::at rutura. 
e o l a.p::aa.d a. 
Figura IV.2 Árvore de falhas para a estrutura 
representada na figura ( IV. 1 ) 
pode ser dada por 
Pfs = Prob [ E ( F s) ] 
( IV.3 ) 
= Prob ( F ) • u . . . u Prob ( F N) 
onde Prob ( F.) denota a probabilidade do modo de falha F. 
l l 
ocorrer. 
Denotando Prob ( Fi) por pfi a expressão ( IV.3 
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pode ser escrita da seguinte forma 
Pfs = pf1 u Pfz u . . . U pfN ( IV.4 ) 
ou 
n 
P fa = L P1. ( IV.5 ) 
i. =1 
De uma maneira alternativa, segundo GORMAN [13], a 
probabilidade de falha do sistema estrutural pode ser 
escrita como 
Prob [ E ( ] = 1 - Prob [ E ( F ) s ] ( IV.6) 
onde E ( F ) denota o evento complementar do evento 
s 
E( F ), ou seja, o evento da estrutura não falhar, e é 
s 
dado por 
E ( F) = E ( F n F n ... n F) 
S 1 Z N 
( IV.7) 
onde F é o evento do modo de falha , não ocorrer. A 
' 
probabilidade do evento E ( F ) ' s para modos de falha 
independentes, pode ser escrito através da regra de 
Morgan por 




Prob ( F.) = 1 - Prob ( F.) ( IV.9) 
' ' 
e usando a notação anterior a expressão ( IV.6) pode ser 
escrita da seguinte maneira 
N 
Pfs = 1 TI ( 1 - Pf, ) 
i =1 
Para probabilidades Pf, 
( IV 10) pode ser escrita como 
pequenas 
que é similar à expressão ( IV.5 ). 
( IV.10) 
a expressão 
( IV.11 ) 
Como já se notou a probabilidade de falha de um 
sistema estrutural depende da probabilidade de um modo de 
falha ocorrer. Esta probabilidade é analisada da seguinte 




M ., M ., 
11. 2\.. 
M ) m, 
' . 
( IV.12) 
onde M .. 
l' 
denota a falha do j eat.mo e 1 emento e m 
representa o número de elementos estruturais necessários 
.ésimo para formar o 1 modo de falha. 
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O evento "falha do i <><aimomodo" é definido 
evento 
pelo 
E ( M .n M .n ••• n M . ) 
t1. 21.. mi 
( IV.13) 
a probabilidade do evento E ( F ) ocorrer é dada por 
l 
Prob [ E (Fi)] = Prob [ E( M .n M .n ••• n M . >] 
tt. 2t. mt. 
( IV.14) 
considerando a falha de um elememto estrutural 
independente da falha de qualquer outro a expressão 
( IV.14) pode ser escrita da seguinte forma 
Prob [ E (Fi)] = Prob (M._i.' n ••• n Prob (Mni.) 
( IV.15) 
usando a notação anterior 
( IV.16) 
onde pfm é a probabilidade de falha do elemento estrutural 
M. no i '""imo modo. Esta probabilidade é obtida a partir da 
J 
definição do critério de falha para o elemento estrutural, 
e a partir dai, utilizam-se os métodos apresentados no 
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capitulo III. 
IV.2.3 - TÉCNICA DA CARGA RESIDUAL 
Para análise de uma seqüência de falha os elementos 
considerados falidos são retirados de serviço. A matriz de 
rigidez da estrutura é atualizada, e estes elementos são 
representados pelos esforços nodais residuais atuando no 
seus nós [6]. Estes esforços correspondem a resistência 
residual do elemento após a falha. O comportamento do 
material após a falha é considerado como sendo frágil 
<n=O), semi-brittle (o< n < 1 ) e plástico C n=l ) [6]. 
A representação destes materiais está na figura (111.3). 
tf• o 
.., •• o 
( o 
+ F ( troç4o l 
Fº 
y i 
Kf •o d 
F ( compr.) 







1 .. ' 








F ( com pr. ) 
Figura 111.3 - (a) material frágil, ( b) material 
semi-brittle, C c) material plástico 
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Como uma ilustração da técnica da carga residual, 
considere a estrutura representada na figura (111.4a) onde 
a carga P=100 (determinística). As barras 1 e 2 têm 
resistências 120 e 80 respectivamente, normalmente 
distribuídas com o coeficiente de variação 0.20 (~) e o 
cr 
material é plástico ( n=l ). Ambas as barras têm a mesma 
rigidez k. 
Usando a expressão ( III. 4 l 




f, = 1.94 
z 
p = .262E-1 fz 
////////////// 
1 z 
120 - 50 




na =80 z 
Figura C 111.4) - Cal estrutura com duas barras 
em paralelo, ( b) representação 
da força artificial 
Supondo que a barra 2 tenha falido, a força residual 
é repassada ao sistema como indicado na figura ( 111.4b ). 
A probabilidade de falha da barra 1, depois da barra 2 
falir, é dada por 
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120 - 100 + 80 
~. = 
n = 3.467 
''• 
A probabilidade do modo de falha 
é dada pela expresão ( IV.16 ). 
pf = .27E-3i.262E-1 = .70E-5 
, 
IV.2.4 - ALGUNS METODOS ESPECILIZADOS 
F = ( 2,1 ) ocorrer • 
Para uma estrutura real a árvore de falhas se torna 
imensa, com um grande número de modos de falha e na 
prática é quase impossivel determinar cada um destes 
modos individualmente. Entretanto na maioria dos casos, 
somente uma pequena quantidade de modos contribuem de 
maneira significativa para a probabilidade de falha do 
sistema estrutural [2,6]. Então, um passo importante na 
análise é a identificação deste subconjunto de modos 
significativos. 
Existem vários métodos que procuram identificar os 
modos principais de falha. Para ilustrar os métodos que 
serão apresentados a seguir será utilizada como exemplo a 
estrutura representada na figura ( IV.5 ) com sua 
respectiva árvore de falhas representada na figura 
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iguai: L,EA,QLC ... 
n=o 
Figura IV.5 - Estrutura composta de quatro barras em 
paralelo 
' IV.2.4.1 - METODO DA PROBABILIDADE MARGINAL 
Neste método, uma seqüência de falha é desenvolvida 
de modo que a cada estágio o próximo ramo a ser seguido na 
árvore de falhas, correspondente ao elemento selecionado 
como o próximo a falir, é aquele com a maior probabilidade 
de falha. Supondo um estado avariado A.·• 
'J 
onde os 
elementos i e j são considerados como falidos ( primeiro i 
e depois j ), o próximo elemento (ramo) k selecionado para 
falir é aquele com a maior probabilidade de falha entre os 
elementos em serviço. Para a estrutura representada na 
figura ( IV.5) a aplicação deste método é a seguinte : 
para a estrutura intacta o primeiro elemento escolhido a 
falir é o elemento 1 (pf
1
= .106), a partir dai a análise é 
feita para a estrutura avariada sem o elemento 1, e a 
1 falha subsequente é o elemento 3 (pf
9
= 0.09). Prosseguindo 
desta forma a seqüência de falha resultante é ( 1,3,2,4 ). 
Entretanto esta não é a seqüência mais provável de ocorrer 
como pode ser visto na figura ( IV.6 ). 
Uma variação deste método é o algoritmo de MUROTSU 
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Figura IV.6 - Ãrvore de falhas da estrutura 













































Passo 1 - Para a estrutura intacta selecionar o con-
junto dos N primeiros elementos a falir 
[e~,e
2
, ••• ,eH] que satisfaça a inequaç~o 
-y 
10 m9-x pf 
' e 
( IV.17) 
' ' mç,.x p onde y é uma constante dada e , fe 
a maior probabilidade de falha para a ' 
estrutura intacta. Estes elementos consti-
tuirão os ramos iniciadores da árvore de 
falhas 
Passo 2 - Para cada ramo selecionado no passo anterior 
encontrar uma seqüência de falhas cujo o 
próximo ramo considerado corresponda ao ramo 
dos elementos em serviço, com a maior 
probabilidade de falha. 
A figura ( IV.7) mostra os modos selecionados pelo 
algoritimo de Murotsu para a estrutura apresentada na 
figura ( IV.5 ). 
Este algoritmo seleciona um único modo a partir de 
cada ramo primário da árvore de falhas. Os modos 
selecionados são todos modos importantes, 
estar sendo desprezados outros modos 
porém podem 
igualmente 
importantes a partir desses mesmos ramos primários da 
árvore de falhas, que não foram considerados. 
Neste método, a cada passo somente falhas 
subsequentes são examinadas e é possível que uma seqüência 
inicialmente menos provável torne-se mais tarde uma 
seqüência importante. Um exemplo disto são as seqüências 
(1,3,2,4) e (3,1,2,4). A primeira é inicialmente mais 
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Figura IV.7 - Modos de falha selecionados pelo algoritmo 
de Murotsu para a estrutura representada 
na Figura ( IV.5 ). 
IV.2.4.2 - METODO BRANCH and BOUND 
Este é um método, proposto por GUENARD [2], usado em 
confiabilidade de sistemas estruturais para garantir a 
obtenção das seqüências de falha mais prováveis. O 
objetivo é construir uma parte da árvorede falhas que 
inclua todos os ramos mais prováveis de ocorrerem. 
O primeiro passo consiste em calcular a probabilidade 
individual de falha dos elementos para a estrutura 
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integra, ou seja, a probabilidade inicial de todos os 
ramos primários da árvore de falhas. A seguir a análise 
continua pelo ramo com a maior probabilidade de falha. 
Todas as ramificaçaes subsequentes ao ramo selecionado são 
geradas e inspecionadas. Observa-se que nesta ocasião 
coexistem tanto os ramos atualmente gerados, como os 
pertencentes ao passo anterior. A análise prosseguirá 
então, pelo ramo com maior probabilidade de ocorrência. 
Desta forma grande parte da árvore de falhas vai sendo 
gerada, e o primeiro ramo que corresponder a um estado de 
colapso da estrutura como um todo, será o modo de falha 
mais provável de acontecer. 
uma vez encontrada o modo de falha mais provável, os 
demais ( segundo,terceiro,etc ••• ) serão formados 
analogamente, a partir dos demais ramos anteriormente 
gerados. 
A ilustração deste método para a estrutura apresentada 
na figura ( IV.5) encontra-se representada na figura 
( IV.a). 
A diferença básica deste método, comparado com o 
método de Murotsu, é que a análise somente continuará em 
um determinado ramo se a sua probabilidade de ocorrência 
for maior em relação aos ramos deixados para trás. 
Este algoritmo gera os modos mais prováveis de 
ocorrer, mas é muito dificil de ser implementado 
computacionalmente. Para estruturas reais, onde árvore de 
falhas é muito grande, o algoritmo torna-se impraticável 
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Figura IV.8 - Método branch and bound aplicado à 
estrutura respresentada na figura 
( IV.5 ).(Continuação) 
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IV.2.4.3 - MÉTODO PROPOSTO 
No método proposto neste trabalho, o passo inicial 
consiste em escolher o número N de modos de falha 
desejados. A partir da estrura integra, calcula-se a 
probabilidade de falha de cada elemento estrutural, ou 
seja dos ramos primários da árvore de falhas. A seguir 
seleciona-se os N ramos mais prováveis, gerando-se para 
cada um deles, os ramos subsequentes. Entre todos os ramos 
atualmente gerados seleciona-se novamente apenas os N 
ramos mais prováveis. A partir destes N ramos 
selecionados, são gerados os ramos subsequentes. o 
processo continua até que os N ramos atualmente 
selecionados correspondam, respectivamente, a estados de 
colapso da estrutura. 
Durante o processo alguns ramos gerados já podem 
corresponder a estados de colapso da estrutura, sendo suas 
informações armazenadas. 
Após o término do processo, escolhe-se os N modos 
mais prováveis no conjunto constituido pelos ramos 
armazenados e pelos ramos correspondentes à última fase da 
análise. 
A ilustração deste método para a estrutura 
representada na figura ( IV.5) está exposta na figura 
( IV.9 ). 
Os N modos selecionados podem não se constituir 
necessariamente nos modos mais prováveis da estrutura, 
pelo mesmo motivo apresentado pelo método de Murotsu 
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Figura ( IV.9) - Ilustração do método frontal 
estrutura representada na 




modos importantes, dependendo do número N de modos de 
falha inicialmente escolhido. 
Observa-se também que o método proposto é 
significativamente mais simples que o método Branch and 




TÓPICOS DE COMPUTACÃO PARALELA 
V.1 - INTRODUÇÃO 
Segundo NAVAUX [15], computação paralela pode ser 
definida como uma forma eficiente do processamento da 
informação com ênfase na exploração de eventos 
concorrentes no processo computacional. 
A idéia básica de computação paralela é a de um 
conjunto de processadores trabalhando em cooperação sobre 
uma mesma tarefa. Entretanto, esta idéia não é nova, uma 
vez que em 1920 Vanevar Bush do MIT apresentava um 
computador analógico capaz de resolver equaçeíes 
diferenciais em paralelo; outras idéias foram defendidas 
por Von Neumann, em seus trabalhos publicados, nos anos 
qurenta. Porém o marco inicial dos computadores paralelos, 
é considerado como sendo o ILLIAC IV construido em fins 
dos anos sessenta na Universidade de Illinois, composto de 
64 processadores. 
A razão comercial do surgimento da computação 
paralela é a capacidade de aumentar a velocidade de 
processamento com uma única máquina. Como o aumento da 
velocidade de processamento das máquinas seqüenciais é 
limitado pela tecnologia, a solução empregada para 
aumentar a capacidade de computação é utilizar 
processadores em paralelo. 
A idéia de paralelismo não está diretamenta ligada 
66 
amáquinas de alta performance ( 







encontradas máquinas paralelas com processadores muito 
simples, limitadas a resolver pequenas tarefas, bem como 
máquinas com os poderosos processadores vetoriais. 
V.2 - NIVEIS DE PARALELISMO 
De uma maneira simples o paralelismo pode ser 
classificado em dois niveis: 
a) de dados 
b) de processos 
V.2.1 - PARALELISMO A NÍVEL DE DADOS 
O paralelismo a nivel de dados ( loops,instruções) é 
representado pelos processadores vetoriais. Estes 
processadores utilizam o conceito de pipeline, que é a 
segmentação explicita de uma unidade aritmética em 
diferentes partes. Cada qual executa uma subfunção sobre 
um par de operandos. Isto está ilustrado na figura ( V.1 ), 
para adição em ponto flutuante, numa segmentação de 6 
seções. 
A técnica de pipeline é a mesma que a empregada numa 
fábrica onde a linha de montagem trabalha com diversos 
estágios cujos funcionários executam, cada um, a mesma 
tarefa. Ã medida que o produto em fabricação passa pelos 
diversos estágios, vai ficando pronto e ao final ele deve 
estar completamente acabado. 
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Como o exemplo mostrado na figura ( V.1) cada uma 
das seis seções faz uma parte da adição global. Cada 
segmento pode estar trabalhando com um par de operandos, 
possibilitando então, que seis pares de operandos possam 
estar no pipeline num dado momento. A vantagem neste caso 
é que os resultados estariam sendo computados numa 
proporção de seis vezes mais rápido que seriam obtidos com 
uma simples unidade aritmética, que aceita um par de 
operandos por vez e calcula o resultado antes de pegar o 
próximo par de operandos. 
o.. -t-b. 
-+ \.+7 \.+7 
Figura ( V.1) - Arquitetura pipeline 
, 
IV.2.2 - PARALELISMO A NIVEL DE PROCESSOS 
O paralelismo a nivel de processos ( rotinas, 
subrotinas, etc ••• ) é representado pelos 
multiprocessadores. 
Como já referido anteriormente, a idéia básica de um 
multiprocessador é fazer que um certo número de 
processadores trabalhem de forma concorrente sobre uma 
mesma tarefa. A motivação é que se um processador consome 
uma quantia de tempo t para executar uma determinada 
tarefa, então com p processadores a mesma tarefa poderia 
teoricamente ser executada num tempo t 
p 
Entretanto, 
somente em casos especiais isto pode acontecer. O objetivo 
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principal torna-se então, criar algoritmos que obtenham a 
máxima eficiência, para um determinado problema, em uma 
máquina paralela. 
v.2.2.1 - CLASSIFICAÇÃO DE ARQUITETURAS PARALELAS 
Uma importante distinção em sistemas 
multiprocessadores é a forma com que os processadores são 
controlados. Segundo ORTEGA [16], os sistemas podem ser 
classificados em SIMD ( Single lnstructian Multiple Data) 
ou MIMD ( Multiple lnstructian Multiple Data). 
Em um sistema SIMD, todos os processadores estão 
sobre o controle de um processador principal chamado 
controlador, e todos os processadores individuais fazem a 
mesma instruç~o ( ou nada) num certo instante de tempo. 
Existe uma simples cadeia de instruções operando sobre 
várias cadeias de dados, uma para cada processador. 
Num sistema MIMD, os processadores individuais 
funcionam sobre o controle de seus próprios programas, 
pelo qual permite grande flexibilidade nas tarefas que os 
processadores estão fazendo num mesmo instante de tempo. 
Isto introduz problemas adicionais de sincronização entre 
os processadores. Numa máquina SIMD, a sincronização é 
feita pelo controlador, mas nas MIMD outros mecanismos 
devem ser acrescentados para assegurar que os 
processadores estejam fazendo suas tarefas corretamente em 
correspondência com seus respectivos dados. 




CLASSIFICAÇÃO DE COMPUTADORES PARALELOS QUANTO 
'A ME~ÓRIA 
Outra distinção entre os computadores paralelos é 
quanto à memória. Eles podem ser classificados [16] em 
computadores com memória local ( local memary ) ou 
computadores com memória compartilhada ( shared memory ). 
Em um sistema com memória compartilhada há uma 
memória comum a todos os processadores como pode ser visto 
na Figura ( V.2 ). Em um sistema com memória local cada 
processador tem a sua própria memória. A vantagem de um 
sistema com memória compartilhada é que os dados podem ser 
acessados por mais de um processador por serem comuns a 
todos eles. 
Uma das vantagens dos multiprocessadores com memória 
compartilhada é a velocidade de comunicação de dados entre 
os processadores. Um dos problemas que podem surgir é o 
fato de processadores diferentes quererem acessar a 
memória comum simultaneamente. Neste caso há um tempo 
espera até a memória ficar livre. Esta demora, chamada 
de 
" 
tempo de contenção" pode aumentar com o aumento do número 
de processadores. 
Uma alternativa para computadores com memória 
compartilhada é que cada processador pode alocar uma parte 
da memória para si de acordo com sua necessidade, passando 
a funcionar como um multiprocessador com memória local. A 
comunicação entre processadores é feita por message 












Figura V.2 - Representação de um sistema com 
memória compartilhada. 
V.2.2.3 - ARQUITETURAS DE COMPUTADORES PARALELOS 
1 
Provavelmente o mais importante e interessante 
aspecto de um computador paralelo é como é feita a 
comunicação entre os processadores. Isto é importante, 
particularmente para sistemas com memória local, mas 
também é igualmente importante para sistemas com memória 
compartilhada porque a conexão entre os processadores pode 
ser feita por vários esquemas diferentes de comunicação. 
Serão apresentados a seguir as arquiteturas mais comuns 
de máquinas paralelas segundo [16]. 
V.2.2.3.1 - SISTEMA COMPLETAMENTE CONECTADO 
Neste sistema cada processador tem conexão direta com 
qualquer outro processador, como ilustrado na figura 
( V.3 ). Um sistema completamente conectado de p 
processadores requer p-1 linhas saindo de cada 
71 
processador, o que se torna impraticável a medida que 
aumenta o valor de p. 
/ 
p 
~ p p 
~ / p 
Figura V.3 - Sistema completamente conectado. 
V.2.2.3.2 - SISTEMA DE BARRAS CRUZADAS 
Outra maneira de se conseguir uma conexão completa é 
através de barras cruzadas como mostrado na figura ( V.4 ). 




Figura V.4 - Sistema de Barras Cruzadas 
Neste sistema cada processador pode ser conectado a cada 
memória, através de cruzamentos que fazem a conexão. 
Embora neste tipo de arquitetura exista a vantagem de 
permitir que cada processador acesse qualquer memória 
através de um pequeno número de linhas de conexão, ela se 
torna impraticável para um grande número de processadores, 
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pois o número de cruzamentos de p processadores com p 
z memórias é p • 
V.2.2.3.3 - SISTEMA BUS e SISTEMA RING 
O sistema BUS é ilustrado na figura ( V.5 ), e como 
se pode ver, todos os processadores são conectados por um 
bus 
p p p p 
Figura V.5 Sistema BUS 
p 
p Ring p 
p 
Figura V.6 - Sistema Ring 
bus de alta velocidade. A vantagem deste sistema consiste 
no pequeno número de linhas de conexão, mas poderá haver 
excessiva contenção para o uso do bus por processadores 
diferentes, à medida que aumenta o número de 
processadores. 
O sistema RING é um sistema BUS fechado, onde o dado 
se move ao redor do ring estando disponível para cada 
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processador. O sistema ring está representado na figura 
( V.6 ). 
V.2.2.3.4 - SISTEMA CONECTADO EM MALHA 
Um dos mais populares esquemas de conexão é ter cada 
processador conectado a poucos processadores vizinhos. O 
mais simples exemplo é o arranjo linear representado na 
figura ( V.7 ), onde cada processador é ligado aos dois 
vizinhos mais próximos. 
c__P_1 _ __,1----'~_P_2_~1----,'--P-s _ _J~-----~ Pp 




"' /1 Ps 
Pn p4 1 
I' 
Figura V.8 - Sitema conectado em malha - arranjo 
do tipo ring 
A vantagem deste sistema é que de cada processador 
somente saem duas linhas de conex~o. A grande desvantagem, 
porém, é que a informação pode precisar passar por vários 
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processadores até chegar ao seu destino final. Este 
problema é diminuido se for usado um esquema do tipo ring 
para o arranjo linear conforme mostrado na figura ( V.8 ). 
Outras conex5es em malha têm sido desenvolvidas 
usando um padrão de conexão bidimensional conforme 
ilustrado na figura ( V.9 ). Este padrão por sua 
simplicidade tem as mesmas desvantagens que o arranjo 
linear. Problemas de comunicação podem ser aliviados 
usando ligações diagonais entre os processadores. 
p p p 
p p p 
p p p 
Figura V.9 - Sistema conectado em malha - arranjo 
bidimensional 
V.2.2.3.5 - HIPERCUBO 
Uma organização interessante na conexão entre os 
processadores é considerar estas conexões em maiores 
dimensões ( terceira, quarta, etc .•• ). Considerando a 
conexão padrão de 8 processadores em terceira dimensão, 
conforme mostra a figura ( V.10 ), pode-se imaginar que os 
processadores são vértices de um cubo no espaço e as 
arestas deste cubo são as ligações entre os processadores. 
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Cada processador é ligado a seus três vizinhos mais 
próximos, ou aos três Vértices do cubo, mais próximos. 
Imaginando uma conexão análoga num espaço 
k-dimensional os processadores podem ser imaginados como 
... 
2- vértices de um cubo k-dimensional. Cada processador é 
conectado a k vértices adjacentes. Para k; 3 a conexã.'.o 





Figura V.10 - Configuraç~o Hipercúbica em 3-D. 
cubo k-dimensional, como é mostrado na figura ( V.11 ) 
para k = 4. 
Figura V.11 - Conexão hipercúbica para 4-D. 
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A vantagem da conexão hipercúbica é a facilidade de 
comunicaç~o entre os processadores. O comprimento de 
comunicação, ou seja, o número de processadores pelos 
quais a informação deve passar na comunicação entre dois 
processadores, é no máximo logP. Por exemplo, 
2 
para 128 
processadores um cubo 6-D, cada processador é interligado 
a 6 processadores e o comprimento máximo de comunicação é 
6. 
As máquinas hipercúbicas vêm crescendo rapidamente a 
ponto de existirem diversas máquinas comerciais como por 
exemplo NCUBE, IPSC, Buterfly, etc ••• 
Todas estas máquinas uitlizam 
memória local. 
V.2.2.3.6 - ESQUEMAS HÍBRIDOS 
procesadores com 
Como visto anteriormente, cada arquitetura possui 
vantagens e desvantagens. Isto motiva a possibilidade de 
combinação de duas ou mais arquiteturas tentando-se obter 
maiores vantagens e minimizando as desvantagens. 
Existem vários esquemas hibridos como podem ser 
vistos em [16]. 
V.2.3 - COMPUTADORES PARALELOS COM PROCESSADORES VETORIAIS 
Um conceito de supercomputação é a união de todos os 
meios disponiveis para maximizar a performance. dentro 
deste contexto é que vários sistemas multiprocessadores, 
tais como a familia IBM 3090 e a série CRAY-XMP, estão 
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utilizando a capacidade dos processadores vetoriais para 
aumentar o poder de computação. 
As máquinas multiprocessadoras com processadores 
vetoriais são as que provavelmente dominarão o mercado num 
futuro bem próximo. 
Entretanto,não há ainda um consenso da arquitetura 
ótima destas máquinas. Uma das dificuldades é escolher 
entre sistemas com memória compartilhada ou sistemas de 
memória localizada. Nos sistemas com memória compartilhada 
há uma maior velocidade de acesso aos dados 
processadores, porém há o problema de não 
pelos 
haver 
sincronização na comunicação entre eles. Nesta caso, 
quando a sincronização torna-se necessária, uma 
programação mais cuidadosa deve ser empregada para 
garanti-la. Nos sistemas com memória local não existe o 
problema de sincronização, mas há o problema do barramento 
interconector dos processadores ser limitado, por 
restrições topológicas, e haver uma saturação quando 
muitos processadores querem utilizá-lo. 
Uma tentativa de minimizar estes problemas é 
apresentada por CLEMENTI, LOGAN e SAARINEN (17], no 
sistema ICAP/3090 da IBM onde a sincronização é feita 
através de message passing pelo barramento interconector e 
a comunicação é feita através da memória compartilhada. 
Outra distinção entre sistemas multiprocessadores é 
quanto a seu propósito. As máquinas, na maioria das 
vezes, são concebidas para um uso geral, e o mapeamento 
das aplicações desta máquina é feito de maneira 
experimental. Por outro lado, várias outras máquinas tem 
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suas arquiteturas projetadas e executadas com o foco 
voltado para um limitado tipo de aplicaçeses. 
No geral a performance de um sistema multiprocessador 
depende do tipo de aplicação em que ele será utilizado. 
' V.3 - CONCEITOS BASICOS DE PARALELISMO 
V.3.1. - GRAU DE PARALELISMO 
O grau de paralelismo de um algoritmo numérico é 
definido como o número de operaç~es deste algoritmo que 
podem ser feitas em paralelo. 
Para entender este conceito. suponha a soma de dois 
vetores a,n, e b,.,,. A soma é dada por 
a. + b = e i= i.2 .. .. . n 
1. i i 
( V.1) 
onde as n somas podem ser feitas em paralelo. Neste caso o 
grau de paralelismo é n. 
O grau de paralelismo é independente do número de 
processadores; é uma medida intr1nseca de paralelismo do 
algoritmo. 
Seja, agora, considerar o problema de somar n números 
a , ••• ,a. O algoritmo serial usual é 
i n 
S = a , S = S + a.• 
i L 
i.=2 •... • n ( V.2) 
que é impróprio para computação paralela. Entretanto. 0 
problema pode ser tratado em paralelo como é indicado na 
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figura ( V.11 ), com baixo grau de paralelismo. 
Relacionado ao grau de paralelismo está a idéia de 
granulometria de um algoritmo. 
Granulometria alta significa que grandes tarefas 
podem ser feitas independentemente em paralelo, como por 
exemplo a resolução simultânea de um sistema de equaç~es 
lineares com diferentes vetores independentes. 
Granulometria baixa significa que pequenas tarefas podem 
ser feitas em paralelo como por exemplo a soma de dois 
vetores. 
a + a 
a 
3 
a + a 
a .. 
,. 2 3 .. 
a + a + a + a 





a + a 
5 6 
a + a 
7 e 
a + a + a + a 
5 6 7 e 
/ 
a + a + a + a + a + a + a + a 
t 2 g 45 6? e 
Figura V.11 - Soma de 8 números em paralelo 
V.3.2 - SPEEDUP 
Speedup, ou ganho computacional, é uma importante 
medida em computação paralela. Existem várias definiç~es 
de speedup; as aqui apresentadas são sugeridas por [16]. 
D speedup de um algoritmo paralelo é dado por 
onde 







t - é o tempo de execução em um processador • 
t - é o tempo de execução com p processadores p 
Um speedup perfeito, Sp= p, é bastante dificil de 
ser obtido na prática, mesmo para um problema com alto 
grau de paralelismo como a soma de dois vetores, devido a 
vários problemas que serão abordados mais adiante. 
A expressão ( V.3) é uma medida de comparação do 
algoritmo com relação a si próprio. 
Uma outra importante medida é o speedup de um 
algoritmo paralelo sobre o melhor algoritmo sequencial e é 
definido por 
onde 







tr~- é o tempo de execução em um processador 
do melhor algoritmo sequencial 
t - é o tempo de execução do algoritmo paralelo 
P usando p processadores 
Relacionado ao conceito de speedup está o conceito de 
eficiência. A eficiência de um algoritmo paralelo com 




p ( V.5) 
A eficiência de um algoritmo paralelo com respeito ao 
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V.3.2.1 - DEGRADAÇAO DO SPEEDUP 
( V.6) 
Uma meta no desenvolvimento de algoritmos paralelos é 
encontrar o máximo speedup possivel, idealmente, SP 
Entretanto, este objetivo é obtido somente para problemas 
= p. 
particulares. Os principais fatores que causam degradação 
do speedup são: 
a ) tempos de comunicação, de contenção e de 
sincronização. 
b ) Falta de um perfeito grau de paralelismo do 
algoritmo e/ou falta de um perfeito balanceamento de 
cargas. 
Num sistema de memória local, quando há necessidade 
de troca de dados entre os processadores, eles estarão 
parados durante esta troca e isto implica num acréscimo de 
tempo no processamento total, chamado tempo de 
comunicação. Em sistemas de memória compartilhada, vários 
processadores podem estar necessitando acessar a memória 
comum, num mesmo instante de tempo, isto constituira num 
atraso chamado tempo de contenção. 
A sincronização é necessária quando certas partes de 
um algoritmo devem estar prontas para continuar o 
processamento. A sincronização contribui em dois aspectos 
para aumentar o tempo de processamento. O primeiro é o 
tempo necessário para fazer a sincronização propriamente 
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dita; usualmente isto requer fazer verificações sobre 
todos os processadores. O segundo aspecto é que os 
processadores podem ficar ociosos, esperando por dados de 
outro processador. 
Os atrasos de comunicação, contenção e sincronização 
são diferentes, mas afetam de forma análoga o tempo de 
processamento global. 
O grau de paralelismo de um algoritmo influi 
diretamente no speedup. Para a maioria dos problemas, há 
três graus de paralelismo que podem ser chamados de 
perfeito, parcial e nulo, sendo este último somente 
executado sobre um processador, enquanto que o perfeito 
seria aquela que não prejudicaria o speedup. 
Outro problema que pode afetar a performance do 
algoritmo é o balanceamento de cargas. Por balanceamento 
de cargas entende-se o número de operações que cada 
processador recebe para processar. O ideal seria mapear o 
problema para que todos os processadores tivessem o mesmo 
número de operações para executar em determinado estágio 
do problema. Um problema de balanceamento também aparece a 
nivel do equipamento que está sendo utilizado, por 
exemplo, no caso que se tenha 16 processos para serem 
feitos em paralelos e somente 15 processdores. 
Dentro deste contexto apresentado, uma expressão 
formal para o cálculo do speedup pode ser introduzida 
t 
Sp = 1 ( V.7) 
[ 
a 








frações de operações feitas em um 
único processador 
frações de operações feitas com grau 
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t - é o tempo de comunicação, contenção e 
d sincronizaç!'.o 
















A expressli'.o ( V.8) assume que não há .. perda de 
tempo" e o grau de paralelismo pode variar de nulo 
(a= 1) a perfeito (OI= O). Supondo que em um dado 
problema a metade das operações podem ser feitas em 
paralelo e outra metade nli'.o. Entli'.o OI= 
( V.8) se torna 
Sp = 2 
+ p -1 ] 
i 
2 
e a expressli'.o 
onde pode se notar que o speedup máximo que pode ser 
obtido é menor que 2 ,nli'.o importando a quantidade de 
processadores disponiveis. 
V.4 - O SISTEMA ACP 
Agora, será descrito o sitema ACP ( Adva~ced Coaputer 
Prograa } , por ter sido o equipamento utilizado na 
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realização deste trabalho. 
O sistema ACP é um multiprocesador desenvolvido pelo 
FERHI NATIONAL LABORATORY ( FERMILAB, USA ) com a 
colaboração do Centro Brasileiro de Pesquisas Flsicas 
( CBPF) para resolver problemas ligados a flsica de altas 
energias. 
A arquitetura do ACP, segundo BARROS [18], é do tipo 
árvore onde diversos processadores são conectados a 
barramentos secundários e estes por sua vez são ligados a 
um barramento principal, como pode ser visto na figura 
( V.12 ). Esta arquitetura pode ser considerada uma 
arquitetura híbrida composta por vários sistemas do tipo 














Figura ( V.12) - Arquitetura do sistema ACP 
O sistema ACP pode ser classificado dentro da classe 
dos multiprocessadores do tipo MIMO [18]. 
O funcionamento do ACP é do tipo" mestre/escravo .. 
na qual o mestre, que pode ser um microVax ou VAX 11/780, 
tem a função de gerenciar todo acesso de entrada e salda 
dos processadores do sistema, e cabe aos processadores 
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apenas a tarefa de processar. Os nós ( escravos ) podem 
ser constituidos de microprocessadores 32 bits/16 MHz, 
MC68020 ou ATT32100 e seus respectivos coprocessadores de 
ponto flutuante. 
Este multiprocessador é do tipo memória local. O 
mestre pode acessar a memória local de todos os 
processadores e estes por sua vez permitem que sua memória 
seja acessada pelo mestre e pelos outros processadores do 
sistema. 
Atualmente o sistema ACP composto por 21 
processadores MC68020 com respectivo coprocessador 
MC68881, com memória local de 2 MBytes real. 
O sistema operacional é o LUNI, LITTLE UNIX, que é 
carregado nos nós pelo mestre. O LUNI irá manter os 
processadores nos seguintes estados: 
a) READY 
passa para b. 
Espera o envio de um evento pelo mestre e 
b) RUHHING - Processa o evento enviado pelo mestre e 
passa para c. 
c) DOHE - Espera a coleta do evento pelo mestre e 
volta para a. 
d) DEAD Caso aconteça alguma exceção nos estados 
anteriores 
Os estados anteriores são representados na figura 
( V .13 ) • 
Para o desenvolvimento de um programa no ACP cabe ao 
usuário desenvolver o programa que serâ executado nos 
nós,além de desenvolver o programa que contém as rotinas 
de transmissão, a ser executado pelo mestre, ambos em 
86 
linguagem FORTRAN IV. Estas informaç~es serão utilizadas 
pelo .. multicompilador" para gerar os programas 
executáveis e o ambiente necessário para o processamento. 
O sistema ACP foi desenvolvido para problemas do tipo 
evento orientado, ou seja, problemas que não necessitam 
comunicação entre os processadores. O sistema é flexivel 
para outros tipos de problemas, como aqueles em que há uma 
necessidade de comunicação entre os procesadores, embora 
neste caso sua performance caia bastante, como demonstrado 
por BARROS [19]. 
READY 
avento orienta.do 










p r oc eSt :i;; o.mQn lo 
do ev•nt.o 
DONE 
Figura V.13 - Estados assumidos pelos processadores 
do sistema ACP. 
Segundo SCHULZE e VALLOIS [20], atualmente está 
sendo desenvolvida a segunda geração do sistema ACP que 
entre outras tantas mudanças, as principais são a 
eliminação do mestre para gerenciar o sistema, com 
qualquer processador podendo assumir a posição do mestre, 
e o desenvolvimento de duas novas unidades de 
processamento. Uma unidade de processamento será composta 








VI.1 - INTRODUÇÃO 
Neste trabalho foram implementados dois algoritmos 
para análise de confiabilidade. O primeiro algoritmo 
desenvolvido foi o algoritmo de Murotsu com algumas 
modificações, que devido às suas características 
intrínsecas foi implementado no sistema ACP. O segundo 
algoritmo implementado foi o método proposto neste 
trabalho descrito no capitulo IV. Este algoritmo foi 
somente implementado no equipamento VAX-8810 do NCE/UFRJ. 
A sua implementação em paralelo não foi realizada devido 
ao fato de haver necessidade de comunicação entre 
processadores e/ou o mestre, e para este casos o sistema 
ACP perde performance como demonstrado em trabalhos de 
BARROS [19] e de SIGUEIRA [21]. 
O que diferencia os algoritmos são os modos de falha 
selecionados, pois os critérios de falha para o elemento 
estrutural e os critérios de colapso para a estrutura são 
os mesmos para ambos os algoritmos. 
Os programas que incluem os algoritmos anteriores 
serão chamados de RELI1 e RELI2, respectivamente. 
Estes programas constituem-se de um programa padrão 
de análise linear estática de estruturas reticuladas, 
incluindo elementos de treliça plana, treliça espacial, 
pórtico plano e pórtico espacial, juntamente com rotinas 
de confiabilidade, que incluem o cálculo da probabilidade 
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de falha de um elemento estrutural e o próprio algoritmo 
de seleção dos modos de falha. 
VI.2 - ALGORITMO DE MUROTSU MODIFICADO 
VI.2.1 - DESCRIÇÃO 
Como visto anteriormente, o algoritmo de Murotsu 
somente seleciona um modo de falha de cada ramo primário 
da árvore de falhas. O algoritmo modificado consiste em 
aplicar o algoritmo de Murotsu a partir 
posteriores como será descrito a seguir: 
de ramos 
a) selecionar os primeiros ramos (primários) da 
árvore de falhas, de maneira que satisfaçam a expressão 
( IV.17 ). Deve ser notado que cada ramo corresponde a 
falha de um elemento estrutural ou um nó associado a ele. 
b) para cada ramo selecionado no item anterior 
faz-se uma nova seleção de ramos (secundários), de maneira 
que satisfaçam a expressão ( IV.17 ). 
c) Novamente, para cada ramo selecionado no item 
anterior outra seleção de ramos (terciários) é feita da 
mesma maneira, ou seja, satisfazendo a expressão ( IV.17 ). 
d) Para cada ramo selecionado no item anterior 
aplica-se então, o algoritmo de Murotsu. 
Um exemplo hipotético deste algoritmo é mostrado na 
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figura ( VI.1 ) 
< o. ) < b ) < e > 
/ 
____. MUROTSU SIMPLES 




L_J--,-1_ _ _1-,--i'---J-....... --i .......... i Co l a.pso 
l j / 
~ No" seleciona.do 
=·········, No" i.nspeci.ona.do 
! ......... j 
j ! na.o seleciona.do 
Figura VI.1 - Representação gráfica do algoritmo de 
Murotsu modificado. 
Este algoritmo obtém um grande número de modos de 
falha, entre importantes e não importantes. Para uma 
estrutura que num estado de avaria que quatro elementos 
falidos atinja o colapso, todos os modos de colapso são 
analisados ( usando y ~ 4) e assim pode-se ter noção da 
probabilidade exata de falha, dentro do contexto da 
formulação adotada. Sendo assim este método pode ser usado 
para aferir outros algoritmos. 
VI.2.2 - IMPLEMENTAÇÃO NO ACP 
O algoritmo de 
considerado como um 
Murotsu 
algoritmo 
modificado pode ser 
com alto grau de 
paralelismo, pois cada elemento selecionado como primeiro 
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a falir ( ramo primário ) pode ser enviado a um 
processador e serem obtidos todos os modos de falhas 
iniciados por este elemento, independentemente dos demais. 
Trata-se de um evento orientado, pois cada processador 
recebe o evento, processa, e envia a resposta; n~o 
havendo necessidade de trocas de informaçôes entre os 
processadores. O problema é adequado para implementação em 
paralelo e em particular ao ACP. 
A implementação do algoritmo foi da seguinte forma: 
a) No microVax 
a • analisar a probabilidade individual de falha 
de todos os elementos da estrutura e fazer a 




enviar aos K processadores disponlveis 
ramos iniciais selecionados com 
respectiva probabilidade de falha. 
b) Nos processadores 





começam pelo ramo recebido. 
de falha, que 
c) No microVax 
c - receber os modos de falha obtidos nos • 
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processadores e imprimir os resultados; se 
1( < N voltar a fase a • 
z 
A descrição anterior estã representada na figura 




























V 1 1( < N 
1 1 
JN 



























Figura VI.2 - Fluxograma do algoritmo de Murotsu 
modificado com processamento paralelo. 
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VI.3 - CRITERIOS DE FALHA PARA O ELEMENTO ESTRUTURAL 
Foram implementados dois critérios de colapso para os 
elementos estruturais nos programas RELI! e RELI2. O 
primeiro critério é o" critério de treliça" que leva em 
consideração somente o esforço normal no elemento 
estrutural, e o segundo critério é o" critério plástico" 
que leva em consideração a plastificação dos nós do 
elemento estrutural relacionando esforços axiais e 
momentos fletores. Cada critério de falha é representado 
por uma função de falha Z = G ( y) C que será definida a 
seguir) e a probabilidade de falha foi analisada através 
do algoritmo iterativo [11] apresentado no capitulo III. 
, 
VI.3.1 - CRITERIO DE TRELIÇA 
Para um elemento estrutural C barra) submetido a um 
esforço normal N, com uma seção transversal A e tensão de 
escoamento o a função de falha Z = G ( U ) 
e 




( VI.4 ) 
onde o vetor das variáveis básicas pode ser escrito como 
U = ( o , A, N ) 
e 
( VI.5) 
Neste critério quando um elemento é selecionado a 
falir, ele é retirado de serviço, ou seja, é retirada a 
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contribuição da matriz de rigidez deste elemento da matriz 
de rigidez global da estrutura. O elemento é representado 
pela força axial equivalente conforme apresentado no 
capitulo IV. Com as cargas residuais a função de falha 
passa a ser 
Z = a A - ( N + R ) ( VI.6) 
e 
onde R representa o esforço normal no elemento devido a 
carga residual equivalente, e o vetor das variáveis 
básicas passa a ser 
U = C a , A, N, R ) 
e 
( VI.7) 
VI.3.2 - CRITÉRIO PLÁSTICO 
A função de falha z = G ( u ) para o estado limite de 
plastificação dos nós pode ser escrita da seguinte forma 
onde 
N M M 
z = 1 y z e VI.8 ) - N M M 
p yp zp 
N = esforço axial ( valor absoluto). 
N = resistência axial plástica. N = a A 
p P e 
M e M = momentos fletores em relação aos eixos 
y z 
principais da seção, y e z, 
respectivamente C valores absolutos). 
M e M = momentos fletores de plastificação em 
YP zp 
relação aos eixos 




M =W a e M = W a , onde W e W 
yp y e :zp :z e y 2 
são os momentos estáticos da seç~o em 
relação aos eixos principais y e z. 
As variãveis bâsicas consideradas são N, M, M, A, y :z. 
W, W e a e o vetor U pode ser escrito como z y .. 
U = ( N, M, M, A, W, W. a ) 
y :z y :z· Q 
( VI. 9 ) 
Cada vez que um nó é escolhido a falir a matriz de 
rigidez do elemento, ao qual pertence o nó, é atualizada 
de acordo com a matriz de rigidez não linear fisica 
proposta por BENJAMIN e EBECKEN [22] dada por 
r PH P,7 
p22 p26 p2B P2,2 
p !l!I p!l5 p!IO p!IH 
p44 P.,,o 
p55 p50 p5U 
Ka = p66 p68 p6l.2 
p77 
1 Pes p812 
l 
Poo Po11 1 
~im. Ptcn.o 1 
P,.,_, 
J p t2i2 
( VI .10 ) 
sendo 
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E A E A 
V >< V >< 
pu = p17 = -L L 
12EI 6EI 
z e z e p22 = p26 = Ls 1 L2 2 
12EI 6EI 
2 e z e p28 -- p212 = 
L" 1 L2 9 
12EI 6EI 
p39 = 
y e p95 = 
y e 
Ls 1 L2 2 
12EI 6EI 
p99 = 
y e p9H= -
y e -
Ls 1 L2 9 
GI GI 
>< >< P,, = P,t.o= -L L 
4EI 6EI 
p55 = 
y e p59 = 
y e 
L 
.. L2 2 ( VI.11 ) 
2EI 4EI 






z e z e p68 = p612= L2 2 L 6 
E A 12EI 
V >< z e p77 = pee = L L" 1 
6EI 12EI 
z e y e p812 =- p99 = L2 3 Lª 1 
6EI GI 
y e >< p9H= 
L2 9 PH,,.O = L 
4EI 4EI 





A = área da seção transversal 
>< 
L = comprimento do elemento 
I = constante de tor-ç1!'.o igual I + I 
X y z 
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I e I = momentos de inércia da seção tranversal em 
z y 
relação aos eixos principais z e y. 
E = módulo de elasticidade longitudinal variável 
V 
E= módulo de elasticidade longitudinal 
G = módulo de elasticidade transversal 
O módulo de elasticidade variável é considerado como 
igual ao modo de elasticidade longitudinal antes da falha 
e nulo após a falha. 





1 e = 
2 
f 









7 ( VI.12) 
sendo 
e = .. 
f = 
1 
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( VI.13 ) 
Os parâmetros a e (3 indicam o estado de plastificação 
do nó inicial e final do elemento, respectivamente, 
e assumem valores de 1 para o nó considerado falido e O 
caso contrário. Os esforços residuais N, M e M , dos 
R yR ZR 
nós falidos são obtidos da seguinte forma 
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N = y N 
R 1 
M = y M ( VI.14 ) yR y1 
M = y M 
zR Zi 
onde N , M e M são respectivamente, o esforço normal e 
1 yi z1 
os momentos fletores atuantes na seção e o parâmetro y é 
obtido pela seguinte expressão 
1 
y = ( VI.15 ) 
[ N M M ] + y + z -N- M M p YP zp 
onde as variáveis desta expressão são os mesmas da 
expressão ( VI.8 ). 
A função de falha Z, que inclui as cargas 
residuais equivalentes, é escrita da seguinte forma 
Z = 1 -
IM + M 1 y1 yR IM + M 1 Zi zR 
M M 
YP zp 
( VI.16 ) 
e o vetor das variáveis básicas é escrito como 
U = ( N ,M ,M ,A,W ,W ,o ,N ,M ,M ) 
S.y1z1 yzeRyRzR 
( VI.17) 
Para este critério o modo de falha é uma sequência 
de nós plastificados que levem a estrutura ao colapso. 
Nos programas RELI1 e RELI2 há uma liberdade de 
escolha para o critério de falha dos elementos para 
estruturas aporticadas. Esta escolha pode ser o critério 
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de treliça ou o critério plástico. 
Neste trabalho todas as váriaveis básicas são 
consideradas como sendo normalmente distribuidas e não 
correlacionadas. 
, 
IV.4 - CRITERIO DE FALHA DO SISTEMA ESTRUTURAL 
Nos programas RELI! e RELI2 foram implementados três 
critérios de colapso para o sistema estrutural que podem 
ser escolhidos pelo usuário. Estes critérios são matriz de 
rigidez singular, excesso 
deslocamento máximo atingido. 
de elementos falidos e 
Pelo primeiro critério o colapso é obtido quando a 
matriz de rigidez~ da estrutura após várias falhas de 
elementos torna-se singular ou seja 
K = o ( VI.18 ) 
onde I< >I denota o determinante da matriz , ,. 
Na prática este critério é praticamente impossível de 
ser usado para estruturas grandes devido ao alto esforço 
computacional necessário para realizar as várias 
resoluções do sistema de equações durante a análise. 
No segundo critério o colapso é atingido quando o 
número acumulado de elementos avariados atinge um 
determinado limite. Este critério pode ser adotado em 
casos de fadiga [6]. 
O último critério prevê que o colapso é atingido 
quando um deslocamento t,. 
p 
em um ponto escolhido, 
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ultrapasse um deslocamento máximo permitido 
melhor 





( VI.19 ) 
Através deste critério procura-se determinar a perda 
de servicibilidade da estrutura, embora não haja o colapso 
total da mesma. 
Estes dois últimos critérios são mais usados 
principalmente em estruturas com alto grau de 
hiperestaticidade, pois para este caso o primeiro torna-se 
inviável de ser aplicado. 
Os progrmas RELI! e RELI2 permitem que certos 
elementos sejam considerados como elementos que nunca 
irão falir, ou seja, eles são excluidos da análise de 
confiabilidade. Isto é aplicado a certos elementos de 
plataformas maritimas como pode ser visto com maiores 
detalhes em [2]. 
Vl.5 - RESOLUCÃO DO SISTEMA DE EQUAÇÕES 
Seja um estado avariado, representado pela seqüência 
de falha S onde 
1 
( VI.20 ) 
Para verificar se este estado representa um estado de 
colapso ou não uma análise deve ser feita, ou seja, os N 
elementos devem ser retirados de serviço e verifica-se se 
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o critério de colapso da estrutura foi atingido. 
significa dizer que os N elementos devem ter 
Isto 
suas 
contribuiçaes retiradas da matriz de rigidez global da 
estrutura, e um novo sistema de equaçaes deve ser 
resolvido. 
A avaliação da confiabilidade de uma estrutura 
constitui-se de várias análises de um sistema de equaçaes 
lineares em que a matriz dos coeficientes vai sofrendo 
pequenas mudanças ao longo da análise. 
Sabendo-se que a resolução do sistema de equaçaes 
consome um grande esforço computacional, essas pequenas 
mudanças podem ser vantajosas evitando uma nova fatoração 
completa da matriz de rigidez. 
Nos programas RELI! e RELI2 a matriz de rigidez é 
armazenada em coluna ( Skyline) e o método de resolução 
do sistema de equaçaes implementado é o algoritmo de 
Cholesky por coluna. 
A triangularização de uma matriz real e simétrica 
A ( n t n) pode ser descrita pelas seguintes eKpress5es 
[ 
i.-1 
) â .. = ª·· -2 âld âkj / â .. SJ SJ " ( VI.21 ) 
k=ko 




[ ) 1/2 â .. = ª·· -2 âz ( VI .22 ) JJ JJ kj 
k=Lj 
j =1, . .. 'n 
onde L. é a linha do primeiro elemento não nulo da coluna 
J 
j e Ko = max ( L.' L. ) . 
' J 
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Segundo ROW, POWELL e MONDKAR [23] o algoritmo de 
Cholesky para duas matrizes~ e~. idênticas até uma linha 
p, pode ser escrito pelas seguintes expressões 
e 
A A 
b .. = ª·. 
l.J l.J 
\.=t., . ..• p- f..; j = f.. ••••• r, 
i-1 




j=p, ... ,n ,=max(p, L.) 
J 
'\' A Z 
j-:l ] 1/Z 
L. bkj 
k=Lj 
j ::::p, . .. • n 
( VI.23 ) 
( VI.24 ) 
.• j-1 
( VI.25 ) 
Além disso, existem outros elementos que não precisam 
ser modificados como pode ser visto na figura ( VI.3 ). 
Os elementos que requerem modificações na 
triangularização são os seguintes: 
(a) elementos na diagonal que sofram mudanças e 
todos os elementos na sombra horizontal. 
( b) elementos na diagonal na sombra vertical de 
elementos afetados por (a). 
( c) elementos na sombra horizontal dos elementos na 
diagonal afetados por ( b ). 
Este método foi implementado nos programas RELI! e 
RELI2 considerando sempre a matriz de rigidez que 
representa o estado avariado como modificada em relação à 
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matriz global da estrutura integra. 
A ' 
~ - Matriz !; Fatora da 
Simétrica " . ê - Matriz B Fatorada 
~ 
D Elementos de A e B idênticos; Elemento•de Â e B idênticos 
~ N 
• • 
Elementos de Ae B Diferentes; Elementos de Â e â Diferentes 
N N 
Elementos de AeB idênticos; Elementos deÂe Êl Oi ferentes 
N N 







A seguir serão apresentados exemplos analisados pelos 
programas RELI! e RELI2 englobando os principais aspectos 
apresentados nos capitulos anteriores. 
Os resultados fornecidos pelo programa RELI! são 
considerados superiores aos obtidos pelo programa RELI2 no 
sentido de produzir uma melhor aproximação na 
probabilidade de falha da estrutura, devido à contribuição 
de um maior número de modos de colapso. 
As vantagens do uso da computação paralela também 
serão apresentadas, através dos resultados de performance 
obtidos nos exemplos analisados. 
A probabilidade de falha da estrutura será indicada 
através do indice de segurança equivalente (3 • 
s 
VII.2 - TRELIÇA PLANA 
O primeiro exemplo analisado é a treliça plana com 8 
nós e 16 elementos representada na figura ( VII.1 ) • As 
dimensões dos elementos estruturais são indicadas na 
tabela ( VII.1) e são consideradas deterministicas. O 
carregamento foi considerado uma variável aleatória com 
distribuição normal de probabilidades cujo valor médio 
está representado na figura ( VII.1 ) e coeficiente de 
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variação C = 0.10. 
VL 
44.45KN 16 - 1 
12 13 15 91.44cm 
44.45KN 11 -t -
7 6 9 
~40m 44.45 KN 6 






Figura VII.1 - Treliça plana de 8 nós e 16 elementos 
Elemento Ãrea ( z Raio ( ) Espessura cm ) cm 
1 3.35 ;2.43 2.3 
2, 5 8.64 4.45 3.2 
3, 4, 14 5.76 3.03 3.2 
6 2.29 1. 70 2.3 
7, 8, 10 4.03 2.43 2.8 
9 7.35 3.82 3.2 
11,12,15 1.58 1.36 2.0 
13, 16 2.29 2.14 2.3 
Tabela VII.1 - caracteristicas geométricas dos 
elementos da treliça plana 
( mm ) 
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Os elementos são constituidos de um só material com 
módulo de elasticidade E= 2.06*109 KN/cm2 • A tensão de 
escomento é considerada aleatória normalmente distribuida 
com resistência média a•= a= 27.60 KN/cm2 
e e 
e coeficiente 
de variação C = 0.15. 
VR 
Para esta estrutura foram feitas três análises de 
confiabilidade usando os programas RELI! e RELI2. A 
primeira, considerando o material perfeitamente plástico 
+ -( 11 =11 = 1 ) onde na tabela ( VII .2 ) são apresentados os 
resultados correspondentes aos principais modos de falha 
selecionados pelo algoritmo proposto. Estes resultados são 
comparados, na figura ( VII.2 ), com o obtido pelo cálculo 
de grande parte da árvore de falhas ( 
forneceram um valor de~= 3.468. 
















~!* = 3.468 
( ~~9 modos ) 
Prob= .27E-3 
* - resuLtados usando 
RELI2 
** -resuttados usando 
RELI1 (y = 2) 
Tabela VII.2 - Resultados obtidos usando os programas 
RELI! e RELI2 para 11 = 1. 
A segunda análise foi realizada considerando o 
material da estrutura semi-brittle + ( 11 =11 = 0.5 ) . 
Na tabela ( VII.3 ) são apresentados os resultados 
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correspondentes aos principais modos de falha selecionados 
pelo algoritmo proposto. Estes resultados são 
comparados, na figura C VII.3 ), com o obtido pelo 
cálculo de grande parte da árvore de falhas ( 137 modos), 
















~!* = 1.692 
( ~97 modos ) 
Prob= .455E-3 
* - reeult~dos ueQndo 
RELI2 
** -resultQdos ueQndo 
RELI! (y = 2) 
Tabela VII.3 - Resultados obtidos usando os programas 
RELI! e RELI2 para n = 0.5. 
A terceira e última ánalise foi feita considerando o 
+ -material frágil C n = n = O. ), onde na tabela C VII.4 ) 
são apresentados os resultados correspondentes aos 
principais modos de falha selecionados pelo algoritmo 
proposto. Estes resultados são comparados, na figura 
( VII.4 ), com o obtido pelo cálculo de grande parte da 
árvore de falhas ( 240 modos) que forneceram um valor de 
~ = -0.497. 
O comportamento do indice de segurança da estrutura 
~s para os três casos analisados estão representados na 
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Figura II.2 - Gráfico representativo do resultados 
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Figura II.3 - Gráfico representativo do resultados 



















** {3s = -0.497 
( 240 modos ) 
Prol>= 0.70 
* - resultados usando 
RELI2 
** -resultados usando 
RELI! (y = 2) 
Tabela VII.4 - Resultados obtidos usando os programas 
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Figura 11.4 - Gráfico representativo do resultados 
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Figura VII.5 - Comportamento do indice de segurança 
~s com o tipo de material. 
Os dez modos principais de falha da estrututa para o 
material plástico ( n = 1 ) e frágil ( = o )s:ã'.o 
representados na tabela ( IV.6 ). A representação gráfica 
do modo de falha mais provável para o material plástico 
está na figura ( IV.7) 
~ interessante notar a diferença de comportamento da 
confiabilidade da estrutura para os diferentes tipos de 
materiais. Exceto para o material frágil ( n 
resistência residual do membro falido ( n R. ) 
' 
= o ) . a 
pode ser 
encarada como umº acréscimo II na resistência dos outros 
membros; ou como um " decréscimo " do carregamento 
externo. No caso do material frágil o elementosimplesmente 
sai de serviço e compromete a estrutura. Como pôde ser 
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Modo Seqüência (3 Seqüência (3 
( 7) = 1) (7) = O) 
1 5 - 1 3.693 7-11-13 1.760 
2 1 - 5 3.983 7-11-12 1.761 
3 5 - 2 4.037 7-11-15 1.763 
4 5 - 4 4.096 7-8 1.764 
5 7 - 10 4.109 7-11-8 1.765 
6 3 - 2 4.293 7-6-1 1.767 
7 2 - 5 4.324 7-11-6-1 1.767 
8 7 - 8 4.338 7-6-11-1 1.767 
9 3 - 1 4.370 7-11-6-13 1.767 
10 2 - 3 4.379 7-6-11-13 1.767 
Tabela VII.6 - Os dez modos mais prováveis de falha 
para 7) = 1 e 7) = O. 
notado para o material frágil não há uma convergência, 
pelos resultados do programa RELI2, para um valor 
estacionário da confiabilidade da estrutura. Isto se deve 
ao fato de que, a partir do primeiro membro falido, os 
demais se sobrecarregam e ficam com uma probabilidade de 
falhar muito alta ( ~ 1.0 ). Cada elemento acrescido a uma 
seqüência de falha praticamente não muda a probabilidade 
da seqüência ,como pode ser notado nas seqüências de falha 
para o elemento frágil onde aquelas iniciadas pelo 
elemento 7 predominam. Neste caso o elemento 7 é o 
elemento da estrutura integra com maior probabilidade de 
falha. Cada modo de falha adicionado na análise terá uma 




(o) Borro ( 5) Falido ( b) Borros(5)e( 1) Falidos ( Colapso) 
Figuro Vll,6- Representação Gráfica do Modo de Folho (5,1) 
5 
Pf 1 =5.41E-2 




seqüência e desta forma contribuirá de maneira 
signifivativa na probabilidade de falha global da 
estrutura. 
Para o material não frágil, isto não acontece porque 
os modos de falha são formados principalmente por 
elementos menos afetados pela resitência residual dos 
membros falidos. 
Com este exemplo não se conseguiu nenhuma vantagem na 
utilização do ACP por se tratar de um problema pequeno. O 
tempo de execução das rotinas de ligação entre o ACP e o 
microVax consumiam mais tempo que a execução do problema 
em si. 
VII.3 - PÓRTICO ESPACIAL 
O segundo exemplo analisado foi um pórtico espacial 
com 8 nós 8 elementos representado na figura ( VII.7 ). As 
dimensões da estrutura são consideradas variáveis 
aleatórias com valores médios representados na figura 
( VII. 7 ) e coeficiente de variação c = vo 0.05. o 
carregamento e a tensão de escoamento são também 
consideradas variáveis aleatórias. O valor médio do 
carregamento está representado na figura ( VII.7 ) e o 
coeficiente de variação é igual a 
escomento média é igual a= o+= 24 
e e 
C = 0.20. A tensão vc 
KN/cm2 e coeficiente 
de 
de 
variação C = 0.10. O material foi considerado como sendo 
VR 
plástico ( r,.,.= -r, = 1.0 ) com módulo de elasticidade 
longitudinal E= 21000 KN/cm2 e coeficiente de Poisson v = 
0.3. 
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As variáveis aleatórias são consideradas normalmente 
distribuidas. Cabe-se notar que o carregamento residual 
equivalente tem as mesmas caracteristicas de váriavel 
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Figura VII.7 - Pórtico Espacial com 8 nós e 
8 elementos. 
Este exemplo foi analisado somente no ACP utilizando 
o critério plástico de falha para os elementos estruturais 
e a singularidade da matriz de rigidez como critério de 
falha da estrutura. Pelas caracteristicas da estrutura e 
do seu carregamento os nós selecionados como primeiros a 
falir ( nó inferior e nó superior das colunas, usando y = 
2) produzem a mesma quantidade de modos de falha. Isto 
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significa dizer que a" carga" que os processadores ir:ãi:o 
receber é balanceada, o que faz prever uma boa performance 
na implementação em paralelo. Os dados de performance 
obtidos são apresentados na tabela ( VII.6) e na figura 
C VII.8 ). 
Proc. t (s) Sp E ( 7.) t (s) Sp E ( 7.) 
1 1 1 2 2 2 
1 823.62 1.00 100.00 808.94 1.00 100.00 
2 426.27 1.93 96.50 408.51 1.98 99.00 
4 240.94 3.42 85.50 224.60 3.60 90.00 
8 137.69 5.98 74.77 123.13 6.57 82.12 
t 
1 
tempo total de procesomento incluindo a parte 
executado no microvax. 
t 
2 
tempo de processamento somente do parte feita 
em para.lato 
Tabela VII.6 - Performance obtida no sistema ACP para 
a estrutura representada na figura 
( VII.7 ) 
Os principais modos de falha para a coluna 1 estão 
representados na figura ( VII.9 ), para as demais colunas 
os modos de falha são simétricos. 
Na figura ( VII.10) está representado o modo de 
1 8 3 6 falha ( 1 ,7 ,3 ,5 ). 
Observa-se que mesmo com um problema balanceado, a 
performance cai a medida que aumenta-se o número de 
processadores, devido ao acréscimo de comunicação entre os 
nós ( processadores) e o microVax. 
A performance obtida, mesmo assim, foi muito boa, 
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dentro dos limites do sistema ACP. O decréscimo do speedup 
com o aumento do número de processadores, é natural em 
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Figura VII.8 - Representação gráfica do speedup 
1/1 
1/Z 












!5/6 -+ 3.56 
9/4 -+ 9. 55 
9/4 -+ 9. 57 
!5/6 -+ ,. 92 
!5/6 -+ 4.30 
9/4 -+ 4.91 




e Nó Falido 
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Figura VII.10 - Representação gráfica do modo de 
1 e s 6 falha ( 1,7,3,5 ). 
VII.4 - TORRE TUBULAR 
A terceira estrutura analisada foi a torre de 16 nós 
e 48 elementos tubulares representada na figura ( VII.11). 
As dimensões dos elementos estão na tabela ( VII.7 ), e 
foram consideradas deterministicas. 
Os elementos s2i'.o asumidos ser de material 
semi-brittle ( ~ = ~+= 0.5 normalmente ditribuido com 
tensão de escoamento média de 320 MN/m2 e coeficiente de 
variação C = 0.15. 
VR 
A estrutura está sujeita a um carregamento vertical 
de 4 cargas G, aplicadas no topo da estrutura, e 12 
1 
cargas horizontais proporcionais a g • 
2 
A magnitude das 
cargas horizontais são constantes em cada nivel e com a 
mesma direção~ ( ver figura ( VII.11) ). Aos niveis 1, 2 




As cargas Q e Q são consideradas como normalmente 
1 Z 
distribuidas com médias Q = 50 MN 
1 
e Q = 2 MN z e 
coeficiente devariação C = 0.152. O ângulo~ foi assumido 
vc 
o como 30 e as contantes ( y , y e y ) são asumidas ser 
1 Z 9 
respectivamente ( 1.000, 0.667 e 0.126 ). 
Elemento Diamêtro ( m ) Espessura ( m ) 
1 - 4 2.0 0.0333 
5 - 8 1.5 0.0250 
9 - 12 1.0 0.0167 
13 - 24 2.5 0.0417 
25 - 32 1.5 0.0250 
33 - 40 1.2 0.0200 
41 - 48 0.9 0.0150 
Tabela VII.7 - Dimensões dos elementos da estrutura 
representada na figura ( III.11) 
Como primeira análise a estrutura foi considerada 
como uma treliça espacial. Os critérios de falha para os 
elementos e para a estrutura foram adotados, 
respectivamente, o critério de treliça e singularidade da 
matriz de rigidez. Na tabela { VII.8) são apresentados 
os resultados correspondentes aos modos principais de 
falha selecionados pelo algoritmo proposto. Na figura 
( VII.12 ), estes resultados foram comparados com o obtido 
pelo cálculo de grande parte da árvore de falhas ( 974 
modos) que forneceram um valor de(>= 3.578. 
Os 10 modos de falha mais prováveis são listados na 
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r3!* = 3.578 
( 974 modos ) 
Prob= .178E-3 
* - result~dos usando 
RELI2 
** -resultados usando 
RELI1 (y = 2) 
Tabela VII.8 - Valores do indice de segurança para 
a estrutura representada na figura 
( VII.11) analisada como treliça. 
Modo Seqüência (3 
1 23-45-44 4.104 
2 23-44-45 4.174 
3 23-45-43 4.180 
4 22-42-44 4.324 
5 23-44-46 4.330 
' 
6 22-44-42 4.340 
7 23-43-45 4.405 
8 24-45-48 4.445 
9 19-37-36 4.467 
10 22-42-43 4.468 
Tabela VIl.9 - Os dez modos de falha mais prováveis 
para estrutura representada na figura 
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Figura VI.12 - Representação gráfica dos valores da 
da Tabela (VII.e) 
Na segunda análise a estrutura foi admitida como um 
pórtico espacial. O critério de falha dos elementos foi 
assumido ser o critério de treliça enquanto que a falha da 
estrutura foi assumida ocorrer quando houver a falha de 3 
barras em cada modo de colapso. 
Na tabela ( VII.10) os resultados correspondentes 
aos principais modos de falha selecionados pelo algoritmo 
proposto, são apresentados. Na figura ( VI.13 ), estes 
resultados são comparados com o resultado obtido pelo 
cálculo de significativa parte da árvore de falhas ( 898 
modos) que resultou num valor de (F 3.744. 
Os 10 modos de falha mais prováveis são representados 
















(3!* = 3.744 
( 898 modos ) 
Prob= .91E-4 
* - resultados uaondo 
RELI2 
** -resultQdoa usando 
RELI! (y = 2) 
Tabela VII.10 - Valores do 1ndice de segurança para 
a estrutura representada na figura 
C VII.11) analisada como pórtico 
usando critério de falha de treliça. 
Modo Seqüência (3 
1 23-45-44 4.268 
2 23-44-45 4.317 
3 23-45-43 4.319 
4 19-37-36 4.421 
5 23-44-46 4.422 
6 22-42-44 4.480 
7 23-43-45 4.481 
8 22-44-42 4.491 
9 19-36-37 4.492 
10 19-37-35 4.508 
Tabela VII.11 - Os dez modos de falha mais prováveis 
para estrutura representada na figura 
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Figura VII.13 - Representação gráfica dos valores da 
Tabela ( VIl.10) 
A terceira e última análise realizada foi similar à 
anterior, porém o critério de falha dos elementos adotado 
foi o critério plástico. 
Na tabela ( VII.12 ) estão representados os 
resultados obtidos correspondentes aos modos principais de 
falha selecionados pelo algoritmo proposto. Na figura 
( VII.14 ), estes resultados são comparados com o obtido 
pelo cálculo de grande parte da árvore de falhas ( 499 
modos) que forneceram um valor de [r-3.505. 
Os 10 modos principais de falha são apresentados na 



























** f>s = 3.505 
( ,&99 modos ) 
Prob= .23E-3 
* - resulta.dos usa.ndo 
RELI2 
** -resultados usando 
RELil (y = 1) 
Tabela VII.12 - Valores do !ndice de segurança para 
a estrutura representada na figura 




- 27- 3ª 
2 159 - 26- 37 
3 159 - 26- 3ª 
4 153 - 37- 26 
5 153 - 3ª- 27 
6 159 - 3ª- 26 
7 15
3
- 27- 37 
8 153 - 37- 27 
9 23 1 .!45 1 ~44 1 ' 















Tabela VII.13 - Os dez modos de falha mais prováveis 
para estrutura representada na figura 
( VII. 11) analisada como pórtico com 
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Figura VII.14 - representação gráfica dos valores 
apresentados na tabela ( VII.12 ). 
IO 
Uma comparação das três análises realizadas é feita 
na figura ( VII.15 ). 
Apresenta-se na tabela ( VII.14 ) o tempo de CPU 
consumido no VAX BB10, para as três análises realizadas 
utilizando como base 50 modos de falha. 
Apresenta-se a seguir a performance obtida no ACP, 
através do programa RELI2, na terceira análise. Usando 
y = 1, foram selecionados 12 nós como primeiros a falir e 
os resultados obtidos estão representados na tabela 
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Figura VII.15 - Comparação entre as três análises 








Proc. T ( s ) Sp E ( 7.) 
1 2143 1.00 100.00 
2 1127 1.90 95.00 
3 796 2.69 89.60 
4 620 3.46 86.50 
5 509 4.20 84.00 
6 471 4.55 75.83 
7 405 5.29 75.57 
8 391 5.48 68.50 
9 347 6.18 68.60 
10 320 6.70 67.00 
11 320 6.70 60.90 
12 320 6.70 55.80 
Tabela VII.15 - Performance obtida. 
Neste caso também é importante fazer uma comparação 
entre o algoritmo sequencial e o algoritmo paralelo. A 
tabela ( VII.16) e a figura ( VII.17 ) apresentam os 
valores comparativos entre o algoritmo em série executado 
no microVax e a execução em paralelo ( microVax e ACP). 
Neste exemplo pode-se notar que a grande quantidade 
de modos selecionados pelo algoritmo de Murotsu 
modificado, nas três análises, não melhora muito a 
probabilidade de falha da estrutura. 
Cabe-se também enfatizar, pela semelhança 
resultados da probabilidade de falha para as 
dos 
três 
análises, a tendência de alguns pesquisadores ( ver [2] ) 
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Figura ( VII.16) - Representação gráfica do speedup. 
estrutural de plataformas offshore, considerando como 
treliça espacial, reduzindo significativamente o esforço 
computacional necessário para realizar a análise. Um fato, 
porém, deve ser levado em consideração com respeito ao 
carregamento. Foram consideradas somente cargas nodais 
atuantes na estrutura, o que favorece este tipo de 
comparação. Quando os momentos fletores nos elementos 
forem importantes este tipo de simplificação já não será 
mais válida. 
Usando processamento paralelo, observa-se que a 
partir de 10 processadores o speedup não aumentou, devido 
ao desbalanceamento de cargas nos processadores. O número 
de seqüências de falhas geradas pelos nós selecionados 
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Proc. T ( s ) Sp E (%) 
1 1661* 1.00 100.00 
2 1127 1.47 73.69 
3 796 2.09 69.56 
4 620 2.68 66.98 
5 509 3.26 65.30 
6 471 3.53 58.78 
7 405 4.10 58.59 
8 391 4.25 53.10 
9 347 4.79 53.20 
10 320 5.19 51.90 
* - tempo de execu~ao no microVax 
Tabela VII.16 - Performance obtida sobre o algoritmo 
sequencial. 
i 
1 2 :s 4 li • 7 1 • ...,,,,,,,., __ ., __ 10 
Figura VII.17 - Speedup obtido sobre o algoritmo 
sequencial 
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como primeiros a falir é diferente para cada um. Até 10 
processadores, enquanto um processador analisa um nó, 
dois outros são analisados num outro processador. Enquanto 
que para 12 processadores cada processador recebe um nó 
inicial e a medida que vão acabando as análises, ficam 
vazios à espera do mais II carregado 11 • 
Apesar do problema de desbalanceamento de carga, é 
interessante observar a vantagem de um sistema 
multiprocessador como o ACP sobre um microVax que é uma 
máquina semelhante, ou seja, ambas são constituidas de 
processadores de 32 Bits. 
VII.5 - PLATAFORMA FIXA 
A última análise apresentada neste trabalho é uma 
plataforma orrshore com 54 nós e 164 elementos indicada na 
figura ( VII.18 ). O carregamento foi considerado como 
sendo composto das cargas permanentes, onda e corrente. O 
carregamento de onda e corrente considera uma onda de 
11.35m com periodo de 10.25s e uma corrente com velocidade 
de 3.05 m/s na superficie e 0.76 m/s no fundo. 
O carregamento total foi suposto aleatório com uma 
distribuição normal de probabilidade e com coeficiente de 
variação C =0.20. vc 
As dimensões das barras foram consideradas como 
variáveis aleatórias normalmente 
coeficiente de variação C =O.OS. 
va 
distribui das com 
A tensão de escomento do material foi considerada 
também uma variável aleatória, normalmente distribuida, 
com valor médio + a =a= 
e e 
variação C =0.15. 
VR. 
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24600 t/m2 e coeficiente de 
Para esta análise foi utilizada somente o programa 
RELI2 no VAX 8810, devido ao seu tamanho. 
O critério de falha para os elementos foi asumido 





7 46 24 
8 24 37 
19 18 19 
21 19 20 
29 24 9 
76 44 51 
87 51 52 
140 51 24 
141 24 8 
Figura VII.18 - Plataforma fixa com 54 nós e 164 
elementos. 
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Na tabela { VII.17 ) e na figura ( VI.19 ) 
apresentam-se os resultados da análise considerando o 
material plástico ( n = 1 
colapso para a estrutura 
). Usou-se como critério de 
o deslocamento no topo. A 
estrutura é suposta colapsada quando este deslocamento 
exceder em 50% o deslocamento no topo para a estrutura 
integra. 
Na tabela ( VII.18) são apresentados os 10 modos 
mais prováveis de falha 
Modos ~s CPU ( s ) 
10 5.641 778 
20 5.591 1410 
30 5.496 2047 
40 5.465 2726 
50 5.443 3440 
60 5.401 4035 
70 5.386 4683 
Tabela VII.17 - Valores do tndice de segurança para 
para a plataforma representada na 
figura ( VII.19 ). 
Utilizando 20 modos de falha, foram analisados mais 
dois critérios de colapso para a estrutura, o primeiro 
considerando que o colapsso ocorre quando o deslocamento 
no topo ultrapasse em 1507. o deslocamento inicial e o 
segundo critério foi levar a estrutura até seu colapso 
estático, ou seja, até que a matriz de rigidez torne-se 
singular. Os valores obtidos para o indice de segurança da 
133 
estrutura são representados na tabela ( VII.19 ). 
Comparando os três critérios de falha, mesma 
aumentando o número de nós falidos,como realmente acontece 
para as duas últimas análises, o indice de segurança quase 
não muda; isto ocorre porque a partir de um certo número 
de falhas de nós, outros nós ficam muito comprometidos, ou 
seja, com probabilidade de falha próxima a 1.0 (um). Sendo 
assim, mesmo aumentando o número de nós falidos a 
probabilidade de falha permanece praticamente inalterada 
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Figura VII.20 - Representação gráfica do 1ndice de 
Segurança. 
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Modo Seqüência (3 
1 21 2~ 975! 191~ 7651 5.858 
2 21 2~ 765! 1919 5.912 
3 975! 21 2~ 191~ 7651 5.996 
4 975! 21 2~ 1919-14051 6.005 
5 975! 21 2~ 191~ 7644 6.031 
6 21 2~ 299- 975! 1405 ! 1919 6.070 
7 21 2~ 29
9
- 97
5! 14024- 14051-1919 6.071 
8 21 2~ 299- 975! 1402~ 1919 6.073 
9 975! 21 2~ 191~ 72~ 824 6.091 
10 21 2~ 29
9
- 97
5! 1405! 1412~ 1919 6.094 
Convenca.o 
21 zo --> no' 
ba.r ro. 
Tabela VII.18 - Os dez modos de falha mais prováveis 
para a estrutura representada na 
figura ( VII.19 ). 
Critério 6.mo.x = 1. !!:i.Õ.i. .6.me1x.= 2. ~â.\. 1 K 1~ õ 
(3s 5.591 5.596 5.502 
CPU (s) 1410 1570 8784 
Tabela VII.19 - Valores comparativos de (3 para três 
critérios de falha distintos. 
Neste exemplo fica evidenciada a dificuldade de se 
analisar a estrutura usando como critério de colapso a 
singularidade da matriz de rigidez, pois a análise fica 
muito cara. 
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Esta estrutura não foi analisada no ACP devido ao seu 
porte, pois seriam gerados um grande número de modos de 
falha e seria necessário um tempo de máquina excessivo~ 
para se realizar a análise. Isto é devido às limitações 
especificas do sistema ACP e não decorrente da filosofia 
de processamento paralelo, que como ficou evidenciada nos 
exemplos anteriores, é bastante adequada para análise de 
problemas de confiabilidade estrutural. 
Neste caso também há uma grande influência dos 
momentos fletores, por isso não foi considerado o critério 




Neste trabalho apresentou-se um procedimento 
computacional para implementação em máquinas paralelas de 
algoritmos utilizados na análise de confiabilidade 
estrutural. O desacoplamento existente entre os vários 
eventos ( modos de falha) torna bastante atrativo o seu 
emprego em máquinas paralelas, dotadas de um grande número 
de processadores. 
Dentro da classe dos métodos especialistas para 
análise de confiabilidade estrutural, foi apresentado um 
algoritmo, bastante simples e com facilidade de 
implementação computacional, para selecionar um conjunto 
significativo dos principais modos de falha em estruturas 
reticuladas. 
Como sugestões para trabalhos futuros são indicados 
os seguintes, 
- Implementação do algoritmo proposto em uma máquina 
paralela. 
- Implementação do Algoritmo de Racwitz-Fiessler para 
distribuições de probabilidades não normais das variáveis 
aleatórias, bem como a consideração de correlação entre 
estas variáveis. 
- Consideração de novos critérios de falha para os 
elementos tais como: flambagem, punching shear, etc ••• 
- Fazer um estudo especifico de confiabilidade para 
estruturas que tenham problemas com fadiga. 
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- Fazer análise da confiabilidade de estruturas já 
existentes. 
A confiabilidade estrutural constitui-se, portanto, 
em uma importante área de pesquisa com um grande número de 
aplicações. A computação paralela abre também, outro 
imenso horizonte de pesquisas. 
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APENDICE A 
TABELA DA DISTRIBUIÇÃO NORMAL PADRÃO DE PROBABILIDADES 
(1 'P (-(1) (1 'P (-(1) (1 'P (-(,) 
0.00 .SOOOE+OO 0.10 .4602E+OO 0.20 .4207E+OO 
0.01 .4960E+OO 0.11 .4562E+OO 0.21 .4168E+OO 
0.02 .4920E+OO 0.12 .4522E+OO 0.22 .4129E+OO 
0.03 .4880E+OO 0.13 .4483E+OO 0.23 .4090E+OO 
0.04 .4840E+OO 0.14 .4443E+OO 0.24 .4052E+OO 
o.os .4801E+OO 0.15 .4404E+OO 0.25 .4013E+OO 
0.06 .4761E+OO 0.16 .4364E+OO 0.26 .3974E+OO 
0.07 .4721E+OO 0.17 .4325E+OO 0.27 .3936E+OO 
0.08 .4681E+OO 0.18 .4286E+OO 0.28 .3897E+OO 
0.09 .4641E+OO 0.19 .4247E+OO 0.29 .3859E+OO 
0.30 .3821E+OO 0.40 .3446E+OO 0.50 .3085E+OO 
0.31 .3783E+OO 0.41 .3409E+OO 0.51 .3050E+OO 
0.32 .3745E+OO 0.42 .3372E+OO 0.52 .3015E+OO 
0.33 .3707E+OO 0.43 .3336E+OO 0.53 .2981E+OO 
0.34 .3669E+OO 0.44 .3300E+OO 0.54 .2946E+OO 
0.35 .3632E+OO 0.45 .3264E+OO 0.55 .2912E+OO 
0.36 .3594E+OO 0.46 .3228E+OO 0.56 .2877E+OO 
0.37 .3557E+OO 0.47 .3192E+OO 0.57 .2843E+OO 
0.38 .3520E+OO 0.48 .3156E+OO 0.58 .2810E+OO 
0.39 .3483E+OO 0.49 .3121E+OO 0.59 .2776E+OO 
0.60 .2743E+OO 0.70 .2420E+OO o.ao .2119E+OO 
0.61 .2709E+OO 0.71 .2389E+OO 0.81 .2090E+OO 
0.62 .2676E+OO 0.72 .2358E+OO 0.82 .2061E+OO 
0.63 .2643E+OO 0.73 .2327E+OO 0.83 .2033E+OO 
0.64 .2611E+OO 0.74 .2296E+OO 0.84 .2005E+OO 
0.65 .2578E+OO 0.75 .2266E+OO 0.85 .1977E+OO 
0.66 .2546E+OO 0.76 .2236E+OO 0.86 .1949E+OO 
0.67 .2514E+OO 0.77 .2206E+OO 0.87 .1922E+OO 
0.68 .2483E+OO 0.78 .2177E+OO 0.88 .1894E+OO 
0.69 .2451E+OO 0.79 .2148E+OO 0.89 .1867E+OO 
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r, 'I' (-(,) r, 'I' (-(,) r, 'I' (-(,) 
0.90 .1841E+OO 1.00 .1587E+OO 1.10 .1357E+OO 
0.91 .1814E+OO 1.01 .1562E+OO 1.11 .1335E+OO 
0.92 .1788E+OO 1.02 .1539E+OO 1.12 .1314E+OO 
0.93 .1762E+OO 1.03 .1515E+OO 1.13 .1292E+OO 
0.94 .1736E+OO 1.04 .1492E+OO 1.14 .1271E+OO 
0.95 .1711E+OO 1.05 .1469E+OO 1.15 .1251E+OO 
0.96 .1685E+OO 1.06 .1446E+OO 1.16 .1230E+OO 
0.97 .1660E+OO 1.07 .1423E+OO 1.17 .1210E+OO 
0.98 .1635E+OO 1.08 .1401E+OO 1.18 .1190E+OO 
0.99 .1611E+OO 1.09 .1379E+OO 1.19 .1170E+OO 
1.20 .1151E+OO 1.30 .9680E-01 1.40 .8076E-01 
1.21 .1131E+OO 1.31 .9510E-01 1.41 .7927E-01 
1.22 .1112E+OO 1.32 .9342E-01 1.42 .7780E-01 
1.23 .1093E+OO 1.33 .9176E-01 1.43 .7636E-01 
1.24 .1075E+OO 1.34 .9012E-01 1.44 .7493E-01 
1.25 .1056E+OO 1.35 .8851E-01 1.45 .7353E-01 
1.26 .1038E+OO 1.36 .8691E-01 1.46 .7215E-01 
1.27 .1020E+OO 1.37 .8534E-01 1.47 .7078E-01 
1.28 .1003E+OO 1.38 .8379E-01 1.48 .6944E-01 
1.29 .9853E-01 1.39 .8226E-01 1.49 .6811E-01 
1.50 .6681E-01 1.60 .5480E-01 1.70 .4457E-01 
1.51 .6552E-01 1.61 .5370E-01 1.71 .4363E-01 
1. 52 .6426E-01 1.62 .5262E-01 1.72 .4272E-01 
1.53 .6301E-01 1.63 .5155E-01 1 .. 73 .4182E-01 
1.54 .6178E-01 1.64 .5050E-01 1.74 .4093E-01 
1.55 .6057E-01 1.65 .4947E-01 1.75 .4006E-01 
1. 56 .5938E-01 1.66 .4846E-01 1.76 .3920E-01 
1.57 .5821E-01 1.67 .4746E-01 1.77 .3836E-01 
1.58 .5705E-01 1.68 .4648E-01 1.78 .3754E-01 
1. 59 .5592E-01 1.69 .4551E-01 1.79 .3673E-01 
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/> 'I' (-(>) /> 'I' (-(>) /> 'I' (-(>) 
1.80 .3593E-Ol 1.90 .2872E-01 2.00 .2275E-Ol 
1.81 .3515E-Ol 1.91 .2807E-Ol 2.01 .2222E-Ol 
1.82 .3438E-Ol 1.92 .2743E-Ol 2.02 .2169E-01 
1.83 .3362E-Ol 1.93 .2680E-Ol 2.03 .2118E-Ol 
1.84 .3288E-Ol 1.94 .2619E-01 2.04 .2068E-Ol 
1.85 .3216E-01 1.95 .2559E-01 2.05 .2018E-Ol 
1.86 .3144E-Ol 1.96 .2500E-Ol 2.06 .1970E-Ol 
1.87 .3074E-Ol 1.97 .2442E-01 2.07 .1923E-01 
1.88 .3005E-Ol 1.98 .2385E-01 2.08 .1876E-Ol 
1.89 .2938E-Ol 1.99 .2330E-Ol 2.09 .1831E-01 
2.10 .1786E-Ol 2.20 .1390E-Ol 2.30 .1072E-Ol 
2.11 .1743E-01 2.21 .1355E-01 2.31 .1044E-01 
2.12 .1700E-Ol 2.22 .1321E-Ol 2.32 .1017E-Ol 
2.13 .1659E-Ol 2.23 .1287E-Ol 2.33 .9903E-02 
2.14 .1618E-Ol 2.24 .1255E-Ol 2.34 .9642E-02 
2.15 .1578E-01 2.25 .1222E-Ol 2.35 .9387E-02 
2.16 .1539E-01 2.26 .1191E-01 2.36 .9137E-02 
2.17 .1500E-Ol 2.27 .1160E-01 2.37 .8894E-02 
2.18 .1463E-Ol 2.28 .1130E-01 2.38 .8656E-02 
2.19 .1426E-Ol 2.29 .llOlE-01 2.39 .8424E-02 
2.40 .8198E-02 2.50 .6210E-02 2.60 .4661E-02 
2.41 .7976E-02 2.51 .6037E-02 2.61 .4527E-02 
2.42 .7760E-02 2. 52 .5868E-02 2.62 .4396E-02 
2.43 .7549E-02 2.53 .5703E-02 2.63 .4269E-02 
2.44 .7344E-02 2.54 .5543E-02 2.64 .4145E-02 
2.45 .7143E-02 2.55 .5386E-02 2.65 .4025E-02 
2.46 .6947E-02 2.56 .5234E-02 2.66 .3907E-02 
2.47 .6756E-02 2.57 .5085E-02 2.67 .3793E-02 
2.48 .6569E-02 2.58 .4940E-02 2.68 .3681E-02 
2.49 .6387E-02 2.59 .4799E-02 2.69 .3573E-02 
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/1 'I' (-(1) /1 'I' (-(1) /1 'I' (-(1) 
2.70 .3467E-02 2.80 .2555E-02 2.90 .1866E-02 
2.71 .3364E-02 2.81 .2477E-02 2.91 .1807E-02 
2.72 .3264E-02 2.82 .2401E-02 2.92 .1750E-02 
2.73 .3167E-02 2.83 .2327E-02 2.93 .1695E-02 
2.74 .3072E-02 2.84 .2256E-02 2.94 .1641E-02 
2.75 .2980E-02 2.85 .2186E-02 2.95 .1589E-02 
2.76 .2890E-02 2.86 .2118E-02 2.96 .1538E-02 
2.77 .2803E-02 2.87 .2052E-02 2.97 .1489E-02 
2.78 .2718E-02 2.88 .1988E-02 2.98 .1441E-02 
2.79 .2635E-02 2.89 .1926E-02 2.99 .1395E-02 
3.00 .1350E-02 3.10 .9676E-03 3.20 .6871E-03 
3.01 .1306E-02 3.11 .9354E-03 3.21 .6637E-03 
3.02 .1264E-02 3.12 .9043E-03 3.22 .6410E-03 
3.03 .1223E-02 3.13 .8740E-03 3.23 .6190E-03 
3.04 .1183E-02 3.14 .8447E-03 3.24 .5976E-03 
3.05 .1144E-02 3.15 .8164E-03 3.25 .5770E-03 
3.06 .1107E-02 3.16 .7888E-03 3.26 .5571E-03 
3.07 .1070E-02 3.17 .7622E-03 3.27 .5377E-03 
3.08 .1035E-02 3.18 .7364E-03 3.28 .5190E-03 
3.09 .1001E-02 3.19 .7114E-03 3.29 .5009E-03 
3.30 .4834E-03 3.40 .3369E-03 3.50 .2326E-03 
3.31 .4665E-03 3.41 .3248E-03 3.51 .2241E-03 
3.32 .4501E-03 3.42 .3131E-03 3.52 .2158E-03 
3.33 .4342E-03 3.43 .3018E-03 3.53 .2078E-03 
3.34 .4189E-03 3.44 .2909E-03 3.54 .2001E-03 
3.35 .4041E-03 3.45 .2803E-03 3.55 .1926E-03 
3.36 .3897E-03 3.46 .2701E-03 3.56 .1854E-03 
3.37 .3758E-03 3.47 .2602E-03 3.57 .1785E-03 
3.38 .3624E-03 3.48 .2507E-03 3.58 .1718E-03 
3.39 .3495E-03 3.49 .2415E-03 3.59 .1653E-03 
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(> '/J (-(>) (> '/J (-(>) (> '/J (-(>) 
3.60 .1591E-03 3.70 .1078E-03 3.80 .7235E-04 
3.61 .1531E-03 3.71 .1036E-03 3.81 .6948E-04 
3.62 .1473E-03 3.72 .9961E-04 3.82 .6673E-04 
3.63 .1417E-03 3.73 .9574E-04 3.83 .6407E-04 
3.64 .1363E-03 3.74 .9201E-04 3.84 .6152E-04 
3.65 .1311E-03 3.75 .8842E-04 3.85 .5906E-04 
3.66 .1261E-03 3.76 .8496E-04 3.86 .5669E-04 
3.67 .1213E-03 3.77 .8162E-04 3.87 .5442E-04 
3.68 .1166E-03 3.78 .7841E-04 3.88 .5223E-04 
3.69 .1121E-03 3.79 .7532E-04 3.89 .5012E-04 
3.90 .4810E-04 4.00 .3167E-04 4.10 .2066E-04 
3.91 .4615E-04 4.01 .3036E-04 4.11 .1978E-04 
3.92 .4427E-04 4.02 .2910E-04 4.12 .1894E-04 
3.93 .4247E-04 4.03 .2789E-04 4.13 .1814E-04 
3.94 .4074E-04 4.04 .2673E-04 4.14 .1737E-04 
3.95 .3908E-04 4.05 .2561E-04 4.15 .1662E-04 
3.96 .3747E-04 4.06 .2454E-04 4.16 .1591E-04 
3.97 .3594E-04 4.07 .2351E-04 4.17 .1523E-04 
3.98 .3446E-04 4.08 .2252E-04 4.18 .1458E-04 
3.99 .3304E-04 4.09 .2157E-04 4.19 .1395E-04 
4.20 .1335E-04 4 .. 30 .8540E-05 4.40 .5413E-05 
4.21 .1277E-04 4.31 .8163E-05 4.41 .5169E-05 
4.22 .1222E-04 4.32 .7801E-05 4.42 .4935E-05 
4.23 .1168E-04 4.33 .7455E-05 4.43 .4712E-05 
4.24 .1118E-04 4.34 .7124E-05 4.44 .4498E-05 
4.25 .1069E-04 4.35: .6807E-05 4.45 .4294E-05 
4.26 .1022E-04 4.36 .6503E-05 4.46 .4098E-05 
4.27 .9774E-05 4.37 .6212E-05 4.47 .3911E-05 
4.28 .9345E-05 4.38 .5934E-05 4.48 .3732E-05 
4.29 .8934E-05 4.39 .5668E-05 4.49 .3561E-05 
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(1 'I' (-(3) (1 'I' (-(3) (1 'I' (-(3) 
4.50 .3398E-05 4.60 .2112E-05 4.70 .1301E-05 
4.51 .3241E-05 4.61 .2013E-05 4.71 .1239E-05 
4.52 .3092E-05 4.62 .1919E-05 4.72 .1179E-05 
4.53 .2949E-05 4.63 .1828E-05 4.73 .1123E-05 
4.54 .2813E-05 4.64 .1742E-05 4.74 .1069E-05 
4.55 .2682E-05 4.65 .1660E-05 4.75 .1017E-05 
4.56 .2558E-05 4.66 .1581E-05 4.76 .9680E-06 
4.57 .2439E-05 4.67 .1506E-05 4.77 .9211E-06 
4.58 .2325E-05 4.68 .1434E-05 4.78 .8765E-06 
4.59 .2216E-05 4.69 .1366E-05 4.79 .8339E-06 
4.80 .7933E-06 4.90 .4792E-06 5.00 .2867E-06 
4.81 .7547E-06 4.91 .4554E-06 5.01 .2722E-06 
4.82 .7178E-06 4.92 .4327E-06 5.02 .2584E-06 
4.83 .6827E-06 4.93 .4111E-06 5.03 .2452E-06 
4.84 .6492E-06 4.94 .3906E-06 5.04 .2328E-06 
4.85 .6173E-06 4.95 .3711E-06 5.05 .2209E-06 
4.86 .5869E-06 4.96 .3525E-06 5.06 .2096E-06 
4.87 .5580E-06 4.97 .3348E-06 5.07 .1989E-06 
4.88 .5304E-06 4.98 .3179E-06 5.08 .1887E-06 
4.89 .5042E-06 4.99 .3019E-06 5.09 .1790E-06 
5.10 .1698E-06 5.20 .9964E-07 5.30 .5790E-07 
5.11 .1611E-06 5.21 .9442E-07 5.31 .5481E-07 
5.12 .1528E-06 5.22 .8946E-07 5.32 .5188E-07 
5.13 .1449E-06 5.23 .8476E-07 5.33 .4911E-07 
5.14 .1374E-06 5.24 .8029E-07 5.34 .4647E-07 
5.15 .1302E-06 5.25 .7605E-07 5.35 .4398E-07 
5.16 .1235E-06 5.26 .7203E-07 5.36 .4161E-07 
5.17 .1170E-06 5.27 .6821E-07 5.37 .3937E-07 
5.18 .1109E-06 5.28 .6459E-07 5.38 .3724E-07 
5.19 .1051E-06 5.29 .6116E-07 5.39 .3523E-07 
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/> "' (-(>) /> "' (-(>) /> "' (-(>) 
5.40 .3332E-07 5.50 .1899E-07 5.60 .1072E-07 
5.41 .3151E-07 5.51 .1794E-07 5.61 .1012E-07 
5.42 .2980E-07 5.52 .1695E-07 5.62 .9548E-08 
5.43 .2818E-07 5.53 .1601E-07 5.63 .9010E-08 
5.44 .2664E-07 5.54 .1512E-07 5.64 .8503E-08 
5.45 .2518E-07 5.55 .1428E-07 5.65 .8022E-08 
5.46 .2381E-07 5.56 .1349E-07 5.66 .7569E-08 
5.47 .2250E-07 5.57 .1274E-07 5.67 .7140E-08 
5.48 .2127E-07 5.58 .1203E-07 5.68 .6735E-08 
5.49 .2010E-07 5.59 .1135E-07 5.69 .6352E-08 
5.70 .5990E-08 5.80 .3316E-08 5.90 .1818E-08 
5.71 .5649E-08 5.81 .3124E-08 5.91 .1711E-08 
5.72 .5326E-08 5.82 .2942E-08 5.92 .1610E-08 
5.73 .5022E-08 5.83 .2771E-08 5.93 .1515E-08 
5.74 .4734E-08 5.84 .2610E-08 5.94 .1425E-08 
5.75 .4462E-08 5.85 .2458E-08 5.95 .1341E-08 
5.76 .4206E-08 5.86 .2314E-08 5.96 .1261E-08 
5.77 .3964E-08 5.87 .2179E-08 5.97 .1186E-08 
5.78 .3735E-08 5.88 .2051E-08 5.98 .1116E-08 
5.79 .3519E-08 5.89 .1931E-08 5.99 .1049E-08 
6.00 .9866E-09 6.10 .5303E-09 6.20 .2823E-09 
6.01 .9276E-09 6.11 .4982E-09 6.21 .2649E-09 
6.02 .8721E-09 6.12 .4679E-09 6.22 .2486E-09 
6.03 .8198E-09 6.13 .4394E-09 6.23 .2332E-09 
6.04 .7706E-09 6.14 .4126E-09 6.24 .2188E-09 
6.05 .7242E-09 6.15 .3874E-09 6.25 .2052E-09 
6.06 .6806E-09 6.16 .3637E-09 6.26 .1925E-09 
6.07 .6396E-09 6.17 .3414E-09 6.27 .1805E-09 
6.08 .6009E-09 6.18 .3205E-09 6.28 .1693E-09 
6.09 .5646E-09 6.19 .3008E-09 6.29 .1587E-09 
148 
~ 'I' (-~) ~ 'I' (-~) ~ 'I' (-~) 
6.30 .1488E-09 6.40 .7769E-10 6.50 .4016E-10 
6.31 .1395E-09 6.41 .7276E-10 6.51 .3757E-10 
6.32 .1308E-09 6.42 .6814E-10 6.52 .3515E-10 
6.33 .1226E-09 6.43 .6380E-10 6.53 .3288E-10 
6.34 .1149E-09 6.44 .5974E-10 6.54 .3076E-10 
6.35 .1077E-09 6.45 .5592E-10 6.55 .2877E-10 
6.36 .1009E-09 6.46 .5235E-10 6.56 .2690E-10 
6.37 .9451E-10 6.47 .4900E-10 6.57 .2516E-10 
6.38 .8854E-10 6.48 .4586E-10 6.58 .2352E-10 
6.39 .8294E-10 6.49 .4292E-10 6.59 .2199E-10 
6.60 .2056E-10 6.70 .1042E-10 6.80 .5230E-11 
6.61 .1922E-10 6.71 .9731E-11 6.81 .4879E-11 
6.62 .1796E-10 6.72 .9086E-11 6.82 .4551E-11 
6.63 .1678E-10 6.73 .8483E-11 6.83 .4245E-11 
6.64 .1568E-10 6.74 .7919E-11 6.84 .3959E-11 
6.65 .1465E-10 6.75 .7392E-11 6.85 .3692E-11 
6.66 .1369E-10 6.76 .6899E-11 6.86 .3442E-11 
6.67 .1279E-10 6.77 .6438E-11 6.87 .3209E-11 
6.68 .1195E-10 6.78 .6008E-11 6.88 .2992E-11 
6.69 .1116E-10 6.79 .5606E-11 6.89 .2789E-11 
6.90 .2600E-11 7.00 .1279E-11 7.10 .6232E-12 
6.91 .2423E-11 7.01 .1191E-11 7.11 .5796E-12 
6.92 .2258E-11 7.02 .1109E-11 7.12 .5390E-12 
6.93 .2104E-11 7.03 .1032E-11 7.13 .5012E-12 
6.94 .1960E-11 7.04 .9606E-12 7.14 .4660E-12 
6.95 .1826E-11 7.05 .8940E-12 7.15 .4333E-12 
6.96 .1701E-11 7.06 .8319E-12 7.16 .4028E-12 
6.97 .1584E-11 7.07 .7740E-12 7.17 .3744E-12 
6.98 .1475E-11 7.08 .7202E-12 7.18 .3479E-12 
6.99 .1374E-11 7.09 .6699E-12 7.19 .3233E-12 
149 
(3 1/' (-(3) (3 1/' (-(3) (3 1/' (-(3) 
7.20 .3004E-12 7.30 .1433E-12 7.40 .6747E-13 
7.21 .2791E-12 7.31 .1329E-12 7.41 .6253E-13 
7.22 .2593E-12 7.32 .1234E-12 7.42 .5794E-13 
7.23 .2409E-12 7.33 .1145E-12 7.43 .5368E-13 
7.24 .2237E-12 7.34 .1062E-12 7.44 .4972E-13 
7.25 .2078E-12 7.35 .9848E-13 7.45 .4605E-13 
7.26 .1929E-12 7.36 .9133E-13 7.46 .4264E-13 
7.27 .1791E-12 7.37 .8469E-13 7.47 .3948E-13 
7.28 .1663E-12 7.38 .7852E-13 7.48 .3654E-13 
7.29 .1544E-12 7.39 .7279E-13 7.49 .3381E-13 
7.50 .3129E-13 7.60 .1418E-13 7.70 .6181E-14 
7.51 .2894E-13 7.61 .1308E-13 7.71 .5669E-14 
7.52 .2677E-13 7.62 .1206E-13 7.72 .5194E-14 
7 .53 .2475E-13 7.63 .1112E-13 7.73 .4755E-14 
7.54 .2288E-13 7.64 .1024E-13 7.74 .4349E-14 
7.55 .2114E-13 7.65 .9427E-14 7.75 .3973E-14 
7. 56 .1953E-13 7.66 .8675E-14 7.76 .3624E-14 
7.57 .1804E-13 7.67 .7978E-14 7.77 .3302E-14 
7.58 .1666E-13 7.68 .7332E-14 7.78 .3004E-14 
7.59 .1537E-13 7.69 .6735E-14 7.79 .2728E-14 
