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Abstract
Let X be a d dimensional Poisson point process. We prove that the
expected length of the Voronoi path between two points at distance 1







d→∞. In any dimension, we also provide a precise interval containing the
actual value; in 3D the expected length is between 1.4977 and 1.50007.
MSC: 68 - Computer science. 60 - Probability theory and stochastic
processes.
Keywords: Random distribution; Walking strategies; Routing; Point
location.
1 Introduction
Finding paths in a Delaunay triangulation is a classical problem in com-
putational geometry [8]. In the context of random points, several kind of
paths have been studied in two dimensions such as straight walks [2, 9],
cone walks [3], visibility walks [6], shortest paths [4], or Voronoi paths [1].
In this paper we take interest in the stretch ratio of a particular path
in the Delaunay triangulation – the Voronoi path – and study its expected
length in dimension d when the point set is a Poisson point process. The
Voronoi path links the seeds of the Voronoi regions intersected by a line
segment. An illustration for dimension 2 is given in Figure 1. The main
result of this paper is the computation of upper and lower bounds on
the expected length of the Voronoi path. These bounds show that the






2 ). Table 1 provides the
values of our bounds for small dimensions as well as the approximated
actual values obtained from numerical integration.
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1
Obviously, the length of the Voronoi path gives an upper bound on the
length of the shortest path and provides an upper bound on the expected
stretch ratio of long walks in the Delaunay triangulation of a random point
set.
Previous results provide values only for dimension two, where the ex-
pected length of the Voronoi path is 4
π
' 1.27 [1, 7].
2 Voronoi Path
We define the Voronoi path V Pχ,s,t as the list of closest neighbors in a
set of points χ⊂ Rd of a point moving linearly from s = (0, 0, . . . ,0) to
t = (1, 0, . . . ,0). This path is x-monotone, it starts at the closest neighbor
of s and reaches the closest neighbor of t. It uses a sequence of edges of
DTχ the Delaunay triangulation of χ.
Notice that one can consider V Pχ∪{s,t},s,t to obtain a path that actu-
ally goes from s to t. This path differs from V Pχ,s,t only by few edges
around s and around t.
An edge p1p2 belongs to V Pχ,s,t iff the unique ball Bx(p1, p2) centered
on the x-axis and having p1 and p2 on its boundary is centered on the
segment [st] and does not contain any other point of χ (see Figure 1).
Thus, denotingM(p1, p2) the center of Bx(p1, p2), we can write the length









arises because each edge is counted twice, once for each
orientation.
Now we turn our interest to the case where the point set is a Poisson
point process. We first remark that the expected length is independent
from the density: let Xλ be a Poisson point process of density λ; by a
simple scaling argument we get















Figure 1: The Voronoi path.
2
dimension 1 2 3 4 5 6 7 8 d→∞




exact value 1 4
π








† [1] ? obtained from numerical integration
Table 1: Lower and upper bounds for the expected length of the Voronoi path.
On the other hand, if s, t, and u are collinear with t between s and u, the
Voronoi paths can be concatenated:
V PXλ,s,u = V PXλ,s,t ⊕ V PXλ,t,u.
Since the process is invariant by translation, we deduce for any γ > 0:
E [`(V PX1,s,γt)] = γ E [`(V PX1,s,t)]
and conclude
E [`(V PXλ,s,t)] = E [`(V PX1,s,t)] .
Thus, we can restrict our attention to Poisson point process of unit inten-
sity. From now on, we will shorten the notation V PX1,s,t in V PX .







P [Bx(p1, p2) ∩X = ∅] 1[M(p1,p2)∈[st]]‖p1p2‖dp1dp2. (2)
The path V PXλ∪{s,t},s,t has about the same length when the density
λ of the Poisson point process is high; namely,
E
[∣∣`(V PXλ,s,t)− `(V PXλ∪{s,t},s,t)∣∣] = O (λ− 1d )
can be proven as an easy generalization from dimension two [7].
3 Voronoi Path in Dimension 3
We start by illustrating our method in three dimensions.
Lemma 1. In dimension 3,
1.4977 ≤ E [`(V PX)] ≤ 1.5001
Proof. The integral in Equation (2) is computed by substitution. The
points p1 and p2 are defined by their sphere Bx(p1, p2) and their spherical
coordinates on that sphere. Let Φ be the function
Φ : R× R+ × ([0, π)× [0, 2π))2 −→ (R3)2

















1 cosα1 −r sinα1 0 0 0
0 sinα1 cos β1 r cosα1 cos β1 −r sinα1 sin β1 0 0
0 sinα1 sin β1 r cosα1 sin β1 r sinα1 cos β1 0 0
1 cosα2 0 0 −r sinα2 0
0 sinα2 cos β2 0 0 r cosα2 cos β2 −r sinα2 sin β2
0 sinα2 sin β2 0 0 r cosα2 sin β2 r sinα2 cos β2
∣∣∣∣∣∣∣∣∣∣∣
= r4 sinα1 sinα2(cosα1 − cosα2).
Then, we substitute the new variables:



































·r4 sinα1 sinα2| cosα1 − cosα2|dβ1dβ2dα1dα2drdx.
Separating the different variables, the shape of the integral1 on r matches
Equation (9):



































sinα1 sinα2| cosα1−cosα2|·‖u1u2‖dβ1dβ2dα1dα2. (3)
Unfortunately, we cannot compute formally this integral with the exact


































factor comes from Equation (11). Plugging this bound in
Equation (3) gives E [`(V PX)] ≤ 2.
Using a better bound for ‖u1u2‖, we can improve on this result. Ex-
pressing ‖u1u2‖ in terms of the spherical coordinates we have
‖u1u2‖ =
√




2 − 2u1 · u2 =
√











with δ = (cosα1 cosα2 + sinα1 sinα2 cos(β1 − β2)) . (5)




1− y from above and below using Taylor expansions.
We can use Taylor expansion to bound ‖u1u2‖. If Tk(y) is the Taylor
expansion up to degree k of
√
1− y, for k odd and y ∈ [−1, 1] we have
Tk(y)− Tk(1)yk+1 ≤
√
1− y ≤ Tk(y). (6)






















































Plugging these values in Equation (3) and using Equations (4) and (6)
yields the bounds announced in the lemma statement.
A numerical evaluation of the integral at Equation (3) gives a value
in that interval, pretty close to 3
2





4 Voronoi Path in Dimension d
























































The rest of the section is devoted to the proof of Theorem 2.
As in dimension 3, we compute by substitution the integral in Equa-
tion (2) defining the points p1 and p2 by their sphere Bx(p1, p2) and their
spherical coordinates on that sphere. Let Φ be the function
Φ : R× R+ ×
(
[0, π]d−1 × [0, 2π)
)2 −→ (Rd)2







































d−i−1(α2,i) · sind−2(α1,1) sind−2(α2,1)| cosα1,1 − cosα2,1|.









P [B((x,0,...,0), r) ∩X = ∅] 1[(x,0,...,0)∈[st]]























Equation (9), we get:
















































δC = cosα1,1 cosα2,1.
Replacing ‖u1u2‖ in Equation (7) by its bounds yields the computation















































d−2(α2,1)| cosα1,1 − cosα2,1|dα1,1dα2,1
using Equation (10). The product can be reduced by a telescoping argu-
ment and the integral is computed using Equation (11). We get:

















4.2 Computation of I1
Using the above decomposition of δ into δA + δB + δC , we can write

























cosα1,1 cosα2,1 J (α1:2,1:d−2)dα1:2,1:d−1.
We have IA1 = 0 since J does not depends on α1,d−1 and α2,d−1
thus integrating over α1,d−1 and α2,d−1 create a null factor according to
Equation (12). We also have IB1 = 0 since variables α1,i appear only
within sinus inside J , thus integrating over α1,i creates a null factor in
each term of the sum using Equation (13).
To compute IC1 , we can integrate all variables different from α1,1α2,1
in the same way as we have done for computing I0 and get
























d−2(α2,1) cos(α1,1) cos(α2,1)| cosα1,1 − cosα2,1|dα1,1dα2,1.
Then using Equation (14) one can finally compute I1. Observing that
the result of Equation (14) is the same as Equation (11) up to a factor




4.3 The Upper Bound
Using the values of I0 and I1 in Equation (7), we get
8














































































4.4 Computation of I2
We can easily get an upper bound of integral I2 by noticing that δ2 ≤ 1
and thus I2 ≤ I0, but this yields an unsatisfactory lower bound for the
length of the Voronoi path. So we compute I2 exactly.
The integral I2 can be split in 6 terms according to the development
of δ2:




C + 2δAδB + 2δAδC + 2δBδC .
As for the computation of I1, because of Equations 12 and 13, the three
terms corresponding to δAδB , δAδC , and δBδC yields null integrals. Thus







 · cos(α1,d−1 − α2,d−1)
2














































































































Since all terms where cosα1,i is not squared have null integral by Equa-










































































































































































































































(2d+ 2)(2d+ 1)2d(2d− 1)
(






















4.5 The Lower Bound
Using the values of I0, I1, and I2 in Equation (7), we get

































































For d small and similarly to what we have done in dimension 3, we can use
symbolic computation to get formal better bounds using higher order Taylor
expansions. We also used numerical integration to get an approximation of the
actual values. Results are in Table 2, Maple code is available [5].
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Appendix: Useful Integrals
In the paper we used several integrals whose expressions are given here. For
completeness, the proofs are given in this appendix, although they are essentially
13
boring technical computations. For d small enough, Maple or WolframAlpha
can compute most of such integrals. However, for symbolic d, such software may

































cos (α1 − α2)dα2dα1 = 0. (12)∫ π
0




































2 α2| cosα1 − cosα2|dα1dα2 (17)
=
22d+6(7d+ 13)(d+ 2)!2













































































) · √π. (19)
Proofs
Proof of Equation (9). Classic.
Proof of Equation (18). Integration by parts gives∫ b
a






cos2 α(d− 1) sind−2(α) dα.
14
Using the identity cos2(α) = 1− sin2(α) and simplifying gives∫ b
a


































by induction on d, we get that, for d even,
∫ b
a







































Analogously, for d odd, we use
∫ b
a sin
















to get by induction
∫ b
a





























Grouping the two expressions above completes the proof.
Proof of Equation (10). It is a direct corollary of Equation 18.
Proof of Equation (19). Integration by parts combined with Equation (10) gives∫ π
0































Proof of Equation (11). First, we use the symmetry with respect to the line
































































































, if d is even.










































sind+i−1 x cos2 xdx.































































































We handle the A term first, which is pretty similar to the d odd case. Again,































































































The left term is null because of Equation 13. And plugging Equation 19 in the







































Therefore, the expression above holds for both odd and even d. Moreover, it can




Proof of Equation (12). Symmetry on the circle gives 0.
Proof of Equation (13). Symmetry with respect to π/2 gives 0.
Proof of Equation (14). As in the proof of Equation 11, we simplify this integral

































sind y cos2 ydy +
∫ x
0










where fd is defined in the proof of Equation 11. The first integral is exactly
the opposite as the one in Equation 11, the second integral is quite similar, for
17









































































Substracting the two integrals yields the claimed result. The case with d even
can be solved similarly.
Proof of Equation (15). Simple integration.
Proof of Equation (16). Use cos2 x = 1− sin2 x and Equation 10, then simplify.
Proof of Equation (17). As in the proof of Equations 11 and 14, we simplify




























sind x cosx(1− sin2 x)
(∫ π
x
sind y(1− sin2 y)dy −
∫ x
0

















where fd is defined in the proof of Equation 11. The first and fourth integrals
are the same as the ones in Equation 11 (with d replaced by d+ 2 in the fourth
integral), the second integral is the same as the one in Equation 14, the third











































































Adding the four integrals yields the claimed result. The case with d even can
be solved similarly.
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