ABSTRACT Dimensionality reduction is an essential preprocessing step for data mining. Principal component analysis (PCA) is the most classical method of reducing dimension and a variety of methods based on it are extended. However, all these methods require at least one transposition and quadrature operation of the original high-dimensional matrix and the dimension reduction results loss the meaning of the original data, it will inevitably bring difficulties for people to the further analysis of classification or clustering results. We develop a novel algorithm named DRWPCA in this paper, it does not need to map the original data to the space of other dimensions for processing, but realizes the dimension reduction by analyzing the correlation between the dimensions, and therefore the physical meaning of the original data set is retained. It utilizes mathematical statistics to obtain the correlation coefficient or the degree of correlation between attributes. By statistical analysis of the degree of correlation between attributes, the feature with high correlation is removed so as to achieve the goal of reducing the dimension. DRWPCA is inspired by the content of the correlation coefficient part of the digital feature of a random variable, and the sliding window model for traffic control in network engineering. Experimental result demonstrates that the DRWPCA provides promising accuracy, higher ability to reduce dimension and preserves the original information of the data.
I. INTRODUCTION
In the age of the explosive growth of information, to discover valuable data in huge amounts of data, data mining technology has emerged. As we all know, the original high dimensional data set, which has not been preprocessed, has the disadvantages those there are noise points, the information is incomplete and the dimension is huge. If these data are analyzed directly, it will inevitably lead to unsatisfactory or inaccurate results. This requires a preprocessing to improve the quality of the data and enhance the accuracy and efficiency of data mining. Data preprocessing is a cleaning work before data mining, and the task of dimensionality reduction is an essential part of data preprocessing. Reducing data dimension can solve the problem of ''dimension disaster'' [1] , reduce redundant data and cut down the data space complexity. Therefore, the research on the method of dimensionality reduction becomes an important subject in the field of data mining and machine learning. Principal component analysis (PCA) [2] is one of the most commonly used linear dimensionality reduction algorithms. The algorithm of principal component analysis (PCA) is first proposed by Karl Pearson [3] . Although it has been put forward for long time, there are still many researchers using PCA to preprocess data sets in various fields and improve the PCA under the condition of a specific dataset. However, there are still some problems, such as data loss the original physical meaning after the dimension reduction and the clustering result is difficult to explain, easy to be affected by the noise point and so on. How to guarantee the dimensionality reduction effect and retain the original data information, how to reduce the operation size of the algorithm matrix and make the algorithm insensitive to the noise point are the challenges faced by the researchers and these problems are all worth studying.
We present a novel principal component analysis algorithm named as A Principal Component Analysis Algorithm Based on Dimension Reduction Window (DRWPCA) in this paper, and it utilizes correlation coefficient matrix (CCM) and dimension reduction window (DRW) to reduce the dimension. The algorithm is composed of two parts, the one of that is the reduction of dimension. Its main function is to reduce the dimension of the data set by analyzing the CCM by utilizing the DRW. The method of another part is to optimize the whole algorithm. When the parameters do not meet the algorithm requirements, the parameters are optimized until the algorithm achieves the best results. The experimental results show that the DRWPCA algorithm can directly reduce the dimension of the high dimensional data and retain the physical meaning of the original data, and it has high accuracy and effectiveness.
The rest of this paper is organized as follows. We will make a brief discussion of the several classical principal component analysis algorithms in Section 2.In Section 3, there is a detailed description of DRWPCA is presented. Some corresponding experiments are shown in Section 4. In Section 5 some conclusions of this paper are given.
II. RELATED WORKS
We are now in the era of big data, along with the explosive growth of data, put forward higher requirements of the processing power of the computer, also brought pressure. The data preprocessing of data compression, streamline, cleaning have become an important part of reducing the pressure of computing and improving the quality of data processing. Data reduction is an important part of data preprocessing. Therefore, the study of dimensionality reduction for high dimensional data has become an essential topic in the field of machine learning and data mining.
PCA is a statistical analysis of high dimensional datasets by using the knowledge of linear algebra [4] . The dimensionality reduction result of PCA is determined by the size of the eigenvalues of the covariance matrix and corresponding eigenvectors [5] , [6] . The utilizing of mathematical methods or the discovery of the relationship between the clustering algorithm and the principal component are all conducive to analyze the principal component. Ding C and He X analyze the relationship between clustering algorithms and principal components from a mathematical point of view [6] - [8] . In 1909, Mercer proposed a kernel theory, thus forming a kernel principal component analysis (KPCA) method for feature extraction [9] , [10] . KPCA is a method of using kernel technology to map nonlinear data to high dimensional space and then analyze it, so it is generally believed that the performance of kernel principal component analysis is superior to the principal component analysis [11] , [12] . Both PCA and KPCA keep the original information of the data as far as possible [13] . H Lu, KN Plataniotis and AN Venetsanopoulos propose a tensor oriented principal component analysis method called Multilinear Principal Component Analysis(MPCA) in 2008 [14] . Its main function is to map the high dimensional tensor data to the low dimensional space, thus reducing the dimension of the dimension and the original structure of the data will not be destroyed [15] . Besides, the robust principal component analysis (RPCA) method decomposes the data matrix into the sum of the low rank matrix and the sparse noise matrix containing the real structure [16] - [18] , which reduces the influence of the noise point on the dimension reduction process, and the dimension reduction process of the algorithm is essentially the same as that of PCA [18] - [21] . In addition, window technology is also widely used in the field of cybernetics and analysis. Its advantages are precision and flexibility [22] , [23] . The necessary optimization of the algorithm is an effective method to improve the efficiency of the algorithm and as close as possible to the expected effect of the algorithm design [24] - [26] . Through the above, the reservation of the original information of the data, improve the robustness and efficiency of the algorithm are all the important research contents.
III. THE DESIGN OF PRINCIPAL COMPONENT ANALYSIS BASED ON DIMENSION REDUCTION WINDOW
The algorithm of DRWPCA is based on the basic idea of correlation coefficient and sliding window. The basic idea of the algorithm is to ensure low correlation between attributes as much as possible. Through the analysis of the CCM, the attributes that have high correlation with other attributes are removed and the purpose of dimensionality reduction is achieved. The algorithm is mainly composed of two parts: Dimensionality reduction process and optimization process. The dimension reduction process is mainly based on the analysis of the CCM. There are two important parameters: one of them is end parameter which is utilized to control the cycle of algorithm. Another one is the parameter of the dimension reduction window, which determines the effect of reducing the dimension and the speed of convergence, and the determination of its value is achieved by the optimization process. The optimization process is to iterate and optimize the dimension reduction window parameter through an optimization function, and get a most suitable value, so that the algorithm will not fall into the infinite loop in that the window is too narrow, or it will not make the width overflow because of the wide window. The two parts of dimensionality reduction and optimization is not the relationship between the front and back, but in the process of dimensionality reduction. The optimization algorithm detect the parameter is the optimal value whether or not in the dimensionality reduction algorithm, and the parameters are adjusted through the optimization algorithm to make the parameters optimal.
Through the above briefly description of the algorithm, we know the details of it and how does it work. Next we will utilize a flow chart as shown in Fig.1 to clearly describe the whole process of the algorithm.
A. DIMENSIONALITY REDUCTION PART
The algorithm is to extract the attributes which are highly correlated with other attributes in the original data set through the analysis of the CCM, so that the correlation between the remaining attributes is low, and so as to achieve the purpose of dimension reduction. For a high dimensional data set X = x 1 , x 2 , . . . , x m in the Euclidean space, and
T represents a data point and x ij represents the value of the j attribute of the i object. Firstly, initialize the dimension reduction window parameter. In the next, we utilize (6) to get the correlation coefficient between attributes and make up the matrix B which is an m order square array. Then, the diagonals of the matrix B are all one, we can let B minus E to get the matrix B', where E is the unit matrix of the same order as the B matrix. Take the absolute value of all the elements in the matrix B', then, we get the CCM P. We compute the sum of each row of the matrix P, and the difference between the maximum and minimum of these values multiply a parameter which called end parameter here is used as the end condition of the cycle body. When the algorithm satisfies the end condition, it shows that the correlation between the attributes is small and the difference in the correlation value is also small. We rank each row of the matrix in ascending order based on the value. The dimension reduction window (DRW), will be introduced in the next section, is placed at the end of the matrix, the column number in the DRW is counted, then arrange it in ascending order and the column in the DRW is deleted from the dataset, and then enters the next iteration until it satisfies the condition to jump out of the loop.
1) DIMENSION REDUCTION WINDOW (DRW)
We have get the CCM P = {p 1 , p 2 , . . . , p m } that diagonal elements are zero and all the elements are positive. Then, we set a parameter name dimension reduction window parameter (DRWP) to control the width of dimension reduction window and we represent it with the letter e in this paper. We use a MATLAB function floor () to do a round down operation on the width of dimension reduction window. Where width represent with the function: h = floor(m * e). The algorithm arranged every row of the matrix P in ascending order, count the column number in the window at this time and remove the first h columns that have the most frequent occurrences. The workflow of the window is shown in the following diagram:
In the above picture, in the matrix P, p ii = 0, where i ≤ m. Matrix C is derived from the ascending order of each line of the matrix B' and c ij > c ij−1 , where i ≤ m, j ≤ m. The dimension reduction operation is carried out in the DRW, and the width of the DRW is changed according to the DRWP with each of iteration. In the section 3.1, we refer to the sum of each row of the matrix P, we set b_max as the maximum, b_min as the minimum, and the letter a as the end parameter in this paper. The end condition of algorithm can be represented as follow:
Where a ∈ [0.01,0.1]. It needs to be noticed here that the width of the DRW varies with the iteration of the algorithm.
2) VARIANCE AND COVARIANCE
Analysis of variance is a common analysis method in Statistics, and the covariance is usually used to measure the overall error of two variables. They can respond well to the amount of information in the variable itself and the difference between the variables. Because that the algorithm needs to analyze the correlation coefficient to reduce the dimension of data set, we have to calculate the variance and covariance between attributes first and prepare them as a follow-up algorithmic process. The formulas for calculating the variance and covariance are as follows:
In the formula of (2) and (3), X and Y are random variables, µ is the mean value of variable, cov (X, Y) is the covariance of X and Y, D (X) is the variance of X. n is the number of elements of the variable, and 1 ≤ i ≤ n. For the matrix X n * m corresponding to the data set X, its covariance matrix is as follow:
It is obvious from (4) that the covariance matrix C is a symmetric square matrix of the m order, The elements C ij in matrix C is the covariance between the X i attribute and the X j attribute, where 1 ≤ i, j ≤ m, m is the dimension of matrix X.
3) CORRELATION COEFFICIENT
The expression of correlation coefficient is the degree of linear correlation between the variables. It takes into account the covariance between objects and the relationship between the variances of objects, and directly reflects the strength of the linear relationship between samples. In general, it is represented by the letter ρ. The formula of correlation coefficient is expressed as:
In the formula, the X and Y are random variables, or they are attributes of data set in this article. cov (X, Y) is the covariance of X and Y, D (X) and D (Y) are the variances of X and Y respectively. ρ XY is a quantity that can be characterized by a close degree of linear relations and |ρ XY | ≤ 1. In this paper, we need to get the similarity between attributes; all the correlation coefficient values should be absolute. So it can depict the degree of correlation or similarity between X and Y. When value of |ρ XY | is closer to 1, it means that the two vectors are more similar; on the contrary, the closer the value is to 0, the greater the difference between them, and the more information they carry. In the algorithm, the formula of correlation coefficient between the attributes of the data set is shown as:
Where x i , x j are the attributes of data set, 1≤ i, j ≤ m.
4) CORRELATION COEFFICIENT MATRIX
In this paper, the main tool utilized in dimensionality reduction algorithm is correlation coefficient matrix (CCM) which is used to analyze the attributes. The CCM is a square matrix of m order, where m is the dimension of data set. The elements of the CCM are all obtained by formula (6) . The initial CCM which needs to be further processed, as shown in formula (7):
The ρ x i y j is the element of B m * m , ρ x i y j is equal to B ij , 1 ≤ i, j ≤ m. We use the following figure to show the generating process of the CCM: In the above figure, X is a data set matrix with n objects and m dimensions, where X = [x 1 , x 2 , . . . ,
T , x i are column vectors and y j are row vectors, 1 ≤ i ≤ m, 1 ≤ j ≤ n. ρ x i y j is the correlation coefficient between each pair of attributes, m is the dimension or order of a matrix, 1 ≤ i, j ≤ m. The generation process of the CCM is shown as in the Fig.3 . In the first step, the algorithm utilize the formula (6) to calculate the correlation coefficient between each pair of attributes, and get the matrix B, the initial CCM. In the next step, let B-E, the matrix E is a unit matrix of the same order as B, then, we get the matrix B' that we called it as the preprocessed CCM, which is a square array with zero diagonal elements. At the last step, take all the correlation coefficient elements to absolute values and this is to facilitate subsequent analysis. Finally, we get the CCM P. The whole process of our algorithm is to analyze the continuously updated CCM, so as to realize the process of reducing the dimension.
Based on the above description, Table 1 shows the main process of algorithm based on correlation coefficient. 
B. OPTIMIZATION PART
In the last section, we mentioned the dimension parameter of the dimensionality reduction window (DRWP) which is used to control the width of the dimensionality window. When we initialize the parameters for the algorithm, it is impossible for us to manually set the best dimension parameter of the DRWP for different datasets. We need an optimization algorithm to optimize the initial parameters, get the best parameters and make the DRW's size moderate. Then, the algorithm will cause the operation to be out of range due to the large window, or the window will be too small to cause the algorithm to go into an infinite loop. According to the observations of many experimental results, we usually initialize the parameters to a smaller value, such as 0.01. At this time, if there is no optimization algorithm, the dimensionality reduction algorithm will fall into the infinite loop process. The role of the optimization algorithm is to modify the parameters and make them optimal. The optimization function is represented as this:
Where t is an integer greater than zero, and represents the number of times the optimization algorithm fine-tuning the parameters. For tuning parameters, the logarithmic function or exponential function is generally used. Before the algorithm starts, we need to initialize the necessary parameters. The parameters set by manual may be larger than the optimal parameter. For parameter adjustment, the adjustment intensity should decrease with time, and the slope of curve should decrease with time. We choose logarithmic function here, and its curve grows faster at the beginning, and the slope of the back of the curve decreases with time as is shown in the Fig.4 .
The optimized function curve is shown in Fig.5 , its ordinate represents the amount of fine tuning, and the abscissa is the number of iterations. The main task of the optimization algorithm is to optimize the parameters, but its foremost role is to detect whether the dimensionality reduction algorithm is trapped in the dead cycle. When it detects that the program is in the loop, the optimizer is starting to work. The optimization process of the parameter of the dimensionality reduction window is expressed as:
Where t > 0 and t ∈ Z . The value of a function e(t) is the value of DRWP e. The optimization algorithm detects the algorithm each time after the fine-tuning, and the optimization process is finished until the algorithm is no longer trapped in the dead cycle. Besides, in extreme cases, the initialization of parameters is large, which results in that the dimension reduction algorithm has not yet reached the condition of ending algorithm, and the window has overflowed that shown as Fig.6 . Where DRW's width h is larger than k, the parameters also need optimization algorithm to be optimized at this time. Then, the optimization process should be expressed as:
Where t > 0 and t ∈ Z. But the process of optimization here is a little different than the previous one. It is necessary to adjust the parameters to the beginning to get the algorithm into a dead cycle, and then take the last parameter, not the present one, as the final parameter of the dimension reduction window. So, to sum up, the process of adjusting the parameters can be summed up as:
Where t > 0 and t ∈ Z. The operation symbols in the middle of a function depend on the setting of the initialization parameters. When the initial parameter is too big, take '-', when it is too small, take '+'. Whether the parameters are too large or too small depends on the detection results of the optimization algorithm for the dimensionality reduction algorithm. When the parameter is too small, the algorithm will be trapped in a dead circle, or the window overflow occurs due to the excessive parameter setting.
IV. EXPERIMENTS
All of our experiments in this paper are conducted on a PC with 2.2GHz CPU and 4GB memory running Microsoft Windows 7 of 32-bit operating system. We have implemented DRWPCA with MATLAB 2015b to visualize the results.
In this paper, we utilize 6 UCI datasets to detect the performance of the DRWPCA algorithm, the data sets of Ionosphere, Sonar, Glass, Lung cancer, Spect and Robot.
The Robot consists of five sub-datasets: LP1, LP2, LP3, LP4 and LP5. Ionosphere is a binary classification data set of atmospheric data, with data sets of 34 attributes and which contains 351 records. The dataset of Sonar is also a 2-classification one, which is a sonar detection data with 68 properties and 208 samples. Spect is a 2 categorized dataset and has 187 instances and 21 attributes. Glass is a data set of 6 categories, and it consists of 9 attributes and 214 objects. The dataset of Lung cancer has three clusters, and has 56 dimensions and 32 objects. The five subdatasets of Robot: LP1, LP2, LP3, LP4 and LP5 are all the 90-dimensional datasets, and they are datasets of 4-classification, 5-classification, 4-classification, 3-classification and 4-classification with 87, 47, 47, 117and163instances. Because that the method of dimensionality reduction in this paper is linear, our algorithm is mainly compared with linear method just like PCA, Robust PCA (RPCA). We utilize the same classical clustering algorithm, K-means, to cluster the data which dimension is reduced. We compare the clustering results to analyze the ability or performance of the algorithm.
Known from the above two figures Fig.7 and Fig.8 , on the premise that DRWPCA has obvious advantages over the other three methods in reducing the dimension, the DRW-PCA can also maintain a considerable precision and even higher precision. The ordinate of the Fig.7 is the dimension of dataset after reducing the dimension by the algorithm of these four algorithms, and we can see that DRWPCA has a better ability of reducing dimension than the others. The transversal coordinates of the above two Figures are the name of the dataset. We noticed that the experimental results in Fig.7 and Fig.8 show that the DRWPCA algorithm reduces the dataset's dimension as much as possible while ensuring the better accuracy of dimensionality reduction than other algorithms. From Fig.7 , we can see that the DRWPCA algorithm has obvious advantages in dimension reduction compared to PCA, and the dimensionality reduction accuracy is also generally higher than RPCA. Even if some of other algorithms have higher dimensionality reduction ability or higher dimensionality reduction ability in a data set than DRWPCA, their corresponding dimensionality reduction accuracy or capability is lower than DRWPCA. The types of these data sets are different, and several algorithms comprehensively reflect their dimensionality reduction capabilities. RPCA is an improvement on PCA, which reduces the impact of noise points on PCA, so its dimensionality reduction capability is significantly higher than PCA, and the dimensionality reduction quality is improved. In many data sets, such as Ionosphere, Glass, Lung cancer and so on, PCA needs to sacrifice certain dimensionality reduction ability to ensure a certain dimensionality reduction accuracy. However, in these data sets, RPCA has shown better dimensionality reduction capability, but the dimensionality reduction accuracy is lower than DRWPCA and PCA, indicating that RPCA extracts the main features well in the sparse matrix, but it also caused a certain degree of feature loss. The most important information is that this also shows that DRW-PCA has better robustness. For the data set spect, its data is composed of 0,1, and the sparse degree is high, but it does not mean that there are many noise points, which leads to RPCA having a great advantage in reducing the dimensionality compared with PCA, but accuracy and dimensionality reduction capability is not as good as the DRWPCA. Although the accuracy of the PCA is higher than that of the RPCA, it does not have obvious dimensionality reduction advantages on the basis of sacrificing a large amount of dimensionality reduction capability. In addition, in the normal dataset Robot, the dimensionality reduction accuracy of the three algorithms are not much different, but the dimensionality reduction capability of DRWPCA is significantly higher than other algorithms. Although an exception is in LP3, DRWPCA guarantees a dimensionality reduction advantage over other algorithms. Table 2 shows the detailed results of the experiment and the setting of the related parameters. All the parameter values of e are optimal. The letter a is the end parameter which need to be set up manually, and its value is between 0.01 and 0.1. Acc_DRWPCA, Acc_PCA and Acc_RPCA represent the accuracy of dimensionality reduction. Dim_DRWPCA, Dim_PCA, Dim_RPCA indicate the ability of dimensionality reduction of the algorithm, and their values show the dimensions that the algorithm can reduce the data set to. Last row indicates the number of iterations required for parameter optimization.
The experimental results shown above are all selected the better results, or it is the experimental results under the optimal condition of the parameter setting. In the Fig.9 and Fig.10 We can see that when a = 0.03, the dimensionality reduction accuracy is more stable and superior to other algorithms, while other curves are unstable. Although different e can sometimes form a better performance, we prefer to find stable parameter a, such parameter can make the algorithm more universal.
Through the observation of the above curve, we can get several phenomena and the corresponding conclusions: (1) as shown in Fig.9 , the ability to reduce dimension of the DRWPCA algorithm is obviously stronger than that of PCA, and overall better than RPCA. (2) There is a ''low ebb'' phenomenon at the beginning of the curves in Fig.10 for different parameters, here we call it the phase of ''best effort to optimize'', as far as possible to ensure the relatively satisfactory accuracy of the reduction dimension. At this time the accuracy of the algorithm is lower than PCA, but the ability of dimensionality reduction is higher than PCA. (3) In Fig.10 , when the end parameter is equal to 0.03, the curve is most stationary. The other curves have large fluctuations and unstable. The end parameter is that correspond to the most stable curves are what we need, and it has the highest universality. The aim of our algorithm is to find such a parameter, which makes the algorithm's dimensionality reduction ability better than the PCA, and the precision also is high and stable.
We know from Fig.9 and Fig.10 that the accuracy of dimensionality reduction is most stable when a = 0.03. From the three curves of Fig.11 , we can get the reason why the reduction dimension accuracy of this algorithm is most stable On the other way, we make a statistical analysis of the above experimental results, as shown in Table 3 . The letter g in the table represents contribution rate. The main statistical object are Average dimensionality reduction capacity (ADRC), Average dimension reduction accuracy (ADRA), their values are calculated by formula (12) and (13), respectively.
Where n represents the number of values for parameters of the dimensionality reduction window e, n is equal to 9 in this experiment and i ∈ [1,n] . Dim i is the ability to reduce the dimension of the algorithm under the condition that he RDWP is e[i] and it is an array which make up with the experiment value of e, the length of e[i] is n. Acc i is the reduction accuracy of the algorithm under the condition that the RDWP is e[i].
As we can see from Table 3 , DRWPCA still has better dimensionality reduction ability and higher dimension reduction accuracy than PCA under the conditions of different values of parameters a. DRWPCA can reduce the dimension of the data set lower than the PCA, and it also can guarantee the higher accuracy than the DRWPCA. We know from the previous conclusion that when a = 0.03, the algorithm has the highest universality. At this time, we can see from Table 3 that DRWPCA's dimensionality reduction ability is higher than that of PCA, and its accuracy is also the highest. When a = 0.01, the performance of the DRWPCA algorithm is not stable, but the overall performance is significantly better than that of the PCA.
In this section, we just show some representative experimental results. On the one hand, we show the dimensionality reduction ability and accuracy of the algorithm. On the other aspect, we show the working process of the algorithm clearly through experiments.
V. CONCLUSION
Today, it is significance to develop a new and novel linear dimensionality reduction method with these characteristics: low computational complexity, high dimensionality reduction ability, efficient, and preserves the physical information of original data. In this paper, we propose a linear dimensionality reduction method novelty, called DRWPCA, and it consists of two parts. One of them is the part of dimensionality reduce, it utilizes the DRW to analyze the CCM and determines which attributes can be removed. The another part is the window parameter optimization, by adjusting the parameters of the dimension reduction window by using the parameter adjustment formula, the optimal value is obtained, which makes it meet the requirements of the dimensionality reduction algorithm. The innovation points and advantages of our algorithm are: (1) the dimensionality reduction result of our algorithm is obtained by screening the original data set. It preserves the physical meaning of the original data intuitively, and facilitates the analysis of clustering or classification results in practical applications. Although this will inevitably lose some information, it still looks well from the experimental results. (2) We are inspired by the sliding window model to apply the DRW to the data analysis algorithm. The experiments show that the appropriate DRW has good performance in the auxiliary analysis. (3) We utilize the optimization algorithm to get the most suitable parameters, so that the algorithm performance is optimal, the experiments show better dimensionality reduction ability and higher accuracy of DRWPCA than other classical dimensionality reduction method just like PCA and RPCA.
In future work, we will test the impact of adaptive windows on the accuracy of dimensionality reduction and on the ability, improving the process of parameter optimization with other frontier algorithms, and obtain a more satisfactory linear principal component analysis method, thereby, provides a higher performance way for solving practical problems. 
