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Abstract 
 
Soliton perturbation theory is used to determine the evolution of a solitary wave 
described by a perturbed nonlinear Schrödinger equation. Perturbation terms, which 
model wide classes of physically relevant perturbations, are considered. An analytical 
solution is found for the first-order correction of the evolving solitary wave.  This 
solution for the solitary wave tail  is in integral form and an explicit expression is 
found, for large time.  Singularity theory, usually used for combustion problems, is 
applied to the large time expression for the  solitary wave tail.   Analytical  results 
are obtained, such as the parameter regions in which qualitatively  different  types 
of solitary wave tails occur, the location of zeros and the location and amplitude of 
peaks, in the solitary wave tail.  Two examples, the near-continuum limit of a discrete 
NLS equation and an explicit numerical  scheme for the NLS equation, are considered 
in detail. For the discrete NLS equation it is found that three qualitatively different 
types of solitary wave tail can occur, while for the explicit finite-difference scheme, 
only one type  of solitary  wave tail  occurs.  An excellent  comparison between the 
perturbation solution and numerical simulations, for the solitary wave tail, is found 
for both examples. 
 
Keywords: soliton; nonlinear Schrödinger equation; solitary wave tails; finite-difference 
scheme, discrete NLS equation 
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1 Introduction 
 
One of the most important model equations in nonlinear science is the nonlinear Schrödinger 
(NLS) equation, 
iηt + ηxx + η|η|
2  = 0. (1) 
Physically, the NLS equation  describes the modulation of weakly-nonlinear wavetrains in 
deep water. Benjamin and Feir [Benjamin and Feir(1967)]  showed that an uniform wave- 
train is unstable to longwave  perturbations.  Peregrine [Peregrine(1985)] and Yuen and 
Lake [Yuen and Lake(1982)] present a historical overview of fluid mechanics applications 
of the NLS equation and its physical origins. In the optical context, the NLS equation was 
derived by Hasegawa and Tappert [Hasegawa and Tappert(1973)]. It also describes the 
evolution of the slowly varying envelope of an optical pulse. Derived asymptotically from 
Maxwell’s equations, it assumes slow variation in the carrier frequency and the Kerr depen- 
dence (where the nonlinear refractive index n = n0 + n2|η |2).  The NLS equation is central 
to understanding soliton propagation in optical fibres, which is of critical importance to the 
field of fibre-based telecommunications [Wabnitz et al.(1995)Wabnitz, Kodama, and Aceves]. 
Motivated by these physical applications, the evolution of a NLS soliton has been 
studied extensively in both the physical and mathematical communities. We consider a 
perturbed NLS equation of the form, 
iηt + ηxx + η|η|
2  = αH (η),  α « 1,  where (2) 
H (η) = c1|η|4η + c2η2ηxx + c3ηη
2 + c4|ηx|2η + c5|η|2ηxx + c6ηxxxx. 
 
When the higher-order coefficients in (2) are given by 
 
(c1, c2, c3, c4, c5, c6) = (1.5, 1, 3, 2, 4, 1), (3) 
 
then it represents the next even member of the NLS integrable hierarchy,  so (2) represents 
a generalisation of this hierarchy member. The perturbation terms also have a number 
of physical and numerical applications. Kavitha and Daniel [Kavitha and Daniel(2003)] 
showed that  (2) is a model for classical Heisenberg ferromagnetic  spin chains, with bi- 
quadratic exchange interactions along the spin lattice. The near-continuum limit of various 
forms of the discrete NLS equation are also governed by this form of perturbed NLS equa- 
tion [Dmitriev et al.(2002)Dmitriev, Semagin, Sukhorukov,  and Shigenari, Kivshar and Salerno(1994)]. 
A further application is the analysis of numerical methods for the NLS equation, as the 
leading-order discretization error of many schemes are described by the perturbation terms 
in (2). 
Applying an asymptotic transformation to the perturbed NLS equation (2), Hoseini 
and Marchant [Hoseini and Marchant(2007)] found that the algebraic relation 
−4c1 + 4c2 + 2c3 − c4 + c5 − 6c6 = 0, (4) 
 
describes  cases for which higher-order solitary wave collisions  of (2) are asymptotically 
elastic. They found analytical details of the solitary wave collision, including the higher- 
order phase shifts. 
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A powerful analytical solution technique is direct soliton perturbation theory.  This 
requires that the complete set of the eigenfunctions for the linearized problem related to 
the nonlinear wave equation  be determined. Yang [Yang(2000)] constructed this set for a 
large class of integrable nonlinear wave equations  such as the Korteweg-de Vries (KdV), 
NLS and modified KdV  equations.  The same procedure  can be exploited to find the 
eigenstates of the adjoint linearization operator. His finding shows that the eigenfunctions 
for these hierarchies are the squared Jost solutions. 
Chen and Yang [Chen and Yang(2002)] developed direct soliton perturbation theory for 
the derivative NLS and the modified NLS equations. Using the similarity between the KdV 
and derivative NLS hierarchies they showed that the eigenfunctions for the linearized bright 
derivative NLS equation are the derivatives of the squared Jost solutions. This is in contrast 
to the counterpart for NLS, Hirota and mKdV hierarchies, where the eigenfunctions are 
just the squared Jost solutions. Suppressing the secular terms, they also found the slow 
evolution of soliton parameters and the perturbation-induced radiation. 
Hoseini and Marchant [Hoseini and Marchant(2006)] examined bright solitary wave in- 
teraction for a focusing version of the higher-order Hirota equation. A family of higher- 
order embedded solitons was found by using an asymptotic transformation. When embed- 
ded solitons do not exist, soliton perturbation theory was used to determine the details 
of a single evolving solitary wave, to first-order. In particular, an integral expression was 
found for the first-order correction to the solitary wave profile. They also asymptotically 
analysed the integral expression to derive an analytical form for the tail of the solitary 
wave. It was shown that for the right-moving solitary wave a steady-state tail forms, while 
for the left-moving soliton, some transients  propagate on the steady-state tail. 
In this paper soliton perturbation theory is used to describe the evolution of a single 
solitary wave, for the perturbed NLS equation (2). In §2 soliton perturbation theory is used 
to derive the details of an evolving solitary wave at first-order. The first-order correction to 
the solitary wave is found in integral form and an explicit expression is found for large time. 
The large-time solution is investigated analytically using singularity theory, a technique 
usually applied to combustion problems. This allows the parameter  space to be identified, 
in which qualitatively different types of solitary wave tails occur. It also allows the location 
of zeros and the location and amplitude of peaks in the solitary wave tail, to be determined. 
In §3 two example are considered. These are the near-continuum limit  of a discrete 
NLS equation and an explicit finite-difference scheme for the NLS equation; in both cases 
the perturbed NLS equation (2) describes the leading order discretisation  effects. For the 
discrete NLS equation it is found that three qualitatively different solitary wave tails can 
occur, while only one type  of solitary wave tail  occurs for the explicit finite-difference 
scheme.  Excellent comparisons between the explicit large time expression and numerical 
solutions, for the solitary wave tails, are found. In §4 the results of the paper are reviewed 
and conclusions made. 
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2    Soliton perturbation theory 
 
In this section the soliton perturbation theory, first developed by Yang and Kaup [Yang and Kaup(2000)], 
is applied to find the first-order correction to the solitary wave solution. 
 
 
2.1    Preliminaries 
 
Soliton perturbation theory has been successfully  applied to the NLS equation (1) by 
several authors. Here we review the important aspects of this elegant theory. We refer the 
reader to Yang and Kaup [Yang and Kaup(2000)] for more details. The unperturbed NLS 
equation (1) has the soliton solution 
η = 
√
2κeiϕ sech κθ,  where (5) 
ϕ = ax + (κ2 − a2)t + ϕ0,   θ = x − 2at − θ0, 
and the parameters κ, a, ϕ0  and θ0  are free. To model the perturbation, the solitary wave 
solution is defined  as 
 
η = ei(δ+ 2 θ)ω(θ, t, T ; α), where (6) 
   t 
δ = (β + 
0 
1 
V 2)dt − δ0,   θ = x − 
   t 
V dt θ0. 
0 
Here the parameters  V , β, δ0  and θ0  are considered as functions of the slow time T = αt. 
Substituting (6) in (2) gives 
 
iωt + ωθθ − βω + ω|ω|
2  = αG − α( 1 
2 
V θ0T
 
1 
− 
2 
VT θ + δ0T
 
 
)ω (7) 
−α(iωT − iωθ θ0T ),   where G = e
−
 
i(δ+ V θ) H (η). 
The explicit form of G for the perturbation terms in (2) will be shown later.  Next, we 
expand the solution ω as 
 
ω = η0(θ) + αη1 + O(α
2), (8) 
 
and substitute (8) into (7). The O(1) terms satisfy the unperturbed NLS equation, but at 
O(α) we obtain 
 
2 2
 
iη1t  + η1θθ − βη1 + η0 η1 + 2η0 η1 = w1,  where (9) 
1 1 
w1 = G0 − iη0T   + iη0θ θ0T   − ( 2 
V θ0T   − 2 
VT θ + δ0T )η0, 
G0 = e
−i(δ+ 
2 
θ)H (ei(δ+ 2 θ)η0),  η0 = 
√
2κ sech κθ.
 
V V 
 
and η1|t=0  = 0. By taking U = (η1, ηϕ)T  and H = (w1, −wϕ)T , (9) can be represented in
 
 
matrix form as 
1 1 
 
   
∂θθ − β + 2η2
 
 
 
η2 
\ 
(i∂t + L)U = H,   where L = σ3 0 0 2 , (10) 
 
 
and σ3 = 
 
   
1 0  
\
 
. 
0  −1 
0 ∂θθ − β + 2η0 
5  
2
− 1 2
0 0
± 
θ 4
16 2 θ 
2κ
ϕ
 
 
 
 
σ3  is the Pauli matrix.   The only remaining problem is to solve (10), which uses  the 
eigenfunctions and eigenvalues of the associated linear operator L.  We denote the non- 
localised (continuous)  eigenvectors of L, which are needed for our analysis, by 
Ψ1 = e
−iξθ − 
 
κ2 sech2 κθ 
\ 
, Ψ2 = e
−iξθ −(κ tanh κθ + iξ)
2 
\ 
. (11) 
(κ tanh κθ + iξ)2 κ2 sech2 κθ 
 
The eigenfunctions of L†, adjoint operator of L, are also needed. These adjoint eigenfunc- 
tions are determined by w†  = (−aϕ, bϕ)T , where w = (a, b)T   is a eigenfunction of L.  Note 
that the eigenfunctions (11) are similar to those related to the linearization problem of the 
Hirota equation [Hoseini and Marchant(2006)]. Lastly, the product 
∞ 
(f (θ), g(θ)) = f (θ)
T g(θ)dθ, (12) 
−∞ 
needs to be defined. Note, that if g is replaced by its complex conjugate in the integral, 
then (12) is an inner product, but for soliton perturbation theory, the product (12) need 
not be positive definite, see Yang [Yang(2003)] or Zhu and Yang [Zhu and Yang(2007)]. 
The products in (13) are real quantities. Suppressing the secular terms gives the first-order 
solitary wave solution of (10) as, 
√ 
η1  = 
  
 
36 
∞ 
[g+ 
−∞ 
 
(t; ξ)Ψ1 + g
−
 
 
(t; ξ)Ψ2]dξ,  where ϕ = ξ
2
 
 
+ κ2,   g± 
 
 
(t; ξ) = (13) 
M ±(ξ) 
(1 e± 
ϕ 
 
iϕt 
 
),   M 
+(ξ) = √ 18 
2πϕ2 
(H, Ψ† ),  M −(ξ) = − √ 18 
2πϕ2 
(H, Ψ† ). 
 
2.2 The  first-order  perturbation  solution 
 
To study the effect of the perturbation terms in (2) on a NLS soliton envelope, we solve 
(10). The term G0, which forms part of the first-order forcing term (9), has the form 
1 
G0 = H (η0) + iV (−c2 + c3 + c5)η
2η0   + V 
2(−c2  − c3 + c4 − c5)η
3
 (14) 
1 
+ V 4c6η0  − 
1 
iV 3c6η0   − 
3 
V 2c6η0 
2 θθ 
 
+ 2iV c6η0 
 
θθθ . 
Substituting (14) into the forcing term (9) and applying the residue theorem to M ±, yields 
their explicit forms 
M ±(ξ) = (a1ξ
2 ± a2ξ + a3) sech(a4ξ),  where (15) 
a1 = 2c1 − 2c2 − c3 − c4 − 2c5 + 12c6,   a2 = 6a(c2 − c3 − c5 + 6c6), 
π 
a3 = 9[(2c1 − c2 − c5 + 2c6)κ2 − (c2 + c3 − c4 + c5 − 6c6)a2],   a4 = . 
 
Finally, inserting (15) in (13) gives 
√
2 
η1(θ, t) = 
36 
∞  e−iξθ 
× [M −(ξ)(1 − e− 
−∞ 
 
iϕt 
 
)(κ tanh κθ + iξ)2 
 
 
(16) 
−κ2M +(ξ)(1 − eiϕt) sech2 κθ]dξ, 
6  
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as an integral expression for the first-order correction to the solitary wave profile. 
 
As the integral expression for η1 contains no singular points, the Riemann-Lebesgue 
theorem implies that η1 → 0 as t → ∞. It is to be expected that η1 decay to zero for long 
time, as the higher-order NLS solitary wave (17) exists for all values of the higher-order 
coefficients. This is in contrast to the higher-order Hirota equation, for which a higher- 
order solitary wave exists only for special choices of the higher-order coefficients. As the 
Hirota soliton is embedded in the linear wave spectrum, in general, perturbation terms 
cause radiation loss and the formation of a permanent solitary wave tail, see Hoseini  and 
Marchant [Hoseini and Marchant(2006)]. 
Also, we note that the asymptotic expression for the higher-order steady-state NLS 
solitary wave of (2) (found by direct substitution), is 
√  
η(x, t) = 
√
2κeiϕ sech κθ +
 2 2 
καeiϕ(  κ2a sech3 κθ + 
1 
iκa
  
sech κθ tanh κθ 
2 3 
1 
3 
2
 
+a5 sech κθ),  ϕ = ax + [κ
2 − a2 + αc6(κ
4 + a4 − 6κ2a2)]t, (17) 
θ = x − [2a − 4αc6(a2 − κ2)a]t,   where 
1 
a5 = a
2(c2 + c3 − c4 + c5 − 6c6) + κ
2(5c2  − 8c1 + c3 + c4 + 5c5 − 18c6) 
 
and the parameters a1 and a2 are given in (15). We note that the first-order correction, 
η1, given by (15)-(16), is zero if 
(c1, c2, c3, c4, c5, c6) = (−1, 2, 14, 4, 0, 2)r + (1, 0, −2, 0, 2, 0)s, (18) 
 
for free parameters r and s, which implies that no O(α) evolution of the solitary wave 
profile occurs. We also see that (18) implies that the O(α) amplitude terms of (17) are 
zero, confirming that no tail evolves in this case. 
 
 
2.3    Analytical results for the solitary  wave tail 
 
The leading order transient  term for the tail,  valid for large time, can be determined 
by the method of stationary phase. To obtain the large time solution we let θ = cpt in 
(16) and consider cp of either sign. The technique used here is similar to that of Hosieni and 
Marchant [Hoseini and Marchant(2006)] and Pelinovsky and Yang [Pelinovsky and Yang(2002)], 
who also obtained large time solutions. The relevant phase of (16) is ϕ1 = −ξcp − ξ2 − k2 
and the point of stationary phase, which occurs when dϕ1 = 0, is ξs  = − 
cp .  Using this 
method gives  
 
1 
π 2 2(κ 
 
 
i 
cp )2M −(
 
 
 
cp )
 
 
 
 
 p  
 
η1 ϕ − 
−  
2 
− 
2 
1 2
 
c 
e−i( 2 t+ 
π ), θ 1,  t . (19) 
36t 2 ( 
cp  + κ2) 
 
The term M + makes no contribution to the tail (16) at long times, as sech2 κθ ≈ 0 for 
|θ| » 1. The expression (19) describes the tail properties along the straight lines θ = cpt. It 
can be seen that the amplitude decays like t−1/2  along these lines, which is the characteristic 
7  
t
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ξ
ξ
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decay rate associated with the NLS equation. At a fixed time t, the tail is evaluated by 
substituting cp = 
 θ
 into (19). 
At large time the tail amplitude is given by the simple expression 
√ 
2  1 1 cp 
|η1| ϕ π 2 t
− 
2 |M −(− )|,   |θ| » 1,  t → ∞. (20) 
 
Hence analytical results for the tail  amplitude |η1| can be obtained by examining the 
properties of M −. The expression M − is, in general, not symmetric so the left and right 
tails formed by the evolving soliton are also non-symmetric. This is due the non-symmetry 
of the phase of the initial  soliton. The left and right solitary wave tails are symmetric if 
a2 = 0 or a = 0. For the case of a = 0 the initial phase is symmetric,  so the solitary wave 
tail for the evolving stationary soliton is also symmetric. 
The expression M − will be examined to classify all the qualitatively different profiles 
for the tail amplitude |η1|.  Note that the expression M − is valid for all ξ (or θ), whilst the 
tail amplitude is only valid for |θ| » 1.The classification is done by considering various 
degenerate parameter  choices for M − and is similar to the application of singularity the- 
ory to bifurcation problems in combustion theory [Golubitsky and Schaeffer(1985)].  The 
expressions 
 
M − = (a1ξ
2 − a2ξ + a3)S, M 
− = (2a1ξ − a2)S − a4(a1ξ
2 − a2ξ + a3)ST , (21) 
M − 2 2 3
 
ξξ = 2a1S − 2a4(2a1ξ − a2)ST + a4(a1ξ 
where S = sech(a4ξ),   T = tanh(a4ξ), 
− a2ξ + a3)(S − 2S ), 
 
are needed. The hysteresis and zero degenerate points are given by the relations 
 
M − −
 
ξ   = Mξξ  = 0, (22) 
M − = M − = 0, (23) 
 
respectively. (22) represents a condition for the occurrence of a hysteresis region in the tail 
profile while (23) is the condition for the generation of a point of zero amplitude in the tail 
profile. As the zeros of M − are governed by a quadratic, the condition (23) simplifies to 
 
2 − 4a1a3 = 0. (24) 
The degenerate hysteresis condition (22) is solved numerically by a root finding routine 
from the IMSL library, while the degenerate zero condition (24) can be solved explicitly. In 
the special case of a = 0 an explicit condition can be found for (22) as the hysteresis point 
represents a bifurcation from a symmetric tail profile, at ξ = 0. Substituting a = ξ = 0 
into (22) gives the condition 
2a1 − a3a
2 = 0. (25) 
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3 Examples and numerical results 
 
3.1 Evolution  of discrete solitary  waves 
 
We consider the discrete NLS equation 
 
d 
i ηj  + |ηj |
2(λ2(ηj+1 + ηj
 
1) + λ η ) + D(η + η
 − 2η ) (26) 
dt 
− 3  j
 
j+1 j−1 j 
+αλ1|ηj |
4ηj ,  where ηj  = ηj (j∆x, t),  j = 1 . . . n,   α « 1. 
D = ∆x−2, is the discretisation parameter and the coefficients of the nonlinear terms are 
related by λ3 + 2λ2 = 1. Versions of the discrete NLS equation (26) have been considered 
by Dimitriev  et al. [Dmitriev et al.(2002)Dmitriev, Semagin, Sukhorukov,  and Shigenari] 
and Kivshar and Salerno [Kivshar and Salerno(1994)].  In particular, if λ1  = λ3  = 0 the 
integrable AL  model is obtained.  We  assume  that  D  is large and consider the near- 
continuum limit  of (26).  Expanding ηj±1   in a Taylor series and substituting  into (26) 
gives 
iηt + ηxx + η|η|
2 + αλ1|η|
4η + ∆x
2
 
12 
ηxxxx  + ∆x
2λ2|η |
2ηxx + O(∆x
4),  (27) 
which shows that, in the near-continuum limit,  (26) is equivalent to the perturbed NLS 
equation (2) with higher-order coefficients 
 
1 2
 
c1 = −λ1,  c5 = −λ2,  c6 = − 
12 
,  α = ∆x . (28)
 
 
Hence the evolution of a discrete solitary wave can be analytically described by the integral 
expression (16), the first-order correction to the solitary wave. The theory of §2.3 is used 
to determine the types of qualitatively different solitary wave tails that can occur, at large 
time. The coefficients of the quadratic associated with M − are 
 
a1 = −2λ1 + 2λ2 − 1,  a2 = a(6λ2 − 3),  a3 = 9κ
2(λ2 − 2λ1 − 1
 
) + 9a2(λ2 − 
1 
). (29) 
2 
 
The parameter values λ2  = 2 and κ = 1 are taken and the occurrence of qualitatively dif- 
ferent tails in the (a, λ1) plane is considered. The degenerate zero curves can be described, 
analytically, by the quadratic equation 
 
λ2 
2  9
 3     2
 1  1
 
 9 2
 
1 − λ1( 12 
+ 
4 
a ) +
 
+ a 
8 16 
= 0. (30) 
 
The degenerate hysteresis curve (22) is solved numerically. 
Figure 1 shows the division of the (a, λ1) plane into regions describing the qualitatively 
different tail profiles. The parameters are κ = 1 and λ2  = 2. The degenerate hysteresis 
(22) and zero curves (30) are shown. The degenerate curves are symmetric about the λ1 
axis so only a > 0 is shown. There are four different regions in the plane corresponding 
to three qualitatively different kinds of solitary wave tail. The degenerate hysteresis curve 
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Figure 1: The parameter regions in which qualitatively different solitary wave tails occur, 
for the the discrete NLS equation (26). The degenerate curves (22) (dashed line) and (24) 
(solid lines) are shown, for parameters λ2  = 2 and κ = 1. 
 
 
 
crosses the λ1  axis (where a = 0) at λ1  = 0.820 (given by (25)) and approaches the lower degenerate zero curve as a → ∞. The lower and upper degenerate zero curves, solutions 
of (30), cross the λ1  axis at λ1  = 0.917 and λ1  = 1.5, respectively. 
Below the degenerate hysteresis  curve  the tail  profile has a single peak and decays 
monotonically to zero as θ → ±∞. The peak can occur in the left or right tail, depending 
on the value of a. For a = 0, M − has a peak, located at θ = 0. As the long time solution for 
|η1| is not valid for θ = 0, this peak is not numerically realised; the left and right tails, for 
|θ| » 1, undergo monotonic decay. In the region bounded by the degenerate hysteresis and 
lower zero curves multiple peaks occur, in the tail profile. In this parameter region the tail 
amplitude, |η1|, has continuous  slope. In the region bounded by the two degenerate zero 
curves multiple peaks also occur, but the tail amplitude, |η1| has discontinuous  slope (at 
the zeros, where η1 = 0). Note that this discontinuity occurs in the slope of the amplitude 
|η|, not η itself, and the derivative term in the NLS equation, ηxx  is continuous. In the 
parameter region above the upper degenerate zero curve the tail has a single peak. 
 
Figure 2 shows the evolution of a discrete NLS solitary wave. Shown is the solitary 
wave tail  amplitude, |η1| versus  θ,  for t = 40.  The other parameters are λ1   = 0.88, 
λ2  = 2, a = 0 and κ = 1. Shown is the analytical tail amplitude (20) and the numerical 
solution of the discrete NLS equation (26).  Only the right  tail,  θ  > 0, is shown, due 
to the symmetry of the tail  solution for the a = 0 case. The discrete NLS equation 
(26) was solved numerically using a fourth-order Runge-Kutta method with discretisation 
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Figure 2: The amplitude of the solitary wave tail, |η1| versus θ, at t = 40, for the discrete 
NLS equation (26). The parameters are λ1  = 0.88, λ2  = 2, κ = 1 and a = 0. Shown are 
the numerical (dashed line) and the analytical (solid line) solutions. 
 
 
parameters ∆x = 1.525 × 10−2 and ∆t = 1.25 × 10−4. For this choice of ∆t the temporal 
discretisation error is negligible. For the numerical solution, the quantity α−1|η − η0| is 
plotted, where η0 is the NLS soliton solution (5). This quantity represents the appropriate 
comparison with the perturbation solution η1 in the tail regions, away from the solitary 
wave, located at θ = 0. 
This choice of parameters is in the region of parameter  space corresponding  to multiple 
peaks, where the tail amplitude has continuous  slope. It can be seen that the perturbation 
and numerical solutions are the same to graphical accuracy, except near θ = 0, where the 
soliton is located. Hence the analytical solution (16), with parameters (28), is an excellent 
description of the evolving tail, for the discrete NLS equation. As the solution is symmetric 
about θ = 0 the second peak occurs for θ < 0 and is not shown in the figure. Analytically, 
the tail peak moves with velocity cp  = 1.67 and |M 
−| = 0.766. At t = 40 the analytical 
solution predicts the peak location as θ = 66.8 and its amplitude as |η1| = 8.43 × 10−3. 
Numerically, the peak is located at θ = 67.9 and it amplitude is |η1| = 8.48 × 10−3. The 
numerical values for the peak were found with the aid of a curve fitting  procedure. The 
differences between the numerical and analytical values for the peak are less than  2%, 
confirming the excellent comparison. At larger times the tail peaks moves away from the 
solitary wave (located at θ = 0) with velocity cp = 1.67 and its amplitude decays like t−1/2. 
Figures 3 and 4 show the evolution of a discrete NLS solitary wave.  Shown is  the 
solitary wave tail amplitude, |η1| versus θ, for t = 40. The other parameters are λ1  = 1, 
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Figure 3: The amplitude, |η1|, of the left tail of solitary wave, versus θ, for the discrete 
NLS equation(26), at t = 40. The parameters are λ1  = 1, λ2  = 2, κ = 1 and a = 0.15. 
Shown are the numerical (dashed line) and the analytical (solid line) solutions. 
 
 
λ2  = 2, a = 0.15 and κ = 1. Shown is the analytical tail amplitude (20) and the numerical 
solution of the discrete NLS equation (26). The numerical  scheme and the discretisation 
parameters  used are the same as for the example described in figure 2. 
 
This example is in the region of parameter space corresponding to multiple peaks, where 
the tail amplitude |η1|, has discontinuous  slope. It can be seen that the perturbation and 
numerical solutions are the same  to graphical accuracy, except near θ  = 0, where the 
soliton is located. The tail profile has both peaks and zeros (where |η1| has discontinuous 
slope) occurring. Solving the quadratic associated with M − gives the analytical location 
of the zeros as cp  = −3.921 and 1.221. Solving Mξ  = 0 gives the location of the peaks as 
cp = −5.492, −0.4951 and 2.835. Hence the left tail has one zero and two peaks while the 
right tail has one zero and one peak. 
At t = 40 the analytical location of the zeros are θ = −156.8 and 48.84. Numerically 
their locations  are θ = −157.4 and 50.37, respectively.  At this time the analytical location 
of the peaks are θ = −219.7, −19.80 and 113.4 whilst the amplitudes of the peaks are 
|η1| = 7.77 × 10−4, 1.50 × 10−2 and 6.40 × 10−3, respectively. Numerically, the peaks are 
located at θ = −219.5, −22.13 and 113.9 and their amplitudes are 7.77 × 10−4, 1.51 × 10−2 
and 6.42 × 10−3, respectively. The variation between the analytical and numerical peak 
location at θ = −22.13 is about 10%, but the variations in the location of the rest of the 
zeros and peaks is much smaller. The analytical and numerical peak amplitudes are the 
same to at least two significant figures. 
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Figure 4: The amplitude, |η1|, of the right tail of the solitary wave, versus θ, for the discrete 
NLS equation (26), at t = 40. The parameters are λ1  = 1, λ2  = 2, κ = 1 and a = 0.15. 
Shown are the numerical (dashed line) and the analytical (solid line) solutions. 
 
 
3.2    Evolution  of numerical  solitary  waves 
 
When an NLS soliton propagates on a numerical grid, evolution of the wave will occur due 
to the discretisation error.  To illustrate this the classical explicit finite-difference method 
for the NLS equation is considered. The numerical method is 
 
ηk+1
 
k−1 k k k
 
k  2  k
 
j = ηj + si(ηj+1 + ηj−1 − 2ηj ) + iρ|ηj | ηj ,  where (31) 
2∆t 
ηk j = η(k∆t, j∆x),   s = 
∆x2 
,  ρ = 2∆t.
 
The scheme is stable if s ≤  1 
 
and the truncation error is O(∆t2, ∆x2). As ∆t =O(∆x2) 
for stability the scheme (31) is described, to leading-order, by the perturbed NLS equation 
(2) with 
1 2 c6 = − 
12 
, α = ∆x . (32)
 
Hence the solitary wave tail due, to the numerical evolution of the soliton, is analytically 
described by the integral expression (16), the first-order correction to the solitary wave. 
The coefficients of the quadratic associated with M − are 
 
a  = −1,  a  = −3a,  a  = − 
3   κ2 
9     2 − 
2 
a . (33)
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Figure 5:  The velocity  cp, of the peak of the  solitary wave tail,  versus a, for the NLS 
finite-difference scheme (31). The other parameter is κ = 1. 
 
 
For these coefficients  degenerate hysteresis  or zero points do not occur and the solitary 
wave tail always has a single peak with monotonic decay. 
Figure 5 shows the velocity, cp, of the tail peak, versus a, for the evolution of a numerical 
solitary wave, using the finite-difference scheme (31). The other parameter is κ = 1. The 
analytical location of the tail peak is the solution of M − = 0.  The tail peak with the 
maximum value of cp, is found by differentiating M 
− = 0 wrt to a and letting  dξ = 0 in the ξ da 
resulting expression. For positive a the tail peak occurs on the right, reaching a maximum 
velocity, at cp  = 0.582, for a = 0.4. For larger a the velocity of the tail peak is reduced, 
and cp  → 0 as a → ∞. For a < 0 the figure is not shown,  as it is anti-symmetric about 
the cp  axis; the tail peak moves with negative velocity for negative a. For a = 0 M 
− has 
a peak at θ = 0, at which the long time solution for |η1| is not valid.  For this case the 
numerically realized tail decays monotonically, for |θ| » 1, with no peak. Solutions for 
other values of κ are not shown  as they are self similar to the κ = 1 case shown  here. If 
the parameter set (a, κ, cp) describes the peak of a solitary wave tail, then self-similarity 
implies that the parameter set (pa, pκ, pcp) also describes a peak, where p is an arbitrary 
scale factor. 
Figures 6 and 7 shows the solitary wave tail amplitudes, |η1|, versus θ, for a solitary 
wave evolving due to the discretisation error of the finite difference  scheme (31). Shown 
is the first-order correction from the perturbation solution and numerical solutions of (31) 
at t = 40, for both the left and right  tails.   The parameters  are ∆x = 6.25 × 10−3, 
∆t = 6.25 × 10−6, κ = 1 and a = 0.4. For the numerical solution, the quantity α−1|η − η0| 
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Figure 6: The amplitude, |η1|, of the left tail of the solitary wave, versus θ, for the NLS 
finite-difference  scheme (31), at t = 40. The other parameters are κ = 1 and a = 0.4. 
Shown are the analytical (dashed line) and numerical (solid line) solutions. 
 
 
is plotted, where η0 is the NLS soliton solution (5). It can be seen that there is an excellent 
comparison between the perturbation and numerical solutions, except in the region near 
θ = 0. The tail has a single peak located on the right tail.  Analytically the peak moves 
with velocity cp   = 0.582 and |M 
−| = 2.40. At t = 40 the analytical peak location is θ 
= 23.3 and its amplitude is |η1| = 2.66 × 10−2. Numerically, the peak location is θ = 26 
with amplitude |η1| = 2.66 × 10−2. The difference between the numerical and analytical 
peak locations is about 10%, while the peak amplitudes are the same to three significant 
figures. It can be seen that some numerical oscillations occur on the left tail.  These are 
due to the effect of the neglected, O(∆t2), terms, on the evolving tail. 
 
 
4    Conclusion 
 
Soliton perturbation theory has been applied to the perturbed NLS equation (2).   An 
analytical solution in integral form is obtained for the first-order correction to the solitary 
wave profile. The method of stationary phase is used to obtain an explicit solution, valid 
for large time. The simple form of the large time solution allows analytical results to be 
obtained,  such as the classification of different qualitative forms for the solitary wave tail 
and the amplitude and location of the solitary wave tail zeros and peaks. The application 
of singularity theory, usually used for combustion problems, to analytically describe the 
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Figure 7: The amplitude, |η1|, of the right tail of the solitary wave, versus θ, for the NLS 
finite-difference  scheme (31), at t = 40. The other parameters are κ = 1 and a = 0.4. 
Shown are the analytical (dashed line) and numerical (solid line) solutions. 
 
 
solitary wave tail, is a novel feature of the paper. 
Two example are considered, of a discrete NLS equation and an explicit numerical 
scheme for the NLS equation. It is shown that for the evolution of a discrete soliton, three 
different types of solitary wave tail are possible while for the numerically evolving soliton, 
only one type of tail can occur. Examples of the three different types of solitary wave tail 
are illustrated and an excellent agreement between numerical and perturbation solutions 
is obtained. 
Wide applicability exists in applying soliton perturbation theory to other applications 
for the NLS equation and for other model equations,  such as the Hirota equation. Other 
possible applications include the examination of alternate numerical  schemes and the evo- 
lution of dark solitons. 
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