Abstract. The authors recently proposed a new parallel algorithm, based on the sequential Levenberg-Marquardt method, for the nonlinear least-squares problem. The algorithm is suitable for message-passing multiprocessor computers.
The nonlinear least-squares problem is to nd a local minimum of the function x) is dense 1 . In this paper we present a theoretical analysis of our parallel method as well as experimental results obtained on an Intel iPSC/2 hypercube. The experimental results are obtained on a hypercube multiprocessor; however, we feel that the algorithm is not limited to this architecture. In fact, all that is required of the multiprocessor interconnection topology is support of a ring embedding and means for e cient gather and broadcast operations.
There are three main computational tasks that need to be addressed in a parallel implementation of the Levenberg-Marquardt algorithm 2 :
1. Evaluation or approximation of the Jacobian matrix J(x). for di erent values of . We address these computational issues in the remainder of the paper. In Section 2 we summarize the issues involved with respect to the parallel nite-di erence approximation of the Jacobian matrix. In Section 3 we summarize the row-oriented parallel QR factorization proposed in CP89], provide a new complexity analysis, and present numerical results. A theoretical analysis of the parallel algorithm for determining the Levenberg-Marquardt parameter is given in Section 4 along with numerical results. Finally, we present experimental results for the entire method and conclusions in Section 5.
2. Parallel Approximation of the Jacobian. It is often the case that the number of rows of the Jacobian is much larger than the number of columns. For the QR factorization stage this suggests a row-oriented method, where the rows of the Jacobian are distributed to processors. This data distribution achieves a better load balancing than a column-oriented method, and results in an algorithm whose e ciency depends on the ratio m=p rather than n=p, where p is the number of processors. Experience has shown that computational costs involved in the QR factorization stage often dominate the Jacobian approximation stage. Thus, we have chosen to pursue a roworiented QR factorization algorithm 3 . We would like to take advantage of this data distribution in approximating the Jacobian whenever possible. Let I i , i = 1; : : :; p, be a partition of the rows of J, where I i is the set of row indices assigned to processor i and let F Ii (x) = ff j (x) j j 2 I i g be the corresponding function blocks. We say that the function F is block separable if there exists a partition of the rows such that the evaluation of each function block is computationally independent.
Suppose the function is block separable relative to the partition I i , i = 1; : : :; p and let J T Ii (x) be the set of the rows of the Jacobian estimated at the point x. The j-th column of the Jacobian can be estimated in parallel by having each processor compute its block of row components according to the formula J T Ii (x)e j = F Ii (x + e j ) ? F Ii (x) :
(2.1)
However, often the evaluation of F(x) is not completely separable; there may be some amount of redundant computation due to common factors that must be computed for each partition of the function F Ii (x), i = 1; : : :; p. If this redundant computation is inexpensive relative to communication cost entailed by using a column-oriented scheme, then we consider this computational overhead tolerable. All of the test problems considered in the experimental section fall into this category. Otherwise, if the redundant computation required by such a partition of the rows is deemed too expensive, a column-oriented approach to approximating J(x) must be adopted. A subtle problem occurs when n=p is small, the evaluation of F(x) is expensive and not separable, and therefore the estimation of the Jacobian is computationally expensive relative to the QR factorization. Suppose a step s (k) is to be considered at the k-th iteration of the algorithm; F(x (k) + s (k) ) must be evaluated to determine if it meets certain acceptance criteria. When this computation is relatively expensive and not separable, and therefore must be done on one processor, then the remainder of the processors will remain idle during this computation. This can result in detrimental e ects on the e ciency of the entire implementation. Byrd, Schnabel, and Shultz BSS88] and Coleman and Li CL87] note that this problem can be alleviated somewhat by guessing, based on the previous iteration, whether the proposed point will be accepted. If acceptance is assumed, the Jacobian at x (k) + s (k) can begin to be approximated by idle processors. If we guess that the proposed iterate will not be accepted, then idle processors could evaluate the function at some additional points which might fare better with the acceptance criteria. These ideas were not implemented in our code, but could easily be added. Nevertheless, for n=p 1, the computation required to estimate the Jacobian will always dominate these isolated function evaluations.
3. A Parallel Row-Oriented Householder QR Algorithm. In this section we analyze and experiment with the parallel row-oriented Householder QR factorization proposed in CP89]. We show that this algorithm is more e cient than previous hybrid (Householder/Givens) factorization algorithms. The e ciency of the parallel QR factorization used to solve (1.2) is of paramount importance because a completely new approximation to the Jacobian is computed for each iteration. Consequently, a full QR factorization is also required. For the test problems considered in this paper, we nd that the QR factorization is always a major (and sometimes the dominant) computational cost. An additional advantage of this algorithm is that, unlike the hybrid scheme, it produces the same Householder vectors that would be produced by a standard sequential Householder QR algorithm. This property is advantageous in situations where the same system must be solved for multiple right hand sides. Finally, we show that column pivoting can be introduced into the algorithm with only a slight increase in the computation and communication complexity. In our implementation column pivoting is important because the QR factorization can then be used to estimate matrix rank.
3 If a column-oriented Jacobian approximation scheme is used, one must convert this columnoriented data distribution into a row-oriented distribution for the QR factorization stage JH88, MVV87, SS85]. Of course, for su ciently large n this problem can be avoided by using a columnoriented QR factorization algorithm. We did not take such an approach because it is usually the case that m n. However, there exist good column-oriented QR factorization algorithms B88, CG88, M87] , and in Section 4 we describe an e cient column-oriented algorithm for determining the Levenberg-Marquardt parameter.
3
Column-oriented methods have dominated the work on parallel QR algorithms; however, two row-oriented algorithms have been considered previously CP86, PR87]. These two algorithms are very similar: to reduce each column of the matrix a reduction involving only data local to each processor is performed, followed by a global reduction requiring communication between the processors. The reduction of rows local to a processor yields one row per processor with a nonzero in the column being reduced to upper triangular form. This approach has the advantage that all these reductions and matrix updates will be local to the processors, and with the wrap mapping 4 of rows the computational load will be well-balanced. Following this local stage is a global stage: a minimum-depth spanning tree is embedded in the hypercube, rooted at the processor where the nonzero for the column under consideration should reside. Rows are communicated up this tree and the leading nonzero is annihilated by a Givens rotation with respect to the parent's row. These rows are then updated with this rotation and the result communicated back to the child. The hypercube topology allows this global reduction process to take place in log(p) steps. Of these two algorithms the one presented by Pothen and Raghavan PR87] seems to be the most e cient since Householder reductions, as opposed to Givens, are used in the local stage.
Our algorithm is computationally more e cient than the hybrid approach: the full Householder vector is calculated and the intermediate Givens reductions are avoided. However, our challenge is to obtain the same communication complexity as the hybrid approach. We meet this challenge by noticing that computation of the Householder vector and the subsequent rank-one update to the matrix can be combined to halve the number of messages that seem to be required at rst glance.
To review the algorithm given in CP89], consider the QR factorization of an m n matrix A. At step j of the factorization the rst j ? 1 rows of R and the Householder vectors have been computed; we need only consider the (m ? j + 1) (n ? j + 1) lower right submatrix of A, denoted by A (j) , with columns a (j) k , k = j; : : :; n. The Householder transformation, P (j) , to reduce the rst column of A (j) , a (j) j , is
where v (j) = a (j) j ka (j) j k 2 e j . To determine a (j+1) k , k = j + 1; : : :; n, we need to compute the corresponding rank one update to A (j) :
with (j) k de ned as shown. Let leader designate the processor that holds row j. Note that v (j) agrees with a (j) except in the rst component. Therefore, the portions of the inner product v T (j) a (j) k local to each processor are just a (j) j T a (j) k except on leader where a (j) and v (j) di er in the rst component. We can take advantage of this fact and combine the communication to compute v (j) with the communication required for the rank-one update to the remainder of the matrix. An outline of the resulting algorithm is given as Algorithm 3.1. For this description we use the notation a (j) j ] Ii to represent the subvector of a (j) j with components given by the index set I i . The~ vector is a work vector used in the computation of ka (j) j k 2 and the constants (j) k , k = j + 1; : : :; n. In Figure 3 .1 we exhibit the e ciencies of this algorithm compared to the hybrid algorithm described by Pothen and Raghavan in PR87] as a function of the number of rows. (The data points in the gure are experimental results obtained on a 32 node iPSC/2 hypercube with 4.5 Mbytes of memory per node. All the experimental results presented in this paper are from implementations done on this machine.) The dotted lines in the gure are plots of a theoretical model of the eciencies of the algorithms that will be presented later in this section. For this plot the number of 4 The speci c row-oriented distribution we consider is a wrapping of rows onto processors. Thus, if the processors on the ring are numbered 0; 1; 2; : : :; p ? 1, then row k of the Jacobian is assigned to processor (k ? 1)mod(p). columns is xed at 100. The e ciencies shown were calculated by dividing the time taken by an e cient sequential implementation of the algorithm run on one processor by the product of the time taken by the parallel implementation and the number of processors used. In this case our parallel implementations were compared with the MINPACK QR factorization subroutine QRFAC executed on a single processor of the hypercube and the e ciencies shown were computed from the execution times of these programs. In Table 3 .1 we show some representative execution times for our implementations of the hybrid algorithm (Hybrid) and Algorithm 3.1 as compared to the sequential QR factorization program (Single Processor).
There is a subtle point in solving (1.2): the orthogonal matrix Q does not need to be saved if the right hand side of equation is updated along with the rows of the Jacobian. To achieve this goal the right hand side is treated like an additional column to the matrix J and distributed across the processors in the same wrap mapping and updated along with the corresponding rows of the Jacobian.
Column pivoting can be added to Algorithm 3.1. The column norms of the matrix A are initialized at the beginning. They are updated after each stage of the computation to obtain the column norms of A (j) . For example, suppose at stage j the column norms ka (j) k k 2 , k = 1; : : :; n, are known by leader. The column of maximum norm, k max , is determined by leader and the result is broadcast. Columns j and k max are then interchanged by all processors. After stage j of the algorithm the updated norms can be obtained from the formula:
for k = j + 1; : : :; n. The results are then sent to the next leader (i.e. the next processor on the ring) for stage j + 1 of the QR algorithm. Note that numerical cancellation is a potential problem in computing these norm updates. However, circumstances that would result in this problem can be monitored and the suspect column norm can be recomputed. A standard way to monitor for numerical cancellation is to keep track of the products of the multiplicative factors in (3.3) that have been obtained since the last explicit calculation of the column norm. When this product is su ciently less than one, then there is the possibility of cancellation error, and the column norm is recomputed. In our implementation the recomputation is done by broadcasting a special noti er to the other processors instead of the column pivot. The required column norms are then recomputed and the result gathered at leader. Our observation has been that recomputation of the column norms is rarely required and therefore does not signi cantly a ect the e ciency of the algorithm. Another potential concern for numerical stability might be the possibility of over ow from the way the~ k are computed in Algorithm 3.1. We note that these partial sums can be scaled by the most recent approximation to the column norms available to all the processors. We did not nd it necessary to include this scaling in our implementation. Figure 3 .2 exhibits a graph comparing the e ciencies of Algorithm 3.1 with and without pivoting. In Table 3 .2 we include some representative times from these experiments. The e ciencies are again computed by comparing the running times of the parallel algorithms to running times of the MINPACK QR subroutine QRFAC on a single processor. As before these results were obtained on a 32 node iPSC/2 hypercube with the number of columns xed at 100. The data points are the experimental results and the dotted curves are theoretical approximations to these e ciencies that we will now describe.
The e ciencies observed for the row-oriented Householder algorithm can be explained by a simple model for the communication overhead involved and consideration of computational imbalances between the processors. The e ciency is computed by the formula e ciency = t seq p t parallel ; (3.4) where t seq is the execution time of the sequential algorithm and t parallel is the execution time of the parallel algorithm on p processors. The parallel execution time can be considered to consist of three parts: (1) the optimal time, t seq =p, (2) the computational imbalance relative to the optimal distribution of work, t comp , and (3) the communication overhead demanded by the parallel algorithm, t comm . Hence, we have that t parallel = t seq p + t comp + t comm (3.5) 6 The sequential execution time of the Householder QR algorithm measured in old-style ops is t seq = n 2 (m ? n=3):
In the discussion that follows we use equation (3.7) to de ne the length of time we consider to be one op. On the iPSC/2 this time was experimentally determined to be 19.15 sec. However, this de nition can be tricky since, for example, an add, multiply, or divide can take varying lengths of time to execute depending on how the code is written. Consequently, some of the coe cients in the following formulae had to be obtained experimentally and are not simple multiples of the above de ned op.
To approximate the computational imbalance we consider two dominant terms. The rst is due to the variation of the number of rows assigned to the processors, and the second term is due to the idle time of processors during the computation of the 's in Algorithm 3.1. Work is not quite equally distributed to the processors with the row wrapping. On the average, half the processors are assigned an extra row; hence, the remaining processors are idle during the portion of the Householder update corresponding to this extra row. The Householder update to a row of length k requires 2k ops, resulting in a computational imbalance over the entire factorization of 1 2 P n k=1 2k = n 2 =2 ops. The total idle time of processors during the accumulations of sums in the computation of an~ -vector of length k is approximately (log(p)?1)k add where add is the time required for an add. Summing this expression from k = 1 to n yields 1 2 (log(p) ? 1)n 2 add . Finally, the processor leader requires some length of time, say 1 , to compute each element of the -vector and time 2 per element to update the column norms. These computations result in a total imbalance of ( 1 + 2 )n 2 =2. Combining these contributions yields an approximation for t comp , in ops, of t comp ( 1 + 2 + (log(p) ? 1) add + 1)n 2 =2: 1   200  400  600  800  1000  1200   3   3   3   3   3  3  3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 In our implementation, the times 1 and 2 were determined to be 22:4 sec and 110:6 sec and add was found to be 11:2 sec. The communication overhead for Algorithm 3.1 includes the time required for the accumulation and broadcast of the -vectors. This overhead is P n k=1 2 log(p) (k), where (k) is the time required to send a double precision vector of length k between neighboring processors. An additional time of n log(p) (1) + P n k=1 (k) is required to broadcast the pivot and transfer the column norms.
Combining these two terms yields an approximation to the communication overhead of t comm (2 log(p) + 1)T(n) + n log(p) (1); (3.9)
where we de ne T(n) to be P n k=1 (k).
For the iPSC/2 the function (k) is, fortunately, empirically simple to describe; the cost function is essentially linear over large ranges of vector lengths k. Experimentally, we determined that a good approximation to this cost function is given by (k) 1 + 1 k ; 1 k 12 (k) 2 + 2 k ; 13 k: (3.10)
The start-up times, 1 and 2 , were determined to be 378 sec and 702 sec. The incremental costs, 1 and 2 , are 1.19 sec/value and 2.87 sec/value. With these coe cients, the term T(n) in (3.9) can be approximated, for n 13, by T(n) 2 n 2 =2 + 2 n + 78( 1 ? 2 ) + 12( 1 ? 2 ):
After substituting these coe cients into the equations for t comp and t comm , (3.6) was plotted along with the experimental results for Algorithm 3.1 in Figures 3.1, 3.3, and 3 .4. To model the e ciency of the row-oriented Householder algorithm without pivoting we need only eliminate the 8 Finally, to model the hybrid algorithm we note that only t comp must be modi ed from the analysis of the e ciency of Algorithm 3.1. Instead of accumulating sums as in Algorithm 3.1, the hybrid algorithm performs a nonlocal binary reduction of rows by Givens rotations. The binary reduction of rows of length k by Givens rotations entails a total idle time for the processors of approximately (log(p)?1)k Givens , where Givens is the time required to apply a Givens rotation to a 2-vector. For the iPSC/2, Givens was measured to be approximately 37:3 sec. Summing this value from k = 1 to n yields total time 1 2 (log(p)?1)n 2 Givens . Including the term for the di ering number of rows assigned to processors we have that computational imbalance for the hybrid algorithm measured in ops is t (hybrid) comp ((log(p) ? 1) Givens + 1)n 2 =2: (3.12) Substituting this expression into (3.6) along with the expression for t comm without pivoting we obtain the e ciency modeling function plotted in This reduction is computationally intensive: n(n + 1)=2 Givens rotations and the corresponding row updates, or O(n 3 ) ops. Note that the work required in this reduction is independent of m, the number of rows. Algorithm 4.1 details a parallel method to accomplish this reduction. In the algorithmic description let S represent storage for an upper triangular matrix which is initially set equal to the matrix p I in (1.4). Remember that the rows of R and S are wrapped onto an embedded ring of processors as described in Section 1.
Algorithm 4.1 proceeds in n stages which have been indexed by j = 0; : : :; n ? 1 in the description. At stage j of Algorithm 4.1 the superdiagonal of S that is a distance j from the main diagonal is eliminated by Givens rotations. After n stages, the upper triangular matrix S has been completely zeroed and the updated upper triangular matrix R is still wrapped onto the processors 9 in the same manner as at the start of the algorithm. As the leading nonzero of each row of S is eliminated and the corresponding rows updated, the rows of S move around the embedded ring in a systolic manner. Although the work at each stage is not completely balanced, the processor doing the most work rotates around the ring. This imbalance is somewhat o set by the required communication. Experimental results of the e ciency of this algorithm as a function of the number of columns are presented as data points in Figure 4 .1. Also plotted in the gure are the modeling functions for these e ciencies that we will develop below. Similar to the analysis of the QR factorization algorithms, we can model the observed e ciencies of Algorithm 4.1. First note that the total sequential work, measured in ops, is given by the formula t seq n X k=1 4( k 2 2 ) 2 3 n 3 (4.1) since the application of each Givens rotation to a 2-vector requires 4 ops. As before, we use the above equation to de ne the length of time we consider to be a op. On the iPSC/2 this time was determined to be 10:9 sec.
At each step of the outer loop in Algorithm 4.1 there is a processor assigned the longest rows relative to other processors. Each of these rows di ers from the average row length by p=2 elements.
Since each processor has approximately k=p rows at step n ? k, we have that the computational imbalance is bounded by 1   50  100  150  200   3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 Number of Columns (n) Using (3.6), we obtain the following modeling function for the e ciency of Algorithm 4.1 e ciency (row) 1 1 + =4 + 3 2 (p=n + 0 p=n 2 ) : (4.5)
After substituting the necessary coe cients into (4.5), the resulting e ciency functions were plotted in Figure 4 .1. Note that for large n the e ciencies do not asymptotically approach 1, but rather approach the constant 1=(1 + =4), which is independent of the number of processors used.
A column-oriented approach is also possible and is presented as Algorithm 4.2. Experimental results for this algorithm are compared to those of Algorithm 4.1 in Table 5 .1 and also plotted in A Parallel Row-Oriented R-S Reduction the ring of processors. Rather than communicating rows of S between neighboring processors, the Givens rotations are stored in vectors g that rotate around the ring. Once the algorithm has been running for more than p steps, i.e. j p ? 1, then the Givens vector g is completely lled with updates that need to be applied once received. The order in which these rotations are applied in the l loop is important. Since they operate on the same row of S, the rotations must be applied from the oldest to the most recent. Also, by row R T k we mean the nonzero components of row R T k that are local to processor i. These components are given by the index set K i .
Even though Algorithm 4.2 is a bit more complicated, the total number of messages that have to be sent is the same as in Algorithm 4.1. However, for large n=p, the total number of values that have to communicated is actually less. For an average step j in Algorithm 4.2 we need only communicate the single Givens vector g of length O(n) between neighboring processors. For the row-oriented version we need to communicate O(n=p) rows of S of length O(n) between processors. In practice, the rows of S are combined into one long message which results in the same number of communication start-ups as appear in Algorithm 4.2. The message start-up cost, measured in equivalent ops, for the Intel iPSC hypercube is very expensive and is normally the dominant factor in the communication cost of an algorithm. For large n=p, however, the average message lengths are extremely di erent; hence, in comparing Figures 4.1 and 4.2 it is apparent that the columnoriented version is asymptotically superior. By the same argument, for small n=p, the row-oriented is superior. This crossover in the observed e ciencies of the two algorithms can be explained by also modeling the e ciency of Algorithm 4.2.
The computational imbalance of Algorithm 4.2 is the same as that for the row-oriented algorithm. Hence, we need only modify the expression for the communication overhead in the e ciency model. Since at iteration n ? k in the column-oriented algorithm, each processor sends k Givens rotations to its ring neighbor, we have that Comparing (4.5) and (4.7) we note that they are equal for n = 6p. Experimentally, this crossover in the e ciencies of the two algorithms can be observed in appears to occur near n = 150, close to the value of n = 192 predicted by the e ciency modeling functions. Finally, we note that there are two possible ways to improve the asymptotic performance of the row-oriented algorithm. The rst would be to wrap blocks of rows, say b rows, onto the processors instead of single rows. This would decrease the length of messages sent at each iteration by a factor of 1=b. Of course, this approach would also increase the computational imbalance by a factor of b. Following the analysis done above for the row-oriented algorithm we nd that the optimum block size is b = p n=(6p). For this value of b, the asymptotic e ciency of the algorithm is improved to 1=(1+ p 3 p=(2n)). However, note that for the value of determined above and for p = 32, n must be greater than 610 for the e ciency to improve when using block size b = 2 instead of block size b = 1. A second possible improvement would be to decrease the length of the messages sent in the row-oriented method by postponing the application of the Givens rotations. Unfortunately, both of these algorithms are very complicated and were not implemented.
The reduction of the matrix in (1.4) to upper triangular form is the major task in a parallel algorithm for determining the Levenberg-Marquardt parameter , and we have shown that there exist e ective algorithms to perform this reduction. However, e cient solution of triangular systems is also important in this context. In fact, for each iteration involving a solution of (1.4) there are two associated triangular solutions that are used to bracket the solution M78]. Recently, much work has been done on the parallel solution of triangular systems C86, LC88, LC89, HR88]. We used the triangular solution algorithms developed by Li and Coleman in our implementations, but it should be noted that the e ciencies of these algorithms are not nearly as good as those of Algorithms 4.1 and 4.2. This di erence is what accounts for the discrepancies between the e ciencies shown in The test problems used to obtain the experimental results are described in Table 5 .1. Shown is the functional form of the test problems, and the computational complexity of evaluating each function is given in the column labeled \F Eval. Cost." We also make a subjective determination as to whether estimation of the Jacobian is cheap or expensive relative to its QR factorization. To be more speci c about the functions used for testing, problem 1 has an O(m) evaluation cost because of a special form for the matrix A: A ij = ?2=m, i 6 = j; A ii = 1 ? 2=m. The matrix A used in problem 2 is of low rank: A ij = ij + O( ) perturbations, where is the machine precision. For problem 3 the tensor A has a bandwidth of 2, allowing for function evaluation with O(m) cost. The constants used for problem 4 were j = ?j and i = i=m. In the nal column of Table 5 .1 we note whether we consider evaluation of these functions to be separable.
Tables 5.2 through 5.5 summarize the experimental results obtained by comparing our parallel algorithms with the MINPACK code running on a single processor for solving the test problems described in Table 5 .1. The e ciencies and the fraction of the total parallel running time spent in each of six sections of the programs are detailed. The six sections refer to: QR, the QR factorization of the Jacobian approximation; L-M, computation of the Levenberg-Marquardt parameter; R-S, the R-S reduction described in Section 5; Tri. S., the solution of triangular systems; and J Appr., the approximation of the Jacobian by forward di erences. We include in J Appr. the function evaluations necessary to estimate the Jacobian, but not the function evaluations done to test the step acceptance criteria. These function evaluations are included in the total time but not in one of the six sections. Their e ciency is comparable to that of the Jacobian approximation but their fraction of the total running time is much smaller.
These results were chosen to illustrate an average-case behavior of the parallel algorithms in solving nonlinear least-squares problems. For a particular problem the fraction of time spent in the di erent routines and the number of iterations required for convergence can vary dramatically for 14 various choices of a starting point, initial trust-region size, and termination tolerances. For the above problems the MINPACK tolerances were set to p , where is the machine precision. The initial trust-region size was given by 100kx 0 k 2 , wherex 0 is the starting point normalized by the 2-norms of the columns of the initial Jacobian approximation. For problems 1, 2, and 3 an n-vector of ones was used as the starting point, and for problem 4 the starting point x j = ?(j + 0:1) was employed.
For the problem sizes shown, problem 1 required 2 to 3 iterations (Jacobian approximations) for convergence, problem 2 used 10 to 12 iterations. Problem 3 required 7 to 8 iterations to converge and more than 10 iterations were required for problem 4 to converge; the results shown in Table 5 .5 were taken from the rst 10 iterations. From these results it is apparent that either the QR factorization or the Jacobian approximation is the dominant computational cost for these problems. When the QR factorization cost dominates, the implementation is more e cient as m, the number of rows, increases. The cost of computing the Levenberg-Marquardt parameter can also be signi cant; this computation could dominate the QR factorization for problems that require a disproportionately large number of R-S reductions and for which the ratio m=n is close to one. This e ect would occur in problems where the Jacobian is rank-de cient or the function is very nonlinear (which would require a small trust-region in order to ensure an accurate quadratic model of the function). But again, for a xed ratio m=n, the e ciency in solving for the Levenberg-Marquardt parameter increases as m increases. As expected, the parallel triangular system solutions are very ine cient when compared to the QR factorization and R-S reductions. However, the time required for these solutions composes only a small fraction of the total computation time of the parallel implementation, and therefore it does not signi cantly decrease the overall e ciency. However, note that for xed problem size the fraction of total time spent solving triangular systems does increase signi cantly as the number of processors is increased.
For functions whose evaluation is very expensive we observe that the computation required for the approximation of the Jacobian by forward di erences can equal or exceed the computation required for these other tasks. For the expensive test functions we considered, the function evaluation was separable, and hence the row-oriented Jacobian approximation algorithm yielded e ciencies comparable to the QR factorization and Levenberg-Marquardt parameter solves. If the function evaluation were expensive and not separable, one would have to resort to a column-oriented Jacobian approximation algorithm as described in Section 3. In this case the e ciency of the implementation would depend on the number of columns being su ciently large. Another possibility would be ? exp( j i )) Constrained, x < 0 for < 0 and > 0 O(mn) expensive yes 
