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Abstract
We give a complete classification of 3-dimensional locally homogeneous Blaschke hypersurfaces whose affine shape operators
are diagonalizable and have two or three distinct real eigenvalues.
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1. Introduction
In this paper we study locally homogeneous Blaschke hypersurfaces in the affine space. Homogeneous Blaschke
surfaces have been classified in [10]. For 3-dimensional locally homogeneous Blaschke hypersurfaces, locally strongly
convex ones have been classified (see [3–5]). In particular, if the number of distinct affine principal curvatures is two
or three, then we recall the following results.
Theorem A. Let M be a 3-dimensional locally strongly convex, quasi-umbilical locally homogeneous Blaschke hy-
persurface in R4. Then M is affinely equivalent to a convex part of one of the following hypersurfaces
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where (x, y, z,w) is the standard coordinate of R4.
Theorem B. There does not exist a 3-dimensional locally strongly convex, locally homogeneous Blaschke hypersur-
face in R4 whose affine shape operator has three distinct eigenvalues.
By investigating the case where the affine metric is indefinite but the affine shape operator is diagonalizable and
has two or three distinct real eigenvalues, we obtain the following results.
Theorem 1. Let M be a 3-dimensional quasi-umbilical locally homogeneous Blaschke hypersurface in R4 whose
affine metric is indefinite. Then M is equiaffinely equivalent to an open part of one of the following hypersurfaces
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where c is a positive constant and (x, y, z,w) is the standard coordinate of R4.
Theorem 2. There does not exist a 3-dimensional locally homogeneous Blaschke hypersurface in R4 whose affine
metric is indefinite and affine shape operator has three distinct real eigenvalues.
On the other hand, 3-dimensional locally homogeneous Blaschke hypersurfaces with nondiagonalizable affine
shape operators have been classified (see [8,13]). Therefore we have classified 3-dimensional locally homogeneous
Blaschke hypersurfaces except when the hypersurfaces are affine hyperspheres whose affine metrics are indefinite (see
also [6]).
In Sections 3 and 4 we give proofs of Theorems 1 and 2, which also deal with the case where the affine metric is
definite.
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We assume that all objects are smooth and affine connections are of torsion-free throughout this paper. For a
manifold M we denote its tangent space at p ∈ M by TpM , its tangent bundle by TM . The module of tangent vector
fields on M is denoted by X (M). Let Rn+1 be the (n + 1)-dimensional affine space with the standard connection D
and the parallel volume form det and f :Mn →Rn+1 an immersion. A vector field ξ along f is said to be a transversal
vector field if Tf (p)Rn+1 = f∗TpM ⊕ span{ξp} (direct sum) for p ∈ M , where f∗ is the differential map of f . An
affine connection ∇ and a symmetric (0,2)-tensor field h on M are defined by DXf∗Y = f∗∇XY + h(X,Y )ξ (the
Gauss formula) for X,Y ∈ X (M), where a connection along f induced by D is also denoted by D. We call ∇ and h
the induced connection and the affine fundamental form for ξ , respectively. f is said to be an affine immersion with a
transversal vector field ξ , or simply M is called an affine hypersurface (see [11]). A (1,1)-tensor field S and a 1-form
τ on M are defined by DXξ = −f∗SX + τ(X)ξ (the Weingarten formula) for X ∈X (M). We call S and τ the affine
shape operator and the transversal connection form for ξ , respectively. An affine hypersurface M with a transversal
vector field ξ is nondegenerate if hp is nondegenerate for each p ∈ M . Since nondegeneracy of h does not depend
on the choice of transversal vector fields, we call simply M a nondegenerate affine hypersurface. A volume form θ
on M , which is said to be the induced volume form for ξ , is defined by θ(X1, . . . ,Xn) = det(f∗X1, . . . , f∗Xn, ξ) for
X1, . . . ,Xn ∈ X (M). An affine hypersurface M with a transversal vector field ξ is equiaffine if ∇θ = 0, which is
equivalent to τ = 0. Then the fundamental equations are given by
RX,YZ = h(Y,Z)SX − h(X,Z)SY (the Gauss equation),
(∇Xh)(Y,Z) = (∇Y h)(X,Z) (the Codazzi equation for h),
(∇XS)Y = (∇Y S)X (the Codazzi equation for S),
h(X,SY ) = h(SX,Y ) (the Ricci equation)
for X,Y,Z ∈X (M), where RX,YZ = ∇X∇YZ−∇Y∇XZ−∇[X,Y ]Z. A totally symmetric (0,3)-tensor field C on M ,
which is called the cubic form, is defined by C(X,Y,Z) = (∇Xh)(Y,Z). Let ∇ˆ be the Levi-Civita connection of h
and the difference tensor K is defined by KXY = ∇XY − ∇ˆXY . Then we have KXY = KYX and h(KXY,Z) =
− 12C(X,Y,Z) = h(Y,KXZ).
A nondegenerate affine hypersurface M is locally strongly convex if h is definite. The Ricci equation implies that
the affine shape operator of a locally strongly convex affine hypersurface is diagonalizable.
For a nondegenerate affine hypersurface M with a transversal vector field ξ , a volume form ωh on M is defined
by ωh(X1, . . . ,Xn) = |det[h(Xi,Xj )]|1/2 for X1, . . . ,Xn ∈ X (M). It is well-known that for a nondegenerate affine
hypersurface M , we can choose ξ uniquely up to sign for which M is equiaffine and |θ | = ωh holds. This choice of ξ
is called the affine normal and then we call h the affine metric and such a hypersurface M a Blaschke hypersurface.
We remark that ωh is proportional to θ if and only if the apolarity condition traceKX = 0 for X ∈X (M) holds.
A Blaschke hypersurface Mn is called locally homogeneous for all p1,p2 ∈ M there exist a neighbourhood Up1
of p1 in M and an equiaffine transformation A ofRn+1, i.e., A ∈ SA(n+1) = SL(n+1)Rn+1, such that A(p1) = p2
and A(Up1) ⊂ M (see also [2]). If Up1 = M for all p1 ∈ M , then M is called homogeneous. We prepare the following
lemma. For a proof, see [13].
Lemma 2.1. If M is a connected locally homogeneous Blaschke hypersurface and ξ is the affine normal, then for
any p1,p2 ∈ M there exist a neighbourhood U of p1 and A ∈ SA(n + 1) such that A(p1) = p2, A(U) ⊂ M and
A∗(ξ(p1)) = ξ(p2). Hence we have for p ∈ U
A∗∇X(p)Y = ∇A∗(X(p))A∗Y, h
(
X(p),Y (p)
)= h(A∗(X(p)),A∗(Y(p))),
A∗S
(
X(p)
)= SA∗(X(p)), C(X(p),Y (p),Z(p))= C(A∗(X(p)),A∗(Y(p)),A∗(Z(p))),
θ
(
X1(p), . . . ,Xn(p)
)= θ(A∗(X1(p)), . . . ,A∗(Xn(p))).
An affine hypersurface M with a transversal vector field ξ is isoparametric if the characteristic polynomial of S has
constant coefficients on M (see [9,12]). Complex eigenvalues of S are called affine principal curvatures. An affine
hypersurface M is isoparametric if and only if the affine principal curvatures and their algebraic multiplicities are
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affine hypersurface Mn is quasi-umbilical if at each point in M S is diagonalizable and has two distinct eigenvalues λ
and μ with multiplicities n − 1 and 1, respectively.
3. Proof of Theorem 1
Let f :Mn →Rn+1 be a quasi-umbilical locally homogeneous Blaschke immersion and ξ its affine normal field.
The affine shape operator S is diagonalizable and has two distinct eigenvalues λ and μ with multiplicities n−1 and 1,
respectively. Then by the Ricci equation we obtain an h-orthogonal decomposition TM = ker(S −λI)⊕ ker(S −μI)
and from Lemma 2.1 these distributions are equiaffinely invariant. Replacing ξ by −ξ , if necessary, we may assume
that h|W×W is positive definite or indefinite, where W = ker(S − λI). A local frame E,U1, . . . ,Un−1 is allowable if
SE = μE, SUi = λUi and the frame is h-orthonormal:
ε = h(E,E) = ±1, εi = h(Ui,Ui) = ±1, h(E,Ui) = h(Ui,Uj ) = 0 (i = j).
E is uniquely up to sign determined on V , where V is a connected component of the domain of E,U1, . . . ,Un−1. For
any p1,p2 ∈ V we take a neighbourhood U of p1 and A ∈ SA(n + 1) as in Lemma 2.1. Then A∗(E(p)),A∗(U1(p)),
. . . ,A∗(Un−1(p)) for p ∈ U ∩ V ∩ A−1(V ) is also an allowable frame and we have E(A(p)) = ±A∗(E(p)) and
Ui(A(p)) = ∑j κijA∗(Uj (p)), where (κij ) ∈ Oν(n − 1) is a pseudo-orthogonal matrix and ν is the signature of
h|W×W . We define functions aij , bi, c, dkij , fi, gi, hij , αij by
∇EE = cE +
∑
i
giUi, c = εh(∇EE,E), gi = εih(∇EE,Ui),
∇EUi = fiE +
∑
j
aijUj , fi = εh(∇EUi,E), aij = εjh(∇EUi,Uj ),
∇UiE = biE +
∑
j
hijUj , bi = εh(∇UiE,E), hij = εjh(∇UiE,Uj ),
∇UiUj = αijE +
∑
k
dkijUk, αij = εh(∇UiUj ,E), dkij = εkh(∇UiUj ,Uk).
Lemma 3.1. c and
∑
i εib
2
i are constants and we have either
Case A (b1, . . . , bn−1) = (0, . . . ,0) at each point in V ,
Case B b1 = · · · = bn−1 = 0.
Formulae in Cases A and B are independent of the choice of allowable frames.
Proof. We find that
c(p2) = h
(
E(p2),E(p2)
)
h
(∇E(p2)E,E(p2))
= ±h(A∗(E(p2)),A∗(E(p2)))h(∇A∗(E(p2))A∗E,A∗(E(p2)))
= ±h(E(p1),E(p1))h(∇E(p1)E,E(p1))= ±c(p1).
Connectedness of V implies that c is a constant. Similarly, we set Ui(p2) = ∑j κijA∗(Uj (p1)), where (κij ) ∈
Oν(n − 1) and it follows that bi(p2) =∑j κij bj (p1). Thus we obtain ∑i εib2i is a constant and b1(p1) = · · · =
bn−1(p1) = 0 is equivalent to b1(p2) = · · · = bn−1(p2) = 0. Hence locally homogeneity implies that either Case A
or B must hold.
Let E¯, U¯1, . . . , U¯n−1 be another allowable frame. Then there exists (τij ) ∈ Oν(n−1) such that U¯i =∑j τijUj and
it follows that b¯i =∑j τij bj , where b¯i = h(E¯, E¯)h(∇U¯i E¯, E¯). Thus at each point, b1 = · · · = bn−1 = 0 if and only if
b¯1 = · · · = b¯n−1 = 0; hence formulae in the two cases are independent of the choice of allowable frames. 
The Codazzi equations for S and h and the apolarity condition give us that
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(3.1)c = −
∑
i
aii ,
(3.2)bi = −
∑
j
d
j
ij ,
(3.3)αij = ε(εj aij + εiaji),
(3.4)εkdkij + εj djik = εkdkji + εidijk.
In particular, we obtain αij = αji and
(3.5)2εj djij = εj djji + εidijj .
The Gauss equation gives us that
Lemma 3.3. We have
(3.6)0 = Ebi + cbi −
∑
j
αij gj −
∑
j
aij bj ,
(3.7)−λεδik = −Uigk + 2bigk −
∑
j
gj d
k
ij ,
(3.8)μεiδij = Eαij + cαij −
∑
k
ajkαik −
∑
k
aikαkj ,
(3.9)0 = Edlij − Uiajl + αijgl + ajlbi +
∑
k
akld
k
ij −
∑
k
ajkd
l
ik −
∑
k
aikd
l
kj ,
(3.10)0 =
∑
k
ajkαik −
∑
k
aikαjk −
∑
k
bk(d
k
ij − dkji),
(3.11)0 = Uiajl − Ujail +
∑
k
ajkd
l
ik −
∑
k
aikd
l
jk,
(3.12)0 = Uiαjk − Ujαik + αjkbi − αikbj +
∑
l
αild
l
jk −
∑
l
αjld
l
ik −
∑
l
αlk(d
l
ij − dlji),
(3.13)λ(εj δjkδim − εiδikδjm) = Uidmjk − Ujdmik +
∑
l
dljkd
m
il −
∑
l
dlikd
m
jl −
∑
l
dmlk (d
l
ij − dlji).
We consider the two cases in Lemma 3.1.
Case A. We set n = 3.
Lemma 3.4. If Case A holds, then there exists, up to sign, a unique allowable frame U1,U2 of W such that b1 is
everywhere nonzero and b2 = 0.
Proof. Let E,U1,U2 and E¯, U¯1, U¯2 be allowable frames. Then there exists (τij ) ∈ Oν(2) such that U¯i =∑j τijUj
and it follows that
(3.14)b¯i =
∑
j
τij bj ,
where b¯i = h(E¯, E¯)h(∇U¯i E¯, E¯). Suppose that ε1ε2 = 1. Interchanging U1 and U2, if necessary, we may assume that
b1 = 0 at each point in an open set V0 ⊂ V . We can set
(τij ) =
(± cos θ ∓ sin θ
sin θ cos θ
)
,
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b1
, we obtain b¯2 = 0 on V0 from (3.14). Moreover, if b2 = 0, then
θ = 0; hence we derive the lemma.
Suppose that ε1ε2 = −1. We fix a point p ∈ V . Interchanging U1 and U2 if b1(p)2 < b2(p)2, we may assume that
b12 > b22 on a neighbourhood V0 ⊂ V around p or b1(p)2 = b2(p)2 = 0. We can set
(τij ) = ±
(
cosh θ sinh θ
sinh θ cosh θ
)
, ±
(− cosh θ − sinh θ
sinh θ cosh θ
)
,
where θ is a function. If b12 > b22 on V0, then we take θ with tanh θ = − b2b1 and deduce b¯1 = 0 = b¯2 from (3.14).
Moreover, if b2 = 0, then θ = 0; hence we derive the lemma. If b1(p)2 = b2(p)2 = 0, then b12 = b22 because of
Lemma 3.1. Since b12 = b22 is everywhere nonzero, it holds that b1 = b2 or b1 = −b2. Replacing U1 by −U1 if b1 < 0
and U2 by −U2 if b1 = −b2, we get b1 = b2 > 0. It follows from (3.14) that (b¯1, b¯2) = ±eθ (b1, b1),±eθ (−b1, b1). For
any constant b > 0 we take θ with eθ = b
b1
and obtain |b¯1| = |b¯2| = b. Moreover, if b1 = b, then θ = 0. Therefore we
find that for any constant b > 0 there exists, up to sign, a unique allowable frame U1,U2 of W such that |b1| = |b2| = b.
We fix a constant b > 0. Since E,U1,U2 is uniquely up to sign determined, locally homogeneity implies that bi , aij ,
dkij , gi , αij are all constants. We set b2 = δb1, δ = ±1. (3.7) gives us that
2δε2b1 = ε1d211 + δε2d212, 2δε1b1 = ε1d121 + δε2d122,
λ = 2b1(−2ε1b1 + ε1d111 + δε2d112), λ = 2b1(−2ε2b1 + ε1d221 + δε2d222).
Combining the last two equations, we get d111 − d221 − δ(d112 − d222) = 4b1. On the other hand, (3.2) and (3.5) state
d111 + d212 = −b1, d121 + d222 = −δb1, 2ε2d212 = ε2d221 + ε1d122, 2ε1d121 = ε1d112 + ε2d211.
Combining these relations, we know that
d212 = −(d111 + b1), d211 = −δ(d111 + 3b1), d222 = −δ
(
d111 +
3
2
b1
)
,
d121 = δ
(
d111 +
1
2
b1
)
, d112 = δ(d111 − 2b1), d122 = d111 −
3
2
b1, d
2
21 = −
(
d111 +
7
2
b1
)
.
Since (3.13) for i = 1, j = 2, k = m = 1 it follows that
0 = d121d211 + d221d212 − d111d221 − d211d222 − d211(d112 − d121) − d221(d212 − d221) = −
5
4
b1
2,
which contradicts b1 = 0. This completes the proof. 
Take U1,U2 in Lemma 3.4 and set b = b1. Since E,U1,U2 is uniquely up to sign determined, locally homogeneity
implies that b, aij , dkij , gi , αij are all constants.
Lemma 3.5. If Case A holds, then we have μ = 0 = λ and either (i) or (ii) holds.
(i) λ = −16
3
ε1b
2, ∇EU1 = ∇EU2 = ∇U2E = 0, ∇U1E = bE, ∇EE = 2εε1bU1,
∇U1U1 = −
2
3
bU1, ∇U1U2 = −
1
3
bU2, ∇U2U1 = −
8
3
bU2, ∇U2U2 = 2ε1ε2bU1,
(ii) λ = −3ε1b2, ∇EU1 = ∇EU2 = ∇U2E = 0, ∇U1E = bE, ∇EE = 2εε1bU1,
∇U1U1 =
1
2
bU1, ∇U1U2 = ∇U2U1 = −
3
2
bU2, ∇U2U2 = −
3
2
ε1ε2bU1.
Proof. We have g1 = 2εε1b, b2 = g2 = 0. (3.7) gives us that
d211 = d121 = 0, d111 = 2b +
ε1λ
2b
, d221 =
ε1λ
2b
.
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d112 = d222 = 0, d212 = −3b −
ε1λ
2b
, d222 = −3ε1ε2
(
2b + ε1λ
2b
)
.
Next (3.6) implies c = 5a11, a12 = − 32ε1ε2a21. It follows from (3.1) that a22 = −6a11. (3.8) yields that
a11a21 = 0, εε1μ = 6ε1a112 − 32ε2a21
2, εε2μ = −204ε2a112 + ε1a212.
Combining these equations, we obtain a11 = a21 = 0. Hence it holds from (3.3) that aij = αij = c = μ = 0 = λ. It
follows from (3.13) that λ = −12ε1(2b + ε1λ2b )2, i.e., λ = −3ε1b2, − 163 ε1b2. This completes the proof. 
Lemma 3.6. If Case A holds, then M is equiaffinely equivalent to an open part of one of the following hypersurfaces(
y − 1
2
x2 − 1
2
w2
z
)4
z3 = cˆ, y − 1
2
x2 − 1
2
w2
z
> 0, cˆ = 26317−4|λ|−5,
(
y − 1
2
x2
)3
z2w2 = cˆ, cˆ = 22327−2|λ|−5
if h is definite and(
y − 1
2
x2 − 1
2
w2
z
)4
z3 = cˆ, y − 1
2
x2 − 1
2
w2
z
< 0, cˆ = 26317−4|λ|−5,
(
y − 1
2
x2 − 1
2
w2
z
)4
z3 = −cˆ, cˆ = 26317−4|λ|−5,
(
y − 1
2
x2
)3
z2w2 = −cˆ, cˆ = 22327−2|λ|−5,
(
y − 1
2
x2
)6
(z2 + w2)2 = cˆ, cˆ = 28347−4|λ|−10
if h is indefinite.
Proof. If Lemma 3.5(i) holds, then there exists a parametrization (t, u, v) such that ∂t = U1, ∂u = e−btE, ∂v =
e− 73 btU2. Thus from the Gauss–Weingarten formula we get the following system of differential equations
ftt = −23bft + ε1ξ, ftu = fuv = 0, ftv = −
8
3
bfv, fuu = εe−2bt (2ε1bft + ξ),
fvv = ε2e− 143 bt (2ε1bft + ξ), ξt = 163 ε1b
2ft , ξu = 0, ξv = 163 ε1b
2fv.
Solving this system, we obtain
f (t, u, v) = f (0,0,0) +
[
ε1b(εu
2 + ε2v2e− 83 bt ) + 314b (e
2bt − e− 83 bt )
]
ft (0,0,0) + ufu(0,0,0)
+ ve− 83 btfv(0,0,0) +
[
1
2
(εu2 + ε2v2e− 83 bt ) + 3ε114b
(
1
2b
e2bt + 3
8b
e−
8
3 bt
)]
ξ(0,0,0),
ξ(t, u, v) =
[
8
7
ε1be
2bt + b
(
16
3
ε2b
2v2 − 8
7
ε1
)
e−
8
3 bt
]
ft (0,0,0)
+ 16
3
ε1b
2ve−
8
3 btfv(0,0,0) +
[
4
7
e2bt +
(
8
3
ε1ε2b
2v2 + 3
7
)
e−
8
3 bt
]
ξ(0,0,0).
Initial conditions are set to
f (0,0,0) = (0,0,0,0), ft (0,0,0) =
(
0,2εε1b,−8εε2bcˆ− 13 ,0
)
, fu(0,0,0) =
(
2
√
7
b,0,0,0
)
,3 3
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(
0,0,0,2
√
7
3
bcˆ
1
6
)
, ξ(0,0,0) =
(
0,
16
3
εb2,
16
3
εε1ε2b
2cˆ
1
3 ,0
)
,
where cˆ = 2−14367−4b−10 = 26317−4(−ε1λ)−5 > 0. Therefore we find that the immersion f is given by
f (t, u, v) =
(
2
√
7
3
bu, εε1e
2bt + 14
3
b2u2 + 14
3
εε2b
2v2e−
8
3 bt , εε2cˆ
1
3 e−
8
3 bt ,2
√
7
3
bcˆ
1
6 ve−
8
3 bt
)
.
We can show that θ(E,U1,U2) = −ε2 = ±1. An expression of this hypersurface in R4 is
(3.15)
(
y − 1
2
x2 − 1
2
w2
z
)4
z3 = εε2cˆ, y − 12x
2 − 1
2
w2
z
{
> 0 (εε1 = 1),
< 0 (εε1 = −1).
If Lemma 3.5(ii) holds, then there exists a parametrization (t, u, v) such that ∂t = U1, ∂u = e−btE, ∂v = U2. Thus
from the Gauss–Weingarten formula we get the following system of differential equations
ftt = 12bft + ε1ξ, ftu = fuv = 0, ftv = −
3
2
bfv, fuu = εe−2bt (2ε1bft + ξ),
fvv = ε2
(
−3
2
ε1bft + ξ
)
, ξt = 3ε1b2ft , ξu = 0, ξv = 3ε1b2fv.
Solving this system, we obtain
f (t, u, v) = f (0,0,0) +
[
2
7b
(
e2bt − e− 32 bt c(v))+ εε1bu2
]
ft (0,0,0)
+ ufu(0,0,0) + 2√
21|b|e
− 32 bt s(v)fv(0,0,0)
+
[
ε1
7b2
(e2bt − 1) + 4ε1
21b2
(
e−
3
2 bt c(v) − 1)+ 1
2
εu2
]
ξ(0,0,0),
ξ(t, u, v) = 6
7
ε1b
(
e2bt − e− 32 bt c(v))ft (0,0,0)
+ 2
√
3
7
ε1|b|e− 32 bt s(v)fv(0,0,0) +
(
3
7
e2bt + 4
7
e−
3
2 bt c(v)
)
ξ(0,0,0),
where
(
s(v), c(v)
)=
{(
sinh(
√
21
2 |b|v), cosh(
√
21
2 |b|v)
)
(ε1ε2 = 1),(
sin(
√
21
2 |b|v), cos(
√
21
2 |b|v)
)
(ε1ε2 = −1).
Initial conditions are set to
f (0,0,0) = (0, εε1cˆ 13 ,1,0), ft (0,0,0) =
(
0,2εε1bcˆ
1
3 ,−3
2
b,0
)
, fu(0,0,0) = (
√
7bcˆ
1
6 ,0,0,0),
fv(0,0,0) =
(
0,0,0,
√
21
2
|b|
)
, ξ(0,0,0) = (0,3εb2cˆ 13 ,3ε1b2,0),
where cˆ = 243−37−2b−10 = 24327−2(−ε1λ)−5 > 0. Therefore we find that the immersion f is given by
f (t, u, v) =
(√
7bcˆ
1
6 u, εε1cˆ
1
3 e2bt + 7
2
b2cˆ
1
3 u2, e−
3
2 bt c(v), e−
3
2 bt s(v)
)
.
We can show that θ(E,U1,U2) = −ε = ±1. An expression of this hypersurface in R4 is(
y − 1
2
x2
)3
(z2 − ε1ε2w2)2 = εε1cˆ.
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(3.16)
(
y − 1
2
x2
)3
z2w2 = 1
4
εε1cˆ.
If ε1ε2 = −1, then the above hypersurface is(
y − 1
2
x2
)3
(z2 + w2)2 = cˆ (εε1 = 1),
(
y − 1
2
x2
)3
(z2 + w2)2 = −cˆ (εε1 = −1).
These two hypersurfaces are united to form
(3.17)
(
y − 1
2
x2
)6
(z2 + w2)4 = cˆ2.
This completes the proof by using the equivalence theorem (see [1]). 
The Blaschke hypersurfaces (3.15), (3.16) and (3.17) are homogeneous because each connected component of
them is an orbit through a point of a transitive group of SA(4) represented by the matrix group⎛
⎜⎜⎜⎝
e3t 0 0 0 u
ue3t e6t 12v
2e−8t ve−t 12u
2
0 0 e−8t 0 0
0 0 ve−8t e−t 0
0 0 0 0 1
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎝
e2t 0 0 0 u
ue2t e4t 0 0 12u
2
0 0 e−3t−v 0 0
0 0 0 e−3t+v 0
0 0 0 0 1
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎝
e2t 0 0 0 u
ue2t e4t 0 0 12u
2
0 0 e−3t cosv −e−3t sinv 0
0 0 e−3t sinv e−3t cosv 0
0 0 0 0 1
⎞
⎟⎟⎟⎠ ,
where t , u and v are arbitrary, respectively.
Case B. We have bi = gi = 0, ∇EE = cE and λ = 0 = μ due to (3.7). It follows that KEW ⊂ W because
h(KEUi,E) = − 12 (∇Eh)(Ui,E) = 0. We consider the restriction K˜ of KE to W , which is self-adjoint with re-
spect to h|W×W . We note that complex eigenvalues of K˜ are constants and K˜ has the same Jordan canonical form
on V . In fact, a discussion similar to the proof of Lemma 2.1 implies that for any p1,p2 ∈ V we can take a neigh-
bourhood U of p1 and A ∈ SA(n + 1) such that A(p1) = p2, A(U) ⊂ M and A∗(E(p1)) = E(p2). Then we obtain
A∗(K˜(X(p1))) = KA∗(E(p1))(A∗(X(p1))) = K˜(A∗(X(p1))) for any section X of W .
We suppose that K˜ is diagonalizable. There exist an allowable frame U1, . . . ,Un−1 of W and real constants μi
with K˜Ui = μiUi .
Lemma 3.7. Assume that K˜ is diagonalizable. Let U1, . . . ,Un−1 be an allowable frame of W and μi real constants
with K˜Ui = μiUi . Then we see that μi = aii , αij = 2εεiδij aii , 4aii2 − 2caii + εμ = 0. Hence at most two of the aii
are different. In particular, if n = 3, then we have either
Case 1 a11 = a22 = − c2 , a12 = a21 = 0, μ = −2εc2 = 0,
Case 2 a11 = −a22 = 0, a12 = a21 = c = 0, μ = −4εa112.
All formulae in Cases 1 and 2 are independent of the choice of allowable frames of W .
Proof. It holds that μiεiδij = h(KEUi,Uj ) = 12 (εj aij + εiaji). Therefore we derive μi = aii , αij = 2εεiδij aii and
(3.18)εj aij + εiaji = 2εiδij aii
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(3.19)εiajiaii − εj aij ajj = 0.
Since (3.8) for i = j , we find 4aii2 − 2caii + εμ = 0. This equation states that at most two of the aii are different.
Now we set n = 3. (3.1) implies a11 + a22 = −c. If a11 = a22, then we deduce a11 = a22 = − c2 , μ = −2εc2 = 0;
(3.18) and (3.19) give us that a12 = a21 = 0. If a11 = a22, then we have a11 = −a22 = 0, c = 0, μ = −4εa112 because
a11 + a22 = c2 and a11a22 = εμ4 = 0. Since (3.8) for i = j and (3.18) it follows that a12 = a21 = 0. Since the number
of distinct μis is independent of the choice of allowable frames of W , so are all formulae in Cases 1 and 2. 
We consider the above two cases and take U1,U2 in Lemma 3.7.
Case 1. We know that λ = 0 = μ = −2εc2, ∇EE = cE, ∇EUi = − c2Ui , ∇UiE = 0 and αij = −εεiδij c.
Lemma 3.8. Assume that Case 1 holds. Then we have
d111 = −d212 = −d221 = −ε1ε2d122, d222 = −d121 = −d112 = −ε1ε2d211
and either
(i) d111 = d222 = 0, hence
∇UiUj = −εεiδij cE,
(ii) d111 = δd222, δ = ±1 and β = d111 is an everywhere nonzero function such that
Eβ = − c
2
β, U1β = −δU2β,
hence
∇UiUi = −εεicE + β(U1 + δU2), ∇UiUj = −δβ(U1 + δU2) (i = j).
(ii) can occur only when h|W×W is indefinite. (i) and (ii) are independent of the choice of allowable frames of W .
Proof. It is sufficient to investigate the dkij . It holds from (3.11) and (3.4) that
(3.20)dkij = dkji = εj εkdjki .
We rewrite (3.9) and (3.13) as
(3.21)Edkij = −
c
2
dkij ,
(3.22)Uidmjk − Ujdmik +
∑
l
dljkd
m
il −
∑
l
dlikd
m
jl = 0,
respectively. We interchange k and m in (3.22) and multiply the equation by εkεm. Then we observe that
(3.23)Uidmjk − Ujdmik +
∑
l
dmjld
l
ik −
∑
l
dmil d
l
jk = 0
by using (3.20). Combining (3.22) and (3.23), we get
(3.24)
∑
l
dljkd
m
il −
∑
l
dlikd
m
jl = 0.
Since (3.23) is added to (3.24), it follows that
(3.25)Uidmjk = Ujdmik.
Putting k = i, m = j and taking a summation for j in (3.24), we get from (3.2)
(3.26)
∑
εj εl(d
l
ij )
2 = 0.
j,l
66 M. Ooguri / Differential Geometry and its Applications 25 (2007) 56–77In particular, if h|W×W is definite, then (3.26) states dkij = 0; (i) holds.
Setting n = 3, we derive from (3.20), (3.2) and (3.26)
(3.27)d111 = −d212 = −d221 = −ε1ε2d122, d222 = −d112 = −d121 = −ε1ε2d211,
C(U1,U1,U1) = −2ε1d111, C(U1,U1,U2) = 2ε1d222,
(3.28)C(U1,U2,U2) = 2ε2d111, C(U2,U2,U2) = −2ε2d222,
(3.29)(d111)2 = −ε1ε2(d222)2.
For any p1,p2 ∈ V we take a neighbourhood U of p1 and A ∈ SA(4) as in Lemma 2.1. We can set
Ui(p2) =
∑
j
κijA∗
(
Uj (p1)
)
, (κij ) ∈ Oν(2).
By using (3.28) we see that for i = j
diii(p2) = −
1
2
εiC(Ui,Ui,Ui)(p2)
= (κii3 − 3εiεj κiiκij 2)diii (p1) + (−3κii2κij + εiεj κij 3)djjj (p1),(
d111(p2)
d222(p2)
)
=
(
κ113 − 3ε1ε2κ11κ122 −3κ112κ12 + ε1ε2κ123
−3κ21κ222 + ε1ε2κ213 κ223 − 3ε1ε2κ212κ22
)(
d111(p1)
d222(p1)
)
.
The determinant of the above matrix is ±1. Since (3.29), locally homogeneity of M and connectedness of V , we have
either (i) d111 = d222 = 0 or (ii) d111 = δd222, δ = ±1 and β = d111 is everywhere nonzero. When (ii) holds, it must be that
ε1ε2 = −1 and we deduce Eβ = − c2β , U1β = −δU2β by (3.21), (3.25) and (3.27).
(i) and (ii) are independent of the choice of allowable frames of W as follows. Let U¯1, U¯2 be another allowable
frame of W and set U¯i =∑j τijUj , d¯kij = h(U¯k, U¯k)h(∇U¯i U¯j , U¯k), where (τij ) ∈ Oν(2). We note that (3.27), (3.28)
and (3.29) for U¯1, U¯2 hold. Thus we find
(3.30)
(
d¯111
d¯222
)
=
(
τ113 − 3ε1ε2τ11τ122 −3τ112τ12 + ε1ε2τ123
−3τ21τ222 + ε1ε2τ213 τ223 − 3ε1ε2τ212τ22
)(
d111
d222
)
and the determinant of the above matrix is ±1. Consequently, if d111 = d222 = 0 then d¯111 = d¯222 = 0; if d111 = δd222 = 0
then d¯111 = δ¯d¯222 = 0, δ¯ = ±1. 
Lemma 3.9. If Lemma 3.8(i) holds, then M is equiaffinely equivalent to an open part of one of the following hyper-
surfaces(
y − 1
2
(x2 + z2)
)4
w2 = cˆ, y − 1
2
(x2 + z2) > 0
if h is definite and(
y − 1
2
(x2 + z2)
)4
w2 = cˆ, y − 1
2
(x2 + z2) < 0,
(y − xz)4w2 = cˆ,
if h is indefinite, where cˆ = 425μ4 .
Proof. Since Lemma 3.8(i) there exists a parametrization (t, u1, u2) such that ∂t = E, ∂ui = e
c
2 tUi . Thus from the
Gauss–Weingarten formula we get the following system of differential equations
ftt = cft + εξ, fuiuj = εiδij ect (−εcft + ξ), ftui = ξui = 0, ξt = 2εc2ft .
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f (t, u1, u2) = f (0,0,0) +
[
1
3c
(e2ct − e−ct ) − εc
2
(u1
2 + u22)
]
ft (0,0,0) + u1fu1(0,0,0)
+ u2fu2(0,0,0) +
[
ε
6c2
(e2ct + 2e−ct − 3) + 1
2
(u1
2 + u22)
]
ξ(0,0,0),
ξ(t, u1, u2) = 2εc3 (e
2ct − e−ct )ft (0,0,0) + 13 (e
2ct + 2e−ct )ξ(0,0,0).
Initial conditions are set to
f (0,0,0) =
(
0,
ε
3c2
,0,
9
10
)
, ft (0,0,0) =
(
0,− ε
3c
,0,
9c
5
)
,
fu1(0,0,0) = (1,0,0,0), fu2(0,0,0) = (0,0,1,0), ξ(0,0,0) =
(
0,
2
3
,0,
9εc2
5
)
.
Therefore we find that the immersion f is given by
f (t, u1, u2) =
(
u1,
ε
3c2
e−ct + 1
2
(ε1u1
2 + ε2u22), u2, 910e
2ct
)
.
We can show that θ(E,U1,U2) = −1. An expression of this hypersurface in R4 is(
y − 1
2
(ε1x
2 + ε2z2)
)4
w2 = cˆ, y − 1
2
(ε1x
2 + ε2z2)
{
> 0 (ε = 1),
< 0 (ε = −1),
where cˆ = (10c4)−2 = 425μ4 > 0. If ε1ε2 = 1, then the above hypersurface is
(3.31)
(
y − 1
2
(x2 + z2)
)4
w2 = cˆ.
If ε1ε2 = −1, then the above hypersurface is equiaffinely equivalent to
(3.32)(y − xz)4w2 = cˆ.
This completes the proof by the equivalence theorem. 
The Blaschke hypersurfaces (3.31) and (3.32) are homogeneous because each connected component of them is an
orbit through a point of a transitive group of SA(4) represented by the matrix group⎛
⎜⎜⎜⎝
et 0 0 0 u1
u1et e2t u2et 0 12 (u1
2 + u22)
0 0 et 0 u2
0 0 0 e−4t 0
0 0 0 0 1
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎝
et 0 0 0 u1
u2et e2t u1et 0 u1u2
0 0 et 0 u2
0 0 0 e−4t 0
0 0 0 0 1
⎞
⎟⎟⎟⎠ ,
where t , u1 and u2 are arbitrary, respectively.
Lemma 3.10. If Lemma 3.8(ii) holds, then M is equiaffinely equivalent to an open part of the following hypersurface(
y − 1
3
x3 + xz
)4
w2 = cˆ,
where cˆ = 881|μ|5 .
Proof. Since Lemma 3.8(ii) there exists a parametrization (t, u1, u2) such that ∂t = E, ∂ui = β−1Ui . We note that
ε1ε2 = −1. There exists an allowable frame U1,U2 of W such that β(t, u1, u2) = e− c2 t and δ = 1. In fact, given any
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by −U2 if d111 = −d222, respectively. We set
U¯i =
∑
j
τijUj , d¯
k
ij = h(U¯k, U¯k)h(∇U¯i U¯j , U¯k), (τij ) =
(
cosh θ sinh θ
sinh θ cosh θ
)
.
In view of (3.30) we get(
d¯111
d¯222
)
=
(
cosh 3θ − sinh 3θ
− sinh 3θ cosh 3θ
)(
d111
d222
)
= e−3θ
(
d111
d111
)
.
Taking θ = θ(t, u1, u2) with e−3θ(t,u1,u2) = e− c2 t (d111(t, u1, u2))−1, we obtain
d¯111(t, u1, u2) = d¯222(t, u1, u2) = e−
c
2 t .
Thus from the Gauss–Weingarten formula we get the following system of differential equations
ftt = cft + εξ, fuiui = εiect (−εcft + ξ) + fu1 + fu2,
fu1u2 = −(fu1 + fu2), ftui = ξui = 0, ξt = 2εc2ft .
Solving this system, we obtain
f (t, u1, u2) = f (0,0,0) +
[
1
3c
(e2ct − e−ct ) − εc
(
1
6
(ε1u1 + ε2u2)3 + 12 (ε1u1
2 + ε2u22)
)]
ft (0,0,0)
+
[
u1 + 12 (u1 − u2)
2
]
fu1(0,0,0) +
[
u2 + 12 (u1 − u2)
2
]
fu2(0,0,0)
+
[
ε
6c2
(e2ct + 2e−ct − 3) + 1
6
(ε1u1 + ε2u2)3 + 12 (ε1u1
2 + ε2u22)
]
ξ(0,0,0),
ξ(t, u1, u2) = 2εc3 (e
2ct − e−ct )ft (0,0,0) + 13 (e
2ct + 2e−ct )ξ(0,0,0).
Initial conditions are set to
f (0,0,0) =
(
0,
2
c
,0,
1
72c3
)
, ft (0,0,0) =
(
0,−2,0, 1
36c2
)
,
fu1(0,0,0) =
(
−εε1(6c) 13 ,0, 12 (6c)
2
3 ,0
)
,
fu2(0,0,0) =
(
εε1(6c)
1
3 ,0,
1
2
(6c)
2
3 ,0
)
, ξ(0,0,0) =
(
0,4εc,0,
ε
36c
)
.
Therefore we find that the immersion f is given by
f (t, u1, u2) =
(
−εε1(6c) 13 (u1 − u2), 2
c
e−ct + εε1c(u1 − u2)3 + 3εε1c(u12 − u22),
1
2
(6c)
2
3
(
(u1 − u2)2 + u1 + u2
)
,
1
72c3
e2ct
)
.
We can show that θ(E,U1,U2) = −ε1 = ±1. An expression of this hypersurface in R4 is
(3.33)
(
y − 1
3
x3 + xz
)4
w2 = cˆ,
where cˆ = (18c5)−2 = − 8ε 5 > 0. This completes the proof by the equivalence theorem. 81μ
M. Ooguri / Differential Geometry and its Applications 25 (2007) 56–77 69The Blaschke hypersurface (3.33) is homogeneous because each connected component of it is an orbit through a
point of a transitive group of SA(4) represented by the matrix group⎛
⎜⎜⎜⎜⎝
et 0 0 0 −v1
−v2et e3t v1e2t 0 − 13v31 + v1v2
−v1et 0 e2t 0 v2
0 0 0 e−6t 0
0 0 0 0 1
⎞
⎟⎟⎟⎟⎠ ,
where t , v1 and v2 are arbitrary.
Case 2. We set a = a11 = −a22. It must be λ = 0 = μ = −4εa2.
Lemma 3.11. If Case 2 holds, then we have
∇EE = ∇UiE = ∇U1U2 = ∇U2U1 = 0, ∇EU1 = aU1,
∇EU2 = −aU2, ∇U1U1 = 2εε1aE, ∇U2U2 = −2εε2aE.
Proof. It suffices to show dkij = 0. (3.12) implies
εiaiid
i
jk − εj ajj djik − εkakk(dkij − dkji) = 0.
This equation for i = 2, j = k = 1 and (3.4) give us that d211 = 0 because
0 = −a(ε2d211 + ε1d121 + ε1(d121 − d112))= −2aε2d211.
Similarly, we get d122 = 0. It follows from (3.5) that diij = 2diji for i = j . (3.11) reduces to ajj dkij − aiidkji = 0. Since
0 = a22d212 − a11d221 = −3ad212, 0 = a22d112 − a11d121 = −3ad121,
it holds that d212 = d221 = d121 = d112 = 0. Therefore (3.2) implies 0 = −bi =
∑
j d
j
ij = diii . This completes the
proof. 
Lemma 3.12. If Case 2 holds, then M is equiaffinely equivalent to an open part of one of the following hypersurfaces
(
y − 1
2
x2
)3(
z − 1
2
w2
)3
= cˆ, y − 1
2
x2 > 0, z − 1
2
w2 > 0
if h is definite and
(
y − 1
2
x2
)3(
z − 1
2
w2
)3
= cˆ, y − 1
2
x2 < 0, z − 1
2
w2 < 0,
(
y − 1
2
x2
)3(
z − 1
2
w2
)3
= −cˆ,
if h is indefinite, where cˆ = 116|μ|5 .
Proof. Since Lemma 3.11 holds, there exists a parametrization (t, u, v) such that ∂t = E, ∂u = e−atU1, ∂v = eatU2.
Thus from the Gauss–Weingarten formula we get the following system of differential equations
ftt = εξ, ftu = ftv = fuv = 0, fuu = ε1e−2at (2εaft + ξ),
fvv = ε2e2at (−2εaft + ξ), ξt = 4εa2ft , ξu = ξv = 0.
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f (t, u, v) = f (0,0,0) +
[
1
2|a| sinh
(
2|a|t)+ εa(ε1u2 − ε2v2)
]
ft (0,0,0) + ufu(0,0,0)
+ vfv(0,0,0) +
[
ε
4a2
(
cosh
(
2|a|t)− 1)+ 1
2
(ε1u
2 + ε2v2)
]
ξ(0,0,0),
ξ(t, u, v) = 2ε|a| sinh(2|a|t)ft (0,0,0) + cosh(2|a|t)ξ(0,0,0).
Initial conditions are set to
f (0,0,0) =
(
0,
εε1
2|a| ,
εε2
2|a| (4a)
− 43 ,0
)
,
ft (0,0,0) =
(
0,
εε1a
|a| ,−
εε2a
|a| (4a)
− 43 ,0
)
, fu(0,0,0) =
(
2
√|a|,0,0,0),
fv(0,0,0) =
(
0,0,0,2
√|a|(4a)− 23 ), ξ(0,0,0) = (0,2ε1a,2ε2|a|(4a)− 43 ,0).
Therefore we find that the immersion f is given by
f (t, u, v) =
(
2
√|a|u, εε1
2|a|e
2at + 2|a|u2, εε2
2|a| (4a)
− 43 e−2at + 2|a|(4a)− 43 v2,2√|a|(4a)− 23 v).
We can show that θ(E,U1,U2) = εε1ε2a|a| = ±1. An expression of this hypersurface in R4 is(
y − 1
2
x2
)3(
z − 1
2
w2
)3
= ε1ε2cˆ,
(3.34)y − 1
2
x2
{
> 0 (εε1 = 1),
< 0 (εε1 = −1), z −
1
2
w2
{
> 0 (εε2 = 1),
< 0 (εε2 = −1),
where cˆ = 2−14a−10 = − ε16μ5 > 0. This completes the proof by the equivalence theorem. 
The Blaschke hypersurface (3.34) is homogeneous because each connected component of it is an orbit through a
point of a transitive group of SA(4) represented by the matrix group⎛
⎜⎜⎜⎝
et 0 0 0 u
uet e2t 0 0 12u
2
0 0 e−2t ve−t 12v
2
0 0 0 e−t v
0 0 0 0 1
⎞
⎟⎟⎟⎠ ,
where t , u and v are arbitrary.
We suppose that K˜ is not diagonalizable, which can occur only when h|W×W is indefinite. Recall that λ = 0 = μ
and set n = 3.
Lemma 3.13. If K˜ is not diagonalizable, then there is a nonzero constant μ2 such that
ε1 = −1, ε2 = 1, c = aii = αii = dkij = 0,
−a12 = a21 = μ2, α12 = α21 = −2εμ2, μ = 4εμ22.
Hence we have
∇EE = ∇UiE = ∇UiUi = 0, ∇EU1 = −μ2U2,
∇EU2 = μ2U1, ∇U1U2 = ∇U2U1 = −2εμ2E.
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K˜ can be put into one of the following Jordan canonical forms Kˆ with respect to bases of W whose h-inner products
are given by hˆ:
(i) Kˆ =
(
μ1 δ
0 μ1
)
, hˆ =
(
0 1
1 0
)
,
(ii) Kˆ =
(
μ1 μ2
−μ2 μ1
)
, hˆ =
(−1 0
0 1
)
, μ2 = 0
at each point, where μ1,μ2 are constants and δ = ±1. In both cases, we can extend the bases to local frames V1,V2
of W for which K˜ is put into Kˆ and h-inner products are given by hˆ.
In (i), U1 = 1√2 (V1 − V2), U2 =
1√
2
(V1 + V2) is an allowable frame of W and we have ε1 = −1, ε2 = 1,
K˜U1 = μ1U1 − δ2 (U1 + U2), K˜U2 = μ1U2 +
δ
2
(U1 + U2).
Using h(K˜Ui,Uj ) = 12εαij , we find
α12 = α21 = −εδ, α11 = ε(δ − 2μ1), α22 = ε(δ + 2μ1).
(3.3) and (3.1) give us that
a11 = μ1 − δ2 , a22 = μ1 +
δ
2
, a21 = a12 + δ, c = −2μ1.
Since (3.8) for i = 1, j = 2, it holds that 0 = ε(6δμ1 − 2δa12 − 1); we get
a12 = 3μ1 − δ2 , a21 = 3μ1 +
δ
2
.
Thus (3.8) for i = j = 1 reduces to −μ = 8εμ12. But it follows from (3.10) that
0 = −12εμ12 = 32μ,
which contradicts μ = 0. Hence (i) cannot occur.
In (ii), U1 = V1,U2 = V2 is an allowable frame of W and we have ε1 = −1, ε2 = 1,
K˜U1 = μ1U1 − μ2U2, K˜U2 = μ2U1 + μ1U2.
Using h(K˜Ui,Uj ) = 12εαij , (3.3) and (3.1), we find
α12 = α21 = −2εμ2 = 0, α11 = −α22 = −2εμ1,
a11 = a22 = μ1, a21 = a12 + 2μ2, c = −2μ1.
Since (3.8) for i = j , we get
−μ = 4ε(2μ12 + μ2a12), μ = 4ε(−2μ12 + 2μ22 + μ2a12).
Combining these equations, we see
−a12 = a21 = μ2, μ = −4ε(2μ12 − μ22).
Since (3.8) for i = 1, j = 2, it follows that 0 = 12εμ1μ2; we obtain
μ1 = c = aii = αii = 0, μ = 4εμ22.
(3.2) and (3.5) yield that
d212 = −d111, d121 = −d222, d221 = −2d111 + d122, d112 = −2d222 + d211.
(3.11) reduces to 0 = μ2(dl11 + dl22); we have
d1 = −d1 , d2 = −d2 , d2 = −3d1 , d1 = −3d2 .22 11 11 22 21 11 12 22
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0 = α12(d22k − d11k) − α1k(d112 − d121) − α2k(d212 − d221).
This equation states that
0 = α12(d221 − d111 − d212 + d221) = 12εμ2d111,
0 = α12(d222 − d112 − d112 + d121) = −12εμ2d222.
Hence we obtain dkij = 0. This completes the proof. 
Lemma 3.14. If K˜ is not diagonalizable, then M is equiaffinely equivalent to an open part of the following hypersur-
face (
y − 1
2
(z2 − w2)
)2
+ (x − zw)2 = cˆ,
where cˆ = |μ|− 53 .
Proof. From Lemma 3.13 there exists a parametrization (t, u, v) such that ∂t = E, ∂u = sin(μ2t)U1 − cos(μ2t)U2,
∂v = cos(μ2t)U1 + sin(μ2t)U2. Thus from the Gauss–Weingarten formula we get the following system of differential
equations
ftt = εξ, ftu = ftv = 0, fuv = 2εμ2 cos(2μ2t)ft − sin(2μ2t)ξ,
fuu = −fvv = 2εμ2 sin(2μ2t)ft + cos(2μ2t)ξ, ξt = −4εμ22ft , ξu = ξv = 0.
Solving this system, we obtain
f (t, u, v) = f (0,0,0) +
[
2εμ2uv + 12μ2 sin(2μ2t)
]
ft (0,0,0) + ufu(0,0,0)
+ vfv(0,0,0) +
[
1
2
(u2 − v2) − ε
4μ22
(cos(2μ2t) − 1)
]
ξ(0,0,0),
ξ(t, u, v) = −2εμ2 sin(2μ2t)ft (0,0,0) + cos(2μ2t)ξ(0,0,0).
Initial conditions are set to
f (0,0,0) = (0,−ε(2|μ2|)− 53 ,0,0), ft (0,0,0) = (ε(2|μ2|)− 23 ,0,0,0),
fu(0,0,0) =
(
0,0,
μ2
|μ2|
(
2|μ2|
) 1
6 ,0
)
, fv(0,0,0) =
(
0,0,0,
(
2|μ2|
) 1
6
)
,
ξ(0,0,0) = (0, (2|μ2|) 13 ,0,0).
Therefore we find that the immersion f is given by
f (t, u, v) =
((
2|μ2|
)− 53 (4μ2|μ2|uv + ε sin(2|μ2|t)),
(
2|μ2|
)− 53 (2μ22(u2 − v2) − ε cos(2|μ2|t)), μ2|μ2|
(
2|μ2|
) 1
6 u,
(
2|μ2|
) 1
6 v
)
.
We can show that θ(E,U1,U2) = − εμ2|μ2| = ±1. An expression of this hypersurface in R4 is
(3.35)
(
y − 1
2
(z2 − w2)
)2
+ (x − zw)2 = cˆ,
where cˆ = (2|μ2|)−10/3 = (εμ)−5/3 > 0. This completes the proof by the equivalence theorem. 
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point of a transitive group of SA(4) represented by the matrix group⎛
⎜⎜⎜⎝
cos 2t − sin 2t −u sin t + v cos t u cos t + v sin t uv
sin 2t cos 2t u cos t + v sin t u sin t − v cos t 12 (u2 − v2)
0 0 cos t sin t u
0 0 − sin t cos t v
0 0 0 0 1
⎞
⎟⎟⎟⎠ ,
where t , u and v are arbitrary.
Therefore we obtain Theorem 1 and the above proof states the following theorem corresponding to Theorem A.
Theorem A′. Let M be a 3-dimensional locally strongly convex, quasi-umbilical locally homogeneous Blaschke
hypersurface in R4. Then M is equiaffinely equivalent to an open part of one of the following hypersurfaces
(1)
(
y − 1
2
x2 − 1
2
w2
z
)4
z3 = c, y − 1
2
x2 − 1
2
w2
z
> 0,
(2)
(
y − 1
2
x2
)3
z2w2 = c,
(3)
(
y − 1
2
(x2 + z2)
)4
w2 = c, y − 1
2
(x2 + z2) > 0,
(4)
(
y − 1
2
x2
)3(
z − 1
2
w2
)3
= c, y − 1
2
x2 > 0, z − 1
2
w2 > 0,
where c is a positive constant and (x, y, z,w) is the standard coordinate of R4.
4. Proof of Theorem 2
Let λ1, λ2, λ3 be distinct real affine principal curvatures. A local frame E1,E2,E3 is allowable if SEi = λiEi
and h(Ei,Ej ) = εiδij , εi = ±1. There exists, up to sign, an allowable frame. Let E1,E2,E3 be an allowable frame
and V a connected component of the domain of E1,E2,E3. For any p1,p2 ∈ V we take a neighbourhood U of p1
and A ∈ SA(n + 1) as in Lemma 2.1. Then A∗(E1(p)),A∗(E2(p)),A∗(E3(p)) for p ∈ U ∩ V ∩ A−1(V ) is also
an allowable frame and we have A∗(Ei(p)) = ±Ei(A(p)). We set ∇EiEj =
∑
k γ
k
ijEk , γ
k
ij = εkh(∇EiEj ,Ek). The
Codazzi equations for S and h and the apolarity condition give
(4.1)(λj − λk)γ kij = (λi − λk)γ kji ,
(4.2)γ iii = −
∑
j =i
γ
j
ij ,
(4.3)εkγ kij + εj γ jik = εkγ kji + εiγ ijk.
In particular, we obtain γ iij = 0, εiγ ijj = 2εj γ jij for i = j . We set βkij =
γ kij
λi−λk for distinct indices i, j, k. (4.1) implies
βkij = βkji . It follows from (4.3) that
0 = εkγ kij + εj γ jik − εkγ kji − εiγ ijk
= (λi − λk)εkβkij + (λi − λj )εjβjik − (λj − λk)εkβkji − (λj − λi)εiβijk
= (λi − λk)εkβkij + (λi − λj )εjβjki − (λj − λk)εkβkij − (λj − λi)εiβijk
= (λi − λj )(εkβkij + εjβjki + εiβijk).
Hence we obtain
(4.4)εkβk + εjβj + εiβi = 0.ij ki jk
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(4.5)
∑
l
γ ljkγ
m
il −
∑
l
γ likγ
m
jl −
∑
l
γ mlk (γ
l
ij − γ lji) = εk(λiδjkδim − λj δikδjm).
Replacing (k,m) with (i, i), (i, j), (i, k), (k, i) and (k, k) in (4.5), we obtain
(4.6)εkγ iji(6γ jij + γ kik) + γ iki(3εiγ ijk − εj γ jik) = 0,
(4.7)2εj γ iji(3γ iji + γ kjk) + εiγ kjiγ jik − εkγ jki(γ ijk − εiεj γ jik) = −λj ,
(4.8)2εiγ iji(γ iki − γ jkj ) − εiγ ikiγ kjk + εkγ kjiγ kik = 0,
(4.9)εiγ ijk(γ jij + 2γ kik) + εj γ jik(γ jij − γ kik) = 0,
(4.10)γ iki(3εiγ ijk − εj γ jik) − γ jkj (3εj γ jik − εiγ ijk) + εk(γ kikγ iji − γ kjkγ jij ) = 0,
where i, j, k are distinct.
In order to solve these equations, we consider the following cases.
Case 1. β312 = β231 = β123. (4.4) implies that (εk + εj + εi)βkij = 0; namely γ kij = 0 for all distinct indices i, j, k. It
follows from (4.7) that
(4.11)γ iji(3γ iji + γ kjk) = −
1
2
εjλj .
Interchanging i and k in (4.11), we get γ kjk(3γ kjk + γ iji) = − 12εjλj . Combining these equations, we deduce
(4.12)(γ iji)2 = (γ kjk)2.
On the other hand, it holds from (4.6) that
(4.13)γ iji(6γ jij + γ kik) = 0.
By using (4.12) and (4.13) for all distinct indices i, j, k, either γ 212 = γ 313 = γ 121 = γ 323 = 0 or γ 212 = γ 313 = γ 131 = γ 232 = 0
or γ 121 = γ 323 = γ 131 = γ 232 = 0 holds. We may assume that the first case holds without loss of generality. But, if we put
(i, j, k) = (2,1,3), (1,2,3) in (4.11), we obtain λ1 = λ2 = 0, which is a contradiction.
Thus at least two of β312, β
2
31, β
1
23 are distinct. Because of (4.7) for (i, j, k) = (1,2,3), (3,2,1), we have
2ε2γ 121(3γ
1
21 + γ 323) + ε1γ 321γ 213 − ε3γ 231(γ 123 − ε1ε2γ 213) = −λ2,
(4.14)2ε2γ 323(3γ 323 + γ 121) + ε3γ 123γ 231 − ε1γ 213(γ 321 − ε3ε2γ 231) = −λ2.
Combining these equations, we deduce
(4.15)ε2
(
γ 121(3γ
1
21 + γ 323) + γ 323(3γ 323 + γ 121)
)+ (λ2 − λ3)(λ1 − λ2)(ε1β321 − ε3β123)β231 = 0.
Case 2. Exactly two of β312, β
2
31, β
1
23 are distinct. We may assume β
3
12 = β231 = β123 without loss of generality.
(4.4) means that
β123 = −ε1(ε2 + ε3)β312, β312 = β231 = 0.
If we put (i, j, k) = (1,2,3) in (4.9), it is verified that
0 = ε1γ 123(γ 212 + 2γ 313) + ε2γ 213(γ 212 − γ 313) = (λ1 − λ2)β312
(
(2ε2 + ε3)γ 212 + (ε2 + 2ε3)γ 313
);
namely,
(2ε2 + ε3)γ 212 + (ε2 + 2ε3)γ 313 = 0.
Similarly, if we put (i, j, k) = (2,3,1), (3,1,2) in (4.9), we get
(ε2 − ε3)γ 3 + (2ε2 + ε3)γ 1 = 0,23 21
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respectively. Therefore these three equations state that
(4.16)γ 313 = −γ 212, γ 121 = γ 131 = 0 in case ε2ε3 = 1,
(4.17)γ 313 = γ 212, γ 121 = −2γ 323, γ 131 = −2γ 232 in case ε2ε3 = −1.
If ε2ε3 = 1, then we find γ 313 = γ 212 = γ 232 = γ 323 = 0 if we calculate (4.8) for (i, j, k) = (1,2,3), (3,1,2), (2,1,3) in
view of (4.16). If ε2ε3 = −1, then we obtain γ 323 = γ 232 = γ 212 = γ 313 = γ 121 = γ 131 = 0 as follows. Putting (i, j, k) =
(2,3,1), (2,1,3), (3,1,2), (3,2,1), (1,2,3) in (4.8) and using (4.17), we have
(4.18)ε2γ 212γ 232 − ε1γ 132γ 323 = 0,
(4.19)8ε2γ 212γ 232 + ε3γ 312γ 323 = 0,
(4.20)5ε3γ 212γ 323 + ε2γ 213γ 232 = 0,
(4.21)ε3γ 212γ 323 − ε1γ 123γ 232 = 0,
(4.22)14ε1γ 323γ 232 + ε3γ 321γ 212 = 0,
respectively. Combining (4.18) and (4.19), we know that
0 = (ε3γ 312 + 8ε1γ 132)γ 323 = (λ1 − λ3)(8ε2 + 9ε3)β312γ 323;
hence γ 323 = 0. Similarly, (4.20) and (4.21) give us that γ 232 = 0. It follows from (4.22) and (4.17) that γ 212 = γ 313 =
γ 121 = γ 131 = 0; we derive the assertion. Therefore in the both cases ε2ε3 = ±1, we have γ 121 = γ 323 = 0. Thus (4.15)
implies
0 = (ε1β321 − ε3β123)β231 = ε1(2 + ε2ε3)(β312)2.
Hence we obtain β312 = 0, which is a contradiction.
Thus β312, β
2
31, β
1
23 are distinct. We note that at least two of ε2β
2
31 −ε1β123, ε2β231 −ε3β312, ε3β312 −ε1β123 are nonzero.
Putting (i, j, k) = (3,1,2), (1,2,3), (2,3,1) in (4.9) and using (4.4), we have
γ 131(ε3β
3
12 − ε1β123) + γ 232(ε3β312 − ε2β231) = 0,
γ 212(ε2β
2
31 − ε1β123) + γ 313(ε3β312 − ε1β123) = 0,
(4.23)γ 121(ε2β231 − ε1β123) + γ 323(ε2β231 − ε3β312) = 0.
Case 3. Exactly two of ε2β231 − ε1β123, ε2β231 − ε3β312, ε3β312 − ε1β123 are nonzero. Such a case can occur only when
h is indefinite. We may assume that ε1 = −1, ε2 = ε3 = 1,
ε2β
2
31 − ε1β123 = 0, ε2β231 − ε3β312 = 0, ε3β312 − ε1β123 = 0
because β312, β
2
31, β
1
23 are distinct. Then we get
β231 = −β123 = 0, β312 = 2β123 = 0
from (4.4). Therefore Eqs. (4.23) give us that γ 232 = −γ 131, γ 313 = γ 323 = 0. It follows that γ 232 = γ 131 = γ 212 = γ 121 = 0
because we compute (4.8) for (i, j, k) = (3,1,2), (1,3,2) and (4.6) for (i, j, k) = (1,3,2). Hence (4.15) implies that
0 = (ε1β321 − ε3β123)β231 = 3β123,
which contradicts β123 = 0.
Thus ε2β231 − ε1β123, ε2β231 − ε3β312, ε3β312 − ε1β123 are nonzero. Hence Eqs. (4.23) imply that γ 131 = 0 if and only
if γ 232 = 0, γ 212 = 0 if and only if γ 313 = 0 and γ 121 = 0 if and only if γ 323 = 0. Next, we consider the following case.
Case 4. γ 131 = γ 232 = 0 or γ 212 = γ 313 = 0 or γ 121 = γ 323 = 0. We may assume γ 121 = γ 323 = 0 without loss of generality.
It follows from (4.15) that (ε1β321 − ε3β123)β231 = 0. Since ε3β321 − ε1β123 = 0, it holds that β231 = 0. Therefore (4.4)
states β3 = −ε1ε3β1 = 0. Computing (4.6) for (i, j, k) = (2,3,1), we get γ 2 = γ 3 = 0. If we put (i, j, k) =21 23 12 13
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λ1 = ε2γ 123(γ 312 − ε1ε3γ 132) = ε2(λ1 − λ3)γ 123(β312 + ε1ε3β132) = 0.
But (4.14) shows λ2 = 0, which is a contradiction.
We can consider the final case.
Case 5. γ jij = 0 for i = j . (4.9) yields that
(4.24)(εiβijk − εjβjki)γ jij = −(2εiβijk + εjβjki)γ kik.
Replacing (i, j, k) with (j, k, i), (k, j, i) in (4.24), we see that
(4.25)(εjβjki − εkβkij )γ kjk = −(2εjβjki + εkβkij )γ iji ,
(4.26)(εjβjki − εkβkij )γ jkj = (εjβjki + 2εkβkij )γ iki ,
respectively. (4.8) multiplied by (λj − λk)(εjβjki − εkβkij ) gives us that
(4.27)(λj − λk)εiγ ijiγ iki(2εjβjki − 5εkβkij ) + εkβkij (εjβjki − εkβkij )γ kik = 0
by using (4.25) and (4.26). It holds that
(4.28)(λj − λk)εiγ ijiγ iki(5εjβjki − 2εkβkij ) − εjβjki(εjβjki − εkβkij )γ jij = 0
because we interchange j and k in (4.27). Combining (4.27) and (4.28) and noting εjβjki − εkβkij = 0, we conclude
that
εkβ
k
ij (5εjβ
j
ki − 2εkβkij )γ kik + εjβjki(2εjβjki − 5εkβkij )γ jij = 0.
This equation together with (4.24) means that
(4.29)εkβkij (5εjβjki − 2εkβkij )(εiβijk − εjβjki) − εjβjki(2εjβjki − 5εkβkij )(2εiβijk + εjβjki) = 0.
It follows from (4.29) and (4.4) that
(4.30)(εjβjki + εkβkij )
(
2(βjki)
2 − 13εj εkβjkiβkij + 2(βkij )2
)= 0.
On the other hand, interchanging i and j in (4.29) and using (4.4), we have
(4.31)−εjβjki
(
2(βjki)
2 + 17εj εkβjkiβkij + 17(βkij )2
)= 0.
If βjki = 0, then (4.30) shows βkij = 0, which is a contradiction. Thus we get βjki = 0 and
(4.32)2(βjki)2 + 17εj εkβjkiβkij + 17(βkij )2 = 0.
In view of (4.30), if εjβjki + εkβkij = 0, then (4.32) implies βjki = βkij = 0, which is a contradiction. Therefore it holds
that
(4.33)2(βjki)2 − 13εj εkβjkiβkij + 2(βkij )2 = 0.
Subtracting (4.33) from (4.32), we deduce βkij = 0 or 2εjβjki + εkβkij = 0. If βkij = 0, then we derive a contradiction
from (4.33). If 2εjβjki + εkβkij = 0, then (4.33) reduces to βjki = 0, which contradicts βjki = 0.
Consequently, we obtain Theorem 2.
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