Abstract-Accurate spectral testing plays a crucial role in modern high-precision analog-to-digital converters' (ADCs') evaluation process. One of the challenges is to be able to costeffectively test the continually higher resolution ADCs accurately. Due to its stringent test requirement, the standard test method for ADCs can be difficult to implement with low cost. This paper proposes an algorithm that relaxes the requirements of precise control over source amplitude and frequency, and of the need to achieve coherent sampling. The algorithm divides the output data into segments, and estimates drift fundamental via Newton iteration. By removing the estimated drift fundamental and replacing with a coherent, nondrift fundamental in time domain, accurate spectral results can be achieved. Various simulation results have validated the accuracy of the proposed algorithm.
Abstract-Accurate spectral testing plays a crucial role in modern high-precision analog-to-digital converters' (ADCs') evaluation process. One of the challenges is to be able to costeffectively test the continually higher resolution ADCs accurately. Due to its stringent test requirement, the standard test method for ADCs can be difficult to implement with low cost. This paper proposes an algorithm that relaxes the requirements of precise control over source amplitude and frequency, and of the need to achieve coherent sampling. The algorithm divides the output data into segments, and estimates drift fundamental via Newton iteration. By removing the estimated drift fundamental and replacing with a coherent, nondrift fundamental in time domain, accurate spectral results can be achieved. Various simulation results have validated the accuracy of the proposed algorithm.
The proposed algorithm is capable of tolerating various test condition variations such as any-level of noncoherency, various input frequency range and different numbers of segmentations.
In addition, several measurement results from different ADCs have verified the accuracy of the proposed algorithm, which is able to accurately obtain spectral performance of an 18 b high-resolution ADC. Such algorithm relaxes the standard test requirement such as precise control over source frequency and amplitude, which dramatically reduces the test setup complexity and cost.
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I. INTRODUCTION
A NALOG-TO-DIGITAL Converters (ADCs) provide the link between the analog domain and digital world of signal processing, computing and other digital data collection or data processing systems [1] . It is one of the most crucial building blocks in modern signal processing [2] . In ADC dynamic testing, obtaining accurate spectral specifications of the ADCs such as Total Harmonic Distortion (THD), Spurious Free Dynamic Range (SFDR) and Signal to Noise Ratio (SNR), has become a challenging task, especially for high-resolution, high-precision ADCs [3] , [4] . These dynamic specifications of the ADC are vital for high-speed applications such as communication or audio systems. And such dynamic spectral testing is the focus of this paper. Nowadays, there is a strong need for Built-in-SelfTest (BIST) solutions, which enable engineers to test higher integrated circuitry in a more cost effective way. For standard test methods, they must have high-precision, high linearity stimulus signal generators, these high-performance signal generators require a substantial design effort, and often need large area. However, with a BIST solution, the test circuitry is designed in the same chip as the Device Under Test (DUT). Adding such huge area for test circuitry alone inevitably compromises its primary goal of lower cost. Moreover, as the performance of the ADC continues to increase, it is pushing the test solutions to have even better performance, which is unavailable for on-chip implementation. In that case, we no longer have precise control over input signal's frequency nor its amplitude. This test nonstationarity could result in erroneous spectral test results of the ADC under test. Therefore, there is a growing need to develop new test algorithms that can obtain accurate spectral test results without requiring precision instrumentations/test environment.
The rest of the paper is arranged as follows: Section II introduces the standard spectral test of the ADC and their challenges, discussing the issue with amplitude drift, frequency drift, and noncoherent sampling. Section III introduces the proposed algorithm that is capable of obtaining accurate spectral performance with drift and noncoherent sampling, and investigates various error sources with detailed analysis. Section I-V presents the simulation results in MATLAB, the proposed algorithm is verified by both functionality and robustness tests. Section V validates the proposed algorithm by measurement results, and Section VI concludes the paper.
II. STANDARD TEST AND DRIFT ISSUE

A. Standard Test
For ADC standard test, the IEEE standards [5] - [7] describe the ways to ensure accurate results are obtained. In the standards, there are five test conditions that are recommended:
1) the signal should be sampled coherently; 2) spectral purity of input signal should be 3∼4 b more pure than ADC under test; 3) the input signal range should be only slightly lower than the ADC input range; 4) the total number of sampled points should be sufficiently high; 5) the sampling clock should have relatively low level of jitter. Given an analog sinusoidal signal V (t)
The discrete representation of the ADC output, assuming that the gain error and offset have been calibrated, is given by
where f i and f s are the signal frequency and sampling frequency, respectively. A 1 and φ are the fundamental amplitude and initial phase, respectively. A h and φ h are the hth harmonic amplitude and initial phase, respectively. w[n] is the noise. n = 0, 1, 2 . . . M − 1, and M is the total sampled data record length. Define the Discrete Fourier Transform (DFT) of total M output as
where k represents the frequency bin's index. If the coherent sampling condition is met, the integer number of cycles of the waveform in the data record: J , the input and sampling frequency, and total number of sampled data M, satisfy the following relation:
Under the condition of coherent sampling, it is possible to recover correct amplitude and phase information of the fundamental and harmonics. They can be derived from the respective bins of the fast Fourier transform (FFT) output, given by
From [4] to [19] , the accurate spectral parameters such as SNR, SFDR, and THD can be calculated, which is in dB scale
where P noise is the total noise power excluding fundamental and harmonic bins.
B. Challenges of Amplitude/Frequency Drift and Noncoherent Sampling
If coherent sampling is not achieved, J is not an integer and is given by J = J int +δ, where J int is the integer part of J , and δ is the fractional part of J . This results in severe "skirting" effect in the frequency spectrum, known as spectral leakages. In the industry, two algorithms: windowing [8] - [12] and sine fitting [13] - [16] are widely used nowadays. Their advantages and limitations are described in detail in [18] , [19] , [21] , and [22] . In the literature, many algorithms are proposed to resolve noncoherent sampling issue. Interpolating DFT algorithms [17] , closed form formula [18] , Fundamental Identification and Replacement (FIRE) algorithm [19] , and the two-step algorithm [20] - [22] are all capable of handling noncoherent sampling issue given different fields of applications. However, all these algorithms are targeted to resolve noncoherent sampling issue alone, they cannot be used for the test condition where the input signal also suffers from amplitude and frequency drift.
Another issue is the drift in the signal generator, which causes the signal frequency and amplitude to drift over time. This nonstationary test environment could be due to: changes in the test environment's temperature, humidity, power supply variation, electronic instrumentation aging and so on. It is challenging and expensive to maintain a stable test environment for high-resolution ADC testing, and it is even more challenging for on-chip BIST solutions. If there is drift in the input signal, spectrum leakages will show up at the ADC output spectrum, which cannot be removed by conventional algorithms that resolve noncoherent sampling.
Signal drift, or nonstationary signal has been analyzed and studied for many years. A considerable variety of approaches have been developed to analyze the nonstationary signal in both time and frequency domain, such as moving-window method [23] , [24] , or digital equivalent of moving-windowing method [25] . But simple use of these methods does not lead to sufficient accuracy. In [26] , authors used an adaptive linear prediction filter, which can provide instantaneous frequency of a signal, but information about the amplitude is completely lost. Another approach is to use Short-Time Fast Fourier Transform, however, the disadvantage lies in its tradeoff between time and frequency resolution [27] . In [28] and [29] , an algorithm that can compensate amplitude and frequency drift was proposed. By using Adaptive Fourier Analyzer and sine fit algorithm, the algorithm can detect and compensate amplitude/frequency drift, which is recursive, accurate and robust. However, the algorithm relies on the sine fit and iterations, which is less attractive due to its computational inefficiency. In [30] , a new algorithm was proposed to resolve frequency drift issue in ADC spectral testing. It divides the output of the ADC into segments, and averages them after initial phase correction. The simulation results verified the accuracy of the algorithm. This algorithm requires the frequency drift to be small so that it is almost constant in one segment. However, in reality, there is no control of how much drift the test environment could have. Moreover, when the test ADC Spectrum with amplitude/frequency drift and noncoherent sampling. Fig. 2 . ADC Spectrum after using averaging algorithm in [30] . environment becomes unstable, not only signal frequency, but also amplitude could suffer from drifting issue. Fig. 1 shows the spectrum (red) when ADC's input signal is noncoherently sampled and has amplitude/frequency drift. The blue spectrum is after using the FIRE algorithm, it can be seen that there are still leakages around the fundamental bin. The green spectrum is after using 4-term Blackman-Harris window, similarly the leakages due to drift are not completely removed. Fig. 2 shows the spectrum of one segment using the algorithm in [30] , with the same ADC under test. Similar result is observed as it cannot resolve the amplitude/frequency drift issue with noncoherent sampling.
As none of the algorithms described above have the way to effectively and efficiently deal with the situation of simultaneous amplitude/frequency drift and noncoherent sampling, there is a strong need to develop a low cost and efficient algorithm that resolves this issue. In this paper, we propose a new algorithm, which is capable of resolving amplitude/frequency drift and noncoherent sampling effectively and efficiently. The accuracy and robustness of proposed algorithm will be validated by both extensive simulation and measurement results.
III. PROPOSED ALGORITHM
The proposed algorithm is described in detail in this section.
A. Drift Segmentation
The drift is unpredictable, there is no exact form of the drift over time, and it will be different during each measurement. Due to its low-frequency property, during a short period of time, the drift amount is small and can be treated as a linear varying function versus time (best fit line versus time). Within a short period of time it is possible to obtain good estimate of both amplitude and frequency drift. Thus, the data sequence is divided into segments. This is shown in Fig. 3 , as the blue curve is the normalized drift amplitude with maximum of ±1% drift, where the scale is from 99% to 101% over the entire sampling period. The x-axis is normalized from 0 to 1, which is the time duration ratio t/t total , where t is the time and t total is the total sampling time. After the segmentations by green dotted line, the drift is divided into segments. In each segment, a linear estimation of the drift can be obtained, which is shown in red.
B. Drift Modeling
Before developing the algorithm that can estimate the drift fundamental and frequency, the drift needs to be modeled in accordance with the real test setup. The input signal without drift is given by
where A 1 is the constant amplitude, f 0 is the constant frequency, φ is the initial phase and w(t) is the noise. The drift amplitude and frequency are modeled in the same way. When the amplitude is changing with time, it is given by
where m(t) is the time varying component of the drift amplitude.
Since any level of noncoherency is allowed, we assume that the sampling clock and the signal source are independent of each other, meaning that there is no need for synchronization between the two. In addition, although both clock and the source can drift, only the relative drift is critical, then we assume the clock is ideal and all the drift is due to the source.
Similarly, the input frequency can be modeled as
where ε (t) is the time varying component of the drift frequency.
The drift input signal is then given by
The sampled ADC output is given by
where 
where m k and S k are the offset and slope of kth segment best fit line, andm[n] is the difference between best fit line and actual drift. By plugging (14) into the amplitude expression in (13), the sampled amplitude A[n] can be written as
where
Similarly, the drift frequency can be modeled as
For the random drift part: A n and f n , they can be treated as noise, in the following estimation they are neglected due to their small quantity, this part of estimation error is discussed in Section III-D. In addition, the drift on harmonics is small, whose leakage is below the noise floor and negligible compared to fundamental drift. Therefore, the harmonics are considered to have no drift in the following derivations.
C. Signal Segmentation and Drift Estimation
After the drift amplitude and frequency are modeled in kth segment, the sampled ADC output at kth segment is given by
where the kth segment drift fundamental is given by
From (18), there are five unknowns (A k , A Sk , φ k , f k , f Sk ) that need to be estimated. Since they are not in the linear combination, direct Least Square cannot be used for the estimation of these unknowns. Instead, Newton iteration is used to estimate these parameters. The first step is to obtain initial estimation of these parameters. For input frequency f 0 , it can be obtained by four parameter sine fit [5] - [7] , with closed form formula as initial estimate [18] . The initial amplitude A 1 , phase φ 1 and fractional part of sampled periods δ 1 are given by
Since the closed for formula is close to the true value, only a few iterations would be sufficient for sine fit to converge and obtain accurate estimation of f 0 .
The initial phase at kth segment can then be given by
For the linear drift component A Sk and f Sk , since they are small, their initial estimation values are given 0. And dc offset can be obtained from FFT spectrum bin X 0 .
After all initial values of unknowns are obtained, Newton iteration is used, the value of y in (i + 1)th iteration, y i+1 , is given by
where "\" operator is the least squares operator, y i is the vector containing the five estimated parameters in kth iteration, F i is shown in (25) , which is the difference between estimated drift fundamental in (18) and actual output. And B i is the Jacobean matrix evaluated using values in y i as shown in
After 5 to 10 iterations, the Newton iteration always converges to a global minima as the initial points to start the iterations are very close (10 −4 accuracy level) to the actual values. The accuracy in estimating these five unknowns is limited by the noise power per bin [19] . This accuracy will reflect how accurate the THD, SNR, and SFDR on the spectrum are estimated, which will be shown in detail in Section IV-B to IV-D.
After each unknown parameter is accurately estimated, the kth segment estimated fundamental can be given bŷ
Since the proposed algorithm treats each segment identically, there is no need to distinguish different segments. The next step, after estimating all K segment's drift fundamentals, is to combine them consecutively in time domain to obtain the estimated drift fundamental V fund_Dr
Now the estimated drift fundamental has the same length with original ADC output, it is subtracted from original output, removing the drift leakage, and the nondrift fundamental V fund,nom can be added to the residue. The new output is therefore given by
The final step involves coherency correction. With the drift estimated and removed, different noncoherent sampling algorithms can be used. Since harmonics of the ADC are much smaller compared with fundamental, they have leakages that are well below the noise floor [18] , [19] , and there is no need to correct noncoherency for harmonics. Only the noncoherent fundamental needs correction. Therefore, FIRE algorithm is used to remove noncoherency on the new output V new [n]. The detailed steps for noncoherent FIRE are shown in [19] and are not repeated in this paper. After using FIRE algorithm, the final output V F [n] without the influence of noncoherency, amplitude and frequency drift is obtained.
Alternatively, after subtracting estimated drift fundamental from each segment, harmonics and noise can be accurately obtained from the residue in each segment. And by averaging the results from every segment, the averaged result is equivalent to estimating them as one sequence mentioned before. Fig. 4 summarizes the flowchart of the proposed algorithm.
D. Error Analysis
In this section, the detailed analysis regarding drift induced error is present. The goal is to provide insight of how the drift induced error behaves and how it affects the accuracy of the algorithm, so that proper segment length can be selected. The drift induced error e L is either A n for amplitude drift, or f n for frequency drift as defined in Section III-B.
The more number of segments divided, the more accurate model and estimation of the drift can be achieved. To illustrate this, one example of drift amplitude is shown in Fig. 5 , with the same scaling factor and time duration as Fig. 3 . If only one segment is used, which is shown in Fig 5(a) , the drift induced error is large. But when multiple segments are divided [ Fig. 5(b) ], the drift can be more accurately modeled and drift induced error becomes smaller. On the other hand, with more segments divided, each segment will have less number of samples. The estimation accuracy of the drift model, which is the best fit line, depends on the number of samples. If more number of samples are used in each segment for estimation, better estimation accuracy can be achieved [31] , [32] . However, for the whole output data (length of M = K · L), when analyzing the error for estimation, for example, the second harmonic estimation, the error is still given by: Var 2 n /M, where Var 2 n is the total noise variance, and part of the noise is Least Square induced error. This shows that the least square induced error should be independent of number of segment chosen.
Extensive simulations are conducted to investigate the drift induced error. Total K segments are generated, each segment length L. The drift is generated in MATLAB as follows: 1) generate a normal distribution sequence z[n]; 2) take FFT of z[n] to obtain Z k ; 3) use ideal low-pass filter to filter out high frequency component. The bandwidth of the ideal low-pass filter can be 1/8 of sampling frequency or smaller; 4) convert FFT data back to time domain data, and integral it to obtain I [n]; 5) normalize the range of I [n] to given range, for example, for amplitude drift, it can be 1% of ADC's full range. The final generated drift is given by
where D 1 is the constant part of the drift, which is either A o or f o defined in Section III-B. After that, it is divided into total K segments. Before investigating the drift induced error, several terms are defined:
In one segment with length L, there are total L of sampled drift induced errors e L [n] , and the mean of e L is given bȳ
And the standard deviation is given by
For total K segments, the mean of all segments'ē L is given by
And the mean of all segment's σ eL is given by
In MATLAB, total 1000 segments were generated, with each segment length L ranging from 64 to 8200, and the length increases 3% each time. The drift is normalized up to 1% of full scale, which is one in the simulation. Fig. 6 shows the statistical results of E(ē L ). It can be seen that the mean value of all segments' mean is very close to 0, which is expected as the drift induced noise is averaged out and the mean value is close to 0. Fig. 7 shows the statistical results of E(σ eL ), which is also rms value of drift induced error. The mean of all segments' standard deviation is proportional to √ L. This is expected because the drift induced noise has 0 mean, the drift induced noise power is proportional to its variance, which is proportional to data length.
All these statistical results illustrate the property of drift induced noise, whose mean value is small, and the power is proportional to data length. These results provide insight of choosing appropriate segment length and it is validated by both extensive simulation and measurement results in the next two sections.
E. Segment Length Selection
There are certain requirements on the length selection in each segment, in addition, the appropriate segment length depends on the drift and noise inherited in the ADC output, which can be seen from the previous section. First, the length needs to be small so that the drift is close to a linear function over time. The drift induced error is also discussed in previous section, which recommends small segment length, such as 80-200. Second, if the length is small that the noise floor covers harmonic bins on spectrum, the correct spectral information of the ADC is lost. Third, to calculate spectral parameters correctly, there are minimum number of bins on the spectrum needed. For example, usually for calculating fundamental power on spectrum, fundamental bin and two bins nearby are included; similarly for harmonics, 3 bins are used; for dc, 1 bin is used. If 13 harmonics are included to calculate THD, then minimum number of bins used are 80. So in the algorithm, the segment length can be chosen from 80 to 200. Finally, although we assume equal length previously for derivation convenience, the length in each segment does not require to be the same, the algorithm does not depend on equal length for each segment, which relaxes the length selection requirement. 
IV. SIMULATION RESULTS
In this section, extensive simulation results are shown to verify the functionality and robustness of the proposed algorithm.
A. Functionality
In MATLAB, the proposed algorithm is used to verify the spectral performance of a 16 b nonlinear ADC, with INL of 1.8 LSB. The input sinusoidal signal suffers from both amplitude drift, frequency drift and noncoherent sampling. Drift is modeled similarly in Section III-D. For amplitude drift, the maximum drift is up to 2% full range of the ADC under test; for frequency drift, the maximum drift is 100 ppm/s. For noncoherency, δ is randomly generated from −0.5 to 0.5, while J int is 971. The ADC input referred noise is randomly generated with Gaussian distribution and 0.5 LSB rms value. The true ADC's SNR, THD, SFDR is obtained by sending a pure, nondrift sinusoidal signal with same level of noise (0.5 LSB rms) to the ADC under test, which is coherently sampled (sampled periods of 971). It serves as the reference to evaluate the functionality of the proposed algorithm, with the expected ADC performance shown in Table I : coloum "Reference." The proposed algorithm divided the drift data (M = 2 14 ) into 112 segments. Fig. 9 shows the four spectrums: black spectrum, obtained by direct FFT of raw ADC output, which suffers from amplitude and frequency drift and noncoherent sampling; blue spectrum obtained by FIRE algorithm only; red spectrum, obtained by a pure, nondrift input with coherent sampling, and green spectrum, obtained after using the proposed algorithm. For black spectrum, severe leakage around the fundamental bin can be seen, and it masks the harmonics underneath. In this case, correct noise and harmonics information cannot be obtained. For blue spectrum, after only using FIRE algorithm, the spectrum leakage due to noncoherency is removed, however, there is still leakage left, which is due to amplitude drift and frequency drift, and it cannot be removed by FIRE algorithm. Although harmonics that are far away from fundamental bins are recovered, harmonics bins that are close to fundamental bin and noise cannot be successfully recovered. After using the proposed algorithm, the leakages due to both noncoherent sampling and drift are removed, harmonics and noise information can be accurately recovered. The accurate estimation using proposed algorithm can also be seen from Table I .
Another set of data is acquired, from a different 16 b nonlinear ADC, with INL of 2.4 LSB, J int is 2351, the segments used in the proposed algorithm now becomes 97. Other test setups are similar to the previous test. Similar results can be seen from Fig. 10 and Table II that both direct FFT and FIRE algorithm alone cannot obtain accurate ADC spectral performance, and the proposed algorithm is able to recover correct spectrum as it matches well with reference spectrum and its spectral performance.
B. Robustness: Segment Length
The first characteristic that will be examined to validate the robustness of the proposed algorithm is the segment length. As different segment lengths are chosen, how different sources of errors affect the accuracy of the proposed algorithm is the main investigation of this section. The THD of the ADC under test is examined. The true total harmonics power hd is measured by using the standard way, whose input to the ADC has no amplitude nor frequency drift, and is coherently sampled. While the estimated total harmonics power hd est is measured by using the proposed algorithm, with the drift and noncoherently sampled input. They are given by hd = The difference between hd and hd est is defined as estimation error in dB: 10log(|hd − hd est |). The error is compared with noise power in these same number of bins, which serves as the reference. For example, if first 14 harmonics are used to calculate THD, then the error should compare with 14 times of the expected noise power per bin in dB, given by: 10 log (14× P n /M), where P n is the ADC's total noise power. Since at each run the noise will be different, the variation is bounded by ±4σ or ±12 dB whereσ is the standard deviation of noise power. If they are in the similar level (±12 dB) or error is much smaller than noise in these bins, the estimation is considered as accurate, otherwise it is considered as inaccurate. In MATLAB, different number of segment lengths, from 60 to 2000, are used to verify the proposed algorithm. A 16 b nonlinear ADC is generated and is tested for various segment lengths. Other test setups are the same as previous section. The total harmonics power estimation error for different segment lengthes is shown in Fig. 11 . As it shows, accurate estimation of the total harmonics power is achieved across various segment lengths, although there is a slight increase in estimation errors (red triangle) due to less number of segments, they are still in the similar level (±12 dB) of the reference (blue flat line), which is the expected noise power in the same number of bins. This demonstrates that the proposed algorithm is capable of accurately estimating and removing leakages caused by the drift and noncoherent sampling, and can recover the correct harmonics information, which is robust against different segments lengths. Accurate harmonics estimation of the ADC can all be obtained by using different segments lengths.
C. Robustness: Number of Periods
Another parameter that needs to be examined is the number of the sampled periods. Again, THD of the ADC under test is examined, and the same criteria is used for evaluating the estimation accuracy. The J int is randomly generated from 101 to 4999, and odd numbers are selected. Similarly, given each J int , δ is randomly generated from −0.5 to 0.5 and so does signal noise (rms of 0.5 LSB), the number of segments is fixed at 128 and M = 2 14 . The total harmonics power estimation errors for different sampled periods are shown in Fig. 12 .
From Fig. 12 , as before, accurate estimations of the total harmonics power are achieved for all different number of the sampled periods, as the estimation errors (red triangle) are in the neighborhood of the reference (blue flat line). This reveals that the proposed algorithm is independent of input signal sampled periods, and it is robust against various input signal frequencies.
D. Robustness: Noncoherency
One of the goals of this algorithm is to completely remove noncoherency. To investigate the robustness against noncoherency, a total 1000 runs were simulated in MATLAB, with randomly generated δ from −0.5 to 0.5 and signal noise (rms of 0.5 LSB). J int is fixed to 971 and number of segments is fixed to 128. The total harmonics power estimation errors are shown in Fig. 13 .
In Fig. 13 , as it shows, the harmonic power estimation errors (red triangle) are in the neighborhood of the reference (blue flat line) across all δs, meaning that any level of noncoherency can be taken care of by the proposed algorithm. This demonstrates that the proposed algorithm is robust against any level of noncoherent sampling.
V. MEASUREMENT RESULTS
In order to further validate the proposed algorithm, several measurement results were obtained from different test instruments and different ADCs.
The first measurement data is obtained using MSP430 from Texas Instruments. The 10 b ADC on board is used as the DUT. The input signal is generated by a regular lab function generator (Agilent 33220A function generator), which has certain amount of drift at its output sine wave. The power supply is provided by Agilent E3548A dc power supply. To compare the result, the reference input signal to the ADC is generated by Audio Precision AP2700, which has high purity sinusoidal output, precise reference voltages and highprecision clock synthesizer to avoid amplitude and frequency drift, and it is coherently sampled by the ADC. The ADC spectral performance obtained using such signal serves as the accurate reference result. To observe the drift effect on the signal, a long test time is preferred and total 2 17 samples were taken to verify the proposed algorithm. Fig. 14 shows the ADC output spectrum using different algorithms. For direct FFT (black), due to the noncoherent sampling and amplitude/frequency drift, accurate spectral performance of the ADC cannot be obtained as there is certain amount of leakages around the fundamental bin. Using FIRE algorithm will alleviate the leakage problem as the green spectrum shows less leakage, but the leakage due to amplitude/frequency drift is not removed. After using the proposed algorithm (blue), leakages due to both noncoherent sampling and drift are removed, and it matches with the reference spectrum (red) well. Correct noise and distortion information of the ADC can be recovered. The spectral performance of the ADC using different algorithms are shown in Table III , which also verified the accuracy of proposed algorithm.
In addition, an 18 b commercial ADC (ADS9110) was used to further validate the proposed algorithm. Two different input frequencies were tested: 2 and 4.17 kHz sinusoidal signals, with 2.5 V peak-to-peak value. The reference signal is also generated by Audio Precision. The test signal is generated by low precision signal generator with filtering, which has less stable reference voltages, so there will be a small amount of drift in the signal, and it is noncoherently sampled by the ADC.
Upon testing the ADS9110, for reference signal, the signal frequency has to be precisely controlled to 2.00081 and 4.16946 kHz to achieve coherent sampling. In comparison, the test signal's frequency is roughly controlled around 2 and 4.17 kHz, which requires much less effort to achieve. The DAS9110 spectrum at different input frequencies are shown in Figs. 15 and 16 , respectively. Direct FFT (black) cannot obtain accurate spectrum performance of the ADC because of the leakages due to the noncoherent sampling and amplitude and frequency drift. After applying only FIRE algorithm, the leakages due to noncoherency are removed, but there is still some leakages around fundamental bin that is caused by amplitude and frequency drift (blue). Also from Tables I-V and V, FIRE algorithm can obtain marginally good estimation on THD and SFDR, but SNR estimation is not accurate. For proposed algorithm, as it can be seen from red spectrum that the leakages due to both noncoherency and drift are successfully removed, and it matches well with the green spectrum, which is the reference. Both results have demonstrated that the proposed algorithm can accurately test a highperformance ADC, with noncoherent sampling and amplitude and frequency drift at the input signal.
VI. CONCLUSION
A new algorithm that can achieve accurate spectral testing with simultaneous amplitude, frequency drift and arbitrary noncoherency was proposed. The algorithm uses segmentations to divide the ADC output into multiple segments, and accurately estimates the drift by Newton iteration. By removing the drift fundamental from original output, and replacing with a coherent, nondrift estimated fundamental, accurate spectral results can be obtained. Extensive simulation results and error analysis have validated the accuracy of the proposed algorithm. The proposed algorithm can tolerate various test condition variations such as any-level of noncoherency, a wide input frequency range and different numbers of segmentations, demonstrating that it is accurate and robust. In addition, several measurement results from different ADCs have verified the accuracy of the proposed algorithm, which is able to accurately obtain spectral performance of an 18 b high-resolution ADC. Such algorithm dramatically relaxes the traditional test requirement such as precise control over test signal frequency, amplitude, which greatly reduces the test setup difficulty and test cost. Given that the time complexity of proposed algorithm is in the order of O(2M * log 2 M), where the Newton iteration takes much less time compared with dominating consuming part: FFT and four parameter sine fit [19] , the proposed algorithm can be implemented for future on-chip BIST solutions.
