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résumé et mots clé s
Depuis plusieurs décennies, la problématique classique du filtrage d'antenne optimal considère des signaux stationnaires e t
consiste à implanter un filtre complexe linéaire et invariant dans le temps dont la sortie optimise un critère à l'ordre deux sou s
d'éventuelles contraintes . En restreignant l'analyse à l'exploitation des statistiques d'ordre deux des observations, l'approch e
précédente, bien qu'optimale pour des signaux stationnaires, devient sous-optimale pour des signaux non stationnaires pou r
lesquels les filtres complexes optimaux deviennent variables dans le temps, et plus précisément polypériodiques pour des
observations (quasi)-cyclostationnaires, et, sous certaines conditions de non circularité, linéaires au sens large. En se plaçant
dans le contexte de l'estimation optimale d'un signal dit utile par filtrage polypériodique d'ordre fini et potentiellement linéair e
au sens large des observations, cet article vise à présenter une synthèse des principaux résultats disponibles à ce jour quant à l a
définition, aux performances, à la mise en oeuvre et aux applications de tels filtres en environnement (quasi)-cyclostationnair e
et/ou non circulaire, omniprésent en radiocommunications .
Cyclostationnaire, non circulaire, polypériodique, linéaire au sens large, filtrage d'antenne, estimation, radiocommunications ,
interférences.
abstract and key words
Since several decades, the optimal array filtering problem assumes stationary signals and consists mainly to implement a linea r
and time invariant complex filter whose output optimizes a second order criterion under some possible constraints . Limiting th e
analysis to the exploitation of the second order statistics of the data, this approach, although optimal for stationary signals ,
becomes sub-optimal for non stationary signals for which the optimal complex filters become time variant, and more precisely
polyperiodic for (quasi)-cyclostationary signals, and, under some non circularity conditions, widely linear. Considering the optima l
estimation of a useful signal by using a polyperiodic and potentially widely linear filtering of the data, this paper aims at presenting
a synthesis of the main results available about the definition, the performance, the implementations and the applications of suc h
spatio-temporal filters in (quasi)-cyclostationary and/or non circular context, omnipresent in radiocommunications .
Cyclostationary, non circular, polyperiodic, widely linear, array filtering, estimation, radiocommunications, interferences .
Filtrage d'antenne polypériodique et linéair e
introduction
Depuis plusieurs décennies, la problématique classique du fil -
trage d'antenne optimal considère des observations stationnaire s
et consiste à implanter un filtre complexe, spatio-temporel dan s
le cas général, linéaire et invariant dans le temps, h, dont l a
sortie y(t) = htxsT (t) optimise un critère à l'ordre deux sou s
d'éventuelles contraintes [10], où t signifie transposé conjugu é
et où xST(t) est le vecteur des enveloppes complexes des obser-
vations spatio-temporelles en sortie des capteurs . En restreignant
l'analyse à l'exploitation des statistiques d'ordre deux des ob-
servations, l'approche précédente n'est optimale que pour de s
observations stationnaires et devient sous-optimale pour des ob-
servations non stationnaires [3], dont les statistiques dépenden t
du temps, de manière polypériodique dans le cas d'observation s
(quasi)-cyclostationnaires [8], et dont l'enveloppe complexe peu t
devenir non circulaire à l'ordre deux [11] . Plus précisément, pour
des observations non stationnaires, les filtres complexes optimau x
deviennent variables dans le temps, et plus précisément polypério-
diques pour des observations (quasi)-cyclostationnaires, et, sou s
certaines conditions de non circularité présentées dans [3] et [12] ,
linéaires au sens large [12], c'est-à-dire pondérant indépendam-
ment et de manière linéaire le vecteur observation et son complexe
conjugué . Dans ces conditions, la sortie des filtres complexes op-
timaux prend la forme [3] y(t) = h l (t)txST (t) + h 2 (t)txST (t)* ,
où * signifie complexe conjugué et où h l(t) et h2 (t) sont des filtres
spatio-temporels complexes variables dans le temps .
Quelques travaux sur les filtres optimaux variables dans le temp s
ont dores et déjà été publiés dans le domaine temporel et pou r
des signaux (quasi)-cyclostationnaires [8] [16] . D'autre-part, les
filtres complexes linéaires au sens large ont été introduits pou r
la première fois dans [2] mais dans un contexte très restrictif.
Leur intérêt pour des signaux (quasi)-cyclostationnaires a été mi s
en évidence plus récemment [8] mais sans aucune démonstra-
tion d'optimalité et sans aucune référence au concept de non cir-
cularité . Ce n'est que tout récemment que leur intérêt en con -
texte non circulaire a été démontré, essentiellement par l'équip e
du professeur Picinbono, pour des problèmes d'estimation [12] ,
de détection [1] [14] et de prédiction [13] . Enfin, signalons qu e
l'intérêt de pondérer séparément x(t) et x(t)* en contexte no n
circulaire n'est pas limité aux filtres linéaires au sens large mai s
concerne également les filtres complexes non linéaires plus géné-
raux tels que les filtres de Volterra complexes d'ordre p [5] .
En se plaçant dans le contexte de l'estimation optimale d'un signa l
dit utile par filtrage spatio-temporel, polypériodique (d'ordre fini )
et/ou linéaire au sens large des observations, cet article vise
à présenter une synthèse des principaux résultats disponible s
à ce jour quant à la définition, aux performances, à la mis e
en oeuvre et aux applications de tels filtres en environnemen t
(quasi)-cyclostationnaire et/ou non circulaire, omniprésent e n
radiocommunications .
2. modèle et statistiques
des observations
2.1 . modèle des signaux reçus
par les capteurs
On considère une antenne à N capteurs à bande étroite (BE) et
on note x(t) le vecteur des enveloppes complexes des signaux à
la sortie de ces capteurs . On suppose que chacun de ces capteur s
reçoit la contribution d'un bruit, supposé centré, stationnaire e t
spatialement blanc, et de P + 1 sources à BE, statistiquement
indépendantes et (quasi)-cyclostationnaires . L'une de ces source s
est considérée comme source utile ou source d'intérêt pour l e
récepteur alors que les P autres sources sont des interférences .




s ( t ) el(oWSt+fis)s +
L
mp ( t )ei(oWP t+°p)Jp +bf(t) (la)
p= 1
= s(t)ei(owst+os)s + bT( t )
où bf(t) est le vecteur bruit de fond, s (t), dw s = 27r0fs , Os et s
correspondent respectivement à l'enveloppe complexe, supposé e
centrée et (quasi)-cyclostationnaire, au résidu de porteuse, à l a
phase et au vecteur directeur du signal utile, mp(t), Ow p =
27r0fp , çp et Jp correspondent respectivement à l'enveloppe
complexe, supposée centrée et (quasi)-cyclostationnaire, au résid u
de porteuse, à la phase et au vecteur directeur de l'interférenc e
p et bT(t) est le vecteur bruit total, somme des contributions d u
bruit de fond et des interférences .
2.2 . statistiques d'ordre deux
des observations
Sous les hypothèses précédentes, en introduisant la convention
suivante u e u si e = +1 et uEE e = -1, les première
et seconde matrice de corrélation du vecteur x(t), définies par
Rx (t, T, e) E[x(t)x(t — T) Et ] lorsque e vaut respectivement + 1
et -1, sont données par
Rx (t T e) = 7ís(t T e)euf(1-)(Awst-+s)+e .i\wsT)ssE t +
P
e)ei [(1 —E )(oWpt+Op)+eowPT]44e+ il2 ( T )S(1—s)I (2 )
p= 1
où 7rg(t, r,r) E[m1 (t)mz(t — r) E* ] , i = s ou p(1 < p <
P), tl2 (T) est la fonction de corrélation de chaque composante
du vecteur bf(t), I est la matrice identité et 6( .) est le symbole
de Kronecker. Notons que la contribution du bruit de fond dan s
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R,(t,T,—1) est nulle à cause de la stationnarité de celui-ci ,
laquelle engendre sa circularité à l'ordre deux [5] [11] .
La (quasi)-cyclostationnarité des sources engendre la (quasi )
ou (poly)-périodicité des fonctions de corrélation instantanée s
ir (t, T, E) . Celles-ci admettent donc une décomposition en série
de Fourier et l'on peut écrire
aie (T E)ej27raz E t
a
où les quantités cri , sont les fréquences cycliques de la source i
associées au moment d'ordre deux indicé par E et où 7ra~ E (T, E )
correspond à la fonction de corrélation cyclique de la source i ,
indicée par E et définie par
70' (T, E) =< 7r, ( t T, E)B i2'ti E t >l
	
o 7
i-y, ` (T , E ) ex P
	
(T, E )) ( 4)
où le symbole < . > correspond à l'opération de moyennag e
temporel en la variable t sur un horizon d'observation infini, o ù
Tri
o ir (0, +1) est la moyenne temporelle de la puissance instan-
tanée de la source i reçue par un capteur omnidirectionnel et o ù
,y 'E (T, E) (0 < 'y aiE (T E) < 1) et ax' (T, E) sont respectivemen t
le module et la phase du coefficient de corrélation cyclique de l a
source i, 7rß (T, E)/uri, indice* par E .
En utilisant les expressions (3) et (4), l'expression (2) s'écri t




E ) e,j27raE t
a E
où la matrice de corrélation cyclique RxE (T, E) s'écri t
Ra` (T E) 4< R s (t T E)@ j2rrat >
='Trs-/sss ( T, E ) exp ( .Î~s9e ( T , E))SSEt +
exp (~~~pe ( T , e) )448t + (T)6 ( o, e, 1 - E)I (7 )
avec les notations et conventions suivantes pour i = s ou i = p ,
(1<p<P),
/3i . -4 cxE — (1 — E)0fi
	
(8 )
rp ß2e (T E)
	
(T, E) + (1 — E) 0i + EDwi T
	
(9 )
S(cti E ,1 — E)
0
1 si [cx E = 0 et E = 1] et 0 sinon (10 )
2.3. exemples
Les figures 1 et 2 illustrent les variations des deux coefficient s
'y'(T, E), pour respectivement E 1 et E = - 1, en fonction de s
paramètres T/Te et ciTe (Te est la période d'échantillonnage )
pour une modulation BPSK non filtrée, laquelle est non circulaire
à l'ordre deux . Pour cette modulation, les coefficients 'ya (T, E)
Figure 2 . - rya (T, e = -1) .
ryti (T, e = +1) et -y,"t (7, E = -1) en fonction de T /T, et aTe . Modulation
BPSK non filtrée, Te = 71/4, 0 fi Te = 0 .1 .
présentent de l'énergie pour certaines valeurs de T lorsque ßi,
est multiple de l'inverse de la durée symbole . A titre indicatif ,
la modulation analogique d'amplitude (AM) et la modulatio n




d'ordre M optima l
En présence de signaux (quasi)-cyclostationnaires, omniprésent s
en radiocommunications (modulations numériques), dont le s
statistiques sont des fonctions polypériodiques du temps, les fil -
tres complexes optimaux h 1 (t) et h 2 (t) deviennent eux auss i
polypériodiques . Dans ces conditions, ces filtres optimaux admet-
tent une décomposition en série (ou somme de séries) de Fourier .
En ne conservant, dans l'expression de la sortie y(t), qu'un nom -
bre fini M de termes de ces séries, dans le souci de rendre possibl e
une mise en oeuvre pratique de ces filtres, on définit le concept d e
7ri (t, T, E) = (3 )
(6 )
~
~p yppE ( T , E )
p=1
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filtre spatio-temporel polypériodique d'ordre M, potentiellement
linéaire au sens large, par le filtre dont la sortie s'écrit
hfxsT( t Omfn exp (J27ramt) (11 )
m= 2
Où xST(t) -- , (x(t) T ,x(t
	
Te )T , . . . ,x(t — (L — 1)Te) T )T , le s
filtres hm (1 < m < M), de dimension (NL x 1), sont des filtre s
invariants dans le temps, = +1, (2 m < M), avec la
convention xi o x and x—1 °= x*, et où le choix des paramètres
Am , gym , et des fréquences cycliques a,,, , (2 < m < Al) doit être
optimisé .
Le filtre défini par (11) est dit respectivement spatial, temporel ou
spatio-temporel si les (NL x 1) vecteurs h,,,,(1 < iii < M)
sont tels que respectivement L = 1, N = 1 ou (L 1 et
N  1) . Le filtre est dit linéaire si (,,,,, _ +1(2 < m < M)
et linéaire au sens large autrement. Il est dit invariant dans le
temps si am, = 0, (2 < nt < M), et variable dans le temp s
autrement. Notons que le filtrage d'antenne linéaire et invarian t
correspond au cas M = 1 . Sous les hypothèses précédentes, le
problème de l'estimation optimale du signal utile par filtrag e
polypériodique d'ordre M et potentiellement linéaire au sen s
large, consiste à trouver les filtres h 7z (1 < rn < M) ainsi que
les triplets (0m , (In, am), (2 < m < M), de sorte que la sortie
y(t) corresponde à la meilleure estimée possible du signal utile ,
xs (t) == s(t)e j(°wst+Os) , au sens d'un certain critère .
4. filtre polypériodiqu e
d'ordre M optima l
4.1 . critère de performance
Nous introduisons, dans ce paragraphe, un critère de performanc e
visant à quantifier la qualité de restitution du signal utile en sorti e
d'un filtre spatio-temporel polypériodique d'ordre M . Pour c e
faire, on définit les vecteurs (MNL x 1)H et X(t) respectivement
par H°=(hi,h2 i . . .,hTm)T e t
X(t) o [xsT(t)T, exp(j27ra 2 t)xsT (t — 02) (2 T ,
. . , exp (927rc Mt) xsT(t — O,r )




En introduisant les vecteurs S(t) et BT (t), de dimension MNL,
définis par le vecteur X(t) respectivement en absence de bruit tota l
et en absence de signal utile, l'expression (12) s'écrit
y(t) = HtS(t) +HtBT (t)
	
(13 )
Dès lors, si on appelle signal utile en sortie de H, tous les terme s
de y(t) proportionnels à x s (t), et bruit global en sortie de H
tous les termes décorrélés de xs(t), le concept de rapport signal
sur bruit global en sortie de H, noté p[H], peut être défini san s
ambiguités . S'il est évident que le ternie HtBT (t) appartient au
bruit global, le terme Ht S(t) contient à la fois une composant e
utile et des composantes de bruit global . En appliquant le théorèm e
de projection orthogonale sur le signal utile complexe x s (t) pour
chaque composante du vecteur S(t), avec le produit scalair e




où < E[I(t)xs(t)*] >= 0 et où S est un vecteur constant dont
les composantes sont les coefficients de xs(t) apparaissant dan s
la projection orthogonale des composantes de S(t) sur x s (t) .
Insérant (14) dans (13) et définissant B(t) g 1(t) + BT (t), il
devient évident que le signal utile en sortie de H correspond au
terme x s (t)Ht S alors que le terme HtB(t) est le terme de bruit
global . De ces termes, on déduit l'expression de p[H], pris comm e
critère de performances, donné pa r
p[H] °= 7rs Ht S 2 /HtRBH
	
(15 )
où 7rs °_ < E[ix s (t) ~ 2 ] > et RB A < E[B(t)B(t)t] > . Il est facil e
de vérifier que
p[H] °= 7rs /EQM[H/S tH]
	
(16)
ce qui relie le rapport signal sur bruit global et l'EQM (Erreur
Quadratique Moyenne) en sortie de H, où EQM[H] correspond à
I'EQM entre x s (t) et H tX(t) .
4.2. filtre polypériodique d'ordre M
optimal
On déduit de (15) l'expression du filtre polypériodique d'ordre
M optimal donnée par
Ho = p RB- 'S = ,u2Rx-lrxs
	
(17 )
où Rx ° < E[X(t)X(t)t] >, rx s ° < E[X(t)xs(t)*] > et où
p l et 112 sont des constantes arbitraires . Utilisant (17) dans (15) ,
le rapport p[H] maximal en sortie de Ho est donné pa r
po °=7r8 St RB~S
	
(18)
L'expression (17) montre que les filtres H optimaux sont propor-
tionnels au filtre de Wiener polypériodique d'ordre M, obtenu
pour p,2 = 1 .
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5. performaces du filtre
polypériodique
d'ordre M optima l
L'expression analytique du gain en performances, Go , obtenu
en utilisant le filtre de Wiener polypériodique d'ordre M au
lieu du filtre de Wiener classique (M = 1) est présentée dan s
les références [3] [4] pour des cas particuliers correspondan t
à L = 1, M = 2 et P = 1 . Ces calculs, conjointement à
d'autres plus fouillés, montrent que lorsque le signal utile e t
le brouilleur ne partagent aucune fréquence cyclique, po et Go
sont indépendants de la phase différentielle du brouilleur et du
signal et deviennent des fonctions croissantes du module de s
coefficients de corrélation cyclique du signal utile et du brouilleu r
aux points respectivement (02, (2, 0s2) et (02, (2q , 012), c'est-
à-dire des fonctions croissantes des quantités -dii2 (0 2 , (2) et
) ßI2 s(O2,~2) Où/32 ACti 2 - (1- (2) A fs et /312 Aa 2 - (1- (2)O f1 .
L'intérêt du filtre de Wiener polypériodique d'ordre M est montré
sur la figure 3 qui décrit, pour P = 1 et pour N = 1 et N = 2, le s
variations de po en sortie du filtre de Wiener classique (M = 1) ,
noté (W), et en sortie du filtre de Wiener polypériodique d'ordre
M, noté (WC), en fonction du produit Ts x Ah, où TS est la
durée symbole du signal utile, supposé modulé numériquemen t
et linéairement . Le signal et le brouilleur sont des signaux BPS K
dont le filtre de mise en forme est un 1/2 Nyquist de roll-off
égal à 1 . Le réseau de capteurs est supposé linéaire équiespac é
avec un espacement capteurs d'une demi longueur d'onde . Les
signaux ont un angle de site nul et un azimut calculé par rappor t
à la normale au réseau . Le signal utile a un azimut de 0° avec
O fs = Os = 0, un rapport signal sur bruit de fond de 5 dB et un e
durée symbole Ts = 6Te , où Te est la période d'échantillonnage.
L' azimut du brouilleur est de 5° avec cb 1 = 0, un rapport brouilleur
sur bruit de fond de 20 dB et une durée symbole Ti = T, . Pour tous
les filtres L = 6 et pour le filtre de Wiener polypériodique d'ordre
M, M = 4 avec (02, b2, a2) _ (0, -1, 2 Ah), (03, (3, a3) =-
(0, -1, 2Af + 1/TO, (A4, (4, a4) = (0,—1,20f1 —1/T1 ) .Ces
triplets sont tels que les coefficients de corrélation cyclique d u
brouilleur, -ek(0k , (k )(2 < k < 4), sont non nuls . Le filtre de
Wiener polypériodique d' ordre M = 4 considéré est donc linéaire
au sens large .
Les courbes de la figure 3 montrent, pour N = 1, un gai n
en performances du filtre polypériodique par rapport au filtr e
classique d'autant plus important que l'écart entre les porteuses
du signal utile et du brouilleur diminue . En outre, ces courbes
montrent que le filtre polypériodique a la capacité de rejete r
le brouilleur avec une réception mono-capteur en dépit du fort
taux de recouvrement spectral entre le signal et le brouilleur.
L'exploitation de la dimension spatiale en plus de la dimensio n
temporelle (N = 2) accroit les performances des traitement s
aussi bien classiques que cycliques mais diminue la différenc e
























Ts x porteuse 1
Figure 3. — SINR en sortie des filtres de Wiener (W) et Wiener Cycliqu e
(WC) en fonction de Ts x Df1 pour N = 1 et 2 .
montre que le filtrage polypériodique et linéaire au sens larg e
peut être d'un grand secours dans les cas où le traitement spatia l
est limité (sources proches ou nombre de capteurs très réduit) .
6. mises en oeuvre et
applications du filtre
polypériodique
d'ordre M optima l
La mise en oeuvre du filtre de Wiener polypériodique d'ordre M
nécessite la connaissance ou l'estimation a priori du vecteur S, ou ,
ce qui est équivalent, du vecteur rxs . Ce vecteur peut être facile-
ment estimé à partir des observations dès lors que le signal utile es t
connu du récepteur sur une certaine durée . Cela est généralemen t
le cas en radiocommunications où des séquences d'apprentissage,
connues du récepteur, sont introduites dans les trames de la form e
d'onde pour permettre en particulier la synchronisation de la li-
aison et pour faciliter la démodulation . Dans ces conditions, la
mise en oeuvre du filtre de Wiener polypériodique d'ordre M
peut s'effectuer à partir de l'utilisation d'un quelconque algo-
rithme adaptatif (gradient ou moindres carrés) visant à minimise r
1'EQM entre x s (t) et y(t)sur la durée de la séquence d'apprentis -
sage . Dans ce contexte, le filtre de Wiener polypériodique d'ordre
M peut-être utilisé pour la prise de synchronisation en présenc e
d'interférences (quasi)-cyclostationnaires et/ou non circulaires à
l'ordre deux, comme alternative au filtre de Wiener spatial clas-
sique [15] . Il peut également servir de filtre de mise en forme
du signal utile avant l'étape de démodulation de signaux auss i
bien analogiques que numériques . Dans ce dernier cas, bien qu e
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le critère optimisé par le filtre de Wiener polypériodique d'ordre
M, des gains sur le TEB après démodulation sont généralemen t
obtenus lorsque ce filtre est utilisé à la place du filtre de Wiener
classique en environnement (quasi)-cyclostationnaire et/ou no n
circulaire .
Toutefois, lorsqu'une séquence d'apprentissage connue du récep-
teur n' est pas disponible a priori, comme cela est le cas en écout e
passive, la mise en oeuvre précédemment décrite n'est plus pos-
sible et des alternatives doivent être trouvées . Une de ces alter-
natives est proposée dans [6] . L'objectif est de construire, soit à
partir d'une information sur la direction d'arrivée de l'utile (mis e
en oeuvre informée), soit de manière complètement autodidacte ,
un signal de référence ayant de bonnes propriétés [6], à partir de s
observations . Dès lors, la mise en oeuvre, dans un second temps ,
du filtre de Wiener polypériodique d'ordre M à partir de cette
référence estimée peut être envisagée .
7. conclusion
Une brève synthèse des principaux résultats disponibles à ce
jour concernant les filtres spatio-temporels polypériodiques d'or-
dre M, potentiellement linéaires au sens large, optimaux pour
l'estimation d'un signal en présence d'interférences (quasi) -
cyclostationnaires et potentiellement non circulaires a été pré-
sentée dans ce court article . Les résultats décrits montrent que ces
filtres s'avèrent prometteurs pour un certain nombre d'applica-
tions tels que la prise de synchronisation en radiocommunications .
Toutefois, des travaux complémentaires doivent être menés pou r
développer les structures polypériodiques d'ordre M optimales
pour la démodulation de signaux numériques, lesquelles utilisen t
explicitement la connaissance de la durée symbole de l'utile . La
problématique associée devient alors une problématique de déci-
sion et non plus d'estimation . Les récepteurs associés peuvent êtr e
appelés récepteurs ou égaliseurs cycliques . Des travaux prélimi-
naires sur ce sujet ont été effectués tout récemment à TCC e n
réception mono-capteur [9] . D' autres travaux de ce type sont pré -
sentés dans [7] pour une réception multi-capteurs . Toutefois, ces
travaux en appellent d'autres, aussi bien pour les radiocommuni-
cations que pour l'écoute passive . L'une des applications de ce
type de récepteurs concerne l'augmentation de capacité des ré-
seaux de radiocommunications de type FDMA, pour lesquels une
réduction de l'écart entre canaux fréquentiels à performances o u
à qualité de liaison constante peut être envisagée par la mise e n
oeuvre de récepteurs polypériodiques et/ou linéaires au sens large
mono ou multi-capteurs .
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