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1. Introduction
This paper concerns the following stochastic generalized Burgers equation with Dirichlet boundary
condition,
⎧⎪⎪⎨
⎪⎪⎩
∂u
∂t
= u + ∂ g
∂x
(u) + W˙ H on [0, T ] × D,
u(t,0) = u(t,1) = 0,
u(0) = u0,
(1.1)
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Y. Jiang et al. / J. Differential Equations 252 (2012) 1934–1961 1935where  denotes the Laplace operator, D := [0,1], g denotes a polynomial of order three with positive
leading coeﬃcient and W˙ H , the informal derivative for the double-parameter fractional Brownian
ﬁeld W H (see Section 2 below), denotes a one-dimensional double-parameter fractional noise with
Hurst parameter H = (H1, H2) satisfying Hi > 12 for i = 1,2.
The Burgers equation
∂u
∂t
= u + u ∂u
∂x
was ﬁrst studied to understand the turbulent ﬂuid ﬂow. It can be solved by the Hopf–Cole transfor-
mation [7,8,16]. Since then the stochastic Burgers equations, i.e. the equations perturbed by different
random noises, have been considered. For examples, Bertini et al. [3] solved the equation with addi-
tive space–time white noise by an adaptation of the Hopf–Cole transformation. Da Prato et al. [11]
studied the equation via a different approach based on semigroup property for the heat equation on
a bounded interval. The more general equation with multiplicative noise was considered by Da Prato
and Debussche [12]. With a similar method Gyöngy and Nualart [15] extended the Burgers equa-
tion from bounded interval to real line. A large deviation principle for the solution was obtained by
Cardon-Weber [10]. For model with jumps Dong and Xu [13] proved the global existence and unique-
ness of the strong, weak and mild solutions for an one-dimensional Burgers equation perturbed by
Lévy noise.
The work on deterministic Burgers equations has continued over time. Recently generalized Burg-
ers equations of the form
∂u
∂t
= κ
2
u + uk ∂u
∂x
,
for integer k  1 have been investigated in [25,26,29], where the solutions are expressed as transfor-
mations of solutions to nonlinear ordinary differential equations. It then comes natural to study the
stochastic counterparts for such equations.
In this paper we consider generalized Burgers equations perturbed by the fractional noise which
generalizes the white noise. For SPDEs with fractional noises, Hu [17] proposed the multiple stochas-
tic integral with respect to multi-parameter fractional noise, then showed via chaos expansion the
existence and uniqueness of the solutions for a class of second-order stochastic heat equations, and
further estimated the Lyapunov exponents of the solutions. Nualart and Ouknine [24] discussed the
existence and uniqueness of the solution to SPDE with additive fractional noise (fractional in time and
white in space). In addition, Bo, Jiang and Wei [4–6,18,19,28] studied a class of fourth-order SPDEs
(including the Anderson models and the Cahn–Hillard equations among others) with fractional noises,
where the existence, uniqueness and regularity of the solutions were established.
Throughout this paper we always consider the stochastic generalized Burgers equation under the
following assumptions:
(A1) The function g is a polynomial of the form g(x) = a3x3 + a2x2 + a1x+ a0 with a3 > 0.
(A2) The initial condition u0 is a continuous function on D and the Hurst parameter H = (H1, H2)
satisﬁes Hi ∈ ( 12 ,1), i = 1,2.
We say a random ﬁeld u := {u(t, x), (t, x) ∈ [0, T ] × D} is a solution to Eq. (1.1), if for all φ ∈
C∞0 ([0, T ] × D), u satisﬁes that
〈
u(t),φ(t)
〉= 〈u0, φ(0)〉+
t∫ 〈
u(s),
(
∂
∂s
− 
)
φ(s)
〉
0
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t∫
0
〈
g
(
u(s)
)
,
∂φ(s)
∂x
〉
ds +
t∫
0
〈
W H (s),φ(s)
〉
ds,
for all t ∈ [0, T ], or by Walsh [27] in the mild form
u(t, x) =
∫
D
G(t, x, y)u0(y)dy −
t∫
0
∫
D
∂
∂ y
G(t − s, x, y)g(u(s, y))dy ds
+
t∫
0
∫
D
G(t − s, x, y)W H (dy,ds), (1.2)
where G(t, x, y) : [0, T ] × D2 → R is the Green function of ∂
∂t −  with Dirichlet boundary condition,
i.e.
G(t, x, y) = 1√
4πt
+∞∑
n=−∞
[
exp
{
− (y − x− 2n)
2
4t
}
− exp
{
− (y + x− 2n)
2
4t
}]
.
The stochastic integral with respect to the double-parameter fractional noise will be deﬁned explicitly
in Section 2 below.
In this paper we focus on the mild solution deﬁned in (1.2). Since the function g is non-Lipschitz,
we adopt the method of localization to prove the existence and uniqueness of the solution. More pre-
cisely, we ﬁrst show the existence and uniqueness of a local solution using the contraction principle.
Then the existence and uniqueness of global solution follow from estimates on the running maximum
of the expected Lp-norm for the local solution. Such an approach is similar to Cardon-Weber [9].
Malliavin calculus ﬁnds interesting applications in establishing the existence of density for the so-
lution to an SPDE by showing that the L2-norm of the derivative with respect to the corresponding
noise is strictly positive (see [22,30] for more details). By modifying the Malliavin calculus to incor-
porate fractional noises, we ﬁrst obtain the existence of the density for the solution to (1.1). But more
cares are needed in order to handle the fractional noises. In addition, we ﬁnd a moment estimate on
the solution using expression for its density.
The main results of this article are presented as follows.
Theorem 1.1. Under the assumptions (A1) and (A2), for p  3 there exists a unique adapted solution
{u(t, x), (t, x) ∈ [0, T ] × D} ∈ L∞([0, T ], Lp(D)) to Eq. (1.1) with a.s. continuous trajectories.
Theorem 1.2. Under the assumptions of Theorem 1.1, let u be the solution to (1.1). Then for any t ∈ (0, T ] and
x ∈ (0,1) the law of u(t, x) is absolutely continuous with respect to Lebesgue measure.
The remaining of this paper is organized as follows. Some preliminaries are presented in Section 2
on stochastic integral and Malliavin calculus with respect to the fractional noise. The existence and
uniqueness of the solution are established in Section 3. In Section 4 we prove the existence of the
density. By estimates of Malliavin derivative and the divergence operator we further obtain an esti-
mate on the q-th moment of the density.
2. Double-parameter fractional noises
2.1. Stochastic integrals w.r.t. double-parameter fractional noises
A one-dimensional fractional Brownian motion Bh = {Bht , t ∈ [0, T ]} with Hurst parameter h ∈
(0,1) on [0, T ] is a centered Gaussian process on some probability space (Ω,F ,P) with covariance
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[
Bht B
h
s
]= 1
2
(
t2h + s2h − |t − s|2h).
Other equivalent deﬁnitions of fractional Brownian motion and discussions on it can be found in [1,
20,22,23].
Similarly, we can generalize the deﬁnition to fractional noises with double-parameter as follows.
Deﬁnition 2.1. A one-dimensional double-parameter fractional Brownian ﬁeld W H = {W H (t, x),
(t, x) ∈ [0, T ]× D} with double-parameter H = (H1, H2) for Hi ∈ (0,1), i = 1,2, is a centered Gaussian
random ﬁeld deﬁned on some probability space (Ω,F ,P) with covariance
E
[
W H (t, x)W H (s, y)
] = 1
4
(
t2H1 + s2H1 − |t − s|2H1)
× (x2H2 + y2H2 − |x− y|2H2)
=: R(t, s; x, y),
for all t, s ∈ [0, T ] and x, y ∈ D = [0,1].
Denote by E the set of step functions on [0, T ] × D and by L2Ψ the Hilbert space of the closure
of E with scalar product
〈I[0,t]×[0,x], I[0,s]×[0,y]〉L2Ψ = R(t, s; x, y).
Then the mapping I[0,t]×[0,x] → W H (t, x) can be extended to an isometry between L2Ψ and the Gaus-
sian space H associated with W H .
Consider the square integrable kernel
KH (t, s; x, y) := cH s 12−H1 y 12−H2
t∫
s
x∫
y
(u − s)H1− 32 uH1− 12 (z − y)H2− 32 zH2− 12 dzdu,
and its derivative
∂2
∂t∂x
KH (t, s; x, y) = cH (t − s)H1− 32
(
t
s
)H1− 12
(x− y)H2− 32
(
x
y
)H2− 12
.
Deﬁne the operator K ∗H from E to L2([0, T ] × D) by
(
K ∗Hφ
)
(s, y) =
T∫
s
1∫
y
φ(t, x)
∂2
∂t∂x
KH (t, s; x, y)dxdt.
It is not diﬃcult to check that
(
K ∗H I[0,t]×[0,x]
)
(s, y) = KH (t, s; x, y)I[0,t]×[0,x](s, y),
and
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K ∗H I[0,t]×[0,x], K ∗H I[0,s]×[0,y]
〉
L2([0,T ]×D) = RH (t, s; x, y)
= 〈I[0,t]×[0,x], I[0,s]×[0,y]〉L2Ψ .
Hence, the operator K ∗H is an isometry between E and L2([0, T ] × D) that can be extended to L2Ψ
such that
B(t, x) := W H(K ∗H−1(I[0,t]×[0,x])), (t, x) ∈ [0, T ] × D,
is a Brownian sheet and
W H (t, x) =
t∫
0
x∫
0
KH (t, s; x, y)B(ds,dy).
The following embedding property from Bo et al. [4] or Wei [28] enables us to deﬁne the integral
for φ ∈ L2Ψ with respect to W H .
Proposition 2.1. For h > 1/2 we have
L2
([0, T ] × D)⊂ L 1h ([0, T ] × D)⊂ L2Ψ .
The integral
∫ t
0
∫ x
0 φ(s, y)W
H (ds,dy) is deﬁned by
t∫
0
x∫
0
φ(s, y)W H (ds,dy) =
t∫
0
x∫
0
(
K ∗Hφ
)
(s, y)B(ds,dy).
For 0 s < t  T and x, y ∈ D let
Ψh(t, s, x, y) := 4H1H2(2H1 − 1)(2H2 − 1)|t − s|2H1−2|x− y|2H2−2.
A routine calculation shows the equivalence of the stochastic integral deﬁned in Wei [28] and that in
this section for functions in L2Ψ . Furthermore, the following properties hold.
Proposition 2.2. For f , g ∈ L2Ψ we have
E
t∫
0
∫
D
f (s, x)W H (dx,ds) = 0,
and
E
t∫
0
∫
D
f (s, x)W H (dx,ds)
t∫
0
∫
D
g(s, x)W H (dx,ds)
=
∫
[0,t]2
∫
D2
Ψh(s, v, x, y) f (u, x)g(v, y)dy dxdv du.
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satisfying the usual conditions.
Remark 2.1. The following embedding lemma (see [4] or [21]) can directly imply Proposition 2.1.
Lemma 2.1. If h ∈ ( 12 ,1) and f , g ∈ L
1
h ([a,b]), then
b∫
a
b∫
a
f (u)g(v)|u − v|2h−2 du dv  C(h)‖ f ‖
L
1
h ([a,b])‖g‖L 1h ([a,b]),
where C(h) > 0 is a constant depending only on h.
2.2. Malliavin calculus w.r.t. double-parameter fractional noises
Malliavin calculus is an inﬁnite-dimensional differential calculus on Wiener space which was ini-
tiated by Malliavin and further developed by Stroock and Bismut among others. It is tailored to
investigate regularity properties of the law of Wiener functional. Since {W H (t, x), (t, x) ∈ [0, T ]×D} is
Gaussian, similar to Nualart [22] we could deﬁne Malliavin calculus with respect to double-parameter
fractional noises in order to prove the existence of the laws for solutions to SPDEs driven by multi-
parameter fractional noises.
Let W H (h) = ∫ T0 ∫D h(t, x)W H (dx,dt) for h ∈ L2Ψ deﬁned as in Section 2.1, and let Λ be the class of
cylindrical random variables of the form
F = f (W H (h1), . . . ,W H (hn)),
where f ∈ C∞b (Rn) (the set of all functions with bounded derivatives of all orders) and hi ∈ L2Ψ ,
i = 1, . . . ,n. For each F ∈ Λ, deﬁne the derivative Dt,x F by
Dt,x F :=
n∑
i=1
∂ f
∂xi
(
W H (h1), . . . ,W
H (hn)
)
hi(t, x).
Let D1,2 be the completion of Λ under the norm
‖F‖21,2 = E
[
F 2 + ‖DF‖2
L2Ψ
]
.
Then D1,2 is the domain of the closed operator D. For each h ∈ L2Ψ and F ∈ Λ, deﬁne
Dh F :=
n∑
i=1
∂ f
∂xi
(
W H (h1), . . . ,W
H (hn)
)〈hi,h〉L2Ψ ,
which can be extended to a closed operator on L2(Ω) with domain Dh being the closure of Λ under
the norm
‖F‖2h = E
[
F 2 + |Dh F |2
]
.
Let {hn, n 1} be an orthonormal basis of L2Ψ . Then F ∈D1,2 iff F ∈Dhn for each n ∈ N and
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n=1
E|Dhn F |2 < ∞.
In this case, Dh F = 〈DF ,h〉L2Ψ . On the other hand, the divergence operator δ is the adjoint of the
derivative operator D characterized by E[F δ(u)] = E〈DF ,u〉L2Ψ for any u ∈ L
2(Ω, L2Ψ ) and F ∈ Λ. Then
Dom δ, the domain of δ, is deﬁned as the set of all functions u ∈ L2(Ω, L2Ψ ) such that
E
∣∣〈DF ,u〉L2Ψ ∣∣ c(u)‖F‖L2(Ω),
where c(u) is some constant depending on u.
The following propositions that can be found in Wei [28] ensure us to use the Malliavin calculus
w.r.t. fractional noises to deduce the laws for solutions to the corresponding SPDEs.
Proposition 2.3. Let FA := σ {W H (B), B ⊂ A} for A ∈ B([0, T ] × D). If F is a square integrable random
variable that is measurable with respect to the σ -ﬁeld FAc , then
DF IA = 0, a.s.
Remark 2.2. Let {u(t, x), (t, x) ∈ [0, T ] × D} be an {Ft, t ∈ [0, T ]}-adapted random ﬁeld. By Proposi-
tion 2.3, we have Ds,yu(t, x) = 0, a.s. for any 0 t < s T and x, y ∈ D .
Proposition 2.4. Given F ∈D1,2 , if ‖DF‖2
L2Ψ
> 0 a.s., then the distribution of the random variable F is abso-
lutely continuous with respect to Lebesgue measure.
Remark 2.3. Propositions 2.3 and 2.4 can be proved similarly as in Nualart [22] with Wiener white
noise replaced by fractional noise.
3. Proof of existence and uniqueness of the solution
To prove the main results, we ﬁrst introduce the following estimates on the Green function G ,
which can be found in [10,14,15],
∣∣G(t, x, y)∣∣  Kt− 12 exp(−a |x− y|2
t
)
, (3.1)
∣∣∣∣∂G∂x (t, x, y)
∣∣∣∣ Kt−1 exp
(
−b |x− y|
2
t
)
, (3.2)
∣∣∣∣∂G∂t (t, x, y)
∣∣∣∣ Kt− 32 exp
(
−c |x− y|
2
t
)
, (3.3)
for all 0< t  T and x, y ∈ D , where K ,a,b, c,d are positive constants.
Deﬁne the operator J on Lγ ([0, T ], Lp(D)) for γ > 0 and p  1 by
( J w)(t, x) :=
t∫
0
∫
D
∂G
∂ y
(t − s, x, y)w(s, y)dy ds, (3.4)
for (t, x) ∈ [0, T ] × D . The following lemma can be found in Cardon-Weber [10] or Gyöngy [14].
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from Lγ ([0, T ], Lq(D)) to C([0, T ], Lp(D)) for γ > 2K−1 . Moreover, for any 0 t  T we have
∥∥( J w)(t, ·)∥∥p  C
t∫
0
(t − s) K2 −1∥∥w(s, ·)∥∥q ds
 C
( t∫
0
∥∥w(s, ·)∥∥γq ds
) 1
γ
.
For (t, x) ∈ [0, T ] × D set
L(t, x) :=
t∫
0
∫
D
G(t − s, x, y)W H (ds,dy). (3.5)
We have the following estimate on ‖L‖∞ := sup(t,x)∈[0,T ]×D |L(t, x)|.
Lemma 3.2. For any q ∈ (1,∞), we have
E‖L‖2q∞ < ∞.
Proof. First, by Lemma 2.1 we have
E
[ t∫
0
∫
D
f (s, x)W H (dx,ds)
]2
=
∫
[0,t]2
∫
D2
Ψh(s1, s2, y1, y2) f (s1, y1) f (s2, y2)dy1 dy2 ds1 ds2
= C(H1, H2)
∫
[0,t]2
∫
D2
|s1 − s2|2H1−2|y1 − y2|2H2−2 f (s1, y1) f (s2, y2)dy1 dy2 ds1 ds2
 C(H1, H2)
∫
[0,t]2
|s1 − s2|2H1−2
∥∥ f (s1, ·)∥∥
L
1
H2 (D)
∥∥ f (s2, ·)∥∥
L
1
H2 (D)
ds1 ds2
 C(H1, H2)
( t∫
0
(∥∥ f (s, ·)∥∥
L
1
H2 (D)
) 1
H1 ds
)2H1
.
Note that using (3.1),
∥∥G(t − s, x, ·)∥∥
L
1
H2 (D)
=
(∫ ∣∣G(t − s, x, y)∣∣ 1H2 dy)H2D
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(∫
D
(t − s)− 12H2 exp
(
− a
H2
|x− y|2
t − s
)
dy
)H2
 C
(
(t − s) 12 (1− 1H2 ))H2
= C(t − s) 12 (H2−1).
Then
E
∣∣L(t, x)∣∣2q = E
[ t∫
0
∫
D
G(t − s, x, y)W H (dy,ds)
]2q
 C
( ∫
[0,t]2
∫
D2
Ψh(s1, s2, y1, y2)G(t − s1, x, y1)G(t − s2, x, y2)dy1 dy2 ds1 ds2
)q
 C(H1, H2)
( t∫
0
(∥∥G(t − s, x, ·)∥∥
L
1
H2 (D)
) 1
H1 ds
)2H1q
 C(H1, H2)t(2H1+H2−1)q. (3.6)
Therefore,
sup
(t,x)∈[0,T ]×D
E
∣∣L(t, x)∣∣2q < ∞.
Second, we will check the Hölder continuity of L(t, x). For s, t ∈ [0, T ] and x, y ∈ D ,
L(t, x) − L(s, y) =
t∫
s
∫
D
G(t − r, x, z)W H (dr,dz)
+
s∫
0
∫
D
(
G(t − r, x, z) − G(s − r, y, z))W H (dr,dz)
=: L1 + L2.
Similar to the proof of (3.6), one gets
E|L1|2 =
∫
[s,t]2
∫
D2
Ψh(s1, s2, y1, y2)G(t − s1, x, y1)G(t − s2, x, y2)dy1 dy2 ds1 ds2
 C(H1, H2)
( t∫
s
(∥∥G(t − r, x, ·)∥∥
L
1
H2 (D)
) 1
H1 dr
)2H1
 C(H1, H2)(t − s)2H1+H2−1.
Note that
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[
E
∣∣∣∣∣
s∫
0
∫
D
(
G(t − r, x, z) − G(t − r, y, z))W H (dr,dz)
∣∣∣∣∣
2
+ E
∣∣∣∣∣
s∫
0
∫
D
(
G(t − r, y, z) − G(s − r, y, z))W H (dr,dz)
∣∣∣∣∣
2]
=: 2(I + II).
Let γ ∈ (0,min{2H1 + H2 − 1,1}). Then
I =
∫
[0,s]2
∫
D2
Ψh(r, r¯, z, z¯)
∣∣G(t − r, x, z) − G(t − r, y, z)∣∣
× ∣∣G(t − r¯, x, z¯) − G(t − r¯, y, z¯)∣∣dzdz¯ dr dr¯
= ∥∥G(t − ·, x, ·) − G(t − ·, y, ·)∥∥2L2Ψ
= ∥∥∣∣G(t − ·, x, ·) − G(t − ·, y, ·)∣∣γ ∣∣G(t − ·, x, ·) − G(t − ·, y, ·)∣∣1−γ ∥∥2L2Ψ
 C(γ )
(∥∥∣∣G(t − ·, x, ·) − G(t − ·, y, ·)∣∣γ ∣∣G(t − ·, x, ·)∣∣1−γ ∥∥2L2Ψ
+ ∥∥∣∣G(t − ·, x, ·) − G(t − ·, y, ·)∣∣γ ∣∣G(t − ·, y, ·)∣∣1−γ ∥∥2L2Ψ )
=: C(γ )(I1 + I2).
Using (3.1), (3.2) and the mean-value theorem, one can get
I1 
∥∥∥∥
∣∣∣∣∂G(t − ·, ξ, ·)∂x
∣∣∣∣
γ
|x− y|γ ∣∣G(t − ·, x, ·)∣∣1−γ ∥∥∥∥
2
L2Ψ
= |x− y|2γ
∫
[0,T ]2
∫
D2
∣∣∣∣∂G(t − r, ξ − z)∂x
∣∣∣∣
γ ∣∣G(t − r, x− z)∣∣1−γ
× Ψh(r, r¯, z, z¯)
∣∣∣∣∂G(t − r¯, ξ − z¯)∂x
∣∣∣∣
γ ∣∣G(t − r¯, x− z¯)∣∣1−γ dzdz¯ dr dr¯
 C(H1, H2, γ )|x− y|2γ
×
( T∫
0
(∫
D
(∣∣∣∣∂G(t − r, ξ − z)∂x
∣∣∣∣
γ ∣∣G(t − r, x− z)∣∣1−γ)
1
H2
dz
) H2
H1
dr
)2H1
 C(H1, H2, γ )|x− y|2γ
( T∫
0
(t − r)
−γ− 12 (1−γ )
H1 (t − r)
H2
2H1 dr
)2H1
 C(H1, H2, γ )|x− y|2γ
( T∫
0
(t − r)
H2−1−γ
2H1 dr
)2H1
 C(H1, H2, γ )|x− y|2γ .
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I2  C(T , H1, H2)|x− y|2γ .
From the above estimates, it follows that
I  C(T , H1, H2)|x− y|2γ . (3.7)
An analogue argument as in (3.7), together with (3.3), shows that, for η ∈ (0, H1 + H22 − 12 ),
II C(T , H1, H2)|t − s|2η.
So we can get
E
∣∣L(t, x) − L(s, y)∣∣2q  C(|x− y|2γ + |t − s|2η)q,
for any γ ∈ (0,min{2H1 + H2 − 1,1}) and η ∈ (0, H1 + H22 − 12 ). Then the Garsia–Rodemich–Ramsay
lemma implies that
E‖L‖2q∞ < ∞. 
Next, we proceed to prove Theorem 1.1 in two steps. We ﬁrst prove the existence and uniqueness
for the local solution to (1.1). Then apply estimates on the local solution to obtain the existence and
uniqueness for the global solution. To this end, we mainly use a “truncation” argument which is
similar to Bo et al. [4] and Cardon-Weber [9].
Step 1. Given n ∈ N, let Πn : [0,∞) → [0,1] be a C1-function such that
Πn(x) =
{
1, if x n,
0, if x> n + 1,
and assume that |Π ′n(x)| 2 for all x ∈ [0,∞). For each ﬁxed n, we consider the following truncated
equation:
un(t, x) =
∫
D
G(t, x, y)u0(y)dy +
t∫
0
∫
D
G(t − s, x, y)W H (dy,ds)
−
t∫
0
∫
D
∂G
∂ y
(t − s, x, y)Πn
(∥∥un(s, ·)∥∥p)g(un(s, y))dy ds. (3.8)
We ﬁrst show the existence and uniqueness of solution to (3.8).
Proposition 3.1. Suppose that the assumptions (A1) and (A2) hold. Then for any p  3 and any ﬁxed
n > 0, there is a unique Lp(D)-valued and Ft -adapted continuous process satisfying (3.8) such that
supt∈[0,T ] E‖un(t, ·)‖θp < ∞ for any θ  p.
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to be determined. Then, by the standard extension method, one can construct the solution piecewisely
up to T .
For θ ∈ [p,∞) deﬁne space H as the set of Lp(D)-valued and Ft-adapted stochastic processes u
with norm
‖u‖H := sup
t∈[0,T ]
(
E
∥∥u(t, ·)∥∥θp) 1θ .
For process u = {u(t), t ∈ [0, T ]} ∈H, deﬁne operator A by
(Au)(t, x) :=
∫
D
G(t, x, y)u0(y)dy +
t∫
0
∫
D
G(t − s, x, y)W H (dy,ds)
−
t∫
0
∫
D
∂G
∂ y
(t − s, x, y)Πn
(∥∥u(s, ·)∥∥p)g(u(s, y))dy ds.
(I) Obviously,
∥∥∥∥
∫
D
G(t, ·, y)u0(y)dy
∥∥∥∥
p
p
 c
∥∥u0(·)∥∥pp < ∞. (3.9)
By assumption (A1) and Lemma 3.1, we have
∥∥ J(Πn(‖un‖p)g(un))(t, ·)∥∥p =
∥∥∥∥∥
t∫
0
∫
D
∂G
∂ y
(t − s, x, y)Πn
(∥∥un(s, ·)∥∥p)g(un(s, y))dy ds
∥∥∥∥∥
p
 C
t∫
0
(t − s) 12p − 12q − 12 ∥∥Πn(∥∥un(s, ·)∥∥p)g(un(s, ·))∥∥q ds. (3.10)
Taking q = p/3, we have
∥∥ J(Πn(‖un‖p)g(un))(t, ·)∥∥p  C(n + 1)3T 12− 1p < ∞.
Consequently,
∥∥ J(Πn(‖un‖p)g(un))∥∥H < ∞. (3.11)
On the other hand, it follows from Lemma 3.2 that for any γ > 1,
sup
t∈[0,T ]
E
(∥∥∥∥∥
t∫ ∫
G(t − s, ·, y)W H (dy,ds)
∥∥∥∥∥
γ
p
)
< ∞. (3.12)0 D
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‖Au‖H < ∞.
(II) For any u, v ∈H, taking q = p/3 again one gets
∥∥(Au)(t, ·) − (Av)(t, ·)∥∥p
 C
t∫
0
(t − s)− 12− 1p ∥∥Πn(∥∥u(s, ·)∥∥p)g(u(s, ·))− Πn(∥∥v(s, ·)∥∥p)g(v(s, ·))∥∥q ds.
By the arguments in Cardon-Weber [10],
∥∥Πn(∥∥u(t, ·)∥∥2)g(u(t, ·))− Πn(∥∥v(t, ·)∥∥2)g(v(t, ·))∥∥q  Cn∥∥u(t, ·) − v(t, ·)∥∥p .
Hence,
∥∥(Au) − (Av)∥∥θH  Cn sup
t∈[0,T ]
[( t∫
0
(t − s)− 12− 1p ds
)θ−1
×
t∫
0
(t − s)− 12− 1p E∥∥u(s, ·) − v(s, ·)∥∥θp ds
]
 CnT
1
2− 1p ‖u − v‖θH.
Choosing T0 so that CnT
1
2− 1p
0 < 1, we get that the operator A is a contraction on H, and the existence
and uniqueness of the solution to Eq. (3.8) is proved. 
Deﬁne
τn := inf
{
t  0; ∥∥un(t, ·)∥∥p  n}.
For m > n and t  τn , Proposition 3.1 implies that um(t) = un(t). This suggests a unique local solution
to Eq. (1.1) which is given by u(t) = un(t) for t  τn . If τ = limn→∞ τn , then u is a unique solution to
Eq. (1.1) on the interval [0, τ ). To obtain the global solution, we only need to prove that τ = ∞ a.s.
Step 2. Set vn = un − L with L deﬁned by (3.5). Then vn solves the following partial differential
equation:
⎧⎪⎪⎨
⎪⎪⎩
∂vn
∂t
= vn + ∂
∂x
(
Πn
(‖vn + L‖p)g(vn + L)),
(vn + L)(t,0) = (vn + L)(t,1) = 0,
vn(0) = u0.
(3.13)
Recall that, the operator A = − possesses a basis of eigenvector {ei} which is orthonormal in L2(D),
associated with the eigenvalues {λi} such that
0 = λ0 < λ1  λ2  · · · λk  · · · .
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= 0,
Aαu =
∞∑
i=1
λαuiei,
for
u =
∞∑
i=1
uiei,
and
D(Aα) :=
{
u =
∞∑
i=0
λαuiei:
∞∑
i=1
λ2αu2i < ∞
}
.
For u ∈ L2(D) put
m(u) := 〈u, e0〉 =
∫
D
u(x)dx and u˜ = u −m(u).
It is obvious that m(u˜) = 0 and Aαm(u) = 0 for any α = 0. Applying A− 12 to Eq. (3.13) and taking
scalar product in L2(D) with v˜n(t, ·) gives
∥∥A− 14 v˜n(t, ·)∥∥22 − ∥∥A− 14 v˜n(0)∥∥22 +
t∫
0
∥∥A 14 vn(s, ·)∥∥22 ds
+
t∫
0
∫
D
Πn
(‖vn + L‖p)g(vn + L)v˜n(s, x)dxds = 0. (3.14)
Note that Lp(D) ⊂ D(A− 14 ) for p  2. Hence, all the terms in Eq. (3.14) are well deﬁned except∫ t
0 ‖A
1
4 vn(s, ·)‖22 ds, and so does this term. It follows that vn belongs to D(A
1
4 ). Using the representa-
tion of v˜n , we have∫
D
g(vn + L)v˜n(s, x)dx =
∫
D
g(vn + L)(vn + L)(s, x)dx−
∫
D
g(vn + L)
(
m(vn) + L
)
(s, x)dx
=: B1 − B2. (3.15)
Since function g is a polynomial of order three with a positive leading coeﬃcient, inserting it
into (3.15), for some C1,C2 > 0 we get
B1 =
∫
D
g(vn + L)(vn + L)(s, x)dx
 C1
∥∥(vn + L)(s, ·)∥∥4 − C (3.16)4
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|B2| =
∣∣∣∣
∫
D
g(vn + L)
(
m(vn) + L
)
(s, x)dx
∣∣∣∣
 C2
∫
D
|vn + L|3
(∣∣m(vn)∣∣+ |L|)(s, x)dx
 C2
∥∥(vn + L)(s, ·)∥∥34(∣∣m(vn)∣∣+ ‖L‖∞)
 C1
2
∥∥(vn + L)(s, ·)∥∥44 + C(∣∣m(vn)∣∣4 + ‖L‖4∞), (3.17)
where we use the fact that |x|3|y|  C12C2 x4 + cy4 for some c > 0. It then follows from (3.14)–(3.17)
that
∥∥A− 14 v˜n(t, ·)∥∥22 − ∥∥A− 14 v˜n(0)∥∥22 +
t∫
0
∥∥A 14 vn(s, ·)∥∥22 ds
+
t∫
0
C1
2
Πn
(∥∥(vn + L)(s, ·)∥∥p)∥∥(vn + L)(s, ·)∥∥44 ds

t∫
0
C
(
1+ ∣∣m(vn)∣∣4 + ‖L‖4∞)ds. (3.18)
It is easy to check that m(v˜n(t)) = m(vn(t)) = m(u0) (Da Prato and Debussche [12, pp. 243–249]
or Cardon-Weber [10, p. 789]). Hence, (3.18) becomes
∥∥A− 14 v˜n(t, ·)∥∥22 +
t∫
0
∥∥A 14 vn(s, ·)∥∥22 ds
+
t∫
0
C1
2
Πn
(∥∥(vn + L)(s, ·)∥∥p)∥∥(vn + L)(s, ·)∥∥44 ds

∥∥A− 14 u0∥∥22 +
t∫
0
C
(
1+ ∣∣m(u0)∣∣4 + ‖L‖4∞)ds,
which yields
T∫
0
Πn
(∥∥(vn + L)(s, ·)∥∥p)∥∥(vn + L)(s, ·)∥∥44 ds
 C
∥∥A− 14 u0∥∥22 +
T∫
C
(
1+ ∣∣m(u0)∣∣4 + ‖L‖4∞)ds. (3.19)0
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is similar to Cardon-Weber [10]. Let Pm be the orthogonal projector on Span{e0, e1, . . . , em} and
vn,m be the Galerkin approximation of vn . We can get the following proposition through the ﬁnite-
dimensional classical method.
Proposition 3.2. For any p  3, vn,m is the unique strong solution to the following PDE:⎧⎪⎪⎨
⎪⎪⎩
∂vn,m
∂t
= vn,m + ∂
∂x
(
Πn
(‖vn,m + L‖p)Pmg(vn,m + L)),
(vn,m + L)(t,0) = (vn,m + L)(t,1) = 0,
vn,m(0) = Pmu0.
(3.20)
Taking scalar products on (3.20) with vn,m ∈ L2(D), we get
1
2
∂
∂t
∥∥vn,m(t, ·)∥∥22 + ∥∥A 12 vn,m(t, ·)∥∥22
− Πn
(‖vn,m + L‖p)
∫
D
∂xg(vn,m + L)vn,m(t, x)dx
= 0. (3.21)
The boundary condition of vn,m implies that∫
D
∂xg(vn,m + L)(vn,m + L)(t, x)dx = 0.
Thus, ∫
D
∂xg(vn,m + L)vn,m(t, x)dx
=
∫
D
∂xg(vn,m + L)(vn,m + L)(t, x)dx−
∫
D
∂xg(vn,m)L(t, x)dx
= −
∫
D
∂xg(vn,m)L(t, x)dx
 C
∫
D
|L|(|vn,m|2 + 1)∣∣A 12 vn,m∣∣(t, x)dx
 C‖L‖∞
(
1+ ∥∥v2n,m(t, ·)∥∥22)∥∥A 12 vn,m(t, ·)∥∥2
 C
∥∥A 12 vn,m(t, ·)∥∥22 + C ‖L‖2∞
(
1+ ∥∥vn,m(t, ·)∥∥44). (3.22)
Inserting (3.22) to (3.21) and putting  = 1/2C , we get
1
2
∂
∂t
∥∥vn,m(t, ·)∥∥22 + 12
∥∥A 12 vn,m(t, ·)∥∥22
 C‖L‖2∞
(
1+ ∥∥vn,m(t, ·)∥∥4)Πn(∥∥(vn,m + L)(t, ·)∥∥ ). (3.23)4 p
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∥∥vn,m(t, ·)∥∥22 +
t∫
0
∥∥A 12 vn,m(s, ·)∥∥22 ds
 ‖u0‖22 + CT
(‖L‖2∞)+ C‖L‖2∞
t∫
0
Πn
(∥∥(vn,m + L)(s, ·)∥∥p)∥∥vn,m(s, ·)∥∥44 ds.
Using the equality m(vn,m(t)) =m(u0) again, we see that
∥∥vn,m(t, ·)∥∥22 +
t∫
0
(∥∥A 12 vn,m(s, ·)∥∥22 ds +m(vn,m(s))2)ds
 ‖u0‖22 + CT
(
m(u0)
2 + ‖L‖2∞
)
+ C‖L‖2∞
t∫
0
Πn
(∥∥(vn,m + L)(s, ·)∥∥p)∥∥vn,m(s, ·)∥∥44 ds. (3.24)
Let vn = limm→∞ vn,m in L2([0, T ], H1,2(D)). Then vn ∈ L2([0, T ], H1,2(D)). In fact, the norm
(‖A 12 · ‖22 + m(·)2)
1
2 is equivalent to the usual norm of the Sobolev space H1,2(D). Therefore,
the sequence {vn,m}m1 is bounded in L2([0, T ], H1,2(D)), and converges in the weak topology of
L2([0, T ], H1,2(D)) to the weak solution of (3.13) as m → ∞. So from (3.24), we have
∥∥vn(t, ·)∥∥22 +
t∫
0
(∥∥A 12 vn(s, ·)∥∥22 ds +m(vn(s))2)ds
 ‖u0‖22 + CT
(
m(u0)
2 + ‖L‖2∞
)+ C‖L‖2∞
t∫
0
Πn
(∥∥(vn + L)(s, ·)∥∥p)∥∥vn(s, ·)∥∥44 ds.
With the estimate (3.19), we conclude that
∥∥vn(t, ·)∥∥22 +
t∫
0
(∥∥A 12 vn(s, ·)∥∥22 +m(vn(s))2)ds
 ‖u0‖22 + C
∥∥A− 14 u0∥∥22 + CT (1+m(u0)4 + ‖L‖2∞).
Next, Lemma 3.2 implies that, for β > 1,
sup
n
E sup
t∈[0,T ]
∥∥vn(t, ·)∥∥2β2 < ∞,
and
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n
E
[ T∫
0
(∥∥A 12 vn(s, ·)∥∥22 +m(vn(s))2)ds
]2β
< ∞.
The Sobolev embedding theorem gives that, for r  2,
sup
n
E
[ T∫
0
∥∥vn(s, ·)∥∥2r ds
]β
 sup
n
E
T∫
0
∥∥vn(s, ·)∥∥2βH1,2(D) ds < ∞.
Recall that un = vn + L. Hence
sup
n
E sup
t∈[0,T ]
∥∥un(t, ·)∥∥2β2 < ∞, (3.25)
and
sup
n
E
[ T∫
0
∥∥un(s, ·)∥∥2r ds
]β
< ∞. (3.26)
Let 2  p  r < ∞ and a = 1 ∨ 2p/r. Hölder’s inequality implies that if p = 2(1 − λ) + rλ for λ =
2p/(ar), then
T∫
0
∥∥un(s, ·)∥∥ap ds
T∫
0
∥∥un(s, ·)∥∥2a(1−λ)/p2 ∥∥un(s, ·)∥∥arλ/pr ds
 sup
t∈[0,T ]
∥∥un(t, ·)∥∥2a(1−λ)/p2
T∫
0
∥∥un(s, ·)∥∥2r ds.
So (3.25) and (3.26) together yields that
sup
n
E
[ T∫
0
∥∥un(s, ·)∥∥ap ds
]β
< ∞. (3.27)
On the other hand, Hölder’s inequality applied to (3.10) implies
∥∥ J(Πn(‖un‖p)g(un))(t, ·)∥∥p 
( t∫
0
(t − s)− γ2 ds
) 1
γ
( t∫
0
(∥∥un(s, ·)∥∥3p + 1)ds
) 1
γ ′
,
for 0< γ < 2, γ ′ > 2 and 1γ + 1γ ′ = 1. By (3.27), we get
sup
n
E sup
t∈[0,T ]
∥∥Aun(t, ·)∥∥βp < ∞.
Then recalling the deﬁnition of operator A we have
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n
E sup
t∈[0,T ]
∥∥un(t, ·)∥∥βp < ∞.
Finally, for every T > 0,
P (τn  T ) = P
(
sup
t∈[0,T ]
∥∥un(t, ·)∥∥p  n)
 E
[
sup
t∈[0,T ]
∥∥un(t, ·)∥∥βp]n−β
→ 0,
as n → ∞. Hence, τ = ∞ a.s., and the existence and uniqueness for the global solution is proved. 
4. Existence of the density
In this section we shall prove the absolute continuity of the law of the solution {u(t, x), (t, x) ∈
[0, T ] × D} given in Section 3.
For every n 1 deﬁne
Ωn :=
{
ω ∈ Ω
∣∣∣ sup
(t,x)∈[0,T ]×D
∣∣u(t, x,ω)∣∣ n}.
Since u is continuous a.s., limn→∞ P (Ωn) = 1. So we only need to show the existence of the density
of the law for the solution on Ωn . Put gn(x) = Πn(|x|)g(x) and let un be the solution of the following
truncated equation
un(t, x) =
∫
D
G(t, x, y)u0(y)dy +
t∫
0
∫
D
∂G
∂ y
(t − s, x, y)gn
(
un(s, y)
)
dy ds
+
t∫
0
∫
D
G(t − s, x, y)W H (dy,ds). (4.1)
Since gn is global Lipschitz, it is easy to check that (4.1) has a unique solution un such that u = un on
Ωn a.s. Hence, it is suﬃcient to show that un satisﬁes Proposition 2.4 for every (t, x) ∈ [0, T ]× D . The
following proposition shows that un ∈D1,2 and gives the equation that the Malliavin derivative of un
satisﬁes.
Proposition 4.1. Under the assumptions of Theorem 1.1, Eq. (4.1) has a unique continuous solution un ∈D1,2 .
Moreover, for (t, x) ∈ [0, T ] × D the Malliavin derivative Dun(t, x) satisﬁes
Dv,zun(t, x) =
t∫
v
∫
D
∂G
∂ y
(t − s, x, y)g′n
(
un(s, y)
)
Dv,zun(s, y)dy ds
+ G(t − v, x, z), (4.2)
for all v  t and z ∈ D.
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u(0)n (t, x) =
∫
D
G(t, x, y)u0(y)dy,
u(k+1)n (t, x) =
∫
D
G(t, x, y)u0(y)dy +
t∫
0
∫
D
∂G
∂ y
(t − s, x, y)gn
(
u(k)n (t, y)
)
dy ds
+
t∫
0
∫
D
G(t − s, x, y)W H (dy,ds), k 0.
(4.3)
Since gn is Lipschitz, by a standard argument one can see that the sequence converges to un in L2(Ω)
uniformly for (t, x) ∈ [0, T ] × D as k → ∞. Then an argument similar to Zhang and Zheng [30] shows
that for each k ∈ N and h ∈ L2Ψ , u(k)n (t, x) ∈Dh and it satisﬁes that
Dhu
(k+1)
n (t, x) =
t∫
0
∫
D
∂G
∂ y
(t − s, x, y)g′n
(
u(k)n (s, y)
)
Dhu
(k)
n (s, y)dy ds
+ 〈G(t − ·, x, ·),h〉L2Ψ .
Applying the same method of Zhang and Zheng [30] to sequence (4.3), we then conclude that there
exists a random ﬁeld uh(t, x) such that Dhu(n)(t, x) → uh(t, x) in L2(Ω) uniformly on (t, x) ∈ [0, T ]×D
as n → ∞ and the latter satisﬁes that
uh(t, x) =
t∫
0
∫
D
∂
∂ y
G(t − s, x, y)b′(u(s, y))uh(s, y)dy ds + 〈G(t − ·, x, ·),h〉L2Ψ .
Hence, from the closeness of the operator Dh it follows that u(t, x) ∈Dh , Dhu(t, x) = uh(t, x) and
Dhun(t, x) =
t∫
0
∫
D
∂G
∂ y
(t − s, x, y)g′n
(
un(s, y)
)
Dhun(s, y)dy ds
+ 〈G(t − ·, x, ·),h〉L2Ψ . (4.4)
Next, we proceed to prove that un(t, x) ∈ D1,2. Recall that {hk, k  1} is the orthonormal basis
of L2ψ introduced in Section 2. For each k, by (4.4), we have
E
∣∣Dhkun(t, x)∣∣2 = E
∣∣∣∣∣
t∫
0
∫
D
∂G
∂ y
(t − s, x, y)g′n
(
un(s, y)
)
Dhkun(s, y)dy ds
+ 〈G(t − ·, x, ·),hk〉L2Ψ
∣∣∣∣∣
2
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[ t∫
0
∫
D
∂G
∂ y
(t − s, x, y)(Dhkun(s, y))dy ds
]2
+ C 〈G(t − ·, x, ·),hk〉2L2Ψ , (4.5)
where C > 0 is a constant whose value may change from line to line in this section. Set
Um(t) := sup
x∈D
E
m∑
k=1
∣∣Dhkun(t, x)∣∣2.
By (4.5) and Hölder’s inequality, for p = q = 2 we have
Um(t) C
t∫
0
(t − s)− 34 Um(s)ds + C
∥∥G(t − ·, x, ·)∥∥2
L
1
h ([0,t]×D)
 C + C
t∫
0
(t − s)− 34 Um(s)ds
 C
(
1+ C
t∫
0
(t − s)− 34 ds + C
t∫
0
(t − s)− 34 ds
s∫
0
(s − v)− 34 Um(v)dv
)
 C + C
t∫
0
(t − s)− 12 Um(s)ds
 C
(
1+ C
t∫
0
(t − s)− 12 ds + C
t∫
0
(t − s)− 12 ds
s∫
0
(s − v)− 12 Um(v)dv
)
 C
(
p1(t) +
t∫
0
p2(t, s)Um(s)ds
)
, (4.6)
where p1 and p2 are two bounded functions on [0, T ]. Then the Grownwall lemma yields that
Um(t) CeCT
1
2
,
where C is independent of m. Let m → ∞ to get
sup
x∈D
E
∞∑
k=1
∣∣Dhkun(t, x)∣∣2 < ∞,
which implies un(t, x) ∈D1,2.
Recalling Remark 2.3, since un(t, x) is Ft-adapted, there exists a measurable function Dv,zun(t, x) ∈
L2Ψ such that Dv,zun(t, x) = 0 for v > t and for any h ∈ L2Ψ ,
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〈
Dun(t, x),h
〉
L2Ψ
. (4.7)
It follows from (4.4), (4.7) and Fubini’s theorem that
〈
Dun(t, x),h
〉
L2Ψ
=
t∫
0
∫
D
∂G
∂ y
(t − s, x, y)g′n
(
un(s, y)
)
Dhun(s, y)dy ds +
〈
G(t − ·, x, ·),h〉L2Ψ
=
t∫
0
∫
D
∂G
∂ y
(t − s, x, y)g′n
(
un(s, y)
)〈
Du(s, y),h
〉
L2Ψ
dy ds + 〈G(t − ·, x, ·),h〉L2Ψ
=
t∫
0
∫
D
∂G
∂ y
(t − s, x, y)g′n
(
un(s, y)
)
dy ds
s∫
0
s∫
0
∫
D
∫
D
Dv,zun(s, y)h
(
v ′, z′
)
× Ψh
(
v, v ′, z, z′
)
dzdz′ dv dv ′ + 〈G(t − ·, x, ·),h〉L2Ψ
=
t∫
0
t∫
0
∫
D
∫
D
h
(
v ′, z′
)
Ψh
(
v, v ′, z, z′
)
dz′ dzdv ′ dv
×
t∫
v
∫
D
∂G
∂ y
(t − s, x, y)g′n
(
un(s, y)
)
Dv,zun(s, y)dy ds +
〈
G(t − ·, x, ·),h〉L2Ψ .
Therefore,
Dv,zun(t, x) =
t∫
v
∫
D
∂G
∂ y
(t − s, x, y)g′n
(
un(s, y)
)
Dv,zun(s, y)dy ds + G(t − v, x, z).
The proof is thus completed. 
Theorem 4.1. Under the assumptions of Theorem 1.1, for any (t, x) ∈ [0, T ]× D the distribution of the solution
un(t, x) to Eq. (4.1) is absolutely continuous with respect to Lebesgue measure.
Proof. By Proposition 2.4, it suﬃces to check that
∥∥Dun(t, x)∥∥L2Ψ > 0, a.s.
Note that
∥∥Dun(t, x)∥∥L2Ψ > 0 if and only if ∥∥Dun(t, x)∥∥L2([0,t]×D) > 0.
Hence, we only need to prove that
∥∥Dun(t, x)∥∥L2([0,t]×D) > 0, a.s.
For 0 s t put
1956 Y. Jiang et al. / J. Differential Equations 252 (2012) 1934–1961Ls(t) := sup
x∈D
E
[ t∫
s
∫
D
(
Dv,zun(t, x)
)2
dzdv
]
.
Then by (3.1), (4.2) and Lemma 3.1 (with p = ∞ and q = 2), for 0 t0  t we have
E
t∫
t0
∫
D
(
Dv,zun(t, x)
)2
dzdv  CE
t∫
t0
∫
D
( t∫
v
∫
D
∂G
∂ y
(t − s, x, y)Dv,zun(s, y)dy ds
)2
dzdv
+ C
t∫
t0
∫
D
G2(t − v, x, z)dzdv
 CE
t∫
t0
∫
D
( t∫
v
(t − s)− 34
(∫
D
(
Dv,zun(s, y)
)2
dy
) 1
2
ds
)2
dzdv
+ C
t∫
t0
∫
D
G2(t − v, x, z)dzdv
 C
t∫
t0
Lt0(s)(t − s)− 34 ds + C(t − t0) 12 .
Hence, similar to (4.6), for t0 close to t we have
Lt0(t) C
t∫
t0
Lt0(s)(t − s)− 34 ds + C(t − t0) 12
 C(t − t0) 12 + C
t∫
t0
Lt0(v)dv.
It follows from Grownwall’s lemma that
Lt0(t) CT (t − t0) 12 . (4.8)
Set
T (v, z) :=
t∫
v
∫
D
∂G
∂ y
(t − s, x, y)g′n
(
un(s, y)
)
Dv,zun(s, y)dy ds.
Then for 0<  < t ,
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t∫
t−
∫
D
T 2(v, z)dzdv  CE
t∫
t−
∫
D
dzdv
t∫
v
∫
D
(t − s)− 34 (Dv,zu(s, y))2 dy ds
 C
t∫
t−
∫
D
dy ds (t − s)− 34 E
s∫
t−
∫
D
(
Dv,zu(s, y)
)2
dzdv
 C
t∫
t−
∫
D
dy ds (t − s)− 34 Lt−(s)
 C 34 .
This leads to
1
1/2
E
t∫
t−
∫
D
T 2(v, z)dzdv → 0, as  → 0+.
Hence, there exists a sequence k → 0 such that
1

1/2
k
t∫
t−k
∫
D
T 2(v, z)dzdv → 0, a.s.
as k → ∞.
On the other hand, from Lemma 3.3 in Bally et al. [2], for x ∈ (0,1), taking 0 > 0 satisfying that
1− exp
(
− 1
40
)
− exp
(
−2(x∧ (1− x))
2
0
)
 1
2
,
there exists a constant C1 > 0 such that
t∫
t−0
∫
D
G2(t − s, x, y)dy ds  C1√0.
Then we obtain that
1

1/4
k
( t∫
t−k
∫
D
(
Dv,zun(t, x)
)2
dzdv
) 1
2
 1

1/4
k
( t∫
t−k
∫
D
G2(t − v, x, z)dzdv
) 1
2
− 1

1/4
k
( t∫
t−k
∫
D
T 2(v, z)dzdv
) 1
2
 C1 − 1

1/4
k
( t∫
t−k
∫
D
T 2(v, z)dzdv
) 1
2
→ C1 a.s.
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( t∫
t−N
∫
D
(
Dv,zun(t, x)
)2
dzdv
) 1
2

C1
1/4
N
2
> 0 a.s.
which gives
T∫
0
∫
D
(
Dv,zun(t, x)
)2
dzdv > 0 a.s.
The desired result follows readily. 
For any n  1 and (t, x) ∈ [0, T ] × D , let pn,t,x(y) denote the density of the law for un(t, x). Then
we have the following estimate on pn,t,x(y).
Theorem 4.2. Under the assumptions (A1) and (A2), there exists a constant CT such that, for any q p  3,
sup
n
sup
t∈[0,T ]
∫
D
pqn,t,x(y)dxdt  CT . (4.9)
Before proving the theorem, we introduce the following lemma which is a consequence of Propo-
sition 2.1. Our arguments follow those in Nualart [22] with the Wiener white noise replaced by the
fractional noise.
Lemma 4.1. Let F be a random variable in D1,2 . Assume that DF/‖DF‖L2Ψ belongs to Dom δ in L
2(Ω). Then
the law of F has a continuous and bounded density given by
p(x) = E
[
I{F>x}δ
(
DF
‖DF‖L2Ψ
)]
.
Moreover, if DF/‖DF‖L2Ψ belongs to D
1,2, the following estimate holds for some positive con-
stant C
p(x) C
(
P
(|F | > |x|)) 12(∥∥∥∥E DF‖DF‖L2Ψ
∥∥∥∥
L2Ψ
+
∥∥∥∥3‖D
2F‖L2Ψ ⊗L2Ψ
‖DF‖2
L2Ψ
∥∥∥∥
L2(Ω)
)
. (4.10)
It is now left to estimate (4.10). Fortunately, the following lemma gives what we need.
Lemma 4.2. Let un be the unique solution of (1.2) restricted on Ωn deﬁned at the beginning of this section.
Then Dun(t, x)/‖Dun(t, x)‖L2Ψ ∈D
1,2 for any (t, x) ∈ [0, T ] × D. Furthermore, there exist positive constants
δ0 , C and CT such that
∥∥∥∥E Dun(t, x)‖Dun(t, x)‖L2
∥∥∥∥
L2
 CT
1/4
δ0
, (4.11)Ψ Ψ
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E
[‖D2un(t, x)‖L2Ψ ⊗L2Ψ
‖Dun(t, x)‖2L2Ψ
]2
 CT
δ20
eCT . (4.12)
Proof. Note that Dv,zun(t, x) satisﬁes Eq. (4.2). By the similar arguments on un(t, x), we can conclude
that Dv,zun(t, x) ∈D1,2 and for any (r, ξ) ∈ (0, T ] × D ,
Dr,ξDv,zun(t, x) =
t∫
v∨r
∫
D
∂G
∂ y
(t − s, x, y)g′n
(
un(s, y)
)
Dr,ξDv,zun(s, y)dy ds
+
t∫
v∨r
∫
D
∂G
∂ y
(t − s, x, y)g′′n
(
un(s, y)
)
Dr,ξun(s, y)Dv,zun(s, y)dy ds.
Since supx∈D E
∫ t
0
∫
D(Dv,zun(t, x))
2 dzdv  Ct 12 , by Lemma 3.1 and Grownwall’s lemma, we can obtain
that
∥∥D2un(t, x)∥∥2L2(Ω;L2((0,T ]×D⊗(0,T ]×D)  CT eCT .
Hence,
∥∥D2un(t, x)∥∥2L2(Ω;L2Φ⊗L2Φ)  C∥∥D2un(t, x)∥∥2L2(Ω;L2((0,T ]×D⊗(0,T ]×D)  CT eCT . (4.13)
On the other hand, from the proof of Theorem 4.1, we know that, for any (t, x) ∈ (0, T ] × D , there
exists a positive constant δ independent of (t, x) and a zero-measure set Ω0 such that
inf
Ω\Ω0
∥∥Dun(t, x)∥∥2L2((0,T ]×D) = δ > 0.
Consequently, there exists a constant δ0 > 0 such that
inf
Ω\Ω0
∥∥Dun(t, x)∥∥2L2Φ = δ0 > 0. (4.14)
Combining (4.8), (4.13), (4.14) and using Hölder’s inequality, we obtain (4.11) and (4.12). The desired
result follows. 
Now, we turn to the proof of Theorem 4.2.
Proof of Theorem 4.2. Note that
∫
R
pqn,t,x(y)dy =
∫
|y|1
pqn,t,x(y)dy +
∫
|y|>1
pqn,t,x(y)dy =: I1 + I2.
By the estimate (4.10), (4.11) and (4.12),
1960 Y. Jiang et al. / J. Differential Equations 252 (2012) 1934–1961I1 =
∫
|y|1
pqn,t,x(y)dy  2
CT
δ30
eCT . (4.15)
On the other hand,
P
(∣∣un(t, x)∣∣> |y|) E(|un(t, x)|p)|y|p .
Hence, taking (4.11) and (4.12) into account, we have
pn,t,x(y)
CT
δ30
eCT
[E(|un(t, x)|p)] 12
|y| p2
.
Thanks to Theorem 1.1 and its proof, one can see that
sup
n
sup
t∈[0,T ]
E
[∥∥un(t, ·)∥∥qp]< ∞.
Hence, ∫
D
I2 dx =
∫
D
∫
|y|>1
pqn,t,x(y)dy dx
 CT
δ30
eCT sup
n
sup
t∈[0,T ]
E
[∥∥un(t, ·)∥∥qp]
∫
|y|>1
|y| pq2 dy
 4
pq + 2
CT
δ30
eCT sup
n
sup
t∈[0,T ]
E
[∥∥un(t, ·)∥∥qp]. (4.16)
Combine (4.15) and (4.16) to obtain (4.9) and we ﬁnish the proof. 
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