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a b s t r a c t
Some physical problems in science and engineering are modelled by the parabolic partial
differential equations with nonlocal boundary specifications. In this paper, a numerical
method which employs the Bernstein polynomials basis is implemented to give the
approximate solution of a parabolic partial differential equation with boundary integral
conditions. The properties of Bernstein polynomials, and the operational matrices for
integration, differentiation and the product are introduced and are utilized to reduce the
solution of the given parabolic partial differential equation to the solution of algebraic
equations. Illustrative examples are included to demonstrate the validity and applicability
of the new technique.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Parabolic partial differential equations with nonlocal boundary conditions feature in the mathematical modelling of
many phenomena. Therefore, recently much attention has been paid in the literature to the development, analysis and
implementation of accurate methods [1–4] for the numerical solution of time-dependent partial differential equations with
nonlocal boundary conditions. In this paperwe consider the following one-dimensional time-dependent diffusion equation:
∂u
∂t
= ∂
2u
∂x2
+ Q (x, t), 0 < x < 1, 0 < t ≤ T , (1)
with the initial condition
u(x, 0) = f (x), 0 < x < 1, (2)
and the nonlocal boundary conditions
u(0, t) =
∫ 1
0
ρ(x)u(x, t)dx, 0 < t ≤ T , (3)
u(1, t) =
∫ 1
0
ψ(x)u(x, t)dx, 0 < t ≤ T , (4)
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where Q , f , ρ and ψ are known functions, while the function u is to be determined (for convenience the function notation
A(t) = u(0, t) and B(t) = u(1, t) is used). The existence, uniqueness and continuous dependence on data of the solution of
this nonlocal boundary value problem and some other similar problems have been studied in [5–7]. The interested reader
can also see [8–15]. We also refer the reader to [3,4,1] for more numerical works and the theoretical discussion and some
applications.
In recent years the development of computational techniques for solving the nonlocal boundary value problems has been
an important research topic in many areas of applied science and engineering. There are several authors who have used
the well-known finite difference methods [16], Galerkin technique, finite element methods, spectral techniques, boundary
element procedures, and so on (see [3,4,1,17–20] and the references therein) for the solution of some kinds of nonlocal
boundary value problems. Very recently the authors of [21] developed a method based on the radial basis functions method
[22]. The authors of [23] presented a method based on the Galerkin technique. A more extensive list of references and a
survey on the progress made on the nonlocal boundary value problems are given in [3]. More works can be found in [24,17,
25–34]. Some theoretical works and applications and numerical methods can be seen in [35–41]. The subject of the current
paper is the one-dimensional parabolic equation with an integral condition; however we refer the interested reader to [42,
43] for the solution of the one-dimensional wave equation subject to an integral condition [42].
This paper is divided to the following sections. The properties of Bernstein polynomials are presented in Section 2. The
numerical schemes for the solution of (1)–(4) are also described in Section 3. The results of numerical experiments are given
in Section 4. Section 5 consists of a brief conclusion.
2. The properties of Bernstein polynomials
The Bernstein polynomials of themth degree are defined on the interval [a, b] as [44]
Bi,m(x) =
m
i
 (x− a)i(b− x)m−i
(b− a)m , 0 ≤ i ≤ m,
wherem
i

= m!
i!(m− i)! .
These Bernstein polynomials form a basis on [a, b]. There are m + 1mth-degree polynomials. For convenience, we set
Bi,m(x) = 0 if i < 0 or i > m. A recursive definition can also be used to generate the Bernstein polynomials over [a, b]
such that the ithmth-degree Bernstein polynomials can be written as
Bi,m(x) = (b− x)b− a Bi,m−1(x)+
x− a
b− aBi−1,m−1(x).
It can easily be shown that each Bernstein polynomial is positive and the sum of all the Bernstein polynomials is unity for
all real x ∈ [a, b], i.e.,∑mi=0 Bi,m(x) = 1. It is easy to show that any given polynomial of degreem can be expanded in terms
of these basis functions.
2.1. The approximation of functions
Suppose that H = L2[t0, tf ] where t0, tf ∈ R, let {B0,m, B1,m, . . . , Bm,m} ⊂ H be the set of Bernstein polynomials of mth
degree, and suppose that
Y = Span{B0,m, B1,m, . . . , Bm,m},
and let f be an arbitrary element in H . Since Y is a finite dimensional vector space, f has a unique best approximation from
Y , say y0 ∈ Y , that is
∃y0 ∈ Y ; ∀y ∈ Y ‖f − y0‖2 ≤ ‖f − y‖2,
where ‖f ‖2 = √⟨f , f ⟩.
Since y0 ∈ Y , there exist unique coefficients c0, c1, . . . , cm such that
f ≃ y0 =
m−
i=0
ciBi,m = cTφ,
where φT = [B0,m, B1,m, . . . , Bm,m] and cT = [c0, c1, . . . , cm], and cT can be obtained from
cT ⟨φ, φ⟩ = ⟨f , φ⟩,
where
⟨f , φ⟩ =
∫ tf
t0
f (x)φ(x)Tdx = [⟨f , B0,m⟩, ⟨f , B1,m⟩, . . . , ⟨f , Bm,m⟩],
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and ⟨φ, φ⟩ is an (m+1)×(m+1)matrixwhich is said to be the dualmatrix ofφ, and is denoted byQ , andwill be introduced
in the following. Therefore
Q = ⟨φ, φ⟩ =
∫ tf
t0
φ(x)φ(x)Tdx,
and then
cT =
∫ tf
t0
f (x)φ(x)Tdx

Q−1. (5)
Theorem 1. Suppose that H is a Hilbert space and Y a closed subspace of H such that dim Y <∞ and {y1, y2, · · · , yn} is any
basis for Y . Let x be an arbitrary element in H and y0 be the unique best approximation to x from Y . Then
‖x− y0‖22 =
G(x, y1, y2, . . . , yn)
G(y1, y2, . . . , yn)
,
where
G(x, y1, y2, . . . , yn) =

⟨x, x⟩ ⟨x, y1⟩ · · · ⟨x, yn⟩
⟨y1, x⟩ ⟨y1, y1⟩ · · · ⟨y1, yn⟩
...
...
...
⟨yn, x⟩ ⟨yn, y1⟩ · · · ⟨yn, yn⟩
 .
Proof. See [45]. 
We define the inner product in L2[t0, tf ] by ⟨f , g⟩ =
 tf
t0
f(t)g(t)dt and the subspace Y = Span{B0,m, B1,m, . . . , Bm,m}, so
the absolute error presented in Theorem 1 can be written as
‖x− y0‖ =
det
 tf
t0
ψ(t)ψ
T
(t)dt

det
 tf
t0
φ(t)φ
T
(t)dt
 ,
where φT = [B0,m, B1,m, . . . , Bm,m] and ψT = [x, B0,m, B1,m, . . . , Bm,m]. The exact value of the approximation error is
presented by the above theorem, but in the following lemma we present an upper bound for estimating the error.
Lemma 2. Suppose that the function g : [t0, tf ] → R is m + 1 times continuously differentiable, g ∈ Cm+1[t0, tf ], and
Y = Span{B0,m, B1,m, . . . , Bm,m}. If cTφ is the best approximation to g from Y then the mean error bound is presented as follows:
‖g − cTφ‖2 ≤ M(tf − t0)
2m+3
2
(m+ 1)!√2m+ 3 ,
where M = maxx∈[t0,tf ] |g(m+1)(x)|.
Proof. We consider the Taylor polynomial y1(x) = g(t0)+ g ′(t0)(x− t0)+ · · · + g(m)(t0) (x−t0)mm! for which we know that
|g(x)− y1(x)| ≤ |g(m+1)(η)| (x− t0)
m+1
(m+ 1)! , (6)
where η ∈ (t0, tf ). Since cTφ is the best approximation to g from Y , and y1 ∈ Y , using (6) we have
‖g − cTφ‖22 ≤ ‖g − y1‖22 =
∫ tf
t0
|g(x)− y1(x)|2dx ≤
∫ tf
t0
[
g(m+1)(η)
(x− t0)m+1
(m+ 1)!
]2
dx
≤ M
2
(m+ 1)! 2
∫ tf
t0
(x− t0)2m+2dx = M
2(tf − t0)2m+3
[(m+ 1)! 2](2m+ 3) ,
and by taking the square roots we have the above bound. 
Now, we want to show this approximation converges to f only with the continuity condition of f whenm →∞.
Definition. We define the modulus of continuity ω(f , δ) of a general function f on [t0, tf ] by
ω(f , δ) = sup
x,y∈[t0,tf ]
|x−y|≤δ
|f (x)− f (y)|.
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Lemma 3. f (x) is uniformly continuous on [t0, tf ] if and only if limδ→0 ω(f , δ) = 0.
Proof. See [46]. 
Theorem 2. If f (x) be bounded on [0, 1] then
‖f − p(f ,m)‖∞ ≤ 32ω

f ,
1√
m

,
where p(f ,m) =∑mk=0 f ( km )Bk,m and ‖f ‖∞ = sup{|f (x)| : x ∈ domain of f }; also if f satisfies a Lipschitz condition of order α
on [0, 1] then
‖f − p(f ,m)‖∞ ≤ 32km
− α2 ,
where k is the Lipschitz constant.
Proof. See [46]. 
Lemma 4. If f (x) is bounded on [0, 1] and Y = Span{B0,m, B1,m, . . . , Bm,m} then
‖f − cTφ‖2 ≤ 32ω

f ,
1√
m

,
where cTφ is the best approximation to f from Y .
Proof. Since cTφ is the best approximation to f from Y and p(f ,m) ∈ Y , using ‖f ‖2 ≤ ‖f ‖∞ we have
‖f − cTφ‖2 ≤ ‖f − p(t, f )φ‖2 ≤ ‖f − p(t, f )φ‖∞ ≤ 32ω

f ,
1√
m

.
Note that if f is defined on [t0, tf ], we can transfer [t0, tf ] to [0, 1] and if f is uniformly continuous on [0, 1], by using
Lemmas 3 and 4, we have limm→∞ ω(f , 1√m ) = 0. 
2.2. The operational matrices of the Bernstein polynomials
The operational matrices for the integration Pm, differentiation Dm, dual Qm and product Cˆm are respectively given by∫ x
0
φm(t)dt ≃ Pmφm(x),
d
dx
φm(x) ≃ Dmφm(x),
Qm =
∫ b
a
φm(x)φTm(x)dx,
cTφm(x)φm(x)T ≃ φm(x)TCm.
The details of the obtaining of these matrices are given in [47].
3. Solution of the problem
In this section we want to convert the main problem to an equivalent integro-differential equation which includes
conditions (1)–(4) using a technique which can be generalized to equations in higher dimensions. From Eq. (1) we can
write
uxx(x, t) = ut(x, t)− Q (x, t),
so
ux(x, t) = ux(0, t)+
∫ x
0
uxx(s, t)ds = ux(0, t)+
∫ x
0
[ut(s, t)− Q (s, t)]ds,
and then
u(x, t) = A(t)+
∫ x
0
ux(s, t)ds.
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Therefore
u(x, t) = A(t)+ xux(0, t)+
∫ x
0
∫ s
0
[ut(s, t)− Q (s, t)]dsds. (7)
From (4) and (7) we obtain
B(t) = u(1, t) = A(t)+ ux(0, t)+
∫ 1
0
∫ s
0
[ut(s, t)− Q (s, t)]dsds,
so
ux(0, t) = B(t)− (A(t)+
∫ 1
0
∫ s
0
[ut(s, t)− Q (s, t)]dsds). (8)
Replacing (8) in (7) yields
u(x, t) = (1− x)A(t)+ xB(t)− x
∫ 1
0
∫ s
0
[ut(s, t)− Q (s, t)]dsds+
∫ x
0
∫ s
0
[ut(s, t)− Q (s, t)]dsds. (9)
For applying (2) we differentiate both sides of (9) with respect to t:
∂u(x, t)
∂t
= ∂
∂t
[
(1− x)A(t)+ xB(t)− x
∫ 1
0
∫ s
0
[ut(s, t)− Q (s, t)]dsds+
∫ x
0
∫ s
0
[ut(s, t)− Q (s, t)]dsds
]
, (10)
and then integrating both sides of (10) with respect to t gives
u(x, t)− u(x, 0) =
∫ t
0
∂
∂t
[
(1− x)A(t)+ xB(t)− x
∫ 1
0
∫ s
0
[ut(s, t)− Q (s, t)]dsds
+
∫ x
0
∫ s
0
[ut(s, t)− Q (s, t)]dsds
]
dt,
and therefore we can write
u(x, t) = f (x)+
∫ t
0
∂
∂t
[
(1− x)A(t)+ xB(t)− x
∫ 1
0
∫ s
0
[ut(s, t)− Q (s, t)]dsds
+
∫ x
0
∫ s
0
[ut(s, t)− Q (s, t)]dsds
]
dt. (11)
Now, we approximate the functions that satisfy (11) using the Bernstein polynomials given by (5):
u(x, t) = φT (x)Cφ(t),
f (x) = φT (x)Fφ(t),
Q (x, t) = φT (x)Kφ(t), (12)
ρ(x) = ρTφ(x),
ψ(x) = ψTφ(x),
1− x = φ(x)T e1,
x = φ(x)T e2,
where C, F , and K are (m+1)× (m+1)matrices and ρ, ψ, e1 and e2 are (m+1)×1matrices; also C is the only unknown
matrix and the rest of the matrices are known. Using (12) we have
A(t) = u(0, t) =
∫ 1
0
ρ(x)u(x, t) =
∫ 1
0
ρTφ(x)φT (x)Cφ(t)dx
= ρT
∫ 1
0
φ(x)φT (x)dx

Cφ(t) = ρTQmCφ(t), (13)
B(t) = u(1, t) =
∫ 1
0
ψ(x)u(x, t) =
∫ 1
0
ψTφ(x)φT (x)Cφ(t)dx
= ψT
∫ 1
0
φ(x)φT (x)dx

Cφ(t) = ψTQmCφ(t). (14)
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Substituting (12)–(14) in (11) and using the operationalmatrix of integration Pm, the operationalmatrix of differentiation
Dm and the dual matrix Qm yields
φT (x)Cφ(t) = φT (x)Fφ(t)+
∫ t
0
∂
∂t
[φT (x)[e1ρTQmC + e2ψTQmC
− e2φT (1)(PTm)2(CDm − K)+ (PTm)2(CDm − K)]φ(t)]dt
= φT (x)Fφ(t)+
∫ t
0
∂
∂t
[φT (x)Yφ(t)]dt,
where
Y = e1ρTQmC + e2ψTQmC − e2φT (1)(PTm)2(CDm − K)+ (PTm)2(CDm − K).
Using the operational matrices we have
φT (x)CφT (t) = φT (x)[F + YDmPm]φ(t),
and so the following set of algebraic equations is obtained:
C = F + YDmPm.
3.1. The extension to higher dimensional problems
This technique can be easily generalized to solve the two-dimensional heat equation with nonlocal boundary conditions.
Consider the two-dimensional time-dependent diffusion equation [48–51]
ut = uxx + uyy,
with initial condition given by
u(x, y, 0) = f1(x, y),
and the nonlocal boundary specifications [48]
u(0, y, t) =
∫ 1
0
∫ 1
0
κ(0, y, η, γ )u(η, γ , t)dηdγ = f2(y, t),
u(1, y, t) =
∫ 1
0
∫ 1
0
κ(1, y, η, γ )u(η, γ , t)dηdγ = f3(y, t),
u(x, 0, t) =
∫ 1
0
∫ 1
0
κ(x, 0, η, γ )u(η, γ , t)dηdγ = f4(x, t),
u(x, 1, t) =
∫ 1
0
∫ 1
0
κ(x, 1, η, γ )u(η, γ , t)dηdγ = f5(x, t).
This problem can be converted to an integro-differential equation using the presented technique as
u(x, y, t) = f1(x, y)+
∫ t
0
∂
∂t
u2(x, y, k)dk,
where
u2(x, y, t) = f4(x, t)+ y

f5(x, t)− f4(x, t)−
∫ 1
0
∫ n
0
∂2
∂y2
[u3(x,m, t)]dm dn

+
∫ y
0
∫ n
0
∂2
∂y2
[u3(x,m, t)]dm dn,
u3(x, y, t) = f2(y, t)+ x

f3(y, t)− f2(y, t)−
∫ 1
0
∫ r
0
∂2
∂x2
[u4(s, y, t)]ds dr

+
∫ x
0
∫ r
0
∂2
∂x2
[u4(s, y, t)]ds dr,
∂2
∂x2
[u4(x, y, t)] = ∂
∂t
[u(x, y, t)] − ∂
2
∂y2
[u(s, y, t)].
For the two-dimensional parabolic equation with nonlocal and Neumann boundary conditions, the interested reader can
see [19,20].
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Table 1
Absolute error of u(x, t).
(x, t) m = 3 m = 5 m = 8
(0, 0) 0.0595026 0.00147422 1.45124×10−6
(0.1, 0.1) 0.0595026 0.000302702 0.0000310945
(0.2, 0.2) 0.0097312 0.00060162 0.00004749
(0.3, 0.3) 0.0100168 0.000810852 0.0000523868
(0.4, 0.4) 0.0268596 0.000516322 0.0000491224
(0.5, 0.5) 0.0327468 0.000405996 0.0000402938
(0.6, 0.6) 0.029146 0.00062697 0.0000266773
(0.7, 0.7) 0.0219874 0.000841906 9.54581×10−6
(0.8, 0.8) 0.0178285 0.000715461 7.40542×10−6
(0.9, 0.9) 0.0212586 0.000404053 0.0000237074
(1, 1) 0.0334675 0.000815635 0.0000376683
Fig. 1. Estimated and exact solutions of u(x, t).
4. Illustrative examples
To demonstrate the applications of the new method described in the current paper and its performance, the results
obtained for several examples [3,4,1,17,18] are presented in this section.
Example 1. Consider Eqs. (1)–(4) with
ρ(x) = 2 sin(πx),
ψ(x) = −2 cos(πx),
f (x) = sin(πx)+ cos(πx),
Q (x, t) = (π2 − 1)e−t(sin(πx)+ cos(πx)),
which has the exact solution
u(x, t) = e−t(sin(πx)+ cos(πx)).
We plot the estimated and exact solutions in Fig. 1 and present the absolute error u(x, t) for some points in Table 1.
Example 2. Consider Eqs. (1)–(4) with
ρ(x) = 0,
ψ(x) = 3,
f (x) = x2,
Q (x, t) = −(2+ x2)e−t ,
which has the exact solution
u(x, t) = x2e−t .
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Table 2
Absolute error of u(x, t).
(x, t) m = 3 m = 5 m = 7
(0, 0) 0 0 0
(0.1, 0.1) 0.000014678 8.83011× 10−8 3.07905×10−10
(0.2, 0.2) 0.0000305974 1.62021× 10−7 5.14428×10−10
(0.3, 0.3) 0.0000360426 2.31985× 10−7 5.25672× 10−9
(0.4, 0.4) 0.0000377214 4.37368× 10−7 1.83573× 10−8
(0.5, 0.5) 0.0000405542 1.07606× 10−6 5.03002× 10−8
(0.6, 0.6) 0.0000594821 2.83544× 10−6 1.31624× 10−7
(0.7, 0.7) 0.000160659 7.3372× 10−6 3.39324× 10−7
(0.8, 0.8) 0.000529726 0.0000187127 8.65694× 10−7
(0.9, 0.9) 0.00156516 0.0000477184 2.19372× 10−6
(1, 1) 0.00399493 0.000120888 5.53809× 10−6
Fig. 2. Estimated and exact solutions of u(x, t).
We plot the estimated and exact solutions in Fig. 2 and present the absolute error u(x, t) for some points in Table 2.
Example 3. Consider the main partial differential equation such that
ρ(x) = 0,
ψ(x) = 0,
f (x) = sin(πx),
Q (x, t) = (π2 + 1)et sin(πx),
which has the exact solution
u(x, t) = et sin(πx).
We plot the estimated and exact solutions in Fig. 3 and present the absolute error u(x, t) for some points in Table 3.
Example 4. Consider Eqs. (1)–(4) with [30]
ρ(x) = 2 cos(πx),
ψ(x) = − sin(πx),
f (x) = 0,
Q (x, t) = (sin(πx)+ cos(πx))(1+ e−t + π2(1− e−t)),
having the exact solution
u(x, t) = (sin(πx)+ cos(πx))(1− e−t).
We plot the estimated and exact solutions in Fig. 4 and present the absolute error u(x, t)withm = 8 and the absolute error
u(x, t) obtained in [30] with n = 50 for some points in Table 4.
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Table 3
Absolute error of u(x, t).
(x, t) m = 3 m = 5 m = 8
(0, 0) 0.0504655 0.00131346 1.31773×10−7
(0.1, 0.1) 0.0144524 0.000569232 0.0000787467
(0.2, 0.2) 0.0312162 0.000274019 0.000205301
(0.3, 0.3) 0.0175319 0.000484419 0.000311401
(0.4, 0.4) 0.00452778 0.000299683 0.000378699
(0.5, 0.5) 0.0136467 0.000980397 0.0000402938
(0.6, 0.6) 0.00429404 0.000687372 0.000384876
(0.7, 0.7) 0.048753 0.0000240745 0.00032818
(0.8, 0.8) 0.0965285 0.000629925 0.000238398
(0.9, 0.9) 0.0938767 0.00289131 0.000125456
(1, 1) 0.0504655 0.00131346 1.31773×10−7
Fig. 3. Estimated and exact solutions of u(x, t).
Fig. 4. Estimated and exact solutions of u(x, t).
Example 5. Consider the parabolic partial differential equation [52] such that
ρ(x) = ψ(x) = −δ,
f (x) = x(x− 1)+ δ
6(1+ δ) ,
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Table 4
Absolute error of u(x, t).
(x, t) Presented method withm = 8 Method [30]
(0.2, 0.1) 0.0000286444 6.6929× 10−5
(0.5, 0.25) 0.0000300034 1.61436× 10−4
(0.9, 0.45) 0.0000204942 2.37638× 10−4
(0.1, 0.2) 0.0000354157 8.887543× 10−5
(0.25, 0.25) 0.0000421702 1.44744× 10−4
(0.45, 0.9) 0.0000377174 4.60293× 10−5
(0.2, 0.2) 0.0000392584 1.00066× 10−4
(0.4, 0.4) 0.0000405778 1.77034× 10−4
(0.6, 0.6) 0.0000209623 1.77352× 10−4
(0.8, 0.8) 6.67387× 10−6 1.00247× 10−4
(0.9, 0.9) 0.0000205537 6.02934× 10−4
Fig. 5. Estimated and exact solutions of u(x, t).
Q (x, t) = −e−t
[
x(x− 1)+ 2+ δ
6(1+ δ)
]
,
which has the exact solution
u(x, t) = e−t
[
x(x− 1)+ δ
6(1+ δ)
]
, δ = 0.0144, 0 ≤ x ≤ 1, 0 ≤ t ≤ 3.
We first transfer 0 ≤ t ≤ 3 to [0, 1], so the equation is converted to
ρ(x) = ψ(x) = −δ,
f (x) = x(x− 1)+ δ
6(1+ δ) ,
Q (x, t) = −e−3t
[
2+ 3

x(x− 1)+ δ
6(1+ δ)
]
,
with the exact solution
u(x, t) = e−3t
[
x(x− 1)+ δ
6(1+ δ)
]
, δ = 0.0144, 0 ≤ x ≤ 1, 0 ≤ t ≤ 1.
We plot the estimated and exact solutions of u(x, t) in Fig. 5 and present the absolute error for some points in Table 5.
5. Conclusion
In this paper the operational matrices for integration, differentiation, the product and the dual of Bernstein polynomials
basis are utilized to reduce solving the parabolic differential equation with nonlocal boundary conditions to the solution of
algebraic equations. The newmethod presented in the current paper can readily be extended to other appropriate parabolic
partial differential equations. The technique is general, easy to implement, and yields very accurate results. The numerical
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Table 5
Absolute error of u(x, t).
(x, t) Presented method withm = 8
(0, 0) 3.4386× 10−11
(0.1, 0.1) 0.0000171854
(0.2, 0.2) 0.0000454002
(0.3, 0.3) 0.0000690248
(0.4, 0.4) 0.0000840029
(0.5, 0.5) 0.0000894203
(0.6, 0.6) 0.0000853707
(0.7, 0.7) 0.0000725889
(0.8, 0.8) 0.0000525127
(0.9, 0.9) 0.0000272053
(1, 1) 8.20626× 10−7
tests obtained by using the method developed in this article show that the new method produces acceptable results. Also
the presented upper bound of the error suggests convergence to the exact solution when m → ∞. It is worth noting
that the new technique developed in the current paper can be extended to solve similar problems in higher dimensions
[48–51,19].
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Appendix
Here, we describe how the smallness of the integral kernel in the nonlocal boundary condition affects the numerical
method. Therefore, we express some points as follows:
Definition 1. Let A = [ai,j](m+1)×(m+1) and B = [bi,j](m+1)×(m+1); we say that A ≤ B if only if ai,j ≤ bi,j for i, j =
1, 2, . . . ,m+ 1.
Definition 2. Function G(x, t) ∈ L2[0, 1] is called small whenever  10  10 (G(x, t))2dxdt < 1.
Proposition 1. Let φT = [B0,m, B1,m, . . . , Bm,m]; then
 1
0 φ(t)
Tdt = 1m+1 [1, 1, . . . , 1]. Also let Q be the operational matrix of
the dual; then the summation of elements of any column and any row of Q−1 is m+ 1.
Proof. See [47]. 
It is clear that if function G(x, t) is small then G(x, t) is bounded, i.e.
∃k; ∀(x, t) ∈ [0, 1] × [0, 1] |G(x, t)| < k,
so the coefficient matrix G¯ = [G¯i,j](m+1)×(m+1) in the approximation G(x, t) ≃ φ(x)T G¯φ(t) has bounded elements because
−k < G(x, t) < k H⇒ −k < φ(x)T G¯φ(t) < k
⇒ −kφ(x)φ(t)T < φ(x)φ(x)T G¯φ(t)φ(t)T < kφ(x)φ(t)T
⇒ −k
∫ 1
0
∫ 1
0
φ(x)φ(t)Tdxdt <
∫ 1
0
∫ 1
0
(φ(x)φ(x)T G¯ φ(t)φ(t)T )dxdt
<
∫ 1
0
∫ 1
0
kφ(x)φ(t)Tdxdt.
Using Proposition 1 we obtain
−k
(m+ 1)2 1 < Q G¯Q <
k
(m+ 1)2 1,
in which 1 is an (m+ 1)× (m+ 1)matrix whose elements are all 1. By multiplying both sides of this inequality by Q−1 and
employing Proposition 1 we obtain
−k1 < G¯ < k1,
so−k < G¯i,j < k for i, j = 1, 2, . . . ,m+ 1.
In this paper, we finally obtain a system of nonlinear algebraic equations. If the integral kernels are small then the
elements of the coefficientmatrix of their approximationswill be bounded, so the existing coefficientmatrices in the system
of algebraic equations shrink and can be effectively solved, and thus the accuracy of the method increases.
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