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2Abstract
Shocks and blast waves are ubiquitous features observed in plasma physics and in as-
trophysical phenomena and, as such, have long been the subject of experimental and
theoretical studies. This thesis describes experimental and numerical investigations of the
dynamics of laser driven shocks in cluster media. Target gases of atomic clusters have
been shown to exhibit efficient absorption of high-intensity laser radiation, allowing to
use ‘table-top’ scale laser systems to drive high Mach-number shock waves. By applying
hydrodynamic scaling laws, these systems can provide insight into the physics governing
much larger astrophysical phenomena, such as supernova remnants.
Experiments were conducted to investigate the structure and propagation dynamics
of cylindrical blast waves in radiative and non-radiative gases. Shock profiling stud-
ies performed at Imperial College London are presented, that highlight the need for
non-LTE calculations of the shock physics. Investigations into the onset of the radiation
driven thermal cooling instability (TCI) were performed by means of a streaked Schlieren
technique, developed to obtain single-shot shock trajectory measurements, while removing
any ambiguities imposed by shot-to-shot fluctuations. In order to scale previous results
to higher drive energies, experiments were performed using the Vulcan laser facility at
the Rutherford Appleton Laboratory. The resulting cluster absorption and shocked gas
comparison data is discussed in detail, including data indicating the first experimental
observation of TCI.
To study shock collisions, a unique focal geometry has been employed, creating two
near-parallel cylindrical shocks. By means of an interferometric tomography technique,
the full 3D electron density profile was reconstructed, showing complex material transport
and Mach stem formation at the oblique shock collision interface, confirmed by 3D hy-
drodynamics simulations. To investigate this feature further, shock interactions with an
obstruction were also performed, showing interesting propagation features through density
steps imposed by the obstruction in the cold gas stream.
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Chapter 1
Introduction
The rapid development of short-pulse, high-power laser systems over the last decade has
made it possible to produce high-energy-density plasmas on a ∼ mm scale. This enables
the study of phenomena in the laboratory that are otherwise found only in astrophysical
scenarios [1, 2]. Even though laboratory and astrophysical systems differ by many orders
of magnitude in both temporal and spatial scale, they are governed by the same physical
processes. In fact, both scenarios can be shown to be hydrodynamically equivalent, pro-
vided that characteristic dimensionless parameters such as the Mach, Reynolds and Peclet
number are comparable [3, 4]. Ultimately this enables the systematic study of astrophys-
ical plasmas using scaled laboratory analogues driven by high-intensity lasers, provided
that suitable initial conditions are met.
From high-resolution images of astrophysical nebulae and supernova remnants (SNR)
such as SN 1987A, it can be seen that rather than being spatially ‘smooth’, these systems
generally exhibit an intricate structure full of turbulence [5]. Formation of these com-
plex structures is thought to be driven by strong shocks and blast waves, highlighting the
importance of the study of these phenomena for laboratory astrophysics and, more gen-
erally, for high-energy-density plasma physics. Simple gas targets typically absorb < 1%
when irradiated with a high-intensity laser, producing only relatively low temperature
plasmas. Therefore, in order to access these exotic regimes of high-energy-density plasmas
and to study instabilities and overstabilities in SNR-like structures, large laser facilities
are generally required.
This thesis describes how the extreme conditions necessary for laboratory astrophysics
can also be elegantly realised with ‘table-top’ scale lasers by utilising the unique absorp-
tion properties of cluster gases as a target medium [6–8]. These have been shown to
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increase the absorption efficiency up to ∼ 90% compared to the unclustered case [9, 10].
This allows for a substantial deposition of energy into the target medium thus creating
low-average-density but high-temperature plasmas. This unique property is utilised for
the experiments described in this thesis in order to investigate radiative and non-radiative
shocks driven by intense laser pulses in cluster gases.
1.1 Organisation of Thesis
Unless otherwise specified all equations are written in SI notation. Where appropriate,
some equations or variables are given in ‘practical’ units, which are identified in square
brackets behind the variable, i.e. λ[µm] refers to the laser wavelength in units of µm.
Bold variables denote vectors, i.e. x is a scalar whereas x is a (usually three-dimensional)
position vector. A dot above a variable, x˙, denotes the derivative with respect to time,
i.e. x˙ = ∂x/∂t.
This thesis is divided into several chapters, the first of which is a general introduction
into the topic and content of this work. Ch. 2 gives a brief review of plasma physics
concepts followed by a discussion of laser-plasma interactions. Then, the physics of shocks
and blast waves are introduced in conjunction with ideal theoretical blast wave solutions,
based on an adiabatic shock. Armed with the knowledge introduced in the previous sec-
tions, these concepts are combined to shock waves in plasmas and the impact of radiation.
The chapter concludes with a discussion of the scalability of laser driven shock experiments
to an astrophysical scenario.
The following chapter provides details about tools and diagnostics used in the ex-
periments. The chapter starts with an introduction to the most relevant concepts for
high-intensity lasers. This is followed by a discussion of the two main laser systems em-
ployed for the experiments in this thesis, the ICLC Nd:Glass laser at Imperial College
London and the Vulcan Laser at the Rutherford Appleton Laboratory. The production of
atomic clusters is then reviewed, with a focus on the hardware used for the experiments.
Following this, the main plasma imaging diagnostics are discussed in detail, along with the
methodology for how they can be used to extract information about the probed system.
The chapter concludes with a description of a streak camera, to obtain time-resolved,
plasma measurements, as well as an approach to extract plasma temperatures via X-ray
imaging.
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The fourth chapter begins by introducing a variety of conceptual models aimed at
describing the efficient absorption of high-intensity laser radiation by atomic clusters.
Following this, both previously published results as well as new absorption measurements
on high-energy laser systems are presented, showing efficient absorption spanning several
orders of magnitude in incident laser intensity and energy.
Ch. 5 is the first main experimental chapter and discusses experiments conducted at
Imperial College London between 2005 and 2006. Here, the propagation dynamics of blast
waves are studied in the context of radiative and non-radiative shocks. This includes a
comparison of shock profiles in different gases at a similar evolution time as well as shock
trajectory studies based on both multi- and single-shot measurements. Particularly, the
second experiment was aimed at observing the thermal cooling instability in a radiative
shock expansion via time-resolved blast wave trajectory analysis.
The topic of Ch. 6 is an experimental campaign conducted at the Rutherford Appleton
Laboratory in late 2007. Here, the goal was to scale previous experimental results obtained
at Imperial College London to significantly higher drive energies. In this chapter, results
from single-shot trajectory measurements, indicative of the thermal cooling instability are
discussed, along with short-pulse probe results which highlight the significance of radiation
at the extreme experimental conditions used. The chapter also discusses an attempt to
extract temperature measurements via X-ray spectroscopy, as well as a new experimental
geometry used to study the impact of ionisation of the ambient material on shock expan-
sion. The chapter concludes with a comparison of the results from three hydrodynamic
simulations which are used to model some of the experimental results obtained during the
campaign at the Rutherford Appleton Laboratory.
The seventh chapter is the final experimental chapter and discusses two experiments
conducted at Imperial College London in 2006 and 2007, undertaken to study the dynamics
of shock collisions and interactions with unyielding objects. After providing a theoretical
introduction into the physics of oblique shocks, the first experiment focusses on collision
dynamics of two counter-propagating shocks. Electron density profiles obtained via a
three-dimensional tomographic reconstruction of the interaction are discussed along with
numerical modelling showing the onset of a Mach stem in the collision plane between the
two shocks. The second experiment then discusses an experimental attempt to further
study the onset of Mach stem formation in laser driven blast waves.
Ch. 8 provides a brief summary of the work presented in this thesis, along with a
discussion of the most important issues to be addressed in order to improve previous ex-
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periments. This is followed by suggestions for additional experimental geometries in order
to study complex laser driven shock structures. Furthermore, extensions of experimental
capabilities via upgraded or newly developed laser systems are discussed along with a brief
discussion of the proton imaging technique, which is planned to be implemented for future
studies.
1.2 Contributors and Publications
The blast wave profiling experiment discussed in Ch. 5 was carried out by A. S. Moore,
J. Lazarus and the author, while the analysis was performed by A. S. Moore. The exper-
imental streaked Schlieren data presented in the same chapter were taken by J. Lazarus,
A. S. Moore and the author. The idea for this experiment was originally proposed by
M. Dunne and R. A. Smith, who was also responsible for optimising the streak camera.
The analysis of the experimental data was largely conducted by A. S. Moore while the
hydrodynamics modelling of the data was performed by T. J. A. Plant.
Performing experiments at a large research facility such as the Rutherford Appleton
Laboratory requires a sizeable team of people to work and collect the data. For the
experiment discussed in Ch. 6 as well as the absorption results from Ch. 4, the technical
assistance and the operation of the laser was provided by the Central Laser Facility staff.
The author was involved in the planning, setting up and running of the experimental
equipment alongside with J. Lazarus, R. E. Carley, H. W. Doyle, D. R. Symes, A. S.
Moore, E. T. Gumbrell and R. A. Smith. The analysis was performed in full by the
author. The numerical codes used in the last section of Ch. 6 for modelling were run by
the author with assistance from A. Marocchino and D. R. Symes.
The experimental work on shock-shock collisions presented in Ch. 7 was carried out
by J. Lazarus and the author, while the analysis was performed by the former. The
three-dimensional modelling of the experiment was implemented by J. Lazarus and A.
Marocchino, who adapted the original magneto-hydrodynamics code Gorgon, initially
written by J. P. Chittenden and co-workers, to include a test-particle tracking algorithm.
The experiment to study shock-interactions with an oblique obstruction and the onset of
Mach stem formation was performed by R. E. Carley and the author, who also conducted
the analysis.
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The following publications present work discussed in this thesis:
1. A. S. Moore, J. Lazarus, M. Hohenberger, J. S. Robinson, E. T. Gum-
brell, M. Dunne, R. A. Smith, Investigating the astrophysical applicability of
radiative and non-radiative blast wave structure in cluster media, Astrophysics And
Space Science 307(1-3), 139–145 (2007)
2. R. A. Smith, J. Lazarus, M. Hohenberger, A. S. Moore, J. S. Robinson,
E. T. Gumbrell, M. Dunne, Colliding blast waves driven by the interaction of
a short-pulse laser with a gas of atomic clusters, Astrophysics And Space Science
307(1-3), 131–137 (2007)
3. R. A. Smith, J. Lazarus, M. Hohenberger, A. Marocchino, J. S. Robinson,
J. P. Chittenden, A. S. Moore, E. T. Gumbrell, M. Dunne, High resolution
imaging of colliding blast waves in cluster media, Plasma Physics And Controlled
Fusion 49(12B), B117–B124 (2007)
4. A. S. Moore, E. T. Gumbrell, J. Lazarus, M. Hohenberger, J. S. Robin-
son, R. A. Smith, T. J. A. Plant, D. R. Symes, M. Dunne, Full-trajectory
diagnosis of laser-driven radiative blast waves in search of thermal plasma instabili-
ties, Physical Review Letters 100(5), 055001 (2008)
5. E. T. Gumbrell, A. S. Moore, J. Lazarus, E. L. Clark, P. M. Nilson,
W. J. Garbett, A. J. Comley, J. S. Robinson, M. Hohenberger, R. D.
Edwards, R. E. Eagleton, R. J. Clarke, D. R. Symes, R. A. Smith, Laser
heating of large noble gas clusters: From the resonant to the relativistic regimes, New
Journal Of Physics 10(12), 123011 (2008)
The following publication presents additional work that the author participated in during
his postgraduate studies, but is not presented in this thesis:
1. D. R. Symes, A. S. Moore, A. J. Comley, J. Lazarus, M. Hohenberger,
J. W. G. Tisch, R. A. Smith, Blast-wave diagnosis of self-focusing of an intense
laser pulse in a cluster medium, Physics Of Plasmas 14(6), 063102 (2007)
Chapter 2
Theoretical Background
The goal of this chapter is to introduce the most important theoretical concepts, required
to understand the experiments and results presented in this thesis. The chapter will
start with a brief overview of plasma physics concepts. Since the shocks discussed in this
thesis are launched by generating a plasma with a high-intensity laser, the plasma physics
review is followed by a description of the most important types of laser-plasma interactions,
including heating and absorption. Subsequently, a general description of shocks and blast
waves based on the jump conditions is introduced, and an adiabatic blast wave theory
is derived in different geometries. Following this, the shock and blast wave physics are
extended to a plasma scenario, in which additional effects, such as radiation or electron
conduction become important. The final section of the chapter, discusses the applicability
of scaling laws which allow to compare laboratory scale experiments with astrophysical
scenarios, after which the chapter will conclude.
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2.1 Plasma Physics Concepts
A plasma is a collection of electrons and ions interacting with each other through elec-
tromagnetic forces. A very common statement is that 99% of the universe consists of
plasma. With regards to recent astrophysical observations leading to the postulation of
the existence of dark matter, this may not be true. However, it is certainly still valid that
99% of the readily observable matter in the universe is plasma. Plasmas are ubiquitous
in high-energy-density physics, as the generation of high pressures (∼ 1Mbar) in mate-
rials at solid density or lower, generally requires temperatures high enough to ionise the
atoms. In the following section some basic plasma physics concepts are introduced which
are necessary to understand the physics behind driving shocks in cluster media.
2.1.1 Definition of a plasma
A plasma is composed of ni ions and ne electrons per unit volume. Due to the electromag-
netic forces acting between them, the charges tend to accumulate with their separation
only limited by thermal motion. This competition gives rise to a characteristic shielding
distance, the Debye length, λD, defined as [11]
λ−1D =
√
e2
0kB
[
ne
Te
+
∑
i
niZ2i
Ti
]
. (2.1)
Here, e, 0 and kB denote the modulus of the electron charge, the permittivity of free space
and the Boltzmann constant, respectively. The subscripts e and i designate electrons and
ions, T is the temperature and the sum is taken over each ion species, i, individually, so
that Zi denotes the charge state of ion species i. On a fast enough timescale, the ions can
be considered to form a stationary background and Eq. (2.1) can be approximated to the
more commonly used electron Debye length, λDe
λDe =
√
0kBTe
nee2
. (2.2)
In the context of this thesis, this is the value typically used as the Debye length.
To help interpret the significance of the Debye length, consider a two-species plasma in
which the electron charge inside one Debye sphere equals the ion charge, ne = Zni, i.e. the
plasma is assumed to be quasi-neutral. Here, the subscript i for the charge state, Zi, was
dropped, since only one ion species is considered. Assuming particles are distributed by
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classical statistics with a common temperature, T , in the charge potential, φ, the charge
density, ρc, in the vicinity of an ion at position r = 0 is given by
ρc = Zeδ(0)− nee exp
[
eφ
kBT
]
+ niZe exp
[−Zeφ
kBT
]
. (2.3)
In the weak-coupling limit, |qφ|  kBT , particles are assumed to move freely and are only
weakly affected by nearby ones. In this case Eq. (2.3) can be Taylor expanded and solved
with Poisson’s equation, ∇2φ = −ρc/0. From this, the charge potential at a distance r
and in spherical coordinates is found to be
φ(r) =
1
4pi0
Ze
r
e−r/λD . (2.4)
Eq. (2.4) demonstrates the well known result that the potential of any charge inside a
plasma falls away exponentially faster than the potential of an isolated charge in vacuum,
which scales as ∼ 1/r. This effect is known as Debye-shielding and requires the plasma
parameter, the number of electrons contained in one Debye sphere, ND = 4pineλ3D/3, to
be large, i.e. ND  1 → λD  n−1/3e . In fact, this requirement is equivalent to the
weak coupling condition imposed above [11]. A plasma is said to be ideal if the number
of particles inside a Debye sphere can be taken to approach infinity.
In combination with the quasi-neutrality requirement, the following scale length re-
strictions are therefore imposed onto the plasma state
n−1/3e  λD  L (2.5)
in which L = ne/|∇ne| is the so-called plasma scale length. For a typical laser produced
plasma in hydrogen gas with ne = 1019cm−3 and T = 1keV , this gives n
−1/3
e ≈ 5nm,
λD ≈ 50nm and L can be on the order of several 100µm. It should be noted however, that
many systems with some degree of ionisation are commonly described as plasmas despite
violating the previous condition. For example, solid density plasmas at a few eV will have
less than one particle per Debye sphere and can therefore not be described as ideal [11].
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2.1.2 Particle Motion in a plasma
The motion of a particle j with charge qj at a position rj in a plasma with N particles is
generally described by the following set of equations [12]
mj r¨j = qj
(
E + r˙j ×B
)
+ F (2.6)
E(rj) =
1
4pi0
N∑
k=1
qk
|rk − rj |3 (rk − rj) (2.7)
where E and B are the electric and magnetic fields acting on the particle. The first term
on the right-hand side of Eq. (2.6) is the Lorentz force and F denotes additional non-
electromagnetic forces such as gravity, all of which are taken at the particle position rj .
Thus, in three dimensions a total of 6N equations have to be solved to fully describe the
plasma behaviour at the particle level. Consequently this poses a significant problem for
realistic molecular dynamics simulations, ultimately limiting the sample size that can be
modelled successfully. Including Maxwell’s equations (see §2.1.4) increases the complexity
even further, making it necessary to find other, kinetic or statistical approaches to describe
the plasma behaviour. This is often accomplished by describing the plasma as a fluid or
as an interpenetrating pair of electron and ion fluids.
2.1.3 The Euler Equations
In the fluid description of a plasma, the location of particles of species j is described by
a phase space distribution function, fj(r,v, t). In a collisionless plasma this obeys the
Vlasov equation
∂fj
∂t
+ u · ∇fj + qj
mj
(E + u×B) · ∂fj
∂u
= 0 (2.8)
simply stating that fj is a constant and the phase space density is conserved for each
species [12]. Here ∂∂u = (
∂
∂ux
, ∂∂uy ,
∂
∂uz
), u is the fluid velocity and mj is the mass of
particle species j. By taking moments of the Vlasov equation and omitting the species
subscript j for clarity, the Euler equations are obtained [12]. These are
∂ρ
∂t
+∇ · (ρu) = 0 (2.9a)
ρ
(
∂u
∂t
+ (u · ∇)u
)
= ρc(E + u×B)−∇p (2.9b)
∂p
∂t
+ u · ∇p = −γp∇ · u (2.9c)
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where ρ, ρc and p are the mass density, charge density and pressure, respectively.
Eq. (2.9a) is the ‘continuity equation’ describing the conservation of mass, Eq. (2.9b)
is the ‘equation of motion’, describing the change in momentum density as a result of
pressure gradients and electro-magnetic forces and Eq. (2.9c) is the ‘energy equation’
stating the conservation of energy. Note, that in a pure fluid description, as will be used
in §2.5 to scale hydrodynamic systems, the electromagnetic forces in Eq. (2.9b) are as-
sumed to be negligible. Eq. (2.9c) assumes the fluid to be polytropic with the pressure
related to density via a factor γ, such that p ∝ ργ , where γ is the polytropic index. If the
polytropic index is given by the ratio of specific heat at constant pressure to specific heat
at constant volume, γ = cp/cv, it is referred to as the adiabatic index. From thermody-
namics it is known that the heat capacity ratio can be related to the number of degrees
of freedom of the particles, f , via γ = f+2f . For example, a fully ionised, non-relativistic
gas has a γ of 5/3, for a diatomic molecular gas γ is equal to 7/5.
Note, that the pressure in Eq. (2.9b) and (2.9c) is written as a scalar quantity and is
therefore assumed to be isotropic. Generally the pressure is defined as a tensor, P, and
∇p would have to be written as a vector, ∇ · P. In most cases the isotropic approach
describes the pressure sufficiently well. However, if viscous effects become important or in
strongly magnetised plasmas where particle motion along the B-field lines is different to
behaviour perpendicular to them, the pressure has to be included in the tensorial form.
It is sometimes useful to express a continuity equation in the conservative form, in
which changes to a quantity Q are attributed directly to sources or sinks (i.e. ‘negative’
sources).
∂
∂t
ρQ +∇ · ΓQ = SQ (2.10)
Here the density, ρQ, of the quantity Q is determined by the flux, ΓQ, and the net vol-
umetric sources, SQ, of the same quantity. Recasting the energy equation Eq. (2.9c) in
this form yields
∂
∂t
(
ρ+
ρu2
2
)
= −∇ ·
[
ρu
(
+
u2
2
)
+ pu
]
(2.11)
introducing the internal energy . For an ideal gas this is given by  = pρ(γ−1) =
RT
γ−1 ,
where R is the gas constant R = pρT .
An additional problem that should be mentioned here is known as the closure problem.
As detailed above, the fluid equations are derived by taking moments of the Vlasov equa-
tion. The closure problem arises because each moment contains terms of the next higher
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moment, i.e. the continuity equation, Eq. (2.9a), involves the momentum (ρu) and the
momentum equation, Eq. (2.9b), contains the energy density as ∇p. Therefore, in order
to obtain a closed set of equations, either one of the higher moments has to be assumed
to be zero or a well defined function of lower moments. In the case of the Euler equations,
this was achieved by setting the heat flux, which is the next higher moment and would
therefore otherwise be included in Eq. (2.9c), to zero. Thus, it is important to recognise
how internal energy, temperature, density and momentum are related to each other in
order to understand or simulate plasma behaviour. This relation is generally referred to
as the equation of state, or, in short, the EOS.
In a plasma consisting of just one ion species, one can describe the ions and electrons
individually utilising two separate sets of Euler equations. This is known as the two-fluid
description. While this is a very common approach, it is sometimes necessary to make a
finer distinction and, for example, describe a population of very energetic ions or electrons
within the plasma, as a separate fluid species as well.
2.1.4 Maxwell’s Equations
The two-fluid description introduced in the previous section is completed by a consider-
ation of Maxwell’s equations, which relate the electric and magnetic fields to charge and
current density. These well known equations are
∇ ·E = ρc
0
(2.12)
∇ ·B = 0 (2.13)
∇×E = −∂B
∂t
(2.14)
∇×B = µ0J + 1
c2
∂E
∂t
(2.15)
in which J is the current density and µ0 is the permeability of free space. These equations
explicitly assume that the medium is not inherently magnetised or electrically polarised,
so that all charges and currents can be accounted for. Eq. (2.12) is known as Gauss’
law, Eq. (2.13) describes the absence of magnetic monopoles, Eq. (2.14) is Faraday’s law
and Eq. (2.15) is Maxwell’s generalisation of Ampere’s law describing sources of magnetic
fields. In this equation the relationship c = 1/
√
0µ0 for the vacuum speed of light, c, was
used.
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2.1.5 More Generalised Single-Fluid Equations
Even though the fluid description introduced in §2.1.3 can be used to describe a multitude
of phenomena in shock physics, in many plasma structures additional sources and fluxes
such as radiative heat transport can also become important. While, for reasons of easier
applicability and scalability, the simpler Euler equations are more commonly used in the
context of this thesis, it is still important to be aware of these additional effects. Thus
this section aims at introducing some of these complex situations in the form of more
generalised fluid equations. For this discussion no interior mass sources are considered,
and so the continuity equation, Eq. (2.9a), remains unchanged. Using the conservative
form as presented in Eq. (2.10), the general transport equations for momentum and energy
in the non-relativistic limit now become [11]
ρ
(
∂u
∂t
+ u · ∇u
)
= −∇(p+ pR) +∇ · σν + FEM + Fother and (2.16)
∂
∂t
(
ρ+
ρu2
2
+ ER
)
+∇ ·
[
ρu
(
+
u2
2
)
+ pu
]
= −∇ · Γ− J ·E + Fother · u. (2.17)
Here, FEM denotes the interaction of charges with electromagnetic fields as was discussed
in §2.1.2 and was already included in the original version of the momentum equation. The
quantities ER, pR and σν are the radiation energy, radiation pressure and the viscous stress
tensor, respectively. A way to quantify their contribution to the generalised equations will
be discussed below. The term ∇ · Γ describes the divergence of the total energy flux, Γ
Γ = ΓR + (pR + ER)u + Q− σν · u (2.18)
including contributions from the radiative energy flux, ΓR, and the energy flux from
thermal heat conduction, Q. The penultimate term in Eq. (2.17), −J · E, quantifies
the volumetric heating by the currents driven by electromagnetic fields and is usually
negligible [11]. A case in which this term becomes important, is, for example, high-intensity
laser interaction with thin foil targets, where strong, laser driven electron currents generate
an electric field large enough to accelerate ions. Finally, the term Fother is added in both
equations to allow for the inclusion of forces (i.e. gravity) not accounted for in any of the
other terms.
The divergence of the heat flux, Q, that enters in Eq. (2.17) through Eq. (2.18), can
be related to the gradient in fluid temperature, T , with the coefficient of heat conduction,
κth, through the equation Q = −κth∇T . For scaling arguments used in §2.5, it is useful
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to find the coefficient of thermal diffusivity, χ, which is related to the coefficient of heat
conduction through κth = χρcp, where cp is the specific heat at constant pressure [11]. In
order to quantify the contribution of heat transport, the Peclet number, Pe, is defined.
The inverse of this number is given by the heat transport normalised to the product of
characteristic length, L, in the system under discussion and the fluid velocity U .
Pe =
UL
χ
(2.19)
Accordingly, if Pe  1, heat transport, and therefore the contribution of Q in the gener-
alised fluid equations, can be neglected, as opposed to heat conduction.
Equally, one can quantify the viscosity or internal friction of a fluid, that is caused by
orthogonal velocity gradients. To this end the Reynolds number is defined as
Re =
UL
ν
(2.20)
where ν is the kinematic viscosity of a fluid, which for an incompressible medium is
proportional to σν . Equivalent to the condition for negligible heat transport, in the case
that Re  1, the contribution of viscosity to momentum and energy transport can be
disregarded and the terms including σν become zero.
The generalised fluid equations contain several terms related to the effects of radiation.
In general, the radiative energy flux, ΓR, is equal to the Poynting flux, S = (E×B)/µ0,
although it is usually not expressed in that way. For example, for a sufficiently opaque
plasma at a temperature T the radiative flux is equal to that of a black body as defined
by the Stefan-Boltzmann law, Γ = σT 4, with σ being the Stefan-Boltzmann constant.
Defining dimensionless numbers to describe the significance of the radiation pressure, pR,
and radiation field, ER, is also possible (pR/(ρU2) and σT 4/(ρU3), respectively). In §2.5
conditions under which radiation is negligible will be discussed in more detail. This,
however, will be done by comparing the hydrodynamic timescale, L/U , with the radiative
cooling time, rather than through these dimensionless numbers.
2.1.6 On the Concept of Temperature
Temperature, as defined in thermodynamics or statistical mechanics, requires the medium
of interest to be in thermal equilibrium. In plasma physics however, this is rarely the case.
In fact, temperatures are commonly defined for individual fluid components whose energy
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spectra differ significantly from the equilibrium case. Furthermore temperatures are often
defined individually for ions, electrons and the radiation field, which violates the original
definition even further as the concept of ‘temperature’ in thermodynamics strictly only
applies if these three components are equal. Therefore, the definition of temperature, used
in plasma physics generally and specifically in this thesis, is “the value of the temperature
of a thermodynamic system at equilibrium that has the same average energy as the actual
system being described” [11].
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2.2 Laser-Plasma Interactions
A high-intensity laser incident onto a target medium will, under the conditions relevant
to this thesis, create a plasma. In this process, high charge states will be produced as
the atoms are ionised, the medium will be heated to potentially several keV and plasma
waves as well as shock waves can be launched. The net result can be an extremely complex
system in which coupled fluid, particle, field and radiation effects all need to be considered.
It is the aim of the following section to explain key laser driven plasma effects, while shocks
and blast waves will be the topic of §2.3.
2.2.1 Target Types for High-Intensity Laser Matter Interactions
Ever since lasers were available as a standard experimental tool, a wide variety of tar-
get types have been used. These range from low density atomic or molecular gases
(n ≈ 1017cm−3) through to bulk matter at solid densities (n ≈ 1023cm−3) and beyond in
compression studies. A schematic of the different target types and associated size scales
is shown in Fig. 2.1.
Fig. 2.1: Target media for laser interactions range over many spatial orders of magnitude
from low-density atomic and molecular gases, up to solids.
On the small scale end of the size spectrum, atoms and molecules, much smaller than
the irradiating laser wavelength, are found. They typically only absorb a small fraction
of the laser energy, making them less suitable for the production of high-energy-density
plasmas. However, much interest in these types of targets stems from the possibility
of laser wakefield acceleration when irradiated with a relativistic laser pulse [13]. In this
scheme, the laser induces a plasma wave in which electrons can be trapped and accelerated
to nearly the speed of light. Recently, one of the major problems in laser acceleration,
the broad, exponential energy spectrum of the emitted particles, has been overcome with
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the discovery of quasi-monoenergetic electron beams of tens of MeV accelerated over a
distance of just a few mm [14–16]. This raised new interest in the possibility of replacing
conventional particle accelerators by this new technique and, to this end, a significant body
of work has been conducted since the original observation. Ion acceleration in underdense
plasmas has also been the subject of research [17] and, for example, an extensive review
of intense laser interactions with atoms is provided in [18].
Another interest in low-density targets stems from the possibility of coherent high
harmonic generation when irradiated with low-intensity pulses (< 1014Wcm−2). This
allows to create broad bandwidth radiation extending into the XUV which, in principle,
can support laser pulses with sub-fs duration, allowing to probe electron nuclear dynamics
with a much higher temporal resolution than previously accessible [19,20].
Atomic clusters, consisting of a few hundred to 10000s of atoms, have been studied
extensively for their highly efficient absorption properties [9] and their application to fusion
studies [21,22] and X-ray production [23,24] as well as shock related research as described
in this thesis. The specifics of laser cluster interactions will be discussed in more detail in
Ch. 4.
Increasing further in size, microdroplets are larger than the typical laser skin depth. As
a result the laser only penetrates and heats the target on its surface, followed by heating
of the entire target via rapid heat conduction. Because of the comparable size of the
droplet to the laser wavelength, the irradiating field can no longer be considered isotropic
over the target. This leads to interference effects resulting in localised sub-wavelength
field enhancements over the target surface [25]. Laser irradiated microdroplets have been
shown to give rise to energetic ions [25,26] and have been used to study debris-free X-ray
production [27]. Recently, experimental results have been reported, in which the effect of
localised field-enhancements in wavelength scale micro-targets have been used to increase
the coupling of high-intensity laser radiation into solids and enhance X-ray production [28].
Thin metal foils of thickness ∼ 10µm and larger have been studied extensively in
ion-acceleration experiments and in both front- and back-side illumination geometries [29,
30]. Ions are accelerated by the well-known target normal sheath acceleration mechanism
(TNSA) [31]. A high-intensity laser focussed onto the foil-target generates a blow-off
plasma and the resulting electrons are accelerated through the foil, ionising atoms along
their path. As the electrons leave the target backside, a strong, quasi-static electric field
normal to the rear surface is created, which is large enough to accelerate protons or ions
to several MeV . In most cases, the proton source has been identified as hydrocarbon
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contaminations on the target surface [32]. Recently, the use of micro-structured targets
has been shown to shift the proton energy spectrum from its usual exponential shape to a
peaked distribution approaching a mono-energetic proton beam [33]. Much of the interest
in thin-foil targets stems from the possibility to use protons as a probe for studying electro-
magnetic fields and supercritical densities in laser generated plasmas [34]. This is termed
proton imaging and will be revisited briefly in §8.4.
Finally, at the large end of the size spectrum is the interaction with bulk solid matter
which has been studied extensively with applications to astrophysics [11] and inertial
confinement fusion [35,36] as well as X-ray laser research [37,38] and EOS studies [11,39].
2.2.2 Ionisation Mechanisms
The classic picture of ionisation by light at low intensities is the photoelectric effect. A
photon with energy Eν = hν, where h is Planck’s constant and ν is the light frequency,
ionises an atom in a single-photon process, thereby exciting an electron into a continuum
state with energy Ec = h(ν−ν0). Here, the minimum photon energy required for ionisation
is Eion = hν0, as shown on the left-hand side of Fig. 2.2. For a hydrogen atom with an
ionisation potential of 13.6eV , this corresponds to a photon with λ ≤ 90nm which is part
of the extreme ultraviolet (EUV). However, for high enough laser intensities this simplified
single-photon interaction is no longer applicable and instead the laser electric field becomes
comparable to the atomic electric field. A natural starting point to describe this effect is
the classical hydrogen atom. The electric field strength at the Bohr-radius, aB, is given
by [39]
Ea =
1
4pi0
e
aB
≈ 5.1× 109V m−1, (2.21)
where e denotes the modulus of the electron charge and 0 is the dielectric constant, as
usual. The intensity, I, is related to the electric field, E, via the expression
I =
1
2
√
0
µ0
E2 (2.22)
which, for the classical hydrogen atom, gives Ia ≈ 3.5 × 1012Wcm−2. Therefore, at
intensities I > Ia, any atom will be rapidly ionised, although, in fact, ionisation will occur
well below this threshold via multiphoton ionisation (MPI).
The process of multiphoton ionisation depends strongly on the light intensity or den-
sity of photons. Its principle is illustrated on the right-hand side of Fig. 2.2 (green).
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Fig. 2.2: A bound electron is excited into a continuum state either by absorbing a single-
photon (red) with an energy exceeding Eion or multiple, n, photons so that Eion ≤ nhν.
For high enough intensities, more photons than necessary to ionise the atom can be ab-
sorbed and discrete electron energy peaks separated by hν are observed.
Rather than simply absorbing one photon to overcome the binding potential, as in the
photoelectric effect, the atom absorbs a multitude of photons via a series of virtual states,
so that Eion = hν0 ≤ nhν with n > 1. The life-time of these virtual states is very short
which is why intensities exceeding I & 1010Wcm−2 are necessary for this process to be
observed. Assuming the binding potential is not altered by the presence of the laser, per-
turbation theory gives the n-photon ionisation rate as ξn = σnIn, with the cross-section,
σn, decreasing with n. If the intensity is further increased (I . 1014Wcm−2) it is possible
to observe distinct peaks in the electron energy spectrum beyond Eion separated by the
photon energy, Eν . This is the result of above-threshold-ionisation (ATI), as is depicted
in Fig. 2.2 (blue). In this process the atom absorbs more photons than necessary to free
the electron, resulting in a final electron energy of Ef = (n + s)hν − Eion. Here, Eion is
the ionisation potential, n is the number of photons necessary for ionisation and s is the
excess absorbed.
MPI assumes that the atomic binding potential is unaltered by the presence of the
laser. This, however, is only true for intensities well below Ia. The regime in which the
binding structure is modified by the laser electric field is known as the strong field regime
and is readily accessible with current lasers. For the following discussion of this effect, it
is assumed that the laser electric field, E, is ‘stationary’. Then, the resulting potential at
a given time, can be expressed as a function of the distance from the ion core, r, through
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Fig. 2.3: At strong irradiation intensities, the potential in the laser electric field (red)
is no longer negligible and the superposition with the atomic potential (green) results in
an effective potential which can decrease below the ionisation energy, Eion, so that the
electron can undergo tunnel ionisation.
a superposition of the contribution from both nucleus (∼ 1/r) and laser (∼ r).
φ(r) = − Ze
2
4pi0r
− eEr (2.23)
As can be seen in Fig. 2.3 the Coulomb barrier on the right-hand side of the atom
has been suppressed, and is, in fact, lower than the binding energy of the electron for
r > rmax. The electron can now tunnel through this barrier quantum mechanically with
a probability determined by the width of the barrier. This mechanism is therefore called
tunnel ionisation. If the laser electric field is even stronger, suppressing the potential bar-
rier completely below the electron binding energy, the electron can escape spontaneously.
This effect is known as barrier suppression or over-the-barrier ionisation and is the dom-
inant laser driven ionisation mechanism for very short, high-intensity laser pulses. The
critical laser electric field at which barrier suppression ionisation starts to occur is given
by Ecrit =
E2ionpi0
Ze3
, where Eion again denotes the ionisation potential.
In order to determine which of the two regimes, MPI or tunnel ionisation, dominates
for a given laser intensity and atom species, the Keldysh parameter, γK , can be used. This
is defined as
γK =
√
Eion
2Φp
. (2.24)
The quantity Φp is called the ponderomotive potential and is the average quiver energy
that an electron acquires when oscillating in the laser electric field. The ponderomotive
potential will be derived formally in the following section.
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For γK  1 multiphoton processes dominate whereas a value of γK  1 indicates that
tunnelling is the predominant ionisation mechanism. In practice, this distinction is often
too strict and ionisation is caused by a combination of both processes, particularly when
considering a time average over the duration of a laser pulse.
2.2.3 Electron Motion in a Laser Field
As introduced in §2.1.2, in the presence of electromagnetic fields, the motion of a charged
particle is determined by the Lorentz force. The electric and magnetic field of the laser
can be written as plane waves propagating in the x-direction, E(r, t) = E0 cos(ωLt− kx)yˆ
and B(r, t) = B0 cos(ωLt − kx)zˆ. Here, yˆ and zˆ are unity vectors in y- and z-direction,
the quantity k is the wavenumber defined as the ratio k = 2pi/λ with λ being the laser
wavelength and ωL is the angular laser frequency, ωL = 2pic/λ. Following Eq. (2.6), the
response of an electron to this laser field can therefore be written as
me
∂ve
∂t
= −e[E0 cos(ωLt− kx)yˆ + ve ×B0 cos(ωLt− kx)zˆ]. (2.25)
Here, ve is the electron velocity and me denotes the electron mass. Using Faraday’s law,
Eq. (2.14), it can be shown that |E| = |B|ωL/k = cB0 in which the definition of the phase
velocity vp = c = ωL/k has been used. Accordingly, the contribution of the magnetic field
in Eq. (2.25) is negligible for |ve|  c and, dropping the vector notation, the equation of
motion for an electron yields
ve = − eE0
meωL
sin(ωLt− kx). (2.26)
From this equation it can be seen that the electron undergoes an oscillatory motion with
maximum velocity vosc = eE0meωL , that is phase-shifted with respect to the driving field.
The quiver energy that the electron acquires during this oscillation, or the ponderomotive
potential, is given by Φp = 12me〈v2e〉, where the angle brackets denote a time average over
one full cycle. This yields
Φp =
e2E20
4meω2L
∼ Iλ2 (2.27)
where I is the laser intensity. In practical units this equation can be written as
Φp[keV ] ≈ I[1016Wcm−2] · λ2[µm]. (2.28)
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The ponderomotive force, the force that is acting on the electron due to the laser pondero-
motive potential, is defined by Fp = −∇Φp = −e24meω2L∇E
2
0 . This force will physically push
electrons away from regions of locally higher intensities, at 90◦ to the laser propagation
direction (in the non-relativistic case). Thus a single electron will drift away from a laser
focus, picking up a velocity v ∼ vosc in the process.
2.2.4 Relativistic Effects
At intensities exceeding 1017Wcm−2, the quiver velocity of the electrons oscillating in the
laser electric field becomes comparable to the speed of light, c, and the ve ×B term is no
longer negligible and has to be explicitly included in calculations describing the particle
motion. Upon including this term in Eq. (2.25), the electron will experience a relativistic
drift motion in addition to the sideways motion and exhibits harmonic oscillations. In
a frame of reference, moving at the electron drift velocity, these oscillations describe the
well-known figure-of-eight motion in the plane of the electric field of the laser [40].
Furthermore, it becomes necessary to use the relativistic expression for the total energy
of the electron oscillating at velocity ve. This is given by Ee = γLmec2 where γL =
1/
√
1− v2e/c2 is the usual Lorentz factor. Accordingly the electron quiver velocity has to
be modified, vosc → v′osc = eE0γLmeωL . Substituting v′osc into γL gives
γL =
(
1 +
e2
2pi20m2ec5
Iλ2
) 1
2
=
(
1 + a0I0
) 1
2
. (2.29)
Here, I0 corresponds to the intensity at which the maximum quiver velocity, calculated
with the electron rest mass me, equals the speed of light c, and a0 is the normalised vector
potential. In practical units Eq. (2.29) gives
γL ≈
(
1 +
Iλ2µ
1.4× 1018Wcm−2
) 1
2
. (2.30)
From this it can be seen that relativistic effects become important for intensities exceeding
I ∼ 1018Wcm−2, an intensity regime that was not accessed in the experiments described
in this thesis.
2.2.5 Electromagnetic Wave Propagation in a Plasma
A consequence of the fluid description introduced in §2.1.3 is the fact that a plasma can
sustain and propagate electromagnetic waves via local modulations of the charged particle
CHAPTER 2. THEORETICAL BACKGROUND 40
densities. Consider an electromagnetic wave of frequency ω, that propagates through a
plasma in the positive x-direction. The electric field is then expressed through
E(x, t) = E0ei(ωt−kx). (2.31)
Neglecting once again any contributions by v × B forces and assuming the ions form a
stationary, neutralising background, the linearised response of the system can be calcu-
lated. From the Lorentz force, Eq. (2.6), and Maxwell’s equations, §2.1.4, the well known
dispersion relation for an electromagnetic wave in a plasma is found [12]
ω2 = ω2pe + k
2c2 (2.32)
in which the electron plasma frequency, ωpe, is defined as
ωpe =
√
nee2
0me
. (2.33)
Note that for ω < ωpe the wavenumber k has to be imaginary, corresponding to the wave
decaying exponentially within one skin depth, δ = c/ωpe. Accordingly, ωpe is the minimum
frequency for propagation of a light wave through the plasma. The condition ω = ωpe
defines the so-called critical density, or ncrit, the electron number density above which a
plasma becomes opaque to the electromagnetic wave.
ncrit =
0meω
2
e2
≈ 1.1× 10
21
λ2[µm]
cm−3 (2.34)
where the right-hand expression in Eq. (2.34) gives ncrit in units of cm−3. For ne < ncrit
the plasma is referred to as underdense, while for ne > ncrit the plasma is called overdense.
2.2.6 Plasma Heating Mechanisms
There are a variety of ways in which radiant energy from electromagnetic waves can be
transformed into kinetic energy within the plasma. This is determined by the plasma
density profile but also by the irradiance incident onto the target. For irradiances be-
tween 1012Wcm−2µm2 < Iλ2[µm] < 1017Wcm−2µm2, the classic absorption mechanisms
of inverse Bremsstrahlung and resonance absorption are dominant. At higher intensities,
Iλ2µ > 10
18Wcm−2µm2, the electron motion starts to become relativistic and other mech-
anisms such as relativistic j×B heating also become important. The plasma scale length
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L, as introduced in §2.1.1, also influences the dominant type of absorption process. L can
be estimated by using the relationship
L =
ne
|∇ne| ≈ cstL with
cs =
√
γZkBTe
mi
. (2.35)
Here, the plasma sound speed, cs, has been introduced [41] and tL is the laser pulsewidth.
The long scale-length regime, for L λ, with λ being the laser wavelength, is mostly
accessed by long-pulse beams with tL  1ps. The beam interacts primarily with under-
dense plasma within a shallow density gradient [12]. Since macroscopic plasma motion
generally happens on a ∼ ns time-scale, long pulse experiments can heat the plasma as
it forms and expands away from the target. In the short scale-length regime, accessed
mostly by short-pulse lasers with tL < 1ps, there is not enough time for a substantial
region of coronal plasma to form in front of the target, resulting in steep, overdense
density gradients and the energy deposition is mostly decoupled from any bulk plasma
motion [18].
Inverse Bremsstrahlung (Collisional Absorption)
For moderate laser irradiances (Iλ2 . 1015Wcm−2µm2) and subcritical densities, the
dominant mechanism of plasma heating is collisional absorption. The electrons oscillate in
the presence of the laser electric field and transfer energy through collisions with ions. This
damps the electron oscillation and correspondingly transfers energy from the laser to the
plasma. Since this process is, in principle, the reverse of the generation of Bremsstrahlung
radiation, it is also known as inverse Bremsstrahlung heating. The spatial damping rate
of the light wave energy, κib, is found, in the non-relativistic case, to be dependent on ne,
the charge state, Z, and the electron temperature Te in the following way [42]
κib ∝
Zn2e
T
3/2
e
(
1− ne
ncrit
)− 1
2
. (2.36)
From this equation it can be seen that collisional absorption is strongest for low temper-
ature, high-Z plasmas at high densities. Accordingly, most of the collisional absorption
takes place near the critical density surface, which is shifted to higher densities for shorter
wavelengths, resulting in more efficient inverse Bremsstrahlung heating. As the laser irra-
diance is increased beyond 1015Wcm−2µm2, the electron quiver velocity becomes larger,
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leading to a drop in the electron-ion collision frequency, νei ∝ I−3/2, and collisional heating
ceases to be the dominant heating mechanism [18].
Resonance Absorption (Collisionless Absorption)
An electromagnetic wave propagating through an electron density gradient extending from
underdense to overdense regions, will be deflected at a density ne = ncrit cos2 θ determined
by the angle of incidence, θ, with respect to the gradient. This can be easily understood,
following the geometry illustrated in Fig. 2.4.
Fig. 2.4: An electromagnetic wave propagating through an electron density gradient at
an angle θ will be reflected at a density surface ncrit cos2 θ. If the laser is p-polarised, the
electric field can penetrate beyond this threshold and deposit energy into the overdense
region.
Here, the density gradient is only in z-direction, so the propagation in x will remain
unchanged. Expressing k in the plasma dispersion relation, Eq. (2.32), in cartesian
components, k = kz + kx = kz + k0 sin θ, and using the condition kz = 0 at the point of
reflection, equates to a relation for the plasma frequency, ωpe, and the laser frequency, ω,
of ω2p/ω
2 = cos2 θ. Through substitution, this is equivalent to the density condition stated
above. In case the incident light is s-polarised, i.e. the polarisation is parallel to density
iso-surfaces, no electric field is coupled beyond the point of reflection. In contrast, for p-
polarised light the polarisation has a component perpendicular to the plasma surface and
the electric field (red in Fig. 2.4) can penetrate beyond the critical density surface. This
causes ponderomotive electron oscillations which excite resonant plasma waves beyond
the reflection density, thereby depositing energy into the overdense region. These are
then damped by collisional and collisionless effects, such as particle trapping or wave
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breaking, thus losing energy to the plasma. The fraction of energy transferred from the
electromagnetic wave to the electron plasma wave, fra, can be described by the following
equation [42]
fra ≈ 12
(
2.3τe−
2
3
τ3
)2
τ =
(
ωL
c
)1/3
sin θ (2.37)
where L again denotes the plasma scale length. The function fra reaches a maximum for
τ ≈ 0.8 which allows to calculate an optimised angle of incidence, θ, for heating provided
the plasma scale length, L, is known. Assuming L ∼ λ this yields θ ∼ 25◦. Simulations
indicate that the electron distribution resulting from resonant absorption corresponds to
a hot Maxwellian tail superimposed on the initial electron background temperature. This
hot component was observed computationally to scale as [42]
Thot[keV ] ≈ 10
(
T [keV ] · I[1015Wcm−2] · λ2[µm])1/3. (2.38)
‘Not-So-Resonant’ Resonant Absorption
In ‘classic’ resonant absorption the plasma scale length is assumed to be large compared to
the laser wavelength, i.e. the laser is interacting with a ‘gently’ increasing density profile,
driving plasma waves resonantly at the critical surface. In the case of an intense linearly
polarised laser incident onto a sharp density gradient, i.e. the short scale-length regime,
this resonance does not exist. Instead, energy is absorbed in a non-resonant mechanism
known as vacuum heating or Brunel absorption. In this process, electrons at the boundary
of an overdense interface are accelerated by the laser electric field and then, upon a change
of field direction, are returned into the overdense plasma at a random phase with velocity
ve ≈ vL = eE0Lmeω , where they are no longer influenced by the laser due to shielding effects.
Here, E0L is the laser electric field. The fraction of absorbed laser energy, fvh, from this
process for a p-polarised laser beam incident onto a density gradient at angle θ and with
no coronal plasma present (i.e. no resonant absorption), is given by [43]
fvh =
ηB
2pi
v3osc
v2Lc cos θ
. (2.39)
Here, vosc is the electron quiver velocity in the electric field component normal to the
density surface and the quantity ηB is a numerically determined efficiency factor. This
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energy deposition process shows substantial absorption of up to 70% for intensities of
I & 1015Wcm−2. For the relativistic case, in which vosc approaches the speed of light, c,
the absorption needs to be modified as follows
fvh =
ηB
pi
cvosc
v2L cos θ
[(
1 +
v2osc
c2
) 1
2
− 1
]
. (2.40)
Introducing relativistic velocities effectively reduces the absorption efficiency, demonstrat-
ing the deflection of electrons caused by v×B forces.
Relativistic j×B Heating
This absorption mechanism is caused by the oscillating component of the laser pondero-
motive force that oscillates the electrons with a frequency twice the laser frequency [44].
As discussed in §2.2.3, the B-field contribution becomes important for relativistic intensi-
ties. For electrons oscillating in the laser electric field and at a vacuum plasma interface,
this will result in a non-adiabatic kick in the forward direction of the laser and into the
overdense plasma, twice during each laser cycle. Unlike both vacuum and resonant heat-
ing, the j × B mechanism is most efficient at normal incidence. Furthermore, since the
laser only penetrates one skin-depth into the target, the interaction region shortens with
increasing density which in turn lowers the absorption efficiency.
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2.3 Shock and Blast Wave Physics
In §2.1 the concept of treating a plasma as a fluid was developed. In the following section,
this hydrodynamic treatment will be used to introduce concepts key to the understanding
of shock wave related research in laser-plasma interactions.
2.3.1 Shock Waves, Rarefactions and Blast Waves
A shock wave is a sudden, in theory discontinuous, transition of the properties of a fluid
medium, which, for example, can be caused by the collision of two materials or a pressure
impact onto a surface. In astrophysics nearly all ‘sudden’ events, such as, for example,
supernova explosions, are accompanied by one or several shock waves [11]. Fundamentally,
a shock wave is formed when matter is forced to move faster than adjacent material
can move out of the way. In order to illuminate this phenomenon, consider a simple
experimental scenario known as the shock tube, a schematic of which is shown in Fig. 2.5.
Fig. 2.5: The gas in a shock tube with initial density ρ1 is compressed to ρ2 by a piston
moving at speed u. A shock forms if u > cs, or if the difference in sound speed ahead and
behind the shock is sufficiently large, so the swept up mass catches up with the compression
front propagating at us.
A gas, initially at rest and with constant pressure, p1, and density, ρ1, is confined in a
cylinder of infinite length, with a plane piston on one side. The piston is accelerated
instantaneously and moves into the gas at a constant speed, u, thereby compressing it.
After a time ∆t the piston has moved a distance u∆t and accordingly replaced the amount
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of mass per unit area ρ1u∆t, compressing the gas in front of the piston to the density
ρ2. In case the piston travels at subsonic speed, u < cs, where cs is the sound speed, the
compression front propagates at a speed us = cs. For a polytropic gas, the sound speed has
a dependence on the temperature, T , following cs =
√
γRT , where γ is the polytropic index
and R is the ideal gas constant. A conceivable scenario has the temperature difference
across the compression wave front large enough, so that the sound speed ahead of the
density wave is significantly lower than behind it. Eventually this causes the ‘swept up’
mass to catch up with the compression front and the density profile steepens into a step-
like discontinuity and a shock forms. Alternatively, if the piston is driven at a velocity
faster than the gas sound speed, u > cs, a compression shock necessarily has to form from
the supersonic load.
In the opposite case, where the piston is withdrawn from the gas cylinder, an expansion
wave, or rarefaction, is launched, which expands at the sound speed of the medium. A
rarefaction is a decrease in density and pressure caused by the expansion of a material [11].
Laser drive sources in shock experiments are generally of limited duration, which is
broadly equivalent to a scenario in which the piston does not move forward indefinitely,
but stops after a short time. In this case, the initial compression wave is followed by a
rarefaction. The rarefaction will propagate outwards from the energy source towards the
shock at the sound speed of the shocked medium. In §2.3.3 it will be shown that the
shock front moves at subsonic speed with respect to the shocked material. Therefore the
rarefaction will necessarily catch up with the shock front at which point a so-called blast
wave is formed. The front of a blast wave is characterised by a large density peak as the
majority of the shocked mass is concentrated at the blast wave front.
2.3.2 Jump Conditions
Propagation of a shock through a medium both modifies fluid conditions and transports
energy. It carries energy forward at the shock velocity which exceeds the sound speed
of the pre-shocked material. Ignoring non-local effects such as radiation or hot electrons,
no information about the approaching disturbance can reach the pre-shocked gas and,
accordingly, a shock is also sometimes termed a ‘hydrodynamic surprise’. The shock heats
and accelerates material as it passes through the shock front and the increase in heat of the
post-shocked material increases the sound speed, so that the shock speed relative to the
heated fluid is subsonic. Fig. 2.6 shows a schematic diagram of a shock wave in the shock
frame, i.e. in the frame of reference in which the shock front is at rest. In this diagram the
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fluid moves from right to left, so that in the laboratory frame, the shock would propagate
from left to right. Subscipts 1 and 2 denote unshocked and shocked material.
Fig. 2.6: In the shock frame, the shock front dividing shocked and unshocked material, is
at rest, while the material flow (in this case) is from right to left.
In order to investigate the behaviour of the fluid variables across a shock front, consider
the generalised conservation equation, Eq. (2.10), integrated from position x1 to x2.∫ x2
x1
∂
∂t
ρQdx
′ = −
∫ x2
x1
∂
∂x
ΓQ(x′)dx′ = ΓQ(x1)− ΓQ(x2) (2.41)
For a shock discontinuity at position x0 and with x1 < x0 < x2, one takes the limit
x2 − x1 → 0 and the left-hand side of Eq. (2.41) equates to zero. Thus, the general
flux, ΓQ, is conserved across the shock discontinuity, i.e. ΓQ(x1) = ΓQ(x2). Assuming no
electric of magnetic fields, this result can be applied by recasting the Euler equations in
conservative form. From this, one obtains the Rankine-Hugoniot jump conditions for the
one-dimensional motion of a shock wave in the shock frame.
ρ1u1 = ρ2u2 (2.42a)
ρ1u
2
1 + p1 = ρ2u
2
2 + p2 (2.42b)[
ρ1u1
(
1 +
u21
2
)
+ p1u1
]
=
[
ρ2u2
(
2 +
u22
2
)
+ p2u2
]
(2.42c)
These state, that mass, momentum and energy are conserved across the discontinuity [11].
More generally, the integration to obtain Eq. (2.42), has to be performed in the direction
of shock propagation, in order to avoid components of the vector quantities, u and ∇p,
transverse to the integration direction. This, however, is not always possible and shocks
with a finite transverse fluid velocity are referred to as oblique shocks, a concept that will
be revisited in Ch. 7.
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2.3.3 Shocks in a Perfect Gas with Constant Polytropic Index
One method used for determining the equation of state for a material, is to use shocks to
obtain measurements along the Rankine-Hugoniot relation. This is traditionally identified
as the function p(p1, V1, V2), in which V = 1/ρ is the specific volume. In the case of a poly-
tropic gas with constant polytropic index, γ, this equation is easily obtained. Rewriting
the first two equations of the set in Eq. (2.42) in terms of the specific volume and solving
for the fluid velocities, one obtains
u21 = V
2
1
p2 − p1
V1 − V2 and u
2
2 = V
2
2
p2 − p1
V1 − V2 . (2.43)
Substituting these results into Eq. (2.42c) and using the relationship for the specific
internal energy of a polytropic gas,  = pV/(γ − 1), one finds the Hugoniot curve in the
explicit form.
p2
p1
=
(γ + 1)V1 − (γ − 1)V2
(γ + 1)V2 − (γ − 1)V1 (2.44)
This relation allows to derive the so-called strong shock conditions, where a strong
shock is defined as a shock for which both the upstream pressure and fluid velocity can
be neglected. Rewriting Eq. (2.44) as the density ratio, ρ2/ρ1, gives
ρ2
ρ1
=
(γ + 1)p2 + (γ − 1)p1
(γ + 1)p1 + (γ − 1)p2 . (2.45)
One can immediately see, that for the limit of p1 → 0, this simplifies to the relation
ρ2 = ρ1(γ + 1)/(γ − 1), which in turn equates to a solution for u2/u1, via the first
condition in Eq. (2.42). Upon transforming this relationship into the laboratory frame
(u′ → u + us), in which the upstream fluid is at rest, one obtains a second relationship.
Substituting this into the second equation in Eq. (2.42), then completes the set of strong
shock conditions.
ρ2 = ρ1
γ + 1
γ − 1 , u
′
2 = us
2
γ + 1
and p2 = ρ1u2s
2
γ + 1
. (2.46)
Specifically the first equation allows to calculate an upper limit for the compression ratio,
ρ2/ρ1. For a fully ionised gas with γ = 5/3 the compression limit becomes 4, the limiting
ratio for a diatomic gas with γ = 7/5 is 6. In reality however, at high temperatures
and pressures the polytropic index will be modified and lowered because of ionisation
and molecular dissociation, but even in this case the compression ratio does not generally
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exceed 11-13 [45].
Using Eq. (2.44), one can also derive an important relationship for the shock velocity
with respect to the sound speed, cs, i.e. the Mach number of the shock. Rewriting Eq.
(2.44) as the specific volume ratio, V2/V1, and substituting this into Eq. (2.43), the fluid
velocities are expressed as a function of the pressures, p1 and p2, and the initial specific
volume, V1. The sound speed is defined as c2s = ∂p/∂ρ [11], which for a polytropic gas with
constant γ gives c2s = γ
p
ρ = γpV . Substituting this into the velocity ratio, one finds [45]
(
u1
cs1
)2
=
(γ − 1) + (γ + 1)p2/p1
2γ
and (2.47)(
u2
cs2
)2
=
(γ − 1) + (γ + 1)p1/p2
2γ
. (2.48)
An important result of these equations is that for a shock wave across which the gas is
compressed (V2 < V1, p2 > p1), the shock propagates at a supersonic velocity with respect
to the upstream material (u1 > cs1) whereas it moves at subsonic speed with respect to
the compressed downstream material behind the shock (u2 < cs2). In the limit of a strong
shock (p1 → 0) the ratio for the downstream shock speed approaches a constant value
u2/cs2 =
√
γ−1
2γ . On the other hand, in the limit of a weak shock, for which the pressures
and densities on either side of the discontinuity are assumed to be similar (V2 ≈ V1,
p2 ≈ p1), it becomes clear that u1 ≈ cs1 ≈ u2 ≈ cs2. Thus, a weak shock travels through
the unperturbed medium at a velocity which is very close to the speed of sound and is
therefore practically an acoustic compression wave.
A (p,V ) diagram, as the one shown in Fig. 2.7, can help to understand certain features
of a shock. The Hugoniot, represented by the blue curve in Fig. 2.7, describes a fluid
that is transformed by shock compression from an initial state A(p1, V1) to a final state
B(p2, V2). For a strong shock, the Hugoniot tends asymptotically to the compression limit
V1
V2
= γ+1γ−1 . In the plot, the curve is also extended to values p < p1, although this section
corresponds to states which are not physically attainable from point A. To illustrate this
point, consider the entropy of a polytropic gas, S = cv ln pV γ , where cv is the specific
heat at constant volume [11]. Note that the entropy is only defined to within an arbitrary
constant with respect to a reference state. The difference in entropy between the two sides
of the shock is given by
S2 − S1 = cv ln p2V
γ
2
p1V
γ
1
(2.49)
and it follows that the entropy of the fluid undergoes a jump at the discontinuity with
CHAPTER 2. THEORETICAL BACKGROUND 50
S2 > S1. This increase across a shock stems directly from the conservation of mass,
momentum and energy and is entirely independent of the dissipative mechanism causing
the increase.
Fig. 2.7: Hugoniot plot showing a shock evolution for an ideal gas in (p,V ) space. As the
shock evolves from point A to B, the system entropy increases, and the shock Hugoniot
always exceeds the isentrope.
In the limiting case of a weak shock where p2 ≈ p1 and thus V2 ≈ V1, Eq. (2.49)
approaches zero and the entropy is maintained. As the strength of the shock increases and
p2/p1 moves away from unity, Eq. (2.49) increases and approaches infinity for a strong
shock where p2/p1 →∞. In contrast, the case where p2 < p1 is not allowed as Eq. (2.49)
then becomes negative and would therefore violate the second law of thermodynamics. In
fact, because the entropy increases for a shock with p2 > p1, the Hugoniot will always be
above the isentrope (displayed in red in Fig. 2.7).
The straight line in Fig. 2.7, connecting both initial and final point of the shock
transformation, is called Rayleigh line and has a negative slope of (p2 − p1)/(V1 − V2).
Following Eq. (2.43), this slope is proportional to the square of the shock velocity, us,
in the unperturbed medium (us = −u1 in the shock frame). An intuitive consequence of
this relationship is that stronger shocks with a higher p2/p1 ratio will propagate faster
than weak shocks. The slope of the Hugoniot curve in Fig. 2.7 at point A is given by
dp2
dV2
|V1 = −γp1/V1. This is equal to the slope of the isentrope since ∂p∂V |S = −γp/V . This
is not surprising as it has already been shown that, for a weak shock the entropy change
approaches zero and the shock propagates with the sound speed.
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2.3.4 A General Discussion of Self-Similar Motion
In §2.5 the problem of scalability transformations via scaled variables will be used to allow
the comparison of laboratory results with astrophysical phenomena across vastly different
length and time scales. In contrast, here we are concerned with self-similar solutions in
which a single, dimensionless variable, ξ, can be found to describe the system ‘shape’ for
all time and space. Despite the fact that the flow variables determining the fluid evolution,
are changing in time, a self-similar solution is characterised by the overall spatial shape
of the solution being independent of time [11]. The similarity variable tracing the shape
of the solution in this case is taken to be ξ = r/R, where r denotes the position and R is
the spatial scale of the system as a function of time, i.e. the shock radius. The equations
found by this approach will be used to describe the shock evolution throughout this thesis.
In order to find self-similar solutions to the Euler equations, the flow variables u, ρ and
p have to be expressed in terms of dimensionless functions of ξ, that represent the shape
of the fluid variables. This requires the definition of an initial condition for either the
pressure or density [11]. Most commonly the density is used and one obtains the following
new expressions
u(r, t) = R˙U(ξ),
ρ(r, t) = ρ1(r, t)Ω(ξ) and (2.50)
p(r, t) = ρ1(r, t)R˙2P (ξ).
The initial density, ρ1, is generally a function of both space and time. One possible
scenario in which the explicit time dependencies cancel out in the Euler equations using
the new flow variables, is if both R and ρ1 follow the same type of power-law in time,
∼ tα. Additionally, for the spatial dependence to disappear, the quantity ρ′1R/ρ1 needs
to be constant, which occurs if ρ1 is a power-law of position, ρ1 = ρˆrδ = ρˆξδRδ [11]. In
this context, primed variables are derivatives with respect to ξ, i.e. x′ = dx/dξ. In the
following section this approach will be applied to develop a self-similar description of a
blast wave.
2.3.5 The Sedov-Taylor Blast Wave Solution in Different Geometries
As described in the previous section, the evolution of a blast wave will be determined by
two variables, the ambient density, ρ1, and the initial energy, E. A dimensional analysis
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of the energy yields
[
E
]
= (kg ·m2−σ · s−2) in which σ is a constant determined by the
problem geometry (0 for spherical symmetry, 1 for cylindrical and 2 for planar). Therefore,
depending on the symmetry, the quantity Et
2
ρ1r5−σ is constant and can be used to determine
the dimensionless variable. The following section will initially concentrate on the spher-
ical case and develop the equations for the spherical explosion problem and ultimately a
solution for the shock radius as a function of time, R(t). In this case one finds through
dimensional analysis (
Et2
ρ1r5
)
= const. (2.51)
This has to be valid for any point of the self-similar solution. Accordingly, one can extract
an equation for the shock radius R(t)
R(t) = Q
(
E
ρ1
)1/5
t2/5 (2.52)
where Q is a constant that needs to be determined. Applying this to the variable trans-
formations defined in Eq. (2.50), and recasting the Euler-equations in terms of the trans-
formed flow variables, one finds [11]
(
U − ξ)ξΩ′ + (ξU ′ + 2U)Ω = 0, (2.53a)
−3
2
ΩU +
(
U − ξ)ΩU ′ + P ′ = 0 and (2.53b)
−3ΩP + (U − ξ)(ΩP ′ − γPΩ′) = 0. (2.53c)
By substituting the self-similar expressions of the flow variables in Eq. (2.50) into the
strong shock conditions, Eq. (2.46), one obtains the boundary conditions at the shock
front where, by definition, ξ = 1.
U(1) =
2
γ + 1
, Ω(1) =
γ + 1
γ − 1 and P (1) =
2
γ + 1
(2.54)
This enables numerical integration of the set of equations in Eq. (2.53) and one finds
the profiles of the three dimensionless functions. An example for γ = 5/3 is displayed in
Fig. 2.8. From the profile, Ω(ξ), for the density (blue) it is evident that almost all of the
mass is concentrated at the shock front, and this becomes even more pronounced when
taking into account that the mass per unit radius is proportional to r2Ω (grey).
An estimate of the shell thickness of the blast wave can be attempted by assuming
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Fig. 2.8: Normalised dimensionless profiles of the flow variables U(ξ) (red), P (ξ) (green)
and Ω(ξ) (blue), for a Sedov-Taylor blast wave in spherical geometry. The grey line shows
the normalised total mass per unit radius and illustrates that the majority of the mass is
located at the shock front. The grey dashed lines mark the shock thickness, ∆r. Profile
data courtesy of J. Lazarus.
all the shocked material is located within a thin layer of thickness ∆r behind the shock
front. The density inside this layer is taken to be constant and given by the strong shock
condition, ρ2 = ρ1(γ + 1)/(γ − 1). The shell thickness can then be calculated from the
conservation of mass, M = 4piR2∆rρ2 = 43piR
3ρ1, which results in the following useful
expression
∆r =
R
3
ρ1
ρ2
=
R
3
γ − 1
γ + 1
. (2.55)
and is marked with the grey dashed lines in Fig. 2.8. The pressure acting on the inside of
this layer, pc, is assumed to be a fraction of the pressure just behind the blast wave front,
i.e. pc = βp2. Taking the layer thickness, ∆r, to be infinitesimally small, so that pc is
acting directly at the shock front, R, Newton’s second law of motion can be expressed as
d
dt
Mu2 = 4piR2pc = 4piR2βp2. (2.56)
For this equation the dependence of the mass, M , on time through the shock radius, R(t),
has to be taken into account, which is why the time derivative is taken for the momentum
rather than just the velocity u2. By expressing u2 and p2 through the strong shock
conditions, the solution for this differential equation is found to be dR/dt = us = aR3(β−1).
The quantities a and β can now be determined through energy conservation. The energy
contained in the shock volume is divided between the internal energy for the material
within the shock front layer, given by  = pV/(γ − 1), as well as the kinetic energy
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in the shock front layer E = pc 43piR
3 1
γ−1 + M
u22
2 . Here, radiation and conduction are
assumed to be negligible, although it will be shown later that this assumption is not
always applicable. Writing again pc = βp2 and substituting density and pressure with the
strong shock conditions, the following expression for the energy is found.
E =
4
3
piρ1a
2
[
2β
γ2 − 1 +
2
(γ + 1)2
]
R3(2β−1) (2.57)
In order to ensure that the energy is not a function of the radius, R, the term 3(2β−1) has
to vanish, which gives β = 1/2. This allows to solve Eq. (2.57) for a. Finally, comparing
dR/dt = aR3(β−1) = aR−3/2 with Eq. (2.52) yields the shock radius for the spherical
explosion problem with respect to time, R(t) = (52a)
2/5t2/5.
This process can be repeated equivalently for the cylindrical geometry [46] which is
the geometry used for the shock experiments in this thesis. The results are summarised
below.
Rspherical =
[
75
16pi
(γ − 1)(γ + 1)2
3γ − 1
]1/5(E
ρ1
)1/5
t2/5 (2.58a)
Rcylindrical =
[
4
pi
(γ − 1)(γ + 1)2
3γ − 1
]1/4(El
ρ1
)1/4
t1/2 (2.58b)
These are the Sedov-Taylor solutions for adiabatic blast waves in spherical and cylindrical
symmetry. Here, E is the deposited energy, whereas the quantity El denotes the energy
per unit length. Note that the radius is a function of the form R ∝ tα, where α is called
the deceleration parameter.
It should be noted that these solutions only apply if the swept up mass in the blast
wave exceeds the initially heated mass, and if the blast wave is adiabatic, i.e. the total
energy of the blast wave remains constant. Furthermore, it assumes the energy deposition
is instantaneous and ‘point-like’, i.e. the initial geometry of deposition has no impact
on the system evolution. Therefore this solution has an asymptotic character, but is
nevertheless a good approximation in many circumstances and with wide applicability if
energy losses (i.e. through radiation) are negligible. An extension of these equations to
the non-adiabatic case will be discussed in §2.4.3.
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2.4 Shocks in Plasmas
The previous section introduced the basic ideas of shock waves and it was shown that
hydrodynamic equations, describing an ideal fluid, do not prohibit the presence of dis-
continuous solutions or shocks. The following section aims to develop the description of
shocks and blast waves further by extending it to a plasma environment. Furthermore, for
sufficiently strong shocks in which the shocked material is heated significantly, radiative
effects can play an important role and need to be accounted for when determining the
shock characteristics.
The thickness of the shock front in a strong shock, in which compression is caused
by ‘viscous’ forces, i.e. the viscous layer, is on the order of the molecular mean free
path [45]. One should note that in hydrodynamics viscosity is generally a macroscopic
concept, i.e. significant velocity changes happen over scale lengths much larger than the
molecular mean free path. In the context of strong shocks in plasmas however, the term
viscosity is applied to any mechanism that changes directed molecular or atomic motion
to a random velocity distribution via collisions. Behind the viscous shock front, a much
larger relaxation layer exists, in which the final thermodynamic equilibrium is established
by distributing energy into vibrational excitation, dissociation and ionisation processes.
The size of the relaxation layer is generally determined by the timescale, τmax, of the
dominating process in the equilibration. This in turn depends on the temperature of the
gas. A detailed analysis of various conditions and associated equilibration processes can
be found in [45] and will not be discussed here in any more detail.
2.4.1 The Effect of Conduction on the Shock Structure
In shocks in plasmas, both the ion and electron gas individually establish a Maxwellian
distribution quickly, on a time scale which is on the order of the particle collision time,
τi and τe, for ions and electrons, respectively [45]. However, the electron heat conduction
typically greatly exceeds that of the ions, caused by the much higher electron mobility and
the resulting slower energy exchange between electrons and ions, τei ∼ (mi/me)1/2τi. This
obviously has an effect on the temperature distribution in the shock (for time scale esti-
mates under experimental conditions relevant to this thesis, see §5.2.1). For the following
qualitative discussion it is assumed that the shock wave is propagating through an already
ionised gas and no further ionisation is occurring within the shock itself. Furthermore the
shock frame is used, i.e. the coordinate system is moving with the shock wave.
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Ion viscous forces convert a considerable amount of kinetic energy from the gas entering
the shock front into heat and the characteristic increase in ion temperature, Ti, is on the
order of ∆Ti ∼ miu2s/kB, where mi denotes the ion mass and us is the shock velocity.
Equally, from electrons with mass me undergoing collisions, the electron temperature,
Te, increases on the order of ∆Te ∼ meu2s/kB, a much smaller amount than ∆Ti. The
thickness of the viscous compression shock is given by the time between ion collisions
via ∆x ∼ usτi which is equal to the ion mean free path, λimfp. In the relaxation layer
behind the compression shock front, the plasma approaches equilibrium and electron and
ion temperature are equalised to their final post-shocked values Te = Ti = T2 over a
distance ∆xr ∼ u2τei ∼ ρ1ρ2usτei. The final equilibrium temperature, T2, is determined by
the general conservation equation given by the jump conditions in Eq. (2.42).
If taking into account heat conduction, the coefficient of electron thermal diffusivity,
χe, is approximately given by [45]
χe =
λemfpv¯e
3
≈ v¯
2
eτe
3
(2.59)
in which λemfp and v¯e are the electron mean free path and the electron thermal velocity,
respectively. It can be shown that the mean free path for charged particles depends only on
the charge and temperature and is independent of the particle mass, i.e. λmfp ∼ T 2/Z4
[45]. For comparable temperatures between the electron and ion distribution, and for
low-Z materials, the electron and ion mean free paths are therefore comparable, while
the electron velocity exceeds that of the ions by a factor
√
mi/me. Accordingly, the heat
conduction is electron-dominated and the characteristic scale length over which electron
heat conduction takes place is ∆xc ∼ λemfp ∼ χeus ∼
√
mi
me
χi
us
. This is on the same scale
as the thickness of the relaxation layer over which the ion and electron temperatures
equilibrate, ∆xr ∼ usτei ∼ us
√
mi
me
τi ∼
√
mi
me
χi
us
. Accordingly heat exchange by electron
conduction in this region is comparable to heat exchange from electron-ion collisions.
Therefore, electrons in the relaxation layer and further away from the shock front can
transport energy to regions closer to the compression shock and into the viscous layer,
where electron temperatures are lower and exceeded by the ion temperature. This, in
fact, works in favour of faster equilibration behind the viscous layer.
Since the electron speed exceeds that of the ions by a factor
√
mi/me, they are able
to move ahead of the shock, thus forming a preheat layer ahead of the compression shock.
In this layer Te > Ti > T1 as the electron gas is heated first and only then partially
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transfers energy to the ions. The subscript 1 again denotes pre-shocked conditions. At the
compression shock front, the ion temperature still exhibits a sharp discontinuous increase,
whereas the electron temperature profile remains smooth by virtue of the large electron
heat conduction. Exemplary temperature profiles for ion and electron temperatures are
shown schematically in Fig. 2.9 for both cases with and without electron conduction.
Fig. 2.9: The inclusion of electron heat conduction in the temperature profiles of a shocked
medium results in a raised temperature for both ions (blue) and electrons (red) ahead of
the shock front. If no electron heat conduction is included (dashed lines), the pre-shocked
temperature remains at T1 up to the shock front. Adapted from [45].
The resulting temperature profile Te can be estimated through energy flux considerations.
The electron heat conduction flux is given by Γe = −κe dTedx , where κe = χecv is the
coefficient of thermal conductivity and cv is the specific heat at constant volume of the
electron gas per unit volume [45]. This has to balance with the hydrodynamic flux of
electron energy via cv dTedt = −∂Γe∂x , so that −Γ = uscvTe = κe dTedx . If the electron mean free
path is shorter than the temperature gradient scale length, heat conduction is dominated
by electron diffusive heat transport. In this case, Spitzer-Ha¨rm heat flow gives a thermal
conductivity of κe ∝ T 5/2e [47], so that through integration one finds
Te =
[
5
2
us
a
(x−∆x0)
]2/5
. (2.60)
Here, ∆x0 is the leading edge of the preheated region at which the electron temperature
Te increases from zero (see Fig. 2.9) and a is a constant remaining from the definition of
κe. With these results, the initial assumption of an ionised medium ahead of the shock is
further justified, as the pre-shocked medium experiences heating via electron conduction.
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2.4.2 Radiative Shocks
Radiation is primarily produced in a plasma in three different ways. In bound-bound
transitions, electrons transition between different atomic levels in an atom giving rise to
line emission. Free-bound transition describes the process of an electron being captured
by an atom, thereby emitting the energy difference between the initial free state and
the bound state of the electron. Finally, free-free transitions are the process in which
an electron collides with an atom without being captured, giving rise to Bremsstrahlung
emission. The radiated Bremsstrahlung power is proportional to Z∗2, where Z∗ is the
average ionisation state of the gas. Accordingly, by varying the atomic number of the target
material, the significance of Bremsstrahlung in a laboratory experiment can be controlled
to some degree. The presence of radiation can significantly alter shock dynamics, affect
the structure and temperature of a shock as well as remove energy and cool the system. A
shock that is affected in such a way by radiation is termed a radiative shock. In order for
a plasma to become radiative, the shock velocity must be high enough such that radiation
energy fluxes approach or exceed material energy fluxes. For an optically thick plasma
(defined below), the radiation flux can be estimated from a black body (∼ T 4 ∼ u8s),
whereas the material energy flux scales as ∼ u3s. This shows that radiation will become
more significant for strong shocks.
It is obvious that the impact that radiation has on shock dynamics, greatly depends
on the opacities of both the up- and downstream material. In the following section, this
will be used to classify different types of radiative shocks. The attenuation through a
material with opacity χν , of light with frequency ν and intensity Iν , is simply given by
dIν/dx = −Iνχν . From this, the optical depth, τν , between two points, s and s0, is
calculated via
τν =
∫ s0
s
χν(s′)ds′ =
∫ s0
s
ds′
λνmfp
, (2.61)
introducing the photon mean free path, λνmfp. Necessarily, τν is a function of the radiation
frequency, ν. A material is said to be optically thick (at a given frequency) if τν  1,
meaning that a photon will undergo many interactions in the material. Conversely, if
τν  1 the material is termed optically thin and a photon is likely to traverse a significant
amount of material without any interaction [11]. A qualitative depiction of the differ-
ent radiative shock regimes is displayed in Fig. 2.10, distinguishing between the optical
thickness of up- and downstream material.
Type A shocks are shocks for which both the upstream and downstream material is
CHAPTER 2. THEORETICAL BACKGROUND 59
Fig. 2.10: A classification of radiative shocks based on the up- and downstream opacities.
The arrow schematically shows the evolution of a supernova. The experiments described
in this thesis are typically conducted in regime D with a slight departure to C. Adapted
from [11].
optically thick and the system is strongly radiation dominated. In this regime the density
transition can actually be continuous with no localised jump. One can find the polytropic
index, γ, for such a system by considering the expression for the pressure of a photon
gas as given by statistical mechanics, p = −∑ σ¯j ∂j∂V [11]. In this expression, V is the
volume and the sum is taken over all possible states, j, with mean occupancy, σ¯j . The
energy, j , is proportional to the wavenumber, kj , of each state via j = hckj , where h
and c are the Planck constant and speed of light, respectively. When considering a box
with volume V = L3, the wavenumber and therefore the energy becomes proportional to
j ∝ kj ∝ L−1 ∝ V −1/3. Substitution gives
p ∝ −∂j
∂V
∝ V −4/3 ∝ ρ4/3, (2.62)
showing that γ = 4/3 for a radiation dominated plasma. Therefore, from the strong shock
conditions, a thick-thick shock can never exceed a compression of ρ2/ρ1 = 7. A shock of
type A is necessarily both hot and dense and an astrophysical example would be shocks
in stellar interiors such as within an exploding star.
Shocks of type B are optically thin upstream, i.e. ahead of the shock, but thick
downstream. This type exhibits a cooling layer downstream of the viscous shock transition,
followed by a steady state further downstream. This regime can be accessed experimentally
for example by driving a radiative shock with an optically thick piston into a gas. An
astrophysical example would be the blast wave in a supernova as it breaks out of the star.
Regime C corresponds to shocks in which the downstream material is thin, whereas the
upstream one is optically thick. Obtaining these conditions experimentally is complicated
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but they can be found in astrophysics in shock collisions between a low density, high
velocity gas incident onto a comparatively dense material.
Regime D is characterised by both upstream and downstream medium being optically
thin. These shocks are most commonly observed in astrophysics since the escaping radia-
tion makes these types of shocks visible and supernova remnants (SNR) in dense enough
environments are of this type. These conditions are also the ones accessed via shocks in
low density gases and are therefore of main interest in this thesis. However, the formation
of a radiative precursor, accompanying sufficiently strong shocks in high-Z cluster gases,
indicates a departure into regime C, further highlighting the unique properties of clus-
ter targets. The radiative precursor is caused by radiative energy transport through the
shock front and into the upstream material which is heated and ionised in the process.
This effect will be discussed further in §2.4.4.
2.4.3 Radiative Blast Wave Solutions
In §2.3.5, self-similar solutions for blast waves were derived in which the blast wave evolu-
tion simply depends on the initial deposited energy and the ambient density. The solutions
presented were adiabatic, so that while the shock might lose or gain energy locally, the
total energy was assumed to be constant. This, however, is not always true and specif-
ically radiation can remove energy and cool the system. Whilst it is sometimes possible
to extend the solutions found in §2.3.5 to the radiative case, in general a radiative blast
wave will only yield a self-similar solution when cooling occurs in a thin shell just behind
the shock. This is called the thin-shell approximation and will be used in this section to
derive equations for the radiative blast wave evolution.
A spherical shock with radius R and expanding at a constant speed, R˙ = us, into
a medium with mass density ρ1, accumulates the mass per unit time M˙ = 4piR2ρ1R˙.
Assuming all the energy of the swept-up material is radiated away, the blast wave energy
decreases in the thin-shell limit as
dE
dt
=
1
2
M˙u2s = −2piR2ρ1u3s. (2.63)
For the solution to be self-similar, the flow variables have to follow the set of rules
R = R1ξ ∝ tα, ρ1 = ρ1(1)ξ−kρ and E = E(1)ξ−kE with kE and kρ being positive constants
and α again denoting the deceleration parameter. The variable ξ is the shock radius,
R, normalised to some arbitrary radius, R1, and the expression x(1) is equal to x(R)
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evaluated at R = R1 [48]. Similarly to §2.3.5, the equation Et2ρR5 = ζ is constant through
dimensional analysis, and substitution of the expressions for density and energy yield an
expression for the radius R as a function of time
R(t) = R1
[
κE(1)
ρ1(1)R51
]α/2
tα (2.64)
with α =
2
5 + kE − kρ
and κ =
3
4piα2ζ
.
From this one finds that t = t(1)ξ1/α and thus, with us = dR/dt = αR/t, the shock velocity
becomes us = us(1)ξ1−1/α. Substituting all equations for R, ρ and us into Eq. (2.63) and
integrating over time provides a condition for kE . Then, using the virial theorem, a solution
for ζ = ζ(γ) is obtained, with γ being the polytropic index. This, in conjunction with the
condition for kE , eventually provides two possible values for the self-similar exponent, kE .
Accordingly, one finds two solutions for the deceleration parameter, α [48].
α =
 14−kρ MCS2
2+3γ−kρ PDS
(2.65)
The first of these solutions, with kE = 3−kρ, is called the momentum conserving snowplow
(MCS). It describes a blast wave with efficient cooling in both the shell as well as the
rarefied low density interior. In this case, the blast wave ‘coasts’ accumulating mass, while
the energy losses from the shock interior are sufficiently large to reduce the pressure to a
negligible amount. The second solution, with kE = 3(γ − 1), corresponds to the pressure
driven snowplow (PDS) trajectory. This solution describes a blast wave in which radiation
only originates from the thin shell which is pushed by the low interior density at high
pressure and can no longer support itself, thus collapsing to high densities. Accordingly,
if the interior pressure drops too quickly, the shock enters the MCS regime.
The results for the deceleration parameter presented here have been derived for spher-
ical symmetry, but can also be found for cylindrical symmetry [49]. The different values
for α assuming a homogenous background density (kρ = 0) and γ = 5/3 are summarised
in Table 2.1 for the Sedov-Taylor solution as well as the MCS and PDS regime.
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Geometry Sedov-Taylor PDS MCS
cylindrical 1/2 3/8 1/3
spherical 2/5 2/7 1/4
Table 2.1: The deceleration parameter α assuming a uniform background density and
γ = 5/3 for the Sedov-Taylor, PDS and MCS blast wave solution. Results are listed for
both spherical and cylindrical geometry.
2.4.4 Sub- and Supercritical Shocks
In an optically thick shock (i.e. type A) the numerous photon interactions result in
the rapid establishment of thermodynamic equilibrium and an effective smoothing of the
radiation into a black-body spectrum [49]. Although this represents a departure from
the thin-thin shock scenario, which was identified in §2.4.2 to be the most relevant in the
context of this thesis, using this assumption allows to develop a theory describing structural
features of radiative shocks. Specifically the radiative precursor is readily observed in laser
driven shocks in cluster media for high-Z materials such as krypton or xenon (see, for
example, [50] or Ch. 5 in this thesis). In the following section a description of this feature
will be developed with the assumption of a perfect gas with constant specific heat and,
following the discussion in [45], neglecting viscosity and conduction.
As was introduced in §2.1.5, in thermal equilibrium the radiation flux is given by the
well-known Stefan-Boltzmann law, Γ = σT 4. Comparing the ratio of radiation flux to fluid
flux, σT 4/(usρ) ∼ (Urad/ρ)(c/us), this quantity is generally larger by a factor of c/us
than the ratio of radiation energy density, Urad, to fluid energy density, ρ. Therefore,
while the radiation flux at high temperatures has to be taken into account, for the general
case of us  c, the radiation pressure is negligible.
The radiation emanating from the shock discontinuity is absorbed in the layers of gas
in front of the shock at a distance of order a photon mean free path, λνmfp. This is usually
much longer than the gaskinetic mean free path or the thickness of the relaxation layer.
The gas flowing into the discontinuity is therefore pre-heated and consequently the shock
propagates through a heated gas, so that the temperature just behind the shock front,
T+, is higher than without any preheat. Behind the compression front, the temperature
decreases to its final state T2. The preheating temperature T−, just in front of the compres-
sion shock, is proportional to the radiation flux originating from the compression shock,
Γ ≈ σT 42 , as is the difference between the overshoot temperature behind the shock T+
and the final temperature T2 (roughly T+ − T2 ≈ T−). At some temperature T2 = Tcr the
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preheating temperature T− will approach the value of T2. This point divides two different
types of shock precursor termed subcritical for T2 < Tcr and supercritical for T2 > Tcr. In
the supercritical state, the radiation emitted from the shocked gas would be sufficient to
heat a layer of gas with thickness on the order of an absorption mean free path to a tem-
perature T− higher than T2. However, T− > T2 can never occur, in accordance with the
second law of thermodynamics, and the layers heated to T− ≤ T2 simply radiate as well,
thereby heating neighbouring layers through the process of radiative heat conduction. As
will be shown below, this significantly changes the temperature profile in a supercritical
shock compared to the subcritical case.
Assuming the conditions described above, in addition to a strong shock (i.e. p1 = 0),
the system of hydrodynamic equations in the shock frame has the following form [45]
ρu = ρ1us,
p+ ρu2s = ρ1u
2
s and (2.66)
+
p
ρ
+
u2
2
+
Γ
ρ1us
=
u2s
2
.
Here, Γ is the total radiation flux. It can be shown that the compression work, p/ρ, and
the change in kinetic energy, u2s/2 − u2/2, balance each other out, so that the radiation
energy flux can be approximated as [45]
−Γ = usρ1, (2.67)
where  = pρ(γ−1) =
RT
γ−1 for an ideal gas. Γ can be determined with the help of the
radiative transfer equation which describes the propagation of photons of frequency ν
through a medium with an effective absorption κ′ν .
1
c
∂Iν
∂t
+ Ω · ∇Iν = κ′ν(Iνp − Iν) (2.68)
The quantity κ′ν is a modified absorption coefficient which includes emission, Ω is the
solid angle and Iνp is the spectral intensity for radiative equilibrium as given by Planck’s
radiation law, Iνp = 2hν
3
c2
(ehν/kBT − 1)−1. Integrating Eq. (2.68) over all Ω yields a
continuity equation for radiation at a given frequency, ν
∂Uν
∂t
+∇ · Γν = cκ′ν(Uνp − Uν) (2.69)
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where Uν is the energy density and Γν is the radiative energy flux. In steady state the time
dependence of Eq. (2.69) vanishes and the diffusion approximation allows to rewrite the
radiation equations. Averaged over all frequencies and introducing the Rosseland mean
free path, λRoss, one finds [45]
dΓ
dx
=
c(Up − U)
λRoss
and (2.70)
Γ = −cλRoss
3
dU
dx
(2.71)
Here, the quantity Up =
∫∞
0 U
ν
p dν = 4σT
4/c is the energy density of equilibrium radi-
ation. The Rosseland mean free path is the photon mean free path, λνmfp, caused by
Bremsstrahlung radiation and averaged over all frequencies, λRoss =
∫∞
0 λ
ν
mfpG(u)du.
The factor G(u) is a weighting factor, G(u) = 15
4pi4
u4e−u
(1−e−u)2 , u is the dimensionless vari-
able u = hν/kBT and h is Planck’s constant [45]. The Rosseland mean free path can
be eliminated by rewriting Eq. (2.70) and (2.71) in terms of the optical thickness, τ ,
with dτ = dx/λRoss. Dividing the two resulting equations gives dΓdU =
c2
3Γ(U − Up). This
equation now allows to calculate the energy flux, Γ, ahead of the shock front.
Fig. 2.11: Schematic temperature profiles for shocks with subcritical (blue) and super-
critical (red) radiative transport. For strong shocks, if the temperature in the radiative
precursor exceeds a threshold value Tcrit, it approaches the postshocked temperature T2
and evolves into the supercritical solution. Adapted from [45].
If the temperature in the pre-heated region is small compared to the temperature
behind the shock, i.e. T− < T2, then the equilibrium radiation density, Up ∝ T 4, will
be small compared to the total radiation density which is determined by the temperature
behind the discontinuity, U ∝ T 41 . Thus, the radiation density in the pre-heated region
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is significantly out of equilibrium and the radiation originating there only makes a small
contribution to the total radiation flux and density. Note that this assumption is only
valid up to a temperature Tc, where the radiation density, U , becomes comparable to its
equilibrium value. A solution for the energy flux ahead of the discontinuity can now be
found to be Γ = Γ0e−
√
3|τ |. The absolute value of τ has to be used here since in the shock
frame, where the shock is stationary at x = 0, τ =
∫ x
0
dx
λRoss
will be negative in the region
ahead of the shock. Through Eq. (2.67) the temperature is then given by T = T−
√
3|τ |
e
which is schematically shown in Fig. 2.11 as the blue line. Behind the shock front, the
temperature profile is given by T − T2 = (T+ − T2)e−
√
3τ [45].
The red line in Fig. 2.11 corresponds to the supercritical case for which T2 > Tcr.
In this case T− increases up to the final temperature T2 and thus also exceeds Tcr. At
the leading edge of the precursor, where T < Tc, the radiation is out of equilibrium
with the medium and the temperature profile is similar to the subcritical case. However,
for T > Tc oppositely directed radiation fluxes balance out and the radiation density is
close to its thermodynamic equilibrium value. Up can no longer be ignored and voids the
subcritical solution. Instead one finds T = Tc
(
1 + 3
√
3
4 |τ − τc|
)1/3 where τc is the optical
depth at which T = Tc expressed through the temperature ahead of the discontinuity by
|τc| = 43√3
[(T−
Tc
)3 − 1]. These solutions show the strong effect that radiation can have
on the upstream material properties ahead of the shock front and, in fact, this is readily
observed in some of the data discussed in later chapters in this thesis.
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2.5 Laboratory Astrophysics
With the development of high power lasers and pulsed power machines and the ability
to access new exotic regimes in the EOS domains relevant to astrophysical systems, the
research field of laboratory astrophysics has received considerable interest over the last few
years [1,2,51,52]. However, it should be obvious that astrophysical systems differ by many
orders of magnitude in temporal and spatial scales, compared to what is achievable in the
laboratory. The issue of scaling is therefore very important when attempting to apply
observations from laboratory based experiments to astrophysical systems. The focus of
this section will therefore be to establish a set of rules under which an experiment can be
considered to be ‘well scaled’.
2.5.1 Scaling of Hydrodynamic Processes
In order to derive scalability arguments, in the following section hydrodynamic systems
obeying the Euler equations, Eq. (2.9a)–(2.9c), without the contribution of electromag-
netic forces will be considered. The initial conditions for the flow variables can be defined
in the following way
ρ|t=0 = ρ∗F
(
r
L
)
, p|t=0 = p∗G
(
r
L
)
and u|t=0 = u∗H
(
r
L
)
(2.72)
where L is the characteristic scale length of the system and the quantities marked with an
asterisk are the characteristic parameters at a certain time. The functions F , G and H
are dimensionless functions of maximum magnitude one that determine the spatial shape
of the initial distribution of the flow variables. Consequently, apart from the distribution
functions, there are four variables determining the initial conditions: ρ∗, p∗, u∗ and L.
Recasting the flow variables in dimensionless form gives
r˜ =
r
L
, ρ˜ =
ρ
ρ∗
, p˜ =
p
p∗
, t˜ =
t
L
√
p∗
ρ∗
and u˜ = u
√
ρ∗
p∗
. (2.73)
These conditions are also referred to as the Euler similarity since rewriting the Euler
equations with these dimensionless variables will retain the original form of the equations
with all variables replaced by the ones bearing a tilde. That means, the Euler equations
are invariant under this variable transformation. The dimensionless initial distribution
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functions now acquire the form
ρ˜|t˜=0 = F (r˜), p˜|t˜=0 = G(r˜) and u˜|t˜=0 = u∗
√
ρ∗
p∗
H(r˜). (2.74)
The usefulness of these conditions becomes clear, when considering two separate hydrody-
namic systems, 1 and 2, for which the initial dimensionless distribution functions F , G and
H are identical, i.e. the initial states are geometrically similar. The transformation in-
variance of the Euler equations therefore implies that these systems will evolve identically
(in a scaled sense) provided that the dimensionless parameter
Eu = u∗1
√
ρ∗1
p∗1
= u∗2
√
ρ∗2
p∗2
(2.75)
is the same for both systems [3]. The constant Eu is referred to as the Euler number.
Similarly, the timescales on which the two systems evolve to a given spatial scale h scale
according to t2 = t1 h2h1
√
p∗1ρ
∗
2
p∗2ρ
∗
1
.
Notably, these conditions ensure that the whole evolution of two systems is identi-
cal, including features such as weak and strong shocks as well as unstable behaviour.
Therefore, it is possible to scale laboratory experiments with typical millimeter spatial
and nanosecond temporal scales to astrophysical phenomena spanning several light years
(1ly ≈ 1016m) and evolving over hundreds to thousands of years. However, in order for
these scaling arguments to be applicable, certain assumptions about the systems under
description have to be made and it must be possible to create suitable initial conditions
in the ‘test’ system.
2.5.2 Scaling Assumptions
The similarity arguments applied in the previous section are all based on the Euler equa-
tions and therefore necessitate that all additional terms in the generalised fluid equations,
Eq. (2.16) and (2.17), are negligible. Apart from disregarding any gravitational forces,
four specific conditions arise that will be discussed in detail below.
In order for the system to behave like a fluid, the particles need to be localised to
a scale smaller than the characteristic scale of the system, L. This can be achieved by
ensuring that collisions occur on a scale  L, so that λimfp/L  1. For a fully ionised
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and unmagnetised plasma the ion mean free path can be approximated by [3]
λimfp[cm] ≈ 3× 1013
T 2[eV ]
ln Λni[cm−3]
(2.76)
where ln Λ is the Coulomb logarithm and accounts for shielding in the plasma. In high
energy physics, this can be sufficiently approximated with the equation [11]
ln Λ = Max
[
1, 24− ln
[√
ne[cm−3]
Te[eV ]
]]
. (2.77)
For a hydrogen plasma with temperature T = 1keV and density ni = ne = 1019cm−3,
the mean free path equates to λimfp ≈ 3mm. While this distance seems rather long for
an experimental system of scale ∼ 100µm, a hot plasma filament surrounded by cold
neutral gas quickly cools as it expands. After a few hundred ps the temperature has
usually decreased to 1−10eV , thus reducing λimfp to below 1µm and thereby fulfilling the
condition of collisionality.
The Peclet number, characterising the ratio of convective heat flow to diffusive heat
transport, χ, has been defined in Eq. (2.19). Replacing the velocity with the shock
speed, this becomes Pe = Lus/χ. In order for the convective (hydrodynamic) heat flow
to dominate, this number has to be large, i.e. Pe  1. The main contribution to heat
conduction comes from the electrons, which in the unmagnetised case is given in units of
cm2s−1 by [3]
χ[cm2s−1] =
2× 1021
ln ΛZ∗(Z∗ + 1)
T 5/2[eV ]
ni[cm−3]
. (2.78)
Z∗ denotes the average ionic charge state. As for the collisionality, at early times in a
typical laboratory plasma, the viscosity condition, Pe  1, is not fulfilled. Assuming a
fully ionised, unmagnetised hydrogen plasma at 1keV and of size 100µm which expands
at a rate of 106cms−1 into ambient gas with density n = 1019cm−3, Pe calculates to
Pe ≈ 2 × 10−4. However, as the plasma expands, the temperature drops quickly and the
Peclet number increases, i.e. Pe > 6000 for 1eV using the same spatial scale and expansion
velocity.
In order to drop all radiation terms in the generalised fluid equations, the energy flux
due to radiation has to be negligible compared to the hydrodynamic energy flux. The
resulting condition depends on the optical depth of the system, i.e. whether λνmfp  L
or λνmfp  L. This can be estimated for a fully ionised plasma as the minimum of the
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frequency averaged mean free path due to Bremsstrahlung radiation (the Rosseland mean
free path introduced in §2.4.4) or from Compton scattering [3].
λmfp = Min
 λRoss[cm] = 1.7× 10
37 T
7/2[eV ]
Z∗3n2i [cm−3]
λc[cm] = 1.5× 1024 1ne[cm−3]
(2.79)
In the optically thick case, λmfp  L, an upper estimate for the radiative heat flux is
that of a black body, Γ = σT 4. On the other hand, the energy content of a slab per unit
area is given by 32L(ne + ni)kBT . Therefore the radiation cooling time can be calculated
by dividing the two equations to yield τBB = 32(Z
∗ + 1)niL kBσT 3 . In practical units this is
given by
τBB[s] = 1.2× 10−24(Z∗ + 1)ni[cm
−3]L[cm]
T 3[eV ]
. (2.80)
A sufficient condition for radiation to be ignored, is then given by τBB  τhydro, where
the characteristic hydrodynamic timescale is defined by τhydro = L/us. In the optically
thin case, where Min{λRoss, λc}  L, at high enough temperatures the cooling is mainly
caused by Bremsstrahlung. Similarly to τBB, the cooling time is found by dividing the
energy density by the radiated power per unit volume and one obtains in practical units
and for temperatures > few keV
τthin[s] = 1.4× 1013 (Z
∗ + 1)
Z∗Z2eff
T 1/2[eV ]
ni[cm−3]
, (2.81)
where Z2eff is the weighted average of Z
∗ [3]. For lower temperatures, where line emission
contributes to radiation as well, τthin can decrease by several orders of magnitude compared
to the Bremsstrahlung case. Again, in order for radiation to be negligible, the condition
τthin  τhydro has to be fulfilled. Calculating the mean free path for a fully ionised
hydrogen plasma at 1keV with n = 1019cm−3 and L ≈ 100µm, gives λRoss ≈ 5 × 109cm
and λc ≈ 2 × 105cm, so the plasma is optically thin. In this case τthin ≈ 9000s and
τ ≈ 10ns. Later in the plasma evolution, when the temperature has dropped to T ≈ 1eV ,
line radiation will likely reduce τthin to several 100 ns [49] which still significantly exceeds
the hydrodynamic time scale.
Finally, in order for viscous effects to be negligible, the Reynolds number as defined
in Eq. (2.20), Re = Lus/ν, has to be large, Re  1. To calculate the viscosity, ν,
contributions from electrons, ions and also photons have to be taken into account, although
it is generally dominated by the ion viscosity, νi. For an unmagnetised plasma with Z∗ ≤ 6
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the ion kinematic viscosity is approximated by [3]
νi[cm2s−1] =
2× 1019
ln Λ
√
AZ∗4
T 5/2[eV ]
ni[cm−3]
, (2.82)
with A being the atomic mass. Using the same input parameters as before, the Reynolds
number calculates to Re ≈ 10−3 at 1keV and then, as the plasma cools down to 1eV ,
quickly rises to Re ≈ 104.
In summary, the scaling of two systems via the Euler similarities is applicable, if the
initial conditions and flow variable distributions are described by the same, dimensionless
distribution functions for ρ, u, p and T . Furthermore, the scalability conditions have
to be met for both systems and the Euler number has to be equal. Similarly, the EOS
has to be the same as well, in order to ensure the same evolution. The two systems
will then evolve identically (on a scaled spatial and temporal scale) provided that these
conditions are not violated and that any boundary conditions imposed by, for example,
an experimental setup, does not have any significant impact on the system. It should
also be noted, that the similarity between the two systems will break down on sufficiently
small spatial scales ≤ L, since the Euler equations are no longer applicable to describe the
system hydrodynamics [3].
An example for an astrophysical phenomenon, which has been simulated in a laboratory
environment using the aforementioned scaling considerations, is the supernova remnant
SN1987A, of which a large amount of observational data exists (see, for example, [53]).
Here, the spatial distribution of characteristic quantities has been observed to be similar,
implying that the laboratory system and the supernova are scalable to each other and
evolve similarly [3, 4].
2.5.3 Scaling Considerations for Systems with Radiative Losses
In case radiative losses are significant on the time scale of hydrodynamic motion, the Euler
equation describing the energy of the system, Eq. (2.9c), has to include an energy sink
term. Thus, the similarity conditions discussed so far are no longer sufficient to ensure
that two systems evolve similarly. The extended energy equation has the form
∂p
∂t
+ u · ∇p+ γp∇ · u = −(γ − 1)Γr (2.83)
where γ denotes the polytropic index, as usual, and Γr = Γr(p, ρ) is the radiated power
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per unit volume. Since the radiated power is generally a complex function of both the
density, ρ, and the pressure, p, it is usually difficult to establish a strict similarity between
a laboratory and an astrophysical system. In case, however, that Γr is a power-law type
function, Γr ∝ pβ1ρβ2 , one can find an additional constraint, apart from the matched
Euler-number, Eq. (2.75), that has to be equal for two systems, 1 and 2, in order for their
evolution to be scalable [4].
L∗1p
∗(β1−3/2)
1 ρ
∗(β2+1/2)
1 = L
∗
2p
∗(β1−3/2)
2 ρ
∗(β2+1/2)
2 (2.84)
Here, the quantities ρ∗, p∗ and L∗ are again the variables determining the initial conditions.
Since the exact cooling function is generally complex and often unknown, a less strin-
gent condition can be used to compare two radiative systems, provided that radiation only
acts as an energy-loss mechanism and is not reabsorbed by the medium. In this case, the
ratio of the cooling time to the hydrodynamic time scale can be matched between two
systems of interest (see, for example, [54]). The reasoning is that, provided the shape of
the cooling functions are largely similar, the systems behave similarly, although ultimately,
this is still determined by the individual cooling functions [55].
2.6 Summary
In this chapter, the basic principles of shock and blast wave physics in plasma media have
been introduced. This was begun with a general discussion of plasmas and the description
of a plasma as a fluid utilising the Euler equations. Following this, the issue of laser
interaction with plasmas was broached, leading to effects such as ionisation and plasma
heating. A natural progression from introducing the laser was the introduction of shock
and blast wave concepts and the formulation of the shock jump conditions. Furthermore,
the concept of self similarity was discussed and applied to the general case of a strong
shock in order to obtain its temporal evolution. This motivated the extension of the shock
principles to shocks in plasmas. Here the effect of conduction and radiation on the shock
evolution and the shock front was considered in more detail. Finally, in the last section,
the underlying principles of comparing hydrodynamic systems of different temporal and
spatial scales were examined. Based on the validity of the Euler equations, constraints for
the collisionality, heat conduction, radiation and viscosity were discussed and compared
to the conditions of a typical laboratory plasma of interest in this thesis.
Chapter 3
Instrumentation and Experimental
Methods
The main subject of this thesis is the investigation of high-Mach-number shocks produced
by irradiating a cluster gas target with high-intensity laser radiation. There are a number
of key technical aspects important for the realisation of these experimental investigations
and the associated need to create high-energy-density plasmas. The goal of this chapter
is to introduce the most important of these. The chapter will start with a discussion of
general concepts and design considerations related to high-power lasers. This will lead
on to a description of the two laser systems used for the experimental studies presented
in this thesis, the Imperial College Laser Consortium Nd:Glass Laser and the Vulcan
Laser at the Rutherford Appleton Laboratory. Following this introduction into lasers,
the generation of atomic clusters will be discussed. Subsequently, various approaches to
imaging laser-produced plasmas with both temporal and spatial resolution are reviewed,
as well as mathematical approaches used to extract plasma properties in cylindrical or
arbitrary geometry. Finally, in the last section, an experimental technique to measure
plasma temperatures based on Bremsstrahlung X-ray emission will be introduced, after
which this chapter will conclude.
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3.1 A brief Overview of High-Intensity Laser Concepts
Lasers are devices that generate or amplify coherent radiation over a broad range of
the electromagnetic spectrum. The underlying principle was first invented and demon-
strated for microwave radiation, where it was called Microwave Amplification by Stimulated
Emission of Radiation or maser [11]. When applying this idea to optical frequencies, this
abbreviation evolves into light amplification by stimulated emission of radiation, or laser.
While a basic laser patent, describing a setup for sustaining oscillations at optical
wavelengths, had already been filed in 1958 by A. L. Schawlow and C. H. Townes [56],
both working for the Bell Laboratories, the first successful experimental demonstration
of laser oscillations was achieved in 1960 with an optically pumped ruby crystal by H.
Maiman of the Hughes Aircraft company [57]. This was quickly followed in early 1961 by
observations of laser oscillations in a helium-neon gas laser by A. Javan, also working at
the Bell Laboratories [58]. Since then lasers have entered everyday life and are a crucial
instrument not only in research but also in medicine (e.g. eye treatment) and industry
(e.g. cutting). Through advancements in laser technology the avaiable intensities have
increased by many orders of magnitude since 1960 and achievable pulse durations are
now in the sub-10fs regime. Over the years, this progress has significantly expanded the
possibilities for scientific research and is still continuing to do so.
Laser-matter interactions are studied over a broad range of spatio-temporal scales and
on-target intensities, but the research presented here is carried out in the high-intensity
regime (1016−1018Wcm−2). Using standard focussing optics, these intensities are feasible
with laser peak powers on the order of a terawatt (1TW = 1012W ) with two viable
approaches to reach these values. High energy (E ∼ 1kJ), long-pulse (tL ∼ 1ns) lasers are
commonly used for nuclear fusion experiments and equation-of-state measurements [59,60].
These lasers are predominantly found in large, government run research facilities with high
demands in both personnel and running costs. Due to the immense heat load generated
in the laser amplifiers, these lasers routinely only fire a few times per day, putting large
constraints on experiments and demanding well characterised experimental conditions.
Lower energy (E . 1J), short-pulse (tL < 1ps) lasers are more common and can be found
in many university laboratories as they are cheaper to build and maintain. The lower pulse
energies allows the operation at higher repetition rates (up to ∼ 10kHz at ∼ 1mJ) which
makes these ‘tabletop’ systems particularly useful for systematic studies and repeatable
experimental conditions.
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The following sections will highlight some of the techniques, essential to the design
and operation of sub-ps laser systems as used for the experiments described in this thesis.
However, this section should in no way considered to be comprehensive and a much more
thorough discussion of laser principles and techniques can be found in [61] as well as other
well-known textbooks.
3.1.1 Nonlinear Optics
Nonlinear optics studies the modifications of the optical properties of a dielectric material
by the presence of an electro-magnetic field. Typically only laser-light is intense enough
to generate electric fields that result in significant non-linear distortions to the electronic
structure of a material and thus the polarisation vector, P. For small electric fields, that
is in the case of ‘linear’ optics, the induced polarisation response varies linearly with the
applied electric field, i.e. P(t) = 0χ1E(t). Here, 0 denotes the permittivity of free space,
as usual, and the constant of proportionality, χ1, is called the linear susceptibility and is
generally a tensor quantity. However, the assumption of a linear response breaks down for
strong electric fields, which, assuming the polarisation depends only on the instantaneous
electric field, E, leads to an extension of the polarisation as a Taylor-series in powers of
E, given by [62]
P(t) = 0
(
χ1E(t) + χ2E2(t) + χ3E3(t) + ...
)
. (3.1)
Here, the quantity χn denotes the nth-order nonlinear susceptibility. Substituting an
oscillating laser electric field, EL(t), with frequency ω along with a constant DC offset,
E0, gives polarisation terms with frequencies 0, ω, 2ω, etc. as coefficients to the different
orders of susceptibility. Some of these are listed in Table 3.1.
The first term describes the linear response to the laser field and is responsible for the
refractive index of the material, η0, via η0 =
√
1 + χ1. The second term describes the
Polarisation term Frequency description
χ1EL cosωt ω refractive index
χ2E0EL cosωt ω Pockels effect
χ2E
2
L cos 2ωt 2ω second harmonic generation
χ3E
3
L cosωt ω intensity-dependent refractive index
Table 3.1: Strong electric fields in dielectric materials give rise to nonlinear effects in the
polarisation equation. The most important ones (in the context of this thesis) are listed
above.
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Pockels effect, which results in a change of the material refractive index in the presence of
a strong DC electric field, E0. By applying a field to a birefringent material, this effect can
be used as a time-dependent polarisation control and is implemented in form of a Pockels
cell. The third term listed in Table 3.1 describes the conversion of light with frequency ω
into radiation with its second-harmonic frequency, 2ω. This effect is commonly used, for
example in Nd:YAG lasers, to convert the nominal wavelength of 1064nm in the IR into
532nm light in the visible regime. Finally, the tabulated χ3 term results in an intensity,
I, dependent refractive index following the equation η = η0 + η2I, where η2 = 3χ32η200c
and c
denotes the vacuum speed of light. This is also referred to as the Kerr effect and results in
temporal and spatial phenomena such as self-phase modulation (SPM) and self-focussing.
Self-focussing is caused by spatial intensity variations, where a laser pulse experiences a
higher refractive index at its peak in the centre, than in the lower-intensity wings, thus
acting as a positive lens and focussing the beam. SPM is caused by temporal intensity
variations, where the time varying refractive index results in a time-dependent phase-shift,
equivalent to a shift in the optical frequency.
These nonlinear processes can lead to potentially damaging effects, for example through
self-focussing. A convenient way to define the cumulative measure of nonlinear effects in
a laser system is by calculating the so-called Breakup Integral, or B-Integral, via the
equation [61]
B =
2pi
λ
∫ L
0
η2(z)I(z)dz, (3.2)
where λ and L are the laser wavelength and the optical path length, respectively. For
high-power laser systems, this generally has to be kept below the value B ≤ 5 in order
to avoid nonlinear damage and distortion effects, but in practice should be smaller than
1. For a pulse intensity of 1010Wcm−2, this corresponds to a propagation distance in
glass (e.g. optical fibre) of L ≈ 1m [49]. Obviously, this significantly limits the attainable
peak intensities and it was not until the development of the chirped pulse amplification
technique (see §3.1.4) that short pulses could be amplified to high energies and high peak
powers.
3.1.2 Lasing and Q-Switching
In its simplest form, a laser comprises an optical gain medium pumped to reach population
inversion, i.e. more atoms are in an excited state than in the ground state. The gain
medium is situated in a highly reflective cavity of length L consisting of two mirrors, such
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that photons oscillating between the mirrors are multiplied via stimulated emission on each
pass of the cavity. A cavity potentially supports multiple longitudinal modes of frequency,
ωn = pic nL , which have to overlap with the gain curve of the amplifying medium in order
to be amplified. Once again, c denotes the speed of light and n is a non-negative integer.
By making one of the cavity mirrors partially transmissive, the stimulated photons can
be extracted in the form of coherent, electro-magnetic radiation. This can be either in
form of a continuous wave (cw) or pulsed, depending on the type of pump medium and
excitation method used. Unless time-varying changes to the cavity are instigated, this
process quickly reaches saturation, in which the pumping process and energy extraction
from the gain medium by stimulated emission equalise. In order to allow the buildup of a
much larger than usual population inversion, and therefore significantly higher extracted
energies, the Q-switching method is used. While the gain buildup progresses via pumping,
the cavity is prevented from oscillating, by effectively removing one of the cavity mirrors.
Then, after the population inversion has maximised, the quality of the cavity, or short ‘Q’,
is switched back to its usual, large value via a rapid modulation method. This generally
results in a short laser pulse extracting much of the accumulated population inversion [61],
while the pulse duration is determined by the time interval that it takes to fully extract
the gain. In practice, this is usually realised with a combination of a polariser and Pockels
Cell. The polariser rejects all photons from the cavity, unless the Pockels cell fires and
rotates the polarisation so the polariser becomes transmissive and the cavity closed.
3.1.3 Mode-Locking
The process of mode locking aims to force all the different oscillation modes, that are
supported by both the gain medium and the cavity, to oscillate coherently through locking
them in phase [61]. By preferentially amplifying only certain temporal structures in the
laser-cavity signal, the modes are forced to interfere constructively to create a single pulse,
while destructive interference occurs at all other points in the cavity. The pulse duration
is then roughly given by the inverse bandwidth, ∆t ∼ ∆ν−1, where the bandwidth is
calculated from the number of modes that experience gain, Ng, via ∆ν =
Ngc
2L =
Ng
τcav
, and
τcav = c/2L denotes the cavity round-trip time.
There are many different methods to achieve mode locking. For example, it can be
accomplished ‘actively’, which refers to an externally imposed modulation of the ampli-
tude or phase of the cavity signal at a frequency that matches the cavity round-trip time
or harmonics of it. This method, however, has largely been replaced in modern solid
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state lasers by ‘passive’ mode-locking, which relies on optically driven effects to prefer-
entially amplify intensity spikes to self-mode-lock the cavity. One possibility is the use
of a semiconductor saturable-absorber mirror, or short SESAM, which exhibits constant
absorption at low intensities, but saturates and decreases to lower absorption values at
higher laser intensities. Accordingly, laser oscillation can build up from a single noise spike
that is preferentially amplified by experiencing the least loss at the SESAM. An example,
where passive mode locking is used this way, is the GLX-200 oscillator, which constitutes
the front-end of the Nd:Glass laser and is discussed in §3.2. As all passive mode locking
techniques, this method is not strictly self-starting, but rather requires a noise spike from
which the laser pulse can grow.
3.1.4 Chirped-Pulse-Amplification
As highlighted in §3.1.1, it is advisable to keep the B-Integral to B ≤ 5, which limits the
pulse intensity in the laser system to below the threshold where self-focussing or SPM
cause the beam quality to degrade. Additional limitations are imposed by the damage
threshold of the optical components, as they will typically experience surface damage if
the fluence level exceeds ∼ 0.16Jcm−2τ [ps]1/2, with τ [ps] being the pulse duration in
ps [39]. One option to avoid excessive fluence levels and related nonlinear effects as well
as damage, is by expanding the beam to larger diameters. However, this also substan-
Fig. 3.1: Schematic of the chirped pulse amplification technique. A low-power, short
pulse is stretched in time via dispersive elements (stretcher), thus spreading out different
frequency components of the pulse in time. This can be amplified to high energies without
the danger of damaging optics or nonlinear effects, and is then re-compressed to a high-
power, short pulse in the compressor by imposing the inverse phase delay to the stretcher.
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tially increases the cost of optical components. Another viable route is to increase the
temporal pulsewidth of the laser by introducing a reversible stretch before amplifying the
pulse to high energies. After amplification the laser is then recompressed to produce a
high-intensity, short duration laser pulse. This method is appropriately referred to as
chirped pulse amplification, or short CPA [63,64] and is a standard technique exploited by
many modern high-intensity laser systems.
A schematic depicting the principle idea behind CPA is shown in Fig. 3.1. A low-
energy, short pulse, usually generated in a mode locked oscillator, is passed through a
dispersive stretcher and becomes ‘chirped’ by adding or subtracting frequency-dependent
phase, φ(ω), to the laser pulse. The phase can be written as a Taylor-type expansion in
the laser frequency, ωL, with the expression
φ(ω) = φ(ωL) + (ω − ωL)dφ
dω
|ωL +
(ω − ωL)2
2!
d2φ
dω2
|ωL + ... . (3.3)
The first term in Eq. (3.3) simply represents a constant accumulated phase for ωL, the
second term is the group delay and the third term is the group delay dispersion (GDD). A
schematic of how the addition of GDD is implemented in practice, is displayed in Fig. 3.2.
Using a combination of optical gratings, different frequency components are forced to travel
different distances, such that they spread out in time, i.e. the pulse becomes temporally
chirped. Fig. 3.2(a) shows a typical stretcher configuration [65], imposing positive chirp
onto the beam, so that low frequencies (red) precede higher frequencies (blue) after passing
Fig. 3.2: Schematic of (a) a simple grating stretcher and (b) compressor design. By
imposing different path lengths onto the laser frequency components (here red and blue),
in this design, the stretcher generates positive temporal chirp and elongates the laser pulse
in time. The compressor reverses the effect of the stretcher by applying an equal amount
of negative chirp, thus shortening the pulsewidth.
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through the grating pair. In contrast, Fig. 3.2(b) displays the equivalent compressor
configuration [66], imparting negative temporal chirp to the pulse and inverting the effect
of the compressor. Note, that the examples shown in Fig. 3.2 also result in a spatially
chirped pulse at the output since the frequencies are spread out in space. This can be
amended by reflecting the pulse onto itself and double-passing each design, which, in
addition, will add the same amount of GDD again.
While a compressor ideally balances out any temporal chirp imposed by the laser sys-
tem and the stretcher, in practice, dispersion and nonlinear effects from beam propagation
and the amplification process along with geometric aberrations in the stretcher will create
higher order phase terms that cannot be compensated with a grating pair. This generally
results in a pulse duration longer than the original one and potentially temporal wings.
This effect becomes more dominant for short pulses with large bandwidths, ∆ω, where
the contribution of higher order terms for (ω − ωL) will increase.
Current, high-end CPA laser systems are capable of producing a broad range of
pulsewidths, from a few ps down to ∼ 10fs, as well as energies from the µJ level to
several 100J . At the time of writing, the world record for highest focussed laser-intensity
is held by the Vulcan Petawatt laser (1015W ) at the Rutherford Appleton Laboratory with
∼ 1021Wcm−2 [67]. Nevertheless, significant research is being invested into pushing the
current limitations for high-energy-density research further with higher supported band-
widths or damage threshold for optical components (e.g. dielectric gratings). A major
development, upon which many new-generation high peak power CPA laser systems are
based, is optical parametric chirped pulse amplification (OPCPA) [68]. Here, amplifica-
tion of the laser pulse is not achieved through a conventional energy-storage medium, but
via parametric beam interaction in a nonlinear crystal. In fact, at the time of writing, a
number of next-generation petawatt lasers are near completion (e.g. Astra Gemini [69]) or
have recently been commissioned (e.g. the Texas Petawatt [70]), while the design phase for
the subsequent laser generation, possibly reaching exawatt levels, has already started [71].
This ultimately provides the capability to access increasingly exotic regimes of matter in
the laboratory.
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3.2 The ICLC Nd:Glass Laser
For the experiments presented in this thesis, two high-power laser systems were employed,
one of which is the Nd:Glass laser operated by the Imperial College Laser Consortium
(ICLC) and presented in this section. The ICLC Nd:Glass laser was the first CPA laser
system outside of the United States of America and has been the main experimental tool
for the group’s research in high-energy-density plasma physics since 1994 [72]. Naturally,
it has experienced many changes to its original configuration and output capabilities to
match experimental requirements and this section will introduce the system according to
its current operational specifications.
3.2.1 System Configuration
The front end of the laser is formed by a commercial GLX-200, mode locked oscillator
(Time Bandwidth Products) [73], a schematic of which is shown in Fig. 3.3. The gain
medium (GM) is Nd:Glass, pumped by two 1200mW , temperature-tuned laser diodes
(JDSU 2362P1-800 series) at λ = 800nm. Mode-locking is achieved passively with a
saturable absorber (SESAM) (see §3.1.3), which also constitutes one end of the laser
cavity. On the other end, the output coupler, labelled as OC, transmits a small fraction of
the amplified pulse, which results in a pulse train at ∼ 100MHz with pulses of ∼ 240fs
duration and ∼ 1nJ of energy per pulse. Mode locked operation is possible for centre
wavelengths of ∼ (1052–1064)nm, adjustable via the two prisms, P1 and P2, and a tuning
Fig. 3.3: Schematic drawing of the passively mode locked GLX-200 oscillator layout. The
Nd:Glass gain medium (GM) is pumped by two laser diodes, while the cavity is defined
by a saturable absorber (SESAM) and the output coupler (OC). Two prisms (P1 and P2)
and a tuning slit (TS) provide control over the centre oscillator wavelength.
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Fig. 3.4: Schematic of ICLC Nd:Glass laser layout. By firing the ‘Pre-Selection’ and
‘Switch-In’ Pockels cells, a single pulse is selected from the oscillator pulse train. This
pulse is stretched and amplified in the regenerative amplifier and three power-amplifier
stages (Amp 1, Amp 2, Amp 3), after which it is recompressed to yield a peak power of
∼ 3TW .
slit (TS) on a translation stage. Small adjustments of the repetition rate are possible by
moving the SESAM in the axial direction.
The oscillator pulse train is then passed into a series of switching stages, optical stages
for pulse definition and amplifiers, as shown schematically in Fig. 3.4. The pulses, with an
initial diameter of 2mm, are stretched to 1ns in a Martinez-style grating stretcher setup
(see §3.1.4), double-passed to remove spatial chirp, and are then directed into a home-
built regenerative amplifier, or ‘regen’. The combination of ‘Pre-Selection’ and ‘Switch-In’
Pockels cells define a single pulse for amplification matched to the regen repetition rate,
which is operated at 0.1Hz because of thermal load considerations. The regen comprises
two flashlamp pumped neodymium-doped phosphate glass rods in a linear cavity and can
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be operated in either Q-switched mode, which is helpful for alignment, or as a seeded
cavity, where the number of passes is controlled by two additional Pockels cells. Any
pre-pulse which can originate from lower-gain passes in the regen cavity, are discarded by
means of the ‘Slicer’ Pockels cell, after which the pulse is passed through a spatial filter
(SF) and up-collimated. The pulse then propagates through a series of flashlamp pumped
phosphate Nd:Glass power-amplifiers (Amp 1, Amp 2, Amp 3) with subsequent spatial
filtering in air (SF) or vacuum (VSF), which is also used to increase the beam diameter
each time. This ensures that fluence levels are kept below the damage threshold, while the
gain extraction from the amplifiers is kept high. To limit thermal effects, the last amplifier
(Amp 3) can only be fired once every minute. After the last amplification stage, the beam,
with its final beamsize of 50mm, is sent into a double-passed Treacy grating compressor
(see §3.1.4) with a throughput of ∼ 50%. The compressed pulse duration is ∼ 700fs and
contains up to 2.5J of energy. Note, that the final beamsize of 50mm was setup by the
author after the experiments described in this thesis were conducted. Prior to this recent
upgrade, the beam diameter was 27mm, limiting the peak energy to ∼ 800mJ . All the
other parameters defining the laser beam are unaffected by this change.
3.2.2 Laser Parameters
An advantage of the ICLC Nd:Glass laser system is, that it is very well characterised and
some of its main performance parameters will be reviewed in the following paragraphs.
As mentioned before, the system is capable of delivering up to 2.5J on-target. However,
Fig. 3.5: Shot energy histogram for the ICLC Nd:Glass laser for an experiment aimed to
deliver ∼ 350mJ . A Gaussian distribution fit (black line) yields a mean energy of 322mJ
with a 1/e width of 280mJ . Adapted from [74].
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the non-saturable mode of operation in the regenerative amplifier results in significant
shot-to-shot gain fluctuations. An example of this is shown in Fig. 3.5, where a histogram
of measured energies is displayed for ∼ 200 sequential laser shots. The data was obtained
by measuring the energy in the ‘zero-order’ specular reflection off the first grating in
the compressor stage. This contains roughly 15% of the compressed pulse energy and is
utilised to measure the energy non-invasively for every shot with a pyroelectric energy
sensor (Coherent FieldMax TOP). For the particular experimental run used to obtain the
data in Fig. 3.5, a compressed pulse energy of ∼ 350mJ was aimed for, while fitting the
histogram with a Gaussian distribution reveals a mean energy of 322mJ with a spread of
280mJ . This can be advantageous when scanning large parameter regimes, but generally
increases the necessary number of shots for an experiment. In fact, there are plans to
replace the regenerative amplifier with a Nd:YAG pumped optical parametric amplifier to
reduce these large shot-to-shot fluctuations and limit gain narrowing.
Fig. 3.6: Typical single shot second-order autocorrelation trace of the ICLC Nd:Glass
laser. The experimental data (black circles) was fitted with a Gaussian profile (red line),
giving a FWHM pulse duration of 735fs. The inset shows the raw 2ω signal as recorded
by the autocorrelator. Adapted from [74].
In order to measure the pulse duration of the laser, a single-shot, second-order au-
tocorrelator was used. This method allows to encode the temporal intensity profile of a
pulse which is too short to be measured directly with a diode (∆t . 10ps), into a spatial
distribution signal that can be measured directly. By splitting the original pulse into two,
and crossing them in a second-harmonic crystal, the temporal structure of the pulse is
mapped onto the spatial structure of the resulting 2ω signal [75]. This can be recorded
with a charge coupled device (CCD) camera and then be converted into temporal informa-
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Fig. 3.7: The focal spot measurement of the ICLC Nd:Glass laser gives an approximate
FWHM focal spot size of w0 ≈ 12.5µm. Adapted from [74].
tion via an inversion algorithm and assuming a given temporal pulse shape. An example
for such a measurement is displayed in Fig. 3.6 along with a Gaussian fit to the retrieved
temporal profile. The inset shows the raw 2ω data as recorded with the CCD camera.
In order to determine the intensity reached when focussing the ICLC Nd:Glass laser,
the focal spot produced by a 25cm plano-convex lens was imaged onto a CCD camera,
the result of which can be seen in Fig. 3.7. From this, the full-width at half-maximum
(FWHM) spot size is 12.5µm, while the diffraction-limit, M2, has been measured to be
1.1 [76]. To calculate the intensity profile and the peak intensity, I0, of a laser focal spot,
both the spatial and temporal profile of the pulse have to be taken into account. Assuming
a Gaussian profile for both contributions, the intensity as a function of radius, r, and time,
t, can be written as
I(r, t) = I0e
− ln 2 4r2
w20 e− ln 2
4t2
τ2 , (3.4)
where w0 = 2r0 is the FWHM beamwaist at the focus, r0 is the focal spot radius and τ is
the FWHM pulse duration. For this equation, it was assumed that the intensity peaks at
I0 for r = t = 0. In order to find the peak intensity, Eq. (3.4) needs to be integrated. First,
integrating over the area and using the relationship
∫∞
0 xe
−ax2dx = 1/2a, one obtains the
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total power as a function of time.
P (t) =
∫
I(r, t)dA =
∫ 2pi
0
∫ ∞
0
I(r, t)rdrdθ
= I0
piw20
4 ln 2
e− ln 2
4t2
τ2 (3.5)
By integrating once more over time, one finds the total energy, Elaser, contained in the
focus. Using
∫∞
−∞ e
−ax2dx =
√
pi/a this gives
Elaser =
∫ ∞
−∞
P (t)dt
= I0
τw20
8
(
pi
ln 2
)3/2
. (3.6)
Solving this for I0 gives the peak intensity in terms of the focal spot size, pulsewidth and
laser energy
I0 =
8Elaser
τw20
(
ln 2
pi
)3/2
≈ 0.829Elaser
τw20
. (3.7)
Substituting the accessible parameter regime for the current ICLC Nd:Glass laser con-
figuration shows that, in this setup, peak intensities of up to ∼ 1018Wcm−2 are readily
available.
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3.3 The Vulcan Laser in Target Area West Configuration
The second laser system used for the experiments described in this thesis is the Vulcan
laser, which is part of the Central Laser Facility at the Rutherford Appleton Laboratory
in Oxfordshire, UK. The Vulcan laser has three separate target-areas, all of which derive
their main laser beam from individual front-ends, but share some of the main amplification
stages. This way, a variety of different beam parameters are accessible, ranging from
multiple long-pulse beams (∼ 600ps) in Target Area East (TA East) up to a short-pulse,
petawatt beamline in Target Area Petawatt (TAP). For the experiments in this thesis,
however, only Target Area West (TA West) was used. Via separate beamlines, TA West
Fig. 3.8: Schematic of the Vulcan 100TW CPA beamline. The front-end comprises a
commercial GLX-100 oscillator and a double-passed Martinez-style stretcher. The pulses
are then amplified in a pre-amplification stage and multiple power-amplifiers shared with
the Vulcan TAP beamline, while the pulse diameter is increased multiple times to balance
fluence levels and gain saturation. The pulses are then compressed in a single-pass vacuum
compressor, which resulted in ∼ 40TW output pulses.
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is capable of delivering several laser beams simultaneously. These are the main heating
beamline (beam 8), which usually delivers a 100TW , sub-ps pulse, a probe beamline (beam
7) with a ∼ 10TW , ∼ ps pulse, as well as up to six ∼ 200J , 5ns additional long-pulse
beams (beam 1–6), that can be used for more complex target-geometries. A schematic of
the beam-line configuration generating the main heating pulse, is shown in Fig. 3.8.
The front end of the 100TW , CPA line in TA West comprises a commercial GLX-100,
mode locked oscillator (Time Bandwidth Products) which uses Nd:Glass as a gain medium
[77]. The oscillator is similar to the one described in §3.2 and utilises a SESAM to achieve
passive mode locking. The oscillator output, a pulse train at 80MHz consisting of 170fs
pulses with 1nJ each, is stretched to 80ps in a double-passed Martinez-style stretcher [78]
and is then delivered into a pre-amplifier stage consisting of a series of double-passed
Nd:Glass amplifiers. Subsequently, the laser enters its main amplification stage, which is
also shared with TAP. This consists of two, single-pass, flashlamp pumped, phosphate rod
amplifiers, with 25mm and 45mm diameter, as well as a double-passed, 108mm aperture
disc amplifier and, finally, a double-passed, 150mm aperture disc amplifier. After this, the
TAP beam propagates separately again and is passed into its final amplification stages,
while the TA West pulse is re-compressed to its final pulse duration in a single-pass, Treacy-
style, vacuum compressor [79]. An important feature of the laser setup is the adaptive
optics module (AO) situated after the 108mm disc amplifier. It consists of a 120mm
deformable mirror, utilising 61 individually addressable elements in a two-dimensional
array and was installed to correct for spatial wavefront phase errors arising from static
aberration effects as well as distortions from thermal gradients caused by consecutive laser
shots. This module has been reported to improve the M2 factor from initially 3 by a factor
> 2 [67], thus decreasing the focal spot size to less than 1.5 the diffraction limit compared
to the uncorrected phase profile.
The second CPA beamline available in TA West (beam 7), uses a compressor in air
and usually provides ∼ 1ps pulses with up to 20J of energy. This beam is commonly
used as a probe and can readily be converted to 2ω or 4ω in order to discriminate against
scattered light from the main beamline.
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3.4 Production of Atomic Clusters
Atomic clusters are near-solid density accumulations of atoms or molecules, that form when
weak inter-particle forces, such as hydrogen bonding or van der Waals forces, dominate the
particle interaction at low temperatures. In the context of this thesis, clusters are formed
when a gas expands adiabatically through a nozzle into vacuum. A free gas expansion can
be described following the formalism introduced in [80]. From this, the Mach number, M ,
of the expansion as a function of the distance to the nozzle, x, and nozzle diameter, d,
along the centreline of an ideal isentropic gas expansion, is given by
M(x, d) = A
(
x
d
−B
)γ−1
− 1
2
γ + 1
(γ − 1)A(xd −B)γ−1 , (3.8)
where γ denotes the polytropic index of the gas. The constants A and B vary weakly with
γ and are A = 3.26 and B = 0.075 for γ = 5/3. It is important to note that this equation
is only valid for sufficiently large distances from the nozzle, which also depends on the
polytropic index, i.e. x/d > 2.5 for γ = 5/3. From this, the centreline temperature in K
is given by
T [K] = T0
(
1 +
γ − 1
2
M2
)−1
, (3.9)
Fig. 3.9: Free jet expansion calculated using the relations in [80] for hydrogen at T0 = 100K
and p0 = 50bar. The nozzle was assumed to have a diameter d = 0.5mm, which limits the
applicability of the equations to x > 1.25mm as marked by the grey dashed lines.
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where T0 is the gas temperature in K, prior to expansion. Similarly, the centreline number
density, n, can be calculated using the equation
n = n0
(
1 +
γ − 1
2
M2
)− 1
γ−1
, (3.10)
where n0 denotes the gas number density in the nozzle reservoir. These relations are
plotted in Fig. 3.9 for typical experimental conditions used to generate hydrogen clusters
(p0 = 50bar, T0 = 100K). The nozzle diameter was set to 500µm, which limits the
applicability of these solutions to x > 1.25mm. One can see that, as a result of the
adiabatic expansion, the gas temperature quickly drops below the boiling point (∼ 20K
for hydrogen) thus enhancing the impact of weak van der Waals forces and hydrogen
bonding on the particle interactions.
Obviously, the conditions in the gas stream depend strongly on the initial parameters,
such as the pressure in the gas reservoir (backing pressure) and the temperature. In fact,
the average cluster size in a pulsed gas source is related to these parameters through the
semi-empirical Hagena parameter, Γ∗, [81, 82]
Γ∗ = k
d/ tanα
T 2.290
p0, (3.11)
which states that, based on the principle of ‘corresponding gas jets’, expansions with the
same value for Γ∗ are expected to experience the same amount of clustering. Here, p0 and
T0 denote the backing pressure and temperature, d is again the nozzle diameter, α is the
jet expansion half-angle (α = 45◦ for a sonic expansion nozzle) and k is an empirical, gas-
specific condensation constant. Examples for k values for the gases used in this thesis are
listed in Table 3.2. Generally, a value of Γ∗ > 300 is required for the onset of clustering,
while Γ∗ > 1800 indicates ‘massive condensation’, where almost all atoms have condensed
into clusters [83]. The distribution of cluster sizes is a function of stochastic collision
processes and is generally assumed to be log-normal with a FWHM approximately equal
to the mean cluster size [84].
H2† Ar Kr Xe
k 184 1650 2890 5500
Table 3.2: Condensation parameter k for various gases, a larger k means more efficient
clustering for given initial conditions, so that from the gases listed, Xe will cluster the
easiest. † taken from [85], all others from [82].
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Fig. 3.10: Schematic drawing of the gas jet used to generate atomic clusters (courtesy of
J. Lazarus). Applying a voltage to the solenoid retracts the poppet upwards and the gas
can flow past the poppet through the nozzle and undergo an adiabatic expansion. The
gas jet is surrounded by a copper cooling jacket, allowing control of the pre-expansion
temperature in the gas reservoir. Adapted from [85].
The type of expansion necessary for clustering to occur can easily be achieved with
a standard, commercially available gas jet. For the experiments described in this thesis,
this was a series 99 solenoid valve produced by the Parker Hannifin Corporation, General
Valve Division, and is shown schematically in Fig. 3.10. The gas jet was modified to
allow cryogenic cooling of the backing gas by the addition of a copper cooling jacket,
encompassing the valve body and wrapped with copper pipe through which the coolant
was passed. Cooling was achieved by passing nitrogen gas through a separate liquid-
N2 heat exchanger before flushing it through the cooling body [85]. The gas jet was
operated using a 25V Parker Hannifin Iota One driver to activate the solenoid and open
the poppet. As the poppet is opened, the gas can flow past it and through the d = 500µm
nozzle, followed by a free adiabatic expansion into vacuum. Measurements using this
configuration show a mean number of atoms per cluster, Nc, scaling as [84]1
Nc ≈ 25
(
Γ∗
1000
)2.4
=
4
3
piR3cρc, (3.12)
1Note, that a slightly different result has been reported in [86] (Nc = 33(Γ
∗/1000)2.35), but that the
difference is offset by the uncertainty in Γ∗.
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where Rc and ρc are the cluster radius and mass density, respectively. This was measured
by means of optical Rayleigh scattering, where the scattered signal, SRS , is proportional
to the cluster number density, nc = n0/Nc, and the scattering cross section, σRS , given
by [85]
σRS =
8piR6c
3λ4
(
η2 − 1
η2 + 2
)2
. (3.13)
Here, λ refers to the wavelength of the scattered light, whereas η denotes the refractive
index. Using Eq. (3.12), the expected cluster sizes can therefore be calculated for different
experimental parameters. This is displayed in Fig. 3.11, where cluster size results are
shown for hydrogen, argon, krypton and xenon as a function of backing pressure and
temperature and assuming an average number density inside the cluster of 2.5×1022cm−3
[84]. For clarity, hydrogen is plotted on a separate colour scale than the other three gases.
In order to counteract the weaker clustering of hydrogen, experiments are typically
conducted with cryogenically cooled backing gas at temperatures of (100–130)K, whereas
the enhanced clustering in the other three cases, permits gas jet operation at room tem-
Fig. 3.11: Calculated mean cluster radius as a function of pressure and temperature for
H2, Ar, Kr and Xe. The black lines for Ar, Kr and Xe denote cluster size steps of 10nm.
For clarity, H2 is plotted on a separate scale and the contour lines denote steps of 2nm.
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perature (∼ 300K) while still maintaining strong clustering. Available pressures generally
range up to 50bar, although krypton and xenon are typically operated at ∼ 30bar.
Another important characteristic of the gas stream is the mass density, since it will have
influence on the observed shock dynamics. A theoretical number density has already been
introduced in Eq. (3.10), and experimental measurements show reasonable agreement with
the theoretical predictions. An example of this is shown in Fig. 3.12, where a measured
centreline number density profile as a function of distance to the nozzle (black line) is
compared to the calculation based on a free jet expansion (blue line). The profile was
obtained in hydrogen with p0 = (33.5± 1.5)bar backing pressure and at a temperature of
T0 = (125± 10)K using interferometry (see §3.5.2). The nozzle had a diameter of 500µm
and was the standard nozzle in the experimental setup at Imperial College London, as
introduced earlier in this section. Thus, the applicability condition for a free jet expansion
(x/d > 2.5) yields x > 1.25mm, as marked accordingly by the grey dashed line in Fig.
3.12.
Fig. 3.12: The number density profile in H2 measured at p0 = (33.5 ± 1.5)bar and
T0 = (125 ± 10)K (black line) agrees very well with the calculation assuming a free
jet expansion (blue line) as derived in [80]. The error bars are based on the uncertainty
in the experimental data.
While the calculation in Fig. 3.12 slightly overestimates the density over the measured
range with x > 1.25mm, the error bars for the calculated solution, as imposed by the un-
certainty in the gas pressure and temperature, indicate that the agreement is, in fact, very
good. Accordingly, when calculating an estimated number density for the experimental
conditions in the following chapters, a free jet expansion was assumed.
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Fig. 3.13: To allow for a larger solid angle of accessibility during the TA West experiment,
a custom, elongated nozzle had to be manufactured, along with a longer poppet to fit the
new geometry.
3.4.1 The Modified Nozzle
For the experiment conducted at the Rutherford Appleton Laboratory (see Ch. 6), the
nozzle that was typically used at Imperial College London had to be modified in order to
allow for a larger solid angle of accessibility and more viewing angles through the laser-
cluster interaction region. To this end, a custom, elongated nozzle was designed and built,
Fig. 3.14: The calculated free jet number density profile in Ar at p0 = (48±2)bar and room
temperature (blue line), slightly overestimates the experimental data obtained with the
modified nozzle (black line, courtesy of E. Skopalova). However, the calculated solution
still agrees with the measurement within the experimental uncertainty.
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which necessarily also required a custom-built poppet in order to fit the new geometry. A
schematic of the modified gas jet design is shown in Fig. 3.13. Note that, for practical
reasons, the cooling jacket also had to be modified, as reflected in the drawing, although
this is not expected to have any impact on the gas jet performance. In the modified design,
the nozzle diameter was kept at d = 500µm.
In order to ensure the performance of the modified nozzle, density profile measurements
as for the original design were conducted, a result of which is displayed in Fig. 3.14. Here,
the centreline number density profile in argon, obtained for p0 = (48± 2)bar and at room
temperature (black line), is again compared to the solution based on a free jet expansion
and Eq. (3.10) (blue line). Although the calculated density again exceeds the measured
one and the difference between the two profiles is more pronounced than in Fig. 3.12,
the agreement is still reasonable within the experimental uncertainties. Accordingly, the
expected gas densities for the different experimental parameters in this thesis, using the
modified nozzle will also be calculated based on a free jet expansion.
In contrast, a direct measurement of the mean cluster size was not performed. Nev-
ertheless, the fact that the density profiles do not change significantly between the two
nozzle designs, in addition to the general applicability of the Hagena parameter based
on the principle of corresponding gas jets, suggests that the cluster size scaling from Eq.
(3.12) is still valid.
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3.5 Imaging Laser-Produced Plasmas
One of the main diagnostics used in the experiments described in this thesis is the imaging
of laser-produced plasmas in a pump-probe geometry, i.e. after the plasma is generated
using a drive laser or heating beam, a second laser pulse is used to backlight the interaction
at a given delay. Light interacting with a plasma can undergo a variety of processes, such
as reflection, absorption, refraction, scattering or transmission. In this section, the focus
will be on refracted light, since it can be used to extract information about the plasma
being probed. This approach is obviously limited to plasma electron densities below ncrit,
since, as introduced in Eq. (2.34), this is the density above which the plasma becomes
opaque. Below this threshold, however, the light passing through the plasma experiences
a modified refractive index, due to the presence of free electrons. Accordingly, this gives
rise to wave dispersion and phase is added to the electromagnetic wave, which can be
visualised using the imaging techniques described in this section.
3.5.1 Schlieren and Shadowgraphy Imaging
When an electromagnetic wave propagates through a material with refractive index η,
the propagation speed is given by cη = c/η, where c is the vacuum speed of light. If η is
spatially uniform, it will have no impact on the propation direction of the wave, whereas in
case of a spatially non-uniform refractive index, the incident light will undergo deflection
from its original propagation direction. This effect is illustrated in Fig. 3.15 and can
easily be understood by considering Huygen’s principle, stating that ‘every point on a
propagating wavefront serves as the source of spherical secondary wavelets, such that the
wavefront at a later time is the envelope of these wavelets’ [87].
The left-hand side of Fig. 3.15 shows the case of a uniform refractive index. During
a given time, ∆t, the individual wavelets originating in (x0, y1), (x0, y0) and (x0, y2) have
propagated the same distance, ∆x0 = ∆t · c/η0, with η0 being equal in all three points,
so that the resulting wavefront is parallel to the y-axis. In contrast, the coloured area
on the right-hand side marks a positive refractive index change in the y-direction, i.e.
dη/dy > 0. In this case, in a time interval ∆t a wave emitted at position (x1, y0) will
have propagated a distance ∆x = ∆t · c/η(y0), while the waves emitted at (x1, y1) and
(x1, y2) will have propagated ∆x1 = ∆t · c/η(y1) and ∆x2 = ∆t · c/η(y2), respectively.
Accordingly, the resulting wavefront is now tilted with respect to the original orientation,
and the wave propagates at an angle, θ. Assuming a small angle, the angular deflection
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Fig. 3.15: With a uniform refractive index, η0, the wavefront is parallel to the y-axis
(left). A spatially non-uniform refractive index (coloured area, right) results in different
propagation speeds of the individual wavelets formed in (x1, y1), (x1, y0) and (x1, y2), so
that the wavefront propagation direction changes by a deflection angle, θ.
of the electromagnetic wave in y0 is given by
θ ≈ tan θ = ∆x
∆y
η(y0)
(
1
η(y2)
− 1
η(y1)
)
. (3.14)
In the limit of y → 0 and for the more general, three-dimensional case of η = η(x, y, x),
the total angle of deflection turns into an integral of the form [88]
θy =
1
η0
∫
∂η
∂y
dx and (3.15a)
θz =
1
η0
∫
∂η
∂z
dx, (3.15b)
with η0 being the refractive index of the surrounding medium.
From this, it is clear that any variation in ∂η/∂y or ∂η/∂z will necessarily result in
different angular deflections along these axes. This effect is used in shadowgraphy, in which
the light intensity variations caused by the probed object are projected onto a screen or
camera at a distance, L. Rays that, without the probed object, would have been detected
at the coordinate (y, z) are deflected to (y′, z′) with y′ = y + Lθy and z′ = z + Lθz.
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Substituting Eq. (3.15) therefore gives
(y′, z′) = (y + L
∂
∂y
∫
ηdx, z + L
∂
∂z
∫
ηdx). (3.16)
Obviously, a uniform density gradient deflects all the image rays by an equal amount. Con-
sequently, shadowgraphy only allows to observe gradients in the deflection angle, ∂θy/∂y
and ∂θz/∂z, and is therefore sensitive to the second spatial derivative of the refractive
index, ∇2η.
A Schlieren imaging setup is obtained by adding a lens to the shadowgraphy setup
and imaging the probe object at distance u from the lens onto a camera or screen at
distance v according to the thin lens equation 1/u + 1/v = 1/f , with f being the focal
length [87]. The German word ‘Schliere’ means streak and refers to small refractive index
variations in transmissive media that cause deviations of light-rays. Obviously, by adding
a lens, the deflection information encoded into the shadowgraphy intensity variations is
lost, since, in an idealised case, every point of the object is mapped onto a separate point
in the image plain. The deflection information can be recovered by placing an obstruction
near the focal point of the lens, assuming the probe light is collimated. This is shown
schematically in Fig. 3.16. The obstruction can, for example, be a mask blocking all
rays which do not focus at distance f from the lens, i.e. all rays deflected by the change
in refractive index caused by the presence of the phase object being probed. That way,
regions of density gradients in the image projection will be blacked out as opposed to the
Fig. 3.16: Schematic of a Schlieren imaging setup: Imaging rays deflected by the presence
of the phase object will not focus at the focal distance f of the lens. Using a mask (knife
edge) all deflected image rays can therefore be blocked and the phase object will appear
as a dark image against a bright background on the screen or detector.
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areas of constant refractive index, where the image rays are able to pass through the mask,
i.e. the phase object will appear as a dark image against a bright background. For small
enough deviations, the change in image intensity will be proportional to the value of the
deflection angle, θ, and therefore ∇η [88].
In contrast, the imaging setup used for the experiments in this thesis, utilises the
opposite approach, in which only the non-refracted rays, focussing at the focal spot, are
blocked using a small pin. In this case, the object appears as a bright outline in front
of a dark background and the technique is appropriately called dark-field Schlieren. The
optimal size of the ‘Schlieren stop’ is determined by the focal spot size as well as the probe
beam quality. In general a diameter of a few ∼ 100µm proved to provide the best contrast.
Both imaging techniques discussed in this section so far are useful tools to diagnose
the extent of a shock or plasma, although for the experiments in this thesis, only the
Schlieren method has been employed. One of the primary experimental variables, however,
is the electron density inside the plasma, and neither of these imaging techniques provide
information about this. Instead, it can be obtained with an interferometric setup, and a
mathematical method that will be developed in the next section.
3.5.2 Interferometry
Two, initially in-phase, electromagnetic waves passing through two different types of ma-
terial will experience a relative phase shift, which results from the difference in refractive
index for the two materials, ∆η = η1 − η2. This can be visualised using an interferometer
by overlapping the two light components and measuring the resulting interference pattern.
In the context of this thesis, one of the interferometer arms will propagate through plasma
while the reference arm will propagate through neutral gas or vacuum. In this case the
difference in refractive index becomes ∆η ≈ ηplasma− 1 and the total phaseshift imparted
onto the wavefront propagating through the plasma is given by [89]
φ =
2pi
λ
∫
P
(ηplasma − 1)dx. (3.17)
Here, λ is the probe light wavelength and the integral extents over the entire path through
the plasma, P . While the plasma refractive index will be a combination of effects from
electrons, ions and neutral gas as well as the Kerr effect (see §3.1.1), it is usually dominated
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by the electron contribution, ηe, and can therefore be written as
η ≈ ηe =
√
1−
(
ωpe
ω
)2
=
√
1− ne
ncrit
. (3.18)
The quantities ωpe and ncrit denote the electron plasma frequency and critical electron
density as defined in §2.2.5 and ω is the laser frequency. For sufficiently small electron
densities, ne  ncrit, this can be further simplified to
η ≈ 1− 1
2
ne
ncrit
(3.19)
and the total phaseshift becomes
φ = − pi
λncrit
∫
P
nedx. (3.20)
This phaseshift can be visualised by overlapping the two light components with each
other. Assuming two simple monochromatic light waves with electric fields, E1 exp iωt
and E2 exp i(ωt+ φ), and relative phaseshift, φ, the resulting superposition becomes [89]
Etotal = (E1 + E2 exp iφ) exp iωt. (3.21)
The detected intensity distribution is proportional to the square of the electric field
|Etotal|2 = (|E1|2 + |E2|2)
(
1 +
E1E2
E21 + E
2
2
cosφ
)
, (3.22)
which results in a constant offset and a component varying as cosφ, giving alternating
bright and dark interference fringes. Practically this can be realised with a shearing
Michelson interferometer, a schematic of which is displayed in Fig. 3.17.
A lens is used to collimate the probe backlighter, while focussing the image rays,
originating at the probed object, onto the detector (for more information about the lens
configuration used, see the individual experimental setup sections). The probe beam (green
in Fig. 3.17) is then split into two equal parts by means of a 50/50 beamsplitter. In the
left arm of the interferometer, one part is then reflected back onto itself (coloured red for
clarity) via a mirror, while in the bottom arm the light is retro-reflected using a roof-top
prism. This has the effect of inverting the left-right direction of the reflected beam (blue),
as illustrated by the triangular sample object in the beam. The two reflected beams are
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Fig. 3.17: In a shearing Michelson interferometer, the probe rays are split into two separate
arms using a 50/50 beamsplitter and then recombined onto the detector. If the probe is
spatially coherent and the individual pathlengths are matched to within the probe pulse
duration, an interference pattern is produced in the overlapping region. The deviation from
the undisturbed wavefront can then be used to extract plasma electron density information.
then superimposed in the upper part of the interferometer. If the optical pathlengths of
the two interferometer arms are matched to within the probe pulse duration (∼ 200µm)
and the probe light is spatially coherent, an interference pattern can be observed in the
overlapping region of the two pulses. By tilting the mirror in the left interferometer arm,
the two wavefronts are ‘sheared’ and the interference pattern consists of fringes, as shown
schematically in the upper right part of Fig. 3.17. The left-right inversion from the
prism reflector in the bottom interferometer arm, allows to overlap phaseshifted parts of
the beam, as imposed by the presence of the plasma, with parts that have propagated
through regions without plasma. This necessarily means the probe beam diameter has to
be large enough so that the probed plasma is smaller than one half of the full beam size.
Thus, a phaseshift in one interferometer arm will cause a local fringe shift compared to
the background signal, which can be extracted and used to infer the local electron density
as will be discussed next.
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3.5.2.1 Extracting Phase Values from Fringe Patterns
Phase information encoded in an interference pattern can be recovered via a Fourier trans-
form technique, originally proposed in [90] and this approach will be outlined briefly in
the following paragraphs. Mathematically the interferogram is described by
g(x, y) = a(x, y) + b(x, y) cos[2pik0x+ φ(x, y)] (3.23)
where φ(x, y) is the phase imparted onto the probe beam, k0 is the spatial fringe frequency
and a(x, y) and b(x, y) represent unwanted irradiance variations. Generally, k0 is of higher
frequency than any of the other terms. An example of an image generated with Eq. (3.23)
is seen in Fig. 3.18(a). Rewriting Eq. (3.23) in exponential form and using the equation
c(x, y) = 12b(x, y) exp[iφ(x, y)], a Fourier transform is performed to give
G(kx, y) = A(kx, y) + C(kx − k0, y) + C∗(kx + k0, y). (3.24)
Here, capital letters are used to denote a Fourier-transform in the x-direction, i.e.
FTx[a(x, y)] = A(kx, y)), and ∗ denotes a complex conjugate. Fig. 3.18(b) shows a plot
of |G(kx, y)| and the quantities C and C∗ are clearly visible as sidebands shifted by the
frequency k0 on either side of the origin. Using a band-pass filter (e.g. with a Gaussian
profile in x to avoid hard edges which create ringing when inverse transformed), one of the
two sidebands is selected and translated by k0 to the origin. An inverse Fourier-transform
then reproduces c(x, y) via
c(x, y) =
b(x, y)
2
eiφ(x,y) (3.25)
and the phase is recovered by taking the imaginary part of ln |c(x, y)|. In this way, however,
phase values are only determined for −pi ≤ φ ≤ pi and, in order to reconstruct a continuous
function, phase-discontinuities corresponding to phaseshifts of φ = npi with n being an
integer > 1 have to be unwrapped. A result of this process is displayed in Fig. 3.18(c),
showing the final reconstructed two-dimensional phasemap. In practice each phasemap
obtained in this way usually has an additional, non-zero background caused by probe
profile variations or gas density modulations. This can be removed by subtracting the
phasemap of a ‘null-shot’, i.e. an interferogram taken without a plasma present.
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Fig. 3.18: Illustration of phase-unwrapping steps. (a) shows a test interferogram to which a
1D Fourier transform is applied to reveal the frequency components in the x-direction (b).
One of the resulting frequency sidebands, C(kx, y), is isolated using a band-pass filter,
shifted to the origin and then inverse Fourier-transformed to yield the total phaseshift
displayed in (c) after taking into account any phase-discontinuities. Adapted from [74].
3.5.2.2 Recovering Electron Densities from Cylindrically Symmetric Plasmas
The phasemap, recovered following the method in the previous section, allows to cal-
culate electron density profiles. As introduced in §3.5.2, the total phaseshift imposed
by the plasma is calculated through an integral along the propagation path, P , via
φ = − piλncrit
∫
P nedx, with λ being the probe light wavelength and ne and ncrit denoting
the electron and critical electron density, respectively. Assuming the plasma is cylindri-
cally symmetric and using the geometry outlined in Fig. 3.19, the integral of the chordal
measurement can be rewritten in cylindrical coordinates as
∫
P nedx = 2
∫ R
y1
ne
rdr√
r2−y2 .
This equation has the form of an Abel transform of ne and can therefore be solved for the
electron density using the inverse Abel transform, which yields [89]
ne(r) =
λ
pi2
ncrit
∫ R
r
dφ
dy
dy√
y2 − r2 (3.26)
For this inversion to be applicable, the phaseshift imposed at r = R, and therefore ne(R),
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Fig. 3.19: As the probe beam propagates through the plasma, it picks up a phase shift,
φ. Assuming cylindrical geometry of the plasma with radius R, this can be written in
cylindrical coordinates and Abel-inverted to retrieve the electron density.
has to be zero, so the Abel inversion can only be performed if the data extends beyond the
plasma filament into an area undisturbed by the plasma. While this technique is commonly
used to extract electron densities in cylindrical plasmas (see, for example, [6,91,92]), it is
obviously not limited to phase analysis alone and can be used to extract any rotationally
symmetric variable from integrated measurements.
3.5.2.3 Tomographic Reconstruction of 3D Distributions
The Abel-inversion approach discussed so far is limited to the cylindrically symmetric
case, while some experimental geometries render this simplification invalid and require an
approach which does not make any inherent symmetry assumptions. In this case a three-
dimensional reconstruction of variable distributions, i.e. the imparted phase, φ(x, y, z),
and thus electron densities, can be achieved by means of tomography. With this method,
the phase object properties are reconstructed from multiple projections along different
viewing angles through the object.
In order to describe the projection of a two-dimensional distribution function, f(x, y),
along a viewing angle, θ, it is helpful to define a rotated coordinate system with axes
ξ = x cos θ + y sin θ and ψ = −x sin θ + y cos θ as illustrated in Fig. 3.20. The projection
along an angle θ and at lateral position ψ is then given by pθ(ψ) =
∫
f(ξ, ψ)dψ. This can
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Fig. 3.20: The Slice Theorem states that the 1D Fourier transform of a projection, pθ(ξ),
of an irregular distribution function, f(x, y), from a viewing angle, θ, is equivalent to the
slice of the 2D Fourier transform of the original function at the angle θ. In tomography,
projections are recorded for multiple viewing angles, therefore allowing the reconstruction
of f(x, y) through an inverse Fourier transform.
be rewritten in the original coordinates using the Dirac delta function, δ, via [93]
pθ(ξ) =
∫ ∞
−∞
∫ ∞
−∞
f(x, y)δ(x cos θ + y sin θ − ξ)dxdy. (3.27)
This notation of pθ(ξ) is known as the Radon transform of the function f(x, y) and, in a
similar way to the previous section, it is possible to obtain the original function, f(x, y),
by means of an inversion algorithm.
The one-dimensional Fourier transform, Pθ(kξ), of the projection function, pθ(ψ), is
given by
Pθ(kξ) =
∫ ∞
−∞
∫ ∞
−∞
f(x, y) exp
[− ikξ(x cos θ + y sin θ]dxdy. (3.28)
According to the Fourier Slice Theorem, this is equal to the function F (kξ cos θ, kξ sin θ),
where F (kx, ky) = FT2D[f(x, y)] is the two-dimensional Fourier transform of the function
f(x, y) [93]. This therefore states that the Fourier transform of a projection, pθ(ξ), is
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equivalent to a central slice at an angle θ through the two-dimensional Fourier-transform
of f(x, y), as illustrated on the right-hand side of Fig. 3.20. In turn, this allows to calculate
the original function with an inverse Fourier transform of the form
f(x, y) =
∫∞
−∞
∫∞
−∞ F (kx, ky) exp
[
i(kxx+kyy)
]
dkxdky, or, recast in polar coordinates with
kx = k cos θ and ky = k sin θ [93]
f(x, y) =
∫ pi
0
∫ ∞
−∞
F (k, θ)|k|eikξdkdθ. (3.29)
Accordingly, taking projections of an object at multiple angles allows to build up and
reconstruct information about the three dimensional distribution function, the quality of
which, obviously, scales strongly with the number of available projection angles. In the
context of this thesis, the extracted phase information then has to be multiplied by ncritλpi
to yield electron densities, as in the Abel inversion case. The variables ncrit and λ denote
the critical electron density and probe light wavelength, as before.
The Radon inversion is a commonly used technique and several, pre-written numerical
algorithms are available and easily implemented computationally. For the data in this
thesis, the ‘iradon’ function included in the Matlab computing language and distributed
by MathWorks, was used [74].
3.5.3 Image Analysis using the PAT Program
A majority of the image data presented in this thesis was analysed using the ‘Phase
calculation Abel inversion and Tomography program’, or short PAT, utilising functions
provided with the mathematical programming language Matlab. The code was initially
written by the author as an Abel inversion algorithm and then extended by J. Lazarus
through the addition of a graphical user-interface and the inclusion of a variety of addi-
tional analysis tools. In its latest version, the program supports bitmap and tiff image
formats and can read and write ascii files. The data manipulation includes general image
processing such as rotation and cropping. The data can be frequency analysed with one-
and two-dimensional Fourier transformation while the application of band-pass filters fol-
lowed by an inverse Fourier transform allows for data smoothing. The program also utilises
phasemap retrieval algorithms for interferometric data and Abel inversion or tomographic
reconstruction to calculate electron densities.
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3.5.4 Time Resolved Measurements using Streak Cameras
All the imaging techniques discussed so far provide spatially resolved snapshots of the
process being probed, by using CCD cameras to integrate two-dimensional information
over the exposure time. The temporal resolution of these images is then determined by
how accurately the backlighter timing relative to the plasma evolution can be determined
and by the pulse duration of the probe beam. A time evolution can be reconstructed by
taking individual data images at multiple times. Owing to the rapid nature of the shock
processes investigated in this thesis (∼ ns), this cannot be achieved on a single event and
the data set has to be build up over a sequence of data shots. This necessarily limits the
accuracy of the obtained evolution to within the experimental uncertainties and deviations
caused by shot-to-shot stability. However, in some cases it is desirable to obtain evolution
data from a single measurement.
Utilising a streak camera allows to record the temporal evolution of an optical signal
with up to ∼ ps resolution, though at the cost of sacrificing one of the spatial dimensions
Fig. 3.21: Schematic of a streak camera. The temporal intensity variation in the incident
signal is converted into an electron beam via a photocathode. The electrons are then
accelerated in a time-ramping, transverse electric field, which diverts them from their
initial propagation path with the angular deflection ideally a linear function of time.
The electrons are then visualised with a phosphor screen and camera system, so that the
resulting spatial distribution in the image corresponds directly to the temporal distribution
in the initial signal. Adapted from [94].
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for the added temporal information. To this end, an image of the probed plasma region
is projected onto a slit in front of the device, as illustrated schematically in Fig. 3.21.
The slit is then re-imaged onto a photocathode biased to high voltages, thus generating
electrons through the photoelectric effect. These electrons are collimated and re-imaged
using electrostatic lenses (omitted in Fig. 3.21 for clarity) and accelerated by means of an
anode. As the electron beam propagates, it experiences a time-ramping, transverse electric
field, deflecting the electrons from their initial trajectories according to the momentary
electric field applied. The electrons are then amplified by means of a multi-channel plate
and converted into visible light through collision with a phosphor screen. Accordingly, the
spatial distribution of the resulting image will be determined by both the time-varying
electric field, i.e. the ramping speed or sweep, as well as the temporal intensity distribution
of the initial image on the slit. Knowing the ramping speed, the image therefore directly
resembles the temporal intensity profile of the initial signal. Usually, the phosphor screen
data is relayed onto a high bit-depth (e.g. 12bit) CCD camera by means of an image
intensifier, and can then be processed in the usual ways.
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3.6 X-ray Temperature Measurements
X-ray cameras have become widely available in the previous decade and are now a standard
tool in laboratories for X-ray imaging and spectroscopy. In the context of this thesis, the
interest mainly stems from the possibility of obtaining temperature information from the
X-ray signal emitted during the laser-cluster interaction. This X-ray signal will be a
combination of Bremsstrahlung of the hot electron component emitted very early during
the interaction, along with recombination and line emission. The harder component will
be dominated by Bremsstrahlung from energetic (few keV ) electrons produced during the
cluster heating phase. Most X-ray CCDs work in direct detection mode, in which the CCD
sensor itself is exposed to the incoming X-ray flux. The photons are absorbed directly in
the sensitive depletion region of the CCD sensor, which, in principle, gives single-photon
sensitivity, provided the photon is energetic enough to produce an electron in the detector
material. Most sensors are made out of silicon, which limits the detectable wavelength
to below ∼ 1.1µm [95]. Generally the sensitivity of the detector to a given wavelength
is referred to as the quantum efficiency, or QE. While the QE is mostly determined by
the detector material, the design structure also has an effect. For direct detection CCDs,
one distinguishes between front-illuminated and back-illuminated designs, which refers to
the position of the gate electrodes that are responsible for generating the electric fields in
which signal charges are shifted through the CCD. In a front-illuminated design, the gate
electrodes are at the front of the chip which photons have to traverse in order to be detected
in the depletion region. This necessarily limits the spectral response of the chip, since
the electrodes reflect all wavelengths to a certain extent, but specifically absorb shorter
wavelengths below ∼ 350nm, which renders this design unfit for soft X-ray detection.
Instead, one needs back-illuminated devices, in which the electrodes are applied behind
the detector layer. This design, however, is more expensive as the chip has to be etched
from the rear to leave a thin layer (∼ 10–15µm) of silicon between the front surface and
the depletion region. An obvious disadvantage of the direct detection design is that, since
the chip is exposed, it takes progressive damage from high energy X-rays during operation.
As an alternative, one can use indirect detection, in which a scintillator coating on a fiber
optic converts incoming X-rays to visible photons, which in turn are then detected by
a CCD. This method usually results in lower spatial and energy resolution compared to
direct detection, whilst it offers a higher dynamic range [95]. For the experiments described
in this thesis, only back-illuminated CCDs with direct detection have been employed.
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By attenuating the incoming flux of photons sufficiently, it is possible to run X-ray
CCDs in single-photon counting mode, in which the probability, that two incident photons
hit the same or closely spaced pixels, is small. In this mode, the energy deposited by the
absorbed X-ray photon is proportional to the pixel value in the resulting image. This is
a very powerful technique to measure absolute X-ray yield, as it is very broadband and
relatively insensitive to alignment. One major problem occurring with this technique is
related to the depth into the CCD at which an X-ray photon is absorbed. Usually the
energy is deposited in the depletion zone, where it produces multiple electron-hole pairs
resulting in a signal on a single pixel. However, if the photon travels through the depletion
zone and is absorbed in the field-free region behind it, the generated electron-cloud can
expand and charge is stored in multiple neighbouring pixels until read-out. This effect is
called event splitting and has to be taken into account when converting pixel values to
photon energies [96]. As a result, the photon energy is now proportional to the signal
sum over all pixels that electrons have bled into, which needs to be taken into account
when reconstructing the spectral components of an X-ray signal. Provided the X-ray
spectrum can be reconstructed with confidence, it is possible to calculate the plasma
temperature based on the theory of Bremsstrahlung emission from free-free transitions in
a high-temperature ionised gas. This will be discussed in section §3.6.1.
Rather than integrating the entire X-ray signal over time, it is, of course, also possible
to use X-ray cameras in an imaging configuration using a pinhole, which provides spatially
resolved X-ray emission information. This is necessarily done with much less filtering and
the signal flux must be considerably higher than for the single-photon counting mode. As
a result, an accurate spectral reconstruction of the X-ray signal will not be possible from
a single exposure. This problem is usually circumvented by employing differential filtering
for multiple cameras that are imaging the region of interest. Effectively, only photons
surpassing an energy-threshold imposed by the filter can be detected with each camera
and any photon above this energy will contribute to the integrated signal. By combining
the results from each filter, it is again possible to measure the temperature of the electron
gas based on the theory developed in the following section.
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3.6.1 The Energy Spectrum of Bremsstrahlung Radiation
Consider an ionised gas containing ni ions with a charge, Ze, and ne electrons with the
following Maxwellian velocity distribution [45]
f(v)dv = 4pi
( me
2pikBTe
)3/2
exp
(−mev2
2kBTe
)
v2dv. (3.30)
The constants are chosen to yield
∫∞
0 f(v)dv = 0 and, as per usual, me denotes the electron
mass, kB is the Boltzmann constant and Te is the temperature of the electron gas. The
emitted Bremsstrahlung radiation in the frequency interval from ν ′ to ν ′ + dν per unit
volume and time by electrons having velocities between v′ to v′ + dv is calculated by
ninef(v′)dv′v′dqν(v′). (3.31)
Here, dqν(v) denotes the effective radiation, which is defined as the emitted energy in the
frequency interval ν → ν+ dν per ion and per unit electron flux and can be calculated for
an electron in a hyperbolic orbit around an ion [45]
dqν =
1
6
√
330
Z2e6
m2ec
3v2
dν for ν  mev
3
2piZe2
, (3.32a)
dqν =
1
6pi230
Z2e6
m2ec
3v2
ln
mev
3
1.78piνZe2
dν for ν  mev
3
2piZe2
. (3.32b)
It is assumed that the ion velocities are small in comparison to the electron velocities.
Integrating Eq. (3.31) with respect to electron velocities from vmin to∞ and substituting
the high frequency solution, Eq. (3.32a), for the effective radiation, yields the spectral
emission coefficient for Bremsstrahlung emission, Jν . Here, vmin is the minimum velocity
of an electron capable of emitting a photon with energy hν, i.e. 12mv
2
min = hν.
Jνdν =
32pi
3
√
2pi
3kBTem
Z2e6
mc3
ninee
−hν
kBTe dν (3.33)
In case the gas contains ions with different charge states, Zi, Eq. (3.33) has to be summed
over all ion species. As can be seen from Eq. (3.33), the emission of high-energy photons
(hν  kBT ) decreases exponentially, since it originates from the fastest electrons at
the high-energy tail of the Maxwell velocity distribution. By plotting an X-ray energy
spectrum on a half-logarithmic scale, this allows to extract the temperature of the electron
gas by measuring the energetic slope of the resulting graph.
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3.7 Summary
In this chapter a few experimental methods, tools and concepts have been introduced,
which are important for the experimental investigations discussed in this thesis. The
chapter was begun with a brief overview over the history of lasers and a review of basic
concepts key to the generation of high-intensity, short laser pulses. This was followed by
a description of the two laser systems that were used for the experiments discussed in
later chapters, the ICLC Nd:Glass laser and the Vulcan laser. Then, the generation of
atomic clusters with pulsed nozzles was introduced generally and discussed specifically for
two gas jet designs. The characterisation data was also compared to calculations based
on a free jet expansion into vacuum and showed good agreement. The subsequent section
discussed various approaches to spatially and temporally resolved imaging of plasmas via
optical transmission measurements. This was followed by two mathematical approaches
to extract plasma electron densities from the phase shift imparted onto a probe beam in
both cylindrical and arbitrary three-dimensional geometry. Finally, in the last section the
concept of temperature measurements using the plasma X-ray emission was established.
Chapter 4
High Energy Scaling of Cluster
Absorption
The experiments described in this thesis were conducted in order to study strong shocks
in a laboratory environment with the aim of producing experimental conditions with rel-
evance to astrophysical phenomena. Shocks were launched by focussing a high-intensity
laser beam into a spray of noble gas clusters. The following chapter discusses the unique
and efficient absorption properties of clusters subject to intense laser radiation, which
makes them an ideal target medium for high-energy-density plasma studies utilising table-
top scale laser systems. It will start with a brief introduction of various theoretical models
to describe laser-cluster interactions. This is followed by the discussion of absorption data
obtained at a broad range of laser intensities at Imperial College London and the Ruther-
ford Appleton Laboratory, further highlighting the unique properties of clusters as a target
medium.
4.1 Clusters Subject to Intense Laser Radiation
As introduced in Ch. 2 and Ch. 3, clusters are 1–100nm scale aggregates of up to several
thousands of atoms (often rare gases such as argon, krypton and xenon) or molecules.
Much of the interest in clusters as a target medium stems from their unique properties
when irradiated with intense laser light. Clusters have been shown to absorb sub-ps intense
laser radiation very efficiently (≥ 90%) [9, 10], resulting in an energetic cluster explosion
and the production of fast ions and electrons [97, 98]. This is caused by the unique
composition of a cluster gas, which typically has a an average particle density comparable
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to a monatomic gas (∼ 1019cm−3), while the local density inside a cluster is comparable
to that of a solid (∼ 1023cm−3). Thus, clusters form an intermediate state between gases
and solids, which results in highly efficient absorption similar to that of a solid, without
suffering from energy relaxation into the cold, bulk material and away from the heated
region. This has instigated a significant amount of research into potential applications,
such as X-ray production [23,24] and table-top fusion [21,22], where energetic deuterium
ions from deuterium cluster explosions were used to drive DD fusion events. Experimental
studies have also been extended to mixed-species clusters (see, for example, [99, 100]),
which, when exploding, can experience interesting acceleration effects, further enhancing
obtainable ion energies compared to single-species clusters [101]. The following section will
introduce some of the proposed models describing the physics of laser-cluster interactions.
This, however, can only be considered an introduction, since a detailed discussion of the
different models would go beyond the scope of this thesis.
4.1.1 The Nanoplasma Model
The nanoplasma model, introduced by Ditmire et al. in [97], approximates a cluster as
a small plasma sphere of radius Rc. This description is only valid for cluster radii much
larger than the Debye length, Rc  λD (≈ 0.5nm for a solid density plasma at 1keV ). It
also assumes that there are no temperature or density gradients inside the cluster making
the model most applicable in a regime where the cluster size is smaller than the laser skin
depth (≈ 10nm). The model self-consistently computes the time-dependent electron and
ion densities. During the laser-cluster interaction, the leading edge of the pulse quickly
ionises a small number of atoms via tunnel or multiphoton processes as described in §2.2.2.
Once a few electrons are produced by optical ionisation, the production of higher charge
states is dominated by electron collisional processes (thermal as well as laser driven).
The main heating mechanism is assumed to be collisional inverse Bremsstrahlung. Since
Rc  λ, with λ being the laser wavelength, the field inside the cluster is given by that
inside a dielectric sphere surrounded by a constant vacuum field, E0 [102]
E = E0
3
|ε+ 2| . (4.1)
Here, ε is the complex plasma dielectric constant as defined by the Drude-model via the
following equation
ε = 1− ω
2
p
ωL(ωL + iνei)
, (4.2)
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Fig. 4.1: The electric field, E, inside a cluster as calculated using the nanoplasma model,
experiences a strong enhancement compared to the surrounding vacuum electric field, E0,
when ne = 3ncrit. The width and height of this resonance is determined by the electron-ion
collision frequency, νei.
where νei is the electron-ion collision frequency and ωp and ωL are the plasma and laser
frequencies, respectively. The Drude model describes electrons as an ‘electron gas’ moving
against a stationary ion background whose motion is damped by frictional forces caused
by collisions with ions.
By substituting Eq. (4.2) into Eq. (4.1) it becomes clear that, if the laser frequency
reaches the eigenfrequency of the cluster, i.e. the Mie frequency ωL = ωp/
√
3, the value
of |ε + 2| will be minimised, consequently enhancing the electric field inside the cluster
compared to the vacuum field surrounding it. Equivalently, the laser and plasma frequency
can be recast in terms of the electron and critical electron density to obtain the resonance
condition ne/ncrit = 3. On the other hand, if ne/ncrit > 6 the electric field inside the
cluster will be shielded and consequently be smaller than the field surrounding the cluster
in vacuum. This is displayed in Fig. 4.1, which also shows how the width and height of
the resonance is determined by the electron-ion collision frequency.
The cluster heating rate is largely determined by the internal electric field, which loses
energy to the electrons through inverse Bremsstrahlung heating. The energy density is
given by U = 12ED, with D being the electric displacement field, so that consequently the
heating rate will also peak with the electric field resonance through ∂U/∂t.
Ignoring the pressure associated with cold ions, the cluster will expand under the in-
fluence of two forces. The first is the thermal pressure, phydro, from the hot electrons
expanding and pulling out cold ions with them. The characteristic velocity of this expan-
sion is the plasma sound speed, cs, as defined in §2.2.6. The second force is the Coulomb
pressure, pC , associated with the positive charge build-up inside the cluster from electrons
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being removed by the laser field. The hottest electrons in the cluster will have enough
energy to overcome the potential of the charged cluster sphere and will therefore leave
the cluster completely, a process often termed cluster ionisation. Accordingly, the cluster
equation of motion becomes 4piR2cp =
4
3piR
3
cnimi
∂2Rc
∂t2
with p = phydro + pC being the
combined pressure acting on the cluster and mi and ni being the ion mass and density,
respectively. This, through rearranging, results in an equation for the cluster radius
∂2Rc
∂t2
=
3
Rc
phydro + pC
nimi
. (4.3)
The influence of the hydrodynamic pressure is simply given by phydro = nekTe. The
magnitude of the Coulomb pressure on the other hand can be estimated by considering
the cluster as a perfect conductor and assuming the accreted charge, Qe, is evenly spread
out on the cluster surface. The stored energy in this spherical capacitor model leads to a
force per unit area on the cluster surface of
pC =
Q2e2
32pi2ε0R4c
. (4.4)
Due to the R−4c scaling, this term will tend to dominate the expansion of small clusters. In
fact, assuming the irradiating laser pulse is intense and short enough to remove all electrons
from the cluster prior to any significant ion motion, the remaining ions simply explode
due to the mutual Coulomb repulsion in the cluster sphere, i.e. they undergo a Coulomb
explosion. Generally, it is possible to estimate whether a laser pulse is intense enough to
fully ionise a cluster by comparing the laser ponderomotive potential, Φp, as derived in
§2.2.3, to the potential energy, Φs, of an electron at the surface of a fully ionised cluster
sphere. This is simply given by Φs = Qe
2
4pi0Rc
, where Qe is again the total accreted charge.
Therefore, if Φp > Φs, the laser is intense enough to drive a pure Coulomb explosion,
provided that Φp is reached before the ions start to expand. On the other hand, for larger
clusters or small clusters once expansion has commenced, the expansion will mainly be
driven by phydro since it scales as R−3c through ne. The model also calculates the electron
cooling due to expansion and ion collisions as well as the time-dependent charge build-
up from free streaming electrons during the expansion. Generally it is clear from these
equations that large clusters expand more slowly and will therefore interact with the laser
much longer than small clusters undergoing Coulomb explosions.
The nanoplasma model has been successfully applied to a range of experiments, and
was used to reproduce experimental ion energy spectra (see, for example, [103]). However,
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the observation of angular dependent effects and cluster expansion asymmetries high-
lighted the limitations in treating a cluster as a homogeneous, isotropic plasma ball and
necessitated advanced theories of laser-cluster interactions [104].
4.1.2 The Inclusion of Non-Uniform Cluster Densities
An enhanced theory of laser-cluster interaction was introduced by Milchberg et al. in [105]
in which some of the simplifications made in the nanoplasma model are removed. The
main difference is the possibility of a non-uniform density profile inside the cluster by
modelling a spherically symmetric cluster explosion with a one-dimensional radial La-
grangian hydrocode. Furthermore the electric field is described in polar coordinates,
E = rˆEr(r) cos θ− θˆEθ(r) sin θ, and is a function of r and θ, as opposed to the nanoplasma
model where Er(r) = Eθ(r) = const is a uniform field inside the cluster. This modified
scheme significantly alters the cluster dynamics and the way in which resonance effects
determine the cluster heating.
Both models observe an initial, weak resonance at ne = 3ncrit after the leading edge
of the laser has begun to ionise atoms. But, while upon the onset of cluster expansion,
a stronger, dominant resonance is seen in the nanoplasma model, at no time is this pro-
nounced second resonance observed in the non-uniform approach. As the cluster starts to
expand under the influence of hydrodynamic pressure, the external electric field is shielded
inside the cluster and can only penetrate the outer cluster layers but is significantly en-
hanced in the region where ne ∼ ncrit as the cluster explodes in layers. The non-uniform
treatment of the electric field gives rise to a predominantly radial ponderomotive force
resulting in compression of the plasma to greater than solid density, thereby keeping the
plasma above critical density and prolonging the resonance. Therefore, despite the peak
absorption being weaker (∼ 100 times smaller) and much more spatially localised com-
pared to the nanoplasma model, the overall efficiency at which the laser couples energy
into the plasma is still very high, since the resonance is maintained for a much longer
period of time (∼ 50 times longer). As a result, the cluster explodes in consecutive layers
as each reaches the ncrit resonance.
While this model still makes inherent assumptions about the cluster geometry (i.e.
spherically symmetric), it has, for example, been successfully used to explain unique cluster
effects, such as self-focussing [106]. Here, the optical susceptibility of a laser-heated cluster
gas can reverse its sign, as the clusters are heated and expand, thus creating a plasma
with opposite dispersion to a ‘normal’ plasma.
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4.1.3 Particle-In-Cell Modelling
Small clusters, containing only a few 100 atoms, can easily be simulated with molecular
dynamics (MD) simulations, i.e. simulations that take into account each particle and the
interaction between them, and are therefore relatively well understood. However, since
the computational runtime for MD simulations scales as N2, with N being the number
of particles in the simulation box, the description of large clusters relied on phenomeno-
logical studies, as introduced in the previous sections, for a long time. Over the last few
years however, numerous groups have worked on particle-in-cell (PIC) codes trying to
fully describe the electron and ion motion in the electromagnetic fields generated in the
laser-cluster interaction. Some of their results are presented in this section. PIC codes sim-
ulate systems by solving Maxwell’s equations as well as the relativistic classical equations
of motion for ‘macroparticles’, representing many individual particles of a single species.
However, PIC codes tend to suffer from high statistical noise as they commonly only deal
with a relatively small number of particles and utilise a mean field approximation which
usually underestimates the contribution of collisions [107].
In [108] Jungreuthmayer et al. introduced a ‘microscopic PIC simulation’ (MPIC) in
which both macroscopic and microscopic behaviour is accounted for by shrinking the sim-
ulation grid until one cell can only contain one charged particle at a time. This allows to
resolve microscopic charged particle interactions without having to rely on Monte-Carlo
averaging as usually done in PIC simulations. They simulated argon clusters with 10000
atoms (9nm in diameter) as well as xenon with 25000 atoms (14nm) interacting with a
100fs laser pulse and a peak intensity of 8x1015Wcm−2 at 800nm. Rather surprisingly
they find that the dominant ionisation mechanism is field ionisation whereas collisional
processes are negligible throughout the interaction, which is in stark contrast to the phe-
nomenological models presented by both Ditmire in [97] and Milchberg in [105]. According
to their depiction the ionisation processes are mainly driven by charge enhanced ionisa-
tion (CEI) as well as a related process dubbed polarisation enhanced ionisation (PEI).
Generally both processes describe the reduction of atomic potential by fields from charged
particles thereby increasing the probability for tunnel ionisation. However, CEI describes
a localised effect of neighbouring charged particles, whereas PEI is caused by a macro-
scopic field set up by the polarisation of the entire cluster. The latter was found to result
in a non-isotropic ion energy distribution with higher energies along the polarisation direc-
tion of the laser, in agreement with experimental results reported in [109], whereas both
models described in the previous sections cannot account for these anisotropies. Further-
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more, the simulations suggest that all electrons are heated sufficiently to leave the cluster
core. Heating is caused by dephasing of electrons in the macroscopic cluster electric field,
as opposed to inverse Bremsstrahlung, which is dephasing in the microscopic Coulomb
field of an ion. The continuous ejection of electrons during the cluster expansion resulted
in a cluster completely stripped of electrons 50fs after the pulse peak. While for small
clusters all electrons are removed quickly and the cluster undergoes Coulomb explosion,
the MPIC code suggests that for large clusters electrons are removed gradually from the
cluster boundary and eventually the centre, followed by a Coulomb explosion of the core.
A few months after the work by Jungreuthmayer et al. was published, Taguchi et
al. demonstrated in [110] the simulation of a range of large (20–53nm) argon clusters
interacting with a similar laser pulse (800nm, 100fs, 1015–1016Wcm−2). It was found that
energetic electrons are mainly created by an absorption process similarly to the vacuum
plasma heating mechanism described in §2.2.6. In the cluster case the electrons are first
removed from the cluster and then driven back into it by the combined effects of the laser
field as well as the electrostatic field produced due to charge separation in the cluster. They
then pass through the cluster shielded and therefore unaffected by the external field and
subsequently emerge on the other side. By reentering the field in phase with the laser,
they undergo resonant heating and the cluster quickly absorbs energy. This nonlinear
resonance gives rise to a cluster-size dependent intensity threshold for strong heating.
The roles of Coulomb or hydrodynamic explosion are relatively well described and
understood, but they are the extreme cases of a cluster being either completely ionised
or forming a quasineutral plasma ball expanding due to the hydrodynamic pressure. It is
obvious that neither scenario is completely accurate and the simulations under discussion
here show that a mixture of the two processes is more likely to happen. The exact dynamics
of laser-cluster interactions are still strongly debated, so that, for example, depending on
the model chosen, fundamentally different dominating ionisation and heating mechanisms
are identified. Apart from the few models discussed here, many more studies investigating
laser-cluster interactions theoretically have been published. These include, for example, a
series of works by Last and Jortner (e.g. [111]) or Breizman et al. (e.g. [112]) to name but
a few, which further highlights the complex nature of cluster absorption. However, the fact
on which all of these models agree, is that clusters exhibit strong absorption of laser energy,
converting it into both hot electrons and ions. This will be the topic of the next section.
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4.2 Experimental Absorption Measurements
4.2.1 Previous Measurements
The first absorption measurements of high-intensity lasers in gaseous media containing
clusters were reported by Ditmire et al. in [9]. Fig. 4.2 shows a plot of energy absorption
against peak laser intensity in 10nm xenon clusters (blue circles) adapted from [9]. The
absorption is defined as 1 − Eout/Ein, with Ein being the initial laser energy and Eout
being the laser energy after having passed through the cluster target.
Fig. 4.2: The absorption of high-intensity laser radiation by clusters rises quickly to almost
100% for peak intensities I ≥ 1014Wcm−2. The blue data points are adapted from [9],
the red data points are from [10].
The plot shows data obtained using a previous version of the ICLC Nd:glass laser (see
§3.2) utilising a Nd:YLF oscillator front-end [113]. It was capable of delivering pulses
of 2ps duration with pulse energies of up to 500mJ . To eliminate low intensity pre-
pulses, the laser was frequency doubled to 527nm and then focussed with an f/12 lens
to a spotsize of 20µm, resulting in a vacuum peak intensity of just under 1017Wcm−2.
The data shows three distinct regions of interest. Significant absorption starts to occur for
intensities above IL & 1012Wcm−2, about one order of magnitude below the point at which
atomic xenon is expected to start to ionise to a significant degree at these laser conditions.
Consequently, this must be caused by the presence of clusters. For IL > 1014Wcm−2
the absorption quickly rises to a plateau extending up to a few 1016Wcm−2, indicating
absorption saturation, followed by a drop in absorption for a further intensity increase.
Based on simulations using the nanoplasma model, this was initially attributed to a ‘burn
through’ in the cluster medium by the leading edge of the laser pulse [9]. As the leading
edge propagates through the medium the clusters absorb energy and start to expand on a
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100–200fs time scale, much shorter than the 2ps pulse duration used in the experiment.
As a result, the trailing edge of the pulse propagates through the medium without any
significant absorption.
The red data points in Fig. 4.2 are from a more recent experimental campaign utilis-
ing the Vulcan Petawatt facility at the Rutherford Appleton Laboratory [10]. The laser
wavelength was λ = 1054nm and the pulse duration was tL = 500fs, which is in contrast
to the λ = 527nm and tL = 2ps used to obtain the data described above. Apart from
measuring the absorption efficiency with an on-axis calorimeter, an imaging system was
setup at 90◦ to the interaction region to eliminate side scatter as a possible contributor
to the observed attenuation. From scaling arguments using the Hagena parameter intro-
duced in §3.4 the average xenon cluster radius was calculated to be Rc ≈ 23nm. As can
be seen from the data, in strong contrast to the earlier results discussed above, absorption
as high as > 90% was observed for intensities well above 1017Wcm−2 and the existence of
a leading-edge burn through, associated with the absorption roll off in [9], could not be
confirmed. However, differences in pulse duration, laser wavelength, cluster size or pulse
contrast cannot be ruled out as contributing factors. In fact, optimised cluster heating
has been observed by adjusting the pulse shape and intensity with respect to the irradi-
ated mean cluster size [23, 114]. Nevertheless, in the light of the new absorption results
at relativistic intensities, it seems likely that the previously observed roll off was, in fact,
caused by the laser pre-pulse becoming intense enough to disassemble the clusters before
the main pulse arrived.
4.2.2 Experimental Method
To study the absorption of high-intensity laser radiation by gases of atomic clusters, the
Vulcan laser (see §3.3) at the Rutherford Appleton Laboratory was used to irradiate a
cluster stream of different target gases with a range of on-target energies. Note, that the
main focus of the experimental campaign at the Rutherford Appleton Laboratory, was
the study of shocks and blast wave dynamics. Therefore, the experimental setup will be
discussed only briefly here, while a detailed description is given in §6.1.
The clusters were generated inside the TA West vacuum chamber using a modified
series 99 solenoid valve, as introduced in §3.4.1, and backed with high pressure hydrogen,
argon, krypton or xenon at roughly 42bar, 52bar, 35bar and 40bar, respectively. Except
for hydrogen, which was cryogenically cooled to ∼ 150K, the gas jet was operated at room
temperature. Using Hagena parameter scaling (see §3.4), this corresponds to average mean
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cluster sizes, Rc, of 6nm, 11nm, 12nm and 21nm in each gas. The clusters were irradiated
with laser pulses of wavelength λ = 1054nm and a pulsewidth of tL = 1.39ps. By adjusting
the amplifier gain, the on-target energies could be varied from ∼ 5J to ∼ 60J . The laser
was focussed to a 40µm FWHM focal spot, 3mm above the gas jet using an f/19 parabola,
resulting in calculated vacuum peak intensities ranging from I = 2 × 1017Wcm−2 up to
I = 2 × 1018Wcm−2. The transmitted laser energy was measured with a large area, disc
calorimeter (Scientech 38-0801) positioned 125cm behind the laser cluster interaction and
outside the vacuum chamber. Additionally, four diodes, filtered for infrared light, were
pointed at the interaction from several angles to look for scattered light. The interaction
region was also recorded from above with a visible Andor camera (DV420), in order to
measure the extent of the initially heated plasma.
4.2.3 Discussion of Absorption Results
The absorption of high-intensity laser radiation in cluster media was determined in the
four different gases by measuring the transmitted energy through the target medium with
a calorimeter. Without operating the gas jet and neglecting losses at the target chamber
window, the calorimeter measured the full energy delivered onto the target. In contrast,
with clusters present, the registered signal decreased significantly, implying that laser
energy had either been absorbed or scattered by the clusters. However, significant side-
scatter would have been detected by the IR-filtered scattering diodes, but no signal above
the noise level was observed for any of the shots or in the previous experiments discussed
in §4.2.1. While backscattering was not monitored during the experiment, it was also not
observed in the previous studies and is therefore not expected to contribute significantly
to an observed decrease in transmitted laser energy. In principle, this should allow to
calculate the energy absorbed by the clusters from the difference in energy as detected by
the calorimeter and the on-target energy, measured independently. However, as will be
discussed briefly in §8.1.2, additional effects such as ionisation-induced defocussing might
also play an important role. This effect is caused by the gradient in refractive index across
the ionised medium in the focal volume and results in large-angle refraction of the trailing
edge of the incident laser pulse. While most of the refracted laser pulse is still expected to
be absorbed as it propagates through the cluster medium, the possibility of transmitted
laser energy not being registered by the calorimeter cannot be fully excluded. Furthermore,
this potentially might have an impact on the subsequent shock evolution since a much
larger cluster volume will be heated than expected from the diffraction limited divergence
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Fig. 4.3: A typical calorimeter response used to calculate the laser energy transmitted
through the target medium. The registered energy can be calculated either via the peak
voltage, Vp, or the extrapolated initial voltage, V0. The time T1/e is the thermal decay
time constant, variables starting with ∆ denote errors.
of the laser pulse and the focussing geometry. However, only limited data is available to
quantify this effect. Furthermore, since the refracted light is also expected to be absorbed
and no signal was registered by the IR-filtered scattering diodes, in the following discussion
ionisation-induced defocussing will not be considered any further.
In order to reliably calculate the absorbed energy, the calorimeter had to be calibrated.
A typical calorimeter response, i.e. the calorimeter output voltage as a function of time,
is shown in Fig. 4.3. From this data, the total energy registered by the calorimeter, Er,
can be calculated via Er = F−1 × Vp, in which Vp is the peak voltage of the calorimeter
response, and F is a calibration factor. In order to determine F , the calorimeter trace was
compared to the energy reading from a power meter with a known response. In fact, the
data displayed in Fig. 4.3 shows a calibration shot in which the total registered energy
was 62J . From this, the calibration factor was determined to be F = (1.30± 0.02)mV/J .
Another way to calculate the total registered energy from the data and a way to cross
check the result for F , is by using an ‘initial voltage interpolation method’ [115]. Here, the
initial voltage, V0, is determined by projecting the thermal decay envelope onto the voltage
axis and measuring the 1/e decay time constant, T1/e, with respect to the peak voltage,
Vp. From this, the energy is given by Er = V0/S × T1/e in which S is the sensitivity as
provided by the manufacturer (S = 83.5mV/W ). Taking all recorded calorimeter traces,
the decay time constant was found to be T1/e = (50.7 ± 1.8)s which, for Fig. 4.3, results
in a total extrapolated energy of Er = (58 ± 4)J . This value is slightly lower than the
energy registered by the calibrated cross-checking power meter, but is still within the error
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Fig. 4.4: Experimental laser energy absorption in H2, Ar, Kr and Xe clusters as a function
of calculated laser peak intensity. Except for H2, the absorption typically exceeds 80%,
whereas H2 only exhibits ∼ 50% absorption efficiency.
imposed by the calibration factor, F . Having determined the decay time constant, T1/e,
this value was also used to extrapolate a peak voltage, Vp, in the few recorded calorimeter
traces, where Vp exceeded the dynamic range of the recording scale.
Fig. 4.4 shows a plot of absorption as a function of on-target laser energy and corre-
sponding vacuum peak intensity for all four target gases. The absorption is again defined
as 1 − Eout/Ein, with Ein being the on-target energy and Eout being the transmitted
energy measured by the calorimeter. As can be seen, for argon, krypton and xenon the
absorption efficiency is typically above 80% and does not exhibit the drop in absorption
for intensities exceeding 1017Wcm−2 observed in [9]. This, in conjunction with the data
presented in [10], underlines the potential of a cluster target medium to efficiently absorb
high-intensity laser radiation spanning at least 2–3 orders of magnitude in energy. From
this data it seems likely that the absorption drop-off observed in [9] and Fig. 4.2 for
intensities ≥ 1017Wcm−2 was caused by a laser pre-pulse. For intense enough pre-pulses,
the clusters can absorb energy and start to expand due to laser induced heating, so that
by the time the main pulse arrives, a large fraction of the clusters are disassembled and
the main pulse interacts with an ionised gas rather than a cold cluster medium.
It is also clear from Fig. 4.4 that hydrogen only absorbs ∼ 50% of the energy at the con-
ditions used here. This is in contrast to the measurements published in [9], where hydrogen
clusters also exhibited ∼ 90% absorption when irradiated with 1017Wcm−2. However, the
previous measurement was obtained with a larger average cluster size (Rc = 10nm), which
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Fig. 4.5: False-colour image of a heated plasma filament in Kr with an absorbed energy
of (7.8 ± 0.1)J . The outline of the nozzle is visible to the right of the image centre as
a brighter circular area. The laser is coming in from the left and focuses in vacuum at
x = z = 0.
could explain the lower absorption in the data presented here. Generally, larger clusters
are expected to expand more slowly and therefore interact with the laser pulse over a
longer time period. Additionally, if the expansion is slow enough to reach ne/ncrit = 3
while a significant number of electrons are still trapped inside the cluster, further heating
can occur from Mie resonance effects as described in the nanoplasma model (see §4.1.1).
A false-colour image of emission from the interaction region, as recorded from above
the interaction by a visible Andor camera, is shown in Fig. 4.5. The initially heated vol-
ume is visible as the bright, elongated area in the centre of the image, while the circular
shape around the origin is caused by light reflected of the top of the nozzle. The emis-
sion was not spectrally resolved with only neutral density (ND) filters applied in order to
prevent the camera from saturating, which makes it difficult to explain the exact physical
origin. However, the overall shape of the imaged volume is comparable to the beam profile
as it focusses above the nozzle. This suggests that the imaged radiation is dominated by
visible plasma self-emission emitted during the strong cluster heating early on (∼ ps) in
the interaction, when the plasma is hottest, in conjunction with second-harmonic gener-
ation of the incident laser pulse. Therefore the images recorded in this way should give
information about the volume of energy deposition.
Notably, there is substantial energy deposition over a range of several Rayleigh lengths
(zR ∼ 1mm) on either side of the focus, which is centred above the nozzle at z = 0.
This is also confirmed by short-pulse probe diagnostics discussed in §6.3, where shocks
and thus energy deposition are observed over a distance of ∆z > 3.5mm (see Fig. 6.10).
The bright area of the imaged plasma typically fills a volume of ∼ 0.5mm3 (assuming
cylindrical symmetry) which allows to estimate the energy density in the plasma to be
as high as ∼ 105Jcm−3 (∼ 3 × 109Jg−1 for hydrogen). It can clearly be seen that the
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Fig. 4.6: The generated plasma filament for H2 (black) and Ar (blue) in (a) as well as Kr
(red) and Xe (green) in (b) increases in length with deposited energy, as expected. The
increase is roughly linear as illustrated by the linear fits.
energy deposition starts well before the point of best focus, posing the question whether
the beam actually reaches the peak intensities as calculated via the pulse energy and
focal spot size (see §3.2.2). Nevertheless, substantial self-emission observed after the focal
position indicates that even for z > 0 sufficient energy remains to drive significant cluster
heating.
Plots showing the measured interaction length as a function of absorbed energy are
shown in Fig. 4.6. As expected, the interaction length increases with higher energy. Inter-
estingly, the onset of absorption in z-direction, zs, as observed in the images, is relatively
constant for each gas (zs ≈ −(4–5)mm) and does not change significantly for varying
energies. Instead, it is the extent to positive z which accounts for the longer interaction
length at higher pulse energies. On the other hand, the loose focussing employed in the
experiment (f/18) means that the laser peak intensity already exceeds 1015Wcm−2, and
therefore the threshold for efficient absorption, well before z = −10mm even at low ener-
gies. This implies that the onset of emission at zs marks the cluster jet boundary beyond
which the cluster density becomes too small to drive significant absorption of the laser
radiation.
It is worth looking at the way in which energy is transferred from the laser pulse to the
plasma, although, for simplicity, the following discussion will be limited to hydrogen. Since
the clusters are smaller than the laser skin depth, the laser electric field is not shielded
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inside the neutral cluster. As introduced in §2.2.2, hydrogen will ionise at ∼ 1012Wcm−2,
so at the intensities considered here, a hydrogen cluster will quickly form a quasi-neutral
plasma ball with n = ne = ni. The laser will then remove electrons from the cluster with
the extraction rate determined by the temporal profile of the laser electric field. The laser
intensity used for the hydrogen data in Fig. 4.4 far exceeds the intensity necessary to
fully ionise the hydrogen clusters. This threshold intensity can be estimated by comparing
the laser ponderomotive potential to that of a charged sphere, as introduced in §4.1.1.
Assuming an average particle number density within the cluster of ni = 2.5 × 1022cm−3
and a cluster radius of Rc = 6nm, this calculates to ≈ 5×1016Wcm−2. However, a simple
Coulomb explosion model will not suffice to explain the observed absorption in hydrogen.
In fact, it greatly underestimates the energy that can be transferred into the clustered
target medium.
Assuming a pure Coulomb explosion, the energy that electrons can gain from the laser
electric field and which is therefore lost from the pulse, can be estimated by the work
necessary to move a charge, Q, representing the electron cloud, from the cluster radius,
Rc, to infinity. Assuming a cluster with N particles and an accumulated charge Q = Ne,
the work to remove all the electrons is calculated via
∆W =
1
4pi0
N2e2
(
3N
4pini
)−1/3
, (4.5)
in which the cluster radius Rc has been substituted with Rc = (3N/(4pini))1/3. Assuming
a log-normal cluster size distribution with a mean cluster size of Rc = 6nm and a standard
deviation of σ = 0.4, the average energy density, i.e. the energy that can be absorbed by
the cluster medium, is calculated to be ∼ 4 × 103Jcm−3. This is much lower than the
105Jcm−3 estimated from the interaction volume and the measured absorption. Assuming
a focal volume of 0.5mm3, a pure Coulomb explosion would therefore only account for∼ 2J
of absorbed energy, one order of magnitude lower than observed in the data. Furthermore,
with a pulsewidth of tL = 1.39ps, the assumption that no significant ion motion happens
on the timescale of the laser pulse, is clearly violated. An estimate of the timescale of
a cluster explosion, texp, can be obtained via the equation texp =
√
3mi0/e2ni, where
mi denotes the ion mass [116]. Assuming the same mass density as above, this yields
texp ∼ 10fs, so it is clear that the electrons will be affected by the laser while the cluster
has already started to expand.
Consequently and unsurprisingly, the absorption results presented here cannot be ex-
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plained with a simple Coulomb explosion model and it is clear that, in order to accurately
describe the laser-cluster interaction, the contribution of laser driven electrons has to be
taken into account. As discussed at the beginning of this chapter, this is still an active
field of research. However, for the experiments described in this thesis, an accurate knowl-
edge about the physical process responsible for the observed efficient absorption is not
necessary and the clusters are being used as a scientific tool, rather than being the object
of the research. In that respect, it is important to acknowledge, that irradiating clusters
with intense laser radiation is a suitable and highly efficient way to generate high-energy-
density plasmas. With the data presented in this chapter, this has been shown to be true
for laser intensities up to ∼ 5× 1019Wcm−2.
4.3 Summary
In this chapter, the efficient absorption of high-intensity laser radiation by gases of atomic
clusters was discussed. The chapter was begun with a brief introduction into various mod-
els describing clusters subject to laser radiation. These ranged from a simple Coulomb
explosion picture, assuming the cluster is quickly stripped of all electrons, over hydro-
dynamic descriptions, treating the cluster as a plasma, to recent approaches, relying on
sophisticated PIC simulations. It was shown that, despite extensive research, the exact
dynamics of clusters subject to intense laser radiation are still not entirely understood.
The theoretical introduction was followed by a discussion of experimental absorption data
obtained at both Imperial College London and the Rutherford Appleton Laboratory and
spanning irradiation intensities from 1012Wcm−2 up to 1019Wcm−2. The initially ob-
served drop in the absorption efficiency for intensities exceeding 1017Wcm−2 could not be
reproduced, and instead it was shown that atomic clusters are a highly interesting target
medium for the production of laser driven high-energy-density plasmas.
Chapter 5
Single Blast Wave Propagation
Dynamics
This chapter describes laser driven shock experiments with the objective of studying the
evolution of single blast waves based on the theory and experimental methods introduced
in Ch. 2 and Ch. 3. The experiments described here were conducted between 2005 and
2006 using the ICLC Nd:Glass laser at Imperial College London. The chapter will begin by
describing a blast wave profiling experiment aimed at generating similar shock conditions
for gases with varying atomic number, Z, in order to be able to compare the effect of
radiation on shock dynamics, as well as to identify the experimental regimes accessible
with the ICLC Nd:Glass laser. This section is followed by a study of shock propagation and
single-shot blast wave evolution measurements based on the streaked Schlieren technique,
in search of a thermal instability.
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5.1 Radiative and Non-Radiative Blast Wave Profiles at
Similar Conditions
In Ch. 2 both the Sedov-Taylor solution for blast waves and its extension to the radiative
case were discussed. The following section applies this theory to experimental data and
focusses on studying the radial profiles of laser driven blast waves in a number of different
gases in order to determine the effect of enhanced radiation flux with increased target Z.
The experiment was performed by A. S. Moore, J. Lazarus, J. S. Robinson and the author,
the analysis was primarily performed by A. S. Moore. The work has been published in
the journal Astrophysics and Space Science [50].
5.1.1 Imaging Blast Waves using the ICLC Nd:Glass Laser
The experiment was performed at Imperial College London utilising the ICLC Nd:Glass
laser (see §3.2) by focussing its main output beam (the heating beam) into a cluster medium
in order to launch blast waves. The clusters were generated using a pulsed solenoid valve
with optional cryogenic cooling, as described in §3.4, while the interaction was probed
with a sub-ps probe beam, generated from the main CPA pulse, as depicted in Fig. 5.1. It
should be noted, that the setup described here is not limited to this particular experiment,
but, at the time of writing, constitutes the ‘standard’ diagnostics configuration available
for the ICLC Nd:Glass laser system.
In order to generate a probe that is temporally locked to the heating beam, 4% of
the main 1054nm CPA pulse after compression were split off using a glass wedge (W in
Fig. 5.1). This fraction of the beam was then frequency doubled to 527nm using a
KDP crystal (KDP) and passed into two different delay stages. These were necessary to
control and vary the timing between the interaction onset at t0 and the time at which
the interaction was being probed, t0 + ∆t. The first of the delay stages, the slide delay,
consisted of two mirrors, AM1 and AM2, mounted on a rail that could be moved over a
range of 200cm and with an accuracy of ∼ 0.5mm. Accordingly, the total achievable delay
in this stage was ∼ 13ns with an accuracy of ∼ 2ps. If necessary, the probe pulse could
then be directed into the long delay stage, consisting of two large mirrors, LM1 and LM2,
which added 240cm (∼ 8ns) of beam path per bounce to the probe beam.
Subsequently, the probe was passed into the target area via mirror OM2. Alternatively,
OM2 could be replaced by OM1 to completely bypass the long delay. This was necessary
in order to study the interaction at early times around t0. Additionally, to probe at early
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Fig. 5.1: ICLC Nd:Glass laser probe pulse generation and delay stages: 4% of the main
1054nm CPA heating beam are split off and frequency doubled to 527nm to provide a
sub-ps probe beam. Two separate delay stages allow variation of the probe timing from
∼ −1ns to 80ns.
times, the heating beam had to be delayed slightly via a removable dog-leg (RDL in Fig.
5.2) which introduced an additional ∼ 300cm (∼ 10ns) of beampath to the heating beam.
Combining the two delay stages and the optional dog-leg, the total timing between heating
and probe beam could be varied from ∼ −1ns to ∼ 80ns.
A schematic of the pump-probe setup is displayed in Fig. 5.2. The heating beam
was focussed to the interaction region (IR) utilising an f/10 plano-convex, fused silica
focussing lens (FL) with f = 25cm. The probe beam, acting as a backlighter, was used to
image the interaction at 90◦ to the heating beam. Image rays were collected with the 2”
imaging lens (IL), positioned at its focal distance (f = 20cm) to the interaction region. In
this way, image rays within a cone of 14◦ from IR were collected and collimated, while the
probe rays were focussed to the point marked F1. Outside the chamber, the backlighter
beam and image rays were split with a 50 : 50 beam splitter (BS) into two imaging arms,
which were used for simultaneous Michelson interferometry (MI) and dark-field Schlieren
setups (see §3.5). Both imaging diagnostics used a three-lens configuration based upon
IL as the first lens. The second lens, L2, focussed the probe rays to the point F2 just
after the first image plane IP1. The third, large-aperture lens, L3, then re-collected the
image rays again and focussed them onto a CCD camera, while re-collimating the probe
beam. For the dark-field Schlieren diagnostic, a pin positioned at F2 was used to block
any non-refracted rays of the probe beam.
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Fig. 5.2: ICLC Nd:Glass laser setup for pump-probe, laser-plasma interaction experiments:
The laser-generated plasma is imaged at 90◦ using Michelson interferometry and dark-field
Schlieren setups.
Initially, both imaging arms were used for interferometry, with one arm providing low
magnification and the other one high magnification imaging. However, with higher reso-
lution cameras, the high magnification setup proved to be redundant, as the resolution of
the resulting images was only limited by the resolution of the imaging system (∼ 15µm),
rather than the cameras itself. Accordingly a higher magnification did not provide any ad-
ditional information and the high magnification Michelson interferometer was permanently
replaced with a Schlieren setup.
5.1.2 Finding Similar Conditions for Different Gases
In order to allow the comparison of blast wave profiles in different target gases, it is
important to ensure the shocks are at a similar stage in their evolution. This is easily
achieved in the case where a Sedov-Taylor blast wave solution is applicable. In §2.3.5 it was
shown that in the strong shock limit, the evolution of self-similar blast waves in cylindrical
geometry is expressed through the dimensionless variable ξ = r/R = f(γ)r
[ ρ1
Et2
]1/4. Here
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R denotes the wave radius, f(γ) is a function of the polytropic index, γ, and ρ1, E and
t are the initial ambient density, the deposited energy and the time, respectively. It is
important to note that this solution is only valid in the energy-conserving phase of the
blast wave evolution, which limits it to the time in which the swept-up mass far exceeds
that initially heated. At this point, the initial energy deposition can be regarded as point-
like in space and time. As was also shown, the concept of self-similarity can also be used
in certain radiative cases, which further alters the propagation dynamics.
Of importance here is the fact that, provided that self-similarity is fulfilled for radiative
or non-radiative blast waves created under similar conditions, at a given time tcomp, the
blast waves in different gases can be compared directly. Any difference in structure is then
necessarily attributed to the varying degree of radiation flux, assuming that deposited
energy, background density, radius and the initial distribution functions are equal. On the
other hand, if self-similarity does not hold, for example in the presence of a substantial
radiative flux, the flow variables are no longer ‘frozen’ in time [50]. In this case, provided
that the ambient density is the same, comparing blast waves launched with the same
energy in different gases but at the same radius, will ensure the shocks have collected the
same amount of mass and should therefore be at a similar point in their evolution.
Experimental data was taken for hydrogen, argon, krypton and xenon. In order to
make sure equivalent mass densities are produced for all target gases, the rate of mass
flow, m˙, through the gas jet nozzle has to be taken into account, as well as the gas
flow velocity [80]. The gas jet profile is independent of the gas species [85] and on the
timescale of the laser interaction the gas flow can be considered to be stationary. Using
the free jet expansion equations introduced in §3.4, by scaling p0 and T0 appropriately, the
mass-density distribution can be adjusted to be the same for each type of gas despite the
difference in atomic mass. Table 5.1 lists the crucial parameters as used for the experiment,
as well as the ideal pressure, pideal, that would result in the same mass-density distribution
as for argon. Additionally, the table also lists calculated cluster parameters such as the
mean cluster size or the Hagena parameter.
Because of the large difference in atomic mass for the target gases, it is technically
difficult to achieve the desired pressures necessary for direct comparison of the gases. In
order to achieve a similar mass density in hydrogen as in argon, a pressure of ∼ 400bar
would be necessary, which is far above what is currently feasible in our laboratory. On
the other hand, if using 50bar of hydrogen as the reference value, the equivalent pres-
sure in xenon would only be ∼ 2bar, too low to produce clusters of significant size and
CHAPTER 5. SINGLE BLAST WAVE PROPAGATION DYNAMICS 133
target gas pexp (bar) pideal (bar) T (K) γ Γ∗ (×103) Nc (×104) Rc (nm)
H2 49.9 391.2 100 1.59 48 26 14
Ar 50.5 - 300 1.67 35 13 11
Kr 21.0 24.1 300 5/3 26 6 8
Xe 20.7 15.4 300 5/3 48 27 14
Table 5.1: Experimental and ideal gas jet parameters for blast wave profile comparison
studies: the ideal pressure, pideal, is calculated to produce the same mass density distribu-
tion as for argon (3.4× 10−4gcm−3), based on a free jet expansion. The polytropic index
values, γ, for H2 and Ar are taken from [117].
ultimately inhibiting the formation of a strong shock. Consequently a compromise was
sought. Additionally, while the expected difference in ambient density is large, the power-
law dependence of the blast wave evolution on the density (ξ ∝ ρ1/41 ) reduces the impact
drastically and, apart from hydrogen, the difference should only have a marginal effect.
As can be seen from Table 5.1, the cluster parameters for the different gases vary
noticeably, which will affect the individual absorption properties and interaction dynam-
ics of the laser with the cluster medium. However, the large Hagena parameter implies
that clustering has saturated and laser energy absorption under these conditions has been
shown to be consistently high (> 80%). Therefore, on the timescales investigated here,
the detailed physics of the laser-cluster interaction should not be important. It should
be noted, however, that absorption measurements for hydrogen presented in Ch. 4 indi-
cate lower absorption efficiencies compared to the other three target gases (in contrast to
previous measurements). This, in conjunction with the large difference in mass density,
makes a direct comparison of results obtained for hydrogen to the other gases difficult.
5.1.3 Blast Wave Profile Studies in Different Target Gases
Experimental results for blast wave profiles launched in different target gases are presented
in Fig. 5.3. From geometrical considerations, similar to those discussed in §6.6.2, the initial
plasma filament into which energy is deposited can be approximated from the laser focal
volume by a cylinder of 80µm in diameter. From this estimate, the shocks in Fig. 5.3
have swept up a mass approximately 100 times greater than the one initially heated. In
conjunction with the characteristic shape of the electron density profiles, this suggests the
shocks have evolved into a blast wave at the time of imaging. All four profiles show a sharp
density increase characteristic of the shock front. This is less pronounced for krypton and
xenon and both high-Z gases exhibit significant electron densities up to 200µm ahead of
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Fig. 5.3: Experimental electron density profiles of blast waves formed in H2, Ar, Kr and
Xe at equivalent times in their evolution. In addition to the steep shock front, which
is visible in all four gases, both Kr and Xe exhibit a well resolved radiative precursor.
Adapted from [50].
the shock front. The electron mean free path at this point is expected to be no greater
than ≈ 20µm. Therefore the observed precursor must originate from radiation emitted by
the shocked material that is then absorbed by the upstream material.
When describing shocks in Ch. 2, the polytropic index, γ, was always assumed to be
constant across the shock and was mostly estimated to be the ideal gas value of γ = 5/3.
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This is correct for a monatomic, fully ionised gas in the absence of radiation. However, for
radiative blast waves as described here, this simplified approach is not necessarily applica-
ble. More accurately, one would divide a radiative shock into three distinct regions with
separate values for γ: the pre-cursor ahead of the shock with γ1, the radiative transition
region just behind the shock with γ2 and the adiabatic cavity or relaxation layer with γc.
Of interest here is the value for γ2, since it is an indication of the energy loss of the system.
An effective γ2, that accounts for radiative losses during the blast wave expansion was
derived by Liang and Keilty in [46, 118]. This was achieved by assuming that radiation
losses only occur in an arbitrarily thin layer at the shock front, with the energy loss rate
in spherical geometry, dE/dt, given by
dE
dt
= −2piρ1u3sR2ε. (5.1)
Here, us, R and ρ once again denote the shock speed, shock radius and density, respectively.
The quantity ε is the non-dimensional energy fraction of the kinetic energy of the swept-up
material that is lost in the form of radiation and can be expressed as a function of the
pre-shock and transition-region polytropic index via
ε =
4(γ1 − γ2)
(γ1 − 1)(γ2 + 1)2 . (5.2)
The case in which γ2 = γ1 and ε = 0 refers to the non-radiative, energy conserving case,
whereas γ2 = 1 and thus ε = 1 denotes a fully radiative shock, i.e. a shock in which all
of the swept up kinetic energy is radiated away. Eq. (5.2) can be recast in terms of γ2,
which yields the following two solutions.
γ2(ε) =
ε(1− γ1)− 2± 2
√
1 + ε(γ21 − 1)
ε(γ1 − 1) (5.3)
Using the boundary condition that γ2 = γ1 for ε = 0 eliminates one solution and only the
equation with the plus sign becomes physically meaningful.
This expression can be related to the relative shell thickness via the compression, i.e.
the ratio of the gas density within the shell to the initial ambient density. Assuming
all mass contained in a cylindrical blast wave of radius R is swept up in a thin shell of
thickness ∆r, then, through geometrical considerations, the compression is given by
C =
R2
2R∆r −∆r2 , (5.4)
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which, for an ideal gas without ionisation can also be expressed through the upstream
Mach number, M , and γ2 using the equation [11]
C =
(γ2 + 1)M2
(γ2 − 1)M2 + 2 . (5.5)
Calculations for the transition region polytropic index, γ2, the compression ratio, ρ2/ρ1,
and the relative shell thickness, ∆r/R, are shown in Fig. 5.4 as a function of the energy
loss rate. To simplify the equations, a γ1 of 5/3 was assumed. For completeness, the
calculations are shown for different Mach numbers ranging from M = 2 to the strong
shock limit, M  1, and, as can be seen, for M > 5 the solutions quickly approach
the latter. Note that in the strong shock limit and for the adiabatic case where ε = 0,
the transition region polytropic index takes the value of γ2 = 5/3 and the compression
approaches C = 4 as discussed before. For energy losses, ε > 0, the adiabatic index
decreases, resulting in a much more pronounced compression and shell-thinning, i.e. the
shell thickness normalised to the blast wave radius decreases as the preshock ram pressure
and the pressure of the heated, post-shock material force the shell to collapse. In the
extreme case of a fully radiative blast wave, the compression converges to infinity and
Fig. 5.4: Theoretical values for the (a) transition region polytropic index γ2, (b) compres-
sion and (c) relative shell thickness calculated for a radiative blast wave with energy loss
rate ε and pre-shock polytropic index γ1 = 5/3. For M > 5 all solutions quickly approach
that of the strong shock limit (blue). The grey dashed lines denote the strong shock limits
for an adiabatic shock without radiation.
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Parameter H2 Ar Kr Xe
time (ns) 6.8 11.5 12.0 15.4
shell thickness ∆r (µm) 54 ± 4 58 ± 5 70 ± 5 100 ± 5
shock speed us (×106cm s−1) 3.0 ± 0.1 1.7 ± 0.1 1.7 ± 0.2 1.3 ± 0.1
upstream Mach number M 56.2 ± 2.3 33 ± 30 7 ± 5 6 ± 5
compression C 4.0 ± 0.3 3.7 ± 0.3 3.1 ± 0.2 2.3 ± 0.1
ideal gas polytropic index γ2 1.67 ± 0.07 1.7 ± 0.1 1.9 ± 0.1 2.4 ± 0.2
Peclet number Pe † 300 1.2 0.5 0.5
Reynolds number Re † 103 104 3× 104 4× 104
collisionality λimfp/L
† 4× 10−4 0.12 0.2 0.5
Table 5.2: Calculated plasma parameters, accessed in the shock profile experiment and
the data shown in Fig. 5.3 († denotes order-of-magnitude estimates).
the shell thickness approaches zero. On the contrary, ε can also take on negative values,
which corresponds to the blast wave gaining energy from the surrounding material. This
has been observed experimentally for example in [6]. Theoretically, ε is limited in the
negative regime to values larger than ∼ −0.56 because of limitations imposed on the
adiabatic index in the transition region (1 ≤ γ2 ≤ 2γ1 + 1) [74].
Parameters that were obtained from the blast wave profiles are listed in Table 5.2. The
shock speed values are derived from multiple shots with individual snapshots of the blast
waves taken at different times. The compression was calculated from the shell thickness,
∆r, and using Eq. (5.4). Assuming all of the mass is contained within the thin shell,
this value can be calculated to within ∼ 10% accuracy and is predominantly limited by
the resolution of the imaging system. Also listed in Table 5.2 are order-of-magnitude esti-
mates of the dimensionless numbers to quantify the scalability conditions to astrophysical
phenomena as introduced in §2.5. While the condition for negligible viscosity (Re  1) is
obviously fulfilled, both the requirements for collisionality (λimfp/L  1) and convective
heat flow (Pe  1) are impaired for higher-Z materials. Specifically the magnitude of the
Peclet-number strongly indicates that heat transport through electrons has a considerable
effect on the system dynamics.
Notably, in hydrogen and argon, the compression is consistent with the strong shock
limit in an ideal gas. In contrast, the compression measured in krypton and xenon is only
C ≈ 2–3. This is surprising since the enhanced radiation should lower γ2 and therefore, as
shown in Fig. 5.4, should increase C beyond 4. These results seem to imply that radiation,
in fact, leads to lower compression. However, for both krypton and xenon significant
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precursors are visible in Fig. 5.3, indicating that the upstream medium is optically thick
enough to absorb radiation lost from the transition region. As the shock propagates into
the pre-heated material it may actually gain energy so that ε < 0, at which point the
expansion velocity can exceed the adiabatic case as has been observed experimentally
in [6]. According to Fig. 5.4, this would, in fact, result in a lower compression value.
Additionally, it should be noted that the strong shock assumption with M →∞ is almost
certainly not true and is reflected in the estimated values for the Mach numbers as listed
in Table 5.2. The increased temperature in the upstream material leads to a higher sound
speed and, accordingly, a reduced upstream Mach number. For example, the shock speed
in krypton is found to be 1.7 × 106cms−1. Without any preheat this would correspond
to a Mach number in excess of 60. But from the ionisation observed ahead of the shock,
the preheated material can be estimated to be at a temperature of a few eV , which
drastically reduces the Mach number by an order of magnitude. Obviously, the large
error in the calculated Mach number results from the high uncertainty related to the
pre-shocked temperature. An additional effect that impacts the shell thickness is the heat
conduction. Since the electron heat conduction scales strongly with the temperature (see
§2.5.2), the Peclet number for both krypton and xenon is sufficiently small that electron
heat conduction cannot be neglected. This will most likely also contribute to the increased
shell thickness that is observed, in agreement with conclusions derived in [6].
Using Eq. (5.5), an effective adiabatic index can be calculated for the transition
region, as is also listed in Table 5.2. For hydrogen and argon, this agrees well with
that of an ideal gas within the experimental limitations. However, from thermodynamics
one expects the effective number of degrees of freedom to increase as radiation becomes
more dominant. This should result in a lowered polytropic index for increasing atomic
number. Whilst this trend is observed in the step from hydrogen to argon, the large error
margin unfortunately prevents any further definitive insight. The counterintuitive reduced
compression in krypton and xenon on the other hand results in a significant increase in
the extracted γ2. While it can be argued that the cylindrical shock expansion is essentially
a two-dimensional problem, thus allowing an effective adiabatic index of up to γ = 2, the
value extracted for xenon exceeds even this limit and ultimately shows the limitations
of using and ideal gas approximation with a constant polytropic index across the shock.
Furthermore, for the calculation the ambient gas was assumed to be ionised, which is in
contrast to the experimental conditions.
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An analytical estimate for shock compression can be derived by using generalised
Rankine-Hugoniot jump conditions including the contributions of radiation and ionisation
energy. This more generalised extension of Eq. (2.42), which has to be solved, therefore
becomes
ρ1u1 = ρ2u2 (5.6a)
ρ1u
2
1 + p1 + prad1 = ρ2u
2
2 + p2 + prad2 (5.6b)[
ρ1u1
(
1 +
u21
2
)
+ p1(u1 + prad1 + rad1)
]
=
=
[
ρ2u2
(
2 +
u22
2
)
+ p2(u2 + prad2 + rad2)
]
. (5.6c)
Here, terms for the radiation pressure, prad, and energy, rad, on both sides of the shock
front have been added to the momentum and energy conservation equations. This set of
equations has been solved in [119], however the considered case is limited to a situation in
local thermal equilibrium (LTE) in which the material is considered to be optically thick
such that all radiation is absorbed in the upstream gas ahead of the shock. When applying
these calculations to the scenario described here, it results in a significant mismatch be-
tween the energy necessary to produce the observed ionisation ahead of the shock and the
energy available in the blast wave [120,121]. Ultimately this shows the limitations of con-
sidering these laser driven shocks in an LTE context. Because the gas is mostly optically
thin to the radiation, an LTE approximation will necessarily result in an incorrect ioni-
sation. To fully comprehend the experimental observations of these radiative shocks, an
analytical or numerical approach allowing for departure from the LTE case is imperative.
Without this, the role of ionisation and radiation cannot be quantified successfully.
CHAPTER 5. SINGLE BLAST WAVE PROPAGATION DYNAMICS 140
5.2 Blast Wave Trajectory Measurements
This section will discuss in detail studies of the temporal evolution of blast waves. It
will start with an introduction to some early results based on a ‘traditional’ multi-shot
approach in which trajectory data is obtained from blast wave snapshots taken at multiple
times and over a sequence of laser shots. Then, an experimental method developed to
obtain the same data on a single-shot basis and using a dark-field streaked Schlieren
technique as proposed by M. Dunne and R. A. Smith, will be introduced in conjunction
with results. The experiments were conducted by D. R. Symes, A. S. Moore, J. Lazarus,
J. S. Robinson and the author, the analysis was primarily performed by A. S. Moore. The
streaked Schlieren data has been published in the journal Physical Review Letters [122].
5.2.1 Multi-Shot Blast Wave Trajectory Measurements
Using the short-pulse probe setup described in §5.1.1, a sequence of time-delayed inter-
ferometry and Schlieren images were taken of the laser interaction with 10nm Ar clus-
ters. The clusters were produced at room temperature (295K) with a backing pressure
of p0 ∼ 50bar and irradiated with a range of laser energies, EL = (10–100)mJ . By vary-
ing the time delay between probe- and heating beam and careful binning of the on-target
energy, the temporal evolution of the system can be mapped over a sequence of shots. The
Fig. 5.5: Multi-shot blast wave trajectory data in 10nm Ar clusters. The evolution ex-
hibits three distinct regions in time which are attributed to non-local heat transport,
equilibration and finally blast wave formation, resepectively. Adapted from [74].
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results of the plasma expansion after the initial energy deposition at t0 and the merging of
individual cluster explosions into a uniform plasma is displayed in Fig. 5.5. When plotting
the (R, t) data of a self-similar expansion on a double-logarithmic scale, the slope of the
function is equal the deceleration parameter, α. Interestingly, the data in Fig. 5.5 exhibits
three different characteristic regimes over the displayed timescale which is not surprising
considering that the blast wave is not expected to form until several ns after t0. In fact,
up to a timescale of ∼ 10ps the expansion is initially dominated by non-local electron
heat transport, resulting in an electron precursor from free-streaming, thermal electrons
transporting energy ahead of the diffusively driven electron wave [91] and propagating
with α ≈ 0.4. As the thermal wave advances into the surrounding medium, it ionises more
gas and slows down to α ≈ 0.2. The electrons quickly thermalise through collisions on a
timescale of a few τe ∼ ps. In contrast, the ion-ion collision time scales as τi ∼
√
mi
me
τe and
therefore results in a much longer equilibration timescale of τi ∼ 100ps. The thermal equi-
libration between electrons and ions scales as τei ∼ mime τe and the formation of a thermody-
namic shock can only be expected after several ns into the plasma evolution. In fact, as was
discussed in the previous section, the assumption of a thermodynamic equilibrium at any of
the shock stages is most likely incorrect and only the cavity region at the centre of the shock
has evolved for long enough time to allow thermal equilibration between electrons and ions.
After enough time has passed (t ∼ 10ns), the swept-up mass sufficiently exceeds the
initially heated mass, the rarefaction wave will have caught up with the shock front and
a blast wave will have formed. Only from this point on is it appropriate, to use the
self-similar approximation. In fact, for t > 10ns the data shown in Fig. 5.5 exhibits a
deceleration of α = 0.5 and agrees very well with the adiabatic self-similar Sedov-Taylor
solution for cylindrical coordinates derived in §2.3.5.
Despite the observed data generally following the expected trends, this method of
determining the shock evolution suffers from shot-to-shot fluctuations in deposited energy
and gas jet density. These cannot be ruled out completely even with careful preparation
of the experimental conditions. Furthermore, for practicality reasons, the energy bin for
this data was kept decidedly loose. An experiment of this type generally consists of > 100
shots which can easily take more than 15hrs to complete. Consequently, acquiring this
data on a single-shot basis and removing uncertainties associated with the reproducibility
of experimental conditions, proves to be a much more reliable and efficient method. This
will be the topic of the next section.
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5.2.2 Diagnosing Instabilities in Radiative Blast Waves
Non-radiative, adiabatic blast waves follow a self-similar Sedov-Taylor expansion as dis-
cussed in §2.3.5. If the energy loss through radiation is no longer negligible, the blast wave
propagation will slow down and the deceleration parameter, α, reduces below the value
for the energy-conserving case (i.e. α < 0.5 in cylindrical geometry). Furthermore, if
the upstream material is sufficiently optically thick, the radiation will affect the upstream
material in form of an ionised precursor ahead of the shock front thereby effectively low-
ering its polytropic index (see §5.1.3). As demonstrated in Fig. 5.4, radiative shocks
should be subject to shell-thinning from a decrease of the effective adiabatic index which
is expected to increase the susceptibility to various instabilities [123, 124]. In fact, this is
thought to be an important factor in the structural evolution of many radiative supernova
remnants [125]. For blast waves in which the shock compression is enhanced by radiation,
two broadly similar instabilities exist, which, at least for a theoretical value of γ1 = 5/3,
are, in fact, mutually exclusive [126].
The dynamical overstability, or Vishniac overstability, is caused by a mismatch in
direction between the ambient gas ram pressure, pram, which is always parallel to the
shock propagation direction, and the thermal pressure behind the shock, p2, which is
directed normal to the shock front [124]. Consequently, in a plane shock these forces
balance out as is illustrated in Fig. 5.6(a). A small perturbation in the shock front as in
Fig. 5.6(b), however, can be unstable to this imbalance. Any deviations from an average
shock surface may experience an oscillatory motion caused by the directionality of the
pressure mismatch, such that a given part of the shock front alternates between being
advanced and lagging behind the ‘average’ shock position. In order for perturbations
to grow, their wavelengths must be greater than the shock thickness, in which case the
perturbation is expected to grow in time following a power-law. The Vishniac overstability
is thought to be responsible for the ‘rippling’ observed in many astrophysical shocks and
has long been the subject of experimental research [6, 51, 127, 128] but, so far, has not
been observed unambiguously in the laboratory. In [129] criteria for the overstability of
radiating shocks were derived, specifically based on the experimental conditions presented
in [51]. These calculations imply that in a xenon atmosphere at ≈ 7mbar, a velocity of at
least us = 2.5 × 106cms−1 is necessary in order to drive the Vishniac overstability, while
for lower pressures this threshold is expected to increase further. This would explain, why
the dynamical overstability has yet to be observed in laser driven shocks in cluster media,
as the reported velocities achieved in experiments are below this threshold. For the rest
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Fig. 5.6: Schematic drawing depicting how a distorted shock front results in unbalanced
forces through a pressure mismatch between the thermal pressure behind the shock front
and the ambient gas ram pressure at the shock front as it propagates into the surrounding
material.
of this thesis, this overstability will not be discussed any further.
The second instability, which, prior to the experiments described in this thesis, has,
to the author’s knowledge not been successfully investigated experimentally, also relies on
strong, post-shock cooling. However, it is solely determined by the temperature scaling of
the cooling function and is appropriately called the thermal cooling instability, or TCI [130].
The cooling function describes the total energy loss of a plasma from radiation at a given
gas density, ρ, and electron temperature, Te, and is usually described as a power-law
Λ(T ) ∝ ρ2T βe , (5.7)
with the power-law exponent, β, being a function of the temperature. In the case that
β =
d ln Λ
d lnT
< 1, (5.8)
the TCI is expected to cause oscillations in the shock velocity, us [131]. The model
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describing energy losses of shocks through radiation as developed in [46, 118] has already
been reviewed in §5.1.3. In the context of TCI, it should be noted that the radiative
energy loss rate, ε, can become negative, ε < 0, corresponding to a scenario in which
the blast wave actually gains energy from the surrounding ambient material. This is not
an unreasonable scenario for a system that is optically thick enough to retain most of
the energy radiated away from the shock front and has been observed experimentally by
Edwards, et al. in [6]. When the shock expands into this preheated medium, it can recover
some of its energy after which this energy is then lost again to radiation. As a result, this
instability is expected to manifest itself in an oscillation of the shock velocity in time, as
the shock front periodically gains and loses energy.
For astrophysical shocks a velocity threshold of us ≥ 120kms−1 has been calculated
in order for the TCI to occur [123]. However, since the instability only depends on the
shape of the cooling function with temperature rather than the absolute temperature it-
self, in principle it should be possible to study this feature on a laboratory scale at a
lower temperature and shock velocity while still satisfying condition (5.8) for β. How-
ever, single-shot measurements of the blast wave evolution, as described in §5.2.1, are
not a suitable technique for investigating TCI-induced shock front oscillations since small
shot-to-shot fluctuations in the experimental parameters will potentially render any exist-
ing oscillations invisible. Instead, a single-shot methodology utilising the streaked dark-
field Schlieren technique allows to extract blast wave parameters in a truly time-dependent
fashion.
5.2.2.1 Experimental Setup
In the short-pulse probe setup introduced in §5.1.1, CCD arrays have been used to image
a two-dimensional projection of the laser-plasma interaction region. Here, the spatial
information is integrated over the exposure time, which, in this case, was gated by the
short-pulse backlighter of order 0.5ps. In contrast, with a streak camera (see §3.5.4)
the temporal evolution of a one-dimensional line image can be recorded over a timescale
ranging from ps to hundreds of ns and with a resolution of down to ∼ 1ps. Therefore,
by imaging a vertical shock slice, it is possible to record the entire shock radius evolution
as a continuous function of time without having to rely on shot-to-shot reproducibility
over a multi-shot data set. While this method necessarily sacrifices one spatial dimension,
the added temporal resolution provides valuable data about the shock evolution on a
single-shot basis.
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Fig. 5.7: A Q-switched Nd:YAG laser was added to the short-pulse probe setup in order to
provide a long-pulse backlighter for the streaked Schlieren experiment. The beam was up-
collimated using a Newtonian telescope (NT) and then passed into the original short-pulse
probe beamline via the slideable mirror OM3.
The original version of the probe setup from §5.1.1 was modified as shown in Fig.
5.7 by adding a Q-switched Nd:YAG system (Continuum Surelite) in order to provide a
long-pulse beam for imaging the entire plasma evolution on the timescales as displayed
in Fig. 5.5. The Nd:YAG was synchronised to the short-pulse laser by triggering the
Q-switch (negative going CMOS) using the same fast trigger generator responsible for
timing the regen ‘Switch-Out’ and ‘Slicer’ Pockels cells (see §3.2). At the same time, the
flashlamps had to be operated with a ∼ 10Hz repetition rate in order to stabilise thermal
effects in the Nd:YAG cavity and to ensure that pulse duration and energy did not vary
significantly between shots from the main CPA heating beam. This was achieved by gating
a 10Hz, positive 20V trigger with the regen flashlamp fire signal.
The Nd:YAG was operated in frequency-doubled mode (λ = 532nm) providing
∼ 500mJ of energy in a pulse with duration ∼ 5ns. Using a Newtonian telescope (NT in
Fig. 5.7), the laser beam was up-collimated from the original ∼ 5mm diameter to roughly
20mm. This configuration also put a constraint on the useable pulse brightness in order
to avoid breakdown in air at the focus of the telescope. By adding an extra mirror into
the slide delay (OM3), the Nd:YAG pulse was injected into the original probe beamline,
while allowing to easily switch to a short-pulse probe configuration.
In the target area (see Fig. 5.8) the setup was changed by adding a three-part etalon
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Fig. 5.8: Modified target area configuration with three-part etalon (EM1–EM3) for stretch-
ing the Nd:YAG backlighter to ∼ 100ns, and an optical streak camera (SC) replacing the
Schlieren setup camera in order to obtain temporal shock profile measurements on a single
shot.
array to the probe beam path in order to lengthen the probe pulse from its nominal 5ns
duration to ∼ 100ns. This etalon consisted of two dielectric λ = 532nm mirrors for 0◦ and
45◦ incidence (EM1 and EM2, respectively) as well as a dielectric λ = 527nm mirror for
45◦ incidence (EM3), which were all mounted on slides in order to facilitate the conversion
to a short-pulse probe configuration. Fig. 5.9(a) shows the measured etalon response when
the Nd:Glass laser second harmonic short-pulse probe was passed through it. Convolving
this result with a 5ns Gaussian pulse provides an estimate of the Nd:YAG temporal profile
after passing through the three-part etalon, which is shown in Fig. 5.9(b). From this, the
output pulse duration is estimated to be ∼ 80ns.
To image the interaction region onto a streak camera, a high magnification setup was
used, comprising an f = 75cm lens (L4 in Fig. 5.8), which focussed the image rays
onto a plane just in front of the point F3 at which the probe rays were being focussed.
Corresponding to the dark-field Schlieren technique, by placing a Schlieren stop at this
point (F3), only beams refracted by the plasma at the interaction region could pass beyond
this obstruction. A second image plane was created via an 8.5cm diameter lens with
CHAPTER 5. SINGLE BLAST WAVE PROPAGATION DYNAMICS 147
Fig. 5.9: (a) Etalon response to the short-pulse probe beam and (b) simulated temporal
profile of the stretched Nd:YAG backlighter pulse from convoluting the profile in (a) with
a 5ns Gaussian pulse. Adapted from [74].
f = 100cm (L5), which was relayed onto the slit at the front of an optical streak camera
(Hadland Imacon 675, SC in the figure) with an additional f = 20cm lens marked as L6.
The resolution of the imaging system was measured to be 4µm [74]. the image formed on
the intensifier screen at the back of the streak camera was then recorded using a 12-bit
CCD camera with a low-magnification zoom lens.
5.2.2.2 Streaked Dark-Field Schlieren Image Analysis
The method used to extract shock trajectory information from the streak images is illus-
trated in Fig. 5.10. The Schlieren image is first centred and cropped after which a linear
background is subtracted from each individual time slice (i.e. each vertical line of pixels).
An example for the result is displayed in Fig. 5.10(a). Then, in order to remove the
speckle structure resulting from the individual treatment of the time slices, the vertical
direction of the image is convolved with a one-dimensional Hann-type filter, i.e. higher
frequency components are multiplied by a decreasing factor up until a cut-off frequency.
Subsequently, both upper and lower half of the shock are treated separately and each time
slice is normalised to its maximum value to remove temporal structures imposed by the
back illumination Nd:YAG pulse, an example of which is displayed in Fig. 5.10(b). Step-
ping through the time-axis, both upper and lower shock front in the normalised image are
fitted with a Gaussian profile and the shock positions are recorded as the centre of each
peak, while the half-width at half-maximum (HWHM) is taken to be the error of the shock
position. The three black lines superimposed onto the upper shock in Fig. 5.10(b) repre-
sent the result of this analysis with the thick line indicating the extracted shock position
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Fig. 5.10: Dark-field streaked Schlieren data analysis: Following the removal of the linear
background for each time slice (a) the data is filtered and normalised to produce (b), after
which a fitting algorithm using two Gaussian peaks reconstructs the data for each timestep
individually (c). In (d) a comparison of the original and reconstructed lineouts at three
different times is shown. Adapted from [74].
while the two thin lines are the HWHMs. Note that in order to enhance the visibility of
the extracted trajectory (black lines) superimposed onto the underlying data, the colour-
contrast in Fig. 5.10(b) for r > 0 has been reduced compared to r < 0. Finally, using the
Gaussian peak position, the initial shock profile is reconstructed by comparing the peak
height of each time slice in the normalised image to the one shown in Fig. 5.10(a) and
scaling the Gaussian peaks accordingly. This is displayed in Fig. 5.10(c). In Fig. 5.10(d) a
comparison is shown, of the shock outline reconstruction using two Gaussian profiles, and
the initial dark-field data at three different times. As can be seen, the extracted profiles
based on the Gaussian fits (red lines) reproduce the peak positions of the original data
(blue lines) and therefore the shock position very well [74].
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5.2.2.3 Experimental Results
Using the streaked dark-field Schlieren technique, shock trajectories were obtained in ar-
gon, krypton and xenon utilising the ICLC Nd:Glass laser. The gas jet backing pressures
were p0 = 59bar, 41bar and 35bar, respectively, chosen as a compromise between experi-
mental feasibility and keeping respective mass densities similar within the limits of cluster
formation (see §5.1.2 for more detail). Shock evolution data, a typical example of which
is displayed in Fig. 5.11, was used to calculate the power-law index, α, of the blast wave
expansion as a function of time according to
α(t) =
d(lnR)
d(ln t)
. (5.9)
The typical steep and dense shock-front observed in short-pulse probe Schlieren and
interferometry data (see, for example, Fig. 5.3) indicates that blast waves have formed in
all three gases after∼ 10ns, at which point the shocks have amassed≥ 30 times the initially
heated mass. This is followed in krypton and xenon by a non-adiabatic expansion with
α < 0.5 up to ∼ 25ns, indicating the shocks are radiative during that time. Additionally,
the data displayed in Fig. 5.11 suggests, the shocks in both krypton and xenon accelerate
after ∼ 50ns, which could be indicative of an energy gain mechanism.
Fig. 5.11: Experimental blast wave radius data as a function of time for Ar, Kr and Xe
irradiated with ≈ 1017Wcm−2. For each gas the trajectory information was obtained on
a single shot. The dashed lines identify different regimes in the shock evolution. After
∼ 10ns blast waves have formed with Kr and Xe being radiative. After ∼ 25ns all gases
exhibit a t0.5 behaviour, while after ∼ 50ns Kr and Xe appear to speed up. Adapted
from [122].
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Applying once more the theory for radiative shocks developed in [46, 118] and intro-
duced in §5.1.3, the deceleration parameter, α, can be expressed through the equation
α =
1
3− 2ϑ. (5.10)
Here, ϑ is a parameter related to the radiation loss rate, ε, through the effective polytropic
index of the transition and cavity region, γ2 and γc, via [46]
ϑ =
2− γc +
√
(2− γc)2 + 4(γc − 1)(γ2 − 1)/(γ1 − 1)
4
. (5.11)
Substituting Eq. (5.3) for γ2 and recasting ϑ in terms of ε therefore yields a function
for the deceleration parameter, α = α(ε, γ1, γc), or, by rewriting, an equation for the
energy-loss rate, ε = ε(α, γ1, γc). Without an accurate knowledge of the cavity or pre-
shocked polytropic index, γc and γ1, these equations cannot be solved with confidence.
It is possible to make a conservative estimate of γc = γ1 = 5/3 in order to attempt the
calculations. However, it should be noted that choosing, for example, γ1 = 5/3 is likely
Fig. 5.12: (a) Theoretical postshock polytropic index, γ2, and (b) radiative energy loss
rate, ε, as a function of the shock deceleration parameter, α, and calculated for three
different values of the upstream polytropic index, γ1. The cavity polytropic index was set
to γc = 5/3.
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to overestimate the upstream polytropic index, especially for higher-Z materials, where
the upstream medium is ionised by the radiation emitted from the hot, shocked material.
Similarly, a cavity polytropic index of γc = 5/3 cannot be accurate, since the cavity region
is almost certainly ionised to some degree and radiative for higher-Z materials. In fact,
in [46] simulation results for both argon and xenon suggest a cavity polytropic index of
γc ≈ 1.2. Despite these issues, it was decided to choose γc = 5/3 to limit the range of
unknown parameters.
Fig. 5.12 shows calculations of the postshock polytropic index, γ2, and the radiated
energy loss fraction, ε, for three different values of γ1 and with γc = 5/3. As can be seen,
the variation in the upstream polytropic index, γ1, does not impact significantly on the
calculated values for ε, while choosing γ1 = 5/3 provides an upper limit for the calculated
values of γ2. As expected, all three cases yield ε = 0 for a deceleration parameter of
α = 0.5, corresponding to the solution without any losses. Notably, the energy loss fraction
is maximised for a deceleration parameter of α ≈ 0.38, indicating that this corresponds to
the fully radiative case in which a shock loses all its swept up kinetic energy to radiation.
Furthermore, for a deceleration parameter of α > 0.5 the solution for γ1 = 5/3 yields the
lowest energy gain and can thus be considered a conservative estimate.
The blast wave velocity in xenon, calculated from the trajectory data using 750ps
intervals, is shown in Fig. 5.13 in addition to the energy-loss rate, ε, as calculated from
α and Eq. (5.9). This indicates that, immediately after forming at t ∼ 10ns, the xenon
blast wave becomes fully radiative with ε = 1, until t ≈ 25ns, after which it has cooled
sufficiently and the energy-loss rate drops to zero. As already expected from Fig. 5.11,
for t > 40ns the blast wave velocity increases slightly and ε becomes negative, indicating
that the blast wave starts to gain energy from the previously heated upstream region,
in agreement with observations published in [6]. Interestingly, the calculated value for
ε exceeds 1 for 15ns . t . 20ns. Keeping in mind, that the energy loss rate based on
γ1 = 5/3 was calculated to be an upper limit, this could be indicative of additional energy-
loss mechanisms in addition to that from radiation, such as ionisation. It is important
to note that by assuming a polytropic index on either side of the shock that is constant
in time, ionisation was assumed to be non-varying, which is unlikely to be the case.
However, no attempt has been made to separate ionisation and radiative energy losses
through knowledge of the effective ionisation, Zeff , on either side of the shock.
The occurrence of the TCI is strongly dependent on the shape of the cooling function
as determined by the power-law coefficient, β, which in turn depends on the temperature.
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Fig. 5.13: Blast wave velocity, us (red), and radiative energy loss rate, ε (blue), extracted
from an experimental Xe trajectory at 35bar and launched with ∼ 1017Wcm−2. The value
of ε between (10–25)ns, calculated assuming γc = γ1 = 5/3, indicates the shock is fully
radiative during that time. Adapted from [122].
The power-law coefficient at t = 15ns was estimated by fitting Eq. (5.7) to radiative
cooling rates published in [132–134]. Unfortunately, for xenon, published data is only
available at Te ≈ 10eV and the cooling rate for the experimental conditions cannot be
extrapolated with confidence. In order to estimate β, knowledge of the plasma temperature
reached in the shocked volume is necessary. This was estimated from simulations and will
be discussed in more detail later in this section. However, cooling rates are typically
quoted for astrophysical plasmas and the lack of data at the relevant temperature and
densities in combination with the error in the temperature itself results in considerable
uncertainty of the regime accessed by the experiment. This is reflected in the comparably
large error of β as listed in Table 5.3.
While the variation of ε, as shown in Fig. 5.13, could indicate the onset of slow blast
wave velocity oscillations over tens of ns, the uncertainty of the experimental parameters
Gas kTe (eV ) us (kms−1) β
Ar 2.0 ± 0.5 8.2 ± 0.3 2.5 – 5.1
Kr 2.5 ± 0.5 7.3 ± 0.7 0.6 – 1.0
Xe 3.0 ± 0.5 6.2 ± 0.2 -5.0 – 3.0
Table 5.3: Estimated β required to fit the cooling function for calculated post-shock
plasma temperatures from NYM simulations. The cooling functions were extrapolated
from [132–134], unstable blast wave velocity oscillations are expected for β < 1.
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precludes unambiguous identification of TCI in this data. However, recalling Eq. (5.8),
i.e. that β has to be less than 1 for the TCI, the values in Table 5.3 suggest that blast wave
velocity oscillations should, in principle, be observable in krypton and possibly xenon, but
are unlikely to occur in argon.
In order to estimate post-shock temperatures, the blast wave evolution was simulated
using the 2D Lagrangian radiation hydrodynamics code NYM run at AWE(UK) [135].
The code was run in 1D cylindrical geometry and assuming LTE. The simulation results
best fitted the experimental data when assuming 50% of a 420mJ laser pulse is deposited
over a cylindrical absorption volume with radius 75µm and length 3mm and filled with
a homogenous initial number density of 3 × 1019cm−3. Fig. 5.14(a) shows the measured
(grey) and calculated (red) blast wave trajectory for krypton. Once the blast wave has
formed after t ≈ 10ns the calculated data fits the measured trajectory very well and
exhibits a deceleration parameter of α = 0.456± 0.001 until t ≈ 25ns. Fig. 5.14(b) shows
the measured electron density profile for krypton after 25ns as well as results of four
computational scenarios with combinations of electron conduction (EC) and radiation
transport (RT) at the same time. It can be seen that artificially turning off radiation
(green, blue) results in a faster shock propagation since less energy is lost. Additionally,
the radiation induced precursor disappears as well. It can also be seen, that because of the
high temperature in the shocked medium, electron conduction impacts the propagation
as well. Therefore, turning off the electron conduction (black, blue) slows the shock
propagation down since the electron motion is more constrained and only convective, fluid
forces are left to act. This further highlights the importance of electron conduction on the
shock evolution, as discussed in §5.1.3.
Interestingly, while the broad hydrodynamics of the shock are successfully reproduced,
none of the simulation runs succeed to reproduce quantitative features, such as the ob-
served shell thickness or the densities in the post-shock cavity or upstream precursor re-
gion. It should be noted, however, that the Abel-inversion algorithm used to reconstruct
electron densities, is extremely susceptible to noise towards the origin of the calculation,
i.e. the centre of the blast wave. In that respect, it is questionable how accurate the
data for small radii (< 200µm) is. Nevertheless, the assumption of LTE is, again, not
necessarily applicable and more appropriate atomic physics and ionisation models are re-
quired in order to confidently model the data. In part, this is the motivation behind these
experiments, as the data can be used to benchmark radiative hydrodynamics codes.
To the author’s knowledge, indications of an energy gain phase in the shock evolution
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Fig. 5.14: Measured and simulated Kr blast wave trajectory and electron density profiles:
(a) Streak trajectory data obtained in Kr (grey) and simulated (red). (b) Measured
electron density profile in Kr after t = 25ns (grey) and simulated profiles using different
combinations of electron conduction (EC) and radiation transport (RT). Adapted from
[122].
have, so far, only been observed in the experiments described in this thesis, as well as
in [6]. In both cases, blast waves were driven by lasers and in cluster media. This exper-
imental setup results in a unique, low-density but high energy-density plasma, whereas
usually shocks are generated in a solid-density scenario in piston-style experiments (see,
for example, [11, 51, 136]). While there is no apparent reason why an energy-gain phase
could not happen in shocks in solid-density plasmas, it remains to be seen, whether the
particular properties of cluster-plasmas or plasmas with gaseous densities could potentially
be responsible for enhancing it.
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5.3 Summary
In this chapter, studies of laser driven shocks conducted at Imperial College London using
the ICLC Nd:Glass laser were discussed. This began with a comparison of shock profiles
obtained in cluster media with varying Z, which demonstrated the increasing importance
of radiative effects in higher-Z materials, in order to fully understand the observed shock
dynamics. Deriving the shock conditions based on an ideal gas treatment of the blast
wave further identified the need for non-LTE calculations and numerical codes to be able
to model up- and downstream properties of the shock sufficiently. Then, experimental
studies of shock trajectories were introduced, initially based on a multi-shot technique. In
order to be able to extract blast wave parameters in a truly time-dependent way, a single-
shot streaked Schlieren technique was developed with the aim of observing the thermal
cooling instability. However, despite the successful implementation of this new diagnostic,
the instability could not be observed unambiguously.
Chapter 6
Scaling Shock Physics to High
Drive Energies
The previous chapter described studies of laser driven blast waves, generated using the
ICLC Nd:Glass laser. This proved to be a valuable tool in studying a variety of effects.
However, from the propagation equations, introduced in Ch. 2, the general blast wave
evolution scales only weakly with deposited energy (e.g. R(t) ∝ E1/4 for a Sedov-Taylor
blast wave in cylindrical symmetry) and in order to create much stronger shocks, the
experiments need to be scaled to significantly higher drive energies. This should result
in higher shock velocities and temperatures and generally altered shock dynamics. For
example, the recent studies of radiative shocks in search of the thermal cooling instability
as introduced in §5.2.2, suggest that higher plasma temperatures could potentially access
a regime in the cooling function which is more likely to trigger the instability, whereas
calculations in [129] identify a shock velocity threshold for the occurrence of the Vishniac
overstability. The following chapter will start with a discussion of a recent experimental
campaign utilising the target-area-west (TA West) Vulcan laser facility at the Rutherford
Appleton Laboratory, with the aim of scaling previous work at the ∼ 1J-level to higher
drive energies. The experiment was conducted by J. Lazarus, R. E. Carley, H. W. Doyle,
D. R. Symes, A. S. Moore, R. A. Smith and the author, the analysis was conducted by
the latter. The chapter will conclude with a comparison of three different hydrodynamics
codes used by the author in an attempt to reproduce some of the experimental results
obtained at TA West numerically.
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6.1 Experimental Setup: Generating and Probing Blast
Waves in TA West
The laser beams available in TA West are generated using the Vulcan laser facility at the
Rutherford Appleton Laboratory (see §3.3). TA West provides two separate CPA beams
which are derived of the same oscillator and are therefore temporally locked. Both beams
have a central wavelength of 1054nm. The main beam (beam 8) was provided with a
pulsewidth of 1.39ps and a maximum on-target energy of ∼ 60J . For the experiment,
an f/18 off-axis parabola was utilised to focus the beam to a 40µm FWHM diameter
spot with a calculated vacuum peak intensity of I ≈ 2 × 1018Wcm−2 and a normalised
vector potential of a0 ≈ 1.3. This implies that, at the higher on-target energies, the
relativistic intensity regime could have been accessed. However, as is shown in Ch. 4,
the strong absorption of laser energy prior to the point of best focus (and neglecting any
self-focussing) suggests that in the presence of clusters, the laser never actually reaches its
vacuum peak intensity and relativistic effects should be negligible. The focus was aligned
into the cluster target medium 3mm above the centre of the source. Clusters were produced
by a gas jet (Parker Hannifin Corporation Series 99), modified to support cryogenic cooling
of the backing gas. The gas jet was operated using an externally triggered pulse generator
(IOTA ONE) with additional electromagnetic pulse suppression to avoid damage from laser
driven electro-magnetic pulses (EMP) [137]. The gas nozzle was modified and elongated
to allow for a larger solid angle of accessibility, providing more viewing angles to support
a broad range of active and passive diagnostics (see §3.4.1).
The interaction was imaged using probes derived from beam 7, the second CPA beam
available in TA West. The probe setup, an enhanced version of the system described in
§5.1.1, is shown schematically in Fig. 6.1. Since the energy contained in beam 7 (up to
∼ 20J) significantly exceeded what was necessary for the probe line, a waveplate (λ/2)
in combination with a polarising beam splitter (PBS) was used to discard most of the
energy onto a beam block. Initially the excess was intended to drive a proton imaging
diagnostic but, because of time constraints, this was not implemented. To correct for the
elongated shape of beam 7 (∼ 3.5cm × 10cm), it was apertured down with a serrated
edge apodiser (AP) and passed through a vacuum spatial filter (VSF) for clean-up, before
being frequency doubled to 527nm with a nonlinear crystal (KDP). In order to compensate
for the comparably low shot rate of Vulcan TA West and to maximise data output, the
probe beam was split several times to provide multiple, independently timed backlighters
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Fig. 6.1: Schematic drawing of the TA West probe delay setup: After frequency-doubling
CPA beam 7 to 527nm and pulse-shape cleaning via an apodiser (AP) and vacuum spatial
filter (VSF), S and P polarisation are separated with an adjustable delay between the two.
Subsequently, the probe pulse is split into three equal parts using beam splitters (30%,
50% and 100%), each one individually timed via delay slides and an optional long delay
section between two large cavity mirrors. This results in a total of six temporally separated
probe pulses.
for the laser-cluster interaction. First, S and P polarisation were temporally separated
in the ‘polarisation splitting’ section. By adjusting the beam polarisation with a second
waveplate (λ/2), the polarising cube (C1) effectively acted as a 50/50 beam splitter. One
arm had an adjustable distance, so that, by double-passing the λ/4 waveplates in each
beam path, the separate pulses were recombined onto the same path, with one polarisation
delayed with respect to the other in a range from ∆s = 0–65cm. Subsequently, the pulses
were then divided into three equal parts using partially reflective mirrors (30%, 50% and
100%) and sent into individual ‘delay slides’ with a total range of 594cm delay. This
resulted in six (3 beams × 2 polarisations), individually timed probe pulses, providing a
backlighter for the laser-cluster interaction. The early time probe (probe 1) was passed
directly into the interaction chamber. Probe 2 and 3, separated in height, could be delayed
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further by directing them into the ‘long delay’ section via the mirrors OM1 and OM2,
which added 315cm of beam path per bounce. Alternatively, with mirrors OM1 and OM2
removed, the long delay could be bypassed and the probes were sent into the vacuum
chamber directly by adding the mirrors OM3 and OM4, thus allowing the probe to access
early evolution times on all three arms.
As displayed in Fig. 6.2, the probe beams were sent into the TA West vacuum chamber
at different angles, thereby imaging the interaction from different viewpoints. Similar to
the setup described in §5.1.1 and shown in Fig. 5.2, each probe line imaged the interaction
with a three lens configuration, with each setup per probe line stacked on top of each
other on a multi-level imaging table. The 2” imaging lens (f = 25cm), situated inside the
vacuum chamber, collected and collimated the image rays. A second lens (2”, f = 50cm)
focussed the probe beam and image rays to separate points, as before, with the third
lens (3”, f = 40cm) imaging the image plane of the second lens onto the cameras, while
collimating the probe beam. Each probe line was additionally split after the chamber,
using a 50/50 beam splitter, to provide both Schlieren and interferometry at the same
time and on each short-pulse probe arm. With cube-polarisers in each of the six imaging
arms ((Interferometry + Schlieren) × three probe lines) to separate S and P polarisation,
this setup resulted in the capability to obtain six pairs of time-separated interferometric
and Schlieren images of the plasma evolution on a single shot. The spatial resolution of
the imaging system was measured to be 12.5µm using a 1951 USAF resolution target.
A fourth, long-pulse optical probe line was used for a streaked dark-field Schlieren
diagnostic with a measured spatial resolution of ∼ 20µm and using the same technique
as described in §5.2.2.1 and [122]. The backlighter pulse was provided by a frequency
doubled, Q-switched Nd:YAG laser (Continuum Surelite) with λ = 532nm. The streak
probe was synchronised to beam 8 by triggering both the flashlamps and the Q-switch
with a fast trigger generated from Vulcan. In order to provide a pulse long enough to
backlight the full temporal evolution of the plasma, the nominally 6.8ns Nd:YAG pulse
was stretched to ≈ 30ns using an etalon array, a schematic drawing of which can be seen
in Fig. 6.3. The etalon comprised two cavities, each made up of a cube polariser, C1 and
C2, and a fully reflective cavity mirror, CM1 and CM2. The cube polariser orientation
was chosen to let the Nd:YAG pulse enter the cavity, while the switch out was achieved by
double-passing a quarter waveplate (λ/4). Additionally each cavity consisted of partially
reflective elements to broaden the pulse, such as uncoated, thin glass plates (G1–G9),
partially reflective mirrors (20% and 40%) and dielectric, λ = 532nm, 45◦ mirrors used
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Fig. 6.2: Schematic Drawing of the front and top view of the TA West vacuum chamber.
The heating beam (red) is focussed above the gas jet with an f/18 parabola. The inter-
action region is probed with four separately controlled probe beams (green), backlighting
the plasma evolution from different angles. Additional diagnostics include IR scattering
diodes, a calorimeter for energy absorption measurements and various Andor cameras for
X-ray detection.
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Fig. 6.3: Schematic drawing of the etalon array used at TA West to stretch the 532nm,
6.8ns pulse from a Continuum Surelite source to≈ 30ns. The etalon consists of two cavities
(highlighted with grey boxes), both comprising a cube polariser (C1, C2) and a normal
incidence mirror (CM1, CM2). Each cavity contains partially reflective elements: thin,
uncoated glass-plates (G1–G9), partially reflective mirrors (20% and 40%) and dielectric
45◦ mirrors used at normal incidence.
at normal incidence. The first cavity provided the main stretch, whereas the second one
could be used to control the output energy. The measured input Nd:YAG pulse profile as
well as the measured output profile are shown in Fig. 6.4(a) and (b) as the green line.
The pulse stretch was simulated by following the propagation of a Gaussian input
pulse through a setup modelled after the etalon, while taking into account reflection and
transmission at each optical surface. The result of these simulations is also presented
in Fig. 6.4. The blue profile in (a) corresponds to the input pulse (with amplitude 1)
that was used for the simulations. On the other hand, the blue line in Fig. 6.4(b) is the
simulation result that best fits the measured etalon output (green). Interestingly, this
best fit was obtained by assuming a reflection of Rglass = 5% on each glass surface, rather
than the expected 4%. The output for Rglass = 4% results in a roughly ∼ 10% elongated
pulsewidth, compared to the simulation with Rglass = 5%, and is shown in Fig. 6.4(b) in
grey. Nevertheless, the simulated pulse profile agrees very well with the measured one and
the overall stretch achieved is ∼ 5. While a direct measurement of the energy contained in
the stretched pulse compared to the unstretched one was not conducted, the simulations
suggest that only ∼ 65% of the initial energy are transmitted and the peak brightness is
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Fig. 6.4: (a) Measured temporal profile of the Nd:YAG pulse (green) with ∆t = 6.8ns,
and a Gaussian fit (blue) used for simulating the etalon array output. (b) Experimental
(green) and simulated output of the etalon stretcher. The best fit to the experimental 1/e
pulsewidth, ∆t = 30.8ns, was achieved by assuming 5% reflection on glass surfaces (blue),
while using 4% (grey) overestimates the stretched pulse by ∼ 10%. The measured signals
are scaled in amplitude to fit the simulation profiles.
attenuated roughly by a factor 10.
In order to obtain measurements of the energy deposited into the cluster medium, the
laser energy transmitted through the target was measured with a large-area disc calorime-
ter (Scientech 38-0801) positioned 125cm behind the gas jet target and outside the vacuum
chamber. Four diodes, filtered for IR were positioned around the interaction and level with
the focus, to measure potential side scattering, but no signal above the noise level was
observed on any of the shots. An Andor DV420 camera, positioned above the interaction
at 90◦, was used to image self-emission from the plasma and provide information about
the extent of the plasma interaction volume. The energy absorption data is discussed in
Ch. 4.
The X-ray plasma emission was measured with a series of back-illuminated Andor,
X-ray CCD cameras cooled for noise reduction and filtered with a range of materials.
Two of these cameras were run in single-photon mode (Andor DV434) and another three
(Andor DV420, DV440 and DV434) imaged the spatial profile of the shock via pinholes
from above. While the pinhole cameras were all positioned at the same distance to the
interaction (∼ 40cm), one of the single-photon cameras was operated at a distance of
∼ 130cm and one at ∼ 370cm. Further secondary diagnostics were multiple photo multi-
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plier tubes (PMTs) and PIN diodes looking for X-rays, as well as a scattering diode setup
to monitor the energy in the main heating beam. These will not be discussed further in
this thesis, as they did not provide useful data.
An additional part of the experiment utilised a further, long-pulse beam line in order
to drive soft X-ray generation from a Au-foil target, with the aim of studying the effect of
ambient gas ionisation on the shock propagation dynamics. Since this configuration was
only used for a small section of the experiment, it will be discussed separately in §6.5.
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6.2 Streaked Dark-Field Schlieren Measurements
In §5.2.2.2 the streaked dark-field Schlieren technique proved to be a useful and valuable
tool to investigate the temporal evolution of blast waves without the uncertainties con-
nected to multi-shot measurements. In this section, this method will be employed to image
blast waves with much higher drive energies and in search for the TCI.
6.2.1 Data Analysis
The data taken at TA West exhibited significantly more noise than that acquired at
Imperial College London. Due to time constraints, it was not possible to fully optimise the
performance of the Nd:YAG stretcher (see §6.1) or the dark-field Schlieren imaging setup.
This ultimately meant that the image analysis detailed in §5.2.2.2 was not applicable any
more beyond step (b). An example of raw data as well as the same data after background
removal and normalisation (corresponding to Fig. 5.10(b)) is displayed in Fig. 6.5.
Fig. 6.5: From the raw streak data displayed in (a) each time slice has its linear back-
ground removed and is normalised individually for the upper and lower shock half (b).
Subsequently the shock position is determined via a threshold condition, the result of
which is superimposed onto the top half of the raw streak data (solid line). The dashed
lines are the error of the shock position.
It can be seen that, while the blast wave front is still very much pronounced, the
image has considerable background noise. Accordingly, fitting a Gaussian profile in order
to determine the blast wave position, as described in §5.2.2.2, did not provide satisfactory
results. Instead, a threshold approach was used, in which the blast wave position is defined
via a signal threshold above the background noise (e.g. 0.5 in the normalised data). The
blast wave radius error was also determined with a threshold condition, but also takes
into account the radius variation between individual time slices as well as the quality and
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‘definition’ of the shock front in the streak data via a weighting factor applied to each data
set individually. A result of this analysis is shown as black lines superimposed onto the
upper half of Fig. 6.5(a). The solid line corresponds to the shock front, while the dashed
lines are the error.
6.2.2 Experimental Results
Streaked Schlieren data was taken for the four gases hydrogen, argon, krypton and xenon
at a range of different backing pressures and on-target laser energies. Similar to §5.1 it is
desirable to adjust the experimental parameters so that any differences in the shock evolu-
tion are the result of the variation of a single parameter, i.e. the deceleration parameter, α,
therefore reflecting on inherently different physics rather than initial experimental condi-
tions. The mass flow from a free jet expansion is significantly different for the four gases at
similar backing pressures, and the range of available pressures was limited by experimental
constraints, making it impossible to fully equalise the mass density, ρ, for all four target
gases. However, according to Eq. (2.58), the blast wave evolution for a self-similar shock
will depend on the mass density and drive energy, E, following (E/ρ)α/2. Accordingly, it
should be possible to offset the pressure induced limitations in mass density by choosing
appropriate shot energies. While it is relatively safe to assume that the normalised density
profile in the cluster stream does not change significantly with pressure, temperature or
target gas [80, 138], the obvious problem with arguing similar conditions based on the
E/ρ parameter is that the absorption properties have to be assumed to be similar for all
gases. This means that the shock evolution is assumed to be purely determined by E/ρ,
while variations in other parameters (i.e. absorption volume or deposited energy per unit
length) resulting from absorption in different target gases are assumed to be negligible
in comparison. In fact, while in the presented data hydrogen shows less absorption than
argon, krypton or xenon, the latter three exhibit largely the same characteristics, as was
discussed in Ch. 4, although it should be noted that the potential effect of ionisation-
induced defocussing (see §8.1.2) has been omitted in the following analysis and will have
to be investigated in more detail in the future.
The gas jet used in the experiment was characterised for argon (see §3.4.1) and the
density was found to agree well with predictions based on the equations for free jet cen-
treline properties as derived in §3.4. Accordingly, these equations were used to estimate
mass densities in the cluster stream.
Table 6.1 lists the experimental parameters used to compare the different gases, such
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H2 Ar Kr Xe
E (J) 13.3 ± 1.3 11.2 ± 1.6 10.7 ± 0.9 37.7 ± 5.0
p (bar) 42.0 ± 1.0 51.7 ± 1.0 34.8 ± 1.0 39.9 ± 1.0
ρ (×10−5g/cm3) 3.8 ± 0.3 35.9 ± 2.8 50.0 ± 4.5 90.9 ± 7.7
E/ρ (×104Jcm3/g) 35.3 ± 4.5 3.1 ± 0.5 2.1 ± 0.3 4.1 ± 0.7
E/ρ ratio to Ar 11.3 ± 0.2 1.0 0.7 ± 0.2 1.3 ± 0.2
Table 6.1: Measured absorbed energy, E, and gas backing pressure, p, as well as estimated
mass density at the laser focus, ρ, used for the comparison of the four target gases in the
TA West streaked Schlieren experiment. In order for the shock evolution to be comparable,
the parameter E/ρ has to be matched. While Ar, Kr and Xe are expected to lie in a similar
regime, H2 is expected to evolve much faster.
as absorbed energy, E, mass density, ρ, calculated by multiplying Eq. (3.10) with the
atomic mass, and the resulting factor, E/ρ, as well as the deviation from the value derived
for argon. It is clear from these numbers, that argon, krypton and xenon should lie in
a similar regime, while hydrogen does not. This is again caused by limitations in the
available hydrogen backing pressure as well as too high drive energies.
Fig. 6.6 shows the equivalent shock radii under these conditions as a function of time
and plotted on a double-logarithmic scale. Superimposed onto the data points (circles) are
power-law fits to extract time averaged deceleration parameters. For clarity, error bars are
only included for the hydrogen data. As noted before, the data is relatively noisy compared
to the data presented in the previous chapter and a reliable fit was only possible for
t ≥ 15ns for argon, krypton and xenon and t ≥ 10ns in the case of hydrogen. From scaling
arguments and the focussing geometry, the focal volume can be approximated as a cylinder
with a radius of 160µm (see §6.6.2). At t ∼ 20ns the shocks have therefore amassed ≥ 40
times the initially heated mass, which provides confidence that blast waves have formed
in all four gases at t ≥ 20ns. It should be noted, however, that even at t ≥ 15ns, where
the brightness of the backlighting Nd:YAG reached its peak, the uncertainty in the shock
front position is still relatively large and results in a comparably large error in α as noted
in Fig. 6.6.
For hydrogen energy losses through radiation should be negligible, and the blast wave
evolution is expected to follow the theoretical, energy-conserving Sedov-Taylor solution
with α = 0.5 (for cylindrical geometry). For higher-Z gases the cooling is dominated by
radiation, resulting in a radiative precursor ahead of the shock. This heat loss causes an
increased deceleration, meaning that α should decrease with increasing Z, as observed
in the experimental data. For argon, krypton and xenon the deceleration parameter is
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Fig. 6.6: Comparison of streaked Schlieren trajectory results in H2, Ar, Kr and Xe. For
clarity, error bars are only included for the H2 data. As expected, H2 expands the fastest,
while the deceleration parameter clearly decreases with increasing atomic number. The
reason why the Kr and Xe trajectory lie on top of each other is the slightly different initial
conditions as reflected in the E/ρ parameter in Table 6.1.
found to be α < 0.5 in the data for t > 15ns, suggesting the blast waves are radiative
during that time. Interestingly, hydrogen expands much faster than expected from an
adiabatic shock, although the error in α is large enough to support an adiabatic solution.
Presumably this is caused because the shock is not expanding into a uniform medium
but (for this particular data set) is propagating away from the nozzle and down a density
gradient in the cluster stream. However, even for shocks travelling up a density gradient,
the deceleration parameter was consistently measured to exceed the adiabatic case, albeit
within the error bars. It is currently unclear why this is the case. Of course, the theoretical
solution is an idealised scenario and, for example, the blast waves observed here are not
strictly cylindrical, which will necessarily influence the shock evolution. For example, it
could be argued that the density gradient in the direction of the expanding cluster flow
stretches the blast wave to a more elongated cross-section, resulting in a counterintuitive
geometry departure towards a planar scenario rather than sphericity, and in line with an
increased deceleration parameter.
Table 6.2 lists averaged shock velocities at t = 25ns and deceleration parameters
extracted from the shock trajectories displayed in Fig. 6.6. In a similar way to the
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H2 Ar Kr Xe
α 0.59 ± 0.09 0.42 ± 0.10 0.38 ± 0.06 0.31 ± 0.08
us ×106cms−1 4.6 ± 2.3 2.0 ± 1.3 1.5 ± 0.6 1.2 ± 0.7
γ2 2.27 ± 0.59 1.18 ± 0.51 1.01 ± 0.17 1.13 ± 0.65
M 88 ± 35 40 ± 30 6 ± 4 5 ± 4
Table 6.2: Calculated plasma parameters extracted from streaked Schlieren trajectory
results in H2, Ar, Kr and Xe. As in §5.1.3, the values for γ2 are based on an ideal gas
approximation and disregard ionisation. The Mach numbers, M , are order-of-magnitude
estimates.
calculations described in §5.2.2.3 and leading to Fig. 5.12, recasting Eq. (5.10) in terms
of γ2, allows to calculate an ideal gas polytropic index for the material in the shock front.
These are listed in Table 6.2. Again, it is clear that these values for γ2 disregard any
contribution of ionisation and can therefore only be considered to be a rough estimate.
Furthermore, Table 6.2 lists estimates for the upstream Mach number, M . However,
without a full knowledge of the upstream temperature, especially in higher-Z materials
with significant radiation, it is difficult to obtain accurate values. Nevertheless, an estimate
can be made, based on the data published in [50] and the observed ionisation precursors
in the data (see §6.3). From this, a temperature of ∼ 1eV can be estimated with some
confidence in the preshocked region for krypton and xenon, while the temperature in
hydrogen, will be on the order of the boiling point temperature (TB = 20.3K).
The studies presented in §5.2.2.3 identified krypton as the most likely candidate to
undergo the thermal cooling instability, although this could not be demonstrated ex-
perimentally on a 1J laser system. Therefore, one of the objectives of the experimental
campaign at TA West was to provide time-resolved blast wave trajectories for much higher
drive energies and shock velocities in krypton, with the aim of observing this instability
unambiguously.
In the second half of this section, the temporal evolution of two separate data shots
in krypton will be discussed in detail. While the first shot does not exhibit any signs of
the TCI, the second one shows well resolved shock velocity oscillations over time, albeit
within the estimated error bars. The main differences, setting the data with oscillations
apart from the other shots, are a higher drive-energy of the blast wave, as well as the
target geometry. While the first shot, that will be discussed, was taken in the standard
configuration, the second one utilised an additional radiation drive setup, that will be
discussed in more detail in §6.5. Here, the shocks, as well as the ambient cluster medium
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Fig. 6.7: Temporal evolution of a blast wave in Kr clusters from a gas jet backed with
31.4bar and driven with (7.9 ± 0.3)J , (a) shows the raw streak data and extracted blast
wave radius, the inset shows the full data set and identifies the region used for analysis.
(b) displays the shock velocity, us, as well as an averaged velocity (dashed line) calculated
to match the shock trajectory, no oscillation is discernable. (c) displays α (blue), as well
as an estimated value for ε (green). The grey dashed line denotes to the time averaged
value for the deceleration parameter, corresponding to the average shock velocity in (b).
were subject to a soft X-ray flux, generated from a long-pulse beam incident onto a Au-foil.
Fig. 6.7 shows the temporal analysis results of a blast wave in krypton backed at
31.4bar and launched with (7.9 ± 0.3)J of absorbed laser energy. In the topmost plot,
a section of the raw blast wave image in the range from 10ns to 45ns, is displayed.
Additionally the extracted shock front position (solid line) as well as the estimated error
CHAPTER 6. SCALING SHOCK PHYSICS TO HIGH DRIVE ENERGIES 170
(dashed line) are superimposed onto the figure. The inset shows the full data set and
identifies the section used for the detailed temporal analysis. The evolution for smaller t
is omitted since no clean shock front could be extracted for t < 15ns. Using the radial
information, the blast wave velocity, shown in Fig. 6.7(b) as the solid line, was calculated
over 2ns intervals. Additionally, the centre plot compares the measured shock velocity,
us, to the average velocity (dashed line), calculated from the function R(t) ∝ tα0 , with α0
being the time averaged deceleration parameter across the analysed temporal range. As
can be seen, the velocity evolution shows no signs of any significant oscillations indicative
of TCI and the variation of us lies well within the error bars imposed by the uncertainty
in the shock position. Finally, in Fig. 6.7(c) the temporal evolution of the deceleration
parameter, α, is displayed as well as the calculated radiative energy loss rate, ε. This
implies the shock is fully radiative for t ≥ 20ns. Additionally, the dashed line in Fig.
6.7(c) denotes the time averaged deceleration parameter, α0, that was used to calculate
the average shock velocity in Fig. 6.7(b). Note that the equations pertaining the radiative
energy loss fraction developed in Ch. 5 become unphysical for a deceleration parameter
below α ≤ 0.375, as it would yield a lowered energy loss or even an energy gain for a lower
α. Accordingly, the result for ε displayed in Fig. 6.7(c) is fixed to ε = 1 for α ≤ 0.375. In
this case, a lower deceleration parameter could indicate additional energy-loss mechanisms,
such as ionisation.
The same analysis for a blast wave in krypton at 34.8bar and launched with (10.7±0.9)J
is shown in Fig. 6.8 (the same shot was used for the gas comparison in Fig. 6.6). Again,
Fig. 6.8(a) contains the raw data and extracted blast wave radius as a function of time,
with the inset showing the full data set and identifying the temporal and spatial regime
used for the analysis. As can be seen, the shock front velocity, displayed in Fig. 6.8(b) as
the solid line, oscillates visibly around the averaged shock speed (dashed line) with an os-
cillation time of ∼ 3–5ns, although the variation in us still lies within the error boundaries
calculated from the uncertainty in the shock front position. Unsurprisingly, the decelera-
tion parameter, shown in Fig. 6.8(c) as the blue line, oscillates as well over time and sim-
ilarly to us(t). Additionally, the radiated energy loss rate exhibits significantly more vari-
ation over time than in Fig. 6.7(c) and exhibits phases of both strong radiativity (ε = 1)
as well as energy gain (ε < 0). It, however, does not undergo oscillations as well defined
as in us or α. As before, the calculated energy loss rate was fixed to ε = 1 for α ≤ 0.375.
The thermal cooling instability is caused because the shock stalls from losing kinetic
energy through radiation but then reforms as it ploughs forward into the preheated mate-
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Fig. 6.8: Temporal evolution of a blast wave in Kr clusters from a gas jet backed with
34.8bar and driven with (10.7± 0.9)J . As in Fig. 6.7, (a) shows the raw streak data and
extracted blast wave radius as a function of time, while the inset shows the original data
set. (b) displays the shock velocity, us (sold line), as well as an averaged velocity (dashed
line), calculated to match the shock trajectory. Oscillations of us around the averaged
value are clearly visible. In (c) the deceleration parameter, α and the radiative energy loss
fraction, ε are plotted, while the grey dashed line denotes to the time averaged value for
α, corresponding to the average shock velocity in (b).
rial and picks up energy forming a new shock. Therefore an order-of-magnitude estimate
of the oscillation time can be attempted by calculating the time it takes for the shock to
radiate away all of its kinetic energy. The majority of the kinetic energy will be contained
in the thin shell, which, through interferometric measurements (see §6.3), is measured
to be on the order of ∼ 70µm at a density of ∼ 1019cm−3. Through knowledge of the
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shock speed, this allows to estimate the total kinetic energy contained in the shock to be
≈ 500mJ . Using the data published in [133], the radiative cooling coefficient (cooling rate
per particle) at this density can be extrapolated to be ∼ 4.6 × 10−34Wm3, which results
in an estimated cooling time of ∼ 4ns. Given the limited cooling function data available,
this estimate is necessarily very crude and only an order-of-magnitude estimate. However,
it agrees surprisingly well with the oscillation period visible in the shock velocity in Fig.
6.8(b). Therefore, despite the extent of the error bars in the data, this result for the shock
velocity as a function of time is extremely promising and elegantly demonstrates the large
potential of the streaked Schlieren technique to observe TCI. Furthermore, while the cal-
culation of ε does have some uncertainty in terms of choosing a correct value for the cavity
and postshock polytropic index, both the results for us and α are extracted directly from
the data without having to make assumptions about the experimental conditions, and are
therefore very reliable within the experimental limitations. It can therefore be claimed,
with some confidence, that the observed oscillations are, in fact, real and not an artifact of
the analysis. This poses the question as to why the oscillatory behaviour is only observed
in the second set of data.
The data displayed in Fig. 6.8 is taken from the most energetic shot in krypton (≈ 11J),
for which shock trajectory information could be extracted with confidence. In contrast, the
data in Fig. 6.7, had a slightly lower drive energy (≈ 8J). From the theory introduced in
§5.2.2, the thermal cooling instability solely depends on the shape of the cooling function.
It is not unreasonable to assume that the difference in deposited energy between the two
data sets discussed, could be responsible for changing the power law index in the cooling
function to fulfill the condition β < 1, thus accessing a regime which supports TCI. Also,
as mentioned before, the data exhibiting shock velocity oscillations, was taken using an
artificial pre-heat of the ambient gas in order to study the effect of pre-ionisation in the
background gas onto the shock evolution. The effect of the additional X-ray flux on the
cooling function within the shocked material, however, is largely unknown and needs to
be investigated further.
In conclusion, the data presented here may not unambiguously show the occurrence of
TCI in the time-resolved shock evolution results. However, detailed analysis of streaked
dark-field Schlieren data indicates the existence of oscillations in the shock velocity, albeit
within the error bars imposed by the uncertainty in the shock position. It is clear that
more detailed data would significantly help to resolve potential oscillations unambiguously.
Ultimately, a more accurate knowledge of the experimental conditions is required, such
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as the mass density distribution and plasma temperature. Furthermore, detailed atomic
models are needed in order to accurately estimate the cooling function at the experimental
conditions. This would help providing important answers to questions, such as whether
the experimental conditions allow at all to access a regime in the cooling function that is
susceptible to the thermal cooling instability.
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6.3 Short-Pulse Probe Results
In the previous section the temporal evolution of blast waves was investigated in detail
by means of a long-pulse Nd:YAG probe backlighter and streaked Schlieren imaging. As
detailed in §6.1, the shocks were also imaged at multiple discrete times with Schlieren and
interferometry setups using the short-pulse probes derived of beamline 7. In this section
results of these studies will be presented.
In §6.2.2, the streaked Schlieren data was used to extract the temporal evolution
of the deceleration parameter, α, for individual shots. On the other hand, multi-shot,
short-pulse probe data also allows to extract an averaged deceleration parameter. Accord-
ing to Eq. (2.58), the shock radius in cylindrical geometry is given by r(t) ∝ (Eρ )α/2tα, so
that varying only the time variable will provide data as discussed in §5.2.1. However, the
laser parameters available in TA West allowed to scan the deposited energy, E, in the clus-
ter medium over a significant range. Therefore, keeping the other parameters constant thus
allowed the measurement of an averaged deceleration parameter according to r(E) ∝ Eα/2.
Fig. 6.9 shows the measured shock radius at 25.4ns as a function of drive energy and
plotted on a double-logarithmic scale for all four target gases. In fact, the data contains
radii extracted from both short-pulse Schlieren images (solid circles) as well as streaked
Schlieren data (circles). From focal geometry considerations, one can estimate the initially
laser-heated volume to be a cylinder with ≈ 160µm radius. At the point in time displayed
in Fig. 6.9, most shocks have already expanded to > 800µm and have therefore swept
up more than 25 times the initially heated mass, giving confidence that a blast wave has
formed. Superimposed onto the data points are fitted power-law functions with their slope
determining the deceleration parameter. The extracted numbers agree very well with the
results obtained from the single-shot measurements as displayed in Fig. 6.6. Obviously,
the limited number of data points results in a significant error for α and it is no surprise
that argon, with the most data points, exhibits the smallest uncertainty. Specifically in
xenon, reliable data was only available in the range from 20–40J and the two data points
at 12J and 12.4J are only included in the figure for completeness. Even though these two
points are listed as streaked Schlieren data, they were taken with no Schlieren stop in place
and technically no structure should have been visible in the images at all (see §3.5). The
fact that a shock-like structure is still observed can only be attributed to imperfections
in the imaging system, and does not constitute a reliable measurement. Nevertheless, the
extracted numbers for α are satisfying, since they provide an independent confirmation of
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Fig. 6.9: Blast wave radius as a function of drive energy measured in H2, Ar, Kr and
Xe, measured at 25.4ns. Solid circles are radii extracted from short-pulse Schlieren data,
circles are based on streaked Schlieren images. Superimposed onto the data points are
power-law fits in order to extract α.
the single-shot results in §6.2.2, thus increasing the confidence in the measured scaling of
the deceleration parameter with the four target-gases.
Of course it is also possible to look at individual shock profiles by means of the time
framed interferometry measurements. However, similar to the streaked Schlieren data
discussed in §6.2.2, the short-pulse data suffered from a lack of time to optimise the
interferometric imaging setups. As a result, a large fraction of the data, particularly at
later evolution times (t > 10ns), suffered from insufficient fringe contrast or too closely
spaced fringes. Additionally, some shots seemed to result in such high electron densities
or density gradients, that it was impossible to follow a single fringe across the image in
order to extract phase information. An example of this is shown in Fig. 6.10 and one can
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Fig. 6.10: Interferogram obtained from a shock in Ar at 53bar after 4ns and launched
with (34.8±7.0)J . The fringe pattern is significantly distorted on both sides of the shock,
indicating surprisingly strong electron density gradients ahead of the shock. Towards the
bottom and closer to the nozzle, the fringes are distorted further by the effect of the
increased neutral density gradient in the gas jet stream.
see the fringes are hardly traceable in the area surrounding the shock front. Additionally,
at the bottom of the image, the added effect of the strong neutral density gradient in the
vicinity of the gas jet, distorts the fringes even further from their undisturbed, vertical
orientation. The fact that such strong gradients ahead of the shock front were encountered
was rather unexpected. Specifically, the data displayed in Fig. 6.10 was taken in argon,
where radiation, and therefore heating of pre-shocked material, was generally a minor effect
in the data taken with the ICLC Nd:glass laser (see, for example, §5.1). This problem,
however, did not only impact argon data, but all gases except for hydrogen. Usually only
the shock front propagating downstream in the gas and away from the nozzle (i.e. in
positive y-direction) was clean enough to be used for analysis, whereas images as distorted
as the one displayed in Fig. 6.10 were not applicable to extract phase maps or electron
densities at all. This strongly limited the available data and, for example, the shots used to
extract the temporal evolution in §6.2.2 did not provide clean enough short-probe images
to extract reliable numbers for the electron densities in the shock front. As a result, there
is no complete data set that allows a comparison of the different gases directly under
similar conditions, as it was attempted in §6.2.2 and §5.1. Nevertheless, the available data
still provides valuable information about the encountered shock dynamics.
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Fig. 6.11: Electron density profiles in H2, Ar and Kr obtained after 6ns. Blast waves
have likely formed in H2 and Ar, while the small propagation radius in Kr prohibits this
conclusion. Nevertheless, well resolved shock fronts are observed in all target gases. The
∆r values denote FWHM shell thicknesses of the fitted Gaussian profiles.
Examples for electron density profiles in hydrogen, argon and krypton after 6ns are
displayed in Fig. 6.11. In the figure shocks are propagating from left to right. Note,
that no data is displayed for xenon since no clean and reliable interferogram was available
for a time at which a shock had developed. Because of the early time at which the
profiles were taken, the shocks have only amassed 25, 14 and 6 times the initially heated
mass, respectively. Specifically in krypton, this makes it questionable whether a blast
wave has formed yet. Nevertheless, a well resolved shock front is visible in all three
cases in Fig. 6.11. The experimental conditions and parameters for the data displayed
are summarised in Table 6.3. The mass density, ρ, is calculated as before for a free jet
expansion as introduced in §3.4. From this, the scaling parameter E/ρ can be estimated,
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which suggests that argon and krypton are, in fact, subject to similar conditions for their
shock evolution. However, it is important to acknowledge that the mass density is only
an order-of-magnitude estimate. Furthermore, the distance, ∆x, of the focus to nozzle is
significantly different for the two shots and the actual deviation of E/ρ between argon and
krypton is potentially much more pronounced.
H2 Ar Kr
Eabsorbed (J) 10.4 ± 1.0 5.7 ± 1.8 42.3 ± 1.3
p (bar) 22.8 ± 1.0 55.7 ± 1.0 47.2 ± 1.0
∆x focus to nozzle (mm) 3.0 ± 0.1 3.0 ± 0.1 1.5 ± 0.2
ρ (×10−5g/cm3) 2.0 ± 0.2 38.7 ± 2.7 287 ± 80
E/ρ (×104Jcm3/g) 50.7 ± 6.5 1.5 ± 0.5 1.5 ± 0.4
E/ρ ratio to Ar (%) 34.4 ± 0.4 1.0 1.0 ± 0.4
shock position r (mm) 0.89 ± 0.02 0.61 ± 0.02 0.38 ± 0.02
shell thickness ∆r (µm) 176 ± 35 176 ± 40 63 ± 15
compression C 2.81 ± 0.50 2.03 ± 0.39 3.29 ± 0.73
Table 6.3: Experimental parameters for the shock profiles in Fig. 6.11. The E/ρ parameter
is estimated by assuming a density based on a free jet expansion. The compression is
calculated from the shell thickness, which is obtained by fitting a Gaussian profile to the
shock front.
Unsurprisingly, hydrogen propagates the fastest in Fig. 6.11, even though not as fast
as one would expect from the difference in E/ρ to the other two gases and the significantly
larger deceleration parameter. This can be explained by considering that the blast wave
has only just formed, so that an extrapolation through scaling arguments is unlikely to be
applicable without considerable error bars. With respect to the interferometry problems
outlined earlier, it should be noted, that the data in the exemplary interferogram in Fig.
6.10 was obtained with a much higher drive energy (34.8J) than the argon shot discussed
here. Even so, the profiles had to be obtained from the shock front opposite the nozzle.
Generally, a clear distinction is visible between the shock front structure in each case.
While hydrogen has a relatively steep shock front, both argon and krypton exhibit preheat
of the upstream material, observable via the non-zero upstream electron density. In argon
this visibly extends to ∼ 300µm ahead of the shock, while the precursor in krypton is
even more pronounced and reaches up to ∼ 800µm in front of the electron density peak.
From an estimated preheat temperature of a few eV , the electron mean free path is not
expected to exceed ∼ 20µm. While free streaming electrons are likely to contribute to
the observed material pre-heat, the extent of the precursor in krypton can therefore only
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be attributed to radiation, which is further confirmed by the strong dependence of the
precursor magnitude on the material Z.
Also displayed in Fig. 6.11 are Gaussian profiles fitted to the shock front and used
to estimate the shell thickness, ∆r, of the shock. Following Eq. (5.4), this is then used
to calculate the compression, C, which is also listed in Table 6.3. All three gases exhibit
a compression clearly below the ideal gas limit of C = 4, indicating the strong shock
regime has not been reached for any of the shots. The fact that the strong-shock limit
is not even observed in hydrogen strongly suggests that the shocks have, in fact, not
yet reached a stable, self-similar state, an unsurprising find, considering the very early
probing time of 6ns. In contrast to what was observed in §5.1, the strongest compression
is actually measured in kypton with C = 3.29±0.73, followed by hydrogen and then argon
with the lowest measured compression. This is a promising result, since radiation should
increase the achievable compression via a change in the effective polytropic index (see Fig.
5.4), although krypton has arguably not yet formed a blast wave. Furthermore, a direct
comparison of the compression is not apposite, as the shocks are not at the same point
in their evolution (i.e. at the same radius), further obviating a definitive interpretation of
the results.
As mentioned previously, only limited electron density profile data has been obtained
for later times but is, in fact, available in argon for up to 12ns. This is shown in Fig. 6.12,
where the same argon shock cross section, as used in Fig. 6.11, is plotted for multiple
evolution times. The changes in the shock profile are especially striking in the time step
from 6ns to 10ns. During that time, the shock becomes significantly steeper while the shell
thickness decreases rapidly by∼ 60%. At the same time, the upstream material gets heated
significantly, resulting in almost a doubling of the upstream ionisation. Furthermore, the
precursor has grown to > 600µm, while the post-shock density drops to almost zero. This
observation further underlines that the shock profiles in Fig. 6.11 cannot have reached a
steady, self-similar state yet. Another important observation is that the measured shell
thickness for both later times, calculates to a compression in excess of 4, reaching almost
C = 5.5 at 12ns. In addition to the unexpectedly strong fringeshifts in the interferometric
data, this provides compelling evidence for the significance of radiation in argon under the
experimental conditions discussed here. These results are summarised in Table 6.4.
In addition to the fact that the streaked Schlieren data discussed in §6.2.2 only be-
comes well resolved for t > 10ns, these findings provide confidence, that the profiles in
Fig. 6.11 have not yet evolved into a steady-state blast wave. Furthermore, seeing how
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Fig. 6.12: Temporal evolution of the Ar electron density profile from Fig. 6.11. The shock
profile becomes significantly more pronounced for t ≥ 10ns and exhibits a decreased shell
thickness and enhanced radiative precursor. This strongly indicates the importance of
radiation in Ar at the experimental conditions listed in Table 6.3.
the compression changes rapidly in argon, it is reasonable to assume that hydrogen will
approach the strong shock limit of C = 4 for t > 10ns, while krypton, due to its stronger
radiative nature, could potentially exceed C = 4 even further.
In conclusion, while the measurements of the blast wave radius as a function of de-
posited energy, presented at the start of this section, clearly confirm some of the findings
from the streaked Schlieren measurements in §6.2.2, the interferometry measurements
largely suffered from a lack of setup optimisation. As a result, late time interferometric
images were rendered unusable for means of determining electron densities and ultimately,
reliable numbers could only be extracted for t ≤ 12ns. Despite these problems, the avail-
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6ns 10ns 12ns
shock position r (mm) 0.61 ± 0.02 0.66 ± 0.02 0.71 ± 0.02
shell thickness ∆r (µm) 176 ± 35 71 ± 15 68 ± 10
compression C 2.03 ± 0.39 4.91 ± 0.99 5.48 ± 0.78
Table 6.4: Shell thickness and compression for Ar at 6ns, 10ns and 12ns, extracted from
the profiles displayed in Fig. 6.12
able data provides compelling evidence that strongly radiative shocks are produced even
in argon. This is confirmed by both a well resolved radiative precursor ahead of the shock
front, as well as shell thinning and a calculated compression exceeding the strong shock
limit for an ideal gas. It should be clear that these trends can only be confirmed with ac-
tual measurements of electron profiles at later times, which necessitates a high-resolution
imaging system in conjunction with optimised fringe contrast, in order to resolve the phase
shifts imposed onto the probe beam. Additionally, taking the measurements further away
from the nozzle, where the neutral gas density gradient in the gas stream has less of an
impact, should increase the image quality further.
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6.4 Plasma Temperature Measurements using X-ray Diag-
nostics
From the data discussed in the previous sections, it is clear that, in order to fully charac-
terise the plasma and the shock evolution, an accurate knowledge of the plasma tempera-
ture is vital, since it will have significant influence on, for example, the cooling function or
the amount of radiative preheat. To this end, five X-ray Andor cameras in single-photon
(two) and pinhole (three) configuration were employed during the experiment at TA West,
as described in §6.1. The cameras were cooled for noise reduction and for every shot, a
background signal was recorded, in order to account for light contamination and residual
dark current that could not be removed by cooling the cameras.
Fig. 6.13: Andor signal histogram, obtained from a shock in Kr at 35.7bar and launched
with (39.0± 1.6)J . The camera imaged the interaction from a distance of 370cm and was
filtered with 100µm Be and 150µm My. The background has already been removed and
the signal strongly peaks at 0, as necessary to maintain a single-photon regime.
In order to measure a temperature following the single-photon method outlined in §3.6,
the quality of the single-photon images recorded has to be controlled carefully. Obviously,
saturated pixels will inhibit an accurate spectrum reconstruction and underestimate the
high energy tail of the distribution. Also the fraction of exposed pixels has to be small
compared to the chip-size (≤ 10%) to maintain the detection of single events. Ultimately
this is reflected in a characteristic shape of the signal histogram, an example of which
is displayed in Fig. 6.13. Here, the pixel height, which is proportional to the incident
photon energy, is plotted against the number of incidents at that energy. In this case, the
background has already been removed and the signal strongly peaks at zero. A deviation
from this feature would necessarily indicate a too high photon flux and departure from
the single-photon regime.
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As explained in §3.6, the single-photon detection method suffers from bleeding of pho-
ton energy from one pixel into neighbouring ones, thereby distorting the energy histogram.
Following the method detailed in [96], to reconstruct an accurate energy distribution, these
pixels have to be added to each other in order to find the incident photon energy of the
event. The corrected histogram was then multiplied by the camera-specific calibration
factor to convert pixel height into energy. Finally, the data was weighted with the effec-
tive spectral response of the camera, a combination of the detector QE as supplied by the
manufacturer and any filtering that was being applied.
Fig. 6.14: Reconstructed X-ray spectrum from the raw single-photon data in Fig. 6.13.
At 12.6keV the characteristic Kr Kα peak is clearly visible. Nevertheless, no discernable
slope is visible in the high-energy tail of the distribution, rendering this data unfit for
temperature extraction.
The reconstructed photon spectrum of the raw data in Fig. 6.13 is displayed in Fig.
6.14. This data was obtained with krypton clusters from a gas jet backing pressure of
35.7bar using the far Andor and filtered with 100µm beryllium and 150µm mylar. At
12.6keV the characteristic krypton Kα peak is clearly resolved. However, there is no
discernable slope at the high-energy tail, whereas the signal rise towards the low-energy
end is noise driven and a result of weighting the data with the effective spectral camera
response, which decreases rapidly for low energies. Accordingly, a temperature cannot be
extracted from this data. Unfortunately this is representative for all the single-photon
images that were taken. The near Andor camera was usually exposed to an X-ray flux
exceeding the single-photon regime even with hard filtering. In contrast, the photon flux
for the far Andor, was successfully suppressed enough by filtering, so that the camera was
not saturated. But, from the results, it can only be concluded, that the heavy filtering
necessitated by the high photon flux, ultimately dominated the camera response.
Contrary to what was anticipated, the pinhole cameras also failed to obtain data show-
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ing a temperature distribution of the laser cluster interaction. The camera alignment was
expected to be very sensitive and thus the cameras were installed in a mount specifically
designed to be insusceptible to any chamber movement from pumping. Unfortunately, this
mount was not motorised and any adjustments had to be done while the vacuum chamber
was let up and open, a procedure that required considerable time and effort. Even several
attempts to align the cameras to the interaction region and changes to potentially more
appropriate filters, proved unsuccessful. In fact, it seems that even slight movements in-
duced by material relaxation from pumping down and letting up the chamber, were enough
to point the cameras away from the interaction.
In conclusion, it is rather frustrating to acknowledge, that this extremely crucial mea-
surement of the initial plasma temperature and driving condition of the shocks, remains
unsuccessful. The photon flux from the interaction was clearly underestimated, such that
the single-photon counts either saturated or were dominated by the necessary filtering to
reduce the flux. This problem can be solved by increasing the distance to the interaction,
thus reducing the X-ray flux incident onto the cameras. On the other hand, the spatially
resolved data strongly suffered from pointing issues, which should be solvable with mo-
torised pointing mounts, so that the alignment can be corrected under vacuum without
the need to open the interaction chamber.
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6.5 Radiative Pre-Heat Experiments
An important difference between many astrophysical systems compared to laboratory ex-
periments is the presence of the interstellar medium and a degree of background ionisation.
Accordingly, astrophysical phenomena such as SNRs typically interact with weakly ionised
gas whereas the ambient medium in laboratory-scale systems will generally be cold and
neutral. It is likely that the level of background ionisation will have an impact on shock dy-
namics and in order to create an experimental environment which resembles astrophysical
scenarios as closely as possible, this has to be taken into account. This section intro-
duces an experimental attempt to create an ionised ambient medium into which shocks
are propagating.
In order to create an ionised background, the experimental setup described in §6.1
was modified as shown in Fig. 6.15. By focussing one of the long pulse beams available
in TA West (e.g. beam 4, up to ∼ 200J in 5ns) onto a radiation drive target, the aim
was to generate a stream of ∼ 50eV soft X-rays in order to ionise the ambient material
surrounding the shocked region [139]. Sacrificing short-pulse probe line 1, a 20µm Au-foil
was mounted close to the focal spot of the heating beam, but far enough so as not to distort
the cluster stream (∼ 2cm). A variety of different target designs were tested, with either
a free standing Au-foil, or with additional grazing incidence guiding structures attached
to the foil in order to collect and collimate the X-ray flux. These structures consisted of
microscope coverglasses coated with 20nm of gold, that formed either just walls or walls
and a roof around the radiation drive target. A photograph of a roofed target prior to
a shot, as well as a walled target after usage is displayed in Fig. 6.16. Note, that the
photograph is taken from the back of the target, so that the radiation drive foil is not
visible. Initially it was planned to measure the radiation driven ionisation by means of
interferometry, but because of the limited quality of the interferometric data, as discussed
in §6.3, this proved to be unsuccessful.
Fig. 6.17 shows Schlieren images of a horizontal shock in argon at two different times,
subject to radiation drive launched via a target with guiding walls, but no roof. The dark
rectangular area at the top right, which is partially obstructing the view onto the upper
shock front, is a shadow of the radiation target mount. Note, that the seeming change in
position of the radiation target mount with respect to the laser focus at y = z = 0, comes
from the different probing angles between the images and the fact that the target mount is
situated outside the focal plane. As shown in Fig. 6.15, the drive beam impacts onto the
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Fig. 6.15: Radiation pre-heat experimental setup: Sacrificing probe-line 1, a Au-foil target
was mounted close to the focal spot of the main heating beam, and irradiated with a long
pulse, high-energy beam in order to drive X-ray generation. The soft X-rays were used to
illuminate and weakly ionise a slice of the cluster medium to study ionisation effects on
the shock propagation.
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Fig. 6.16: Photograph of radiation drive targets: (a) shows an unused target with a Au-
coated roof and side walls, (b) shows a target with only side walls, after use. Note that the
targets are pictured back-to-front, so that the actual radiation drive Au-foil is not visible.
Au-foil coming from the top, such that the resulting radiation fan covers a vertical slice of
the target gas underneath the foil over an estimated area as denoted by the blue, dashed
lines in the left time frame of Fig. 6.17. For this, the drive beam was focussed down to a
line ∼ 1mm×0.1mm, which calculates to a peak intensity of ∼ 3×1013Wcm−2. From [11]
the effective temperature at the laser spot can be estimated via Teff [eV ] ∼ 164I0.2514 , in
which I14 denotes the laser intensity in units of 1014Wcm−2. From this, the temperature
of the thermal X-rays is estimated to be ∼ 120eV .
Fig. 6.17: Blast wave subject to additional radiation flux in Ar at 46.1bar and launched
with (5.5 ± 0.2)J . The radiation is estimated to consist of ∼ 100eV X-rays. In (a) the
blast wave 1.5ns after the radiation drive is shown and only faint, streak-like features in
the vertical direction indicate any impact. The dashed lines denote the estimated area
covered by the X-rays. (b) the same shock 20.9ns after the radiation drive was launched
and a secondary shock, launched in the vertical direction, can clearly be observed.
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Fig. 6.17(a) was taken at 6ns, roughly 1.5ns after the radiation drive was launched,
and the impact is visible in the form of faint, streak-like structures in the vertical direction,
opposite to the shock front direction of the primary shock. In Fig. 6.17(b) the main shock,
expanding in the horizontal plane, has evolved for 25.4ns. Here, the effect of the radiation
is clearly visible in the central region, where a secondary shock is launched in the vertical
plane on top of the primary shock. There is only very little indication of the X-ray
drive outside the primary shock, other than a slight modulation on the shock front and a
minor acceleration in the area covered by the radiation. From the extent of the radiative
precursor in argon, as observed in §6.3, it could be feasible that the additional radiation
does, in fact, only have little impact on the already very radiative shock. An interesting
aspect about the data displayed in Fig. 6.17(b) is that the extent of the secondary shock is
very limited in the z-direction. This indicates that the confining structure formed by the
Au-coated walls, is, in fact, collimating the X-ray flux to some degree. Since the target
foil is positioned ∼ 2cm away from the focus, from purely geometrical considerations
disregarding any guiding, the X-ray flux would be expected to be spread out more. Any
attempt to obtain similar data using a free-standing Au-foil, without any guiding structure,
proved to be unsuccessful and did not exhibit any indication of altered shock dynamics.
However, whether this is a sign of reduced X-ray flux incident on the cluster plume due to
the lack of collimation, or whether other experimental conditions are responsible, remains
unclear.
Au targets have long been used for investigations of laser driven X-ray sources [140,141],
particularly in indirect fusion drive related Hohlraum studies (see for example [142,143]).
Under the irradiance levels used here for the X-ray generation it is expected, that the
target will survive over the whole timescale of the drive laser (∆t = 5ns) [140]. This can
be confirmed further by estimating the expansion rate of the laser-heated foil. Using an
effective temperature of Teff ∼ 200eV and an average ionisation state of Z = 20 [144],
the ion sound speed can be calculated according to Eq. (2.35) to be cs ≈ 6 × 104ms−1.
Therefore, on a timescale of ∆t = 5ns, the heated plasma volume is expected to expand by
a factor of ∼ 30 compared to the initial foil thickness of 20µm. Using an average number
density in solid Au of n = 2.5× 1022cm−3 this shows that the average electron density in
the expanded plasma at this point is still ne ∼ 4 × 1022cm−3 and therefore supercritical
(ncrit ≈ 1021cm−3). Accordingly, it should completely block the laser beam and a direct
interaction of the drive laser with the cluster medium can be eliminated with confidence
as a possible source for the observations in Fig. 6.17.
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In conclusion, the data successfully illustrates the possibility of driving strong shocks
into material, pre-ionised by an additional, laser driven X-ray source. Furthermore, it was
demonstrated that collimating the laser-generated radiation via grazing incidence guiding
structures, can potentially increase the soft X-ray flux and result in a stronger impact on
the observed shock dynamics. However, in order to quantify the effect of guiding structures
in detail, further studies and a detailed knowledge about the generated X-ray flux are
necessary. Furthermore, the data provides confidence that the radiation target survives
long enough to ensure the radiation drive laser does not interact with the cluster plume
directly. It should be noted however, that the target geometry employed could be improved
significantly. It is obvious that in the configuration used here, the radiation interacts with
an entire target medium cross section, including both shocked and unshocked material.
Ideally, the radiation would only impact material ahead of the shock so that a change
in shock dynamics can only be attributed to the interaction with ionised material rather
than the radiation impact on the shock itself. This will have to be addressed in a future
experiment in order to allow unambiguous identification of radiation induced features in
the shock propagation. While results so far hint at only a limited alteration of shock
dynamics, it remains to be seen whether pre-ionisation is a feature that has to be taken
into account in an experiment designed to simulate an astrophysical phenomenon.
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6.6 Numerical Simulations of Blast Waves
Shocks, related discontinuities and instabilities present a very demanding numerical prob-
lem for radiation hydrodynamics. Accordingly, in part the motivation behind the shock
experiments introduced in the previous sections, is to provide experimental data for com-
putational benchmark studies. This will be the topic of the following section and will be
discussed by means of simulations conducted by the author using three distinct hydrody-
namic codes. The section will start by briefly introducing each code individually, after
which some general considerations applicable to each numerical approach will be estab-
lished. After each code is introduced, they will be used within the limitations imposed by
the availability of opacity and EOS tables, to try to reproduce some results from the ex-
perimental campaign conducted at TA West and discussed in §6.2 and §6.3. The findings
will then be used to point out differences between each code as well as discrepancies with
respect to the experimental data. This discussion will necessarily be pragmatic since the
numerical codes are used as ‘tools’ and it would go beyond the author’s intent to evaluate
the specifics of how shock dynamics are handled by the codes internally.
6.6.1 Introduction of Numerical Hydrodynamics Codes
Gorgon
Gorgon is a versatile, three-dimensional, resistive magneto-hydrodynamics (MHD) code,
that was developed in the Plasma Physics Group at Imperial College London [145]. It
performs magneto-hydrodynamics calculations on a Cartesian (x, y, z), Eulerian grid
and supports parallel computing on multiple computer nodes. The code uses a single-
fluid approximation, while ions and electrons are allowed to be out of thermodynamic
equilibrium, since their energy equations are solved separately [146]. The code can also
calculate radiative losses via an atomic model. However, the simulated environment is
considered to be optically thin and no X-ray tracing is included, thus precluding radiation
reabsorption effects, such as a radiative precursor. Traditionally, Gorgon has been used
to model Z-pinch experiments including the generation of magnetic tower jets relevant to
laboratory astrophysics [145, 147]. For the purpose of this chapter, simulations were run
in 2D, with magnetic fields switched off. The calculations were run on the CX1 computer
cluster at Imperial College London, which is maintained and operated by the Imperial
College High Performance Computing Service.
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Helios
Helios is a commercial, one-dimensional radiation-hydrodynamics code distributed by
Prism Computational Sciences Inc., and is designed to model laser or discharge-produced
plasmas and shock propagation in materials as well as radiative effects [148]. It offers pla-
nar, cylindrical and spherical geometry and tracks the plasma properties on a Lagrangian
grid. The fluid is treated in LTE, but separate temperatures for electrons and ions are
supported. Radiation dynamics are approximated in a multi-group approach. For the
calculation of hydrodynamic properties, Helios makes use of Propaceos opacity and EOS
tables, which are included for the atomic elements hydrogen through argon (Z = 1–18).
However, it also supports the use of Sesame tables [149] or can treat the material as an
ideal gas if no data is available. A notable feature is the user-friendliness and the focus
on usability via a real-time graphical user-interface. Additionally it interfaces with other
applications by the same company. An enhanced version of the code, Helios-CR, is also
available. This further allows simulations of non-LTE plasmas via enhanced collisional-
radiative modelling. However, for the simulations presented in this thesis, the standard,
LTE version of Helios was employed.
Hyades
Similar to Helios, Hyades is also a commercial, one-dimensional hydrodynamics code. It is
distributed by Cascade Applied Sciences Inc. and was developed to simulate laser plasma
interaction experiments. Hyades solves energy transport and hydrodynamics equations in
either planar, cylindrical or spherical symmetry on a Lagrangian grid [150]. Electrons, ions
and radiation are treated as three separate fluids in thermodynamic equilibrium. Hyades
supports the implementation of Sesame tables for derivation of thermodynamic and EOS
state quantities [149] or can use values derived internally in an ideal gas approximation.
Two versions of Hyades are available, Hyades Professional and Hyades Professional Plus,
with the latter constituting an advanced version of the former. One of the main differ-
ences of interest here, is the inclusion of multi-group, non-Planckian radiation in the Plus
version, versus a Planckian single-group approximation in the basic version. Additionally,
a two-dimensional version, H2D, has been released recently. Hyades has been available for
more than ten years at the time of writing, and has since developed into a widely used
computational tool in shock related research (see, for example, [6, 46, 127, 136]). For the
results presented in this thesis, the basic version, Hyades Professional, has been used.
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6.6.2 Input Considerations
While all codes support the inclusion of lasers as an energy source, the ambient medium is
considered to be a simple gas and accordingly energy deposition into the cluster medium
cannot be handled correctly. Therefore, rather than modelling the immediate interaction
of the laser with the target medium, the codes were initialised based on typical electron
density profiles measured at t ∼ t0. The focal intensity distribution shown in Fig. 6.18 is
calculated based on the derivation in §3.2.2 and the TA West heating beam laser param-
eters. The laser pulse is assumed to have a Gaussian profile in both space and time with
a FWHM pulsewidth of 1.39ps and containing 15J of energy. The beam is focussed down
to a focal spot of FWHM 40µm using an M2 of 1.8 and f/18 focussing.
Fig. 6.18: Calculated focal volume for the experiment at TA West. The laser pulse was
assumed to be Gaussian in space and time, and, using M2 = 1.8, was focussed with an
f/18 optic to a FWHM 40µm focus. The dashed lines show the estimated extent of the
gas jet profile extending at 45◦, 3mm above the nozzle.
From absorption data presented in Ch. 4, a laser-cluster interaction region of 7–8mm
was observed. This slightly exceeds the gas profile extent at a distance of 3mm to
the nozzle estimated from a 45◦ expansion angle of the gas stream, but is not unrea-
sonable. In conjunction with the reported efficient absorption intensity threshold of
Ithresh ∼ 1014Wcm−2 [9], one can calculate an averaged interaction region, by assum-
ing energy is only absorbed from the laser at intensities above Ithresh. To simplify the
simulations, this volume is approximated to an equivalent cylindrical volume with radius
Rabs = 160µm and length z = 7.5mm. Although the laser energy, and thus the intensity
profile, varied during the experiment, the saturation in absorption for I & Ithresh should
mean that the volume is relatively insensitive to this. Also, by leaving enough time for
the simulation to evolve, the overall evolution should only be determined by the initially
deposited energy, and not the deposition volume.
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The temperature used to initialise the simulations was calculated by assuming that
energy is deposited with parabolic radial variation while the energy decrease from ab-
sorption is treated following a Beer’s type law [74]. This provides an easily integrable
approximation of a typical initial electron density profile [91] with
E(r, z) = A
(
1− r
2
R2abs
)
exp[−ζz]Ein, (6.1)
where Ein denotes the on-target laser energy. By integrating over the deposition volume,
and using the fact that the absorbed energy is given by the difference in on-target and
transmitted energy, Eabs = Ein − Eout, the constants A and ζ are found. From this, the
temperature is derived by assuming thermodynamic equilibrium and equipartition between
electrons and ions, so that the energy density is assumed to be u(r, z) = 32kBT (ne + ni).
While this would be a poor assumption in laser-solid interactions, it is justified in cluster
targets where energy is coupled efficiently into both ions and electrons. In the case of
hydrogen this can be further simplified with ne = ni, and the final temperature distribution
becomes
T [eV ] =
2αEin
3pinee
1
R2abs
(
1− r
2
R2abs
)
exp[−ζz], (6.2)
with ζ =
1
z
log
[
Ein
Eout
]
.
Obviously, the resolution of the grid structure will limit how accurately this parabolic
structure can be implemented in the simulations. Also, for the Lagrangian codes Helios
and Hyades, temperatures are initialised in regions, rather than as a function of position
as it is done in Gorgon, so that the temperature profile shape is ultimately limited by the
supported number of regions and magnitude of temperature steps in between. Specifically
in the basic Hyades version used for the purpose of this section, temperature profiles were
limited to eight regions.
6.6.3 The Non-Radiative Case: Hydrogen
The simplest case to simulate should be hydrogen, since radiation should be negligible
and the expansion is therefore expected to be adiabatic. Fig. 6.19 shows an experimen-
tal streaked Schlieren image of a shock in hydrogen with an estimated number density of
n ∼ 1019cm−3 and launched with (6±0.5)J . Superimposed onto the raw streak data is the
shock radius as extracted from the Schlieren shot, as well as the radius from a Gorgon sim-
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Fig. 6.19: Comparison of single-shot shock trajectory data in H2 at 39bar and launched
with (6.0±0.5)J to numerical results from Gorgon simulations. The code, initialised using
the experimental parameters, significantly overestimates the shock front trajectory.
ulation initialised using the experimental parameters to calculate the initial temperature
distribution as detailed in the previous section. Quite strikingly, the simulation greatly
overestimates the shock propagation, an effect that is also found to a similar extent in
Helios and Hyades.
The two main control parameters are the deposited energy and the ambient gas den-
sity. However, both values are relatively well known for the experimental data and the
magnitude by which the simulations overestimate the blast wave velocity is thought to be
beyond the uncertainty regime for energy and density. For example, to slow the blast wave
down sufficiently in order to match the data in Fig. 6.19, while keeping the deposited en-
ergy constant, the ambient number density has to be raised to n = 9×1019cm−3, a highly
unrealistic number. Furthermore, this also increases the peak electron number density
in the shock front by about an order of magnitude above the experimentally measured
one to ne ≈ 2 × 1020cm−3, although it could be argued that the limited resolution in
the imaging system, or insufficiently resolved fringe-shifts in the interferometric data, can
result in a lower extracted experimental electron density than actually present during the
experiment.
Instead, it is more likely that the error lies in the extracted deposited energy. As
discussed briefly in Ch. 4, there are some uncertainties about the volume into which
energy is deposited into the target medium. As a result, the assumption that all energy
is absorbed within the diffraction limited focal volume might not be correct and, due
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to ionisation-induced defocussing (see §8.1.2), not all laser energy that is not deposited
into the cluster medium is necessarily accounted for. In fact, the simulation results agree
fairly well with a pure Sedov-Taylor evolution (see §2.3.5) which, for the example shown
in Fig. 6.19 and following Eq. (2.58b), gives r ≈ 1.4mm at t = 10ns and with γ = 5/3.
Accordingly, using a Sedov-Taylor evolution, the experimental data would therefore only
correspond to a total deposited energy of E ≈ 1.1J . At the time of writing, it is unclear
whether this can be explained by assuming significant energy is deposited into the medium
outside the diffraction limited focal volume. However, it is feasible that ionisation-induced
defocussing results in energy deposition beyond the initially shocked plasma volume while
not contributing to the observed shock evolution.
Accordingly, it was decided to adjust the deposited energy in the simulations in order
to match the observed shock propagation. In Fig. 6.20(a) a simulated streaked Schlieren
image is shown, generated by assuming only 800mJ are deposited in the cluster plume.
The experimental trajectory results from Fig. 6.19 are again superimposed for convenience.
To generate this simulated Schlieren plot, at each calculated time step a 2D slice of the
blast wave electron density is taken and projected over 2pi, in order to avoid propagation
of errors from the initial square grid imprint in Gorgon. For each time step of 0.5ns, the
electron density slice is differentiated in the vertical direction to find ∂ne∂y . This is then
integrated through the horizontal direction to give S(y) =
∫ dne(y)
dy dx, in analogy to the
Schlieren imaging technique (see §3.5). Here, the colourmap is scaled to represent the
deflection angle according to θdef = S2ncrit .
As can be seen, the calculated trajectory in Fig. 6.20(a) matches the measured one
much more closely compared to the results in Fig. 6.19. However, the agreement is still
diminished by an obvious break of symmetry of the experimental data in the vertical
direction. This is expected, since the experimentally created shock does not propagate in
a uniform background medium as in the simulations, but in a density gradient caused by
the expansion of the gas stream above the nozzle. Accordingly, the upper half of the shock
will propagate faster since it moves away from the nozzle and down a density gradient,
while the lower half travels up the density gradient towards the nozzle and is thus slower.
In fact, when including this effect in the simulations, the agreement between experiment
and calculation improves visibly, as can be seen in Fig. 6.20(b). However, this approach
has not been used for any of the other computational results presented here, since zoning
limitations in Helios and Hyades do not allow to define a smooth density gradient with
sufficient resolution. Instead, in order to reduce the impact of a potential density gradient
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Fig. 6.20: Gorgon simulation results initiated with 800mJ of deposited energy, ∼ 15% of
the experimentally measured launch energy. (a) shows significantly enhanced agreement
between simulation and experimental data compared to Fig. 6.19. This is further improved
in (b) by including a density gradient in the ambient background medium as shown as
the blue dashed line. The shock propagating away from the nozzle and down the density
gradient speeds up, while the opposing shock front visibly slows down.
on the shock propagation, the computational results are matched and compared to the
shock front expanding away from the nozzle, where the density variation should be a less
dominant factor.
Fig. 6.21 shows a comparison of trajectory results calculated with the three codes.
The input parameters were kept as similar as possible, except for the deposited en-
ergy, which was adjusted to match the experimental propagation distance of the upper
shock in Fig. 6.19 at 22ns. This is listed in Table 6.5, in conjunction with the re-
sulting peak temperature in the simulations, the grid resolution of the medium around
the initially heated volume, and the number of zones defining the focal region with ra-
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Experi-
ment
Gorgon Helios Hyades
number density n (×1019cm−3) 1± 0.15 1 1 1
deposited energy Eabs (J) 6.0± 0.5 0.81 0.84 0.81
peak e− temperature Te (eV ) - 512 530 500
number of zones in focus - 27 12 8
data resolution (µm) 20± 5 4 4 2
Table 6.5: Simulation input parameters used to calculate the H2 shock trajectories in Fig.
6.21. In order to match the data, the deposited energy had to be reduced by ∼ 85%
compared to the measured amount by adjusting the input temperature of the focal region.
dius 160µm. In all three simulations, radiation was completely turned off and the am-
bient number density was set to 1019cm−3. It is interesting to see that for all three
cases, the deposited energy in the code is significantly lower than that measured dur-
ing the experiment. Additionally, when matching the radius at 22ns, all codes signifi-
cantly underestimate the experimental shock velocity and deceleration parameter, which
was measured to be α = 0.60 ± 0.09 for this case. Furthermore, only Helios exhibits a
deceleration parameter of α ≈ 0.5 and therefore agrees well with the cylindrical adia-
batic Sedov-Taylor solution. In contrast, Gorgon and Hyades lie almost exactly on top
of each other and both exhibit a lower deceleration parameter of α = 0.45. While in
Fig. 6.21: Simulated shock trajectories in H2, optimised to best match the experimen-
tal data in Fig. 6.19 at 22ns (black line). All three codes significantly underestimate
the deceleration parameter and only Helios (dashed red) approaches the theoretical, adi-
abatic solution of α = 0.5, while Gorgon and Hyades (blue and dashed green) are almost
indistinguishable in this test case.
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Gorgon, it can be argued that the inherent square structure of the simulation grid will
underestimate the propagation velocity in the diagonal directions, thus resulting in an
effectively slower shock when projected over 2pi, such a problem should not occur in
Hyades.
Similarly one can match computationally generated shock profiles to the experimental
results and Fig. 6.22 shows a comparison of three code outputs which, apart from the
deposited energy, used the same input parameters as for the propagation comparison in
Fig. 6.21. The simulations were initialised to best match the experimental hydrogen
shock profile that was already discussed and introduced in §6.3 and is also shown in Fig.
6.22 as the black solid line. Again, in order to reproduce the propagation distance of the
experimental data, the deposited energy had to be scaled down by ∼ 85%. The energies
used for the code initialisation, as well as the corresponding peak temperatures in the
distribution are also listed in Fig. 6.22. As can be seen, all three codes reproduce fairly
similar shock profiles and peak electron densities, but only match the experimental data
qualitatively. All three underestimate the shell thickness by roughly a factor of 2 and none
of the simulations can reproduce the inner structure of the shock, although, as mentioned
before, the Abel-inversion algorithm is susceptible to noise towards the centre of the shock
and is likely to produce incorrect results for small radii.
Fig. 6.22: Simulated shock profiles in H2 after 6ns, optimised to best match experimen-
tal profile data (black line) in Fig. 6.11. All three calculations underestimate the shell
thickness, while overestimating the peak electron density. For these simulations the input
energy had to be reduced by ∼ 85% compared to the experimental value in order to match
the propagation distance. The resulting peak temperatures of the code initialisation are
also listed.
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Fig. 6.23: Temporal evolution of the dual-shock front structure observed in Hyades simu-
lations. After 0.5ns the electron density profile has expanded up to ∼ 500µm, while the
main peak is only at ∼ 200µm. After 1ns two shock fronts are clearly visible, with the
inner one propagating faster and catching up with the front after ∼ 2.5ns.
Additionally, the Hyades calculations exhibit a two-peak structure at the shock front,
and at the time of writing it is unclear why this effect occurs. It appears that this structure
results from a superposition of two independent shocks, one of which originates at the
outside of the hot focus region and one on the inside towards the centre of the heated
volume. Some early time steps of the Hyades simulation used to generate the profile in
Fig. 6.22 are shown in Fig. 6.23. It becomes clear, that the initially heated region quickly
spreads out to ∼ 500µm within 0.5ns while the electron density peaks at ∼ 200µm. At
1ns two shocks are already clearly resolved and at 2.5ns the inner shock has almost caught
up with the outer one. In fact, the Hyades shock front in Fig. 6.22 is actually the inner
shock which has already overtaken the slower, outer one. Interestingly, this feature only
occurs in Hyades and is independent of boundary conditions at the shock centre (fixed or
open) as well as the inclusion or exclusion of physical effects such as electron conduction
in the simulations.
As was discussed before, the early time at which the hydrogen shock profile in Fig.
6.22 was obtained (6ns), provides some doubt that the shock has fully evolved into its
self-similar state. Therefore, it is expected, that later time profiles should match the sim-
ulations somewhat better. However, the early evolution time cannot explain the difference
between the experimentally measured absorbed energy and the energy required to initialise
the simulations in order to match the propagation speed.
6.6.4 A Radiative Example: Argon
After having discussed ‘radiation free’ simulation results in hydrogen in the previous sec-
tion, it is interesting to see, how well the codes are able to reproduce a scenario in which
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radiation plays a much more dominant role. For this, argon was chosen as a test case,
since opacity tables for argon are available for all three codes, while the experimental
data presented in §6.3 provided compelling evidence that radiation is very important for
argon at the conditions considered here. Recalling the discussion in §5.1, the necessity
for non-LTE calculations has been identified for the radiative scenario. However, all three
test codes, treat ions and electrons separately, but in thermodynamic equilibrium. In that
respect, a perfect numerical match to the data is certainly not expected. Furthermore,
the single-group radiation treatment in the Hyades version used for this section will not
be able to treat radiation correctly [120], while, at the time of writing, the author has no
access to ‘Hyades Professional Plus’, which would include a multi-group option. Gorgon
on the other hand does not include reabsorption effects, which leaves the available version
of Helios as the most promising numerical code. However, the use of these codes is nev-
ertheless important and informative to highlight and discuss their respective limitations
when modelling complex shock physics as observed in the experimental data.
Similarly to the discussion for hydrogen, Fig. 6.24 shows a comparison of shock tra-
jectory calculations in argon for all three codes, as well as the experimental result (black
solid line) that was intended to be reproduced. This time, the simulations were initialised
to best match the experimental shock radius at 30ns. The experimental data is the same
as presented in §6.2.2 and was obtained with 51.7bar backing pressure and an absorbed
energy of (11.2±1.6)J . Interestingly, the overall match seems to be significantly improved
over the hydrogen case and both Gorgon and Helios give results which correspond reason-
ably well with the experimental results over the temporal range 10ns ≤ t ≤ 45ns where
the data is well resolved. However, in a similar way to the simulations in hydrogen, the
initialisation temperature of the focal volume and therefore the assumed deposited energy,
Experi-
ment
Gorgon Helios Hyades
number density n (×1018cm−3) 5.4± 0.5 5.4 5.4 5.4
deposited energy Eabs (J) 11.2± 1.5 6.3 1.4 0.6
peak e− temperature Te (keV ) - 3.5 1.2 0.5
number of zones in focus - 27 12 8
data resolution (µm) 20± 5 4 4 1
Table 6.6: Simulation input parameters used to calculate the Ar shock trajectories in Fig.
6.24. The initialisation temperature, Te, and therefore the input energy had to be varied
significantly by over an order of magnitude for the three codes in order to best match the
experimental blast wave trajectory.
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Fig. 6.24: Simulated shock trajectories in Ar, calculated to match the experimental data
in Fig. 6.6 at 30ns (black line). Again, the initialisation energy had to be adjusted in
order to match the experimental trajectory, but both Gorgon and Helios match the data
reasonably well, whereas Hyades exhibits a surprisingly increased deceleration parameter
as listed in Table 6.6, had to be adjusted significantly in order to best match the experi-
mental propagation. However, whereas for hydrogen, this was consistently ∼ 85% of the
measured value, here there are significant differences between the three codes. Whereas
Hyades required 600mJ of deposited energy, this increases up to 6J for Gorgon. For this
calculation an ion charge-state had to be assumed. This was kept at Z = 1 as in the
hydrogen case, which, following the discussion in §6.6.2, yields an upper limit for the cal-
culated deposited energy at a given temperature. While this assumption for Z is almost
certainly incorrect, the results between the three codes are still comparable since the codes
are initialised with a temperature profile rather than a deposited energy. Also, it should
be noted that Gorgon treats matter as optically thin and any radiation is therefore lost to
the system. In that respect, it is not surprising that Gorgon required the highest amount
of deposited energy.
Another surprising aspect of the trajectories in Fig. 6.24, is that both Gorgon and He-
lios exhibit similar deceleration parameters to the experimental data, whereas the Hyades
trajectory was fitted with α = 0.53, reminiscent of the energy gain phase discussed for the
streaked Schlieren results in previous sections. From the results it seems the implementa-
tion of radiation in the ’Hyades Professional’ version used for this chapter, is insufficient to
simulate the experimental conditions. Further proof for this conclusion can also be found
by comparing electron density profiles.
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Fig. 6.25: Simulated shock profiles in Ar after 6ns, the input temperatures used to ini-
tialise the focal volume were adjusted to match the experimental profile data (black line),
listed are peak temperatures and equivalent absorbed energies in the heated volume. The
simulated profiles largely overestimate the observed electron densities and are scaled by a
factor 3 for clarity. Significant electron precursors are visible in both the Hyades and He-
lios profiles, while Gorgon, because of the lack of X-ray tracing, does not exhibit radiative
preheat.
Fig. 6.25 shows the experimental argon electron density profile after 6ns (black line)
already introduced in §6.3, and compares it to simulation results. The calculated profiles
are shown along with the peak electron temperatures used in the code initialisation, as well
as the equivalent absorbed energies in the focal volume. Notably, apart from Gorgon, the
simulated shocks are not nearly as well resolved as in the hydrogen case and significant
electron densities ahead of the shock front are observed. Gorgon, on the other hand,
does not trace X-rays and therefore does not show a radiative precursor, as expected.
While Helios still shows a reasonably well resolved shock, there is hardly any shock front
discernable in Hyades. Furthermore, for both Helios and Hyades, the electron precursor
extends unphysically far beyond the experimental profile, and, in fact, reaches out to
∼ 3mm. Note that the peak electron densities in the simulations significantly exceed
the experimental values and the simulated profiles are plotted on a different scale than
the experimental data. From these observations it can only be concluded that both the
Helios and Hyades versions used to generate the plots, are unsuitable when attempting to
simulate these extreme experimental conditions.
In conclusion, it is rather frustrating that none of the calculations succeeded to quali-
tatively reproduce the experimental data for argon. While the non-radiative case in §6.6.3
produced results that agree reasonably well with experimental measurements, the addition
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of radiation is not handled with satisfying results. It seems clear that both the Helios and
Hyades versions employed here are unable to handle such high input temperatures and
temperature gradients. Hyades, for example, fails to exhibit a well defined shock-front and
calculates a higher level of ionisation in the precursor than was measured. Taking into
account that the enhanced version of Hyades (Professional Plus) has been used in a vari-
ety of publications where similar physics have been investigated (see, for example, [6,46]),
it can only be concluded that radiation has to be considered in a multi-group approach.
This is a further disappointment, as Hyades is the only code which includes opacity tables
for higher-Z materials, such as krypton or xenon. Helios, on the other hand, supports
multi-group radiation and shows more promising results in the sense that a shock front
is visible. However, just as with Hyades, it significantly overestimates the extent of the
radiative precursor. Furthermore, EOS and opacity tables are only included for a material
Z of up to 18 (hydrogen to argon), and tables for higher-Z materials are classified and
not easily available. Finally, Gorgon proved to produce the most consistent results. It is
highly versatile and can calculate high-resolution problems relatively quickly by running
in parallel on multiple computer nodes. Furthermore it supports fully three-dimensional
problems, although this feature has not been used in the context of this chapter. Obvi-
ously, the lack of X-ray tracing currently limits the applicability of Gorgon simulations to
higher-Z target materials where radiative effects are important, and it would be highly
interesting and useful, if the numerical capabilities of Gorgon could be extended to a
departure from a purely optically thin scenario.
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6.7 Summary
The main topic of this chapter was an experimental campaign conducted at the Ruther-
ford Appleton Laboratory, in which key aspects discussed in Ch. 5 were revisited and
extended to much higher drive energies. The data presented included single-shot blast
wave trajectory measurements, which showed promising features indicative of the thermal
cooling instability in krypton. Electron density profiles extracted from short-pulse probe
measurements highlighted the increasing importance of radiative effects in higher-Z mate-
rials. Specifically argon proved to be surprisingly radiative at the experimental conditions
used in the experiment. Additionally, an attempt to extract plasma temperatures via
X-ray spectroscopy was discussed, as well as an experimental investigation of the impact
of ambient gas ionisation on shock propagation. Finally, in the last section, three different
hydrodynamics codes were used by the author in an attempt to numerically reproduce
some of the data obtained at the Rutherford Appleton Laboratory, thus highlighting the
limits of these codes in modelling the complex shock physics observed in the experimental
data.
Chapter 7
Blast Wave Collision Dynamics
This chapter will discuss experiments and numerical simulations which aim to investigate
the effects of shock collisions from two counter-propagating shocks, as well as interactions
with an obstruction in the shock propagation path. The chapter will start with a brief
introduction into the physics of oblique shocks, where the material flow is no longer normal
to the shock front. This is followed by an experimental investigation of a shock collision in
a hydrogen cluster gas, based on a long standing proposed numerical benchmark problem.
The resulting interferometric data is then analysed by means of three-dimensional tomo-
graphic reconstruction, since the break of cylindrical symmetry in this geometry renders
the Abel inversion approach unfit. The results are compared to detailed three-dimensional
hydrodynamic modelling, which exhibits good qualitative agreement with the experimen-
tal data and indicates the formation of a Mach stem in the collision plane between the two
shocks. Following this, the chapter will describe a second experiment lead by the author
with the aim of studying shock interactions with an obstruction and in order to further
investigate the generation of Mach stems in blast waves.
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7.1 An Introduction to Oblique Shocks
The dynamics of shocks interacting with unyielding obstructions or counter-propagating
shocks are of significant interest and provide a challenging problem for both experimental
studies and numerical simulations. So far, the discussion of shocks and blast waves in
the context of this thesis has been limited to free and unobstructed expansions into a
background gas, which was assumed to traverse the shock front at normal incidence. As
will be seen here, the introduction of macroscopic collision effects in the experimental
geometry chosen, renders this simplification void and the shocks have to be treated as
oblique shocks, where the fluid velocity has non-zero components transverse to the shock
front.
In the derivation of the shock jump conditions in §2.3.2, the shock frame was chosen so
that no transverse components of the fluid velocity, u, or the pressure gradient, ∇p, were
present. When this is not possible, the fluid entering the shock front at an angle, φ1, with
velocity, u1, will be deflected to an angle, φ2, as shown in Fig. 7.1. The velocity component
parallel to the shock front, up, remains unaltered, meaning that up1 = up2 = u1 sinφ1,
while the perpendicular component, un, is subject to the jump conditions as usual, such
that un2 = ρ1ρ2un1 =
ρ1
ρ2
u1 cosφ1 [11]. Here, ρ denotes the mass density as before.
Fig. 7.1: An oblique shock is defined as having non-zero velocity components transverse
to the shock front. This results in a deflection of the shocked material as it passes through
the shock front.
The angle of the outgoing flow is therefore determined by tanφ2 =
up2
un2
= up1un1
ρ2
ρ1
which,
substituting Eq. (5.5) for the compression, C = ρ2/ρ1, becomes
tanφ2 = tanφ1
M2n(γ + 1)
M2n(γ − 1) + 2
. (7.1)
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Fig. 7.2: The deflection angle from an oblique shock transition is determined by the
compression behind the shock, ρ2/ρ1, and the angle of incidence, φ1.
Here, the upstream Mach number, Mn, is calculated using the incoming normal velocity
component, un1. The deflection angle, ψ = φ2−φ1, can be shown to follow the equation [11]
cosψ =
cosφ1 + (ρ2/ρ1) sinφ1 tanφ1√
1 + (ρ2/ρ1)2 tan2 φ1
. (7.2)
An interesting consequence of Eq. (7.2) is the fact that there is a maximum possible
deflection angle, ψmax, that can be produced by a shock. This is shown in Fig. 7.2 for
several density ratios, ρ2/ρ1.
An oblique shock is easily produced, for example, by an angled piston propagating
at supersonic speed. This produces an oblique shock attached to the front of the angled
Fig. 7.3: An angled object propagating with supersonic speed through a medium will
produce an oblique shock (a). If the angle of deflection imposed by the object exceeds
ψmax, the shock will detach and form a bow shock in front of the object, as is shown in
(b).
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Fig. 7.4: (a) Schematic illustration of a Mach reflection from a surface. (b) Simulated 2D
electron density profiles at two different time steps (13ns and 63ns) of a shock launched
above a reflecting surface using Gorgon. For the early time-step, when β < βmax, the
reflection is regular, while for the later snapshot a Mach stem has formed at the bottom
right. The turbulent structures in the shock interior are numerical noise from the square-
mesh imprint in the problem initialisation. Adapted from [74].
object, as shown in Fig. 7.3(a). However, if the object is too ‘blunt’, such that the
incoming material would have to be deflected by more than ψmax, the oblique shock is
no longer attached and is replaced by a detached bow shock in front of the piston, as is
illustrated in Fig. 7.3(b) [11].
A shock incident onto an unyielding surface will undergo reflection. If the shock is
oblique with respect to the surface, the contact point, i.e. the point where reflected and
incident shock meet, can separate from the surface at large angles of incidence and the
reflection is called irregular as opposed to a regular reflection where incident and reflected
shock meet at the reflecting surface. A characteristic feature of an irregular shock reflection
is the formation of a Mach stem, an additional shock that forms at the reflective surface, as
illustrated schematically in Fig. 7.4(a). The contact point where the three shocks meet is
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termed triple point [151]. As material passes through the Mach wave, it undergoes a near-
normal incidence shock compression, while the material further from the surface passes
through two oblique shocks, the incident shock propagating with us and the reflected one,
expanding with ur. The region behind the Mach wave (III in Fig. 7.4(a)) therefore has
a different fluid velocity than the other shocked regions and is separated by a contact
discontinuity, which fades over time due to dissipative processes such as heat conduction.
Fig. 7.4(b) shows the result of a two-dimensional simulation of a cylindrical shock
above an unyielding surface utilising the magneto-hydrodynamics code Gorgon as intro-
duced in §6.6. The simulation was initialised using hydrogen with a number density of
5 × 1019Wcm−2 and assuming energy deposition of 220mJ into a cylinder with radius
Rabs = 75µm and length ∆z = 3.5mm. As the blast wave expands and reaches the sur-
face, it initially undergoes a regular reflection. Since the angle of incidence, β, changes
over time with the expanding shock, the interaction with the surface becomes progressively
more oblique and eventually β exceeds a threshold value, βmax. At this point a Mach stem
forms with the resulting triple point propagating away from the surface, the trajectory
of which is also shown in Fig. 7.4(b). In the simulation, this occurs for βmax ≈ 43◦ at
t = 16ns, when the upstream Mach number is M ∼ 50. As time increases, the Mach shock
grows in height, as indicated by the trajectory of the triple point in Fig. 7.4(b).
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7.2 Shock-Shock Collisions
In order to test numerical schemes used for modelling complicated hydrodynamics scenar-
ios, Woodward and Colella proposed a series of standardised test problems to be used as
benchmarks [152]. These include a 1D colliding blast wave problem which motivated the
following experiment. While the numerical benchmark assumes a one-dimensional normal
shock collision, the aim of the experiment was to extent this problem to a fully three-
dimensional case. The experiment was performed by J. Lazarus and the author, while
the analysis was conducted by J. Lazarus. It should be noted that the following section
discusses the pivotal experimental investigation in J. Lazarus’ PhD and, as such, is heavily
sourced from [74]. The results have been published in the journals Plasma Physics and
Controlled Fusion [153], as well as Astrophysics and Space Science [154].
7.2.1 Experimental Setup
The colliding shocks experiment was conducted utilising the ICLC Nd:Glass laser (see §3.2)
and a setup very similar to the one introduced in §5.1.1. However, in order to generate two,
simultaneously launched shocks, the heating beam was split and asymmetrically recom-
bined prior to focussing, using two 15◦ Fresnel bi-prisms [153,154]. A ray-trace of this setup
as well as a measurement of the resulting focal spot separation is displayed in Fig. 7.5.
As the laser passes through the first bi-prism, it is split into two semi-circular beams
Fig. 7.5: The dual focus setup: (a) shows a ray-trace of the laser as it is split and re-
combined by two Fresnel bi-prisms. Tilting the second prism results in an asymmetric
and controllable difference in phase between the two beam halves, and, upon focussing, in
two separate foci. (b) displays an experimental measurement of the resulting focal split.
Adapted from [74].
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which deviate from the initial propagation direction by opposing angles. By using a
second, identical prism, positioned ∼ 25cm downstream from the first one, the beams are
then recombined onto the initial laser axis. However, by tilting the second prism about its
triangular cross section, phase is added to the beams asymmetrically and the beams retain
a residual angular deviation from parallel. When focussing the beams with a lens, this
results in two, slightly offset foci, with their separation determined by the tilt of the second
bi-prism. This method is therefore intrinsically path-matched, providing confidence that
the two resulting shocks are launched simultaneously. The two focal spots were measured
to be of a similar size to that of a single beam (see §3.2.2) and, accordingly, peak intensities
on the order of ∼ 1017Wcm−2 can be reached in each.
Since the anticipated experimental geometry did not have cylindrical symmetry, it was
important to be able to probe the shock interaction from multiple angles. This was easily
achieved by rotating the prism pair around the laser axis, thus rotating the two foci, while
leaving the probe geometry fixed.
7.2.2 Lateral Mass Transport and Mach Stem Formation
In contrast to the previously discussed single blast wave geometry, creating two colliding
shocks removes the rotational symmetry from the system and an Abel inversion is no
longer applicable when deconvolving probe data. Instead, an alternative inversion method
to extract electron density information had to be found that makes no inherent assumption
about the underlying symmetry. This condition is fulfilled by tomography as introduced
in §3.5.2.3. An advantage of the rotatable bi-prism setup is the ability to image the
interaction from multiple angles and thus perform a tomographic analysis of the system
being probed over multiple shots. In fact, initial comparison studies of the electron density
reconstruction of a single shock based on tomography compared to the Abel inversion
algorithm showed very good agreement between the two analysis approaches [74].
To study the collision of two shocks, 18 interferograms at individual viewing angles
onto the interaction in steps of 5◦ between 0◦ and 90◦ were obtained. Here, 0◦ refers to the
angle at which the two foci are positioned in x and in the direction of the probe beam, i.e.
the shocks are launched behind each other, and 90◦ means the shocks are launched above
each other and the foci are positioned in y and perpendicular to the probe direction. The
shot energy for this data set was binned to (335±30)mJ deposited over two, near-parallel
cylindrical regions at angle θsep = 7◦ with length ∆z ∼ 3.5mm into clustered hydrogen gas
with an average number density of n ∼ 1019cm−3. The clusters were generated with the
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Fig. 7.6: Experimental 3D electron density profile rendering of a shock collision in H2 after
9.75ns reconstructed using tomography. Both shocks were generated with ∼ 1017Wcm−2
and collide in the x-z-plane resulting in a 3D structure that varies along z as a result
of the slightly non-parallel orientation of the cylindrical shocks. Strong electron density
enhancements are visible at the contact where the shock fronts meet. Adapted from [74].
standard gas jet discussed in §3.4 using a backing pressure and temperature of p0 = 50bar
and T0 = −150◦, respectively, which calculates to a mean cluster radius of Rc = 5nm. The
energy binning in conjunction with the anticipated E1/4L scaling of the shock radius with
deposited energy per unit length (see §2.3.5), should minimise the impact of shot-to-shot
variations in the initial conditions on the subsequent shock evolution.
The 18 interferograms were unwrapped using the software PAT (see §3.5.3) in order to
obtain phase projections of the interaction and then Radon inverted (see §3.5.2.3) to give
19 cross sectional slices of the electron density along the laser propagation axis, z. This
data was then visualised using the software Paraview version 2.6 [155] by means of iso-
surfaces, i.e. surfaces constructed from points of equal electron density. The result of this
is displayed in Fig. 7.6, showing the three-dimensional reconstruction of four cross section
slices and electron density iso-surfaces in the collision region of ne = (1 and 2)×1019cm−3
taken at t = 9.75ns after heating. In this data, two cylindrical shocks with a radius of
R ∼ 400µm are clearly recognisable in the x-y-plane, visible through the characteristic
electron density enhancement at the shock front. The shock collision lies in the x-z-plane
at y ≈ 0 and, notably, the electron density in the collision region between the two initial
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Fig. 7.7: (a) Streaked Schlieren image of the shock collision taken normal to the collision
region. The outer shock front trajectory, RBW , is a superposition of the two shocks, while
the inner structure, RS , is attributed to the density enhancement in a Mach stem. (b)
shows the angle of incidence, β, and the displacement of the contact point, xcp, between
the two shocks and in the collision plane, tms marks the time at which β exceeds the Mach
stem onset angle as observed in Fig. 7.4. Adapted from [74].
shocks is clearly enhanced compared to the outer blast wave fronts at y ≈ ±0.8mm. While
this is generally expected from the overlap of the two counter-propagating shock fronts,
the strong enhancement at the contact point where the two shocks meet, surprisingly
seems to exceed a simple superposition. Furthermore, the three-dimensional structure of
the collision region varies along the z-direction, suggesting material flow in the x-z-plane.
In fact, mass budgeting analysis, comparing the mass distribution between uncollided and
collided shocks indicates mass transport laterally along the laser-propagation direction.
Furthermore, by comparing the mass contained in the freely propagating outer shock
fronts of the blast waves, i.e. the shock fronts situated at y ≈ ±0.8mm in Fig. 7.6, with
the mass contained in the collision region, points to mass transport between the incident
blast waves and in the collision plane. This was attributed to be a consequence of launching
the shocks slightly non-parallel to each other, at an angle of θsep = 7◦, as extracted from
plotting the distance of the two blast wave centres as a function of z [74].
The collision was also imaged using the streaked Schlieren method discussed in §5.2.
Fig. 7.7(a) shows data taken normal to the collision plane, i.e. the interaction occurs in the
plane of the page. Accordingly, the viewing angle renders the two shocks indistinguishable
from each other and the outer visible shock front is a superposition of the two. A power-law
fit to the outer front (solid black line) gives a blast wave radius of RBW ∝ t0.48, agreeing
with a Sedov-Taylor expansion in cylindrical coordinates. However, for t > 15ns a second,
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inner shock front is visible and a self-similar trajectory fit to this gives RS ∝ (t− 7.8)0.54,
suggesting the feature develops from t ∼ 8ns onwards.
This additional feature can be interpreted, by recalling from §7.1 that oblique shocks
incident onto an unyielding surface can undergo an irregular reflection and Mach stem
formation, provided that the angle of incidence, β, is large enough. From the known
separation of the two shocks, ∆y, and the shock trajectory, RBW , the angle of incidence
between the two shocks is simply given by β = arccos ∆y/2RBW , which is plotted as the red line
in Fig. 7.7(b). The vertical dashed line marks the point in time, tms, at which β = 43◦,
the Mach stem onset angle identified in the Gorgon simulations in §7.1. Interestingly, the
inner feature in Fig. 7.7(a) is only well resolved after tms, suggesting a structural change
of the collision region and the potential formation of a Mach stem. A further indication
of this is given by the vertical displacement of the contact point between the colliding
shocks from the collision centre, xcp. This is given by xcp = RBW sinβ, and is plotted as
the blue line in Fig. 7.7(b). At the time, tms, when Mach stem formation is expected to
occur, the inner structure trajectory agrees with the expected contact point displacement,
i.e. xcp(tms) = RS(tms). This further suggests that the inner structure observed in Fig.
7.7(a) might, in fact, be a Mach stem propagating with a trajectory given by RS .
7.2.3 Numerical Modelling
In order to investigate the experimental findings discussed in the previous section further,
hydrodynamic modelling of this experiment was performed using Gorgon. Since the antic-
ipated fluid movement in this problem is inherently three-dimensional, the code was also
run in 3D. Similarly to §6.6, the immediate laser interaction was not explicitly included
and the simulation was initialised by assuming that energy was deposited into a cylindri-
cal volume with radius R = 77µm and length ∆z = 3.5mm and by defining electron and
ion temperatures following Eq. (6.2). For the simulation, each heated volume contained
134mJ , corresponding to a total absorption efficiency of 80% of the experimental laser
energy. The heated cylinders in the simulation were also angled to each other by θsep = 7◦
in order to account for the non-parallel experimental focussing geometry. Additionally,
to track the three-dimensional flow in the simulation box, Lagrangian test particles were
included in the (0, y, z), (x, 0, z) and (x, y, 0) planes.
A simulation result of electron densities at t = 10ns is shown in Fig. 7.8 in conjunc-
tion with test particle streamlines (0–20ns) in the (x, y, 0) plane from the left-hand side
shock. These show an initially radial outflow corresponding to the freely expanding shock,
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Fig. 7.8: 3D modelling of two colliding shocks in H2 after 10ns using Gorgon. The results
show electron density enhancements at the edges of the collision, similar to those seen in
the experimental data. Test particle stream lines experiencing the collision indicate an
initial radial outflow, followed by a deflection in the x-z-plane as the shocks collide. The
insets illustrate the generation of a Mach stem. Adapted from [74].
followed by a deflection in the (x, 0, z) plane for the particles interacting with the second
shock. Furthermore, electron density enhancements with varying displacement from the
shock centre plane in z and similar to those observed in the experimental tomographic
data, are visible along the collision region. In the insets, a detail of a cross sectional slice
through the interaction is displayed for two time steps. This clearly shows the develop-
ment of a Mach stem, a feature that varies in its evolution along the laser propagation
direction at a given time, as the shock interaction becomes locally more oblique. Notably,
the onset angle of Mach stem formation agrees well with the observations in the streaked
Schlieren data discussed in the previous section. Although the simulated shocks propagate
slightly faster than the experimental blast waves (in agreement with observations in §6.6),
the overall hydrodynamical behaviour agrees surprisingly well with the experimental ob-
servations. In particular the Mach stem appearance and development in the simulation
provide confidence in the initial interpretation of the experimental data.
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7.3 Oblique Shock Interactions with an Unyielding Obstruc-
tion
In order to further investigate the physics of shock interactions and Mach stem formation
observed in the previous section, the following experiment was designed to study the
impact of an obstruction on shock propagation. The experiment was lead by the author
with the assistance of R. E. Carley, the analysis was conducted by the former. It should be
noted that the discussion presented here is only preliminary, since, at the time of writing,
this particular data set remains largely un-analysed.
7.3.1 Experimental Setup
The investigations of shock interactions with a solid object were performed using the ICLC
Nd:Glass laser and the experimental setup detailed in §5.1.1. Images of the laser-cluster
interaction were obtained with Schlieren and interferometry setups with a resolution of
10µm as determined with a 1951 USAF resolution target. An unyielding obstruction was
provided by placing a razor blade in the cluster stream below the nozzle and in x-direction,
parallel to the probe beam, as seen in Fig. 7.9. To minimise focussing issues resulting
from the extent of the razor blade beyond the image plane projected onto the Schlieren
and interferometry cameras, the razor blade was cut down to a length of ∆x = 2.7mm.
This constituted a compromise between providing a best focus of the razor blade in the
Fig. 7.9: Schematic of the experimental setup using a razor blade in the cluster stream as
an oblique obstruction. Note that the size of the razor blade in the drawing is exaggerated.
In the setup the razor blade was reduced in length to roughly the extent of the cluster
plume at the position of the blade tip.
CHAPTER 7. BLAST WAVE COLLISION DYNAMICS 217
imaging system while keeping the blade large enough to extent beyond the maximum blast
wave diameter at the time of imaging. This was necessary in order to reduce boundary
effects on the shock propagation due to the finite razor blade length and to be able to
retain the cylindrical symmetry in the blast wave evolution.
For low enough irradiation intensities, the laser energy is depleted across the region
imaged via the Schlieren and interferometry setup due to efficient laser-cluster absorption.
This results in a cylindrical blast wave in the direction of the laser propagation, z, with a
‘rounded off’ end. It was anticipated that, by scanning the razor blade in the z-direction,
this would allow the obliqueness between the incident shock and the blade at a given
evolution time of the blast wave to be varied. Accordingly, the aim was to diagnose the
potential onset of a Mach stem at the interface between the shock and the razor blade as a
function of the impact angle. Due to the generation of an oblique shock resulting from the
blade in the supersonic gas flow, ultimately this geometry could not be realised and instead
the interaction of the laser driven blast wave with this secondary feature was investigated.
7.3.2 Shock Propagation through a Density Step
Fig. 7.10(a) shows an interferometry image taken of the region surrounding the razor blade
with the gas jet firing but without a heating laser present. The coordinates are chosen with
respect to the centre of the gas jet nozzle. The gas jet was operated with hydrogen at a
backing pressure of p0 = (35±2)bar and a temperature of T0 = (130±5)K, which, assuming
a free jet expansion, calculates to an ambient number density of n = (5± 1)× 1018cm−3
at the position imaged. A notable feature in the data is the formation of a shock resulting
from the razor blade in the cold gas stream, the direction of which is marked by the
Fig. 7.10: The presence of the razor blade in the supersonic, cold gas flow results in the
generation of an oblique shock exhibiting a density increase of ∼ 2–3 compared to the
ambient gas density. The slight asymmetry of the oblique shock is caused by the small
displacement of the razor blade with respect to the gas flow centreline.
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white arrow in Fig. 7.10(a). This structure will be referred to as the oblique shock in
the following discussion. Since the geometry of the gas density distribution will have
a cylindrical contribution from the gas jet stream superimposed onto the linear feature
generated by the presence of the razor blade, a complete number density profile can only be
extracted with a full three-dimensional treatment of the region of interest as, for example,
used in §7.2.2. However, the ambient density at the position imaged is low enough such
that the interferometry setup is largely insensitive to it and the recorded phase shift will
be dominated by the linear contribution of the oblique shock. Accordingly, the phase shift
is, in first approximation, linear with respect to an averaged number density across the
oblique shock which can thus be calculated from the phase shift. This is displayed in Fig.
7.10(b), where the oblique shock from the razor blade is well resolved. As can be seen, this
results in a significant increase in number density by a factor of C = 2–3. Note that the
seemingly low density in the direct vicinity of the razor blade results from masking this
region in the interferometry data prior to analysis, in order to avoid propagation errors
in the phase unwrapping procedure. The slight deviation from symmetry of the density
profiles on either side of the razor blade is caused by the blade displacement with respect
to the gas flow centreline and, as expected, the density increase facing the nozzle is higher
than on the opposing side.
Unsurprisingly, the oblique shock shifts asymmetrically when moving the blade lat-
erally along the z-direction, an effect that can be seen in Fig. 7.11. For this data, the
razor blade was moved in negative z-direction to the left and further away from the gas
expansion centreline than in Fig. 7.10. The coordinates are again chosen with respect to
Fig. 7.11: Moving the razor blade laterally with respect to the gas flow centreline at z = 0,
provides control over the shape and magnitude of the density step from the oblique shock
in the gas flow. Furthermore, the region to the left of the razor blade (z < −1.7) lies in
the ‘shadow’ of the gas flow and exhibits a reduced ambient gas density compared to the
volume unaffected by the razor blade.
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the nozzle centre. Here, the gas jet was backed with p0 = (42 ± 2)bar of argon at room
temperature, which calculates to an ambient gas number density at the razor blade of
n = (7 ± 1) × 1018cm−3. The increased distance to the gas jet centreline causes a steep-
ening of the oblique shock angle on the side facing the gas jet, whereas the angle between
the blade and the opposing shock increases. Note that the slight tilt of the razor blade to
the left is a result of the impulsive gas load. Interestingly, while the oblique shock facing
the gas jet still results in a positive density ramp of similar magnitude as before, the shock
on the left-hand side experiences only a very weak density increase and generates an area
of significant size with lower ambient density than in front of the oblique structure. This
can be explained by realising that the razor blade effectively provides a ‘shadow’ in the
gas jet stream. Thus, moving the razor blade with respect to the gas not only allows to
control the directionality of the oblique shock, but also the extent and ‘direction’ of the
resulting density step. As will be shown, this has potentially interesting effects on shock
propagation dynamics, albeit different from what was initially intended.
Fig. 7.12 shows a blast wave 60ns after being launched in argon clusters with a 400mJ
laser pulse focussed to a vacuum peak intensity of I ≈ 3×1017Wcm−2. The argon clusters
for this data were generated with a gas jet backing pressure of p0 = (35± 2)bar at room
temperature. In this data the coordinates are chosen with respect to the laser focus
positioned ∆y = 2.24mm below the nozzle and centred in the cold gas flow. The razor
blade, however, is at the same position with respect to the nozzle, as in Fig. 7.11, and
accordingly the resulting oblique shock exhibits the same asymmetric geometry as before
and the razor blade is slightly angled to the left due to the impulsive gas load. In this way,
the laser is focussed just above the razor blade such that the top half of the blast wave,
propagating upstream in the gas flow and towards the nozzle, remains unaffected by the
presence of the razor blade and propagates freely. In contrast, the shock front propagating
downstream interacts with the blade and accompanying density perturbations.
In the interferometric data in Fig. 7.12(a) the laser driven blast wave expanding in the
vertical direction is clearly visible through the characteristic fringe shift marking the shock
front. Furthermore, the right-hand side exhibits the ‘rounded off’ end of the cylindrical
blast wave, indicative of laser-energy depletion. A notable feature in the interferometric
data is the lack of transmitted probe light in the close vicinity of the razor blade tip.
This feature is caused by the low-intensity wings of the laser interacting with the blade
directly and is also visible when firing the heating beam without any gas load, i.e. without
launching the laser driven shock. While this suggests that the probe light experiences
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Fig. 7.12: A laser driven blast wave in Ar interacting with an asymmetric oblique shock.
(a) shows interferometric data where the vertical blast wave front is clearly visible from
the characteristic fringe shift. The dashed line marks the density step from the oblique
shock at the razor blade, as extracted from Fig. 7.11. (b) displays dark-field Schlieren
data with (c) showing the razor blade vicinity in detail. On the left-hand side, the lower
ambient gas density results in a speed up of the blast wave front (white circle), while
the positive density step on the right-hand side causes the blast wave front to slow down
(dashed white circle).
electron densities in excess of the critical density (ncrit(527nm) ≈ 4×1021cm−3), it should
be noted that imperfections in the imaging system will have the same effect, in the sense
that transmitted image rays can be refracted by strong enough density gradients such that
they leave the imaging system altogether.
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Of key interest here is the behaviour of the laser driven shock expansion as a result of
the interaction with the oblique shock produced by the razor blade. The dashed line in
Fig. 7.12(a) marks the position of the density step as imposed by the oblique shock, i.e. a
rise in density on the right-hand side, and, as was seen in Fig. 7.11, a transition to lower
ambient gas density on the left. Fig. 7.12(b) shows dark-field Schlieren data of the some
shot and at the same time, which is better suited to resolve the laser driven shock front.
In the region surrounding the razor blade (marked by the white box in Fig. 7.12(b) and
further enlarged in Fig. 7.12(c)), the shock noticeably bends towards the razor blade on
the right-hand side, while it exhibits the opposite behaviour on the left-hand side. Since
the position where the propagation direction changes, agrees very well with the outline
of the density step, this strongly suggests that the observed change in shock propagation
direction is a direct result of passing through the density ramp as imposed by the razor
blade in the gas stream. This can be explained by considering the evolution of a shock
as a function of the ambient gas density. From the shock propagation equations discussed
in §2.3, it is clear that a shock with a given energy will expand slower, the higher the
ambient gas density is. Accordingly, as the laser driven blast wave in Fig. 7.12 traverses
the oblique shock, the gas density on the right-hand side of the razor blade increases and
the blast wave decelerates, such that the shock front is tilted towards the razor blade. In
contrast, the blast wave on the left-hand side propagates into lower density material and
accelerates, as it should. A result of this is that the interaction between the initial blast
wave and the blast wave behind the density step becomes oblique, although, despite the
interaction angle exceeding 45◦, Mach stem formation is not observed. However, it is not
clear to the author to what extent the unique geometry and density distribution of such an
oblique shock interaction will impact on the generation of a Mach stem and it is planned
to address this problem in future numerical and experimental studies.
As discussed above, the experiment was initially intended to study the onset of Mach
stem formation in laser driven blast waves interacting with an unyielding surface, although
the anticipated experimental geometry could not be realised due to the impact of the
oblique shock. Ultimately this means that studies of this type will have to be conducted
in a static gas fill, such that features arising from the supersonic gas flow dynamics do
not occur. Nevertheless, the interaction between the laser driven shock and the oblique
shock proved to be interesting in its own right and resulted in spatial shock velocity
modulations. In fact, this feature could conceivably be used as an experimental tool to
study shock propagation through density steps. Also, since the geometry and magnitude
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of the density step is easily controlled by the lateral position of the razor blade in the
gas flow, this can be used to modify the laser driven blast wave velocity after traversing
through the oblique shock front, thus controlling the angle of incidence between incident
and deviated shock front.
7.4 Summary
In this chapter experimental and numerical studies with the aim of investigating shock
collisions and the interaction of shocks with unyielding surfaces were presented. The
chapter began with a general introduction to shock interactions, followed by an experi-
ment motivated by a numerical benchmark problem of two counter-propagating shocks.
In this section, three-dimensional electron density profiles obtained from tomographic re-
construction of two colliding cylindrical shocks were presented. Along with time-resolved
streaked Schlieren data, this indicated the generation of a dynamical structure in the col-
lision plane between the shocks, which was attributed to the generation of a Mach stem.
Furthermore, three-dimensional modelling of the experiment using Gorgon showed very
good qualitative agreement with the data. In the following section, an experiment was
discussed which was initially aimed at further studying the onset of Mach stem formation
through the interaction of a blast wave with an unyielding structure given by a razor blade.
This proved to be unsuccessful as the generation of an oblique shock from the razor blade
in the cold gas stream altered the anticipated geometry. However, the resulting density
steps produced in the cold gas stream were demonstrated to provide control over the blast
wave expansion velocity after propagating through the oblique shock. It was concluded
that this has potential applications in studying oblique shock interactions.
Chapter 8
Conclusions and Suggested Future
Developments
In this thesis, studies investigating the propagation dynamics of laser driven shocks in
cluster media have been presented. The experiments discussed here were motivated by
theoretical work on hydrodynamic shocks and associated instabilities and the possibility
of scaling hydrodynamic observations in the laboratory to astrophysical scenarios.
After a brief introduction and outline of the thesis structure in Ch. 1, Ch. 2 started
with a review of relevant plasma physics concepts and a description of key laser-plasma
interaction effects. The chapter then proceeded to introduce shocks and blast waves in
general as well as in the context of plasma physics. The introduction of theory relevant to
the experiments in this thesis was concluded by briefly discussing scalability arguments of
hydrodynamic shock systems and providing the key justification for performing laboratory
astrophysics.
The topic of Ch. 3 were key technical aspects of the experimental tools and instru-
mentation that were used throughout the experiments in this thesis. An introduction into
nonlinear optics was followed by a description and characterisation of the ICLC Nd:Glass
CPA laser system at Imperial College London and the Vulcan laser in TA West configu-
ration at the Rutherford Appleton Laboratory. The generation of atomic clusters using a
pulsed solenoid valve was the topic of the next section, which also included a characterisa-
tion of the two nozzle designs used for the experimental studies. The following section then
outlined optical imaging techniques and approaches to extract plasma properties encoded
in transmitted probe light in both cylindrical and arbitrary, three-dimensional geometry,
as well as a method to obtain time-resolved measurements on a sub-ns time scale with
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a streak camera. The discussion of diagnostic tools was concluded with an approach to
measure plasma temperatures by means of plasma X-ray spectroscopy.
One of the key aspects on which all the experiments in this thesis are based, is the
efficient absorption of high-intensity laser radiation by gases of atomic clusters. This was
the topic of the fourth chapter, which began with a review of theoretical models aimed at
describing the unique properties of laser-cluster interactions. This was followed by recent
absorption measurements, showing efficient absorption over many orders of incident laser
intensities and energies and providing data at sub-relativistic laser irradiation regimes that
have not been investigated before.
Ch. 5 discussed research carried out at Imperial College London to study the dy-
namics of single blast waves. This included density profiles in radiative and non-radiative
blast waves, which highlighted the need for a non-LTE treatment of radiative shocks. The
blast wave evolution was initially investigated by means of a multi-shot approach subject to
shot-to-shot fluctuations in the experimental conditions. The development of the
single-shot shock profiling capability via streaked dark-field Schlieren imaging significantly
improved the quality of the shock trajectory data. In this context, radiative shocks were
investigated in a search for the thermal cooling instability caused by radiative energy trans-
port into the upstream material and resulting in shock velocity oscillations. Although this
effect could not be observed unambiguously, the single-shot imaging technique proved to
be extremely successful in reliably measuring shock trajectories on a single shot.
The second chapter investigating the propagation dynamics of single blast waves,
Ch. 6, discussed an experimental campaign at the Rutherford Appleton Laboratory. Here,
the goal was to scale results from previous experiments on the 1J level to much higher
drive energies. In this context, blast wave trajectory results obtained with the single-shot
streaked Schlieren technique showed the increasing significance of radiation on the blast
wave evolution in higher-Z materials through a decrease in the deceleration parameter.
Furthermore, the time-resolved data suggested the occurrence of blast wave velocity os-
cillations in krypton, indicative of the thermal cooling instability. This was followed by a
comparison of blast wave profiles from short-pulse probe results, further highlighting the
importance of radiation on the shock dynamics at the conditions investigated here. Specif-
ically argon proved to be much more radiative than anticipated. Other points discussed
were an unsuccessful attempt to extract plasma temperatures via X-ray spectroscopy, as
well as a proof-of-principle experimental setup to investigate the impact of ionisation of
the ambient gas on the shock propagation. The chapter concluded with a comparison of
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three numerical codes used by the author in an attempt to model some of the results from
the TA West campaign. This showed the limited applicability of the three code versions
to radiative shocks which was largely attributed to restricted implementation of radiative
effects such as a single-group treatment of radiation or the lack of X-ray tracing.
The final experimental chapter, Ch. 7, then discussed two experiments aimed at
studying shock collision dynamics and interactions. The chapter began with a general
introduction of oblique shocks and an experiment using a dual-focus design to generate
two counter-propagating blast waves of equal strength. Utilising a multi-shot approach
to allow tomographic imaging of the non-axissymmetric system, the three-dimensional
electron density profile of the interaction could be reconstructed. This demonstrated
complex mass flow in the collision region between the two blast waves. Dark-field streaked
Schlieren imaging furthermore highlighted the development of a density enhancement at
the collision point of the two shocks, which was attributed to Mach stem generation and
further confirmed by three-dimensional, hydrodynamic modelling. The following section
then discussed an experiment aimed at investigating the potential onset of a Mach stem via
a blast wave interacting with an unyielding surface. Although the anticipated experimental
geometry was found to be inaccessible, the generation of an oblique shock resulting from
the obstruction in the gas flow, proved to result in interesting effects on the laser driven
shock propagation.
In the following sections, this thesis will be concluded by discussing potential future
extensions of the work presented here, involving new diagnostics and experimental geome-
tries.
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8.1 Previous Experimental Studies
While each chapter provides a general discussion of what is necessary in order to improve
the quality of the work presented in this thesis, it is helpful to summarise the key exper-
imental points here. Furthermore, due to the immense amount of data generated, some
potentially interesting aspects, specifically of the TA West data, have not been discussed
or investigated yet, but merit further analysis.
8.1.1 Suggested Extensions and Changes
In general, it is clear that the interpretation of the data relies heavily on a comprehen-
sive characterisation of the experimental conditions. Specifically the density profile in the
ambient gas medium has a large impact on shock propagation dynamics. This became
apparent in a departure from cylindrical symmetry due to the difference in up- and down-
stream expansion of the laser driven shocks with respect to the gas flow in Ch. 6. The
anisotropy in the ambient density was argued to result in a departure of the system geom-
etry to a planar scenario, responsible for an increase in the deceleration parameter. This
effect was further found to be important in numerical simulations initialised to best match
experimental blast wave trajectories. From this, it is apparent that a detailed knowledge
of the density profile is important in order to correctly initialise simulations or argue geo-
metrical effects on the shock propagation. Furthermore, modified nozzle geometries could
be used to minimise density gradients across a blast wave, thus reducing the associated
uncertainties.
Also related to the correct initiation of numerical codes is the measurement of the initial
plasma temperature. The discussion in §6.6 showed that the numerical codes used to model
shock propagation in this thesis consistently overestimated the shock propagation velocity.
In order to be able to compare numerical results with experimental data, it is important
to match the physical conditions as closely as possible. Here, specifically the temperature
profiles used to initiate the simulations are subject to significant uncertainties. While the
experiment at TA West included multiple diagnostics to extract plasma temperatures,
unfortunately this important measurement was unsuccessful. Accordingly, this should be
a key diagnostic in a future experiment, as it also provides information relevant to cluster
absorption physics.
The radiative preheat experiment discussed in §6.5 indicated only minimal impact of
the additional X-ray flux on the shock propagation. However, the occurrence of shock
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velocity oscillations indicative of the thermal cooling instability in a data set utilising the
radiative preheat setup, warrants further investigation and it needs to be determined in
how far the velocity oscillations and the additional X-ray flux could be related. Further-
more, as discussed in the conclusions of §6.5, the geometry of the experiment should be
improved to allow a clear distinction between a shock propagating into ionised and un-
ionised material, by limiting the X-ray impact to unshocked gas ahead of the laser driven
shock front.
Finally, while the observation of shock velocity oscillations indicative of the thermal
cooling instability in the TA West data is extremely promising (see §6.2.2), the data does
not permit an unambiguous interpretation. Specifically the exact experimental conditions
are not known well enough due to the addition of the soft X-ray flux onto the expanding
shock and the fact that the oscillations are only observed in a single data set. Accordingly,
it would be important to be able to reproduce this effect consistently in order to provide
information about the conditions under which the thermal cooling instability can develop
in the laboratory.
8.1.2 Additional Features of the TA West Data
The data generated during the campaign at TA West is extremely manifold. This was
necessarily so, as the experiment was designed as a ‘first try’ in the sense that rather than
focussing on a single aspect of shock dynamics, the goal was to extract as much data as
possible and to identify potential future directions that are worth pursuing. As a result,
not all aspects of the data have been analysed yet and this section is aimed at briefly
identifying some additional features in the data that deemed interesting to the author.
In §2.4.4 the concept of sub- and supercritical shocks was introduced, where the shape
of the radiative precursor ahead of a shock front was determined by the temperature
of the ionised upstream medium. If the temperature becomes high enough, such that
it approaches the cavity temperature behind the shock, the temperature profile in the
radiative precursor deviates from an exponential decay and becomes flat in the vicinity
of the shock front (see Fig. 2.11). This should also be reflected in the electron density
profile in the precursor. In fact, some of the data obtained at TA West exhibit radiative
precursors very similar in shape to such a feature.
An example for this is shown in Fig. 8.1, where interferometric data of a shock in
krypton after 6ns is displayed along with the extracted electron density profile at z = 0.
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Fig. 8.1: (a) Interferometric image of a blast wave in Kr launched with (25 ± 5)J . (b)
Extracted electron density profile at z = 0. The radiative precursor on the side facing the
nozzle (y < 0) exhibits a shape reminiscent of a supercritical shock, while for y > 0 and
lower ambient gas density, the precursor resembles the subcritical scenario. The structure
at y = 0 is a superposition of two counter-propagating shock fronts, which, in this case,
have just collided at y = 0.
In this plot the origin was chosen at the laser focus, ∆y = 3mm centred above the nozzle.
The shock was launched with (25±5)J absorbed energy in a krypton cluster gas generated
with a backing pressure of (42±1)bar at room temperature. Note that the interferometric
data is rotated by 90◦ for clarity, such that the laser propagation is from bottom to
top. The fringe shift on either side of the focus, i.e. in positive and negative y-direction, is
notably different, which results in a very pronounced asymmetry of the radiative precursor
up- and downstream of the gas flow. While the shape of the precursor facing the nozzle
(y < 0) strongly resembles the supercritical scenario, the precursor propagating away from
the nozzle (y > 0) exhibits the commonly seen exponential decay. The difference in shape
can be attributed to the anisotropy in the ambient gas density. From a free jet expansion,
the gas density on either side of the blast wave (y = ±0.5mm) differs by a factor > 2
(3× 1018cm−3 and 6.4× 1018cm−3, respectively) which is expected to alter the opacity of
the ambient gas (see, for example, Eq. (2.79)). Unfortunately, only limited interferometric
data is available, such that a systematic analysis of this feature for different experimental
parameters is currently not possible.
Another notable aspect of Fig. 8.1, which was commonly observed in data from
TA West, is the existence of structural features within the shocked material. In the case of
Fig. 8.1, the structure in the shock centre consists of two counter-propagating shock fronts
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that have collided at y = 0. At later times these are seen to separate again, presumably
by propagating through each other, and expanding with the main shock although they
never catch up with the outer shock fronts. Note, that the strong density enhancement
at y = 0 in Fig. 8.1(b) is an artifact of the Abel-inversion which, as discussed before,
overestimates any signal fluctuations towards the centre of the inversion algorithm, and
is therefore unreliable for radii smaller ∼ 200µm in this data. Previously an inner shock
structure has been observed in streaked Schlieren hydrogen data and has been discussed
in [74]. This was identified to be a shock front separating the rarefied medium at the shock
centre and the shocked gas and could be reproduced using Gorgon simulations. However,
this structure was seen to propagate slightly slower than the outer main shock front and
did not collapse towards the shock centre. Also, this specific feature was only observed
experimentally in hydrogen data, whereas it is almost always visible in the TA West data.
In that respect, it is unclear whether these two features are identical. Another possible
explanation could be the existence of a post-pulse in the TA West heating laser, which
could launch a second shock. However, by the time a post-pulse arrives, hardly any clus-
ters should be left and the absorption of laser energy is expected to be too low to launch
a secondary shock from a low-energy post-pulse.
A third feature, which is readily observed in the TA West data but, so far, has not been
analysed in detail, is the existence of filaments at early times after the initial laser-cluster
interaction. An example of this can be seen in Fig. 8.2. The data shows a dark-field
Schlieren image of a shock in argon clusters launched with (50 ± 5)J and imaged at
t = 1.6ns. The laser was focussed at y = z = 0 centred above the nozzle. The clusters
were generated with a backing pressure of p0 = (50± 2)bar at room temperature. At this
early time no blast wave has formed yet and, for clarity, the initial laser-cluster interaction
volume has been marked in Fig. 8.2 by the white dashed lines. At the bottom left of the
image, a group of ionisation channels or ‘filaments’ can be observed, which consistently ap-
pear at the shown coordinates for high irradiation energies (E ≥ 40J) in argon. While the
number of these filaments increases with increased laser energy, the angle under which they
are observed is largely constant. Furthermore, this feature is strongest in argon, but can
also be observed in hydrogen and weakly in krypton, while xenon seems to be unaffected.
The fact that the filaments always appear on the side facing the nozzle and are therefore
directed towards an increasing ambient density, suggests they are somehow density driven.
Very similar features have been observed in strong laser interactions with unclustered
gas-jets in [156] and have been attributed to ionisation-induced defocussing. This effect
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Fig. 8.2: At high irradiation energies (E ≥ 40J) in Ar, strong filamentation can be
observed such as visible in the data for negative y and z. These are also observed in H2
and weakly in Kr, whereas Xe seems unaffected. The origin of this feature is unclear.
is caused by the refractive index gradient setup in the target medium as the laser ionises
the gas more strongly towards the centre of the beam where the irradiating intensity is
highest. The defocussing becomes visible through ionisation channels from hot spots in
the beam profile, i.e. filaments orientated along the deflected laser propagation direction
very similar to the features shown in Fig. 8.2. Following the equations introduced in §3.5
the angle of deflection, θ, can therefore be calculated in degrees using the equation
θ[◦] ≈ 2.85× 10−26 · ∆ne
∆y
∆z, (8.1)
where ∆ne/∆y is the transverse electron density gradient and ∆z is the plasma path
length. From focussing geometry considerations (see §6.6.2), the laser beam radius at
the cluster jet boundary is expected to be on the order of r ∼ 250µm while simulations
suggest that the strong irradiation intensity can cause electron densities in argon as high
ne ∼ 1020cm−3 very early on in the interaction. Using a propagation distance of
∆z = 1.1mm, this would calculate to a deflection angle of θ = 12.5◦ which agrees reason-
ably well with the angle under which filaments are observed in the data (∼ 15◦). Here,
∆z was chosen such that the propagation distance corresponds to the point at which the
angular deflection causes the laser to propagate beyond the extent of the initial electron
density gradient.
Ionisation defocussing scales with the peak electron density through ∆ne/∆y, which
explains why the filamentation is only weakly observed in hydrogen in the TA West data.
However, no ionisation channels were observed in xenon. This seems to imply that the
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causing effect is weaker for this higher-Z gas and would therefore suggest that ionisation
defocussing cannot be responsible for the observed feature. Furthermore, filaments are
mainly observed at negative y coordinates towards an increasing ambient density, whereas
the data shown in [156] exhibits filaments formed symmetrically around the incident laser.
On the other hand, the fact that no filamentation is observed in xenon does not neces-
sarily exclude ionisation defocussing as a possible cause. In fact, none of the xenon data
exhibit a smooth electron density profile at early times (< ns) that would correspond to
the laser geometry as it focusses in the cluster jet and which is observed, for example, in
hydrogen. Following the discussion above, it seems likely that defocussing in the xenon
case could have been strong enough to prevent a clean, central plasma volume to be gen-
erated. Instead, rather than forming individual ionisation channels as observed in argon,
ionisation-induced defocussing potentially resulted the whole initially generated plasma
volume to extend beyond the diffraction limited divergence of the laser pulse.
While this still does not explain the filamentation asymmetry in the argon data,
ionisation-induced defocussing is most likely responsible for the observed structures and
a more detailed analysis of the available TA West data is certainly important in order to
further quantify this effect. Ultimately this has important implications to both the data
analysis presented in this thesis as well as to laser-driven shocks in cluster media at high
irradiation intensities in general.
The refractive deflection poses the question as to how accurately the calorimeter mea-
surements discussed in Ch. 4 allow to quantify the energy deposited into the cluster target
medium, although it is expected that the refracted laser will also mostly be absorbed as it
propagates through the clustered gas. However, the analysis presented in this thesis gen-
erally assumes the shocks are launched by an instantaneous event and no energy is added
to the system once the laser has passed. However, this might not be true, seeing that the
refracted laser will most likely heat the target medium up to r ∼ ±1mm depending on
the position in z. This means that the shocks launched in the central, hot region of the
laser focus are potentially propagating into heated material for the first tens of ns and
the assumption of no additional energy deposition might not be valid anymore. This will
have to be considered carefully in future experiments.
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8.2 Modified Laser-Cluster Interaction Geometries
In addition to improvements on previous experiments, using modified heating geometries
should allow to probe increasingly complex systems of high-Mach-number shocks and
blast waves. In this section two approaches that are currently in the process of being
implemented will be discussed briefly.
8.2.1 Cluster Machining
Since the efficient absorption in the target media used throughout the experiments in
this thesis, is caused by the presence of clusters, it is possible to spatially modulate the
absorption properties of the gas through variations in the cluster distribution. In this
context, the fragility of atomic clusters provides a unique possibility to generate ‘tailored’
shocks and blast waves by locally destroying clusters in selected regions with a low-intensity
pre-pulse (∼ 1013Wcm−2) prior to the arrival of the main heating beam. In this way,
strong blast waves are only launched in areas where clusters are still present, while the
Fig. 8.3: Dark-field Schlieren images of a tailored blast waves in Ar after (a) 9ns and (b)
32ns. Using a low-power interferometric pattern, clusters have locally been destroyed at
z ≈ 0.5, 1, 1.5 prior to the heating beam arrival to modulate the laser absorption. The
periodic signal enhancements along the laser axis (y = 0.8) are caused by 2nd-harmonic
self-emission of the laser-produced plasma. Data courtesy of D. R. Symes [8]
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regions irradiated with the pre-pulse experience the low energy absorption comparable
to an unclustered gas (< 1%). This technique was developed and first demonstrated at
Imperial College London [157] and later extended to act as a tool to seed instabilities in
blast waves scalable to astrophysics [7].
A similar setup has recently been employed at the University of Texas at Austin to
demonstrate the possibility of imprinting periodic modulations on a cylindrically symmet-
ric blast wave [8]. An example of such a modulated shock is displayed in Fig. 8.3. This
shows two dark-field Schlieren snapshots of a blast wave in argon after 9ns and 32ns. The
shock was launched with a 460mJ laser pulse of 35fs duration, while the modulation was
achieved by passing a low intensity beam through an interferometer and focussing it in the
cluster stream thus locally destroying the clusters at a period defined by the interference
pattern (in this case 480µm). This results in an array of spherical shocks that collide with
each other to form an oblique shock interaction. After 32ns this has caused the formation
of Mach stems and a modulated cylindrical shock. The motivation behind this experiment
was the study of Vishniac-type overstabilities, such that, in radiative shocks, the observed
modulations may start to oscillate, as was briefly discussed in §5.2.2. Such experiments
have, however, not been attempted for strongly radiative shocks yet. This is planned to
be the subject of a future experiment at Imperial College London.
8.2.2 Conical Blast Waves
A natural extrapolation of the colliding shocks experiment introduced in §7.2, would be to
investigate the dynamics of an annular shock. In this way, the outer edge would propagate
freely as in a purely cylindrical scenario, whereas the inner surface would collapse onto the
central axis of symmetry. If the heated plasma deviates slightly from parallel, such that a
cone forms, a Mach stem can be generated at the centre which has potential applications
in the production of supersonic jets.
Using the same principle as in the generation of two foci, a ring focus can be produced
with an axicon, i.e. a radially symmetric version of a Fresnel bi-prism. When combining
such an optic with a regular lens of focal length f , the laser focus becomes ring-shaped
with the radius given by Rf = f tan(θout − θax) [158]. Here, θax is the axicon base angle
and the rays are refracted by an angle θout through Snell’s law. In order to investigate the
generation of jet-like structures from such a focussing geometry, three-dimensional hydro-
dynamic modelling has been carried out by J. Lazarus and A. Marocchini using Gorgon,
a result of which can be seen in Fig. 8.4. Just as in the previous chapters, the simulations
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Fig. 8.4: Simulated electron density profile at 15ns of a conical shock launched in H2 with
n = 1019cm−3 by heating a conical volume to 2.5keV . The blast wave collapses in the
centre and generates a cylindrically symmetric Mach stem that propagates parallel to the
laser axis and ahead of the blast wave. Adapted from [74].
were initialised by defining an electron and ion temperature profile. In the configuration
shown in Fig. 8.4 the initial plasma volume is a hollow cone with an expansion angle of
45◦ and heated to 2.5keV in a hydrogen gas of ambient isotropic density n = 1019cm−3.
Here, the electron density profile after 15ns is shown. At this time, the blast wave has
expanded outwards while the central surface of the shock has converged onto the central
axis and undergone and irregular reflection resulting in a cylindrically symmetric Mach
stem that propagates in z-direction ahead of the blast wave. This structure is hoped to
form the basis of future high-Mach-number jet experiments utilising atomic clusters.
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8.3 Upgraded Laser Capabilities
A major advantage of the Nd:Glass laser system at Imperial College London is the rela-
tively high repetition rate of the laser. For example, the Vulcan laser in TA West config-
uration can fire every ∼ 45min, whereas the Nd:Glass laser is capable of shooting once
every minute. Furthermore, the laser operation is not limited to the availability of oper-
ational staff, but is routinely run by the staff members and PhD students of the Laser
Consortium. As a result, experiments can be continued over a much longer time period
than at an external research facility such as the Rutherford Appleton Laboratory. While
experiments at large research facilities, such as the one at TA West discussed in Ch. 6,
will always be important in order to access new and exotic experimental regimes, it is also
desirable to keep experimental capabilities available at Imperial College London. To this
end, the Nd:Glass laser has recently been upgraded by the author to a larger final beam
diameter in order to allow for higher pulse energies while keeping the fluence at the same
level as before. In this configuration, the laser now supports on-target energies of up to
2.5J as opposed to ≤ 1J as used for the experiments described in this thesis. Since the
compression gratings actually support an even larger beam diameter, in principle it would
be possible to increase the beam diameter further and add a fourth amplification stage,
thus increasing the final energy to ∼ 10J , although no such plans exist at the time of
writing.
Additionally, a joint project between the Plasma Physics Group and the Laser Con-
sortium at Imperial College London has recently received funding. This project is centred
around the development of a new laser system termed Cerberus, which will be shared
between both groups. In particular, Cerberus is designed to provide multiple beamlines
to be used as diagnostics for the Magpie Z-Pinch facility in the Plasma Physics Group
and to study the generation of magnetic tower jets with relevance to astrophysics (see,
for example, [54]). In addition it will be used to drive laser-cluster experiments similar to
beamline pulsewidth λ (nm) E (J) description
1 1–3ns 532 10J narrow band Thomson probe
2 ∼ 10ns 1064 > 50J long-pulse X-ray backlighter
3 ∼ 10ns 1064 > 50J long-pulse X-ray backlighter
4 ∼ 500fs 1053 ∼ 20J short-pulse, high-power beamline
Table 8.1: The anticipated beamline specifications for the Cerberus laser system currently
in development at Imperial College London.
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those discussed in this thesis. In its current design form, the new laser system will incorpo-
rate multiple independent beamlines which are listed with their anticipated specifications
in Table 8.1 [159]. In addition, it will have the capability to provide multiple optical
short-pulse probes with sub-500fs duration and containing ∼ 1J of energy which will be
generated by splitting off small fractions of the high-power beamline. The construction
of Cerberus has begun in December 2008 and it is planned to finish the main short-pulse
components within two years. The system will then deliver laser capabilities similar to
what was available at TA West, while running at a significantly higher repetition rate
(∼ 10min) and including all the advantages of operating in a university scale research
laboratory.
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8.4 Proton Probing
A powerful probing technique that has recently been developed from high-intensity laser
interactions with thin metal foils, is proton imaging [34, 160]. As briefly discussed in
§2.2, the general method behind this technique is to focus a high-intensity laser beam
onto a thin metal foil (∼ 10µm) to relativistic intensities. As the generated electrons
are accelerated through the target in the ponderomotive potential of the laser, they set
up a strong electric field at the target back side and accelerate protons produced from
hydrogen surface contaminants up to multiple MeV . The resulting proton beam typically
has a broad energy distribution and is collimated to within a few degrees. As such it
can be used for point-projection radiography in overdense plasmas (ne > ncrit) which are
inaccessible with conventional optical probe schemes. This has been demonstrated to yield
very high spatial resolutions of 2–3µm [161].
Much of the widespread interest in proton imaging, however, stems from the possibility
of its use to probe electro-magnetic fields. A proton propagating through an electro-
magnetic field will be subject to the Lorentz-force, Eq. (2.6), and is therefore deviated
from its original propagation trajecotry, vvac. For small angles of deviation, θ, this is
given by θ = 1vvac
∫
v˙dt, where v˙ denotes the change in propagation from the Lorentz-
force. Thus, the deflection of protons contains information about the structure of E and
B fields inside the plasma and can therefore be used to reconstruct these properties. The
proton flux is recorded with radiochromic film or CR-39 detectors. Since protons deposit
their energy at a characteristic Bragg peak at the end of their propagation range, the
detectors are usually stacked with filters in between, such that each detector is sensitive
to a specific narrow energy range in the proton spectrum. That way it is possible to obtain
multiple temporal snapshots of the plasma evolution on a single laser shot as higher energy
protons absorbed at the back of the detector stack will have traversed the probe region at
an earlier time than the slower protons which will be absorbed at the front of the detector.
The study of non-collisional shocks with proton probing has recently been reported
in [162], which demonstrates the applicability of this technique to shock related research.
While proton imaging was already planned to be implemented for the TA West run dis-
cussed in Ch. 6, this goal ultimately had to be abandoned due to time constraints. How-
ever, it is intended to use this method on future experiments. In fact, proof-of-principle
experiments conducted by the author have already demonstrated the generation of protons
from thin-foil targets using the ICLC Nd:Glass laser prior to the upgrade to 2.5J . With
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the higher energy available after the upgrade, it is anticipated to reach peak on-target in-
tensities of up to ∼ 1018Wcm−2 which should allow the generation of ∼MeV protons for
future experiments [163]. Furthermore, the short-pulse, high-power beamline in Cerberus
will also be used to drive a proton backlighter.
8.5 Concluding Remarks
Cluster gases provide an intriguingly versatile target medium for studying laser driven
shocks and blast waves. The experimental and numerical investigations presented in this
thesis show that clusters offer the opportunity to study both non-radiative and radiative
scenarios in complex shock geometries with confidence. Furthermore, the unique absorp-
tion properties of cluster gases in conjunction with the rapid development of laser sources
enables to access increasingly exotic plasma regimes. It is believed that this will provide
fundamentally important insight into key physical processes governing both astrophysical
phenomena as well as plasma physics in general.
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