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Abstract—The emergence and wide-spread use of online social
networks has led to a dramatic increase on the availability
of social activity data. Importantly, this data can be exploited
to investigate, at a microscopic level, some of the problems
that have captured the attention of economists, marketers and
sociologists for decades, such as, e.g., product adoption, usage
and competition.
In this paper, we propose a continuous-time probabilistic
model, based on temporal point processes, for the adoption and
frequency of use of competing products, where the frequency of
use of one product can be modulated by those of others. This
model allows us to efficiently simulate the adoption and recurrent
usages of competing products, and generate traces in which we
can easily recognize the effect of social influence, recency and
competition. We then develop an inference method to efficiently
fit the model parameters by solving a convex program. The
problem decouples into a collection of smaller subproblems, thus
scaling easily to networks with hundred of thousands of nodes. We
validate our model over synthetic and real diffusion data gathered
from Twitter, and show that the proposed model does not only
provides a good fit to the data and more accurate predictions than
alternatives but also provides interpretable model parameters,
which allow us to gain insights into some of the factors driving
product adoption and frequency of use.
I. INTRODUCTION
There is a long history of work in economics and marketing
on studying product adoption, product competition and product
life cycle [1]. This work has typically developed mathematical
models, such as, the Bass diffusion model [2], the probit
model [3], or models based on information cascades [4], that
attempt to capture the macroscopic evolution of a product or
set of competing products but not its (their) microscopic evo-
lution, i.e., product adoptions and recurrent usage by specific
individuals. This has been in part due to the lack of large-scale
fine-grained product adoption and product usage data, which
would allow to propose and validate microscopic models at
scale.
The emergence and wide-spread use of online social
networks has led to a dramatic increase on the availability
of large-scale fine-grained social activity data, in which all
individual adoptions and subsequent uses of a product are often
observable. This availability has opened up a great opportunity
for a paradigm shift, where we investigate both the macro-
scopic and microscopic dynamics of product adoption and
usage. As a consequence, there recent empirical studies have
investigated the adoption and usage of competing products [5]
in online social networks. Therefore, it is necessary to develop
microscopic models of product adoption and usage, which are
largely non-existent to date.
A. Our approach
We introduce a continuous-time probabilistic model, based
on temporal point processes, for the adoption and frequency
of use of competing products in online social networks. The
model captures several intuitive key factors, which has been
previously discussed in the literature:
I. Social Influence. Whenever a user observes that one or
more of her neighbors are using a product, she may decide
to start using the product [6].
II. Recency. If a user has used a product in the past, she is
more likely to use the product in the future than if she
has never used it [7].
III. Competition. If a user who is currently using a product
p1 observes that one or more of her neighbors use a
competing product p2, she may decide to switch from
product p1 to p2 [8].
To simultaneously capture the above mentioned factors,
which have been typically studied separately, our model lever-
ages multivariate Hawkes processes [9]. Although Hawkes
processes have been used for modeling positive social influ-
ence before [10], [11], [12], [13], [14], the key innovation
here is that we explicitly model recency and competition, and
allow for both positive and negative social influence. As a
consequence, our design is especially well fitted to model
adoption and recurrent usage of competing products.
Perhaps surprisingly, the flexibility of our model of com-
peting products does not prevent us from efficiently simulate
from the model, and learn the model parameters from real
world product fine-grained usage data:
• Efficient simulation. We develop an efficient sampling
method that leverages Ogata’s method [15], and scales
linearly in the number of products. Our method exploits
the sparsity of social networks to reduce the overall
complexity (refer to Algorithm 1).
• Efficient parameter estimation. We fit the parameters
of the model using historical data by solving a maximum
likelihood estimation problem, which reduces to solving
a convex program. Importantly, the problem decouples in
several smaller problems, allowing for natural paralleliza-
tion so that we can fit the parameters of the model for
networks with hundred of thousands of nodes.
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Moreover, we validate our model using both synthetic and
real social activity data, and show that:
1) Our model can generate product use events that obey
temporal patterns described in related literature [16], [17],
such as temporal bursts of events or product switching.
2) Our regularized maximum likelihood estimation method
can recover the parameters of the model with an accuracy
that increases as we record more product uses over time.
3) Our model provides a significantly better fit and more
accurate product use event predictions in real data gath-
ered from Twitter [18] than several alternatives [7], [16].
In particular, we experiment with one type of competing
product, url shortening services [5], and one type of
conventions, the way Twitter users indicated a tweet was
a retweet back in 2009 [19].
4) Our model allows us to gain insights into some of the
factors driving product adoption and frequency of use.
For example, we find that the usage of popular products
is typically driven by recency, however, an exposure to a
less popular product can have a strong inhibiting effect
on future uses of popular products.
B. Related work
Several models of adoption of competing products in online
social networks have been proposed in the computer science
literature in recent years [8], [20], [21]. In particular, Bharathi
et al. [8] extend the independent cascade model, Dubey et
al. [20] propose a local quasilinear model, and Goyal et
al. [21] consider a broad class of local influence processes.
Moreover, competition has been also studied in other con-
texts: meme diffusion [22], rumor propagation [23], spread of
misinformation [24], opinion formation [25], [26] and disease
spread [27], [28]. However, most previous work share the
following limitations, which we tackle in our work. First,
they consider discrete-time sequential models of competition,
which are difficult to estimate accurately from real world
data [29], [30], [12]. Instead, we model competition using
a continuous-time asynchronous model, designed to naturally
fit the event data we record (i.e., the times in which users
use products). Second, they consider each user to adopt only
one contagion (be it a product, a meme, rumor, opinion or
disease), the one she adopted first, and use it only once. In
contrast, we allow users to use it once or several times and
adopt different competing contagions simultaneously. That is,
we model users’ frequency of use, and how this frequency
depends on what users observe over time. Hence, we are able
to model non-progressive phenomena [6]. Third, they only
allow for pairwise interactions between contagions, being able
to study competition between only two different products. In
contrast, we consider n-ary interactions, which consider the
interactions/competition among all the competing products in
the network.
Repeat online behavior have been studied in the specific
contexts of repeat queries in web search [31], [32] or repeat
website visits [33], [34]. Only very recently, Anderson et al. [7]
propose a fairly general discrete-time model of online recon-
sumption of goods, such as songs or movies, and experiences.
However, this line of work does not model social influence
nor competition and typically focus on goods, experiences or
behaviors a user may get satiated or bored of, rather than
products a user may repeatedly keep using for long periods
of time.
Last, Hawkes processes have been also applied to a
large variety of problems in which self-excitement plays a
fundamental role: earth quake prediction [35], crime predic-
tion [36], computational neuroscience [37], or high frequency
trading [38]. However, to the best of our knowledge, Hawkes
processes have not been applied in the context of adoption and
usage of competing products.
II. PROPOSED MODEL
?fiIn this section, we formulate our probabilistic model of
adoption and frequency of use of competing products. We start
by revisiting the foundations of temporal point processes, and
then describe the specifics of our model.
A. Temporal Point Processes
A temporal point process is a random process whose
realization consists of a list of discrete events localized in
time, {ti} with ti ∈ R+ and i ∈ Z+. Many different types
of data produced in online social networks and the Web can
be represented as temporal point processes, e.g., the times
when a user uses a product. A temporal point process can be
equivalently represented as a counting process, N(t), which
records the number of events before time t, e.g., the number
of product use events before time t. Let the history H(t) be the
list of times of events {t1, t2, . . . , tn} up to but not including
time t. Then, in a small time window dt between [0, t), the
number of observed event is
dN(t) =
∑
ti∈H(t)
δ(t− ti) dt, (1)
where δ(t) is a Dirac delta function, and hence N(t) =∫ t
0
dN(s). It is often assumed that only one event can happen
in a small window of size dt, and hence dN(t) ∈ {0, 1}.
An important way to characterize temporal point processes
is via the conditional intensity function — the stochastic model
for the time of the next event given all the times of previous
events. The conditional intensity function λ∗(t) (intensity, for
short) is the conditional probability of observing an event in a
small window [t, t+ dt) given the history H(t), i.e.,
λ∗(t)dt = P {event in [t, t+ dt)|H(t)} , (2)
where ∗ means that the function λ∗(t) may depend on the
history H(t). Based on the intensity, one can obtain the
conditional expectation of the number of events in the windows
[t, t+ dt) and [0, t), respectively, as
E[dN(t)|H(t)] = λ∗(t) dt, and (3)
E[N(t)|H(t)] =
∫ t
0
λ∗(τ) dτ (4)
The functional form of the intensity λ∗(t) is often designed
to capture the phenomena of interests [39]. For example,
the following forms have been argued for in the information
propagation and social influence literature [40], [11], [30],
[41]:
• Poisson process. The intensity is assumed to be indepen-
dent of the history H(t) and constant, i.e.,
λ∗(t) = λ, (5)
where λ > 0 is a scale parameter.
• Weibull renewal process. The intensity is assumed to be
dependent only on the last event tn ∈ H(t) before t, i.e.,
λ∗(t) = k(t− tn)k−1λk > 0, (6)
where k > 0 is a shape parameter and λ > 0 is a scale
parameter. Remarkably, if the shape parameter is less than
1, then the inter-event time distribution is heavy-tailed, as
observed in real social activity data [16].
• Hawkes Process. The intensity captures a mutual excita-
tion phenomena between events, i.e.,
λ∗(t) = µ+ α
∑
ti∈H(t)
gω(t− ti), (7)
where gω(t) is a nonnegative triggering kernel such that
gω(t) = 0 for t < 0, µ > 0 is a baseline intensity inde-
pendent of the history, and the summation of kernel terms
is history dependent and a stochastic process by itself.
Here, the occurrence of each historical event increases
the intensity by a certain amount α > 0.
Now, given a time t′ > t, we can also characterize the
conditional probability that no event happens during [t, t′) and
the conditional probability density that an event occurs at time
t′ using the intensity λ∗(t) by means of the following well-
known relationships [39]:
S∗(t′) = exp
(
−
∫ t′
t
λ∗(τ) dτ
)
, and (8)
f∗(t′) = λ∗(t′)S∗(t′). (9)
With these two quantities, we can express the log-likelihood of
a list of event times {t1, t2, . . . , tn} in an observation window
[0, T ) with T > tn as
L =
n∑
i=1
log λ∗(ti)−
∫ T
0
λ∗(τ) dτ, (10)
which will be useful for learning the parameters of our model
from observed data. With the above background in temporal
point processes, we can now proceed to detail the formulation
of the proposed model for product adoption and frequency of
use, including our choice of specific functional form for the
intensity λ∗(t).
B. Model for Product Adoption
Given a social network G = (V, E) and a set of (related)
competing products P , we model the generation of product use
events by users in the network using temporal point processes.
Here, we record each event as a triple
e := ( u
↑
user
,
product
↓
p, t
↑
time
), (11)
where the triplet means that the user u ∈ V used product p ∈ P
at time t. We assume that we can observe the triple e for every
product use and there are not attribution problems. Given a list
of use events {e1 = (u1, p1, t1), . . . , en = (un, pn, tn)} up to
time t, the history Hu(t) of product use events by user u is
Hu(t) = {ei = (ui, pi, ti)|ui = u and ti < t}, (12)
and the history Hup(t) of use events of product p by user u
is
Hup(t) = {ei = (ui, pi, ti)|ui = u, pi = p and ti < t}. (13)
Finally, the entire history of product use events is denoted
as H(t) := ∪u∈VHu(t). Note that each node u does not
necessarily use all products P and can use a specific product
p once or several times.
Now, we use a set of counting processes, one for each
user and product, to record the generated product use events.
More specifically, we denote the set of counting processes as
a matrix N(t) of size |G| × |P| for each fixed time point t.
The (u, p)-th entry in the matrix, Nup(t) ∈ {0} ∪ Z+, counts
the number of times user u used product p up to time t. That
is, Nup(t) = |Hup(t)| is the size of the history Hup(t). Then,
we can characterize the users’ product usage over time using
their corresponding intensities as
E[dN(t) |H(t)] = Λ∗(t) dt, (14)
where the matrix dN(t) := ( dNup(t) )u∈V,p∈P contains the
number of product use events per user and product in the
window [t, t+dt), and the matrix Λ∗(t) := ( λ∗up(t) )u∈V,p∈P
contains the intensities associated to all the user-product
pairs at time t. The sign ∗ means that the intensity matrix
Λ∗(t) depends on the history H(t) and each particular in-
tensity λ∗up(t) depends on the history node u is exposed to,
∪v∈N (u)∪{u}Hv(t), where N (u) = {v ∈ V|(v, u) ∈ E}
denotes the nodes u follows (i.e., her neighbors). In the next
section, we specify the functional form of the intensities that
accounts for both recency and social influence.
C. Intensity for Product Adoption
To model the intensities, Λ∗(t), for product use events, we
leverage the multivariate version [9] of the Hawkes process
defined by Eq. 7. However, in our work, we modify the original
definition of Hawkes processes to allow for both excitation
and inhibition phenomena between product use events [42]. In
particular, each intensity λ∗up(t) takes the following form:
λ∗up(t) := µp︸︷︷︸
spontaneous use
+
|P|∑
l=1
alp
∑
ei∈Hul(t)
gω(t− ti)︸ ︷︷ ︸
recency
+
|P|∑
l=1
blp
∑
v∈N (u)
∑
ei∈Hvl(t)
gω(t− ti)︸ ︷︷ ︸
social influence
,
(15)
The first term µp > 0 denotes the base event intensity,
which models the spontaneous adoption of a product by a
user on her own initiative. In other words, it models adoptions
due to other factors different than recency or social influence.
The second term models recency, where alp ∈ R denotes
the influence that a previous use of a product l by the user
has on her intensity for product p. The third term models the
0 20 40 60 80
Poisson
True
Our model
day
(a) Burstiness
0 20 40 60 80
Poisson
True
Our model
day
 
 
RT
via
(b) Product switch
Fig. 1. Example of event burstiness and product competition. Our model is able to generate bursts and product switches due to considering mutual excitation
and inhibition between events in the intensities, given by Eq. 15, while Poisson processes fail to do so. Since product uses are realizations of a (stochastic)
temporal point process, one cannot expect to precisely match the timing of each individual event.
propagation of peer influence over the network. Here, blp ∈ R
denotes the influence that a previous use of a product l by
one of her neighbors has on the user’s intensity for product p.
Intuitively, one may expect that app, bpp > 0, since previous
uses of a product may increase the probability that a user
uses the same product in the future, while alp, blp 6 0,
l 6= p, since previous uses of a product may decrease the
probability that a user use a competing product in the future.
For conciseness, we stack all the model parameters in a vector
and two matrices, i.e., µ := (µ)p∈P , A = (alp)l,p∈P and
B = (blp)l,p∈P . Finally, the triggering kernel gω(t) models
the decay of influence over time. Here, for simplicity, we
opt for an exponential kernel gω(t) := exp(−ωt)I[t > 0].
However, since our inference method does not depend on this
particular choice, one may decide to use more complicated
kernels with some desirable characteristics [14] or perform
a non-parametric estimation of the kernels [43]. Remarkably,
using exponential kernels allow for slightly more efficient
likelihood evaluations and, as a result, more efficient model
simulation and estimation, as discussed in Sections III and IV.
III. MODEL SIMULATION
In this section, we first describe an efficient sampling me-
thod for our model of product adoption and then elaborate on
the temporal patterns described in related literature [17] that
our model is able to reproduce.
A. Simulation method
We simulate samples (product usages) from our model
by leveraging Ogata’s thinning algorithm [15]. However, an
off-the-shelf implementation of Ogata’s algorithm would need
O(n2|V|2) operations to draw n samples. Here, we first exploit
the sparsity of social networks: whenever we sample a new
product use event from the model, only a small number of
intensity functions, in the local neighborhood of the node that
used the product, changes. As a consequence, we do not have
to re-evaluate all intensity functions. Moreover, for exponential
trigger kernels, each time we re-evaluate an intensity function,
we exploit the properties of the exponential function to do so
in O(1): let t1 and t2 be two consecutive events, then, we can
compute each intensity λ∗up(t2) as (λ
∗
up(t1)−µp) exp(−ω(t2−
t1)) + µp.
The complete simulation algorithm is summarized in Algo-
rithm 1, which needs O(nd|V|) operations to draw n samples,
where d is the maximum number of neighbors per node. Note
that, since the model parameters (alp)l,p∈P and (blp)l,p∈P may
take negative values, it may happen that λ∗up(t) < 0 for some
time t. In those cases, as proposed by Ogata [42], we set λ∗up(t)
to zero.
B. Properties of the simulated product adoption
By modeling recency and social influence, our model is
able to generate realistic collections of product use events,
which obey several temporal patterns observed in real social
activity data [16], [17]. Here, we pay attention to two of these
temporal patterns, which alternative models based on Poisson
processes or Weibull renewal processes fail to capture:
• Bursts. Social events are characterized by bursts of
rapidly occurring events separated by long periods of
inactivity [16]. In our Twitter dataset (Refer to Sec-
tion VI), we also find such bursts of events, for example,
Figure 1(a) shows the times (in black) in which a user
used url shortening services (e.g., ‘bit.ly’). Remarkably,
our model (in red) is able to mimic such bursts of events
while alternative models, such as Poisson processes (in
blue), fail to do so. Here, we trained the parameters
of both models using the user’s real events (Refer to
Section IV). Our model is able to generate bursts due
to considering mutual excitation and inhibition between
events in the intensities, given by Eq. 15.
• Product Switches. A person who uses a product may
decide to switch to a competing product due to multiple
factors, including social influence [17]. In our Twitter
dataset (Refer to Section VI), we often find users that
decide to switch products, for example, Figure 1(b) shows
the times (in the center) in which a user switch from one
retweet convention, ‘RT’ (in red), to another, ‘via’ (in
blue). Our model (in the top) is able to generate such a
product switch while a Poisson process (in the bottom)
does not succeed. Again, we trained the parameters of
both models using the user’s real events (Refer to Sec-
tion IV). Our model is able to generate product switches
because it models competition by considering inhibition
between events in the intensities, given by Eq. 15.
We remark that here our goal here is to show that our model
can generate product use events obeying several temporal
patterns observed in real social activity . However, since
product uses are realizations of a (stochastic) continuous-time
Algorithm 1 Efficient Model Simulation
Initialization: nup = 0 for u = 1, . . . , |V|, p = 1, . . . , |P|
1: I∗ ← I |V|×|P|(t0)←
∑|V|
u
∑|P|
p λ
u
p(t0)
Generate first event:
2: Generate q ∼ U[0,1] and s← t0 − 1I∗ ln(q)
3: if s > T , then go to last step.
4: else Attribution Test:
i) Sample d ∼ U[0,1]
ii) Choose u and p such that I
up−1(t0)
I∗ < d ≤ I
up(t0)
I∗
iii) Set t1 ← tup1 ← s, i← 1 and nup ← 1
General subroutine:
5: while s < T do
6: I∗ ← I |V|×|P|(ti) +
∑|P|
pl a
u
pl +
∑
u′∈N (u) b
u′
pl
7: Generate q ∼ U[0,1]
8: Update s← ti − 1I∗ ln(q)
9: if s > T , then go to last step
10: else Attribution-Rejection Test:
i) Sample d ∼ U[0,1]
ii) if d ≤ I|V|×|P|(s)I∗ , then
- Choose u and p such that
Iup−1(t0)
I∗ < d ≤ I
up(t0)
I∗
- Set ti+1 ← tupnup+1 ← s, i← i+ 1
and nup ← nup + 1
iii) else
- Update I∗ ← I |V|×|P|(s) and go to step 8.
end while
11: Output: Retrieve the simulated process
({tupi })u=1,...,|V|,p=1,...,|P| on [t0, T ]
temporal point process, one cannot expect to precisely match
the timing of each individual event.
IV. MODEL PARAMETER ESTIMATION
In this section, we show how to efficiently learn the param-
eters of our model using a set of historical product use events.
Given a collection of product use events H(T ) = {(ui, pi, ti)}
recorded during a time period [0, T ) in a social network
G = (V, E), our goal is to find the optimal parameters
µ, A and B by solving a regularized maximum likelihood
estimation (MLE) problem. To this end, we first compute the
log-likelihood of the recorded events, using Eq. 10, as follows:
L(µ,A,B) =
∑
ei∈H(T )
log λ∗uipi(ti)−
∑
u∈G
∑
p∈P
∫ T
0
λ∗up(τ) dτ.
(16)
where we can further express the integral terms as:
∫ T
0
λ∗up(τ) dτ = Tµp +
|P|∑
l=1
alp
∑
ei∈Hul(t)
Gω(T − ti)
+
∑
v∈N (u)
|P|∑
l=1
blp
∑
ei∈Hvl(t)
Gω(T − ti),
(17)
where Gω(t) =
∫ t
0
gω(t
′)dt′.
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Fig. 2. Performance of our model estimation method in three Kronecker
networks. We set the number of nodes in the three networks to 512 users
and the number of edges to 2,040 (Core-Periphery), 4,608 (Hierarchical) and
7,669 (Random).
Then, we can formulate the regularized MLE problem as:
minimize
µ,A,B
− L(µ,A,B) + βR(µ,A,B),
subject to µp ≥ 0,
(18)
where the first term is the negative log-likelihood of the events
and the second term is the regularization term, being β the
parameter that controls the trade-off between these two terms.
As long as we choose a convex regularizer, it is easy to show
that this regularized MLE problem is jointly convex in µ, A
and B by using linearity, composition rules for convexity, and
the concavity property of the logarithm. Hence, the global opti-
mum can be found by many well-known algorithms [13], [14].
In practice, we solved Eq. 18 with CVX, a software package
for specifying and solving convex programs [44], and used a
quadratic regularizer, R(µ,A,B) = ‖µ‖22 + ‖A‖22 + ‖B‖22,
which we found to work well in practice.
For simplicity, we have described the model using the
same model parameters, µ, A and B, for all users. However,
in our experiments, we use different model parameters, µu,
Au and Bu, for each user. By doing so, we can decompose
the model estimation procedure into |V| × |P| independent
maximum likelihood estimation problems, one per user u and
product p. We can solve each subproblem in parallel, obtaining
local solutions that are globally optimal. Additionally, under
exponential kernels, we can precompute all sums of triggering
kernels and integrals of triggering kernels for each subproblem
in linear time, i.e., O(|Hu(T )| + | ∪v∈N (u) Hv(T )|), by
exploiting the properties of the exponential function, similarly
as described in Section III. As a result, our model estimation
procedure scales to networks on the order of hundreds of
thousands of nodes.
V. EXPERIMENTS ON SYNTHETIC DATA
In this section, we validate our model using synthetic
networks and product use event data. In particular, we will
demonstrate that our model estimation method can accurately
recover the true model parameters from historical event data
using synthetic data.
A. Experimental setup
We generate three types of synthetic networks using a
well-known model of directed social networks, the Kro-
necker graph model [45]: (i) core-periphery networks [46]
100 102 104 106
0
1000
2000
3000
# of events
# 
of
 u
se
rs
 
 
URL uses
URL exposures
RT uses
RT exposures
(a) Events
0 1 2 3 4 5 6 7
0
1000
2000
3000
# of products
# 
of
 u
se
rs
 
 
URL uses
URL exposures
RT uses
RT exposures
(b) Products
Fig. 3. Product use event statistics. Panel (a) shows the number of users that
generated (solid lines) or got exposed to (dashed lines) at least x use events
during the considered 4-month period. Panel (b) shows the number of users
that used (solid lines) or got exposed to (dashed lines) at least x different
products during the considered 4-month period.
(parameter matrix: [0.9, 0.5; 0.5, 0.3]), (ii) hierarchical net-
works [47] ([0.9, 0.1; 0.1, 0.9]), and (iii) random networks
([0.5, 0.5; 0.5, 0.5]). Then, for each network, we assume there
are two competing products, and set the model parameters
for each product and node in the networks as follows. First,
we draw {aupp} and {bupp} from U(0, 1) and {aulp}l 6=p and
{bulp}l 6=p from U(−1, 1). Then, we allow for a small set of
users to have a baseline parameter greater than zero, and
draw their baseline parameters from the uniform distribution
U(0, 1). Finally, for each network, we generate and record a
set of 100,000 events using our efficient sampling method,
summarized in Algorithm 1. Now, given the times when each
user used any of the two products, our goal is to find the
true model parameters µu, Au, and Bu for each user u, by
solving the regularized maximum likelihood estimation (MLE)
problem defined in Eq. 18.
B. Model Estimation
We evaluate our model estimation method by comparing
the inferred and true parameters in terms of the mean squared
error (MSE), E
[
(x− xˆ)2
]
, where x is the true parameter
and xˆ is the estimated parameter. Figure 2 shows the MSE
against average number of events per user for three Kronecker
networks, where we set the regularization parameter β = 10
and the parameter of the triggering kernels ω = 1. We observe
that the MSE decreases as the average number of events
per user increases, reaching values below 0.18 for the three
networks once we observe ∼200 product use events per user
in average. It is important to note that even though the networks
have very different global network structures, the performance
of our estimation method is remarkably stable and does not
seem to depend on the structure of the network.
(a) Average prediction probability across all
users.
Data Our model Poisson Weibull Recency [7]
URL 0.83 0.64 0.45 0.78
RT 0.82 0.65 0.78 0.81
(b) Percentage of users for which each model
achieves the maximum prediction probability.
Data Our model Poisson Weibull Recency [7]
URL 81.6% 32.8% 58.2% 41.3%
RT 89.1% 45.2% 76.3% 57.3%
TABLE I. PREDICTION PROBABILITY.
VI. EXPERIMENTS ON REAL DATA
In this section, we validate our model using real-world
networks and product use event data. We first show that our
model can accurately predict product use events in real-world
data gathered from Twitter [18], significantly outperforming a
state of the art method [7] and two baselines. We then use
our model to derive insights into some of the factors driving
product adoption and frequency of use, i.e., social influence,
recency and product competition.
A. Experimental Setup
We use data gathered from Twitter as reported in previous
work [18], which comprises of 1.7 billion public tweets posted
by 52 million users during a three year period, from March
2006 to September 2009. Importantly, this dataset is complete,
meaning that it contains all public tweets posted before the
end of September 2009. Based on this raw data, we build
two dataset of product use events. In the first dataset, we
track every use event of the seven most popular (used) url
shorteners [5]: Bitly, TinyURL, Isgd, TwURL, SnURL, Doiop
and Eweri. Url shorteners existed before Twitter, however, by
constraining the number of characters per message, Twitter
increased the proliferation of new url shorteners as well as
their usage. In the second dataset, we track every use event
of the seven most popular retweet conventions1 [19]: RT,
via, HT, retweet, retweeting, the symbol and R/T. Retweet
conventions emerged organically during the first few years of
Twitter and until November 2009, when Twitter rolled out an
official built-in retweet button. In both cases, the functionality
(or quality) of each competing product is similar, therefore, one
may expect social influence, recency and competition factors
to play a more significant role than product quality [7]. This
allows us to directly observe and quantify the impact of each
of these factors in the behavior pattern of each user in the
network. It would be also interesting to consider competing
products with clearly different quality and augment our model
to incorporate product quality as a covariate in the product
intensity defined by Eq. 15.
For each of the two datasets, we experiment with four
consecutive (arbitrary) months of product event data2, where
1The way Twitter users indicated back in 2009 that a tweet was being
retweeted (or forwarded). Here, we think of different retweet conventions as
competing products.
2January 15 to May 15 for url shorteners; February 1 to May 31 for retweet
conventions.
(a) Average test log-likelihood per event across
all users.
Data Our model Poisson Weibull
URL −1.09 −3.28 −1.18
RT 2.11 −3.96 −1.76
(b) Percentage of users for which each model
achieves the maximum average test log-
likelihood per event.
Data Our model Poisson Weibull
URL 80.2% 4.1% 15.7%
RT 94% 0% 6%
TABLE II. AVERAGE TEST LOG-LIKELIHOOD.
we filter out users that join Twitter less than one month
before the start of the period, do not use any product after the
period, or generate less than 100 product use events during the
whole three years of data, and focus on the 3,000 most active
users (within the period) and their neighbors. We build each
user’s neighborhood using the interactions via @-messages;
we create a directed edge (i, j) as soon as user j mentions
user i in a tweet, since this provides evidence that user j is
paying attention to user i [48]. Then, we assume node i got
exposed only to product use events from node j that occurred
later than this first mention, as argued in previous work [49].
Here, one could think of building each user’s neighborhood
by simply considering all the users she follows, however, this
would require obtaining the times in which each user starts
following others, and these times are currently not provided by
the Twitter public API [50]. In the remainder of the section,
for each dataset, we employ the first three months of data as
training set, and the last month as test set.
Figure 3 provides general statistics on the number of events
users generate and are exposed to through her neighbors in
both datasets. We find that ∼ 35% of the url shortener users
and ∼ 75% of the retweet convention users use three or more
products. Moreover, retweet conventions users are exposed to
a larger number of product use events and products than url
shorteners users.
B. Implementation and scalability
We developed an efficient distributed implementation of
our model estimation method, described in Section IV, and de-
ployed it in a cluster with 1,000 CPU cores. This allowed us to
efficiently model thousands of users. Although we considered
five url shorteners and retweet conventions, in practice, due to
the cross validation step of the regularization parameter β and
the triggering kernel parameter ω, we experimented with 38
different configurations per product and user. Therefore, since
we modeled 3,000 users for both url shortener and retweet
conventions, the analysis involved estimating over 50 million
model parameters by solving 1,140,000 (3,000× 5× 38× 2)
convex optimization problems, in which the number of events
in the objective function spans from 0 to hundreds of events.
Remarkably, for each optimization problem, we can precom-
pute the sums of triggering kernels and integrals of triggering
kernels in a time linear in the number of events a user is
exposed to, as discussed in Section IV. As a consequence, the
overall fitting procedure for a very active user never took more
than a few seconds and, for a less active user, it often took
only a few milliseconds.
C. Product use event prediction
We evaluate the performance of our model in comparison
with one state of the art method [7] (‘Recency’), which is the
only approach in the literature that deal with recurrent usages
of products and not only for single adoptions, and therefore
allows for fair comparison with ours. We also compare our
model to two baselines, a memoryless Poisson process (‘Pois-
son’) [51] and a Weibull renewal process (‘Weibull’) [16].
The Recency model is a discrete time model that considers
a product from t events ago to be reused with a probability
proportional to a function of t. Poisson and Weibull are
continuous time models that consider, respectively, a constant
(memory-less) intensity, as defined in Eq. 5, and an intensity
that depends on the last event, as defined in Eq. 6. For each
user, we fit all models using maximum likelihood estimation.
In our model, we set the regularization parameter β and
the decay function parameter ω via cross-validation. In the
Recency model, we consider a memory equal to five events.
Then, we use three different evaluation measures to com-
pare our model to the other three models:
I. Prediction Probability: For each user and (trained)
model, we predict the identity of the product associated
to each true event in her test set by evaluating and rank-
ing the likelihoods (probability for the Recency model)
associated to each product at the test event and taking the
top-1 product. The prediction probability is then defined
as the probability that the true and the predicted identity
for each product use test event coincide. This evaluation
measure has been used previously by the authors of the
Recency method [7].
II. Average Test Log-likelihood: For each user and
continuous-time (trained) model, we compute the average
log-likelihood per event in the test set. This allows us to
assess how well each continuous-time model fits the true
times of each test event – in other words, its goodness
of fit. Note that we compute the log-likelihood over the
test data, not the training data, to measure how well
each model generalizes to the data. Here, we cannot
compute the average test log-likelihood for the discrete-
time Recency model, since it does not model the actual
time of each product use event.
III. AIC: For each user and continuous-time (trained) model,
we compute the AIC [52] (Akaike information criterion).
The AIC is given by AIC = 2Np− 2L, where Np is the
number of model parameters and L is the average log-
likelihood evaluated in the training set. AIC quantifies the
trade-off between the goodness of fit for the true times
of each training event and the complexity of the model
and thus has been typically used for model selection.
The preferred model is the one with the minimum AIC
value. As with the average test log-likelihood, we cannot
compute the AIC for the discrete-time Recency model,
since it does not model the actual time of each product
use event.
Table I(a) shows the average production prediction proba-
bility across all users. Our model outperforms the Recency
(a) Average AIC across all users. Lower is better.
Data Our model Poisson Weibull
URL −430.4 −6.4 −66.6
RT −44.6 25.5 24.5
(b) Percentage of users for which each model
achieves the maximum AIC.
Data Our model Poisson Weibull
URL 65% 2.5% 32.5%
RT 66.8% 6.1% 27.1%
TABLE III. AKAIKE INFORMATION CRITERION (AIC).
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Fig. 4. An example of external intervention. On May 6th, 2009, Twitter
changed the default url shortener from ‘tinyurl.com’ to ‘bit.ly’.
model and both baselines for both url shorteners and retweet
conventions. At first, one may think that the improvement with
respect to the Recency model is small3, however, Table I(b)
demonstrates that our model consistently achieves the highest
prediction probability for each individual user by showing
the percentage of users for which each model provides the
maximum product prediction probability across all models. In
terms of individual users, our model beats the second best, the
Weibull model, by more than 20% for url shorteners and more
than 10% for retweet conventions while the Recency and the
Poisson models achieve an underwhelming performance. Here,
note that the percentages sum up more than 100% because
whenever we encounter a user that generate a few use events
during the test period, several models often provide the same
maximum prediction probability.
Table II(a) shows the average test log-likelihood per event
across users. Our model outperforms both continuous-time
baseline models for url shorteners and retweet conventions.
Moreover, Table II(b) demonstrate that our model consis-
tently achieves the highest average log-likelihood across the
continuous-time models for each individual user by showing
the percentage of users for which each model provides the
maximum test log-likelihood. In particular, our model is the
best fit for as much as 80.2% and 92% of url shortening
3The difference is statistically significant (p =).
(a) URL shortening services
Product µup > 0 a
u
pp > 0 b
u
pp > 0
Bitly 100% 39.2% 39.4%
Tiny URL 100% 89.1% 82.3%
Isgd 0% 16.3% 23.6%
TwURL 0% 11.2% 19.9%
SnURL 0% 2.9% 3.6%
(b) Retweet conventions
Convention µup > 0 a
u
pp > 0 b
u
pp > 0
RT 20.5% 94.9% 89.2%
via 15% 59.6% 66.5%
HT 25.4% 60.2% 67.2%
retweet 11.1% 4% 7.5%
retweeting 3.9% 3.2% 4.8%
TABLE IV. PERCENTAGE OF USERS WITH PARAMETERS µup > 0,
aupp > 0 AND a
u
pp > 0.
services and the retweet conventions users, respectively. Note
that probability densities of continuous random variables can
be larger than 1, and thus test log-likelihoods be larger than 0
(e.g., our model achieves an average test log-likelihood value
of 2.11 for retweet conventions).
Table III(a) shows the average AIC across users and
Table III(b) the percentage of users for which each model
provides the minimum AIC. Our model beats both continuous-
time baseline models in more than 65% of the users. Hence,
we can conclude that our model is not only the model with
the best performance in terms of product prediction probability
and test log-likelihood, but it also provides the best trade-off
between goodness of fit and model complexity.
D. External interventions
We have shown the effectiveness of our model at predicting
the adoption and frequency of use of competing products.
However, what if there is a sudden exogenous change, which
cannot be explained through social influence, recency and
product competition? For example, on May 6th, 2009, Twitter
changed the default url shortener from ‘tinyurl.com’ to ‘bit.ly’,
triggering a significant increase (decrease) on the amount of
new adopters of ‘bit.ly’ (‘tinyurl.com’) shortly afterwards, as
illustrated by Fig. 4(a). Can we at least detect such a change
once it happened? As Figure 4(b) demonstrates for the above
mention example, such change is easily identifiable by means
of the average test log-likelihood per event across users, which
drops dramatically. Therefore, once a change is detected, by
means of the average log-likelihood per event, one may decide
to re-train the model.
E. Social influence, recency and competition
We conclude our experiments by exploring the properties
of the inferred users’ parameters on real data both qualitatively
and quantitatively. By doing so, we aim to gain insights into
some of the factors driving adoption and frequency of use of
competing products. Here, we focus on the five most popular
url shorteners and retweet conventions, since the parameters
of the two less popular shorteners and retweet conventions are
hardly ever different than zero.
(a) URL shortening services
HHHl
p Bitly Tiny URL Isgd TwURL SnURL
Bitly 58.8% 9.7% 7.2% 1.3%
Tiny URL 2.64% 1.1% 0.5% 0.2%
Isgd 28.2% 80.8% 9.2% 1.4%
TwURL 33% 81.8% 21.6% 2.8%
SnURL 36.6% 87.9% 24.6% 13.8%
(b) Retweet conventions
HHHl
p RT via HT Retweet Retweeting
RT 1.6% 1% 0.1% 0.1%
via 25.8% 10.7% 3.3% 2.6%
HT 22.2% 12.9% 2.5% 2.3%
Retweet 52% 45.2% 40% 1.6%
Retweeting 54.3% 62% 62.5% 4.4%
TABLE V. PERCENTAGE OF USERS WITH PARAMETERS aulp < 0.
We start by comparing spontaneous adoption (by means
of µup ), recency (a
u
pp) and (positive) social influence (b
u
pp) on
the adoption and frequency of use of a product. Table IV
summarizes the results, by showing the percentage of users for
which µup , a
u
pp and b
u
pp are greater than zero for url shorteners
and retweet conventions. We find clear differences between
url shorteners and retweet conventions, which we summarize
next. On the one hand, Table IV(a) indicates that, for the
3,000 users under study, spontaneous adoption dominates over
recency or (positive) social influence to explain the use of
popular shorteners (‘bitly’ and ‘tinyurl’). In contrast, less
popular shorteners (‘isgd’, ‘twurl’ and ‘snurl’) are never used
by spontaneous adoption but first used by (positive) social
influence and then re-used by recency. On the other hand,
Table IV(b) indicates that recency and (positive) influence
dominate over spontaneous adoption to explain the use of
popular retweet conventions (‘RT’, ‘via’ and ‘HT’). In contrast,
spontaneous adoption, social influence and recency have a
comparable strength on the adoption and use of less popular
retweet conventions (‘retweet’ and ‘retweeting’).
Next, we investigate competition (or inhibition) between
products. Tables V and VI summarize the results, by showing
the percentage of users for which aulp and b
u
lp (for l 6= p) are
smaller than zero. Here, each value can be viewed as a measure
of the degree of inhibition that an event of the product in the
row entails on the usage of the products in each column. We
find several interesting patterns, which we summarize next.
First, if we pay attention to the last rows of each table,
which correspond to less popular products and conventions,
we conclude that using one of these products or conventions
has a strong inhibitory effect on using more popular product
or conventions. Second, we find that ‘bit.ly’ has a stronger
inhibitory effect on ‘tinyurl.com’ but ‘tinyurl.com’ does not
have almost any effect on ‘bit.ly’. This may indicate that even
before the change of default service from ‘tinyurl.com’ to
‘bit.ly’ on May 6th, ‘bit.ly’ was already a strong competitor
to ‘tinyurl.com’. Finally, if we compare the inhibitory effect
of previous product events by a user herself (aulp) and her
neighbors (bulp), we find qualitatively similar values.
(a) URL shortening services
HHHl
p Bitly Tiny URL Isgd TwURL SnURL
Bitly 30.6% 2.6% 4.6% 0.6%
Tiny URL 6.5% 1.8% 4% 0.3%
Isgd 30.1% 86.4% 7.2% 0.9%
TwURL 29.7% 82.6% 15.6% 1.6%
SnURL 31.5% 81.9% 17.9% 10.5%
(b) Retweet convention
HHHl
p RT via HT Retweet Retweeting
RT 2.1% 1% 0.2% 0.1%
via 27.6% 1.8% 0.6% 0.6%
HT 26.5% 1.3% 0.5% 0.6%
Retweet 56.6% 47.2% 19.6% 1.6%
Retweeting 64.3% 61.1% 55.5% 2.6%
TABLE VI. PERCENTAGE OF USERS WITH PARAMETERS bulp < 0.
VII. CONCLUSIONS
We have developed a probabilistic model, based on tem-
poral point processes, for the adoption and frequency of use
of competing products in online social networks. By modeling
recency, social influence and product competition, our model
is able to generate realistic collections of product use events,
obeying several temporal patterns observed in real online social
activity, as well as predict product use events more accurately
than alternatives.
Our work also opens many interesting venues for future
work. For example, we have modeled the decay of the influ-
ence of an event over time using exponential triggering kernels
gω(·) and considered linear intensities with constant baseline
rates. However, this is implicitly considering one characteristic
time scale, which may be unrealistic in some scenarios. A natu-
ral follow-up to potentially improve the accuracy of our model
would be considering more complex triggering kernels [14],
performing a non-parametric estimation of the kernels [43],
assuming time-varying baselines rates [39] or extending the
model to incorporate nonlinearities [53]. We have considered
considered products and contagions with similar functionalities
(or qualities) in order to study the impact of social influence,
recency and competition play in the users’ decisions. How-
ever, as future work, it would be also interesting to consider
competing products with clearly different quality and augment
our model to explicitly incorporate product quality. Moreover,
we have built each user’s neighborhood using the interactions
via @-messages and considered each neighbor to have the
same influence on a user. It would be interesting to build each
user’s neighborhood using the actual follower network and
consider each neighbor to have different influence4. Finally,
our experimental validation relies on data gathered exclusively
from Twitter, it would be interesting to evaluate our model in
other microblogging (Weibo, Tumblr) and social networking
(Facebook, G+) sites.
4This would require obtaining the times in which each user starts following
others and, unfortunately, these times are currently not provided by the Twitter
public API [50].
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