This paper introduces a class of higher-order networks called pi-sigma networks (PSNs). PSNs are feedforward networks with a single \hidden" layer of linear summing units, and with product units in the output layer. A PSN uses these product units to indirectly incorporate the capabilities of higher-order networks while greatly reducing network complexity. PSNs have only one layer of adjustable weights and exhibit fast learning. A PSN with K summing units provides a constrained K-th order approximation of a continuous function. A generalization of the PSN is presented that can uniformly approximate any measureable function.
Introduction
Feedforward networks based on single layer of linear threshold logic units exhibit fast learning, but have limited capabilities. For instance, the simple perceptron can realize a linearly separable dichotomy in a nite number of learning steps, but does not converge or form nonlinear decision regions for all other problems 2]. The Adaline tries to nd a solution which minimizes a mean square error objective by using a gradient descent learning algorithm to adjust the weights 3, 4] . However, its discrimination capability is also limited to linearly separable problems as in the case of the single layered perceptron. The fraction of dichotomies that are linearly separable drastically reduces with increase in input dimension 5]. Moreover, many real problems involve approximating non-linear functions or forming multiple nonlinear decision regions. This limits the applicability of simple single-layered networks of linear threshold units.
The addition of a layer of hidden units dramatically increases the power of layered feedforward networks. Indeed, networks with a single hidden layer using arbitrary squashing functions are capable of approximating any measurable function from one nite dimensional space to another to any desired degree of accuracy, provided su ciently many hidden units are available 6]. In particular, the multilayered perceptron (MLP) using the \backpropagation" learning algorithm has been successfully applied to many applications involving function approximation, pattern recognition, prediction and adaptive control. However, the training speeds for MLP are typically much slower than those for feedforward networks comprising of a single layer of linear threshold units due to backpropagation of error induces by multilayering.
In an orthogonal direction, higher-order correlations among input components can be used to construct a higher-order network to perform nonlinear mappings using only a single layer of units 7] . The basic building block of such networks is the higher-order processing unit (HPU), a neural-like element whose output y is given by 7, 8, 9] : y = (w 0 + X j w j x j + X j;k (j k)
w jk x j x k + X j;k;l (j k l)
w jkl x j x k x l + );
where ( ) is a suitable activation or transfer function such as sigmoid or hyperbolic tangent, x j is the j-th component of input vector x, w jkl is an adjustable weight from product of input components x j ; x k ; x l ; to the output unit, and w 0 is an adjustable threshold.
A single layer HPU network comprises of one or more HPUs that share the same input units. The order of a single layer HPU network is the highest order of any of the constituent HPUs. The output of a k-th order single layer HPU is a nonlinear function of up to k-th order polynomials.
Since these networks do not have hidden layers, fast learning schemes such as Hebbian or perceptron type rules can be used 7] . Higher-order correlations enable these networks to learn geometrically invariant properties more easily 7] . Unfortunately, the number of weights required to accommodate all higher-order correlations increases exponentially with the input dimension, N. In fact, a K-th order HPU with a single output needs a total of K X i=0 N + i ? 1 i
weights if all products of up to K components are to be incorporated 2]. Also, the number of additional links required to raise the order from K to K+1 increases rapidly with K. Consequently, typically only second order networks are considered in practice 1 . Such a restriction to the order of the network leads to a reduction in the mapping capability, thereby limiting the use of this kind of higher-order networks.
In this paper, we investigate a class of higher-order networks called pi-sigma networks (PSNs) 17, 18] . The term \pi-sigma" comes from the fact that these networks use products of sums of input components instead of sums of products as in HPU or \sigma-pi" units. The primary motivation is to develop a systematic method for maintaining the fast learning property and powerful mapping capability of single layer higher-order networks while avoiding the combinatorial increase in the number of weights and processing units required. A PSN is a feedforward network with a single \hidden" layer of linear cells, that uses product units in the output layer. PSNs have a highly regular structure and need a much smaller number of weights as compared to other single layer higher-order networks. The presence of only one layer of adaptive weights results in fast training. Two types of PSNs, the analog pi-sigma network (APSN) and the binary pi-sigma network (BPSN), are studied. The APSN has been successfully used for function approximation and pattern classi cation 17, 19] , and a generalization of the APSN is shown to have a universal approximation capability. The BPSN is capable of realizing any Boolean function 18].
In section 2, we introduce the pi-sigma network architecture and discuss its mapping capabilities. We also summarize other types of higher-order networks and polynomial-based approximation techniques that are found in neural network or system theory literature, and compare them with PSNs to highlight key di erences. In section 3, several learning algorithms are presented and their convergence properties are analyzed. Simulation results are given in section 4 to show the capability of PSNs in various applications. In section 6, we conclude the paper by discussing several interesting properties of the learning algorithms, and by speculating on the the neurobiological plausibility of the networks.
2 Pi-sigma Networks 2.1 Network Architecture Figure 1 shows a Pi-sigma Network (PSN) with a single output. This network is a fully connected two-layered feedforward network. However, the summing layer is not \hidden" as in the case of the multilayered perceptron (MLP), since weights from this layer to the outputs are xed at 1. This property contributes to reducing training time.
Let x = (1; x 1 ; ; x N ) T be an N + 1-dimensional augmented input column vector where x k denotes the k-th component of x. The inputs are weighted by K N + 1-dimensional weight vectors w j = (w 0j ; w 1j ; ; w Nj ) T ; j = 1; 2; ; K and summed by a layer of K \linear summing" units, where K is the desired order of the network.
The output of the j-th summing unit, h j , is given by:
h j = w T j x; = N X k=1 w kj x k + w 0j ; j = 1; 2; ; K:
1 A notable exception is when some a priori information is available about the function to be realized. Such information has also been used with some success to remove \irrelevant" terms 7] . 
where ( ) is a suitable activation function and net = Q K j=1 h j . In the above, w kj is an adjustable weight from input x k to j-th summing unit and w 0j is the threshold of the j-th summing unit. The weights can take arbitrary real values. If a speci c input, say x p is considered, then h j s, y, and net are also superscripted by p. The network shown in Figure 1 is called a K-th order PSN since K summing units are incorporated. The total number of adjustable weight connections, including the adjustable thresholds, for a K-th order PSN with N dimensional inputs is: (N + 1) K:
If multiple outputs are required, an independent summing layer is needed for each output. Thus, for an M-dimensional output vector y, a total of
(N + 1) K i adjustable weight connections are needed, where K i is the number of summing units for the i-th output. This allows us great exibility since all outputs do not have to retain the same complexity. Note that using product units in the output layer indirectly incorporates the capabilities of higherorder networks with a smaller number of weights and processing units. This also enables the K   N = 5  N = 10   PSN HPU PSN HPU  2 12  21  22  66  3 18  56  33 286  4 24 126 44 1001  5 30 252 55 3003   Table 1 : Number of adjustable weights required for single-output PSNs and HPUs of order K, when the input is N-dimensional.
network to be regular and incrementally expandable, since the order can be increased by adding another summing unit and associated weights, but without disturbing any connection established previously. The number of weights for a PSN is linear in input size and much smaller than that of an HPU. For the purpose of comparison, we summarize in Table 1 the required number of adjustable weights for PSN and HPU with single output when input dimension is N and all the higher-order terms of up to K-th order are to be incorporated.
PSNs can handle both analog and binary input/output by using a suitable nonlinear activation function ( ). The analog pi-sigma network (APSN) is a PSN that uses the sigmoid activation function:
(x) = 1
1 + e ?x ; (6) or the hyperbolic tangent function: 
In the next section, we discuss the mapping capability of both APSN and BPSN.
Nonlinear Mapping Capability of Analog and Binary PSNs
The polynomial network de ned in 11] is an HPU with a linear activation function, ( ) = . This network aims at approximating an unknown function using a truncated Volterra series expansion or Gabor-Kolmogorov polynomial expansion 13]. It follows from the Stone-Weierstrass approximation theorem 20] that such a network is capable of approximating any arbitrary continuous function de ned over a compact set 11]. This capability is possible due to the large number of \degrees of freedom", since each weight corresponds to one degree of freedom. However, an in nite number of terms might be needed to achieve this approximation capability.
The capabilities of the PSN can be inferred by using Eqs. 3 and 4 to expand net so that it can be expressed as a summation net = 
Thus the PSN applies ( ) on a K-th order polynomial when K summing units are used. Note that the exponents, i j s, sum up to K. This does not mean that only K-th order terms can be used, since by letting an extra input (the bias) be xed at 1, terms of order less than K are also realized. This K-th order polynomial does not have full degrees of freedom as in the case of a K-th order HPU since the coe cients in Eq. 9 are composed of sums and products of w kj s and thus are not independent. Eq. 9 provides a constrained approximation of a truncated Volterra series expansion. While the constrained nature of the coe cients in (9) is partially responsible for the economic and e cient nature of PSNs, they clearly indicate that a PSN cannot uniformly approximate all continuous multivariate functions that can be de ned on a compact set. However, the theory of ridge polynomials can be used to show that universal approximation capability can be achieved simply by summing the outputs of APSNs of di erent orders. The resulting network is a generalization of PSN called the Ridge Polynomial Network (RPN), and is brie y developed below. For more details on RPNs, the reader is referred to 42, 43] .
For x = (x 1 ; ; x N ) T and w = (w 1 ; ; w N ) T 2 R N , we denote < x; w > as their inner product < x; w >= P N i=1 x i w i : For a given compact set C R N , all functions de ned on C in the form of f(< x; w >); where f is a continuous function in one variable, are called ridge functions.
A ridge polynomial is a ridge function that can be represented as n X i=0 m X j=1 a ij < x; w ij > i ; (10) for some a ij 2 R and w ij 2 R N . Theorem 1 ( 47] The original form of the theorem is more complicated than the one presented here. In the original theorem, constants a jm are uniquely determined from the linear equations. However, since we are only concerned with the existence of a representation of multivariate polynomials in terms of ridge polynomials, a simpler statement is adopted. Based on Theorem 1, we can formulate a more general and e cient ridge polynomial as stated in the following theorem. The detailed proof can be found in 43].
Theorem 2 For any polynomial in N k , there exist w ji 2 R and w ji 2 R N such that
(< x; w ji > +w ji ); (12) where n total = P k l=0 n l .
From Theorem 2 and the Stone-Weierstrass theroem, the uniform approximation capability of the ridge polynomials which have the form of Eq. 12 is immediate:
Corollary 1 Let f be continuous on C and > 0 be given. Then there exists a ridge polynomial p : C ! R of the form Eq. 12 such that jf(x) ? p(x)j < for all x 2 C.
The ridge polynomial network (RPN), shown in Fig. ? ?, is de ned as a feedforward network based on Eq. 12, It approximates an unknown function f on a compact set C R N as:
f(x) 
x p ji i : (14) The novelty lay in the fact that the exponents p ji s could also be adapted using gradient descent, and were not limited to integer values. The authors envisoned that the product units would be mixed with summing units to form weighted sums of arbitrary products, and focussed on networks with a single hidden layer of product units, with output y given by y = X j w j z j : (15) The resulting networks are e cient for problems where a suitable discriminating function can be easily expressed in a (real-valued) sum of products form. For example, if each input component is 1, parity is simply obtained by checking whether the product of all the input components is +1 or not. As expected, product units are e cient for parity and symmetry problems.
The application of product unit networks to continuous valued problems has not been investigated much, either in 36] or in later works. We note that their success depends on whether the number of product units chosen is appropriate or not. This number may have little to do with the order of the function. Also, a network based on (15) is slowed because of backpropagation of error. In contrast, for the PSN, one only needs to choose a suitable order of approximation, K, by considering estimated function complexity, amount of data and amount of noise present. If a good estimate of K is di cult to obtain, an incremental learning scheme is available for the ridge polynomial network in which PSNs of increasing order are sequentially added during training till a desired level of performance is obtained 42].
Other approaches that attempt to maintain the powerful discrimination capability of higherorder networks while reducing the number of higher-order terms include the use of hidden layers of HPUs 9] . Again, such multilayering can result in a smaller number of weights and processing units, but typically, both learning speed and stability are compromised.
The functional link net has also been proposed for generating higher-order functions of the input components 12]. A functional link network estimates an unknown function as P i w i i (x), where i (x)s are input components, products of input components, or other suitable functions such as sinusoidal functions. This approach is essentially linear regression, with i (x)s serving as the basis functions, and has been well studied in several disciplines. In 12], excellent results are obtained for the 3-parity problem by choosing x 1 ; x 2 ; x 3 ; x 1 x 2 ; x 1 x 3 ; x 2 x 3 ; and x 1 x 2 x 3 as the basis functions.
Clearly, a priori knowledge has been used to choose such an optimal basis. In another example on approximating a \sinosoidal" surface, the basis used was x; sin( x); cos( x); and not a single higher-order polynomial was used. Surely this basis would not work well for the parity problem. Thus the functional link network does not answer the key issue of how to determine a suitable basis for arbitrary functions. As mentioned earlier, the issue when using PSN is of choosing a suitable order, which is much simpler. Once the order is chosen, the problem reduces to one of parametric estimation.
In system identi cation theory, Eq. 1 is identical to a (truncated) Volterra series expansion or Gabor-Kolmogorov polynomial expression for a system 13], provided a linear activation function ( ) is used. Here, the goal is to achieve polynomial approximation of the function using this model. . This algorithm is basically an incremental algorithm for building an approximation of the unknown system by beginning with simple polynomials and proceeding to more and more complex polynomial expressions. Its functioning can be expressed in terms of the incremental construction of a feedforward network in which the output of each node is a product of two variables, and whose parameters are obtained by regression. Starting with the input nodes, nodes are created in the next layer by pairwise connecting the inputs of the previous layer. The power of the method arises from the use of simple low-dimensional functions, and the ability of the algorithm to discard nodes with little promise. A heuristic that evaluates how close the realized function describes the training data in a least-mean-squares sense, is used to terminate and evaluate the algorithm. Unfortunately, this approach often leads to suboptimal structures because of its heuristic nature. Another similar approach is the self-organizing neural network algorithm 16]. This algorithm constructs a network, chooses the activation functions and adjusts the weights to incrementally build a model of the unknown system using representations selected from a predetermined set of polynomials. The algorithm shares the spirit of group method of data handling type algorithms, but the use of a modi ed minimum description length criterion in conjuction with stochastic search based on simulated annealing for selection of node transfer functions leads to models that are simpler and more accurate. Comparisons with MLP given in 16] for the Mackey-Glass chaotic series forecasting problem show that the number of epochs required is less by an order of magnitude. This advantage is more than o set by the long times taken per epoch, largely due to simulated annealing search, which also degrades rapidly in time and quality with increasing problem size. In contrast, the results of Section 4 show that PSNs not only require less memory (number of cells and weights) but typically need at least two orders of magnitude less number of computations as compared to MLP for similar performance levels, and over a broad class of problems. Also, both the incremental schemes mentioned above lead to networks with arbitrary number of hidden layers and nodes in contrast to PSNs which have a well regulated architecture.
Higher-order correlations in recurrent nets
The use of polynomial threshold elements of degree d (d 2) has been considered in the context of Hop eld-type networks 44 ]. An extension of the outer-product storage rule to incorporate higher order correlations has also been proposed 35]. These studies pertain to fully connected recurrent networks and are mainly concerned with increasing storage capacity when such nets are used as associative memories. Thus they are fundamentally di erent from PSNs in structure and purpose, and are not considered any further.
Learning Algorithms
In this section, we introduce learning algorithms for PSNs, that are based on gradient descent or hill-climbing. A study of the convergence properties of these algorithms is then made. While exact convergence analysis has been conducted for several linear systems, such analysis has still not been achieved for general non-linear systems 45]. As an example, it is well known that for the adaptive linear combiner, under wide sense stationarity of inputs and other suitable conditions, gradient descent on least mean squares (LMS) error is convergent provided the learning rate is positive and less than the inverse of the maximum eigenvalue of the input correlation matrix 23]. Also, gradient descent yields the optimum Weiner solution under these conditions. We note that convergence analysis of adaptive linear combiner can be directly extended to the HPU, and several results are provided in 13].
Unfortunately, such results and methods do not extend to a multilayered network with non-linear hidden units. As noted in 38], there has been almost no rigorous analysis of the dynamic behavior of backpropagation and related algorithms for the training of multilayered networks. This has led to a proliferation of heuristics such as the use of momentum and the delta-bar-delta rule 39] based on an intuitive understanding of the error surface in weight space. While precise characterization of such algorithms has not been achieved yet, sound initial steps in that direction have been taken by doing \quasi-linearization" of the nonlinear activation functions and their derivatives. For example, a variation of the describing function method 45] has been used to derive a simpli ed deterministic system whose analysis explains the empirical observation that the weight sequence generated by backpropagation and related stochastic gradient algorithms exhibit a long term dependence on the initial choice of weights.
The most notable aspect of the convergence analysis of the learning algorithms presented in this section is that the use of linear hidden units allows us to quantify bounds on learning rates for stable behavior without many drastic simpli cations. Also, while all the algorithms given below are based on a mean square error criterion, the methodology can be extended to cover other error measures such as the Kullback-Leibler criterion 1].
LMS Type Algorithms
Learning algorithms for PSNs are based on gradient descent on the estimated mean squared error surface in weight space. Since the nonlinear activation function for APSN is di erentiable while that for BPSN is not, di erent error objective functions are used in order to apply gradient descent methods. For APSN, the mean squared error (MSE) objective is as follows: (16) where superscript p denotes the p-th training pattern, t p is the desired output for the p-th pattern, y p = ( Q j h p j ), and the summation is over all L training patterns
where net p = Q j h p j as before. Note that the error function for the BPSN is an Adaline type formulation 3, 4] which tries to minimize the di erence between the desired output, t and the \net" input, i.e., output before thresholding. For the purpose of future reference, we will call learning algorithms based on Eq. 16 as type I and those based on Eq. 17 as type II.
In typical feedforward networks, all the weights are modi ed at each update step. However, this updating scheme can lead to instability problems for the PSN unless the learning rate is su ciently small. This is due to higher order cross-terms generated at the output product unit that may not be in the direction of steepest gradient. In the next section, we formally show why the magnitude of the learning rate is limited by a fully synchronous updating scheme. Instead of modifying all the weight sets synchronously at each update step, a subset of weights chosen at a time for updating. We propose the following two approaches 17, 18] as methods to choose weight sets to be updated. The improved properties of both these approaches is explained by the analysis given in the next section.
Randomized rule: At each update step, we randomly select a summing unit and only update the set of N + 1 weights associated with its inputs. Asynchronous rule: At each update step, all K sets of weights are updated but in an asynchronous manner. That is, one set of weights w j = (w 0j ; w 1j ; ; w Nj ) T (corresponding to the j-th summing unit) is chosen at a time and modi ed according to the weight update rule. Then, for the same input pattern, the output is recomputed for the modi ed network, and the error is used to update a di erent set of weights. For every input, this procedure is performed K times so that all K sets of weights are updated once.
After the set of weights w j to be updated is chosen by any of above rules, an LMS-type approach is taken 3, 4] . Here, the instantaneous MSE for the p-th input 
For type I algorithms, the above equation lead to the following update rule:
2 For simplicity, a one dimensional output is considered. If multiple outputs are needed, the summation is also performed over all outputs and the nal value is also divided by the number of output units to get the error measure. The extension is fairly straightforward, so we will concentrate only on the single output case. (20) where net p = Q K j=1 h p j . Other sets of weights which are not selected remain the same. The methods are easily extensible for multiple outputs since each output has its own summing units. In the next section, we analyze the learning algorithms introduced above and study their convergence properties.
Convergence Analysis of the Learning Algorithms
In this section, convergence analyses are performed for the various learning rules proposed for the PSN in the previous section. First, we show why fully synchronous updating of weight sets may have unstable convergence property when su ciently small learning rate is not used, for a simpli ed situation where the same input pattern is presented repeatedly. Then, the convergence properties of the randomized and the asynchronous updating rules for type I and type II algorithms are analyzed.
Fully Synchronous Update Rule
Let n be the discrete time index, so that x(n); y(n); t(n) and w j (n) denote the input vector, actual output, desired output, and j-th weight vector at time n, respectively. We only deal with type I algorithms since they are more general than type II. The same technique can be used to show similar results for type II algorithms.
Let all the weight sets be updated synchronously as follows:
w l (n + 1) = w l (n) + w l (n); l = 1; 2 ; K; (21) where
The error at time n, e(n), is de ned as follows:
e(n) = t(n) ? y(n);
For simplicity, let us for now assume that the same input is presented over and over again, i.e.
x(n) x; 8n. The case when the input is a random variable is dealt with for the randomized and asynchronous updating rules. The function to be approximated is also assumed to be time-invariant, so that t(n) t; 8n. Then, the error at time n + 1 is:
d l (n) + second or higher order terms); (24) where
and kxk is the Euclidean norm in R N+1 , that is, kxk = (
. If is su ciently small then, by linear approximation of ( ), we have: (27) Eq. 24 becomes e(n + 1) t
where y 0 (n) represents 0 (net(n)) and s (n) = (y 0 (n))
0. Thus, if the learning rate is small enough so that higher-order terms can be ignored, then the synchronous updating rule reduces the error at each step provided that 0 < s (n) < 2; 8n and the same input pattern is presented each time.
In practice the input x is selected from some training set of L samples, and not held xed between training cycles. If each sample in the training set is equally likely to be selected at any training step, then one can derive the expectation of the squared error at time n + 1 in a similar manner as that given for the randomized rule in the Appendix. E e 2 ] at time n + 1 is:
where
However, we have a problem with the synchronous rule when is relatively large so that the second order term cannot be ignored. In that case, e(n + 1) (1 ? s (n)) e(n) ? s (n) net(n); (31) where
Since s (n) 0, the error might increase even when s (n) satis es the convergence condition 0 < s (n) < 2. The reason behind this phenomenon is intuitively explained as follows: Note that net(n) and e(n) are of opposite signs when the desired output is of lower magnitude than the current output. The gradient descent rule decrements the magnitude of each h j , but the presence of a product unit produces second order terms resulting from the multiplication of two decrements (negatives) to yield an increment (positive) term. Hence, even for the simplest case where the same input pattern is presented each time, the synchronous updating rule may not guarantee convergence unless a very small learning rate is used. This is the motivation behind the randomized and the asynchronous updating rules, which are considered next.
Randomized Updating Rule
First, for the purpose of comparison with the analysis for the fully synchronous rule, it will be shown that both the randomized and the asynchronous update rules converge if an input pattern is presented repeatedly. In this situation, these two rules have the same limiting behavior as n ! 1, since the weight sets are selected equally often in the asynchronous updating rule, and are selected with equal probability in the randomized updating rule. Unlike the fully synchronous rule, these two rules do not generate a second order term of w T x, and are thus able to converge even for relatively large values of the learning rate. The behavior of these algorithms when the input is not held constant but is selected from a training set of size L is dealt with in detail in the appendix.
In the randomized and asynchronous updating rules, exactly one weight set is chosen for updating at every time step. Each of the K weight sets is chosen equally and in nitely often as n ! 1. Let the l-th weight set, w l , be selected for update at time n. Then, w j (n + 1) = w j (n) + w j (n); j = 1; 2; ; K; (32) where (33) w j (n) = 0; j 6 = l: (34) If we now retain the input and desired output for all presentations, that is, x(n) x and t(n) t; 8n, then, e(n + 1) = t ? (
where net(n) and d l (n) are de ned in Eqs. 25 and 26, respectively. Now let us assume that the learning rate is su ciently small such that net(n) d l (n). Then, using a similar result as in Eq. 27, we have 
provided that j1 ? r (l; n)j < 1, that is, 0 < r (l; n) < 2; 8l; n: (38) From Eq. 38, we have the bounds of the learning rate for the convergence of type I algorithm as follows:
j6 =l h j (n)) 2 kxk 2 ; 8l; n: (39) For type II algorithm, the analysis can be made similar to that for a type I algorithm by regarding (x) = x so that e(n) = t ? net(n), as desired. Then, for repeated presentation of an input pattern, we obtain: e(n + 1) = (1 ? r (l; n)) e(n); (40) where r (l; n) = ( Q j6 =l h j (n)) 2 kxk 2 0. The bounds of the learning rate for the convergence of type II algorithm become: 0 < < 2 ( Q j6 =l h j (n)) 2 kxk 2 ; 8l; n: (41) The convergence of the randomized and the asynchronous updating rules for type I and type II algorithms was shown above in the case of repeated presentation of an input pattern. However, this is not a realistic assumption. Indeed, one expects that di erent input training pattern will be presented at di erent update steps. In this case, the randomized rule and the asynchronous rule behave di erently. Thus, the following analysis only corresponds to the randomized updating rule.
Suppose that there are L input training patterns x. We denote the p-th input pattern by x p , p = 1; 2; ; L. We can now de ne a random variable X(n) at time n with a discrete probability distribution P(X(n) = x p ) corresponding to the training patterns x p . Without loss of generality, it is assumed that an input pattern is selected from independent and identical distributions (i.i.d.s), that is, P(X(n)) P(X); 8n. Let H(n) be another random variable at time n with a discrete probability distribution P(H(n) = l) corresponding to the selection of the l-th summing unit at time n for updating. Since every selection of a summing unit at each update step is from an i.i.d. and equally probable among K summing units, P(H(n) = l) = P(H = l) = 1 K ; l = 1; 2; ; K. Also X and H are independent, that is, P(X = x p ; H = l) = P(X = x p )P(H = l).
The convergence analysis for the randomized update rule in the setting described above, is detailed in the Appendix. There, the convergence property of the expectation of squared error is considered. It is shown that the expectation of squared error 3 at time n + 1 is:
Here, h q j (n) = w j (n) T x q . The assumptions made in the derivation of Eq. 42 are: 1. average net e ect of weight update due to inputs x p ; p 6 = q, on the error for pattern x q is zero, 2. is su ciently small, 3. samples from the training set are selected with equal probability 4 , that is, P(X = x q ) 1 L ; q = 1; 2; ; L, 4. the error e q (n) and q l (n) are uncorrelated. It is easily observed from Eq. 42 that
provided that j1 ? This assumption is not restrictive since multiple occurrences of identical samples in the training set is allowed.
An upper bound of for convergence is obtained from Eqs. 43 and 45 as follows:
; 8n: (46) In practice, the error does not converge to zero as indicated by Eq. 44, but starts oscillating about some low value. This is because assumption 1 breaks down as the network trains and approaches a low MSE value, since the residual errors for di erent inputs get more correlated. The convergence analysis for type II learning algorithms is quite similar to that for type I algorithms except that (x) = x and e q (n) = t q ? net q (n) for type II algorithms. Thus, with the same assumptions as those made for type I algorithms, we have:
E e(n) 2 ] also converges provided
Asynchronous Updating Rule
As mentioned in the previous section, the convergence behavior of the asynchronous rule is di erent from that of the randomized updating rule when a di erent input pattern may be presented at each updating step. The asynchronous rule updates all K weight sets at each input presentation asynchronously. However, order of the weight set updates is immaterial so long as all the weight sets are chosen exactly once. One method is to choose the rst set at random, choose the second set with equal probability from among the sets not yet selected, and so on till all sets are chosen. The asynchronous rule and the randomized rule are very closely related as follows. A single input presentation in the asynchronous rule can be considered as K repeated presentations of the same input pattern that lead to update of all K weight sets. In the following, we use this interpretation
of the asynchronous rule to analyze it within the framework of the randomized rule. As in the case of the randomized rule, only results are presented and detailed derivation is provided in the Appendix.
Let an input pattern x p be presented for K consecutive time steps, starting at time n+1. Then the \instantaneous" error at time n + K due to x p is given by:
(1 ? p l n+i (n + i)) e p (n + 1); 
is the expectation of q (n) and
To obtain these results, the same assumptions have been made as those for the randomized rule.
Since new input patterns are presented at time n+1; n+K+1; n+2K+1; , Eq. 51 corresponds to Eq. 42 for the randomized updating rule. Note that the rst term in the r.h.s. of Eq. 52 is the summation of e ects due to the same input being presented for K consecutive steps. Intuitively, this result is plausible since presentation of the same input keeps decreasing the error. It is observed from Eq. 51 that the asynchronous updating rule will outperform the randomized updating rule in terms of convergence speed. This observation is rati ed by the simulation results presented in the next section. The bound of for convergence is:
where w(i) = ( L i = 1; 2; ; K ? 1; 1 i = K:
As in the case of the randomized updating rule, the convergence analysis for type II algorithms with asynchronous rule can also be derived with the same assumptions. The equivalent for Eq. 51 for type II algorithms is:
where E (n)] is the expectation of q (n) and ] also converges provided
where w(i) is de ned by Eq. 54.
In the next section, we present several simulation results which fully show the nonlinear mapping capability of the PSN in several applications including pattern classi cation and function approximation. Also we discuss interesting observations of the learning algorithms which can be explained by the analytic results of this section.
Simulation Results
We have conducted several experiments to investigate the capabilities of PSNs. These include (i) approximation of nonlinear, continuous multivariate functions (surface regression), (ii) classi cation of short{duration underwater SONAR signals, (iii) translation and rotation invariant character recognition/classi cation, and (iv) realization of several Boolean functions. APSNs with suitable nonlinear output activation functions were used for all the problems. For the realization of Boolean functions, the BPSN was also examined. In all the experiments, the weights were initialized to random numbers between -0.5 and 0.5. Training was stopped when the mean squared error objective de ned by Eqs. 16 or 17 became smaller than a given threshold, MSE th , or when a pre-determined number of epochs was exhausted.
The results were compared with those obtained by conventional higher order networks (HPUs) and by a nely tuned MLP with one hidden layer. Both these networks employed the same nonlinear activation functions that were used for the PSNs. All three types of networks are trained in an iterative or on-line fashion rather than in batch mode. An iteration is one presentation of a training pattern, and an epoch is one presentation of the entire training set. Each iteration largely consists of two phases: (i) the forward phase involving calculation of network outputs and (ii) the backward phase for updating the weights.
Since the simulation time taken for each network depends on the computer used for simulation and the methodology of coding, it is not fair to compare actual run time for a particular problem. Rather, we determine the number of multiplications (or divisions) and additions (or subtractions) required per iteration for a given network. These numbers, multiplied by the average number of epochs taken, and then used for comparison. In this way, the comparison of each network's computational complexity can be done in a more equitable fashion, and with less dependence on the simulation environment. Note that the calculation of error after each epoch, which is common to all three networks, is not considered. Also, we ignore the computation need for the activation function, but not that this simpli cation favors the MLP as it uses a nonlinear activation function for the hidden units while the others do not. Table 2 summarizes the required number of multiplications and additions per iteration for the three networks. In Table 2 , n total is the total number of weights in N input HPU of order up to K as given by Eq. 2. Note that for the PSN and the HPU, the required number of computation for M ( 2) output networks is M times that for a single output case. The total number of computations for the training phase can be obtained by multiplying the appropriate entry in the table with the number of training patterns and with the number of epochs taken to nish the training.
Function Approximation
This experiment shows the approximation capability of the APSN with type I learning algorithm and the asynchronous updating rule. The APSN is trained to approximate a 2-D Gabor function. Gabor functions, which are Gaussians modulated by sinusoidal functions, play an important role in physics, since they are the unique functions that achieve the lower bound for the space-frequency uncertainty product, which is a measure of a function's simultaneous localization in both spatial and frequency domains 26, 27] . It is well known that the highly-oriented simple cell receptive elds 
Here, is the aspect ratio, is the scale factor and (u 0 ; v 0 ) are modulation parameters. If = 1 then g(x; y) becomes circularly symmetric.
For simulation, the sine function was used for the modulation and the parameters were set as For training, 128 input points were randomly selected from these 256 points. The remaining 128 points were used for testing. Since Eq. 60 has some negative values, hyperbolic tangent was used as the activation function. The training was nished in 132 epochs with K = 6; MSE th = 0:005 and = 0:2. For testing inputs, MSE was 0.0075. Figure 2(b) shows the actual network output.
We observe that the APSN generalizes very well and achieves a smooth interpolation among the training data points. The error is more noticeable at the boundaries, but this can be reduced to the same low error values observed at the internal points if \focussed training" is used wherein input samples that cause more error are presented more often 28]. For comparison, we also tried the same approximation problem with a single layer HPU of the same order. To make the comparison fair, a similar LMS type learning rule as in 13] was used 5 . Thus, a 6-th order HPU network needing 28 weights was used and several learning rates (0.01 { 0.5) were tried. However, the HPU could not attain an acceptable level of MSE 0:015 within 400 epochs, for all cases. In contrast, as shown in Figure 3 , the APSN exhibited stable and fast learning. This also concurs with our previously reported results on cosine function approximation 5 In 13], a linear activation function is considered to study the performance of the truncated Volterra series. In our cases, we consider the nonlinear activation function (in this problem, hyperbolic tangent), resulting in an extra A two layered MLP with the same tanh( ) activation function was also tried. On experimenting with di erent number of hidden units and with various parameters, and the best result was obtained using XXXX hidden units with the learning rate = XXX and the momentum = XXXX. Training was completed after XXX epochs with MSE th = XXXX. The mean squared error for the testing patterns was XXXX. These results are compared in Table 3 , where the numbers of multiplications and additions are calculated based on Table 2 . 
Number of patterns Class Signal Description
Training Testing A Broadband, 15 msec pulse 7 56 B Two 4 msec pulses, 27 msec separation 7 54 C 3 kHz tonal, 10 msec duration 8 59 D 3 kHz tonal, 100 msec duration 9 16 Totals 31 185 Table 4 : Description of transient SONAR data set used in the simulation.
msec. The other two categories comprise of longer duration signals and were not considered in the actual classi cation tasks. Table 4 summarizes the characteristics of the data set. There are total of 31 input training patterns and 185 input test patterns belonging to the 4 categories. Each pattern is represented by a 11 dimensional input vector whose components are the autoregressive lter coe cients normalized between -1 and 1. The desired output is a 4 dimensional vector whose components are either 1 or 0 according to the class the corresponding input vector belongs to. We used all 31 training patterns to train the network with the sigmoidal function as the activation function.
After training, all weights are xed and used to calculate actual output vectors for all 185 test patterns. Then the maximum component in each output vector represents the predicted class of the input test pattern. the 10 misclassi cations. In this table, the classes are labeled \A" through \D". The correct class is given by the vertical column label and the erroneously assigned class is given by the horizontal row label. The numerical entries give the number of misclassi cations. It is not surprising that the errors were primarily between classes \C" and \D", as they are the most similar in nature.
We also observed that lower MSE th and smaller do not guarantee a higher classi cation accuracy. For instance, we obtained 93.0% (=172/185) classi cation accuracy for the testing inputs with K = 3; = 0:15 and MSE th = 0:19 (the rst simulation set in Table 5 ), while a better result of 94.1% classi cation accuracy for the testing inputs, was obtained with K = 3; = 0:25 and MSE th = 0:23 (the second simulation set in Table 5 ). This observation is due to the fact that over tting has occurred. Overall, the results are better than those obtained for the same data set using MLP, Learning Vector Quantization and Radial-Basis-Function classi ers, in terms of both speed and accuracy 29]. Classi cation results for the same data set using wavelet-based 25 dimensional feature vectors are reported in 19]. Here, several other classi ers including K-NearestNeighbor algorithm, Learning Vector Quatization and Radial-Basis-Function classi ers were used. Again the results using the PSN are comparable to or better than those of other networks.
Translation and Rotation Invariant Character Recognition
Practical techniques for recognition/classi cation of geometric patterns must incorporate some degree of tolerance to noise in the input, and to variations brought about by (small) translation, rotation or scaling of the patterns with respect to the prototypes. One approach in the context of neural networks is to handcraft weights of units such that their response shows little sensitivity to the class of transforms for which invariance is desired. The latter approach has been taken in 7, ?], where a priori information is used to reduce the complexity of HPU networks. Particularly notable is the idea in ?], where a constrained 3rd order HPU network was used in which the third order terms were grouped into equivalent classes and one weight assigned per class. The equivalent classes were determined such that the triangle formed by the three components of any member of a class is (approximately) a translated, rotated and/or scaled version of the triangle formed by any other member of that class. Thus computationally expensive preprocessing was needed in order to obtain a smaller network. More importantly, often, such a priori knowledge is not available, so that one is not able to use clever techniques for reducing network complexity. Another alternative is to extract useful features from the raw images and use them as a new set of inputs to the networks. This type of approach includes extraction of invariant features derived from moments or Fourier descriptors ?], or from complex and orthogonal Zernike moments of the image ?, ?]. Again, preprocessing of the input images is required to extract features that can be recognized using a simpler network. It was observed in ?] that good character recognition results can be obtained from Zernike moments if all moments of up to 12th order were used.
The approach taken for the PSNs attempts to extract bene ts from both approaches. Zernike moments are used as input features. However since the PSNs incorporate higher-order correlations of inputs using smaller number of constraint parameters, it is possible to get by with lesser order Zernike moments and thus use a smaller network.
Feature Extraction Using Zernike Moments
We de ne a set of complex polynomials F = fV nm (x 1 ; x 2 )g where V nm (x 1 ; x 2 ) = V nm (r; ) = R nm (r)e jm :
Here, n is a non-negative integer, m is an integer such that n ? jmj is even and jmj n. Also r is the distance between the origin and (x 1 ; x 2 ) pixel, i.e. r = jj(x 1 ; x 2 )jj, is the angle between vector r and x axis in counter-clockwise direction, and R nm (r) is the radial polynomial de ned by R nm (r) = R n;?m (r) = n?jmj=2 X 
The domain of the image p is normalized so that every (x 1 ; x 2 ) lies in ?1; 1]
2
. The center of the image pattern is considered to be the origin, and any pixels falling outside the unit circle are not considered.
The rotation-invariance can be easily obtained for the Zernike moments by observing the following relation between the moments A r nm and A nm for the rotated and unrotated images, respectively ?].
A r nm = A nm e ?jm ;
(64) where is the rotated angle of the image. Thus, by taking the magnitudes of the Zernike moments, we obtain rotation-invariant features. 
and is the pre-determined value ?]. Thus a new image p 0 (x 1 ; x 2 ) = p( x 1 + x 1 ; x 2 + x 2 ) achieves both translation and scale invariance. After incorporating the invariance, the moments A 00 = = and A 11 = 0 for all images, so they are not considered in actual classi cation tasks. Table 7 shows the total of 23 Zernike moments (up to 8th order) used in this paper. Here, the order is given by n + m; m 0.
Class cation results
For the simulation, we constructed a database of the rst 5 English characters (\A" { \E"). Each character had 9 representatives both training and test sets to yield a total of 45 training and 45 testing patterns. Figures 4 and 5 show all the training and testing patterns used in the simulation. Each pattern was a 16 16 image (256 pixels) which was a translated and/or rotated version of the corresponding prototype. Several patterns were distorted in shape and had slightly di erent width/height compared to the prototypes (for instance, A6 and B7 in Figure 4) .
The Zernike moment features were extracted from these 90 patterns. We By this method, the normalized features fall into the range of 0; 1]. APSNs with sigmoid activation function were used. The networks had ve output units which represented the ve characters. The desired output was 1 for the unit which represented the correct class for a given input pattern, and 0 for all other output units. We have tried 2nd, 3rd and 4th degree PSNs with a combination of 7, 14 and 23 Zernike moment features corresponding to orders of up to 4, 6 and 8, respectively. We used 0.01, 0.005 and 0.001 as MSE th for 7, 14 and 23 features.
improves the performance of the network. However, Table 8 shows the classi cation results using the APSN according to the degree of the network (K), the number of features used for each pattern (f), and the number of epochs needed to nish the training. It is observed that for all the PSNs used, the results for the testing patterns are similar regardless of f and K. In all cases, the network failed to classify the same patterns, A4 and D5 in the testing set (refer Figure 5) . For a given number of features, higher degree networks took less epochs to nish training despite a lower error threshold Overall, APSN works very well with relatively lower degree structure. Also we could get comparable generalization using a smaller number of features for the testing patterns. The network provides a range of con gurations with a trade-o between number of features used and order of the network. Table 8 also shows the results obtained by the HPU and the MLP with a single hidden layer. As in the case of PSN, di erent number of features (f = 7; 14; 23) were used as the inputs. The 2nd, 3rd and 4th degree HPUs and the MLP with 5, 10 and 20 hidden units were tried. We could not achieve reasonable classi cation results for large number of features (f = 14; 23) using the HPU, since the MSE did not go below XXX. However, the MLP produced results comparable to the PSN, with MSE th in the range 0.005 { 0.04, when momentum = 0:9 was used.
Realization of Boolean Functions
To investigate the capability of both APSN and BPSN for realization of Boolean functions, we chose the following three problems discussed in 9]: (i) parity check problem, (ii) symmetry problem, and (iii) negation problem. The parity check, symmetry and negation problems correspond to three di cult Boolean functions. The parity and symmetry problems need a single output while the negation problem requires multiple outputs. For each problem, several di erent input sizes and learning rates were tried. For an N-bit problem, all 2 N patterns were used as training patterns.
Thus we are testing the \memorization" ability as opposed to generalization. Ten independent experiments were performed for each problem. After discarding the two extreme results, the remaining 8 runs were averaged to give nal results. We also tried the problems using HPU with sigmoid activation function. The results of both APSN and HPU are compared to those obtained in 9] using an MLP. In the following tables, mean and standard deviation of the number of epochs ( epoch and epoch , respectively) are given.
Parity Check Problem
The parity check problem is one of the benchmark problems used for investigating the nonlinear discrimination capability of a network 2, 9]. Since a change in any one dimension (bit) changes the parity, this problem is a good test of the non-linear mapping and \memorization" capability of the network, We have tried 2, 3, 4 and 5 bit parity problems with various learning rates and MSE th .
For all cases, both APSN and BPSN could solve the problem perfectly (i.e. gave correct output for all 2 N inputs), in a very short time. Table 9 shows the results obtained using the BPSN when the type II learning algorithm with an asynchronous updating rule was used. It is observed that each network is able to map all the patterns correctly. As seen from Table 9 , a smaller learning rate led to slower training for all cases.
Divergence in MSE is observed if is more than 0.5 for N = 2; 3 and 4. For N = 5, 0:01 caused divergence. It is observed from Table 9 that the variances of the results are large. This is also observed for the other two problems. This suggests that the performance of the PSN is sensitive to the initial choice of weights, a phenomenon that is well known for the MLP 31] .
The performance of the BPSN was also compared with that of an APSN using a sigmoidal activation function. Table 10 shows the results when both randomized and asynchronous updating rules are used. Interestingly, it is observed that the APSN shows better results in terms of the training speed even for Boolean problems where the BPSN is supposed to perform better. This is explained by observing that since type II learning algorithm for the BPSN uses net to calculate the error, it does not have a saturation e ect. Thus, the BPSN is more sensitive to the change of weights than the APSN, thus resulting in relatively slower learning behavior. However, as seen in Figure 6 , the learning curves for the BPSN is quite stable for both randomized and asynchronous rules. It is observed in Table 10 as well as in Fig. 6 that the asynchronous rule outperforms the randomized rule in training speed. This issue is discussed in more detail in the next section. 
Symmetry Problem
The second problem we studied was the symmetry problem wherein input patterns are categorized based on whether or not they are symmetric about their center 9]. The type II learning algorithm with asynchronous updating rule was used for the BPSN. Table 11 presents the results for 3-bit and 4-bit inputs. For both cases, the network learned all the training patterns correctly and the training was very fast and stable. However Table 11 : The simulation results for N bit symmetry and negation problem using BPSN with the asynchronous updating rule.
depending on whether the most signi cant bit of the input is 1 or not.
As in the case of the symmetry problem, type II learning algorithm with asynchronous updating rule was used for the BPSN. Results on the 4 bit negation problem are given in Table 11 
Comparison of PSN with other networks for Boolean problems
Results on Boolean function realization using both APSN and HPU with the same sigmoid activation function, were compared with those obtained in 9] using two layered MLPs. The following three problems were tried: (i) 4-bit parity, (ii) 6-bit symmetry and (iii) 4-bit negation problems. Table 12 summarizes the results. For the parity and the symmetry problem, MSE th was set to 0.01, while for the negation problem, it was set to 0.001. For the parity and the negation problem, we used 4th degree polynomials for both APSN and HPU, resulting in 20 and 70 weights/output unit, respectively. For the symmetry problem, we have tried the 4th and 6th polynomials for both networks. Since the 6th degree HPU did not give correct results within a reasonable training time, we only present the 4th degree polynomial results for both APSN and HPU in Table 12 . The numbers of weights for this case are 28 and 210 for APSN and for HPU, respectively. The two layered MLP used 4, 2 and 3 hidden units for parity, symmetry and negation problems, respectively 9]. The learning rates which produced the results in the table are as follows. As can be observed in Table 12 , PSN yields comparable or better results than HPU, and both networks perform much better (i.e., give correct solutions within a short training time) than MLP. In particular, the number of multiplications/additions needed by the PSN for the entire training phase is less by about two orders of magnitude than that of MLP. We also observed that for the 6-bit symmetry problem, the HPU comprising of 6th degree polynomial (924 weights) did not converge over a wide spectrum of learning rates. However, 6th degree PSN (42 weights) could solve the problem within only 20 epochs. This can be explained by the fact that the HPU has to maintain a large number of weights. In fact, HPUs are typically e ective only when a low degree 47 and 55 for type II algorithms, it is observed that the asynchronous updating rule outperforms the randomized rule in terms of the number of epochs needed for convergence. This result is fairly intuitive since one presentation of an input pattern for the asynchronous rule corresponds to presenting the same input K times for the randomized rule. However, an epoch using the asynchronous updating rule results in update of K times more weights than the corresponding epoch using the randomized rule. More signi cantly, the asynchronous rule is usually more stable during training in that the MSE objective decreases more monotonically.
Neurobiological Plausibility
Are PSN and RPN type computing structures even remotely neurobiologically plausible? In neurophysiology, the possibility that dendritic computations could include local multiplicative nonlinearities is widely accepted 10]. Indeed, Durbin and Rumelhart 36] observe that there is a natural neurobiological interpretation of a combination of product and summing units in terms of a single neuron or a group of neurons. In particular, local regions of dendritic arbor could act as product units whose outputs are summed at the soma. Mel and Koch have also argued that sigma-pi units underlie the learning of nonlinear associative maps in cerebral cortex 10], and that aggregates (on the order of 100 cells) of pyramidal cells whose apical dendrites rise toward the cortical surface in tight clumps, act as a single virtual sigma-pi unit. A recent review of a number of di erent biophysical mechanisms, ranging in speci city of interactions from pairs of individual synapses to small sets of neurons, that give rise to multiplicative interactions, can be found in ?].
Mel has recently proposed the clusteron as an abstraction for a complex neuron that can extract higher order statistics from input stimuli 40]. In his model, a dendritic tree receives weighted synaptic contacts from a set of a erent axons. Each synaptic contact is given by a product of direct stimulus intensity and a weighted sum of neighborhood activity. We note that this description translates to a ridge polynomial network, which can be considered as a mathematical abstraction of the clusteron model. However, certainly a biologically plausible network should have some selforganizing capabilities. This motivates investigation of Hebb-type learning schemes for the PSN and RPN in order to further pursue the plausibility issue.
Other Issues
Pi-sigma networks are able to learn in a stable manner even with fairly large learning rates. The use of linear summing units makes the convergence analysis of learning rules for the PSN more tractable and accurate. Function surfaces obtained using PSNs are quite smooth, and are similar to those obtained using regularization and related techniques 32]. This is particularly satisfying since it corresponds to generalizations that are more \natural or reasonable " 30] . Indeed, the network e ciently representable functions 30] realizable through PSNs are akin to curve-tting using low-order polynomials.
To e ectively use the PSN, one only needs to select an appropriate order of the network. While more e cient polynomial-based networks may be obtained through incremental growth strategies, developing such networks requires substantial preprocessing and data analysis 15, 16] . In situations where the complexity of the problem is not known a priori, the generalization of PSN to a ridge polynomial network suggests a natural mechanism for incrementally growing a network till it is of appropriate size. We note that the RPN is closely related to a statistical regression technique called projection pursuit regression 49]. In fact, Eq. 12 is considered as a special case of projection pursuit regression with xed kernel functions. Since projection pursuit allows the use of kernels that are more complex than polynomials, the total number of free parameters in the RPN may be larger. However, the kernels need to be obtained by nonparametric methods in projection pursuit, which is not the case in RPN.
Issues that merit further investigation include the viability of log-error criteria rather than mean squared error 1], a more detailed characterization of the error surfaces and local minima, techniques for systematically incorporating a priori knowledge into network structure, and the e ect of variations in the implementation such as using time-varying (decreasing) learning rates and momentum terms.
A Appendix
In the Appendix, formal analyses of the convergence properties of the randomized updating rule and the asynchronous updating rule are derived. Only type I algorithm is considered.
A.1 Convergence of the Randomized Updating Rule
The input x p at time n and the weights chosen for update at that time can be considered as the outcome of two sets of i.i.d. random variables, X and H. Since X and H are i.i.d. and mutually independent, P(X(n) = x p ; H(n) = l) = P(X = x p )P(H = l): Also since the choice of the weight set to be updated at any given time is random, P(H = l) = 1 K ; l = 1; 2; ; K. The output y q l (n + 1) at time n + 1 is a function of the input x q at time n + 1 and the weight sets w j (n + 1); j = 1; ; l; ; K, at that time. These weight sets in turn depend on the values taken by the weight sets w j (n) at the previous time step, the input x p at time n and the choice of weight set updated at time n. This motivates the following notation for the error at time n + 1: e q p;l (n + 1) = t q ? y q l (n + 1jX(n) = x p );
(69) where y q l (n + 1jX = x p ) y(X(n + 1) = x q ; w j (n + 1jX(n) = x p ; H(n) = l)): 
Eq. 81 follows since X and H are independent, that is, P(X; H) = P(X)P(H). 
However, as mentioned in the text, the error does not converge to zero as indicated by Eq. 85 in practice, but starts oscillating about some low value. This is because assumption Eq. 72 breaks down as the network trains and approaches a low MSE value, since the residual errors for di erent inputs get more correlated.
A.2 Convergence of the Asynchronous Updating Rule
Let the input pattern x p be presented for K consecutive time steps beginning at time n + 1. Then, the error at time n + K due to x p is given by: e p (n + K) = t p ? y p (n + K); 6 In this case, we do not have to average over l.
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provided that j1 ? 2E (n)]j < 1. Therefore, the bound of for convergence is: 
