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WALL CROSSING FOR K-MODULI SPACES OF PLANE CURVES
KENNETH ASCHER, KRISTIN DEVLEMING, AND YUCHEN LIU
Abstract. We construct proper good moduli spaces parametrizing K-polystable Q-Gorenstein
smoothable log Fano pairs (X, cD), where X is a Fano variety and D is a rational multiple of the
anti-canonical divisor. We then establish a wall-crossing framework of these K-moduli spaces as c
varies. The main application in this paper is the case of plane curves of degree d ≥ 4 as boundary
divisors of P2. In this case, we show that when the coefficient c is small, the K-moduli space of
these pairs is isomorphic to the GIT moduli space. We then show that the first wall crossing of
these K-moduli spaces are weighted blow-ups of Kirwan type. We also describe all wall crossings
for degree 4, 5, 6 and relate the final K-moduli spaces to Hacking’s compactification and the moduli
of K3 surfaces.
1. Introduction
Constructing compactifications of moduli spaces of varieties is a fundamental question in al-
gebraic geometry. While it is well known that singular varieties will occur on the boundary of
the moduli space, an interesting question to investigate is how different compactifications yield
different singularities on the boundary. The classical approach of Deligne and Mumford for genus
≥ 2 curves only allows stable curves (i.e. nodal singularities) in the boundary. Later on, it
was realized that there are meaningful alternate compactifications allowing curves with worse
singularities that can be obtained from running the minimal model program (MMP) on the Deligne-
Mumford compactification, often going by the name the Hassett-Keel program.
If we consider plane curves, there are two well-known compactifications. Classically, Mumford’s
geometric invariant theory (GIT) yields a projective variety P
GIT
d parametrizing S-equivalent classes
of GIT semistable plane curves of degree d. Moreover, in each S-equivalence class, there exists a
unique closed orbit whose representative is a GIT polystable plane curve. In the philosophy of
Alper, this gives a good moduli space morphism P
GIT
d → P
GIT
d where P
GIT
d is the GIT quotient
stack. An approach due to Hacking (following ideas from Kolla´r-Shepherd-Barron and Alexeev),
is via stable pairs and the MMP [Hac01, Hac04]. Roughly speaking, each smooth plane curve C
of degree d ≥ 4 can be viewed as a boundary divisor in P2, and so one can study certain pairs of
degenerations of the plane with a curve subject to some conditions on positivity and singularities
of the pair coming from the MMP. Hacking’s moduli stack P
H
d is a proper Deligne-Mumford stack
whose coarse moduli space P
H
d is a projective variety.
One notable feature of these two different approaches is that although GIT semistable curves
all lie in P2, they can be quite singular; on the other hand, although the surfaces in the boundary
of P
H
d can be quite singular (possibly non-normal), the singularities of the degenerate curve are
usually mild. As these two moduli spaces are birational, it is a natural question to ask how to
interpolate between them.
For example, we illustrate the simplest non-trivial case: deg d = 4. The 6-dimensional GIT
quotient P
GIT
4 generically parametrizes curves which are at worst cuspidal in P
2, has a curve
parametrizing tacnodal curves (i.e. locally y2+x4 = 0), and a point parametrizing the double conic.
On the other hand, Hacking’s space P
H
4 (see also [Has99]) also generically parametrizes cuspidal
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curves in P2, but has a divisor parametrizing curves on P(1, 1, 4) (which are at worst cuspidal away
from the singular point, and at worst nodal at the singularity), and has a codimension two locus
parametrizing curves on the non-normal surface P(1, 1, 2) ∪ P(1, 1, 2). Here, the curves are snc at
the double locus and at worst cuspidal elsewhere. In particular, one can see directly the trade-
off between having very singular curves that still are in P2, and having mildly singular curves on
singular surfaces. It is natural to ask how to relate the two spaces in a modular way.
In this article, we investigate a new family of compactifications of the moduli space of smooth
plane curves using K-stability and (conical) Ka¨hler-Einstein metrics. For any smooth plane curve
C of degree d ≥ 4, the celebrated work [CDS15] and [Tia15] implies that (P2, cC) admits a conical
Ka¨hler-Einstein metric for any 0 < c < 3d hence is K-stable. Thus it is natural to construct K-
stability compactifications of these moduli spaces. Recently Li, Wang, and Xu [LWX19] showed
that there exist proper good moduli spaces parametrizing K-polystable Q-Gorenstein smoothable
Fano varieties (see also [Oda15] and [SSY16]). Based on [LWX19] and the very recent work by Tian
and Wang [TW19] on the solution of the log smooth Yau-Tian-Donaldson Conjecture, we construct
K-moduli stacks and spaces for all Q-Gorenstein smoothable log Fano pairs (see Definition 2.21).
In particular, this implies that the K-stability compactification of the moduli space of log Fano
pairs (P2, cC) with 0 < c < 3d a rational number exists as a proper good moduli space.
Theorem 1.1 (=Theorem 3.1). Let χ0 be the Hilbert polynomial of an anti-canonically polarized
Fano manifold. Fix r ∈ Q>0 and a rational number c ∈ (0,min{1, r
−1}). Then there exists a reduced
Artin stack KMχ0,r,c of finite type over C parametrizing all K-semistable Q-Gorenstein smoothable
log Fano pairs (X, cD) with Hilbert polynomial χ(X,OX (−mKX)) = χ0(m) for sufficiently divisible
m and D ∼Q −rKX . Moreover, the Artin stack KMχ0,r,c admits a good moduli space KMχ0,r,c as
a proper reduced scheme of finite type over C whose closed points parametrize K-polystable pairs.
It is thus natural to ask how the moduli spaces depend on the coefficient c. In this setting, we
prove the following wall-crossing type result.
Theorem 1.2 (=Theorem 3.2). There exist rational numbers
0 = c0 < c1 < c2 < · · · < ck = min{1, r
−1}
such that c-K-(poly/semi)stability conditions do not change for c ∈ (ci, ci+1). For each 1 ≤ i ≤ k−1,
we have open immersions
KMχ0,r,ci−ǫ
Φ−i
−֒−→ KMχ0,r,ci
Φ+i
←−−֓ KMχ0,r,ci+ǫ
which induce projective morphisms
KMχ0,r,ci−ǫ
φ−
i−−→ KMχ0,r,ci
φ+
i←−− KMχ0,r,ci+ǫ
Moreover, all the above wall crossing morphisms have local VGIT presentations as in [AFS17, (1.2)],
and the CM Q-line bundles on KMχ0,r,ci±ǫ are φ
±
i -ample.
While the two above results hold for any K-moduli stack and space of Q-Gorenstein smoothable
log Fano pairs, the remainder of this paper will focus on P
K
d,c and P
K
d,c, that is, the K-moduli stack
and space parametrizing K-semistable and K-polystable limits of (P2, cC), respectively, where C is
a smooth plane curve of degree d and c ∈ (0, 3d) is a rational number.
Since K-semistable log Fano pairs are always Kawamata log terminal (klt) by [Oda13b], as c
increases the surface X in P
K
d,c must become more singular, while the divisor D becomes less
singular; this is a general version of the phenomenon seen in the degree 4 example. In particular,
it is reasonable to expect that these moduli spaces provide the proper framework for interpolating
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between P
GIT
d and P
H
d . Our next results characterize the behavior of the wall crossings for K-moduli
spaces of plane curves.
First, we give a complete understanding of the first wall crossing in all degrees. The K-moduli
space corresponding to 0 < c≪ 1 is isomorphic to the GIT moduli space, and the first wall crossing
is a Kirwan type blowup of the GIT quotient. Note that since the K-moduli stacks and spaces for
d ≤ 3 are well-known (see Example 4.5), we usually assume d ≥ 4.
Theorem 1.3 (First wall crossing). Let d ≥ 4 be an integer, c ∈ (0, 3d) be a rational number, let
Q be a smooth conic in P2, let L be a line in P2 transverse to Q, and let x, y, z be coordinates of
P(1, 1, 4). Let
c1 =
{
3
2d d is even
3
2d−3 d is odd
Qd =
{
d
2Q d is even
d−1
2 Q+ L d is odd
Q′d =
{
zd/2 = 0 d is even
xyz(d−1)/2 = 0 d is odd
(1) For any 0 < c < c1, a plane curve C of degree d is GIT (poly/semi)stable if and only if the
log Fano pair (P2, cC) is K-(poly/semi)stable. Moreover, there is an isomorphism of Artin
stacks P
K
d,c
∼= P
GIT
d .
(2) There is an open immersion Φ− : P
GIT
d = P
K
d,c1−ǫ →֒ P
K
d,c1 which descends to an isomor-
phism of good moduli spaces.
(3) If Φ+ : P
K
d,c1+ǫ → P
K
d,c1 denotes the latter morphism in the first wall crossing, then there
exists a stacky weighted blow up morphism ρ : P
K
d,c1+ǫ → P
K
d,c1−ǫ = P
GIT
d along {[Qd]} (see
Definition 5.10) such that Φ+ = Φ− ◦ ρ. In particular, we have
(a) The descent morphism ̺ = (φ−)−1 ◦ φ+ : P
K
d,c1+ǫ → P
K
d,c1−ǫ = P
GIT
d of ρ between good
moduli spaces is a weighted blowup of the point [Qd].
(b) If d is even, then ̺ is a partial desingularization of Kirwan type.
Before preceding, we note that Gallardo, Martinez-Garcia, and Spotti independently showed
in [GMGS18, Theorem 1.2] that a similar result to Theorem 1.3 (1) holds for all hypersurfaces
in Pn assuming the Gap Conjecture [SS17, Conjecture 5.5] which is true when n ≤ 3 by [LL19,
Proposition 4.10] and [LX19, Theorem 1.3]. The following result removes this assumption.
Theorem 1.4 (=Theorem 9.24). Let n and d ≥ 2 be positive integers. Then there exists a positive
rational number c1 = c1(n, d) such that for any fixed 0 < c < c1, a hypersurface S ⊂ P
n of degree d
is GIT (poly/semi)stable if and only if the log Fano pair (Pn, cS) is K-(poly/semi)stable.
It is natural to ask what happens beyond the first wall crossing for plane curves. When d is small
(d ≤ 6), we explicitly determine all K-moduli wall crossings. In fact, if d is 4 or 6, we can relate
our moduli spaces to Baily-Borel compactifications of moduli spaces of K3 surfaces (see Section
6). Let P
∗
4 denote the Baily-Borel compactification of the moduli space of ADE K3 surfaces of
degree 4 with Z/4Z symmetry constructed by Kondo¯ [Kon00], and let P
∗
6 denote the Baily-Borel
compactification of the moduli space of K3 surfaces of degree 2.
Theorem 1.5 (d = 4, 6, see Theorem 6.1 and Section 6.2). If d = 4 (resp. 6), there is only one wall
crossing for K-moduli spaces given by the weighted blowup P̂GIT4 → P
GIT
4 (resp. P̂
GIT
6 → P
GIT
6 ) at
the double conic (resp. triple conic). Furthermore, the ample model of the Hodge line bundle on
P̂GIT4 (resp. P̂
GIT
6 ) is P
∗
4 (resp. P
∗
6).
In fact, in the degree 4 case we can say more using Hyeon and Lee’s results on the log minimal
model program for moduli of genus three curves [HL10]; see Section 9.3.1.
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Theorem 1.6 (d = 5, see Theorems 5.9, 7.1 and Section 8). If d = 5, then there are five wall
crossings for K-moduli spaces of plane quintics. Among them, the first two are weighted blow-ups
while the last three are flips.
In Table 1, we summarize the behavior of all wall crossings for plane quintics (see also Figure
1 on Page 57). Here we denote by E±i the exceptional loci of φ
±
i : P
K
5,ci±ǫ → P
K
5,ci where
general pairs parametrized by them are described in the table. The full description of E±i will
be presented in Theorems 5.8, 7.1, and Section 8. We use [x, y, z] for projective coordinates of
weighted projective planes P(1, 1, 4) and P(1, 4, 25). The surface X26 is the degree 26 weighted
hypersurface (xw = y13 + z2) in P(1, 2, 13, 25) with projective coordinates [x, y, z, w].
i ci E
−
i E
+
i
1 37 (P
2, Q5) (P(1, 1, 4), (xyz
2 + (ax6 + by6)z + g(x, y) = 0))
2 815 (P
2, A12-quintic) (X26, (w = g(x, y)))
3 611 (P
2, A11-reducible quintics) (P(1, 1, 4), (x
2z2 + y6z + g(x, y) = 0))
4 63115 (P
2, A11-irreducible quintics) (P(1, 4, 25), (z
2 + x2y12 + x10g(x, y) = 0))
5 5495 (P
2, A10-quintics) (P(1, 4, 25), (z
2 + x6y11 + x14g(x, y) = 0))
Table 1. Wall crossings for K-moduli spaces of plane quintics
In general it is unknown, though expected, that K-moduli spaces are projective (see [CP18,
BX19]). Using recent work of Codogni and Patakfalvi [CP18] and Posva [Pos19], we show the
following.
Theorem 1.7 (=Theorem 9.1). The K-moduli spaces P
K
d,c are projective when d ∈ {4, 5, 6} with
ample CM line bundles.
As a special case of [CP18, Conjecture 1.1(c)], we conjecture that the CM line bundle is ample
on P
K
d,c for all degrees and all coefficients (see Conjecture 9.2). The remainder of our paper is
devoted to some further questions which will serve as motivation for our future work. For example,
in Section 7.3 we discuss the second weighted blow-up for d ≥ 7 (see Theorem 7.10). Another
consequence of our work is that the birational maps P
K
d,c′ 99K P
K
d,c are birational contractions for
0 < c < c′ < 3d when d ∈ {4, 5, 6}. If this is true for d ≥ 7, assuming ampleness of the CM line
bundle (Conjecture 9.2), this would imply that the wall crossing of K-moduli spaces exhibit similar
behavior to the Hassett-Keel program for Mg (see Theorem 9.4). In this direction, we show that
the birational maps are birational contractions whenever 3 | d or 3 ∤ d and d < 13 (see Theorem
9.5).
We show in Theorem 9.18 that the only difference between the K-moduli space P
K
d, 3
d
−ǫ and P
H
d
are the maximally lc pairs in the K-moduli space, and the non-normal pairs in the Hacking moduli
space. We conjecture that there is a proper good moduli space of log Calabi-Yau pairs, which
relates to the K-moduli and Hacking moduli spaces via the following wall crossing.
Conjecture 1.8 (Log Calabi-Yau wall crossings, see Conjecture 9.19). There exists a proper good
moduli space P
CY
d which parametrizes S-equivalence classes of semistable log Calabi-Yau pairs
(X, 3dD) where X admits a Q-Gorenstein smoothing to P
2. Moreover, we have a log Calabi-Yau
wall crossing diagram
P
K
d, 3
d
−ǫ
φ−
CY−−−−→ P
CY
d
φ+
CY←−−−− P
H
d
4
where P
CY
d is the common ample model of the Hodge line bundles on P
K
d, 3
d
−ǫ and P
H
d .
We partially verify this conjecture in degree 4, 5, 6, and will investigate this space in forthcoming
work.
Organization. This paper is organized as follows. In Section 2 we collect preliminary materials
on K-stability, normalized volumes, CM line bundles, good moduli spaces, and Hacking’s moduli
spaces. In Section 3, we give a detailed construction of K-moduli stacks and spaces of Q-Gorenstein
smoothable log Fano pairs which is largely based on [LWX19] with new inputs from [Jia17, BX19,
TW19]. We prove Theorem 3.1 which is a generalization of [LWX19, Theorem 1.3]. Our main
new result is Theorem 3.2 which characterizes fundamental behaviors of K-moduli wall crossings
when varying the coefficient. Our construction heavily relies on the solution of Yau-Tian-Donaldson
Conjecture for log smooth log Fano pairs by Tian and Wang [TW19] which is a generalization of
[CDS15, Tia15]. Hence our approach is a mixture of algebraic and analytic methods.
In Section 4, we study the general properties of K-moduli stacks P
K
d,c and spaces P
K
d,c of degree
d plane curves with coefficient c. We describe the well-known K-moduli stacks and spaces for
degree at most 3 in Example 4.5. Using normalized volumes, we prove a result on bounding local
Gorenstein indices of singular surfaces appearing in P
K
d,c (see Theorem 4.8). This is crucial in the
detailed study of our K-moduli spaces.
Section 5 is devoted to studying the first wall crossing in all degrees. We prove parts (1) and
(2) of Theorem 1.3 in Section 5.1 by applying the index bound (Theorem 4.8) and the Paul-Tian
criterion (Theorem 2.22). In Section 5.2, we show that the K-moduli stack P
K
d,c1+ǫ is a weighted
blow-up of the GIT moduli stack of Kirwan type, hence confirming part (3) of Theorem 1.3. This
is done by a careful analysis of GIT of curves on P(1, 1, 4) (see Definition 5.7 and Theorem 5.8)
and the index bound (Theorem 4.8).
In Section 6, we show that there is only one log Fano K-moduli wall crossing in degree d = 4 or
6 (see Theorem 6.1). This is proven by computing the log canonical thresholds of GIT polystable
curves on P2 and P(1, 1, 4) (see Propositions 6.3 and 6.4) and applying an interpolation result on
K-stability (see Proposition 2.13). In Section 6.2, we relate the final K-moduli spaces P
K
d, 3
d
−ǫ for
d = 4 or 6 to the Baily-Borel compactification of moduli spaces of K3 surfaces as cyclic covers (see
Theorems 6.5 and 6.6).
Sections 7 and 8 are devoted to studying all wall crossings in degree 5. In Section 7, we show that
the second wall crossing of plane quintics precisely replaces the plane quintic with a unique A12-
singularity by curves on X26 (see Theorem 7.1). Its proof involves a valuative criterion computation
(see Proposition 7.3), an explicit construction of a special degeneration (see Proposition 7.4), and
verifying the K-polystability of this degeneration using techniques of Ilten and Su¨ß [IS17] on T -
varieties of complexity one (see Proposition A.2). In Section 8, we use similar strategy to further
study the rest wall crossings of plane quintics where the auxiliary computations are collected in
Appendix A. In Section 7.3, we apply these results for quintics to get more information on the
second weighted blow-up of K-moduli spaces in higher degrees (see Theorem 7.10).
In Section 9, we discuss further questions regarding our K-moduli spaces. In Section 9.1, we show
that P
K
d,c is projective for degree d ∈ {4, 5, 6} by proving the ampleness of CM line bundles using
work of Codogni and Patakfalvi [CP18] and Posva [Pos19]. In Section 9.2, we study the question
of whether the birational map P
K
d,c′ 99K P
K
d,c is a birational contraction when 0 < c < c
′ < 3d
(see Question 9.3). We give affirmative answers when d ≤ 13 or d is divisible by 3 (see Theorem
9.5). In Sections 9.3 and 9.4 we provide evidence supporting Conjecture 9.19 on the log Calabi-
Yau wall crossing when d ∈ {4, 5, 6}. In degree 4, we relate our wall crossings to the log minimal
model program for M3 (see Section 9.3.1). We give a set-theoretic description of the conjectural
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log Calabi-Yau moduli spaces of plane quintics in Section 9.4. Finally, we prove Theorem 1.4 in
Section 9.5 as an application of our machinery developed in Sections 2 and 3.
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2. Preliminaries
2.1. K-stability of log Fano pairs. In this section, we give a review of K-stability of log Fano
pairs.
Definition 2.1. Let X be a normal variety. Let D be an effective Q-divisor on X. Then (X,D)
is called a log pair. If in addition X is projective and −(KX +D) is Q-Cartier ample, then we say
that (X,D) is a log Fano pair. If a log Fano pair (X,D) is klt, then we say that it is a klt log Fano
pair. We say that X is a Q-Fano variety if (X, 0) is a klt log Fano pair.
We first recall the definition of a test configuration.
Definition 2.2 ([Tia97, Don02]). Let X be a projective variety. Let L be an ample line bundle
on X.
(a) A test configuration (X ;L)/A1 of (X;L) consists of the following data:
• a variety X together with a flat projective morphism π : X → A1;
• a π-ample line bundle L on X ;
• a Gm-action on (X ;L) such that π is Gm-equivariant with respect to the standard
action of Gm on A
1 via multiplication;
• (X \ X0;L|X\X0) is Gm-equivariantly isomorphic to (X;L)× (A
1 \ {0}).
(b) Let wm be the weight of the Gm-action on the determinant line detH
0(X0, L
⊗m
0 ), and
Nm := h
0(X,L⊗m). Then we have an asymptotic expansion
wm
mNm
= F0 +m
−1F1 +m
−2F2 + · · ·
with Fi ∈ Q. The generalized Futaki invariant of (X ;L)/A
1 is defined as Fut(X ;L) = −2F1.
More precisely, if we write
Nm = a0m
n + a1m
n−1 +O(mn−2), wm = b0m
n+1 + b1m
n +O(mn−1),
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then Fut(X ;L) = 2(a1b0−a0b1)
a20
.
Definition 2.3 ([Tia97, Don02, Li15, LX14, OS15]). Let (X,D =
∑k
i=1 ciDi) be a projective log
pair. Let L be an ample line bundle on X.
(a) A test configuration (X ,D;L)/A1 of (X,D;L) consists of the following data:
• a test configuration (X ;L)/A1 of (X;L);
• a formal sum D =
∑k
i=1 ciDi of codimension one closed integral subschemes Di of X
such that Di is the Zariski closure of Di × (A
1 \ {0}) under the identification between
X \ X0 and X × (A
1 \ {0}).
It is clear that (Di;L|Di)/A
1 is a test configuration of (Di;L|Di).
(b) For each 1 ≤ i ≤ k, let w˜i,m be the weight of the Gm-action on the determinant line
detH0(Di,0, L
⊗m
i,0 ), and N˜i,m := h
0(Di, L
⊗m
i ). Then we have an asymptotic expansion
N˜i,m = a˜i,0m
n−1 +O(mn−2), w˜i,m = b˜i,0m
n +O(mn−1).
We define a˜0 =
∑k
i=1 cia˜i,0 and b˜0 =
∑k
i=1 cib˜i,0. The relative Chow weight of (X ,D;L)/A
1
is defined as CH(X ,D;L) := a0 b˜0−b0a˜0
a20
. The generalized Futaki invariant of (X ,D;L)/A1 is
defined as Fut(X ,D;L) = Fut(X ;L) + CH(X ,D;L).
(c) A test configuration (X ,D;L)/A1 is called a normal test configuration if X is normal. A
normal test configuration is called a product test configuration if
(X ,D;L) ∼= (X × A1,D × A1; pr∗1L⊗OX (kX0))
for some k ∈ Z. A product test configuration is called a trivial test configuration if the
above isomorphism is Gm-equivariant with respect to the trivial Gm-action on X and the
standard Gm-action on A
1 via multiplication.
(d) Let (X,D) be a log Fano pair. Let L be an ample line bundle on X such that for some
l ∈ Q>0 we have L ∼Q −l(KX +D). Then the log Fano pair (X,D) is said to be:
(i) K-semistable if Fut(X ,D;L) ≥ 0 for any normal test configuration (X ,D;L)/A1 and
any l ∈ Q>0 such that L is Cartier;
(ii) K-stable if it is K-semistable and Fut(X ,D;L) = 0 for a normal test configuration
(X ,D;L)/A1 if and only if it is a trivial test configuration; and
(iii) K-polystable if it is K-semistable and Fut(X ,D;L) = 0 for a normal test configuration
(X ,D;L)/A1 if and only if it is a product test configuration.
(e) Let (X,D) be a klt log Fano pair. Let L be an ample line bundle on X such that
L ∼Q −l(KX + D) for some l ∈ Q>0. Then a normal test configuration (X ,D;L)/A
1
is called a special test configuration if L ∼Q −l(KX/A1 +D) and (X ,D +X0) is plt. In this
case, we say that (X,D) specially degenerates to (X0,D0) which is necessarily a klt log Fano
pair.
Remark 2.4. We give some useful remarks toward the above definition.
(1) We provide an intersection formula for the generalized Futaki invariant (cf. [Wan12,
Oda13a]). Let (X,D) be a log Fano pair. Let L be an ample line bundle on X such
that L ∼Q −l(KX + D) for some l ∈ Q>0. Assume π : (X ,D;L) → A
1 is a normal
test configuration of (X,D;L). Let π¯ : (X¯ , D¯; L¯) → P1 be the natural Gm-equivariant
compactification of π. Then we have the intersection formula
Fut(X ,D;L) :=
1
(−(KX +D))n
(
n
n+ 1
·
(L¯n+1)
ln+1
+
(L¯n · (KX¯/P1 + D¯))
ln
)
.
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(2) By the work of Odaka [Oda12], any K-semistable log Fano pair is klt. By the work of Li and
Xu [LX14], we know that to test K-(poly/semi)stability of a klt log Fano pair, it suffices to
test only on special test configurations.
(3) A test configuration is called almost trivial (resp. almost product) if its normalization is
trivial (resp. product). By [BHJ17, Proposition 3.15], we know that the generalized Futaki
invariant never increases under normalization.
Definition 2.5. Let X be a Q-Fano variety. Let D ∼Q −KX be an effective Q-divisor on X. We
say that (X,D) is K-semistable if (X,D;L) is K-semistable for some Cartier divisor L ∼Q −lKX
and some l ∈ Z>0. From [Oda13b] this is equivalent to saying that (X,D) is log canonical.
2.2. Valuative criteria for K-stability. In this section, we recall the valuative criteria for K-
stability due to [Fuj19b, Li17] with a slight improvement from [BX19]. For this, we need to make
a few definitions.
Definition 2.6. Let X be a normal variety of dimension n. We say that E is a prime divisor over
X if E is a divisor on a normal variety Y where f : Y → X is a proper birational morphism. Let
L be a Q-Cartier Q-divisor on X. Take m ∈ Z>0 such that mL is Cartier and let x ∈ R≥0. If X is
projective, we define the volume of L− xE on X as
volX(L− xE) := volY (f
∗L− xE) = lim sup
m→∞
mL is Cartier
h0(X,OX (mL− ⌈mx⌉E))
mn/n!
.
Remark 2.7. By [Fuj19b, Definition 1.1, Remark 1.2], the above lim sup is actually a limit, the
function volX(L − xE) is a monotonically decreasing continuous function which vanishes for x
sufficiently large, and the definition does not depend on the choice of f : Y → X.
Definition 2.8. Let (X,D) be a log pair such that KX +D is Q-Cartier. Let E be a prime divisor
over X. Assume E is a divisor on Y where f : Y → X is a proper birational morphism from a
normal variety Y . We define the log discrepancy of E with respect to (X,D) as
A(X,D)(ordE) := 1 + ordE(KY − f
∗(KX +D)),
where ordE is the divisorial valuation measuring order of vanishing along E. If (X,D) is a log Fano
pair, we also define the following functional
S(X,D)(ordE) :=
1
volX(−KX −D)
∫ ∞
0
volX(−KX −D − tE)dt.
Sometimes we also use the notation A(X,D)(E) and S(X,D)(E) for A(X,D)(ordE) and S(X,D)(ordE),
respectively.
The following theorem summarizes the valuative criteria of uniform K-stability [Fuj19b], K-
semistability [Fuj19b, Li17], and K-stability [BX19]. We will view part (2) of this theorem as an
alternative definition of uniform K-stability of log Fano pairs.
Theorem 2.9 ([Fuj19b, Li17, BX19]). Let (X,D) be a log Fano pair.
(1) (X,D) is K-semistable (resp. K-stable) if and only if for any prime divisor E over X,
A(X,D)(ordE) ≥ (resp. >) S(X,D)(ordE).
(2) (X,D) is uniformly K-stable if and only if there exists ǫ > 0 such that
A(X,D)(ordE) ≥ (1 + ǫ)S(X,D)(ordE)
for any prime divisor E over X.
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Definition 2.10 ([FO18, BJ17]). The stability threshold δ(X,D) of a klt log Fano pair (X,D) is
defined as
δ(X,D) := inf
E
A(X,D)(ordE)
S(X,D)(ordE)
where the infimum is taken over all prime divisors E over X.
Theorem 2.11 ([FO18, BJ17]). A klt log Fano pair (X,D) is K-semistable (resp. uniformly K-
stable) if and only if δ(X,D) ≥ 1 (resp. > 1).
Definition 2.12. Let X be a Q-Fano variety. Let D ∼Q −rKX be an effective Q-divisor. For
a rational number 0 < c < r−1, we say that (X,D) is c-K-(poly/semi)stable (resp. uniformly
c-K-stable) if (X, cD) is K-(poly/semi)stable (resp. uniformly K-stable).
Next we provide a useful result on interpolation of K-stability (see e.g. [Der16, Lemma 2.6]).
Proposition 2.13. Let X be a Q-Fano variety. Let D and ∆ be effective Q-divisors on X satisfying
the following properties:
• Both D and ∆ are proportional to −KX under Q-linear equivalence.
• −KX −D is ample, and −KX −∆ is nef.
• The log pairs (X,D) and (X,∆) are K-(poly/semi)stable and K-semistable, respectively.
Then we have
(1) If D 6= 0, then (X, tD + (1− t)∆) is K-(poly/semi)stable for any t ∈ (0, 1].
(2) If D = 0, then (X, (1 − t)∆) is K-semistable for any t ∈ (0, 1].
(3) If ∆ ∼Q −KX and (X,∆) is klt, then (X, tD + (1 − t)∆) is uniformly K-stable for any
t ∈ (0, 1).
Proof. Parts (1) and (2) follow directly from the linearity of generalized Futaki invariants in terms
of the coefficient. For part (3), we use the valuative criterion (Theorem 2.9). Simple computation
shows that
S(X,tD+(1−t)∆)(E) = tS(X,D)(E), A(X,tD+(1−t)∆)(E) = tA(X,D)(E) + (1− t)A(X,∆)(E).
By [BJ17, Theorem A], we know that δ0 := δ(X,∆;−KX − D) = infE A(X,∆)(E)/S(X,D)(E) is
strictly positive. Since (X,D) is K-semistable, Theorem 2.9 implies A(X,D)(E) ≥ S(X,D)(E). Hence
A(X,tD+(1−t)∆)(E) ≥ tS(X,D)(E) + (1− t)δ0S(X,D)(E) =
(
1 +
(1− t)δ0
t
)
S(X,tD+(1−t)∆)(E).
This implies the uniform K-stability of (X, tD + (1− t)∆) for any t ∈ (0, 1) by Theorem 2.9. 
2.3. Normalized volumes. We give a brief review of normalized volume of valuations introduced
by Chi Li [Li18]. See [LLX18] for a survey about recent developments on this subject.
Definition 2.14. Let (X,D) be a klt log pair of dimension n. Let x ∈ X be a closed point. A
valuation v on X centered at x is a valuation of C(X) such that v ≥ 0 on OX,x and v > 0 on mx.
The set of such valuations is denoted by ValX,x. The volume is a function volX,x : ValX,x → R≥0
defined as
volX,x(v) := lim
k→∞
dimCOX,x/{f ∈ OX,x | v(f) ≥ k}
kn/n!
.
The log discrepancy is a function A(X,D) : ValX,x → R>0 ∪ {+∞} defined in [JM12, BdFFU15].
Note that if v = a · ordE where a ∈ R>0 and E is a prime divisor over X centered at x, then
A(X,D)(v) = a(1 + ordE(KY/X)),
where Y is a birational model of X containing E as a divisor.
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The normalized volume is a function v̂ol(X,D),x : ValX,x → R>0 ∪ {+∞} defined as
v̂ol(X,D),x(v) :=
{
A(X,D)(v)
n · volX,x(v) if A(X,D)(v) < +∞
+∞ if A(X,D)(v) = +∞
The local volume of a klt singularity x ∈ (X,D) is defined as
v̂ol(x,X) := min
v∈ValX,x
v̂ol(X,D),x(v).
Note that the existence of a v̂ol-minimizer is proven in [Blu18].
The following theorem from [LL19] generalizing [Fuj18, Theorem 1.1] and [Liu18, Theorem 1.2]
is crucial in the study of explicit K-moduli spaces.
Theorem 2.15 ([LL19, Proposition 4.6]). Let (X,D) be a K-semistable log Fano pair of dimension
n. Then for any closed point x ∈ X, we have
(−KX −D)
n ≤
(
1 +
1
n
)n
v̂ol(x,X,D).
The following useful result is proved in [BL18a, Corollary 4] and independently in [LX18,
Proposition 2.36] as an application of the lower semicontinuity of local volumes.
Theorem 2.16. Let (X,D) be a klt log Fano pair. If (X,D) specially degenerates to a K-semistable
log Fano pair (X0,D0), then (X,D) is also K-semistable.
2.4. CM line bundles. Let us start with the original definition of CM line bundles due to Paul
and Tian [PT06, PT09] (see also [FR06]).
Definition 2.17. Let f : X → T be a proper flat morphism of schemes of finite type over C. Let
L be an f -ample line bundle on X . We assume that the fibers (Xt,Lt) of f have constant pure
dimension n ≥ 1 and constant Hilbert polynomial χ. A result of Mumford-Knudsen [KM76] said
that there exists line bundles λi = λi(X ,L) on T such that for all k,
det f!(L
k) = λ
( kn+1)
n+1 ⊗ λ
(kn)
n ⊗ · · · ⊗ λ0.
By flatness, the Hilbert polynomial χ(Xt,L
k
t ) = a0k
n+a1k
n−1+O(kn−2). We set µ = µ(X ,L) := 2a1a0 .
Then the CM line bundle is defined as
λCM,f,L := λ
µ+n(n+1)
n+1 ⊗ λ
−2(n+1)
n .
The Chow line bundle1 is defined as
λChow,f,L := λn+1.
Next, we recall the definition of log CM line bundles.
Definition 2.18 (log CM line bundle). Assume f : X → T and L satisfy the conditions in
Definition 2.17. For i = 1, · · · , k, let Di be a closed subscheme of X such that f |Di : Di → T is
of pure dimension n − 1, and either f |Di is flat whose fibers have constant Hilbert polynomial, or
f |Di is a well-defined family of cycles over a semi-normal base scheme T . Let ci ∈ [0, 1] be rational
numbers. We define the log CM Q-line bundle of the data (f : X → T,L,D :=
∑k
i=1 ciDi) to be
λCM,f,D,L := λCM,f,L −
n(Ln−1t · Dt)
(Lnt )
λChow,f,L + (n+ 1)λChow,f |D,L|D ,
1This can also be defined when f is a well-defined family of n-dimensional cycles over a semi-normal base scheme
T (see [Kol96, Section I.3]).
11
where
(Ln−1t · Dt) :=
k∑
i=1
ci(L
n−1
t · Di,t), λChow,f |D,L|D :=
k⊗
i=1
λ⊗ciChow,f |Di ,L|Di
.
For any Gm-linearized line bundle over A
1 equipped with the standard Gm-action, we denote
by wt(·) the corresponding Gm-weight of the central fiber. The following result from [PT06] is a
fundamental property of (log) CM line bundles.
Proposition 2.19. Let (X,D =
∑k
i=1 ciDi) be an n-dimensional projective log pair. Let L be an
ample line bundle on X. Let π : (X ,D;L)→ A1 be a test configuration of (X,D;L). Then λCM,π,L,
λChow,π,L and λChow,π|Di ,L|Di are all Gm-linearized line bundles over A
1. Then we have
Fut(X ;L) =
1
(n+ 1)(Ln)
wt(λCM,π,L),
CH(X ,D;L) =
1
(n+ 1)(Ln)
(
−
n(Ln−1 ·D)
(Ln)
wt(λChow,π,L) + (n+ 1)wt(λChow,π|D,L|D)
)
.
In particular,
Fut(X ,D;L) =
1
(n+ 1)(Ln)
wt(λCM,π,D,L).
Next, we will introduce the concept of Q-Gorenstein flat families of log Fano pairs. In order to
adapt this concept to our moduli problems, we need to include cases when the base is a normal
Deligne-Mumford stack.
Definition 2.20.
(a) Let f : X → T be a proper flat morphism between normal varieties. Let D be an effective
Q-divisor on X . We say f : (X ,D) → T is a Q-Gorenstein flat family of log Fano pairs if
the following conditions hold:
• f has normal, connected fibers;
• Supp(D) does not contain any fiber;
• −(KX/T +D) is Q-Cartier and f -ample.
We define the CM Q-line bundle of f : (X ,D) → T as λCM,f,D := l
−nλCM,f,D,L where
L := −l(KX/T +D) is an f -ample Cartier divisor on X for some l ∈ Z>0.
(b) Let X and T be normal separated Deligne-Mumford stacks that are finite type over C. Let
D be an effective Q-divisor on X . We say f : (X ,D) → T is a Q-Gorenstein flat family
of log Fano pairs if for some (or equivalently, any) e´tale cover u : U → T from a normal
scheme U , the base change f ×T u : (X ,D) ×T U → U is a Q-Gorenstein flat family of log
Fano pairs.
In our moduli problems, we mainly consider the following class of log Fano pairs.
Definition 2.21. Let c, r be positive rational numbers such that cr < 1. A log Fano pair (X, cD) is
Q-Gorenstein smoothable if there exists aQ-Gorenstein flat family of log Fano pairs π : (X , cD)→ B
over a pointed smooth curve (0 ∈ B) such that the following holds:
• Both −KX/B and D are Q-Cartier, π-ample and D ∼Q,π −rKX/B ;
• Both π and π|D are smooth morphisms over B \ {0};
• (X0, cD0) ∼= (X, cD).
A Q-Gorenstein flat family of log Fano pairs f : (X , cD) → T is called a Q-Gorenstein smoothable
log Fano family if all fibers are Q-Gorenstein smoothable log Fano pairs and D is Q-Cartier.
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For application purposes, it is always convenient to work with a smaller family rather than the
whole Hilbert scheme. Thus the next criterion is important when checking K-stability in explicit
families. It is a partial generalization of [PT06, Theorem 1] and [OSS16, Theorem 3.4].
Theorem 2.22. Let f : (X ,D)→ T be a Q-Gorenstein flat family of log Fano pairs over a normal
proper Deligne-Mumford stack T that is finite type over C. Denote by T the coarse moduli space of
T . Let G be a reductive group acting on X and T such that D is G-invariant and f is G-equivariant.
Assume in addition that
(a) if Aut(Xt,Dt) is finite for t ∈ T then the stabilizer subgroup Gt is also finite;
(b) if (Xt,Dt) ∼= (Xt′ ,Dt′) for t, t
′ ∈ T , then t′ ∈ G · t;
(c) λCM,f,D descends to an ample Q-line bundle ΛCM,f,D on T .
Then t ∈ T is GIT (poly/semi)stable with respect to the G-linearized Q-line bundle ΛCM,f,D if
(Xt,Dt) is a K-(poly/semi)stable log Fano pair.
Proof. We first show that K-semistability implies GIT-semistability. Denote by L := −l(KX/T +D)
a Cartier divisor on X for l ∈ Z>0. Let t ∈ T be a closed point such that (Xt,Dt) is K-
semistable. Then t induces a morphism τ : Spec C → T which is unique up to isomorphism.
Let σ : Gm → G be a 1-PS of G. Then we have a morphism ρ : Gm → T as the composition of
τ × σ : Gm = Gm × Spec C→ G× T and the G-action morphism G× T → T . Since T is proper,
ρ extends to a Gm-equivariant morphism ρ¯ : A
1 → T . Pulling back the morphism f : (X ,D)→ T
and L to A1 under ρ¯ yields a test configuration (Xt,σ,Dt,σ;Lt,σ)/A
1 of (Xt,Dt). By Proposition
2.19, we know that Fut(Xt,σ,Dt,σ ;Lt,σ) is a positive multiple of the GIT weight µ
ΛCM,f,D(t, σ) (see
[MFK94, Definition 2.2]) which implies that both are non-negative by K-semistability of (Xt,Dt).
Thus the Hilbert-Mumford criterion implies that t ∈ T is GIT semistable.
Next, assume that (Xt,Dt) is K-polystable. From the above discussion we see that t is GIT
semistable. Let σ : Gm → G be a 1-PS such that t0 := lims→0 σ(s) · t is GIT polystable. Then the
GIT weight µΛCM,f,D(t, σ) is zero, which implies that Fut(Xt,σ ,Dt,σ;Lt,σ) vanishes as well. Thus we
have (Xt,Dt) ∼= (Xt0 ,Dt0) which implies that t ∈ G · t0 is GIT polystable by assumption (b). The
stable part is a consequence of the polystable part and assumption (a). 
The following proposition provides an intersection formula for log CM line bundles. For the case
without divisors this was proven by Paul and Tian [PT06]. The current statement is a consequence
of [CP18, Proposition 3.7]. We provide a proof here for readers’ convenience.
Proposition 2.23. Let f : (X ,D) → T be a Q-Gorenstein flat family of n-dimensional log Fano
pairs over a normal proper variety T . Then
(2.1) c1(λCM,f,D) = −f∗((−KX/T −D)
n+1).
Proof. Since both sides of (2.1) are functorial under pull-backs, by passing to a resolution we may
assume that T is smooth and projective. Then [CP18, Lemma A.2] implies that
c1(f∗L
⊗q) =
f∗(L
n+1)
(n+ 1)!
qn+1 −
f∗(KX/T · L
n)
2 · n!
qn +O(qn−1),
where L := −l(KX/T + D) is Cartier and f -ample. Hence we have c1(λChow,f,L) = f∗(L
n+1) and
c1(λn,f,L) =
1
2f∗(n(L
n+1)− (KX/T · L
n)). It is clear that µ(X ,L) = −
n(KXt ·L
n−1
t )
(Lnt )
. Hence
c1(λCM,f,L) = −
n(KXt · L
n−1
t )
(Lnt )
f∗(L
n+1) + (n+ 1)f∗(KX/T · L
n).
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We also know that c1(λChow,f |D,L|D) = f∗(L
n · D). Thus
c1(λCM,f,D,L) = c1(λCM,f,L)−
n(KXt · L
n−1
t )
(Lnt )
c1(λChow,f,L) + (n+ 1)c1(λChow,f |D,L|D)
=
n((−KXt −Dt) · L
n−1
t )
(Lnt )
f∗(L
n+1)− (n+ 1)f∗((−KX/T −D) · L
n)
= −lnf∗((−KX/T −D)
n+1). 
Next we recall the definition of Hodge line bundles.
Definition 2.24. Let f : X → T be a Q-Gorenstein flat family of Q-Fano varieties over a normal
base. Let D be an effective Q-Cartier Q-divisor on X not containing any fiber of f such that
D ∼Q,f −rKX/T for some r ∈ Q>0. The Hodge Q-line bundle λHodge,f,r−1D is defined as the
Q-linear equivalence class of Q-Cartier Q-divisors on T such that
KX/T + r
−1D ∼Q f
∗λHodge,f,r−1D.
Proposition 2.25. With the notation of Definition 2.24, for any rational number 0 ≤ c < r−1 we
have
(2.2) (1− cr)−nλCM,f,cD = (1− cr)λCM,f + cr(n+ 1)(−KXt)
nλHodge,f,r−1D.
Proof. For simplicity we denote λc := λCM,f,cD and λHodge := λHodge,f,r−1D. Let L := −lKX/T be
an ample Cartier divisor on X for some l ∈ Z>0. Since CM line bundles are invariant by twisting
pull-back of a line bundle on the base, we know that λc = l
−n(1 − cr)nλCM,f,cD,L. We also know
that
λCM,f,cD,L = λCM,f,L − c
(
n(Ln−1t · Dt)
(Lnt )
λChow,f,L − (n+ 1)λChow,f |D,L|D
)
.
Hence to show (2.2) it suffices to show that λCM,f,r−1D,L = (n+1)l
n(−KXt)
nλHodge. Since both sides
are functorial under pull-backs, we may assume that T is smooth and quasi-projective. By taking
closure in the relative Hilbert scheme of (Xt,Dt;Lt), passing to a resolution of the base, and taking
normalization of the total family, we can find a smooth projective closure T of T , an extension
f¯ : (X ,D) → T of f and an f¯ -ample Cartier divisor L on X such that X is normal projective, D
is an effective Q-Cartier Q-divisor on X , f¯ and f¯ |D are pure dimensional, and L|X = L. Although
f¯ is not necessarily flat, the CM line bundle λCM,f¯ ,cD,L can still be defined by [CP18, Lemma A.2]
such that its restriction to T is λCM,f,cD,L. By similar argument to the proof of Proposition 2.23,
we have that
c1(λCM,f¯ ,r−1D,L) =
n((−KXt − r
−1Dt) · L
n−1
t )
(Lnt )
f¯∗(L
n+1
)− (n+ 1)f∗((−KX /T − r
−1D) · L
n
)
= (n+ 1)f∗((KX /T + r
−1D) · L
n
).
Since KX/T + r
−1D = f∗λHodge, we know that
λCM,f,r−1D,L = (n + 1)(L
n
t )λHodge = (n+ 1)l
n(−KXt)
nλHodge.
The proof is finished. 
2.5. Good moduli spaces in the sense of Alper. We recall the definition and some notions
regarding good moduli spaces from [Alp13], as these objects naturally appear in the construction of
moduli spaces in K-stability.
Definition 2.26. A quasi-compact morphism φ : X → Y from an Artin stack to an algebraic space
is a good moduli space if
(1) the push-forward functor on quasi-coherent sheaves is exact, and
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(2) the induced morphism on sheaves OY → φ∗OX is an isomorphism.
Definition 2.27. Let φ : X → Y be a good moduli space. An open substack U ⊆ X is saturated
for φ if φ−1(φ(U)) = U .
This is useful for the following reasons:
Remark 2.28. [Alp13, Remark 6.2, Lemma 6.3]
(1) If U is saturated for φ, then φ(U) is open and φ |U : U → φ(U) is a good moduli space.
(2) If ψ : X → Z is a morphism to a scheme Z and V ⊆ Z is an open subscheme, then ψ−1(V )
is saturated for φ.
2.6. Hacking’s compact moduli of plane curves. Hacking constructed a proper moduli stack
P
H
d of plane curves of degree d ≥ 4 using tools from the MMP [Hac01, Hac04]. It is a special case
of the moduli theory of log canonically polarized pairs developed by Kolla´r, Shepherd-Barron, and
Alexeev. Roughly speaking the parametrized elements are pairs (X,D), where X is a Q-Gorenstein
deformation of P2 and D is a degeneration of plane curves such that the pair satisfies some natural
properties that will be reviewed below. First we recall the normal surfaces parametrized by P
H
d .
Definition 2.29. AManetti surface is a klt projective surface that admits a Q-Gorenstein smooth-
ing to P2.
Proposition 2.30 ([Hac04, Theorems 8.2 & 8.3]). A surface X is a Manetti surface if and only if it
is a Q-Gorenstein deformation of the weighted projective plane P(a2, b2, c2) where a2+b2+c2 = 3abc.
Moreover, all such X have unobstructed Q-Gorenstein deformations.
We now give the definition of the surface pairs parametrized by P
H
d .
Definition 2.31. Let X be a surface and let D be an effective Q-Cartier divisor on X. Let d ≥ 4
be an integer. The pair (X,D) is a Hacking stable pair of degree d if:
(1) The pair (X, (3d + ǫ)D) is slc, and the divisor KX + (
3
d + ǫ)D is ample for any 0 < ǫ≪ 1,
(2) dKX + 3D ∼ 0, and
(3) there is a Q-Gorenstein deformation of (X,D) to (P2, Ct) where Ct is a family of plane
curves of degree d.
We can now define the stack P
H
d .
Definition 2.32. Let d ≥ 4 be an integer. We define the Hacking moduli stack P
H
d to be the
reduced stack representing the following moduli pseudo-functor over reduced base S:
P
H
d (S) = {(X ,D)/S | (X ,D)/S is a Q-Gorenstein family of Hacking stable pairs of degree d}.
Theorem 2.33 ([Hac04, Theorem 4.4, 7.2] and [Ale96]). The stack P
H
d is a reduced proper Deligne-
Mumford stack of finite type over C. Its coarse moduli space P
H
d is a reduced projective variety which
compactifies the moduli space of smooth plane curves of degree d. Furthermore, if 3 ∤ d then
(1) the stack P
H
d is smooth, and
(2) the underlying surface of a Hacking stable pair of degree d is either a Manetti surface, or
the slt2 union of two normal surfaces glued along a smooth rational curve.
2Recall that a pair (X,D) is semi-log terminal (slt) if it is slc and its normalization is plt.
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3. Construction of K-moduli spaces of smoothable log Fano pairs
In this section we construct K-moduli stacks and spaces of Q-Gorenstein smoothable log Fano
pairs (see Definition 2.21). Our construction is largely based on [LWX19] with new input from
[Jia17, BX19, TW19]. Results from this section can be applied to the study of many explicit K-
moduli spaces, including the K-moduli spaces of plane curves as the main subject of this paper.
We will investigate other applications in forthcoming work.
The following theorems are the main results of this section. The first theorem is a natural
generalization of [LWX19, Theorem 1.3].
Theorem 3.1. Let χ0 be the Hilbert polynomial of an anti-canonically polarized Fano manifold.
Fix r ∈ Q>0 and a rational number c ∈ (0,min{1, r
−1}). Then there exists a reduced Artin stack
KMχ0,r,c of finite type over C parametrizing all K-semistable Q-Gorenstein smoothable log Fano
pairs (X, cD) with Hilbert polynomial χ(X,OX (−mKX)) = χ0(m) for sufficiently divisible m and
D ∼Q −rKX . Moreover, the Artin stack KMχ0,r,c admits a good moduli space KMχ0,r,c as a proper
reduced scheme of finite type over C.
Indeed, in Section 3.6 we show that the K-moduli stack KMχ0,r,c represents the moduli pseudo-
functor of Q-Gorenstein smoothable K-semistable log Fano families with certain numerical invari-
ants over reduced base schemes.
The second theorem provides a wall crossing principle for these K-moduli spaces when varying
the coefficient c.
Theorem 3.2. There exist rational numbers 0 = c0 < c1 < c2 < · · · < ck = min{1, r
−1} such that
c-K-(poly/semi)stability conditions do not change for c ∈ (ci, ci+1). For each 1 ≤ i ≤ k − 1, we
have open immersions
KMχ0,r,ci−ǫ
Φ−i
−֒−→ KMχ0,r,ci
Φ+i
←−−֓ KMχ0,r,ci+ǫ
which induce projective morphisms
KMχ0,r,ci−ǫ
φ−i−−→ KMχ0,r,ci
φ+i←−− KMχ0,r,ci+ǫ
Moreover, all the above wall crossing morphisms have local VGIT presentations as in [AFS17,
(1.2)], and the CM Q-line bundles on KMχ0,r,ci±ǫ are φ
±
i -ample (see Theorems 3.33 and 3.36 for
the precise statements).
Remark 3.3. Recently there has been tremendous progress on constructing K-moduli spaces and
stacks using purely algebraic methods. More precisely, from the works of [Jia17, BX19, ABHLX19,
Xu19, BLX19] we now know that the moduli functor of K-semistable Fano varieties with certain
numerical invariants is represented by an Artin stack of finite type which admits a good moduli space
as a separated algebraic space. These works should also lead to a similar result for log Fano pairs,
although there are some technical issues in defining locally stable families over non-reduced base
schemes (see [Kol18] for a more thorough discussion). Since the works of [ABHLX19, Xu19, BLX19]
were completed simultaneously to the preparation of this paper, our constructions do not rely on
their results, though it is likely some of our arguments can be simplified using their results. We
point out that our approach as a generalization of [LWX19] shows that these good moduli spaces
are proper schemes, which is not contained in the above works. Besides, we only consider families
over reduced base schemes since we are not aware of a reasonable definition for Q-Gorenstein
smoothable families over Artinian rings (see e.g. [LWX19, Remark 8.17]), hence our moduli stack
only represents a moduli pseudo-functor over reduced bases (see Remark 3.25).
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3.1. Foundations. We will fix an arbitrary rational number ǫ0 ∈ (0, 1). For technical reasons, we
will concentrate on constructing the K-moduli space of Q-Gorenstein smoothable log Fano pairs
(X, cD) where D ∼Q −rKX and c ∈ (0,min{1, (1 − ǫ0)r
−1}) a rational number. As we will see in
Theorem 3.20, the K-(poly/semi)stability conditions will not change for c sufficiently close to r−1.
Besides, all numbers except β, β•, and B are assumed to be rational.
Theorem 3.4. Fix n a positive integer, r a positive rational number, and ǫ0 ∈ (0, 1) a rational
number. Then the following collection of Q-Gorenstein smoothable pairs
{(X,D) | dimX = n, (X, cD) is K-semistable for some c ∈ (0,min{1, (1 − ǫ0)r
−1})}.
is log bounded. In particular, there exists m1 = m1(n, r, ǫ0) ∈ Z>0 such that m1KX is Cartier
whenever (X,D) belongs to the above collection.
Proof. Since D ∼Q −rKX , it suffices to bound the variety X. From the assumption that (X, cD)
is K-semistable for some c < (1 − ǫ0)r
−1, by [BL18b, Theorem 7.2] we conclude that δ(X) ≥ ǫ0.
Since the volume of X is a positive integer, X belongs to a bounded family by [Jia17]. 
Proposition 3.5. Fix n,m ∈ Z>0, r ∈ Q>0 and ǫ0 ∈ (0, 1). Let X be a Q-Fano variety with mKX
Cartier. Let D ∼Q −rKX be a Weil divisor. Let c < (1 − ǫ0)r
−1 be a rational number such that
(X, cD) is a log Fano pair. Then
(1) there exists a positive integer q = q(n, r, ǫ0,m) and a Cartier divisor ∆ ∈ | − qKX | such
that (X, lct(X;D) ·D +∆) is a log canonical pair.
(2) there exists γ0 = γ0(n, r, ǫ0,m) such that either c > lct(X;D) −
ǫ0r−1
n+1 which implies
α(X, cD) < 1n+1 , or (X, cD +
(1−β)(1−cr)
q ∆) is uniformly K-stable for any β ∈ (0, γ0].
Proof. (1) By [HX15] such X form a bounded family. This follows from the Bertini theorem for
bounded families.
(2) Let us assume that α(X, cD) ≥ 1n+1 . We know that α(X, cD;−KX ) = (1−cr)α(X, cD) ≥
ǫ0
n+1 .
Thus (X, cD + ǫ0r
−1
n+1 D) is log canonical which implies c ≤ lct(X;D) −
ǫ0r−1
n+1 . It is clear that
(X, (lct(X;D) − ǫ0r
−1
n+1 )D +
1
q∆) form a bounded family of klt pairs. Hence [BL18b] implies that
there exists α1 = α1(n, r, ǫ0,m) > 0 such that
α(X, cD + 1−crq ∆;−KX) ≥ α(X, (lct(X;D) −
ǫ0r−1
n+1 )D +
1
q∆;−KX) ≥ α1.
Hence
α(X, cD + (1−β)(1−cr)q ∆) =
1
β(1− cr)
α(X, cD + (1−β)(1−cr)q ∆;−KX)
≥
1
β(1− cr)
(
βα(X, cD;−KX ) + (1− β)α(X, cD +
1−cr
q ∆;−KX)
)
≥ α(X, cD;−KX ) + (β
−1 − 1)α(X, cD + 1−crq ∆;−KX)
≥
ǫ0
n+ 1
+ (β−1 − 1)α1.
Let us take γ0 :=
α1
1+α1
, then for any β ∈ (0, γ0] we have α(X, cD+
(1−β)(1−cr)
q ∆) ≥ 1. Thus [FO18]
implies that (X, cD + (1−β)(1−cr)q ∆) is uniformly K-stable. 
Next we use an important result obtained in the solution of Yau-Tian-Donaldson conjecture for
log smooth log Fano pairs [TW19]. It plays a crucial role in proving openness and properness of
the K-moduli conjecture in our setting. We are very grateful to Feng Wang for kindly providing a
proof. For the case without boundary, see [CDS15, Tia15, Ber16] or [LWX19, Theorem 4.1].
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Theorem 3.6 ([TW19]). Fix n, q ∈ Z>0, r ∈ Q>0, and ǫ0, γ0 ∈ (0, 1). Let Xi be a sequence of
n-dimensional Fano manifolds with a fixed Hilbert polynomial χ0. Let Di ∼Q −rKXi be smooth
divisors on Xi. Let ∆i be smooth divisors in |− qKXi | that are transversal to Di. Let ci and βi be a
sequence converging respectively to c∞ and β∞ with c∞ < min{1, (1− ǫ0)r
−1} and 0 < γ0 ≤ βi ≤ 1.
Suppose that each Xi admits a conical Ka¨hler-Einstein metric ω(βi) solving:
(3.1) Ric(ω(βi)) = βi(1− cir)ω(βi) + ci[Di] +
(1− βi)(1 − cir)
q
[∆i].
Then the Gromov-Hausdorff limit of any subsequence of {(Xi, ω(βi))}i is homeomorphic to a Q-
Fano variety Y . Furthermore, there are unique Weil divisors E,Γ ⊂ Y such that
(1) (Y, c∞E +
(1−β∞)(1−c∞r)
q Γ) is a klt log Fano pair;
(2) Y admits a weak conical Ka¨hler-Einstein metric ω(β∞) solving
Ric(ω(β∞)) = β∞(1− c∞r)ω(β∞) + c∞[E] +
(1− β∞)(1− c∞r)
q
[Γ].
In particular, Aut(Y,E + Γ) is reductive and the pair (Y, c∞E +
(1−β∞)(1−c∞r)
q Γ) is K-
polystable;
(3) there exists a positive integer m2 = m2(χ0, r, q, ǫ0, γ0), such that possibly after passing to
a subsequence, there are Tian’s embeddings Ti : Xi → P
N and T∞ : Y → P
N , defined by
taking a suitable orthonormal basis of the complete linear system | −mKXi | and | −mKY |
with respect to ω(βi) and ω(β∞) respectively, such that for any multiple m of m2 and
N+1 = χ(Xi,OXi(−mKXi)), we have that Ti(Xi) converge to T∞(Y ) as projective varieties,
and Ti(Di) (respectively Ti(∆i)) converge to T∞(E) (respectively T∞(Γ)) as algebraic cycles.
Proof. It is a combination of [TW19, Proposition 4.18, Corollary 4.19 and Lemma 5.4]. By taking
subsequences, we can assume that (Xi;ω(βi)) converges to a metric space (X; d) in the Gromov-
Hausdorff topology. Since the divisors are ample, Cheeger-Colding-Tian’s theory applies. From
[TW19, Proposition 4.18], there exists a positive integer m2 such that the partial C
0 holds for
(Xi;ω(βi);−mKXi) for any multiple m of m2. Then we get a sequence of Tian’s embeddings
Ti : Xi → P
N using an orthonormal basis of H0(Xi,OXi(−mKXi)). By taking subsequences again,
we can assume that Ti(Xi) converges to Y as cycles. Since Ti are uniform Lipschitz, we get a
map T∞ from (X; d) to Y . By [TW19, Corollary 4.19], T∞ is a homeomorphim and Y is a normal
projective variety. Moreover, if we define the Gromov-Hausdorff limit of Di,∆i as D∞,∆∞, then
E = T∞(D∞) and Γ = T∞(∆∞) are divisors on Y such that (Y, c∞E+
(1−β∞)(1−c∞r)
q Γ) is a klt log
Fano pair, and it admits a weak conical Ka¨hler-Einstein metric ω(β∞):
Ric(ω(β∞)) = β∞(1− c∞r)ω(β∞) + c∞[E] +
(1− β∞)(1− c∞r)
q
[Γ].
Since both Di and ∆i are proportional to −KXi , we have that both E and Γ are also proportional
to −KY as cycle limits. Thus Y is a Q-Fano variety, and both E and Γ are Q-Cartier divisors on
Y . By [TW19, Lemma 5.4], Aut0(Y, c∞E +
(1−β∞)(1−c∞r)
q Γ) is reductive. 
We now introduce the relevant Hilbert schemes.
Definition 3.7. Let Hχ;N := Hilbχ(P
N ) denote the Hilbert scheme of closed subschemes of
PN with Hilbert polynomial χ. Given a closed subscheme X ⊂ PN with Hilbert polynomial
χ(X,OPN (k)|X) = χ(k), let Hilb(X) ∈ H
χ;N denote its Hilbert point.
Let χ0 be a Hilbert polynomial of an anti-canonically polarized Fano manifold. Let m be a
positive integer. Denote χ(k) := χ0(mk), χ˜(k) := χ0(mk) − χ0(mk − r), and N = χ0(m)− 1. Let
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χ = (χ, χ˜) be the Hilbert polynomials of (X,D) →֒ PN . Denote by Hχ;N = Hχ;N × Hχ˜;N . We
define
Z :=
Hilb(X,D) ∈ Hχ;N
∣∣∣∣∣∣∣
X is a Fano manifold, D ∼Q −rKX is a smooth divisor,
OPN (1)|X
∼= OX(−mKX),
and H0(PN ,OPN (1))
∼=
−→ H0(X,OX (−mKX)).
 .
Then Z is a locally closed subscheme of Hχ;N . Let Z be the Zariski closure of Z. We also define
Zklt :=
Hilb(X,D) ∈ Z
∣∣∣∣∣∣∣
X is a Q-Fano variety, D ∼Q −rKX is an effective Weil divisor,
−m1KX is Cartier, OPN (1)|X
∼= OX(−mKX),
and H0(PN ,OPN (1))
∼=
−→ H0(X,OX (−mKX)).
 .
and
Z◦c := {Hilb(X,D) ∈ Z
klt | (X, cD) is K-semistable}.
It is clear that Zklt is a Zariski open subset of Z. We will see in Theorem 3.15 that Z◦c is a Zariski
open subset of Zklt. Let Zred and Zredc be reduced schemes supported on Z and Z
◦
c , respectively.
In the cases when we keep track of m, we use the notation Zm, Zm, Z
klt
m , Z
◦
c,m, Z
red
m , and Z
red
c,m
instead of Z, Z, Zklt, Z◦c , Z
red, and Zredc , respectively.
We define the K-moduli stacks and spaces as follows.
Definition 3.8. Let χ0 be a Hilbert polynomial of an anti-canonically polarized Fano manifold.
Fix r ∈ Q>0 and 0 < ǫ0 ≪ 1. Let c ∈ (0,min{1, (1− ǫ0)r
−1}) be a rational number. We denote by
χ(k) := χ0(mk), χ˜(k) := χ0(mk)− χ0(mk − r), and Nm := χ0(m)− 1. As we will see in Theorem
3.24, the Artin stacks [Zredc,m/PGL(Nm + 1)] stabilize for m sufficiently divisible which we simply
denote by KMχ0,r,c. Moreover, according to Theorem 3.1 the Artin stack KMχ0,r,c admits a proper
reduced scheme KMχ0,r,c as its good moduli space. We define the K-moduli stack (resp. K-moduli
space) with respect to the triple (χ0, r, c) as the reduced Artin stack KMχ0,r,c (resp. reduced proper
scheme KMχ0,r,c).
3.2. Continuity method. In this section, we will use Theorem 3.6 and the continuity method
[LWX19, Section 4.2 and 6] to prove the following theorem.
Theorem 3.9. Fix n ∈ Z>0 and r ∈ Q>0. Fix ǫ0 ∈ (0, 1). Fix a Hilbert polynomial χ0 of an
n-dimensional anti-canonically polarized Fano manifold. Then there exists m3 = m3(χ0, r, ǫ0) such
that for any multiple m of m3, any rational number c ∈ (0,min{1, (1 − ǫ0)r
−1}), and any log pair
(X,D) with Hilb(X,D) ∈ Zkltm , the following holds:
(1) If (X, cD) is K-unstable, then either c > lct(X;D) − ǫ0r
−1
n+1 or there exists a 1-PS in
SL(Nm + 1) that destabilizes (X, cD).
(2) If (X, cD) is K-semistable but not K-polystable, then there exists a 1-PS in SL(Nm + 1)
that provides a special degeneration to a K-polystable log Fano pair (X ′, cD′). In addition,
Hilb(X ′,D′) ∈ Zkltm .
(3) If (X, cD) is K-polystable, then it admits a weak conical Ka¨hler-Einstein metric. In partic-
ular, Aut(X,D) is reductive.
(4) If (X, cD) is K-stable, then it is uniformly K-stable.
Before presenting the proof of Theorem 3.9, we introduce the following notation and prove several
preliminary results.
Notation 3.10. Let us fix n ∈ Z>0, r ∈ Q>0, ǫ0 ∈ (0, 1), and χ0 a Hilbert polynomial of an
n-dimensional Fano manifold. Let m1 = m1(n, r, ǫ0) ∈ Z>0 be chosen as in Theorem 3.4. Let
q = q(n, r, ǫ0,m1) ∈ Z>0 and γ0 = γ0(n, r, ǫ0,m1) ∈ (0, 1) be chosen as in Proposition 3.5. Let
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m2 = m2(χ0, r, q, ǫ0, γ0) be chosen as in Theorem 3.6. Let us take m3 := lcm(m1,m2). For
m ∈ Z>0 a multiple of m3, let us pick an arbitrary pair (X,D) with Hilb(X,D) ∈ Z
klt
m . We also fix
c ∈ (0,min{1, (1− ǫ0)r
−1}) such that c ≤ lct(X;D)− ǫ0r
−1
n+1 . To avoid bulky notation, let a :=
1−cr
q .
According to Proposition 3.5, let ∆ ∈ | − qKX | be chosen such that (X, cD + (1 − β)a∆) is
uniformly K-stable for any 0 < β ≤ γ0. Let us choose a smoothing (X ,D+ ∆˜)→ B over a pointed
curve 0 ∈ B such that all fibers over B \{0} are log smooth, and (X0,D0, ∆˜0) ∼= (X,D,∆). Denote
by
B := sup{β ∈ (0, 1) | (X, cD + (1− β)a∆) is uniformly K-stable}.
By [Fuj19a] we know that γ0 < B ≤ 1. Since the pair (X, cD + (1 − β)a∆) is uniformly K-stable
for any β ∈ (0,B), by [BL18b, TW19] we know that there exists a Zariski neighborhood Bβ of 0
in B such that (Xb, cDb + (1− β)a∆˜b) is uniformly K-stable hence admits conical Ka¨hler-Einstein
metrics for any b ∈ B◦β := Bβ \{0}. Consider the triple Hilbert scheme H
χ,q;N of PN with the same
Hilbert polynomials as (X,D,∆). Let Hilb(Xb, cDb + (1− β)a∆˜b) ∈ H
χ,q;N be the Hilbert point of
(Xb, cDb + (1− β)a∆˜b) via Tian’s embedding.
Proposition 3.11. With Notation 3.10, the log Fano pair (X, cD + (1 − β)a∆) admits a weak
conical Ka¨hler-Einstein metric for any β ∈ [γ0,B). Moreover, for any sequence of points bi → 0 in
B◦β, there exists a sequence of matrices gi ∈ U(N + 1) such that
gi ·Hilb(Xbi , cDbi + (1− β)a∆˜bi)→ Hilb(X, cD + (1− β)a∆) ∈ H
χ,q;N as i→∞.
Proof. By Theorem 3.6, we know that after choosing suitable gi ∈ U(N + 1) the Hilbert points
gi ·Hilb(Xbi , cDbi +(1−β)a∆˜bi) converge as i→∞ to Hilb(Y, cE+(1−β)aΓ) which is the Hilbert
point of a log Fano pair (Y, cE+(1−β)aΓ) via Tian’s embedding of its weak conical Ka¨hler-Einstein
metric. Then [Ber16] (see also [LL19, Section 3.1]) implies that (Y, cE+(1−β)aΓ) is K-polystable.
By Lemma 3.12, after possibly replacing (0 ∈ B) by its quasi-finite cover (0′ ∈ B′), the log Fano
pair (Y, cE + (1− β)aΓ) is a K-polystable fill-in of the family (X , cD + (1− β)a∆˜)×B (B
′ \ {0′}).
Since a K-polystable fill-in is always unique by [BX19], we know that
(Y, cE + (1− β)aΓ) ∼= (X, cD + (1− β)a∆).
The proof is finished. 
Lemma 3.12. Let G be an algebraic group acting on PM . Let z : B → PM be a morphism from a
smooth pointed curve (0 ∈ B). Denote by B◦ := B \ {0}. Suppose z0 is a point in P
M satisfying
that there exists gi ∈ G and B
◦ ∋ bi → 0 for i ∈ Z>0 such that gi · z(bi) → z0 as i → ∞. Then
there exists a quasi-finite morphism π : (0′ ∈ B′)→ (0 ∈ B) from a smooth pointed curve (0′ ∈ B′)
with {0′} = π−1({0}) and two morphisms τ : B′◦ := B′ \ {0} → G and z′ : B′ → PM such that
z′(b′) = τ(b′) · z(π(b′)) for any b′ ∈ B′◦ and z′(0′) = z0.
Proof. Let φ : G × B◦ → PM × B be the morphism defined as φ(g, b) := (g · z(b), b). Let G be
a normal proper variety that compactifies G. Let Γ be the normalized graph of the rational map
φ : G × B → PM × B. Hence we have a proper birational morphism ψ : Γ → G × B which is an
isomorphism over G × B◦, and a proper B-morphism φ˜ : Γ → PM × B. From the assumption we
know that (z0, 0) ∈ φ(G×B◦) = φ˜(Γ). Let us take a point z˜0 ∈ φ˜
−1(z0, 0) ⊂ Γ. Then we may
choose a smooth pointed curve (0′ ∈ B′) together with a finite morphism f : B′ → Γ such that
f(0′) = z˜0 and f(B
′) ∩ (G × B◦) 6= ∅. After possibly shrinking (0′ ∈ B′) we may assume that
f(B′◦) ⊂ G×B◦. Then by defining π := pr2 ◦ψ ◦ f , τ := pr1 ◦ f |B′◦ , and z
′ := pr1 ◦ φ˜ ◦ f , it is easy
to check that the conclusion is satisfied. 
A priori B might only be a real number. Nevertheless, the following result shows that B has to
be rational and we can find a destabilizing test configuration in PNm.
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Proposition 3.13. With Notation 3.10, if B < 1 then (X, cD + (1 − B)a∆) does not admit a
weak conical Ka¨hler-Einstein metric. There exists a 1-PS λ of SL(Nm+1) inducing a non-product
special test configuration of (X, cD+ (1−B)a∆) such that the central fiber (X ′, cD′+ (1−B)a∆′)
admits a weak conical Ka¨hler-Einstein metric. Moreover, the generalized Futaki invariant of this
special test configuration vanishes. In particular, B is a rational number.
Proof. We first show that (X, cD + (1 − B)a∆) does not admit a weak conical Ka¨hler-Einstein
metric. Since (X, cD + (1 − γ0)a∆) is uniformly K-stable, we know that (X,D,∆) has finite
automorphism group by [BX19, Corollary 3.5]. Assume to the contrary that (X, cD + (1−B)a∆)
admits a weak conical Ka¨hler-Einstein metric. Then from [BBE+19, Dar17, DNG18] we know that
the Mabuchi energy is proper. This indeed implies that (X, cD+(1−B)a∆) is uniformly K-stable
by [BBJ18, BHJ19]. However, by [Fuj19a] we know that (X, cD+(1−B− ǫ)a∆) is also uniformly
K-stable for 0 < ǫ≪ 1 which contradicts our definition of B.
Next, let us choose γ0 ≤ βi ր B as i→∞. Then by Proposition 3.11 we may choose B
◦
βi
∋ bi → 0
as i→∞ such that both (Xbi , cDbi+(1−βi)a∆˜bi) and (X, cD+(1−βi)a∆) admit a (weak) conical
Ka¨hler-Einstein metric for any i, and
lim
i→∞
distHχ,q;N
(
Hilb(Xbi , cDbi + (1− βi)a∆˜bi),U(N + 1) ·Hilb(X, cD + (1− βi)a∆)
)
= 0.
By the results of Theorem 3.6, there exists a sequence of matrices gi ∈ U(N + 1) and a log Fano
pair (X ′, cD′ + (1−B)a∆′) admitting a weak conical Ka¨hler-Einstein metric such that
gi ·Hilb(Xbi , cDbi + (1− βi)a∆˜bi)→ Hilb(X
′, cD′ + (1−B)a∆′) ∈ Hχ,q;N as i→∞.
Since Hilb(X, cD + (1− βi)a∆) ∈ SL(N + 1) ·Hilb(X,D,∆), we know that
Hilb(X ′, cD′ + (1−B)a∆′) ∈ SL(N + 1) ·Hilb(X,D,∆) ⊂ Hχ,q;N .
On the other hand, we know that (X ′, cD′+(1−B)a∆′) is not isomorphic to (X, cD+(1−B)a∆)
since the latter does not admit a conical Ka¨hler-Einstein metric. Hence by [Don12, Proposition 1]
there exists a 1-PS λ of SL(N+1) which induces a special test configuration (Xλ, cDλ+(1−B)a∆λ)
of (X, cD+(1−B)a∆) with central fiber (X ′, cD′+(1−B)a∆′). Let Lλ be a sufficiently divisible
multiple of −(KXλ/A1+cDλ). It is clear from the definition that β 7→ Fut(Xλ, cDλ+(1−β)a∆λ;Lλ)
is a degree 1 polynomial in β with rational coefficients. Since (X, cD + (1 − β)a∆) is uniformly
K-stable when β < B, we know that
Fut(Xλ, cDλ + (1 −B)a∆λ;Lλ) ≥ 0.
On the other hand, the 1-PS λ−1 of Aut(X ′,D′,∆′) ⊂ SL(N + 1) induces a product test configu-
ration (X ′λ−1 , cD
′
λ−1 + (1−B)a∆
′
λ−1) of (X
′, cD′ + (1−B)a∆′) such that
Fut(X ′λ−1 , cD
′
λ−1 + (1−B)a∆
′
λ−1 ;L
′
λ−1) + Fut(Xλ, cDλ + (1−B)a∆λ;Lλ) = 0.
Again by [Ber16] we know that (X ′, cD′ + (1 −B)a∆′) is K-polystable. Hence both generalized
Futaki invariants in the above equation are zero. Thus β = B is the solution of the equation
Fut(Xλ, cDλ + (1− β)a∆λ;Lλ) = 0 which implies B is a rational number. 
Now we are ready to prove Theorem 3.9.
Proof of Theorem 3.9. We follow Notation 3.10.
(1) Assume (X, cD) is K-unstable and c ≤ lct(X;D) − ǫ0r
−1
n+1 . Thus we have B < 1. Then
by Proposition 3.13, there exists a 1-PS λ of SL(Nm + 1) which induces a test configuration
(Xλ, cDλ + (1− β)a∆λ) of (X, cD + (1− β)a∆) such that
Fut(Xλ, cDλ + (1− β)a∆λ;Lλ) ≥ 0 if and only if β ≤ B.
Therefore, Fut(Xλ, cDλ;Lλ) < 0 which implies that (X, cD) is destabilized by λ.
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(2) Assume that (X, cD) is K-semistable but not K-polystable. Let us choose γ0 ≤ βi ր 1 as
i→∞. Following the proof of Proposition 3.13, there exists a log Fano pair (X ′, cD′+0 ·∆′) ⊂ PN
admitting a weak conical Ka¨hler-Einstein metric such that
Hilb(X ′, cD′ + 0 ·∆′) ∈ SL(N + 1) ·Hilb(X,D,∆) ⊂ Hχ,q;N .
In particular, (X ′, cD′) is K-polystable by [Ber16] hence is not isomorphic to (X, cD). Then by
[Don12, Proposition 1] we obtain a special degeneration from (X, cD) to (X ′, cD′) induced by a
1-PS in SL(N+1). In addition, since Hilb(Xbi , cDbi+(1−βi)a∆˜bi) converges to Hilb(X
′, cD′+0·∆′)
in Hχ,q;N as i → ∞, we know that Hilb(Xbi ,Dbi) converges to Hilb(X
′,D′) in Hχ;N for suitable
embeddings. Hence Hilb(X ′,D′) ∈ Zkltm .
(3) Assume (X, cD) is K-polystable. Similar to part (2), there exists a log Fano pair (X ′, cD′+0·∆′)
in PN admitting a weak conical Ka¨hler-Einstein metric such that
Hilb(X ′, cD′ + 0 ·∆′) ∈ SL(N + 1) ·Hilb(X,D,∆) ⊂ Hχ,q;N .
If Hilb(X ′, cD′ + 0 · ∆′) ∈ SL(N + 1) · Hilb(X,D,∆) then we are done. So we may assume
Hilb(X ′, cD′ + 0 · ∆′) 6∈ SL(N + 1) · Hilb(X,D,∆). Then again by [Don12, Proposition 1] we
get a special degeneration from (X, cD) to (X ′, cD′) induced by a 1-PS in SL(Nm + 1). By a
similar argument as the proof of Proposition 3.13, the generalized Futaki invariant of this special
test configuration vanishes since both (X, cD) and (X ′, cD′) are K-polystable. Hence they are
isomorphic.
(4) Assume that (X, cD) is K-stable. Then it admits a weak conical Ka¨hler-Einstein metric
and Aut(X,D) is reductive by (3). Hence K-stability of (X, cD) implies that Aut(X,D) is a finite
group, which implies uniform K-stability of (X, cD) by [BBE+19, Dar17, DNG18, BBJ18, BHJ19].
The proof is finished. 
3.3. K-semistable thresholds are constructible. In this section, we show that the K-semistable
thresholds are constructible functions satisfying certain semi-continuity conditions. In particular,
this implies the openness of K-semistability in our setting. Our approach is based on [LWX19,
Section 7 and A.1].
Definition 3.14. Fix a rational number ǫ0 ∈ (0, 1). For any (X,D) with Hilb(X,D) ∈ Z
klt, we
define the upper and lower K-semistable thresholds as follows:
kst+,ǫ0(X,D) := sup{c ∈ (0,min{1, (1 − ǫ0)r
−1}) | (X, cD) is K-semistable};
kst−,ǫ0(X,D) := inf{c ∈ (0,min{1, (1 − ǫ0)r
−1}) | (X, cD) is K-semistable}.
Next, we will start the construction of the K-moduli stack KMχ0,r,c. In this section, we will
focus on showing the openness of c-K-semistability and constructibility of K-semistable thresholds.
Theorem 3.15. The functions kst±,ǫ0 on Z
klt are constructible with rational values. Moreover,
kst+,ǫ0 (resp. kst−,ǫ0) is lower (resp. upper) semicontinuous on Z
klt. In particular, Z◦c are Zariski
open subsets of Zklt whenever c ∈ (0,min{1, (1 − ǫ0)r
−1}).
Before presenting the proof of Theorem 3.15, we recall some results from [LWX19, Section A.1]
(see also [MFK94, Chapter 2, Proposition 2.14] and [Oda13c, Proof of Lemma 2.11]).
Lemma 3.16 ([LWX19, Lemma A.3]). Let Z be a projective variety. Let L,M be two G-linearized
ample line bundles over Z. Let T ⊂ G be a maximal torus. Then there is a finite set of linear
functionals lL1 , · · · , l
L
rL , l
M
1 , · · · , l
M
rM which are rational on HomQ(Gm, T ) with the following property:
For any z ∈ Z, there exist I(z, L) ⊂ {1, · · · , rL}, I(z,M) ⊂ {1, · · · , rM} such that the λ-weight
of z ∈ Z with respect to the linearization of G on L⊗M−1 is given by
µL(z, λ) − µM (z, λ) = max{lLi (λ) | i ∈ I(z, L)} −max{l
M
i (λ) | i ∈ I(z,M)}
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for all 1-PS λ of T . Moreover, the function
ψL,M : Z → 2{1,··· ,rL} × 2{1,··· ,rM}
z 7→ (I(z, L), I(z,M))
is constructible.
We present the proof of Theorem 3.15 below which essentially follows from [LWX19, Proposition
A.4].
Proof of Theorem 3.15. Let us consider the c-K-stability on Zklt for c ∈ (0,min{1, (1 − ǫ0)r
−1}).
Denote by π : (X ,D)→ Z the universal family with L representing the pull back of the line bundle
OPN (1). According to Definition 2.18, denote by
(3.2) M1 := λCM,π,L and M2 :=
n(Ln−1z · Dz)
(Lnz )
λChow,π,L − (n+ 1)λChow,π|D,L|D .
Hence from Definition 2.18 we know that λCM,π,cD,L = M1 − cM2. Notice that by flatness of the
universal family, this function z ∈ Z 7→ n(Ln−1z · Dz)/(L
n
z ) does not depend on the choice of z.
Let (X,D) be a log pair with z := Hilb(X,D) ∈ Zklt. For simplicity, denote by G := SL(N + 1).
Then every 1-PS λ : Gm → G naturally induces a test configuration (Xλ, cDλ;Lλ) of (X, cD;L).
Moreover, Proposition 2.19 implies that
Fut(Xλ,Dλ;Lλ) =
1
(n+ 1)(Ln)
(
µM1(z, λ) − cµM2(z, λ)
)
.
Thus Theorem 3.9 implies that (X,D) is c-K-semistable if and only if c ≤ lct(X;D) − ǫ0n+1 and
µM1(z, λ) − cµM2(z, λ) ≥ 0 for any 1-PS λ of G.
Pick a sufficiently divisible positive integer k such that M⊗k1 and M
⊗k
2 are line bundles over Z. Let
M be a sufficiently ample SL(N+1)-line bundle on Z such that L1 :=M⊗M
⊗k
1 and L2 :=M⊗M
⊗k
2
are both ample line bundles. Then we have
k
(
µM1(z, λ)− cµM2(z, λ)
)
=
(
µL1(z, λ) − µM (z, λ)
)
− c
(
µL2(z, λ)− µM (z, λ)
)
.
We fix a maximal torus T ⊂ G. Hence using Lemma 3.16, we know that there exists a decomposition
Zklt = ⊔IS
T
I to constructible subsets S
T
I where I belongs to some finite index set, such that for any
z ∈ STI the functions µ
M1(z, ·) and µM2(z, ·) are rational piecewise linear functions on HomQ(Gm, T )
that are independent of the choice of z. We denote these two functions by µ1,I(·) and µ2,I(·),
respectively. On the other hand, since any 1-PS λ of G is conjugate via g ∈ G to a 1-PS gλg−1 of
T , and µMi(z, λ) = µMi(g · z, gλg−1) for i = 1, 2, we know that (X,D) is c-K-semistable if and only
if c ≤ lct(X;D)− ǫ0n+1 and
µ1,I(λ) ≥ cµ2,I(λ) for any 1-PS λ of T and any I with z ∈ S
G
I .
Here SGI := G ·S
T
I is a constructible subset of Z
klt by Chevalley’s Lemma [Har77, Exercise II.3.19].
Since µi,I is a rational piecewise linear function on HomQ(Gm, T ), the union ∪ISGI = Z
klt, and
z ∈ Zklt 7→ lct(X;D) is a constructible function with rational values (see e.g. [Amb16, Corollary
2.10]), we know that kst±,ǫ0 are constructible with rational values as well. Their semi-continuity
follows from the very genericity of K-semistability [BL18a, Theorem 3]. 
Corollary 3.17. Let π : (X , cD)→ T be a Q-Gorenstein smoothable log Fano family over a normal
base T where D ∼π −rKX/T . Then for any c ∈ (0,min{1, r
−1}), the set
{t ∈ T | (Xt, cDt) is K-semistable}
is a Zariski open subset of T .
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Proof. For each c ∈ (0,min{1, r−1}) we may choose 0 < ǫ0 ≪ 1 such that c < (1 − ǫ0)r
−1. Then
the result follows from Theorem 3.4 and 3.15. 
We finish this section with a useful result on K-polystability.
Proposition 3.18. Let (X, c0D) be a Q-Gorenstein smoothable K-polystable log Fano pair. Then
the set
{c ∈ (0,min{1, r−1}) : (X, cD) is K-polystable}
is either {c0} or an open interval containing c0.
Proof. By choosing 0 < ǫ0 ≪ 1 we may assume that c0 < min{1, (1− ǫ0)r
−1, lct(X;D)− ǫ0n+1}. By
Proposition 2.13, we know that the set
J := {c ∈ (0,min{1, r−1}) : (X, cD) is K-polystable}
is either {c0} or an interval containing c0. Hence it suffices to show that J contains an open
neighborhood of c0. Denote by z0 = Hilb(X,D) ∈ Z
klt. Let G := SL(N + 1) and T be a maximal
torus of G.
Assume to the contrary that J does not contain any neighborhood of c0 and J 6= {c0}. Then
there exists 0 < |ǫ| ≪ 1 such that (X, (c0 + ǫ)D) is K-polystable, and (X, (c0 − ǫ
′)D) is K-unstable
whenever 0 < ǫ′/ǫ ≤ 1. From the proof of Theorem 3.15, we know that
µ1,I(λ) < (c0 − ǫ
′)µ2,I(λ) for some 1-PS λ of T and some I with z ∈ S
G
I .
A priori λ and I may depend on the choice of ǫ′. Nevertheless, since I belongs to a finite index
set, and µi,I is a rational piecewise linear function on HomQ(Gm, T ) for i = 1, 2, there exist λ and
I that are independent of the choice of ǫ′ satisfying
(3.3) µ1,I(λ) < (c0 − ǫ
′)µ2,I(λ) whenever 0 < ǫ
′/ǫ ≤ 1.
In particular, we know that µ1,I(λ) ≤ c0µ2,I(λ). Since z0 ∈ S
G
I = G · S
T
I , we choose g ∈ G such
that g · z0 ∈ S
T
I . Then since (X, c0D) is K-polystable, we have
(3.4) µ1,I(λ) = µ
M1(z0, g
−1λg) ≥ c0µ
M2(z0, g
−1λg) = c0µ2,I(λ).
Combining (3.3) and (3.4), we have that µM1(z0, g
−1λg) = c0µ
M2(z0, g
−1λg) 6= 0. This together
with the K-polystability of (X, c0D) implies that g
−1λg induces an almost product test configuration
of (X, c0D). Since (X, (c0 + ǫ)D) is also K-polystable, we have
µM1(z0, g
−1λg) = (c0 + ǫ)µ
M2(z0, g
−1λg)
which implies µMi(z0, g
−1λg) = 0 for i = 1, 2. However, this contradicts to (3.3). Thus the proof is
finished. 
3.4. Properness. In this section, we prove the valuative criterion of properness of K-moduli spaces.
Recall that Blum and Xu [BX19] proved separatedness of K-moduli spaces (if they exist) for log
Fano pairs. Hence we only need to show compactness of K-moduli spaces, i.e. the existence of a
K-semistable filling for a K-semistable family over a punctured smooth curve.
Theorem 3.19. Let 0 ∈ B be a smooth pointed curve. Let π◦ : (X ◦, cD◦)→ B◦ be a Q-Gorenstein
smoothable log Fano family over B◦ := B\{0} where D◦ ∼π◦ −rKX ◦/B◦ and c ∈ (0,min{1, r
−1}). If
all fibers of π◦ are K-semistable, then there exists a quasi-finite morphism (0′ ∈ B′)→ (0 ∈ B) from
a smooth pointed curve 0′ ∈ B′ and a Q-Gorenstein smoothable log Fano family π′ : (X ′, cD′)→ B′
such that (X ′,D′)×B′B
′◦ ∼= (X ◦,D◦)×B◦B
′◦ where B′◦ := B′ \{0′} and (X ′0′ , cD
′
0′) is K-semistable
(even K-polystable).
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Proof. By choosing 0 < ǫ0 ≪ 1 we may assume that c < min{1, (1 − ǫ0)r
−1}. Let bi → 0 be
a sequence of points in B◦. Denote by (Xbi ,Dbi) the fiber of π
◦ over bi. Let χ0 be the Hilbert
polynomial of a smoothing of each fiber Xbi which certainly does not depend on the choice of i or
smoothing. Let us choose m3, m, γ0, q and a as in Notation 3.10. Since (Xbi , cDbi) is K-semistable,
we have c ≤ lct(Xbi ;Dbi). Hence Proposition 3.5 implies that there exists ∆bi ∈ | − qKXbi | such
that (Xbi , cDbi +(1− γ0)a∆bi) is uniformly K-stable. Let us choose γ0 ≤ βi ր 1. Then Proposition
2.13 and 3.11 implies that (Xbi , cDbi + (1− βi)a∆bi) admits a weak conical Ka¨hler-Einstein metric
whose Hilbert point in Hχ,q;N is the limit of Hilbert points of conical Ka¨hler-Einstein log smooth
log Fano pairs. In particular, there exists a conical Ka¨hler-Einstein log smooth log Fano pair
(Yi, cEi + (1 − βi)aΓi) as a smoothing of (Xbi , cDbi + (1 − βi)a∆bi) such that Hilb(Yi, Ei) ∈ Zm,
Γi ∈ | − qKYi |, and
(3.5) lim
i→∞
distHχ,q;N (Hilb(Yi, cEi + (1− βi)aΓi),Hilb(Xbi , cDbi + (1− βi)a∆bi)) = 0.
By Theorem 3.6, there exists a sequence of matrices gi ∈ U(N+1) and a log Fano pair (Y, cE+0·Γ)
in PN admitting a weak conical Ka¨hler-Einstein metric such that
gi · Hilb(Yi, cEi + (1− βi)aΓi)→ Hilb(Y, cE + 0 · Γ) ∈ H
χ,q;N as i→∞.
This together with (3.5) implies that
gi ·Hilb(Xbi , cDbi + (1− βi)a∆bi)→ Hilb(Y, cE + 0 · Γ) ∈ H
χ,q;N as i→∞.
Thus there exists g′i ∈ SL(N + 1) such that g
′
i ·Hilb(Xbi ,Dbi) converges to Hilb(Y,E) in Zm. Thus
by Lemma 3.12 after a quasi-finite base change of π◦ we may fill in (Y, cE) as the K-polystable
central fiber. The proof is finished. 
3.5. Almost log Calabi-Yau cases. Notice that Definition 3.8 depends on the choice of ǫ0.
Indeed, if r < 1 then it suffices to choose ǫ0 = 1 − r. When r ≥ 1 we will show that there exists
ǫ0 = ǫ0(n, r) ∈ (0, 1) such that the K-moduli spaces/stacks are the same for any c ∈ [(1−ǫ0)r
−1, r−1).
Theorem 3.20. For any n ∈ Z>0 and any rational number r ≥ 1, there exists ǫ0 = ǫ0(n, r) ∈ (0, 1)
such that for any Q-Gorenstein smoothable log Fano pair (X, cD) with c ∈ [(1 − ǫ0)r
−1, r−1), it is
K-(poly/semi)stable if and only if (X, (1 − ǫ0)r
−1D) is K-(poly/semi)stable.
Proof. Firstly, let us assume that (X, (1−ǫ0)r
−1D) is K-(poly/semi)stable hence klt. By ACC of log
canonical thresholds [HMX14], there exists ǫ1 = ǫ1(n, r) such that (X, r
−1D) is log canonical when-
ever (X, (1−ǫ1)r
−1D) is log canonical. This is guaranteed for any ǫ0 ∈ (0, ǫ1] since (X, (1−ǫ0)r
−1D)
is klt. Thus (X, cD) is K-(poly/semi)stable for any c ∈ [(1− ǫ0)r
−1, r−1) provided ǫ0 ∈ (0, ǫ1].
Next, let (X, cD) be a Q-Gorenstein smoothable log Fano pair for some c ∈ (0, 1). We may
choose a smoothing π : (X ,D) → B over a smooth pointed curve (0 ∈ B) such that π is smooth
over B \ {0} and (X0,D0) ∼= (X,D). By Lemma 3.21 we may choose ǫ2 = ǫ2(n, r) ∈ (0, 1) such
that (Xb, c
′Db) is K-polystable for any c
′ ∈ [(1 − ǫ2)r
−1, r−1) and any b ∈ B \ {0}. For simplicity
let us assume ǫ2 ≤ ǫ1. Then by Theorem 3.19 we know that there exists a K-polystable limit
(X ′, (1− ǫ2)r
−1D′) of (Xb, (1− ǫ2)r
−1Db) after possibly passing to a finite cover of B. Since ǫ2 ≤ ǫ1,
we know that (X ′, r−1D′) is log canonical. Then by Proposition 2.13 we know that (X ′, c′D′) is the
K-polystable limit of (Xb, c
′Db) whenever c
′ ∈ [(1 − ǫ2)r
−1, r−1). Let us choose ǫ0 :=
ǫ2
2 . Assume
that (X, cD) is K-(poly/semi)stable for some c ∈ [(1 − ǫ0)r
−1, r−1). Then by [BX19] we know
that (X, cD) specially degenerates to the K-polystable pair (X ′, cD′). Hence (X, (1 − ǫ2)r
−1D)
specially degenerates to the K-polystable pair (X, (1− ǫ2)r
−1D′). In particular, (X, (1− ǫ2)r
−1D)
is K-semistable by Theorem 2.16. Again by Proposition 2.13, we know that (X, (1 − ǫ0)r
−1D) is
K-(poly/semi)stable. The proof is finished. 
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Lemma 3.21. Let n ∈ Z>0 and r ≥ 1 be a rational number. Then there exists ǫ2 := ǫ2(n, r) ∈ (0, 1)
such that for any pair (X,D) where X is an n-dimensional Fano manifold, D is a smooth prime
divisor on X and D ∼Q −rKX , we have that (X, cD) is K-polystable whenever c ∈ [(1−ǫ2)r
−1, r−1).
Proof. When r > 1, this is a consequence of [LWX19, Theorem 5.2] based on ACC of log canonical
thresholds [HMX14]. When r = 1, we know that D ∼ −KX since X is a Fano manifold. By
boundedness of Fano manifolds, there exists a smooth proper morphism π : (X ,D) → T over a
(possibly disconnected) normal base scheme T which parametrizes all pairs (X,D) where X is a
Fano manifold and D is a smooth anti-canonical divisor on X. For each ǫ ∈ (0, 1), let us consider
the subset
Tǫ := {t ∈ T | (Xt, (1− ǫ)Dt) is K-semistable}.
By Corollary 3.17 we know that Tǫ is an open subset of T . Since (Xt,Dt) is log canonical, by
Proposition 2.13 we know that Tǫ ⊂ Tǫ′ whenever 0 < ǫ
′ < ǫ < 1. Therefore, the noetherian
property implies that (Tǫ) stabilizes as 0 < ǫ ≪ 1. By [JMR16, Corollary 1], we know that for
each t ∈ T there exists βt ∈ (0, 1) such that (Xt, (1− βt)Dt) is K-polystable. In particular, we have
Tǫ = B for any 0 < ǫ ≪ 1. Then again by interpolation we may choose 0 < ǫ2 ≪ 1 such that
(Xt, (1− ǫ2)Dt) is K-polystable for any t ∈ T . The proof is finished. 
The following result on boundedness is an easy consequence of Theorem 3.4 and 3.20.
Corollary 3.22. Fix r > 1 a positive rational number and n a positive integer. Then the following
collection of Q-Gorenstein smoothable pairs
{(X,D) | dimX = n, (X, cD) is K-semistable for some c ∈ [0, r−1)}
is log bounded.
Next we prove finiteness of K-moduli walls.
Proposition 3.23. There exist rational numbers 0 = c0 < c1 < c2 < · · · < ck = min{1, r
−1} such
that for any c, c′ ∈ (ci, ci+1) and any 0 ≤ i ≤ k − 1 we have Z
red
c = Z
red
c′ . Moreover, Z
red
ci±ǫ are
Zariski open subsets of Zredci for each 1 ≤ i ≤ k − 1.
Proof. The first statement follows from combining Theorems 3.15 and 3.20. The second statement
follows from the continuity of generalized Futaki invariants with respect to coefficients. 
3.6. Stabilization of quotient stacks. Next we study the stabilization problem for the stacks
[Zredc,m/PGL(Nm + 1)].
Theorem 3.24. Assume m is sufficiently divisible. Then for each k ∈ Z>0 there exists a canonical
isomorphism
Θk : [Z
red
c,m/PGL(Nm + 1)]→ [Z
red
c,km/PGL(Nkm + 1)]
between reduced Artin stacks.
Proof. We first construct Θk as a morphism. For simplicity, denote by T := Z
red
c,m, T
′ := Zredc,km,
N := Nm, and N
′ := Nkm. Let (X ,D) ⊂ P
N×T be the pull-back family of the universal family over
the Hilbert scheme. Denote by π : (X ,D)→ T the projection morphism. Then π∗OX (k) is a rank
N ′+1 vector bundle over T . Let p : P → T be the PGL(N ′+1)-torsor corresponding to projectivized
basis of the vector bundle π∗OX (k). Then we will define a PGL(N
′ + 1)-equivariant morphism
f : P → T ′ as follows. Since T ′ is a locally closed subscheme of the Hilbert scheme Hχk;N
′
, we will
first construct f : P → Hχk;N
′
. Consider πP : (XP ,DP ) → P where (XP ,DP ) := (X ,D) ×T P .
Then we have a closed embedding (XP ,DP ) →֒ P
N ′×P given by the projectivized basis information
encoded in P . This gives a morphism f : P → Hχk;N
′
. Since T contains a Zariski dense open subset
T ∩ Zm parametrizing smooth log Fano pairs, we know that the restriction of f on p
−1(T ∩ Zm)
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factors through Zkm. Thus f factors through the scheme theoretic closure Zkm. It is clear that
the image of f lies inside Supp(T ′), so f factors as P
f
−→ T ′ →֒ Hχk;N
′
where the latter map is
a locally closed embedding. It is clear that f is PGL(N ′ + 1)-equivariant. Thus f descends to a
morphism g : T → [T ′/PGL(N ′+1)]. On the other hand, we may lift the PGL(N +1)-action on T
to P via push forward sections. It is clear that f is PGL(N + 1)-invariant which implies g is also
PGL(N + 1)-invariant. Thus we obtain Θk as the descent of g.
From the above arguments it is clear that the actions of PGL(N + 1) and PGL(N ′ + 1) on P
commutes. Hence to show Θk is an isomorphism it suffices to show that f : P → T
′ is a PGL(N+1)-
torsor, from which Θ−1k can be constructed easily. Let us consider the pull back of the universal
family (X ′,D′) ⊂ PN
′
× T ′ with π′ : (X ′,D′) → T ′. Since all fibers of π′ are klt with the same
volume, by [Kol18, Theorem 5.4] we know that X ′ → T ′ is a locally stable family, in particular
KX ′/T ′ is Q-Cartier whose Cartier index is divisible by km. Since −mKX ′
t′
is Cartier for any fiber
X ′t′ = π
−1(t′), we know that −mKX ′/T ′ is also Cartier. It is also clear from the construction that
t′ 7→ h0(X ′t′ , ω
[m]
X ′
t′
) is a constant function on T ′. Hence the coherent sheaf π′∗ω
[m]
X ′/T ′ is a vector bundle
of rank N + 1 on T ′. Thus we may cover T ′ by Zariski open subsets T ′i which trivialize π
′
∗ω
[m]
X ′/T ′ .
Then over T ′i , a basis of sections of π
′
∗ω
[m]
X ′/T ′ gives us a local section T
′
i → P of f . These sections
enable us to trivialize the map f : P → T ′ over T ′i . 
Remark 3.25. As a consequence of Theorem 3.24, we know that the K-moduli stack KMχ0,r,c
represents the following moduli pseudo-functor over reduced base S:
KMχ0,r,c(S) =
(X ,D)/S
∣∣∣∣∣∣∣
(X , cD)/S is a Q-Gorenstein smoothable log Fano family,
D ∼S,Q −rKX/S , each fiber (Xs, cDs) is K-semistable,
and χ(Xs,OXs(−kKXs)) = χ0(k) for k sufficiently divisible.
 .
3.7. Existence of good moduli spaces and local VGIT. In this section, we will show that the
K-moduli stack KMχ0,r,c admits a proper good moduli space KMχ0,r,c generalizing [LWX19, Sec-
tion 8]. Moreover, there are finitely many wall crossings when c varies in the interval (0,min{1, r−1}),
and each wall crossing has a local VGIT presentation in the sense of [AFS17, (1.2)].
We follow Notation 3.10. Throughout this section, we will assume that c ≤ min{1, (1 − ǫ0)r
−1}
thanks to Theorem 3.20. Let us fix two Plu¨cker embeddings Hχ;N →֒ PM and Hχ˜;N →֒ PM˜ . Then
we have an embedding Hχ;N →֒ PM := PM × PM˜ . Let (X, cD) be a K-polystable log Fano pair
parametrized by a point in Zredc . Then by Theorem 3.9 it admits a weak conical Ka¨hler-Einstein
metric and Aut(X,D) ⊂ SL(N + 1) is reductive. (Note here that in order to obtain a natural
linearization on OPM (1, 1), we always treat the automorphism group as a subgroup of SL(N + 1).)
Let us pick a U(N +1)-invariant metric on PM coming from product of U(N +1)-invariant Fubini-
Study metrics on PM and PM˜ . Let z0 = (z0,1, z0,2) := Hilb(X, cD) ∈ P
M be the Hilbert point of
(X, cD) via Tian’s embedding with respect to the weak conical Ka¨hler-Einstein metric. Then we
may decompose the tangent space as Aut(X,D)-invariant subspaces
Tz0P
M =W ⊕ aut(X,D)⊥.
Similarly, we have PM = P(W1⊕C · z0,1 ⊕ aut1(X,D)
⊥) and PM˜ = P(W2⊕C · z0,2⊕ aut2(X,D)
⊥).
Let us take z∗0 := (z
∗
0,1, z
∗
0,2) ∈ (P
M )∗ × (PM˜ )∗ be the dual point of z0. Then the locus (z
∗
0 6= 0)
gives an open immersion AM := AM × AM˜ →֒ PM which maps the origin to z0. Hence the image
of W under the exponential map is a vector subspace of AM which we also denote by W . Let W
be the Zariski closure of W .
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It is clear that z∗0 is an Aut(X,D)-fixed point. Hence A
M and W are both Aut(X,D)-invariant.
We have two induced representations
ρ1 : Aut(X,D)→ SL(W1 ⊕ C · z0,1) and ρ2 : Aut(X,D)→ SL(W2 ⊕ C · z0,2).
Let ρ := ρ1 ⊠ ρ2 be the product representation which induces a linearization of OW (1, 1). De-
note by ρ(X,D) : Aut(X) → Gm the character corresponding to the Aut(X,D)-linearization of
OPM (1, 1)|z0 . Since the universal family (X ,D) → Z is Aut(X,D)-equivariant, it induces an
Aut(X,D)-linearization on M2 which we denote by ρM2 (see (3.2) for the definition of M2).
Definition 3.26. Let z ∈W ∩ Z be a point.
(1) We say z is c-GIT (poly/semi)stable if it is GIT (poly/semi)-stable with respect to the
Aut(X,D)-action on W with linearization ρ⊗ ρ−1(X,D) of OW (1, 1).
(2) We say z is (c + ǫ)-GIT (poly/semi)stable for some 0 < ǫ ≪ 1 if it is GIT (poly/semi)-
stable with respect to the Aut(X,D)-action on W ∩ Z with linearization ρ⊗ ρ−1X,D ⊗ ρ
⊗−ǫ
M2
of OW∩Z(1, 1) ⊗M2|
⊗−ǫ
W∩Z
.
The next theorem on local GIT chart is a direct generalization of [LWX19, Theorem 8.8].
Theorem 3.27. There is an Aut(X,D)-invariant saturated affine Zariski open neighborhood UW of
z0 = Hilb(X, cD) in W ∩ Z such that every point in UW is c-GIT semistable whose corresponding
log pair is c-K-semistable, and for any Hilb(Y,E) ∈ UW , (Y, cE) is K-polystable if and only if
Hilb(Y,E) is c-GIT polystable.
Moreover, for all c-GIT polystable point Hilb(Y,E) ∈ UW , we have Aut(Y,E) < Aut(X,D),
i.e. the local GIT presentation UW / Aut(X,D) is stabilizer preserving in the sense of [AFS17,
Definition 2.5].
Proof. By definition, z0 is c-GIT polystable. Since saturated affine open neighborhoods of z0 form
a basis of all Zariski open neighborhoods of z0, we just need to find one UW that is an Aut(X,D)-
invariant Zariski open neighborhood of z0. The semistable equivalence part of the statement follows
from the openness of GIT semistability and openness of K-semistability in our setting (see Corollary
3.17). For the polystable equivalence part, the proof is the same as the proof of [LWX19, Theorem
8.8], except that we replace [LWX19, Lemma 8.10] by Lemma 3.28.
Next we prove the stabilizer preserving for polystable points. First, we recall the U(N + 1)-
invariant slice Σ constructed in [LWX19, Summary 8.6]. Let Σ be the subset of Hχ;N consisting
of Hilbert points of K-polystable log Fano pairs in Zredc via Tian’s embedding with respect to
their weak conical Ka¨hler-Einstein metrics. By Lemma 3.28, we know that Σ satisfies [LWX19,
Assumption A.9]. Hence we obtain stabilizer preserving for polystable points by [LWX19, Theorem
A.10]. This finishes the proof. 
Lemma 3.28. Let zi = Hilb(Xi,Di) ∈ Z
red
c be a sequence of Hilbert points of c-K-semistable log
pairs converging to z0 = Hilb(X, cD). Then each (Xi, cDi) specially degenerates to a K-polystable
log Fano pair (Yi, cEi) ∈ Z
red
c , such that
lim
i→∞
distHχ;N (Hilb(Yi, cEi),U(N + 1) · z0) = 0,
where Hilb(Yi, cEi) is the Hilbert point corresponding to Tian’s embedding of (Yi, cEi) with respect
to the weak Ka¨hler-Einstein metric.
Proof. Assume to the contrary. After passing to a subsequence we know that z′i := Hilb(Yi, cEi)
converges to z′ := Hilb(Y, cE) by taking Gromov-Hausdorff limits as Theorem 3.6, and (Y, cE) is
not isomorphic to (X, cD). Since z′i ∈ SL(N + 1) · zi, there exists a sequence gi ∈ SL(N + 1) such
that gi · zi → z
′ as i → ∞. Thus z′ ∈ BOz0 ∩ Z
red
c where BOz0 is the broken orbit of z0 with
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respect to the action of SL(N + 1) on Z (see [LWX19, Section 3] for the definition). By [BX19] on
the uniqueness of K-polystable limit, we know that (Y, cE) ∼= (X, cD), a contradiction. 
The next result gives stabilizer preserving property of semistable points near z0 as a straightfor-
ward consequence of [LWX19, Lemma 8.12].
Lemma 3.29. After possibly shrinking UW , we have that Aut(Y,E) < Aut(X,D) for any point
Hilb(Y,E) ∈ UW .
Proof. We following the proof of [LWX19, Lemma 8.12]. By the proof of [LWX19, Theorem 3.1],
we know that the connected component Aut0(Y,E) is a subgroup of Aut(X,D). Let us pick a finite
subgroup H < Aut(Y,E) that meets every connected component of Aut(Y,E). Hence it suffices to
show that H < Aut(X,D). We also know from [LWX19, Proof of Theorem 8.8] that the set
{Hilb(Y,E) ∈W ∩ Z | Aut(Y,E) < Aut(X,D)}
is constructible. Hence it suffices to show the statement for z lies inside an analytic open neigh-
borhood UanW of z0 in W ∩ Z. We may assume that z degenerates via a 1-PS λ of Aut(X) to a
c-GIT polystable point z′ = Hilb(Y ′, E′) in UanW . Hence Theorem 3.27 implies that (Y
′, cE′) is
K-polystable.
Since (Y,E) belongs to a bounded family, we may assume that |H| is uniformly bounded from
above. Since (Y, cE) is klt and belongs to a bounded family, there exists a positive integer
q1 = q1(n, r, ǫ0) > 1 and an H-invariant divisor Γ ∈ |−q1KY | such that (Y, cE+Γ) is log canonical.
Hence by Proposition 2.13 we know that (Y, cE + (1− β)aΓ) is uniformly K-stable where a = 1−crq1
and β ∈ (0, 1). Let us take m4 := lcm(m2(χ0, r, q1, ǫ0, γ0),m3) where m2(χ0, r, q1, ǫ0, γ0) is chosen
as in Theorem 3.6. From now on we assume that m is a multiple of m4. Then by Proposition
3.11, for each β ∈ [γ0, 1) there exists an H-invariant weak conical Ka¨hler-Einstein metric ωY,cE(β)
together with a Tian embedding Hilb(Y, cE, ωY,cE(β)) ∈ H
χ;N via ωY,cE(β). Moreover, from the
uniqueness of K-polystable limits [BX19] we have
Hilb(Y, cE, ωY,cE(β))
β→1
−−−→ U(N + 1) ·Hilb(Y ′, cE′) ⊂ Hχ;N .
Hence the proof proceeds the same as [LWX19, Proof of Lemma 8.12]. 
The following Luna slice type result is also a straightforward consequence of [LWX19, Lemmas
8.15 and A.15]. We omit the proof here because it is identical to the proof therein on verifying the
finite distance property.
Lemma 3.30. After possibly shrinking UW , the morphism
ψ : SL(N + 1)×Aut(X,D) UW → U
is a finite strongly e´tale SL(N + 1)-morphism onto a Zariski open subset U of Zredc .
Now we are ready to prove Theorem 3.1, the first main result of our construction of K-moduli
stacks and spaces.
Proof of Theorem 3.1. We first show that the Artin stack KMχ0,r,c admits a good moduli space
KMχ0,r,c as a proper reduced algebraic space. By [AFS17, Theorem 1.2], this boils down to proving
the following: for any closed point [z0] ∈ [Z
red
c /SL(N +1)], there is a saturated affine neighborhood
z0 := Hilb(X, cD) ∈ UW ⊂W ∩ Z (as in Lemma 3.30) such that
(1) The morphism f : [UW/Aut(X,D)]→ [Z
red
c /SL(N + 1)] is a local quotient presentation in
the sense of [AFS17, Definition 2.1]. Moreover, f is stabilizer preserving and sends closed
point to closed point, and
(2) For any C-point z ∈ Zredc specializing to z0 under the SL(N + 1)-action, the closure {[z]}
admits a good moduli space.
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We have shown the Aut(X,D) is reductive, and z0 is a c-GIT polystable point with stabilizer
Aut(X,D). Since SL(N + 1) ×Aut(X,D) UW is the quotient of the affine scheme SL(N + 1) × UW
by the free action of the reductive group Aut(X,D), we know that SL(N +1)×Aut(X,D) UW is also
affine. Hence Lemma 3.30 implies that f is e´tale and affine, in particular U = SL(N + 1) · UW
is affine. Thus f is a local quotient presentation according to [AFS17, Definition 2.1]. In Lemma
3.29 we showed that f is stabilizer preserving. By Theorem 3.9.2, we know that a closed point in
[Zredc /SL(N + 1)] corresponds to a c-K-polystable pair. Thus f sends closed point to closed point
by Theorem 3.27. Hence part (1) is proved. For part (2), notice that the closure SL(N + 1) · z in
Zredc is a closed subset of U since SL(N + 1) · z = SL(N +1) ·Aut(X,D) · z and ψ is finite onto U .
Since U is affine, we know that SL(N + 1) · z is also affine. Thus we finish the proof of part (2).
Indeed, we have shown that U / SL(N + 1) is affine. Hence the good moduli space KMχ0,r,c is
a reduced scheme. Its properness follows from [BX19] and Theorem 3.19. 
The next theorem provides a local VGIT chart of K-moduli wall crossing in the slice W . Before
stating the theorem, we recall a lemma we will need.
Lemma 3.31.
(1) ([Kem78]) Let G be a reductive group acting on a polarized projective scheme (Z,L). Let
z ∈ Z be a closed point. Let λ : Gm → G be a 1-PS. Denote by z
′ = limt→0 λ(t) · z. If z is
GIT semistable and µL(z, λ) = 0, then z′ is also GIT semistable.
(2) ([LWX18, Lemma 3.1]) Let (X,∆) be a log Fano pair. Let (X , ∆˜;L)/A1 be a normal test
configuration of (X,∆). If (X,∆) is K-semistable and Fut(X , ∆˜;L) = 0, then (X , ∆˜;L)/A1
is a special test configuration and (X0,∆0) is also K-semistable.
Theorem 3.32. There is an Aut(X,D)-invariant saturated affine Zariski open neighborhood UW
(as in Lemma 3.30) of z0 = Hilb(X, cD) such that for any Hilb(Y,E) ∈ UW and any |ǫ| ≪ 1,
the log Fano pair (Y, (c + ǫ)E) is K-(poly/semi)stable if and only if Hilb(Y,E) is (c + ǫ)-GIT
(poly/semi)stable.
Proof. Let (Y,E) be a pair with z := Hilb(Y,E) ∈ UW . Suppose (Y, (c + ǫ)E) is K-semistable.
We will show that Hilb(Y,E) is (c+ ǫ)-GIT semistable. Assume to the contrary that Hilb(Y,E) is
(c+ ǫ)-GIT unstable, then there exists a 1-PS λ : Gm → Aut(X,D) such that
µO(1,1)(z, λ) − ǫµM2(z, λ) < 0.
From the discussion in Section 3.3, we can choose λ so that µO(1,1)(z, λ) = 0 and ǫµM2(z, λ) > 0.
Since z ∈ W ∩ Z is c-GIT semistable, by Lemma 3.31.1 we know that z′ := limt→0 λ(t) · z is also
c-GIT semistable. Since UW is saturated, we know that z
′ ∈ UW . Let (Y
′, E′) be the pair such
that Hilb(Y ′, E′) = z′. Then Theorem 3.27 implies that (Y ′, cE′) is also K-semistable. Hence
µM1(z, λ)− cµM2(z, λ) = 0 since λ induces a c-K-semistable family over A1. Let (Yλ, (c+ ǫ)Eλ;Lλ)
be the test configuration of (Y, (c+ ǫ)E) induced by λ. Thus
Fut(Yλ, (c+ ǫ)Eλ;Lλ) = µ
M1(z, λ)− (c+ ǫ)µM2(z, λ) = −ǫµM2(z, λ) < 0.
This contradicts the assumption that (Y, (c+ ǫ)E) is K-semistable.
Next we want to show (c+ ǫ)-GIT semistability implies (c+ ǫ)-K-semistability in UW . Suppose
z = Hilb(Y,E) ∈ UW is (c + ǫ)-GIT semistable. Assume to the contrary that (Y, (c + ǫ)E) is
K-unstable. From Theorem 3.9, we know that to test K-(poly/semi)stablility of (Y, (c + ǫ)E) it
suffices to test all 1-PS in SL(N + 1). Hence there exists a 1-PS λ : Gm → SL(N + 1) such that
µM1(z, λ) − (c + ǫ)µM2(z, λ) < 0. Again from the discussion in Section 3.3, we may choose λ so
that µM1(z, λ) − cµM2(z, λ) = 0 and ǫµM2(z, λ) > 0. Since (Y, cE) is K-semistable, by [LX14] we
know that Yλ is normal in codimension 1 where (Yλ, cEλ;Lλ) is the test configuration of (Y, cE)
induced by λ. If Yλ is not normal, then we may take its normalization and reembed it into P
N
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without changing the generalized Futaki invariants. By doing so we may assume that λ induces
a normal test configuration of (Y, cE). Denote by z′ = Hilb(Y ′, E′) := limt→0 λ(t) · z ∈ Z. Since
(Y, cE) is K-semistable, Lemma 3.31.2 implies that (Y ′, cE′) is also a K-semistable log Fano pair.
Let z1 := Hilb(Y1, E1) be the c-GIT polystable degeneration of z in UW . Hence (Y1, cE1) is the
K-polystable degeneration of (Y, cE) by Theorem 3.27. From Theorem 3.9 we know that (Y ′, cE′)
specially degenerates to a K-polystable log Fano pair (Y ′1 , cE
′
1) in P
N via a 1-PS λ′ of SL(N + 1).
Since K-polystable degenerations of S-equivalent K-semistable log Fano pairs are isomorphic by
[LWX18], we know that (Y1, cE1) ∼= (Y
′
1 , cE
′
1). Hence there exists g ∈ SL(N + 1) such that
lim
t→0
λ′(t) · z′ = g · z1 = Hilb(Y
′
1 , cE
′
1).
By Lemma 3.30, we know that U = SL(N + 1) · UW is a Zariski open subset of Z
red
c . Hence
z, z1, g · z1, and z
′ all belong to U . Hence
ǫµψ
∗M2((id, z), λ) = ǫµM2(z, λ) > 0.
This implies that (id, z) is GIT unstable on SL(N +1)×Aut(X,D)UW with respect to the SL(N +1)-
linearized Q-line bundle ψ∗M⊗−ǫ2 . Since ψ
∗M2 is induced from the Aut(X,D)-linearized Q-line
bundleM2|UW on UW , we know that z is (c+ǫ)-GIT unstable in UW . Thus we reach a contradiction.
Finally we show that the polystability conditions coincide. Denote by U ssW,ǫ the (c + ǫ)-GIT
semistable locus in UW , and U
ss
ǫ the (c + ǫ)-K-semistable locus in U . From Lemma 3.30 and the
discussion above, we know that ψ : SL(N+1)×Aut(X,D)U
ss
W,ǫ → U
ss
ǫ is a finite surjective strongly e´tale
SL(N + 1)-morphism. We also see that U is a saturated affine open subset of Zredc from the proof
of Theorem 3.1, hence U ssǫ is a saturated open subset of Z
red
c+ǫ. Thus a point z = Hilb(Y,E) ∈ U
ss
W,ǫ
is (c + ǫ)-GIT polystable if and only if its Aut(X,D)-orbit is closed in U ssW,ǫ. This is equivalent
to SL(N + 1) · z is closed in U ssǫ which is the same as saying (Y, (c + ǫ)E) is K-polystable by
saturatedness of U ssǫ . The proof is finished. 
Theorem 3.33. Given any closed point [z0] in KMχ0,r,c and 0 < ǫ ≪ 1, after possibly shrinking
UW there exist a local quotient representation f : [UW /Gz0 ] → KMχ0,r,c, a Gz0-linearized line
bundle Lz0 on UW , and a Cartesian diagram
[U−W /Gz0 ] [UW/Gz0 ] [U
+
W /Gz0 ]
KMχ0,r,c−ǫ KMχ0,r,c KMχ0,r,c+ǫ
f− f f+
Φ− Φ+
such that the following are true:
(1) The quotient stacks [U±W /Gz0 ] are the VGIT chambers of [UW /Gz0 ] with respect to Lz0 (see
[AFS17, Definition 2.4] for a definition).
(2) All vertical arrows are finite strongly e´tale morphisms onto saturated open substacks of
K-moduli stacks.
In particular, we have a Cartesian diagram
(3.6)
U−W / Gz0 UW / Gz0 U
+
W / Gz0
KMχ0,r,c−ǫ KMχ0,r,c KMχ0,r,c+ǫ
f− f f+
φ− φ+
where all vertical arrows are finite e´tale morphisms onto Zariski open subsets of K-moduli spaces,
and all horizontal morphisms are projective.
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Proof. We first look at the K-moduli stack parts. Let U±W be the (c ± ǫ)-GIT semistable locus
of UW . By Lemma 3.30, we know that f is a finite strongly e´tale morphism onto [U/SL(N + 1)]
which is a saturated open substack of KMχ0,r,c = [Z
red
c /SL(N + 1)]. The diagram is Cartesian
by Theorem 3.32. Hence f± are finite e´tale. From the proof of Theorem 3.32, we know that
U± := SL(N + 1) · U±W = Z
red
c±ǫ ∩ U . Hence their saturatedness follows from saturatedness of U .
The stabilizer preserving property of f± follows from 3.29. The morphisms f± also send closed
point to closed point by Theorem 3.32. Hence we finish proving part (2). For part (1), we take
Lz0 := OW (1, 1)|UW together with the Gz0-linearization ρ ⊗ ρ
−1
(X,D) (see Definition 3.26). After
shrinking UW if necessary we may assume that M2|UW is trivial. Hence the Gz0-representation ρ
−1
M2
on M−12 corresponds to a Gz0 -character χLz0 : Gz0 → Gm. Then the VGIT chamber statement
follows from Theorem 3.32. For the K-moduli spaces statements, the Zariski open part is clear by
definition of saturatedness, the finite part follows from the definition of good moduli spaces, and
the strongly e´tale part follows from descent property (see [AFS17, Proposition 2.7]). 
Definition 3.34. Let π : (X ,D)→ Z be the universal family over Z. Let πc : (Xc,Dc)→ Z
red
c be
the base of π to Zredc . Let 0 ≤ c
′ < r−1 be another rational number. Then the CM Q-line bundle
λCM,πc,c′Dc on Z
red
c descends to a Q-line bundle λc,c′ on KMχ0,r,c = [Z
red
c /SL(N +1)]. We call λc,c′
the CM Q-line bundle on KMχ0,r,c with coefficient c
′. We simply denote λc := λc,c. We also denote
λc,Hodge := λHodge,π,r−1D.
Proposition 3.35. With the above notation, the CM Q-line bundle λc on KMχ0,r,c descends to a
Q-line bundle Λc on the K-moduli space KMχ0,r,c. If in addition Z
red
c = Z
red
c±ǫ for any 0 < ǫ ≪ 1,
then the Hodge Q-line bundle λc,Hodge and the CM Q-line bundle λc,c′ on KMχ0,r,c descends to
Q-line bundles Λc,Hodge and Λc,c′ on KMχ0,r,c for any 0 ≤ c
′ < r−1, respectively. Moreover, we
have the following interpolation formula
(3.7) (1− c′r)−nΛc,c′ = (1− c
′r)Λc,0 + c
′r(n+ 1)(−KX )
nΛc,Hodge.
Proof. First we show the statements on descents. Let [z0] = [Hilb(X,D)] be any closed point of
KMχ0,r,c. By [Alp13, Theorem 10.3], to show that λc,c′ on KMχ0,r,c can descend to KMχ0,r,c
it suffices to show that the group of stabilizers Aut(X,D) acts trivially on λ⊗kc,c′ for k sufficiently
divisible. Since Aut(X,D) is reductive, it suffices to show that any 1-PS σ in Aut(X,D) acting on
λc,c′|[z0] has weight zero. By Proposition 2.19 this weight is a non-zero multiple of the generalized
Futaki invariant of the product test configuration (Xσ, c
′Dσ;Lσ) of (X, c
′D) induced by σ. Since
(X, cD) is K-polystable, we know that the σ-weight of λc at [z0] always vanishes. If in addition
that (X, (c ± ǫ)D) is K-semistable, then by the linearity of generalized Futaki invariants in terms
of coefficients we know that Fut(Xσ, c
′Dσ;Lσ) = 0 for any 0 ≤ c
′ < r−1. By Proposition 2.25 we
know that
(1− c′r)−nλc,c′ = (1− c
′r)λc,0 + c
′r(n+ 1)(−KX )
nλc,Hodge.
Hence λc,Hodge descends to KMχ0,r,c if λc,c′ descends for all c
′. Thus the interpolation formula (3.7)
is just the descent of the above equation. 
Theorem 3.36. With the above notation, the Q-line bundles Λc±ǫ on KMχ0,r,c±ǫ are φ
±-ample.
In addition, we have limǫ→0Λc±ǫ = Λc±ǫ,c = (φ
±)∗Λc.
Proof. By Theorem 3.32, it suffices to verify the statements over the local GIT chart UW / Gz0 for
each closed point [z0] ∈ KMχ0,r,c. Recall from (3.2) that for the universal family π : (X ,D) → Z,
we have a line bundle L on X as the pull back of OPN (1) and Q-line bundles Mi on Z such that
λCM,π,c′D,L =M1 − cM2. Let Lc be the pull back of L to Xc. Since
Lc ∼Q,πc −mKXc/Zredc ∼Q,πc m(1− cr)
−1(−KXc/Zredc − cDc),
32
we know that
mn(1− cr)−nλCM,πc,cDc = λCM,π,cD,L|Zredc = (M1 − cM2)|Zredc .
Thus mn(1 − cr)−n(f±)∗λc±ǫ on [U
±
W /Gz0 ] is the descent of (M1 − (c ± ǫ)M2)|U±
W
. By Definition
3.26 we know that the descent of ±M2 on U
±
W / Gz0 is anti-ample over UW / Gz0 , hence Λc±ǫ is
φ±-ample. The second statement follows directly from the above computations. 
Finally, we are able to prove Theorem 3.2 using the above results.
Proof of Theorem 3.2. The statements follow from combining Proposition 3.23, Theorems 3.1, 3.32,
and 3.36. 
4. General properties of K-moduli of plane curves
In this section we use results from Section 3 to construct K-moduli stacks (resp. K-moduli spaces)
of plane curves parametrizing K-semistable (resp. K-polystable) log Fano pairs (X, cD) where X is
a Q-Gorenstein degeneration of P2, the curve D is a degeneration of smooth plane curves of degree
d, and 0 < c < 3/d. We also study properties of these K-moduli stacks and spaces.
4.1. Definition and properties. We first recall the GIT moduli stacks and spaces of plane curves.
Definition 4.1. Let d be a positive integer. Let Pd := P
(
H0(P2,OP2(d))
)
be the projective space
of dimension
(
d+2
2
)
− 1 parametrizing all plane curves of degree d. It is clear that the natural
PGL(3)-action on P2 lifts up to an action on Pd.
(1) The line bundle OPd(1) has a unique SL(3)-linearization. Let P
ss
d be the GIT semistable
locus of Pd with respect to the SL(3)-linearized line bundle OPd(1). We define the GIT
moduli stack P
GIT
d of plane curves of degree d to be P
GIT
d := [P
ss
d /PGL(3)]. We define the
GIT moduli space of plane curves of degree d to be P
GIT
d := P
ss
d / SL(3).
(2) Let Psmd be the Zariski open subset of Pd parametrizing smooth plane curves. Then the
moduli stack Pd of smooth plane curves of degree d is defined as Pd := [P
sm
d /PGL(3)].
When d ≥ 2, it is clear from [MFK94, Chapter 4 §2] that Psmd is a saturated Zariski open
subset of Pssd . Hence Pd admits a good moduli space Pd as a Zariski open subset of P
GIT
d .
We call Pd the moduli space of smooth plane curves of degree d. Notice that when d = 1,
the GIT moduli space P
GIT
d is empty, and Pd does not admit a good moduli space due to
the non-reductivity of stabilizers; when d ≥ 3, the stack Pd is Deligne-Mumford.
Now we begin with the definition of K-moduli stacks and spaces of plane curves. Recall that in
Definition 3.8 we define K-moduli stacks and spaces of Q-Gorenstein smoothable log Fano pairs.
In what follows, we adapt this definition to define K-moduli stacks and spaces of plane curves.
Definition 4.2. Let d and m be positive integers. Let c ∈ (0,min{1, 3d}) be a rational number.
Denote by χ(k) := χ(P2,OP2(3mk)), χ˜(k) = χ(P
2,OP2(3mk)) − χ(P
2,OP2(3mk − d)), χ := (χ, χ˜),
and N = h0(P2,OP2(3m)) − 1. Let H
χ;N be the Hilbert schemes of pairs (X,D) →֒ PN of Hilbert
polynomial (χ, χ˜).
We define
Z :=
Hilb(X,D) ∈ Hχ;N
∣∣∣∣∣∣∣
(X,D) ∼= (P2, C) where C is a smooth plane curve of degree d,
OPN (1)|X
∼= OX(−mKX),
and H0(PN ,OPN (1))
∼=
−→ H0(X,OX (−mKX)).
 .
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In other words, Z parametrizes Hilbert points of (3m)-th Veronese embedding of (P2, C) into PN .
Then Z is a locally closed subscheme of Hχ;N . Let Z be the Zariski closure of Z. We also define
Z◦c :=
Hilb(X,D) ∈ Z
∣∣∣∣∣∣∣
X is a Manetti surface, D ∼Q −
d
3KX is an effective Weil divisor,
(X, cD) is K-semistable,OPN (1)|X ∼= OX(−mKX),
and H0(PN ,OPN (1))
∼=
−→ H0(X,OX(−mKX)).
 .
By Corollary 3.17, we know that Z◦c is a Zariski open subset of Z. We denote by Z
red
c the reduced
scheme supported on Z◦c .
Assume m is sufficiently divisible. We define the K-moduli stack P
K
d,c of plane curves of degree
d with coefficient c as the quotient stack
P
K
d,c := [Z
red
c /PGL(N + 1)].
By Theorem 3.24, we know that P
K
d,c does not depend on the choice of sufficiently divisible m. By
Theorem 3.1, we know that P
K
d,c admits a good moduli space P
K
d,c as a reduced proper scheme of
finite type over C. We call P
K
d,c the K-moduli space of plane curves of degree d with coefficient c.
Indeed, if we denote by χ0(k) := χ(P
2,O(3k)), then P
K
d,c = KMχ0,d/3,c and P
K
d,c = KMχ0,d/3,c
as in Definition 3.8 since P2 is the only smooth del Pezzo surface of degree 9. From the definition,
we also know that a pair (X, cD) is parametrized by P
K
d,c (resp. P
K
d,c) if and only if (X, cD) is
K-semistable (resp. K-polystable), and it admits a Q-Gorenstein smoothing to (P2, cCt) with Ct a
smooth plane curve of degree d.
The following useful proposition is an easy consequence of the Paul-Tian criterion Theorem 2.22.
Proposition 4.3. Let C be a plane curve of degree d. Let c ∈ (0,min{1, 3/d}) be a rational number.
If (P2, cC) is K-(poly/semi)stable, then C is GIT (poly/semi)stable.
Proof. Consider the universal family π : (P2 × Pd, cC) → Pd of plane curves of degree d. From
Theorem 2.22, it suffices to show that the CM Q-line bundle λCM,π,cC is ample on Pd. Here we
use the intersection formula as in Proposition 2.23. It is clear that −KP2×Pd/Pd ∼ OP2×Pd(3, 0)
and C ∼ OP2×Pd(d, 1). Denote by p : P
2 × Pd → P
2 the projection to the first component. By
computation,
λCM,π,cC = −π∗
(
(−KP2×Pd/Pd − cC)
3
)
= −π∗
(
OP2×Pd(3− cd,−c)
3)
= −π∗
(
p∗O(3− cd)3 + 3p∗O(3− cd)2 · π∗O(−c) + 3p∗O(3− cd) · π∗O(−c)2 + π∗O(−c)3
)
= 3(3 − cd)2cOPd(1).
Hence λCM,π,cC is ample whenever c ∈ (0,
3
d). The proof is finished. 
The following corollary was proved by Hacking [Hac04, Propositions 10.2 and 10.4] and Kim and
Lee [KL04, Theorem 2.3]. We give a proof using K-stability and CM line bundles.
Corollary 4.4. Let C be a plane curve of degree d. If lct(P2;C) ≥ 3d (resp. >
3
d), then C is GIT
semistable (resp. GIT stable).
Proof. If lct(P2;C) ≥ 3d , then the log Calabi-Yau pair (P
2, 3dC) is K-semistable. Hence (P
2, cC) is
K-semistable for any c ∈ (0, 3d) by Proposition 2.13. Thus Proposition 4.3 implies that C is GIT
semistable. If lct(P2;C) > 3d , then again by Proposition 2.13 we know that (P
2, cC) is uniformly
K-stable for any c ∈ (0, 3d). Hence C is GIT stable by Proposition 4.3. 
Example 4.5. We summarize the description of K-moduli stacks and spaces for d ≤ 3.
34
(1) d = 1. In this case we know that (P2, cC) is K-unstable for C a line and any c ∈ (0, 1) by
[LS14, Example 3.16]. Hence Z ∩ Z◦c is empty. Since K-semistability is an open property
by Corollary 3.17, we know Z◦c = ∅. Hence both P
K
1,c and P
K
1,c are empty for any c ∈ (0, 1).
(2) d = 2. Denote by C a smooth plane conic curve.
(a) If c ∈ (0, 34), by [LS14, Theorem 1.5] we know that (P
2, cC) is K-polystable. By
Proposition 4.3, we know that (P2, cC ′) is K-unstable for any singular plane conic
curve C ′. Thus the only K-semistable point in P
K
2,c is [(P
2, cC)] which is indeed K-
polystable. Hence P
K
2,c
∼= P
GIT
2
∼= [Spec C/PGL(2)] and P
K
2,c
∼= P
GIT
2
∼= Spec C.
(b) If c = 34 , then by [LS14, Proof of Theorem 1.5] we know that (P
2, 34C) is K-semistable
and admits a special degeneration to the K-polystable pair (P(1, 1, 4), 34C0) where
C0 = (z = 0) with [x, y, z] the projective coordinates of P(1, 1, 4). If [(X,
3
4D)] is a
K-semistable point in P
K
2,3/4 with X non-smooth, then by [LWX18] it admits a special
degeneration to (P(1, 1, 4), 34C0). Hence the Gorenstein index of X is 2 and D is smooth
which implies that (X,D) ∼= (P(1, 1, 4), C0). Thus there are only two K-semistable
points: [(P2, 34C] and [(P(1, 1, 4),
3
4C0)] where the latter one is the only K-polystable
point.
(c) If c > 34 , then by [LS14, Example 3.16] we know (P
2, cC) is K-unstable. Hence similarly
as in (1) both P
K
1,c and P
K
1,c are empty for any c ∈ (
3
4 , 1).
(3) d = 3. We will show P
K
3,c
∼= P
GIT
3 for any c ∈ (0, 1). From [MFK94, Page 80] we know
that a plane cubic curve C is GIT semistable (resp. stable) if and only if it has at worst
nodal singularities (resp. smooth). Thus we know (P2, C) is a log canonical log Calabi-Yau
pair whenever C is GIT semistable. Then we know by Proposition 2.13 that (P2, cC) is
K-semistable for any c ∈ (0, 1). If C is GIT stable i.e. smooth, then [JMR16] implies
(P2, (1 − ǫ)C) is K-polystable. Hence (P2, cC) is K-stable for any c ∈ (0, 1) by Proposition
2.13. It is well known that (xyz = 0) is the unique GIT polystable plane cubic curve up
to a projective transformation. By [Fuj17], we know that (P2, c(xyz = 0)) is K-polystable
for any c ∈ (0, 1). If [(X, cD)] is a point in P
K
3,c, then it is a K-semistable limit of K-
semistable log Fano pairs (P2, cCt) where {Ct}t∈T\{0} is a family of cubic curves over a
punctured smooth curve T \ {0}. Since Ct is GIT semistable by Proposition 4.3, we know
that (possibly after a finite base change of T ) there exists an algebraic family gt ∈ PGL(3)
and a GIT polystable plane cubic curve C0 such that gt ·Ct → C0 in P3. Therefore, (P
2, cC0)
is the K-polystable limit of (P2, cCt). By [BX19] we know that (X, cD) admits a special
degeneration to (P2, cC0) which implies X ∼= P
2 and D is GIT semistable. This finishes
proving P
K
3,c
∼= P
GIT
3 hence P
K
3,c
∼= P
GIT
3 .
From now on, we will always assume d ≥ 4. We now mention some basic properties satisfied by
the loci Z,Z◦c as well as the K-moduli stacks and spaces we just defined.
Proposition 4.6. With notation as above, the following properties hold for any c ∈ (0, 3d):
(1) Hilb(X,D) ∈ Z if and only if (X,D) is isomorphic to (P2, C) where C is a smooth plane
curve of degree d. Moreover, the locus Z is a saturated open subset of Z◦c .
(2) The locus Z◦c is smooth for any c ∈ (0,
3
d). In particular, Z
◦
c = Z
red
c .
(3) The open immersion Pd →֒ P
K
d,c induces an open immersion between their good moduli
spaces Pd →֒ P
K
d,c. Furthermore P
K
d,c is a normal proper variety, and Pd has only quotient
singularities.
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Proof. For part (1), it suffices to show that (P2, cC) is K-stable for any c ∈ (0, 3/d) and any smooth
plane curve C of degree d ≥ 4. This follows from Proposition 2.13 since (P2, 3dC) is klt. Since
Z lies inside the K-stable locus of Z◦c , we know that Z is saturated in Z
◦
c by the uniqueness of
K-polystable degeneration [LWX18].
For part (2), recall that for any point Hilb(X,D) ∈ Z◦c the surface X is a Manetti surface. Hence
X has unobstructed Q-Gorenstein deformations by Proposition 2.30. Since K-semistability is an
open condition by Corollary 3.17, it suffices to show that the Q-Gorenstein deformations of the pair
(X,D) are also unobstructed. Let π : (X ,D) → T be a Q-Gorenstein smoothing of (X,D) over a
smooth pointed curve 0 ∈ T , i.e. (X0,D0) ∼= (X,D) and π is smooth over T
◦ := T \{0}. Denote by
(X ◦,D◦) := π−1(T ◦). Then it is clear that dKX ◦ + 3D
◦ ∼π 0. By taking Zariski closure, we know
that dKX + 3D ∼π 0 which implies dKX + 3D ∼ 0 by adjunction. In addition, if 3 | d then we get
d
3KX +D ∼ 0. Hence the statement of [Hac04, Lemma 3.13] holds for (X,D). Since X is klt and
D −KX ∼Q −
d−3
3 KX is ample, Kawamata-Viehweg vanishing implies H
1(X,OX (D)) = 0. Hence
the statement of [Hac04, Lemma 3.14] also holds for (X,D). Therefore, we may apply [Hac04,
Theorem 3.12] to deduce that (X,D) has unobstructed Q-Gorenstein deformations.
For part (3), the first statement follows from part (1) and [Alp13, Remark 6.2]. The normality
of P
K
d,c follows from part (2) and a result of Alper [Alp13, Theorem 4.16 (viii)]. Since any smooth
plane curve of degree d ≥ 4 has finite automorphism group, we know that Pd is a smooth Deligne-
Mumford stack. Hence Pd has only quotient singularities. 
There are certain open subsets of P
K
d,c that remain unchanged under subsequential wall crossings.
Let P kltd,c and P
lc
d,c be the subsets of P
K
d,c parametrizing c-K-polystable curves with lct >
3
d and
lct ≥ 3d , respectively. By the constructibility and lower semi-continuity of log canonical thresholds
in bounded families, we know that both P kltd,c and P
lc
d,c are Zariski open subsets of P
K
d,c. Denote by
Pkltd,c and P
lc
d,c the preimage of P
klt
d,c and P
lc
d,c under the quotient map P
K
d,c → P
K
d,c, respectively.
Proposition 4.7.
(1) There exist open immersions Pkltd,c →֒ P
lc
d,c →֒ P
K
d,c′ which descend to open immersions
P kltd,c →֒ P
lc
d,c →֒ P
K
d,c′ for any 0 < c ≤ c
′ < 3/d. Moreover, there exists an open immersion
P kltd,c →֒ P
H
d for any c ∈ (0, 3/d).
(2) Assume c0 ∈ (0, 3/d) satisfies the following: for any K-polystable point [(X, c0C)] ∈ P
K
d,c0
we have lct(X;C) ≥ 3/d (or equivalently, P lcd,c0 = P
K
d,c0). Then P
K
d,c
∼= P
K
d,c0 for any
c0 < c < 3/d. In other words, there are no wall crossings among K-moduli spaces in the
region c ∈ (c0 − ǫ, 3/d) for 0 < ǫ≪ 1.
Proof. For part (1), if (X, cD) is log K-semistable and lct(X;D) ≥ 3d , then (X, c
′D) is K-semistable
for any c ≤ c′ < 3d by Proposition 2.13. Hence we have open immersions P
klt
d,c →֒ P
lc
d,c →֒ P
K
d,c′ . To
show that they descend to open immersions among the good moduli spaces, it suffices to show that
the larger open substack P lcd,c is a saturated open substack of P
K
d,c′ . Let [(X, cD)] ∈ P
lc
d,c be a point.
Then (X, cD) admits a K-polystable degeneration (X0, cD0) in P
lc
d,c such that lct(X0,D0) ≥
3
d .
Thus by Proposition 2.13 we know that (X0, c
′D0) is K-polystable. Hence P
lc
d,c is saturated in P
K
d,c′ .
By definition we know that P kltd,c admits an injective map to P
H
d . To show that P
klt
d,c admits an
open immersion to P
H
d , by [BL18b] it suffices to show that a Hacking stable pair (X,D) belongs
to P kltd,c if and only if it is uniformly c-K-stable. The “if” part is clear from the definition. For the
“only if” part, if (X,D) is both Hacking stable and c-K-polystable, then by Theorem 3.9 it admits
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a weak conical Ka¨hler-Einstein metric, and its automorphism group is finite. Hence (X, cD) is
uniformly K-stable by Theorem 3.9(4). This finishes the proof of part (1).
For part (2), notice from part (1) that P lcd,c0 is a saturated open substack of P
K
d,c for c ∈ (c0,
3
d )
which induces an open immersion ϕ : P
K
d,c0 = P
lc
d,c0
→֒ P
K
d,c. Since the K-moduli spaces are normal
proper varieties by Proposition 4.6, we know that ϕ is an isomorphism by [Alp13, Proposition 6.4].
Hence P
K
d,c0 = P
lc
d,c0
∼= P
K
d,c whenever c ∈ (c0,
3
d). The c ∈ (c0 − ǫ, c0) part follows from Proposition
3.18. 
4.2. Index bounds. In this section we prove the following theorem on bounding local Gorenstein
indices of singular surfaces appearing in the boundary of K-moduli spaces. It is a K-stability
analogue of Hacking’s result [Hac04, Theorem 4.5] and [Hac01, Theorem 2.22]. As in Hacking’s
work, it is crucial in the study of singular objects in K-moduli spaces of plane curves.
Theorem 4.8. Let (X, cD) be a K-semistable log Fano pair that admits a Q-Gorenstein smoothing
to (P2, cCt) with c ∈ (0, 3/d) and degCt = d. Let x ∈ X be any singular point with Gorenstein
index ind(x,KX ), then
ind(x,KX ) ≤
{
min{⌊ 33−cd⌋, d} if 3 ∤ d,
min{⌊ 33−cd⌋,
2d
3 } if 3 | d.
Proof. Let β := 1 − cd/3 ∈ (0, 1). By [Hac04, Propositions 6.1, 6.2, & Theorem 7.1] we know
that a Gorenstein index n point x ∈ X is a cyclic quotient singularity of type 1
n2
(1, an − 1) where
gcd(a, n) = 1 and 3 ∤ n. We know that dKX + 3D ∼ 0, so if x 6∈ D then n | d hence n ≤ d (in
fact n ≤ d/3 if 3 | d). From now on let us assume x ∈ D. Let (x˜ ∈ X˜) be the smooth cover of
(x ∈ X), with D˜ being the preimage of D. Since the finite degree formula for local volumes is true
in dimension 2 by [LX19, Theorem 2.7(3)] [LLX18, Theorem 4.15], we have
v̂ol(x˜, X˜, cD˜) = n2 · v̂ol(x,X, cD).
On the other hand, Theorem 2.15 implies that v̂ol(x,X, cD) ≥ 4β2, so we have
(4.1) n ≤
√
v̂ol(x˜, X˜, cD˜)
2β
≤
2− cordx˜D˜
2β
.
In particular we have n < β−1. We know that lctx˜(X˜ ; D˜) > c, and Skoda’s estimate [Sko72] implies
lctx˜(X˜ ; D˜) ≤
2
ordx˜D˜
, so we have ordx˜D˜ <
2
c . Assume x˜ ∈ X˜ has local coordinates (u, v) where the
cyclic group action is scaling on each coordinate. Let uivj be a monomial appeared in the equation
on D˜ with minimal i+ j = ordx˜D˜. Then dKX + 3D ∼ 0 implies 3(i + (na− 1)j) ≡ dna mod n
2,
in particular i ≡ j mod n.
Case 1. Assume 3 ∤ d. If β ≥ 1d+1 then n < β
−1 ≤ d+ 1. Thus we may assume β < 1d+1 . Then
i + j = ordx˜D˜ <
2
c <
2(d+1)
3 . Assume to the contrary that n ≥ d + 1. Then i ≡ j mod n and
i + j < n implies that i = j. Hence 3(i + (na − 1)j) ≡ dna mod n2 implies 3i ≡ d mod n. But
since i < d+13 , we know that 3i = d which is a contradiction.
Case 2. Assume 3 | d. If β ≥ 32d+3 then n < β
−1 ≤ 2d3 + 1. Thus we may assume β <
3
2d+3 .
Then i + j = ordx˜D˜ <
2
c <
2d
3 + 1. Assume to the contrary that n ≥
2d
3 + 1. Then i ≡ j mod n
and i+ j < n implies i = j. Hence 3(i+ (na− 1)j) ≡ dna mod n2 implies 3i ≡ d mod n. Hence
i = j = d3 and ordx˜D˜ =
2d
3 . Then (4.1) implies
n ≤
2− c · 2d3
2β
=
2− 2(1− β)
2β
= 1,
a contradiction! 
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5. The first wall crossing
The goal of this section is to prove Theorem 1.3, which completely describes the first wall crossing
of K-moduli spaces of plane curves for all degrees. We show that K-moduli and GIT coincide for
small weights (see Theorems 5.2 and 5.5) and describe the explicit birational modification on the
GIT moduli space occurring while crossing the first wall (see Theorem 5.6).
5.1. Before the first wall. In this section, we will show that the K-moduli space for small
coefficient is isomorphic to the GIT moduli space. We prove two results, Theorems 5.2 and 5.5,
which correspond to parts (1) and (2) of Theorem 1.3.
Before we start, let us fix some notation for the discussion of the first wall crossing.
Notation 5.1. Let d ≥ 4 be an integer. Let c ∈ (0, 3d) be a rational number. Let Q be a smooth
conic in P2, let L be a line in P2 transverse to Q, and let x, y, z be coordinates of P(1, 1, 4). Let
c1 =
{
3
2d d is even
3
2d−3 d is odd
Qd =
{
d
2Q d is even
d−1
2 Q+ L d is odd
Q′d =
{
zd/2 = 0 d is even
xyz(d−1)/2 = 0 d is odd
We are ready to prove part (1) of Theorem 1.3.
Theorem 5.2 (First wall crossing 1). We follow Notation 5.1. For any 0 < c < c1, a plane curve C
of degree d is GIT (poly/semi)stable if and only if the log Fano pair (P2, cC) is K-(poly/semi)stable.
Moreover, there is an isomorphism of Artin stacks P
K
d,c
∼= P
GIT
d .
Proof. We first show that if (X, cD) is a K-semistable point in P
K
d,c for 0 < c < c1 then X
∼= P2.
From Theorem 4.8, we know that the local Gorenstein indices of X are at most ⌊β−1⌋ where
β = 1 − cd3 . If c <
3
2d , then we have β >
1
2 . This implies X is a Gorenstein Manetti surface so
X ∼= P2. Hence we may assume that d ≥ 5 is odd and 32d ≤ c <
3
2d−3 . By the same argument
as above, the local Gorenstein indices of X are at most ⌊β−1⌋ < 2d−3d−3 ≤
7
2 . Hence X has local
Gorenstein index at most 3, which implies X ∼= P2 or P(1, 1, 4). We shall show that the P(1, 1, 4)
case is impossible under the assumption c < 32d−3 .
Assume to the contrary that (X = P(1, 1, 4), cD) is a K-semistable point in P
K
d,c. Then D is of
degree 2d in P(1, 1, 4). Write d = 2l + 1, then the equation of D is
zlf2(x, y) + z
l−1f6(x, y) + · · · + f4l+2(x, y) = 0,
where fi is a homogeneous polynomial of degree i in (x, y). Let E be the (−4)-curve over the singular
point [0, 0, 1] of type 14(1, 1). Then from the defining equation of D we see that ordE(D) ≥
1
2 . Thus
A(X,cD)(ordE) = AX(ordE)− c ordE(D) ≤
1− c
2
.
On the other hand, −KX − cD ∼Q O(6− 2dc), and volX(O(1) − tE) = max{
1
4 − 4t
2, 0}. Hence
S(X,cD)(ordE) =
(6− 2dc)
volX(O(1))
∫ ∞
0
volX(O(1) − tE)dt = 1−
dc
3
.
Since c < 32d−3 , we know that A(X,cD)(ordE) ≤
1−c
2 < 1 −
dc
3 = S(X,cD)(ordE). Hence (X, cD) is
K-unstable by the valuative criterion (Theorem 2.9).
So far we have shown that any K-semistable point (X, cD) in P
K
d,c is isomorphic to (P
2, cC)
where C is a plane curve of degree d. By Proposition 4.3 we know that K-(poly/semi)stability
of (P2, cC) implies GIT (poly/semi)stability of C. Hence we just need to show the converse to
deduce the equivalence between K-stability and GIT stability. Suppose C is a GIT semistable
plane curve. Take {Ct}t∈T a family of plane curves over a smooth pointed curve (0 ∈ T ) such
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that C0 = C and Ct is smooth for t ∈ T \ {0}. Then by properness of K-moduli spaces (Theorem
3.19) we have a K-polystable limit (X, cD) of (P2, cCt) as t→ 0 after a possible finite base change
of T . Hence (X, cD) ∼= (P2, C ′0) where C
′
0 is a GIT polystable plane curve. By the separatedness
of GIT quotients, we know that C specially degenerates to g · C0 for some g ∈ PGL(3). Thus
(P2, cC) is K-semistable by Theorem 2.16. If in addition that C is GIT polystable, then (P2, cC)
has a K-polystable limit (P2, cC ′0). In particular, by Proposition 4.3 we know that C
′
0 is a GIT
polystable point S-equivalent to C. Hence C = g · C0 for some g ∈ PGL(3) and (P
2, cC) is K-
polystable. From the equivalence of K-stability and GIT stability, we obtain a morphism of Artin
stacks ϕ : P
GIT
d → P
K
d,c which is indeed an isomorphism by the same argument in the proof of
Theorem 3.24. This finishes the proof. 
Next we discuss the K-moduli stack and space when c = c1.
Lemma 5.3. We follow Notation 5.1. Then the log Fano pair (P2, c1Qd) is K-semistable with
K-polystable degeneration (P(1, 1, 4), c1Q
′
d). Moreover, the only c1-K-polystable curve on P(1, 1, 4)
of degree 2d is Q′d.
Proof. By taking the degeneration of P2 to the normal cone of Q, the pair (P2, Q) specially
degenerates to (P(1, 1, 4), (z = 0)). Since L intersects Q transversally, it degenerates to the union
of two distinct rulings of P(1, 1, 4). Hence a suitable choice of projective coordinates of P(1, 1, 4)
yields that (P2, Q, L) specially degenerates to (P(1, 1, 4), (z = 0), (xy = 0)).
Next we show that (P(1, 1, 4), c1Q
′
d) is K-polystable. When d is even, we have c1Q
′
d =
3
4(z = 0).
Hence by [LS14, Proof of Theorem 1.5] we know that (P(1, 1, 4), 34(z = 0)) is K-polystable. When
d is odd, we have c1Q
′
d =
3
2d−3 (xy = 0) +
3(d−1)
2(2d−3) (z = 0). Hence (P(1, 1, 4), c1Q
′
d) is a projective
cone over (P1, 32d−3 ([0] + [∞])) with polarization OP1(4) ∼Q
2d−3
d−3 (−KP1 −
3
2d−3 ([0] + [∞])). Since
3(d−1)
2(2d−3) = 1−
1
2 ·(
2d−3
d−3 )
−1 and (P1, 32d−3 ([0]+[∞])) admits a conical Ka¨hler-Einstein metric, by [LL19,
Proposition 3.3] we know that (P(1, 1, 4), c1Q
′
d) is conical Ka¨hler-Einstein hence K-polystable.
Finally, we show that Q′d is the only c1-K-polystable curve on P(1, 1, 4) of degree 2d. Suppose
(X := P(1, 1, 4), c1D) is K-polystable with degD = 2d. Let E be the (−4)-curve over the singular
point x := [0, 0, 1] of type 14(1, 1). Then by Theorem 2.15 we have
(5.1) 4(KX + c1D)
2 ≤ 9A(X,c1D)(ordE)
2volX,x(ordE).
By computation we know that
A(X,c1D)(ordE) = AX(ordE)− c1ordE(D) =
1
2 − c1ordE(D), volX,x(ordE) = 4.
When d is even, we know that (KX + c1D)
2 = 94 . Hence (5.1) implies that 9 ≤ 9(1− 2c1ordE(D))
2,
i.e. D does not pass through x. Thus the equation of D is given by
zd/2 + f4(x, y)z
(d−2)/2 + · · · + f2d(x, y) = 0.
By taking the 1-PS λ : Gm → Aut(X) as λ(t)([x, y, z]) = [x, y, tz] for t ∈ Gm, we see that
limt→0 λ(t)·D = Q
′
d. Thus (X, c1D)
∼= (P(1, 1, 4), c1Q
′
d) since they are both K-polystable. When d is
odd, we know that (KX+c1D)
2 = 9(d−3)
2
(2d−3)2
. Hence (5.1) implies that 36(d−3)
2
(2d−3)2
≤ 9(1− 62d−3ordE(D))
2,
i.e. ordE(D) ≤
1
2 . Since the equation of D is given by
zlf2(x, y) + z
l−1f6(x, y) + · · ·+ f4l+2(x, y) = 0
where l := d−12 , we have ordE(D) ≥
1
2 with equality holds if and only if f2 6= 0. Hence ordE(D) =
1
2 ,
f2 6= 0 and the equality of (5.1) holds. Then by [Liu18, Lemma 33] we know that E minimizes
the normalized volume function at the singularity x ∈ (X, c1D). So [LX16, Theorem 1.2] implies
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that (E,∆E) ∼= (P
1
[x,y], c1(f2(x, y) = 0)) is a K-semistable Kolla´r component. Thus f2 is a non-
degenerate quadratic form in (x, y), and after a suitable choice of projective coordinates of P(1, 1, 4)
we may assume that f2(x, y) = xy. By taking the same 1-PS λ as before, we see (X, c1D)
specially degenerates to (P(1, 1, 4), c1Q
′
d). Thus (X, c1D)
∼= (P(1, 1, 4), c1Q
′
d) since they are both
K-polystable. We finish the proof. 
Corollary 5.4. The plane curve Qd is GIT polystable.
Proof. If d is even, we know that (P2, ǫQd =
dǫ
2 Q) is K-polystable by [LS14, Theorem 1.5]. Thus
Qd is GIT polystable by Proposition 4.3. If d is odd, we know that (P
2, c1Qd) is K-semistable by
Lemma 5.3. Hence Qd is GIT semistable by Proposition 4.3. Assume to the contrary that Qd
is not GIT polystable. Denote by C0 the GIT polystable plane curve that is S-equivalent to Qd.
If Supp(C0) contains a smooth conic Q, then C0 =
d−1
2 Q + L
′ where L′ is a tangent line of Q.
But then Aut(P2, C0) ∼= Aut(P
1, [0]) is non-reductive, a contradiction. Hence Supp(C0) is a union
of lines. By Theorem 5.2, we know that (P2, ǫC0) is K-polystable. This implies that (P
2, 3dC0) is
log canonical by [Fuj17, Theorem 1.5]. But 3d ·
d−1
2 > 1 since d ≥ 5, so (P
2, 3dC0) cannot be log
canonical, a contradiction. The proof is finished. 
We present the proof of part (2) of Theorem 1.3 as follows.
Theorem 5.5 (First wall crossing 2). We follow Notation 5.1. A log Fano pair (X, c1D) is
a K-polystable point of P
K
d,c1 if and only if either X
∼= P2 and D is a GIT polystable plane
curve not projectively equivalent to Qd, or (X,D) ∼= (P(1, 1, 4), Q
′
d). Moreover, there is an open
immersion Φ− : P
GIT
d = P
K
d,c1−ǫ →֒ P
K
d,c1 which descends to an isomorphism of good moduli spaces
φ− : P
GIT
d = P
K
d,c1−ǫ
∼=
−→ P
K
d,c1.
Proof. We first show that φ− is an isomorphism. It is clear that φ− is a birational morphism between
normal proper varieties since Pd is a common open subset of P
GIT
d and P
K
d,c1 by Proposition 4.6.
Indeed, we will show the Picard number ρ(P
GIT
d ) is one. Since SL(3) has no non-trivial characters,
there are injections
Pic(Pssd / SL(3)) →֒ PicSL(3)(P
ss
d ) →֒ Pic(P
ss
d )
by [KKV89, Proposition 4.2 and §2.1]). Since we have a surjection from Pic(Pd) ∼= Z to Pic(P
ss
d ),
we know that ρ(P
GIT
d ) = 1. Thus φ
− is an isomorphism between good moduli spaces.
Let C be a GIT polystable plane curve not projectively equivalent to Qd. Let (X, cD) be the
K-polystable degeneration of (P2, cC). From the index estimate in the proof of Theorem 5.2, we
know that X is isomorphic to either P2 or P(1, 1, 4). If X is isomorphic to P(1, 1, 4), then D has to
be Q′d by Lemma 5.3. Thus φ
−([C]) = φ−([Qd]) which contradicts to the injectivity of φ
−. Thus
X ∼= P2 hence (X, cD) ∼= (P2, cC) by GIT polystability of C. The proof is finished by Lemma
5.3. 
5.2. After the first wall. In this section, we will show that the K-moduli stack P
K
d,c1+ǫ is
isomorphic to a Kirwan type weighted blow up of the GIT moduli stack.
Theorem 5.6 (First wall crossing 3). Let Φ+ : P
K
d,c1+ǫ → P
K
d,c1 be the latter morphism in the first
wall crossing. Then there exists a stacky weighted blow up morphism ρ : P
K
d,c1+ǫ → P
K
d,c1−ǫ = P
GIT
d
along {[Qd]} (see Definition 5.10) such that Φ
+ = Φ− ◦ ρ. In particular, we have
(1) The descent morphism ̺ = (φ−)−1 ◦ φ+ : P
K
d,c1+ǫ → P
K
d,c1−ǫ = P
GIT
d of ρ between good
moduli spaces is a weighted blowup of the point [Qd].
(2) If d is even, then ̺ is a partial desingularization of Kirwan type.
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The proof of this theorem will be split up into a few parts. Before we analyze the stack structure
of P
K
d,c1+ǫ, we first give a complete description of its closed points.
Definition 5.7. We define GIT stability for certain curves on P(1, 1, 4).
(1) Assume d is even. Given a curve D in P(1, 1, 4) of degree 2d with equation
zd/2 + f8(x, y)z
(d−4)/2 + f12(x, y)z
(d−6)/2 + · · ·+ f2d(x, y) = 0,
we identify D to a point (f8, f12, · · · , f2d) in the vector space A
′
d
∼= ⊕
d/2
j=2H
0(P1,OP1(4j)).
Consider the Gm-action σ on A
′
d with weight j in each direct summand H
0(P1,OP1(j)).
Let P′d be the weighted projective space as the coarse moduli space of the quotient stack
[(A′d\{0})/Gm]. There is a natural SL(2)-action onA
′
d induced by the usual SL(2)-action on
H0(P1,OP1(1)) = Cx⊕Cy. Since this SL(2)-action commutes with the previous Gm-action,
it descends to an SL(2)-action on (P′d,OP′d(1)). We say [D] ∈ P
′
d is GIT (poly/semi)stable
if it is GIT (poly/semi)stable with respect to this SL(2)-action on (P′d,OP′d(1)).
(2) Assume d is odd. Suppose D is a curve in P(1, 1, 4) of degree 2d with equation
xyz(d−1)/2 + f6(x, y)z
(d−3)/2 + f10(x, y)z
(d−5)/2 + · · · + f2d(x, y) = 0,
where f6(x, y) contains no monomial divisible by xy. Then we identify D to a point
(f6, f10, · · · , f2d) in the vector space
A′d := V1 ⊕⊕
(d−1)/2
j=2 H
0(P1,OP1(4j + 2)),
where V1 := Cx
6 ⊕ Cy6 is a sub vector space of H0(P1,OP1(6)). Consider the Gm-action σ
on A′d with weight 1 on V1 and weight j on each direct summand H
0(P1,OP1(4j +2)). Let
P′d be the weighted projective space which is the coarse moduli space of the quotient stack
[(A′d \ {0})/Gm]. Consider another Gm-action σ
′ on A′d induced by
σ′(t) · f4j+2(x, y) = f4j+2(tx, t
−1y)
for t ∈ Gm and 1 ≤ j ≤
d−1
2 . Since σ
′ commutes with σ, it descends to a Gm-action on
(P′d,OP′d(1)) which we also denote by σ
′. We say [D] ∈ P′d is GIT (poly/semi)stable if it is
GIT (poly/semi)stable with respect to the Gm-action σ
′ on (P′d,OP′d(1)).
Theorem 5.8. Let D be a curve on P(1, 1, 4) of degree 2d such that [D] ∈ P′d. Then the pair
(P(1, 1, 4), (c1+ ǫ)D) is K-(poly/semi)stable if and only if [D] is GIT (poly/semi)stable in the sense
of Definition 5.7.
Proof. We first prove the “only if” part. Let π : (P(1, 1, 4) ×A′d,D)→ A
′
d be the universal family
of pairs over A′d where the fiber of π over each point D of A
′
d is (P(1, 1, 4),D). Then the Gm-
action σ on A′d has a natural lifting to the universal family, which we also denote by σ, namely
σ(t) · ([x, y, z],D) = ([x, y, tz], σ(t) · D). Hence by quotienting out σ we obtain a Q-Gorenstein
family of log Fano pairs over the Deligne-Mumford stack [A′d \ {0}/Gm]. The CM Q-line bundle
λCM,π,cD on A
′
d also descends to a Q-line bundle on P
′
d which we denote by Λc. By Theorem 2.22,
it suffices to show that Λc1+ǫ is ample. Since λCM,π,cD is a trivial Q-line bundle over A
′
d, the degree
of Λc is equal to the σ-weight of the central fiber λCM,π,cD ⊗ C(0). By Proposition 2.19, we know
that
deg Λc = Fut((P(1, 1, 4), cQd ;OP(1,1,4)(4)) × A
1)
where the product test configuration (P(1, 1, 4), cQd ;OP(1,1,4)(4)) × A
1 is induced from the Gm-
action σ. From the definition, easy computation, and K-polystability of (P(1, 1, 4), c1Qd) we know
that Fut((P(1, 1, 4), cQd ;OP(1,1,4)(4)) × A
1) is linear in c, is negative when c = 0, and zero when
c = c1. Hence it is positive when c = c1+ǫ. As a result, the CM Q-line bundle Λc1+ǫ is ample on P
′
d.
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Note that when d is odd, the action σ′ on A′d has zero weight on the central fiber λCM,π,cD ⊗C(0)
by a straightforward computation of the generalized Futaki invariant. Thus the Gm-linearization
of a suitable positive power of Λc1+ǫ coincides with the Gm-linearization on OP′d(1) of σ
′. This
completes the proof of the “only if” part.
Next we prove the “if” part. Since each curve [D] ∈ P′d admits a special degeneration to Qd, we
know (P(1, 1, 4), c1D) is K-semistable by Lemma 5.3 and Theorem 2.16. By Bertini’s theorem, it is
clear that a general curve D in P′d has at worst a nodal point at the unique singularity of P(1, 1, 4)
and smooth elsewhere. Thus for a general curve D we know that (P(1, 1, 4), 3dD) is klt. This implies
that (P(1, 1, 4), (c1+ǫ)D) is K-stable by Proposition 2.13. Let [D0] ∈ P
′
d be a GIT polystable point.
From the above argument, we can find a family of curves [Dt] ∈ P
′
d parametrized by a punctured
smooth curve t ∈ T \ {0} such that (P(1, 1, 4), (c1 + ǫ)Dt) is K-stable and limt→0[Dt] = [D0]. Then
by propoerness of K-moduli spaces (i.e. Theorem 3.19), after a possible finite base change of T we
obtain a K-polystable limit (X, (c1 + ǫ)D
′) of (P(1, 1, 4), (c1 + ǫ)Dt) as t goes to 0. By the index
estimate Theorem 4.8, we know that X ∼= P(1, 1, 4). From the continuity of generalized Futaki
invariants in c, we know (P(1, 1, 4), c1D
′) is K-semistable. Thus D′ specially degenerates to Qd by
Lemma 5.3. After a suitable change of coordinates of P(1, 1, 4), we may assume [D′] ∈ P′d. Thus
the “only if” part implies that [D′] is a GIT polystable limit of gt · [Dt] for gt ∈ SL(2) (for even d)
or Gm (for odd d). By separatedness of the GIT quotient, we know that [D
′] and [D0] lie in the
same orbit. Thus (P(1, 1, 4), (c1 + ǫ)D0) is K-polystable. The proof regarding K-semistability and
K-stability follows from similar arguments as in the proof of Theorem 5.2. 
Theorem 5.9. Let [(X, (c1+ǫ)D)] be a K-polystable point in P
K
d,c1+ǫ. Then either (X,D)
∼= (P2, C)
where C is a GIT polystable plane curve not projectively equivalent to Qd, or (X,D) ∼= (P(1, 1, 4),D
′)
where [D′] ∈ P′d is GIT polystable. Conversely, any such pair (P
2, C) or (P(1, 1, 4),D′) is (c1 + ǫ)-
K-polystable.
Proof. We first prove that K-polystability implies GIT polystability. Let [(X, (c1 + ǫ)D)] be a
point in P
K
d,c1+ǫ. Then from the index estimate in the proof of Theorem 5.2, we know that X is
isomorphic to either P2 or P(1, 1, 4). If (X,D) ∼= (P2, C), then C is GIT polystable by Proposition
4.3. It suffices to show that (P2, (c1 + ǫ)Qd) is K-unstable. In fact, if (P
2, (c1 + ǫ)Qd) were K-
semistable, then Proposition 2.13 together with K-polystability of (P2, ǫQd) (see Theorem 5.2)
implies that (P2, c1Qd) is K-polystable as well. But this contradicts Lemma 5.3, so (P
2, (c1+ ǫ)Qd)
is K-unstable. If X ∼= P(1, 1, 4), then the statement follows from Theorem 5.8.
Next we prove that GIT polystability implies K-polystability. If C ⊂ P2 is a GIT polystable plane
curve not projectively equivalent to Qd, then Theorem 5.5 implies that (P
2, cC) is K-polystable for
any c ∈ (0, c1]. Hence (P
2, (c1 + ǫ)C) is also K-polystable by Proposition 3.18. The P(1, 1, 4) case
follows from Theorem 5.8. 
So far we have shown that P
GIT
d \ {[Qd]} →֒ P
K
d,c1+ǫ is an open immersion. Before proving
Theorem 5.6, we set up some notation.
Definition 5.10. Let Z ⊂ X be a smooth closed subvariety of a smooth quasi-projective variety
X. We define Blw,ZX, the stacky weighted blowup of Z in X with weight w (see also [ATW19,
Section 3]). The standard weighted blow up Blw,ZX will be the coarse space of Blw,ZX.
Let NZ/X be the normal bundle of Z ⊂ X and consider a group G acting on X. Suppose NZ/X
has a decomposition with respect to representations of G
NZ/X = N1 ⊕N2 ⊕ · · · ⊕ Nk.
Let w = (w1, w2, . . . , wk) be a weight vector with wi ∈ Z>0. This gives a monomial valuation v of
C(X) centered at Z of weights (w1, w2, . . . , wk) with respect to the decomposition of the normal
bundle NZ/X .
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Define R := ⊕∞m=0am(v)t
m, where am(v) = {s ∈ OX : v(s) ≥ m}. The standard weighted blow up
of Z in X is defined by Blw,ZX := ProjXR. Define Y := SpecXR. Then we have the zero section
X →֒ Y whose defining ideal is given by I = ⊕∞m=1am(v)t
m. We define the stacky weighted blowup
of Z in X to be
Blw,ZX = [(Y \X)/Gm]
where Gm acts as t 7→ λt, for λ ∈ Gm.
Remark 5.11. The stack Blw,ZX is a smooth Deligne-Mumford stack, its coarse space is indeed
Blw,ZX, and the exceptional divisor E has weighted projective stacks as fibers over Z.
We now proceed with our construction of the partial desingularization of Kirwan type. First, let
us recall some representation theory of SL(2). Consider the standard action of SL(2) on P1 = P(V ∨).
Then we have the dual SL(2)-action on V = H0(P1,OP1(1)). We have a natural SL(2)-action on
V := H0(P1,OP1(2)) = Sym
2V so that the second Veronese embedding P1 →֒ P2 = P(V∨) is
SL(2)-equivariant. Denote by Q = (q = 0) the image of this Veronese embedding. Then we have
(5.2) SymdV = Symd(Sym2V ) ∼=
{
⊕
d/2
i=0Sym
4iV if d is even,
⊕
(d−1)/2
i=0 Sym
4i+2V if d is odd.
Since q is SL(2)-invariant, we have an injection between SL(2)-representations Symd−2V →֒ SymdV
by multiplying with q. Let Vd be the cokernel of this injection. Then from (5.2) we know that the
restriction mapH0(P2,OP2(d))→ H
0(Q,OQ(d)) induces an isomorphism between Vd and Sym
2dV .
As a summary, we have
(5.3) H0(P2,OP2(d)) = ⊕
⌊d/2⌋
j=0 q
j ·Vd−2j ∼= ⊕
⌊d/2⌋
j=0 Sym
2d−4jV.
Lemma 5.12. Let d be even and let Qd denote the nonreduced curve defined by (q
d/2 = 0) where
(q = 0) is a smooth plane conic. Then a Luna slice to SL(3) · [Qd] ⊂ P
ss
d at [Qd] is given by the
locally closed subset
W := {(qd/2 + f4q
d/2−2 + f6q
d/2−3 + · · ·+ fd = 0)},
where f2i ∈ V2i ⊂ H
0(P2,OP2(2i)) for 2 ≤ i ≤ d/2.
Proof. Denote by G := SL(3). Since Qd is GIT polystable by Corollary 5.4, we know that the orbit
G[Qd] is closed in P
ss
d . The tangent space of P
ss
d at [Qd] is given by TPssd ,[Qd] = (Sym
dV)/Cqd/2. If
qt is a small deformation of q0 = q in Sym
2V, then we have ddt(q
d/2
t )|t=0 =
d
2q
d/2−1 dqt
dt |t=0. Thus
the tangent space of G[Qd] at [Qd] is given by TG[Qd],[Qd] = (q
d/2−1 ·Sym2V)/Cqd/2. Hence by (5.3)
the normal space of G[Qd]/P
ss
d at the point [Qd] satisfies
(5.4) NG[Qd]/Pssd ,[Qd] = TPssd ,[Qd]/TG[Qd],[Qd]
∼= SymdV/(qd/2−1 · Sym2V) ∼= ⊕
d/2
i=2V2i.
Therefore, taking the exponential map of the normal space yields a Luna slice
W := {(qd/2 + f4q
d/2−2 + f6q
d/2−3 + · · ·+ fd = 0)},
where f2i ∈ V2i for 2 ≤ i ≤ d/2. 
Lemma 5.13. Let d be odd and let Qd denote the curve (lq
(d−1)/2 = 0), where (q = 0) is a smooth
plane conic and (l = 0) is a line transverse to q. Then a Luna slice to SL(3) · [Qd] ∈ P
ss
d at [Qd] is
given by the locally closed set
W := {(lq(d−1)/2 + f3q
(d−3)/2 + f5q
(d−5)/2 + · · · + fd = 0)},
where f3 ∈ V
◦
3 and f2i+1 ∈ V2i+1 for any 2 ≤ i ≤ (d − 1)/2. Here V
◦
3 is a subspace of V3 such
that it pulls back to Cu6 +Cv6 ⊂ H0(P1[u,v],O(6)) under the isomorphism from (P
1
[u,v], (uv = 0)) to
((q = 0), (l = q = 0)).
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Proof. Again we consider the orbit G[Qd] under the action of G := SL(3). It is clear that
TPss
d
,[Qd] = Sym
dV/Clq(d−1)/2. If lt and qt are small deformations of l0 = l and q0 = q in V and
Sym2V respectively, then we have ddt(ltq
(d−1)/2
t )|t=0 =
d−1
2 lq
(d−3)/2 dqt
dt |t=0+q
(d−1)/2 dlt
dt |t=0. Thus the
tangent space of G[Qd] at [Qd] is given by TG[Qd],[Qd] = (lq
(d−3)/2 ·Sym2V+q(d−1)/2 ·V)/Clq(d−1)/2.
Hence the normal space of G[Qd]/P
ss
d at the point [Qd] satisfies
NG[Qd]/Pssd ,[Qd] = TPssd ,[Qd]/TG[Qd],[Qd]
∼= SymdV/(lq(d−3)/2 · Sym2V + q(d−1)/2 ·V).
It is clear that l · Sym2V and q · V are both contained in Sym3V. Let G1 ∼= Gm ⋊ Z/2 be the
subgroup of SL(2) preserving both l and q. Then both l ·Sym2V and q ·V are sub G1-representation
of Sym3V. Since Sym3V/(q ·V) ∼= V3 by (5.3), we denote by V
◦
3 the sub G1-representation of V3
complementary to (l · Sym2V + q ·V)/(q ·V).
By (5.3) we have
NG[Qd]/Pssd ,[Qd]
∼= Sym3V/(l · Sym2V+ q ·V)⊕ SymdV/(q(d−3)/2Sym3V)
∼= V◦3 ⊕⊕
(d−1)/2
i=2 V2i+1.(5.5)
Therefore, taking the exponential map of the normal space yields a Luna slice
W := {(lq(d−1)/2 + f3q
(d−3)/2 + f5q
(d−5)/2 + · · · + fd = 0)},
where f3 ∈ V
◦
3 and f2i+1 ∈ V2i for 2 ≤ i ≤ (d− 1)/2.
Finally, we verify that V◦3 corresponds to Cu
6 + Cv6 under the pull back to P1. Since the pull-
back of l on P1 is uv, we know that V◦3 is complementary to uv · H
0(P1,O(4)) in H0(P1,O(6)).
Since the identity component of G1 acts on H
0(P1,O(1)) = Cu+Cv diagonally, we know that V◦3
corresponds to Cu6 + Cv6 under the pull back to P1. This finishes the proof. 
We now proceed to the proof of Theorem 5.6.
Theorem 5.14. Let U = Pssd , and consider the universal family (P
2
U , CU )→ U , where each fiber is
K-polystable with respect to c < c1. After a stacky weighted blowup Û → U along the orbit of [Qd]
with stacky exceptional divisor E, and a contraction, there exists a universal family (Y, CY) → Û
which:
(1) is isomorphic to (P2U\G[Qd], CU\G[Qd])→ U \G[Qd] over the complement of E,
(2) and whose fibers over E are curves on P(1, 1, 4).
(3) Let EW be the exceptional divisor of the stacky weighted blow up Ŵ := Û ×U W →W over
the Luna slice W as in Lemmas 5.12 and 5.13. Then the family (Y, CY)×Û EW over EW is
isomorphic to the universal family over [A′d \ {0}/Gm] as in Definition 5.7.
Proof. By (5.4) and (5.5), we have an Aut(Qd)-equivariant decomposition of the normal space
NG[Qd]/U,[Qd]
∼=
{
⊕
d/2
i=2V2i if d is even,
V◦3 ⊕⊕
(d−1)/2
i=2 V2i+1 if d is odd.
Thus by translating the above decomposition via the G-action, we obtain a G-equivariant decom-
position of the normal bundle NG[Qd]/U which we denote by ⊕
d/2
i=2Ni and ⊕
(d−1)/2
i=1 Ni when d is
even and odd respectively. Let Û → U be the weighted stacky blowup along the G-orbit of Qd
as in Definition 5.10 given by weight i on Ni. Let E denote the corresponding stacky exceptional
divisor, and let Û and E denote the weighted projective blow up coarse space and corresponding
exceptional divisor respectively.
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We note that this blowup is SL(3)-equivariant. Let (P2
Û
, CÛ ) → Û denote the pullback of this
universal family via the blowup, and denote by the pullback of the universal family to the stack by
(P2
Û
, CÛ )→ Û .
Consider the blowup φ : (Y, CY) → (P
2
Û
, C
Û
) of the universal family at the conic component
of the fiber over the exceptional divisor E ⊂ Û . Let F denote the exceptional divisor. Since
blowup commutes with flat base change, we indeed obtain a new flat family (over Û). Furthermore,
the codimension two locus we blowup is SL(3)-equivariant. In particular, we obtain the following
diagram
F (Y, CY) (P
2
Û
, C
Û
) (P2
Û
, C
Û
) (P2U , CU )
Û Û U
E E
Note that fibers of (Y, CY )→ Û over Û \ E are unchanged, and the fibers over E are of the form
P2∪F4, where F4 denotes the fourth Hirzebruch surface. Let D denote the fibers over E in (P
2
Û
, C
Û
),
and consider the strict transform D˜ inside (Y, CY ). We claim that D˜ is contractible over Û . In
particular, let H2 be an element of O(2). Then φ
∗H2−F is 0 over E and positive elsewhere, where
F is the restriction of F to a fiber. Indeed, if l is a line in P2 over E , then φ∗H2.l = 2 = F.l,
since F came from blowing up a conic. Therefore, (φ∗H2 − F ).l = 0 for any line in P
2 over E . An
adjunction calculation shows that (φ∗H2 − F )|F4 = 4f + s, where f is a fiber of the ruled surface
F4 and s is the negative section. Therefore, (φ
∗H2 − F ).f = 1 and (φ
∗H2 − F ).s = 0.
In particular, we see that L := φ∗O(2) ⊗ O(−F ) is a relatively nef line bundle that is 0 on D˜
over E . Since −K
P˜2
is relatively ample, the line bundle a(φ∗H2−F )−KP˜2 is also relatively ample
for some a > 0. Therefore the relative base point free theorem of Kawamata and Shokurov [KM98,
Theorem 3.3] gives us the desired contraction over the base Û . Call the image of the contraction
(X , CX ) → Û . The fibers over U \ E are P
2 and over E are P(1, 1, 4). Since the line bundle
L := φ∗O(2)⊗O(−F ) has a natural SL(3) linearization, this contraction is SL(3)-equivariant, and
thus the construction descends to the quotient.
Since we did this contraction on the fibers, we use cohomology and base change to show that
this is sufficient to get a contraction on the total space. First notice that L|P2 = OP2 which has
vanishing cohomology. Furthermore, L|F4 is 4f + s. Consider the exact sequence
0→ OF4(4f)→ OF4(4f + s)→ Os → 0.
Clearly H i(Os) = 0 for i = 1, 2, so it suffices to show that H
i(OF4(4f)) = 0 as well for i = 1, 2.
This holds by Kodaira vanishing. Indeed, 4f = KF4 + 10f + 2s, and so we are done since 10f + 2s
is ample. Denote by X = P2 ∪ F4 and let X
ν denote the normalization. For any Q-Cartier divisor
G on X we have the following short exact sequence:
0→ OX(G)→ OXν (ν
∗G)→ O∆(G∆),
where ∆ denotes the normalization of the double locus ofX. Let G = L. In our case O∆(L∆) ∼= O∆,
and so the sequence is right exact. Clearly H2(OX(L)) = 0 since
H2(OXν (ν
∗L)) = 0 = H1(O∆).
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It suffices to show that H0(OXν (ν
∗L)) → H0(O∆) is surjective, since H
1(OXν (ν
∗L)) = 0. Since
H0(O∆) ∼= C, it suffices to show that there is a nonzero map from H
0(OXν (ν
∗L))→ C. Consider,
for example the restriction of the map given by H0(OP2) → H
0(O∆) and this gives a desired
nonzero map. Thus we have verified parts (1) and (2).
Finally, we discuss what happens to the family of curves. By functoriality, we may base change
to the Luna slice W and compute the stable replacement of a family degenerating to the double
conic. This computation reduces to finding the limit of a family of curves on P2 as P2 degenerates
to P(1, 1, 4). To compute this degeneration, consider the embedding of
P(1, 1, 4)u,v,w →֒ P(1, 1, 1, 2)x0 ,x1,x2,x3 ,
given by the equations x0 = u
2, x1 = uv, x2 = v
2, x3 = w. Next consider the embedding
P2x,y,z →֒ P(1, 1, 1, 2) given by x0 = x, x1 = y, x2 = z, x3 = xy − z
2. If we consider the family
inside P(1, 1, 1, 2) given by Xt = (x0x2 − x
2
1 = tx3), we see that when t 6= 0, the surface Xt
∼= P2
and when t = 0 the surface X0 ∼= P(1, 1, 4). Pulling back the equations on our Luna slice we see
that, for d even, when t 6= 0 we obtain an equation of the form
x
d/2
3 + f4(x0, x1, x2)x
d/2−2
3 + · · · + fd(x0, x1, x2),
and when t = 0 we obtain an equation of the form
wd/2 + f8(u, v)w
d/2−2 + · · · + f2d(u, v).
Similarly, in the odd case, if l = y and q = xz − y2 then we compute the replacement is
uvw(d−1)/2 + (au6 + bv6)w(d−3)/2 + · · ·+ f2d(u, v) = 0.
It is clear that the assigned weights on the decomposition of NG[Qd]/U coincide with the weights
of the Gm-action σ on A
′
d described in Definition 5.7. Thus we have established the desired
isomorphism in part (3) and the proof is finished. 
Let us choose an ideal sheaf I ⊂ OU such that Û ∼= BlIU . Let I ⊂ OPd be an SL(3)-equivariant
extension ideal sheaf of I that is cosupported on the Zariski closure of G[Qd] in Pd. Let P̂d
be the normalization of BlIPd with πPd : P̂d → Pd the projection morphism. Let E be the
πPd-exceptional divisor on P̂d such that OP̂d(−E) = I · OP̂d . Then for k ≫ 1 the line bundle
Lk := π
∗
Pd
OPd(k)⊗OP̂d(−E) is an SL(3)-linearized ample line bundle on P̂d. By [Kir85] we know
that the GIT stability of (P̂d, Lk) is independent of the choice of k ≫ 1, and the GIT semistable
locus P̂ssd is contained in Û = π
−1
Pd
(Pssd ). Denote by Û
ss := P̂ssd and Û
ss := Û ×Û Û
ss.
Theorem 5.15. There is an isomorphism ψ : [Û ss/PGL(3)]→ P
K
d,c1+ǫ.
Proof. We start from the construction of a morphism ψ : [Û ss/PGL(3)] → P
K
d,c1+ǫ. Denote by Û
ps
and Ups the GIT polystable locus in P̂d and Pd respectively. Let Û
ps := Û ×Û Û
ps. For simplicity
denote G := SL(3). Then by [Kir85] we know that
Ûps = π−1
Pd
(Ups \G[Qd]) ∪G ·E
ps
W
where EpsW is the GIT polystable locus in the exceptional divisor EW of the weighted blowup
Ŵ → W . Then by Theorems 5.8, 5.9, and 5.14 we know that the fibers of (Y, (c1 + ǫ)CY) → Û
over Ûps are all K-polystable. Hence by Theorem 2.16 we know that the fibers over Û ss are all
K-semistable. Then ψ is constructed by the universality of the K-moduli stacks (see Section 3.6).
Next we show that ψ is an isomorphism between Artin stacks. By Theorem 5.2 it is clear that
ψ is birational. Since P
K
d,c1+ǫ is normal, by Zariski’s Main Theorem it suffices to show the above
morphism is finite. To do so we use [Alp13, Proposition 6.4]. To use Alper’s result, we must
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check that the morphism on the level of good moduli spaces is finite, and that the morphism ψ is
representable, separated, quasi-finite, and sends closed points to closed points.
First, we note that the good moduli spaces are isomorphic since GIT-polystability and K-
polystability coincide by the above argument and Theorem 5.9. In particular, we also see that
the morphism ψ sends closed points to closed points, as the closed points are the same. Next, we
check that ψ is separated. To see this, we note that we must check that two families in [Û ss/PGL(3)]
which agree over the general fiber, and have the same image in P
K
d,c1+ǫ also degenerate to the same
closed fiber in [Û ss/PGL(3)]. Since we know that the closed points are the same and P
K
d,c1+ǫ is
separated, the two closed fibers must agree in [Û ss/PGL(3)] and so we see that ψ is separated.
To check that the morphism ψ is quasi-finite, consider the morphism Û ss → [Û ss/PGL(3)], and
consider a PGL(N + 1)-torsor P → Û ss whose fibers over (X,D) ∈ Û ss are ((X,D), [s0, . . . , sN ])
where the si’s are a basis for H
0(X,−mKX ). There is a PGL(N + 1)-equivariant morphism
P → Zredm,c1+ǫ. In particular, we have the following diagram.
P [P/PGL(3)] Zredm,c1+ǫ
Û ss [Û ss/PGL(3)] [Zredm,c1+ǫ/PGL(N + 1)]
h
ψ
We claim that the morphism h is quasi-finite, and thus the morphism ψ is quasi-finite as well
because quasi-finiteness can be checked e´tale locally. Consider two points p1, p2 ∈ P and their
images pi ∈ [P/PGL(3)]. We can realize pi = ((Xi,Di), [s
i
0, . . . , s
i
N ]). To prove quasi-finiteness, we
assume that the images of pi are the same inside Z
red
m,c1+ǫ. In particular, there exists an isomorphism
f : (X1,D1)→ (X2,D2) so that f
∗s2j = s
1
j or all j = 0, . . . , N .
By construction of the universal family over Û , from (X1,D1) ∼= (X2,D2) we know that p1 and
p2 belong to the same PGL(3)-orbit. Hence there are finitely many preimages of a point in Z
red
m,c1+ǫ
under h and so we have shown the claim. Thus ψ is quasi-finite.
Finally, to show representablity, it suffices to check the injectivity of the map on stabilizers at
the closed points. To do this, we will show that the map is stabilizer preserving, so the map on
stabilizers is an isomorphism. This is clear away from the exceptional divisor. In the K-moduli
stack P
K
d,c1+ǫ, the stabilizer of a closed point (X,D) is Aut(X,D) while in the quotient stack
[Û ss/PGL(3)], the stabilizer of a closed point (X,D) is a subgroup of an extension of PGL(3) by
the inertia group I(X,D).
For d even, the curves on P(1, 1, 4) are
wd/2 + f8(u, v)w
d/2−2 + · · ·+ f2d(u, v) = 0
and for d odd, they are of the form
uvw(d−1)/2 + (au6 + bv6)w(d−3)/2 + · · ·+ f2d(u, v) = 0.
The automorphisms of the pair (P(1, 1, 4), C) preserving the equation of the curve in the Luna slice
are, by construction, given by the finite group I(P(1,1,4),C). Up to the action of I(P(1,1,4),C), all other
automorphisms (moving the curve out of the Luna slice) can be realized by elements of PGL(3).
Therefore, the map is stabilizer preserving. 
Proof of Theorem 5.6. The theorem follows from Theorems 5.8, 5.14, and 5.15. 
We have thus completed the proof of Theorem 1.3.
Proof of Theorem 1.3. The proof follows from Theorems 5.2, 5.5, and 5.6. 
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6. K-moduli spaces of plane quartics and sextics and K3 surfaces
In the first section we show that the wall crossing discussed in Section 5 is the only wall crossing
in the log Fano region for d = 4 and 6. Using that, we relate the K-moduli spaces to certain moduli
spaces of K3 surfaces.
6.1. K-moduli wall crossings. The goal of this section is to prove the following theorem.
Theorem 6.1. Assume d = 4 or 6. Then for any 32d < c <
3
d , we have P
K
d,c
∼= P
K
d, 3
2d
+ǫ as Artin
stacks. In other words, there is only one wall crossing in the log Fano region.
Remark 6.2. Note that the K-moduli space P
K
4, 1
2
was previously described by Odaka, Spotti, and
Sun [OSS16] in their study of K-moduli spaces of del Pezzo surfaces of degree 2.
Recall in Theorem 1.3, we constructed P
K
d,c1+ǫ as the partial Kirwan blow-up of P
GIT
d . Therefore,
by Proposition 4.7, to prove the above theorem it suffices to show that lct(X;C) ≥ 3/d for any
K-polystable point [(X, (c1 + ǫ)C)] ∈ P
K
d,c1+ǫ for d = 4 or 6. Using an explicit description of such
GIT polystable points, we will verify the lct inequality as follows. Here we consider GIT of curves
on P(1, 1, 4) in the sense of Definition 5.7.
Proposition 6.3 (Degree d = 4).
(1) Any GIT polystable plane curve of degree 4 that is not the double conic has lct ≥ 3/4.
(2) Any GIT polystable curve of degree 8 in P(1, 1, 4) has lct ≥ 3/4.
Proof. (1) Recall that a plane quartic curve is GIT stable if and only if it has type A1 or A2
singularities. Moreover, the only reduced strictly GIT polystable quartic curves are the “cat-eye”
and “ox” which have type singularities of type A3 and possibly A1 (see [MFK94, Table on Page 80]
and [HL10, Proposition 7]).
(2) Any GIT semistable curve C of degree 8 in P(1, 1, 4) is given by the equation z2 = f(x, y)
where f 6= 0 is a degree 8 polynomial whose roots have multiplicities at most 4. Therefore C has
at worst singularities of type A3. 
Proposition 6.4 (Degree d = 6).
(1) Any GIT polystable plane curve of degree 6 that is not the triple conic has lct ≥ 1/2.
(2) Any GIT polystable curve of degree 12 in P(1, 1, 4) has lct ≥ 1/2.
Proof. (1) The GIT polystable plane sextics are classified in [Sha80, Theorem 2.4]. In Shah’s
terminology, we only need to check that all curves in Group I, II, or III have lct ≥ 1/2. Group I
are ADE singularities, so they have lct > 1/2. Group II and III both have lct = 1/2.
(2) This follows from [Sha80, Theorem 4.3]. In Shah’s terminology, Case 1(i) corresponds to
ADE singularities so lct > 1/2. Case 1(ii) has equations (z3 + a(xy)4z + b(xy)6 = 0) where a, b are
not simultaneously zero, and the lct = 1/2 in this case. Case 2 is similar. 
Proof of Theorem 6.1. As mentioned above, the proof follows from Theorem 1.3, Proposition 4.7,
Theorem 5.9, and the two above propositions explicitly calculating the lct of the GIT polystable
curves. 
6.2. Relating degree 4 and 6 plane curves to K3 surfaces. In this section, we describe
a relation between K-moduli spaces of plane curves of degree 4 and 6 and certain Baily-Borel
compactifications of moduli spaces of K3 surfaces which already appear in the literature. In the
case of quartics, we use work of Hyeon and Lee [HL10] and Kondo¯ [Kon00]. In the case of sextics,
we use work of Shah [Sha80] and Looijenga [Loo03] (see also Laza [Laz16]).
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6.2.1. Plane quartics. We recall that the GIT quotient P
GIT
4 generically parametrizes curves in P
2
with at worst cuspidal singularities. There is a curve parametrizing plane curves with a tacnode
(locally (x2 + y4 = 0)), and there is a point on this curve parametrizing the double conic. In
[HL10], the authors construct two GIT moduli spaces which do not coincide with the standard GIT
quotient P
GIT
4 . In particular, they construct M
hs
3 := Hilb3,2//SL(6) and M
cs
3 := Chow3,2 //SL(6),
where Hilb3,2 (resp. Chow3,2) denotes the closure of the locus of bicanonical curves of genus three
in the Hilbert scheme (resp. Chow scheme). They then show the existence of the following diagram
(see [HL10, Theorem 1 and Page 4]):
M
cs
3
Ψ+
←−−−M
hs
3
Θ
−−→ P
GIT
4
where Θ is a divisorial contraction corresponding to the blowup of the point parametrizing the
double conic in P
GIT
4 and Ψ
+ is a small contraction identifying all tacnodal curves in M
hs
3 to the
same point in M
cs
3 . By Theorem 1.3 and Theorem 6.1, we have M
hs
3
∼= P
K
4, 3
4
−ǫ. By construction,
the space P
K
4, 3
4
−ǫ has a divisor parametrizing curves on P(1, 1, 4) (the exceptional divisor of the
weighted blowup of the double conic), along with a curve which still parametrizes the tacnodal
curves. This is the curve which is contracted via Ψ+ to a point in M
cs
3 .
In [Kon00], Kondo¯ constructs a moduli space of K3 surfaces by considering Z/4Z-cover of P2
branched along a quartic curve. Kondo¯’s moduli space P
∗
4 is a Baily-Borel compactification of the
moduli space M of ADE K3 surfaces of degree 4 with Z/4Z-symmetry. The boundary P
∗
4 \M is
a single point. Hyeon and Lee prove (see [HL10, Proposition 21]) that P
∗
4
∼= M
cs
3 and identify the
point in the boundary of P
∗
4 with the locus of tacnodal curves (i.e. the image of the tacnodal curves
in M
hs
3 under the small contraction ψ
+). We now prove that the moduli space P
∗
4 of K3 surfaces
is the ample model of the Hodge line bundle (see Proposition 3.35) on P
K
4,3/4−ǫ, thus relating our
K-moduli to a moduli space of K3 surfaces.
Theorem 6.5. The moduli space P
∗
4 is the ample model of the Hodge line bundle on P
K
4,3/4−ǫ.
Proof. For simplicity, denote by λHodge the Hodge line bundle on P
K
4,3/4−ǫ. Let M be the open
subset of P
∗
4 parametrizing ADE K3 surfaces. Then by taking Z/4Z-quotient it is clear thatM also
parametrizes quartic curves on P2 and degree 8 curves on P(1, 1, 4) with at worst A2-singularities.
Thus M can be realized as an open subset of P
K
4, 3
4
−ǫ whose complement has codimension ≥ 2.
By [Huy16, Section 6.2], λHodge|M is pulled back from the Hodge line bundle on the relevant
period domain D/Γ, which is the descent of O(1), and thus ample. Since P
∗
4 is the Baily-Borel
compactification ofM , we know that λHodge|M extends to OP ∗4
(1) on P
∗
4 which is ample. By [CP18]
we know that λHodge is nef on P
K
4, 3
4
−ǫ. Since M are big open subsets in both P
K
4, 3
4
−ǫ and P
∗
4, we
know that λHodge is big and semiample, and P
∗
4
∼= Proj
(⊕∞
k=0H
0(P
K
4, 3
4
−ǫ, λ
⊗k
Hodge)
)
is the ample
model of λHodge. This finishes the proof.
Finally, we remark here that an alternative proof can be obtained using [Fuj03, Theorem 1.2]
and functoriality of the Hodge line bundle. 
We note that Hyeon-Lee’s paper also studies the spaces M
cs
3 ,M
hs
3 , P
∗
4, and P
GIT
4 in the context
of the log minimal model program on M3 (i.e. the Deligne-Mumford compactification) as well as
their relations with Hacking’s P
H
4 . We postpone discussing this viewpoint until Section 9.3.
6.2.2. Plane sextic curves. For sextic curves, we recall that Shah constructed a partial Kirwan
desingularization of the GIT quotient of plane sextic curves [Sha80]. In particular as above there
49
is a divisorial contraction P̂GIT6 → P
GIT
6 corresponding to a weighted blowup of the triple conic.
Shah also constructed a set-theoretic morphism P̂GIT6 → P
∗
6, where P
∗
6 denotes the Baily-Borel
compactification of the space of polarized K3 surfaces of degree two. This map was shown to be
algebraic by Looijenga [Loo86, Loo03] (see also [Laz16, Theorem 1.9]). In particular, we have a
similar diagram in the sextic case.
P
∗
6 ←− P̂
GIT
6 −→ P
GIT
6
Again using Theorems 1.3 and 6.1, we can identify P̂GIT6
∼= P
K
6, 1
2
−ǫ. The proof of Theorem 6.5 gives
the following, noting that the codimension of the klt locus inside P
K
6, 1
2
−ǫ is ≥ 2.
Theorem 6.6. The moduli space P
∗
6 is the ample model of the Hodge line bundle on P
K
6, 1
2
−ǫ.
As in the case of quartics, we will discuss the relation of the above picture with Hacking’s P
H
6
and P
∗
6 in Section 9.3.
7. The second wall crossing for plane quintics
In this section we discuss the second wall crossing for K-moduli spaces of plane quintics. For
simplicity, we abbreviate P
K
5,c and P
K
5,c to P
K
c and P
K
c , respectively. The main result goes as follows.
Theorem 7.1 (Second wall crossing for plane quintics). Let C0 be a plane quintic curve with a
singular point of type A12. Denote by X26 := (xw − y
13 − z2 = 0) ⊂ P(1, 2, 13, 25). Let C ′0 be the
curve (w = 0) on X26.
(1) There is no wall crossing for K-moduli stacks P
K
c when c ∈ (
3
7 ,
8
15).
(2) There is an isomorphism of good moduli spaces φ−2 : P
K
8
15
−ǫ → P
K
8
15
which only replaces
[(P2, C0)] by [(X26, C
′
0)].
(3) There is a weighted blow-up morphism φ+2 : P
K
8
15
+ǫ → P
K
8
15
at the point [(X26, C
′
0)]. The
exceptional divisor of φ+2 parametrizes curves on X26 of the form (w = g(x, y)) where g 6= 0
and g does not contain the term xy12.
In particular, the second wall for K-moduli spaces of plane quintics is c2 =
8
15 .
We will split the proof of Theorem 7.1 into several steps.
7.1. K-polystable replacement of A12-quintic curve. Let C0 be a plane quintic curve with a
singular point of type A12. Then by [Yos79, Wal96] we know that up to a projective transformation,
the equation of C0 is
C0 =
(
(y2 − xz)2
(
1
4x+ y + z
)
− x2(y2 − xz)(x+ 2y) + x5 = 0
)
.
In the affine patch [x, y, 1], there is a unique 6-jet x′ = x− y2 + y5− 12y
6 so that the equation of C
in the coordinates (x′, y) becomes
x′2 = ay13 + higher order terms, where a 6= 0.
Here we assign weights 13 and 2 to x′ and y, respectively. Since C0 has only one singularity which
is a double point, we know that it is a GIT stable plane quintic curve by [MFK94, Table on Page
80].
In this section, we will show that 815 is the upper K-semistable threshold of (P
2, C0) by construct-
ing its K-polystable degeneration. The goal is to prove the following.
Theorem 7.2. The log Fano pair (P2, cC0) is K-semistable if and only if 0 < c ≤
8
15 . Moreover,
(X26,
8
15C
′
0) is the K-polystable degeneration of (P
2, 815C0).
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We prove this in steps.
Proposition 7.3. If the log Fano pair (P2, cC0) is K-semistable then 0 < c ≤
8
15 .
Proof. Suppose (P2, cC0) is K-semistable. Let us perform the (13, 2)-weighted blow up in the coor-
dinates (x′, y), and denote the resulting surface and exceptional divisor by (X,E). Let π : X → P2
be the weighted blow up morphism. Straightforward computation shows that
A(P2,cC0)(E) = 15− 26c, −KP2 − cC0 ∼Q (3− 5c)H,
where H ∼ O(1) is the hyperplane divisor on P2. If C0 := π
−1
∗ C0 ⊂ X, then we know that C0 is
a smooth rational curve in the smooth locus of X. It is easy to see that (E2) = − 126 , the curve
C0 ∼ 5π
∗H − 26E, and (C
2
0) = −1. Thus the Mori cone of X is generated by E and C0. Hence
π∗H−tE is ample if and only if 0 < t < 5, and big if and only if 0 ≤ t < 265 . Then by computations,
volX(π
∗H − tE) =
{
1− t
2
26 if 0 ≤ t ≤ 5;
(26−5t)2
26 if 5 ≤ t ≤
26
5 .
Hence S(P2,cC0)(E) =
∫∞
0 volX(π
∗H − tE)dt = 175 (3 − 5c). Since (P
2, cC0) is K-semistable, by the
valuative criterion (Theorem 2.9) we know that
15− 26c = A(P2,cC0)(E) ≥ S(P2,cC0)(E) =
17
5
(3− 5c).
This is equivalent to c ≤ 815 . 
Now we construct a special degeneration.
Proposition 7.4. The log Fano pair (P2, cC0) admits a special degeneration to (X26, cC
′
0) where
C ′0 is given by the equation (w = 0) with [x, y, z, w] being the projective coordinates of X26.
Proof. We construct the special degeneration. Consider the family (P2, C0)× A
1 and perform the
following birational transformations,
X X+
P2 × A1 Y Z
π
g
f
h
ψ
where in the central fiber we have
S ∪X Ŝ ∪X ′
P2 S ∪X ′ S′
π
g
f
h
ψ
(1) π is the (13, 2, 1)-weighted blow up of P2 × A1 in the coordinates (x′, y, t) where t is the
parameter of A1,
(2) the surface S = P(1, 2, 13) is the exceptional divisor of π,
(3) the map g is the contraction of C0 in X ⊂ X0 where C0 is the strict transform of C0 in X,
(4) the map f is the Atiyah flop of the curve C0 in X0 (by computation the normal bundle
NC0/X
∼= OC0(−1)⊕OC0(−1)), and
(5) ψ is the divisorial contraction that contracts X ′ to a point.
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Let us analyze the geometry of these birational maps. Suppose S has projective coordinates
[x1, x2, x3] of weights (1, 2, 13) respectively. Then S ∩X = E = (x1 = 0), and C0 ∩ E = {p} is a
smooth point of S and X. So h : Ŝ = BlpS → S, the map g : X → X
′ contracts the (−1)-curve
C0, and ψ : Ŝ → S
′ contracts h−1∗ (E). A simple analysis of the singularity of S
′ shows that S′ has
only one singularity of type 125 (1, 4).
Let F be the exceptional divisor of h : Ŝ → S = P(1, 2, 13). We may look at the Q-divisor
D := F + 2625h
−1
∗ E. It is clear that the ample model of D on Ŝ is exactly S
′. The projective
coordinate ring ⊕m≥0H
0(Ŝ,OŜ(⌊mD⌋)) has four distinguished generators in degree 1, 2, 13 and
25, corresponding to x1, x2, x3 and x
2
3 + x
13
2 on S. If we denote x, y, z, w as these four generators,
then their relation is xw = z2 + y13 which shows S′ ∼= X26. It is clear that π
−1
∗ C0 ×A
1 ∩ S has the
equation x132 + x
2
3 = 0. Hence the degeneration of C0 on X26 is the strict transform of the curve
(x132 + x
2
3 = 0) which is exactly (w = 0). This finishes the proof. 
In the appendix we use techniques of Ilten and Su¨ß[IS17] to show that (X26,
8
15C
′
0) is indeed
K-polystable (see Proposition A.2). We now prove Theorem 7.2.
Proof of Theorem 7.2. By Proposition 7.4, the log Fano pair (P2, 815C0) admits a special degener-
ation to (X26,
8
15C
′
0), which is K-polystable by Proposition A.2. Therefore, the pair (P
2, 815C0) is
K-semistable by Theorem 2.16. We then conclude that (P2, cC0) is K-semistable for any c ∈ (0,
8
15 )
using Propositions 2.13 and 7.3, we know . 
7.2. Proof of second wall crossing. In this section, we prove Theorem 7.1. Before presenting
its proof, we provide several results that are needed. First we limit the surfaces that can appear.
Lemma 7.5. If [(X, cD)] ∈ P
K
c for some c ∈ (0,
3
5), then X is isomorphic to one of the following
surfaces: P2, P(1, 1, 4), X26, or P(1, 4, 25).
Proof. By the index estimate (Theorem 4.8), we know that the Gorenstein index of any singular
point on X is at most 5. Thus from the classification of Manetti surfaces, we know that X is either
isomorphic to P2, P(1, 1, 4), P(1, 4, 25) or isomorphic to some of their partial smoothings. It is clear
(e.g. from [Hac04]) that X26 is the only new surface appearing which is a partial smoothing. 
Next, we discuss K-stability of curves on X26.
Proposition 7.6. Let C be a curve on X26 of degree 25. If (X26, cC) is K-semistable, then c ≥
8
15 .
If in addition that C passes through the singular point of X26, then (X26, cC) is K-unstable for any
c ∈ (0, 35).
Proof. For simplicity we denote by X := X26. Let us consider the unique singular point [0, 0, 0, 1]
on X. Denote by [x, y, z, w] the projective coordinates where X is defined by xw = y13 + z2. If we
set w = 1, then we have a cyclic quotient map π : A2(y,z) → X defined by π(y, z) = [y
13+ z2, y, z, 1].
Let F be the exceptional divisor on A2(y,z) given by the (2, 13)-weighted blow up. Let E be the
quotient of F over X. Then it is clear that ordE = π∗ordF /25, (F
2) = − 126 and (E
2) = −2526 . Let
Γ be the curve x = 0 on X. Then ordE(Γ) = ordF (Γ)/25 =
26
25 . Hence on the blow-up µ : Y → X
extracting E, the proper transform Γ of Γ satisfies Γ = µ∗Γ − 2625E and (Γ
2
) = −1. So the Mori
cone of Y is generated by E and Γ. Computation shows
volX(O(1)− tE) =
{
1
25 −
25
26t
2 if 0 ≤ t ≤ 125
1
26 (
26
25 − t)
2 if 125 ≤ t ≤
26
25
52
Thus
S(X,cC)(ordE) =
15− 25c
volX(O(1))
∫ ∞
0
volX(O(1) − tE)dt =
9
25
(15− 25c).
Since AX(ordE) = AA2(ordF )/25 = 15/25 = 3/5 and (X, cC) is K-semistable, the valuative
criterion (Theorem 2.9) yields 35 ≥ A(X,cC)(ordE) ≥ S(X,cC)(ordE) =
9
25(15 − 25c) which implies
c ≥ 815 .
If C passes through [0, 0, 0, 1], then its equation is given by (f(x, y)z + g(x, y) = 0) where
deg f = 12 and deg g = 25. Let C˜ be the preimage of C under π. Then C˜ has equation
f(y13 + z2, y)z + g(y13 + z2, y) = 0.
Then by simple calculation we see that ordE(C) = ordF (C˜)/25 ≥ 1. Thus we have
A(X,cC)(ordE) ≤
1
5
(3− 5c) <
9
25
(15− 25c) = S(X,cC)(ordE).
This implies that (X, cC) is always K-unstable for c ∈ (0, 35) by the valuative criterion (Theorem
2.9). The proof is finished. 
Proposition 7.7. Let C be a curve on X26 of degree 25. Then (X26,
8
15C) is K-semistable if
and only if C does not pass through the unique singular point of X26. Moreover, (X26,
8
15C) is
K-polystable if and only if C ∼= C ′0 under an automorphism of X26.
Proof. We first look at the K-semistable statement. The “only if” part holds by Proposition 7.6.
For the “if” part, suppose C does not pass through [0, 0, 0, 1]. Hence the equation of C is given by
w = f(x, y)z + g(x, y). Consider the 1-PS in Aut(X26) defined by [x, y, z, w] 7→ [t
26x, t2y, t13z, w].
It is clear that C specially degenerates to C ′0 = (w = 0) via this 1-PS as t→∞. Hence (X26,
8
15C)
is K-semistable by Theorem 2.16 and the K-polystability of (X26,
8
15C
′
0) (see Proposition A.2). The
K-polystable statement follows by uniqueness of K-polystable degenerations [LWX18]. 
Now we are ready to prove Theorem 7.1.
Proof of Theorem 7.1. (1) Assume to the contrary that there are wall crossings within the interval
(37 ,
8
15). Let c2 ∈ (
3
7 ,
8
15 ) be the second wall. Then there exists a new K-polystable pair (X, c2D)
such that (X, cD) is K-unstable for any c 6= c2 by Proposition 3.18. Thus X is not isomorphic to
X26 or P(1, 4, 25) by Propositions 7.6 and A.14 (the valuative criterion for curves on P(1, 4, 25))
since c2 <
8
15 . By Lemma 7.5, we are left with two possibilities, i.e. X is isomorphic to P
2 or
P(1, 1, 4). If X ∼= P2, then Proposition 2.13 implies that (X, ǫD) is also K-polystable which is a
contradiction. Hence we may assume (X,D) ∼= (P(1, 1, 4), C).
Assume the equation of C is given by f(x, y)z2 + g(x, y)z + h(x, y) = 0. If f(x, y) is a non-
degenerate quadratic form, then it is clear that C specially degenerates to Q′5. Since (P(1, 1, 4),
3
7Q
′
5)
is K-polystable by Lemma 5.3, we know that (P(1, 1, 4), 37C) is K-semistable by Theorem 2.16. But
this is a contradiction since (X, 37D) is K-unstable. Thus f(x, y) is a degenerate quadratic form.
By Proposition A.13 (the valuative criterion for curves on P(1, 1, 4)), we know that c2 ≥
6
11 >
8
15 ,
a contradiction. This finishes the proof of part (1).
(2) From Theorem 7.2, we know that φ−2 replaces [(P
2, C0)] with [(X26, C
′
0)]. By Proposition 7.7,
we know that (X26,
8
15C
′
0) is the only new K-polystable pair appearing in P
K
8
15
. Hence to show φ−2 is
an isomorphism it suffices to show that the preimage of [(X26, C
′
0)] under φ
−
2 is exactly [(P
2, C0)].
Denote by E±2 the preimage of [(X26, C
′
0)] under the morphisms φ
±
2 . Assume to the contrary
that E−2 contains at least two points. Since all K-moduli spaces of plane curves are normal by
Proposition 4.6, we know that E−2 is connected hence has positive dimension. It is clear that
Aut0(X26, C
′
0)
∼= Gm. Let UW be the Luna slice at the point z0 = Hilb(X26,
8
15C
′
0) ∈ Z
◦
8
15
satisfying
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Theorem 3.33. Hence we know that z0 is the only Gm-invariant point in UW . The smoothness of
Z◦c (Proposition 4.6) implies that UW is also smooth. Applying [DH98, Theorem 0.2.5] or [Tha96,
Corollary 1.13] to the local VGIT presentation (3.6) near z0 implies that
dim(E−2 ) + dim(E
+
2 ) + 1 = dim(P
K
8
15
) = 12.
In particular, we know that the locus E+2 has codimension at least two in the K-moduli space.
However, we will show that this is not true.
Let C be a curve on X26 of the form (w = g(x, y)) where g 6= 0 and g does not contain the term
xy12. Hence C does not pass through the singular point [0, 0, 0, 1] of X26. It is clear that C is a
smooth curve on X26 for a general choice of g. Hence (X26,
3
5C) is klt for a general choice of g.
Since (X26,
8
15C) is K-semistable by Proposition 7.7, we know that (X26, (
8
15 + ǫ)C) is K-stable for
a general g. In the affine chart x = 1, the equation of C becomes
(7.1) z2 = −y13 + a11y
11 + a10y
10 + · · ·+ a0.
Hence C is a hyperelliptic curve of arithmetic genus six. Indeed, from the above discussion we see
that any smooth hyperelliptic curve C of genus six produces a K-stable pair (X26, (
8
15 + ǫ)C) in
the K-moduli space P
K
8
15
+ǫ. Since the moduli space of smooth hyperelliptic curves of genus six has
dimension 11, we know that E+2 has dimension at least 11 which contradicts to the assumption
that φ−2 is not an isomorphism. This finishes the proof of part (2).
(3) From the local VGIT argument in part (2), we know that φ+2 is a weighted blow up since φ
−
2
is an isomorphism (see [DH98, Theorem 0.2.5] or [Tha96, Corollary 1.13]). If [(X,D)] is a point in
E+2 , then it admits a special degeneration to (X26, C
′
0). Thus X is either P
2 or X26. However, if
X ∼= P2 then (X, 815D) is K-polystable as well by Proposition 2.13, a contradiction. Hence X
∼= X26
and D does not pass through the singular point on X by Proposition 7.6. Thus after a suitable
change of coordinates we can put D into the form in the statement. Note that g 6= 0 is because
otherwise (X,D) ∼= (X26, C
′
0) is (
8
15 + ǫ)-K-unstable.
To prove the rest of part (3), it suffices to show that (X26, (
8
15 + ǫ)C) is K-polystable for any
curve C on X26 described in the statement. Given such a curve C, we may find a family of smooth
hyperelliptic curves Dt on X26 of the same form over a punctured smooth curve T \ {0} such that
limt→0Dt = C. Let (X, (
8
15 + ǫ)D) be the K-polystable limit of (X26, (
8
15 + ǫ)Dt) using Theorem
3.19. Since the Gorenstein index of X is a multiple of X26 which is 5, we know that X can only be
X26 or P(1, 4, 25). But P(1, 4, 25) is impossible by Proposition A.14. Hence X ∼= X26 and D is a
curve not passing through the singular point [0, 0, 0, 1]. By an automorphism ofX26, we may assume
that D has the equation (w = h(x, y)) where h is a homogeneous polynomial of degree 25. Since
(X26, (
8
15 + ǫ)C
′
0) is K-unstable by Proposition 3.18, after a further change of coordinates we may
assume that h 6= 0 and h does not contain the term xy12. Thus we conclude that (X,D) ∼= (X26, C).
The proof is finished. 
The following result follows easily from the proof of Theorem 7.1 (see e.g. (7.1)).
Corollary 7.8. The moduli stack of smooth hyperelliptic curves C of genus six with a marked
Weierstrass point p admits a locally closed embedding into the K-moduli stack P
K
8
15
+ǫ. Moreover,
this embedding is stabilizer preserving and sends closed points to closed points. In particular, the
coarse moduli space of such pairs (C, p) admits a locally closed embedding into the K-moduli space
P
K
8
15
+ǫ whose image closure is the exceptional divisor of φ
+
2 .
Corollary 7.8 is a strengthening of an earlier result of [Gri85]. Although not explicitly stated, it
is a consequence of [Gri85, Theorem 1, Theorem 1.A] that a smooth hyperelliptic curve C of genus
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six admits an embedding into X26 coming from the marked Weierstrass point p. Indeed, the author
computes an embedding C →֒ P(1, 1, 1, 2, 3, 3) by
C ∼= Proj(R(C,O(5p)) ∼= Proj C[x1, x2, x3, y, z1, z2]/I
where xi has weight 1, y weight 2, and zi weight 3 and I depends on a uniquely determined degree
5 polynomial Q. One can show that X26 admits an embedding into P(1, 1, 1, 2, 3, 3, 5) such that, if
t is the variable of weight 5, the curve C ⊂ X26 is cut out by the equation t = Q.
7.3. Applications to higher degree. It is natural to ask what can be said about wall crossing
beyond the first wall in higher degree, and we address that now. The key observation is the following
proposition (see Definition 2.10 for the definition of δ).
Proposition 7.9. We have δ(X26) =
1
9 .
Proof. For simplicity denote by X := X26. We follow notation from Proposition 7.6. Consider
the valuation ordE centered over the unique singular point of X. Since −KX ∼Q OX(15), by
Proposition 7.6 we have
AX(ordE) =
3
5
, SX(ordE) =
15
volX(O(1))
∫ ∞
0
volX(O(1) − tE)dt =
27
5
.
Hence we have δ(X) ≤ AX(ordE)/S(ordE) =
1
9 . Assume to the contrary that δ(X) <
1
9 . From
Proposition A.2, we know that (X, 815C
′
0) is K-polystable where C
′
0 = (w = 0). On the other hand,
[BL18b, Theorem 7.2] implies that (X, 815C
′
0) is K-unstable by taking β =
1
9 and D =
3
5C
′
0. This is
a contradiction. Therefore, δ(X) = 19 . 
Using the above proposition, we can prove the following.
Theorem 7.10. Let d ≥ 4 be an integer.
(1) For any c < 83d , the only surfaces appearing in the K-moduli stack P
K
d,c are P
2 or P(1, 1, 4).
(2) Suppose 5 | d, then we have the following wall crossing at c = 83d :
P d, 8
3d
−ǫ
φ−
−−→ P d, 8
3d
φ+
←−− P d, 8
3d
+ǫ
where φ− is an isomorphism near (P2, d5C) whose replacement is (X26,
d
5C
′
0), and φ
+ is a
weighted blow up at (X26,
d
5C
′
0). In particular,
8
3d is the second smallest wall extracting a
divisor.
Proof. (1) Let (X, cD) be a K-semistable pair appearing in P
K
d,c for some c <
8
3d . By Theorem 4.8,
we know that any local Gorenstein index of X is at most 9. Then from the classification of Manetti
surfaces we know that X is isomorphic to one of P2, P(1, 1, 4), P(1, 4, 25) or X26. If X ∼= P(1, 4, 25),
then δ(X) = 110 by [BJ17, Section 7]. Since 1−
cd
3 >
1
10 , by [BL18b, Theorem 7.2] the pair (X, cD)
is K-unstable by taking β = 1 − cd3 . This is a contradiction. If X
∼= X26, then δ(X) =
1
9 by
Proposition 7.9. Hence the same argument implies that (X, cD) is K-unstable whenever c < 83d ,
again a contradiction.
(2) The statement essentially follows from the proof of Theorem 7.1. Indeed, if C is a general
curve on X26 of degree 5d, then C does not pass through the singular point [0, 0, 0, 1] on X26. Thus
the same argument as the proof of Proposition 7.7 implies that (X, 83dC) is K-semistable. Since a
general C is smooth, by Proposition 2.13 we know that (X26, cC) is K-stable for any c ∈ (
8
3d ,
3
d).
It is clear that dimAut(X26) = dimAut(P
2) − 1, hence such pairs (X26, C) form a divisor in the
K-moduli space P
K
d, 8
3d
+ǫ (see Section 9.2). Hence the proof is finished by [DH98, Theorem 0.2.5] or
[Tha96, Corollary 1.13]. 
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8. Log Fano wall crossings for K-moduli spaces of plane quintics
In this section, we discuss all wall crossings of K-moduli spaces of plane quintics in the log Fano
region c ∈ (0, 35). For simplicity, we again abbreviate P
GIT
5 , P
K
5,c, and P
K
5,c to P
GIT
, P
K
c , and
P
K
c , respectively. Thanks to Sections 5 and 7, we have detailed descriptions of the first two wall
crossings. The main results of this section, namely Theorems 8.2, 8.3, 8.4, and 8.5 will show that
there are three more wall crossings after the first two walls. We begin by a description of P
GIT
.
8.1. GIT of plane quintics. By Theorem 1.3, we know that the K-moduli space P
K
ǫ is isomorphic
to the GIT quotient for plane quintics, so we begin with a description of the (classical) GIT quotient
P
GIT
for plane quintics. This was calculated by Mumford [MFK94, Chapter 4, Section 5]. A
detailed description also appears in [Laz09]. Under the identification of P
K
ǫ and P
GIT
, Proposition
4.7 provides open embeddings
P kltǫ →֒ P
lc
ǫ →֒ P
GIT
where P kltǫ and P
lc
ǫ denote the loci in P
GIT
parametrizing GIT polystable plane quintics with lct
> 35 and ≥
3
5 , respectively.
Lemma 8.1. The boundary P
GIT
\ P kltǫ is a disjoint union of the following locally closed strata:
Zero-dimensional loci
• Σ1 = {[Q5]}, and
• Σ2 parametrizing a plane quintic curve with an A12 singularity.
One-dimensional loci
• Σ3 parametrizing a reducible plane quintic curve with an A11 singularity,
• Σ4 parametrizing an irreducible plane quintic curve with an A11 singularity, and
• Σ6 parametrizing the union of two conics tangent at two distinct points and a line through
them (two D6 singularities), i.e.(
z
(
xy − z2
) (
xy − az2
)
= 0
)
where a 6= 1.
Two dimensional locus
• Σ5 parametrizing a plane quintic curve with an A10 singularity.
Three dimensional locus
• Σ7 parametrizing a plane quintic curve with an A9 singularity.
Moreover, the incidence of such strata is as follows:
Σ7 Σ5oo Σ4oo Σ2oo
Σ3
``❇❇❇❇❇❇❇❇
Σ1oo
``❇❇❇❇❇❇❇❇
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
Σ6
Here Σi → Σj means that Σi is contained in the Zariski closure of Σj in P
GIT
. The closure of the
stratum Σ6 = Σ6 ⊔ Σ1, is isomorphic to P
1, and is the only strictly semistable stratum. The other
strata are contained in the stable locus. In addition, P
GIT
\ P lcǫ =
⊔5
i=1Σi.
Proof. By the GIT analysis in [Laz09], we know that if C is a a plane curve of degree 5, then
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• C is GIT stable if and only C is either smooth or has singularities of type Ak with 1 ≤ k ≤ 12,
D4 and D5.
• C is GIT strictly semistable (i.e. semistable but not stable) if and only if it has a singularity
of type Dk with 6 ≤ k ≤ 12 such that if k = 9, then C is not the union of a nodal quartic
and line.
• C is GIT strictly polystable (i.e. polystable but not stable) if and only C is the union of
double conic and a transverse line or the union of two tangent conics and a line passing
through their tangent points.
Therefore, the GIT quotient P
GIT
is the union of the GIT stable locus and a smooth rational curve
parametrizing the GIT strictly polystable plane quintics. The statement follows by considering the
log canonical thresholds of these singularities and the jet computations (see Proposition A.1). 
8.2. Explicit wall crossings. As we saw in Theorem 1.3, the GIT quotient P
GIT
of plane quintics
can be identified with the K-moduli space P
K
c where 0 < c < 3/7. In this section we discuss
the subsequent wall crossings among the K-moduli spaces of plane quintic curves. The following
diagram gives an overview of the K-moduli spaces for plane quintics based on results from Sections
5, 7 and this section (see Table 1 for a summary).
Figure 1. Log Fano wall crossings for K-moduli spaces of plane quintics
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The following results describe the remaining three walls which occur after the first two walls for
K-moduli spaces of plane quintics. Their proofs will be presented in Section 8.3 with ingredients
from calculations of Section A. If the birational map P
GIT
99K P
K
c is isomorphic at the generic
point of a locus Σi, then we denote by Σc,i the Zariski closure of the proper transform of Σi in P
K
c .
Theorem 8.2 (Third wall crossing). The third wall is c3 =
6
11 .
(1) The birational morphism φ−3 : P
K
6
11
−ǫ → P
K
6
11
is an isomorphism away from the locus Σ 6
11
−ǫ,3.
Moreover, φ−3 contracts Σ 6
11
−ǫ,3 to a point [(P(1, 1, 4),
6
11 (x
2z2 + y6z = 0))].
(2) The birational morphism φ+3 : P
K
6
11
+ǫ → P
K
6
11
is an isomorphism away from the point
[(P(1, 1, 4), 611 (x
2z2+y6z = 0))]. Moreover, the exceptional locus E+3 of φ
+
3 is of codimension
2 and parametrizes curves on P(1, 1, 4) of the form (x2z2 + y6z + g(x, y) = 0) with g 6= 0.
Theorem 8.3 (Fourth wall crossing). The fourth wall is c4 =
63
115 .
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(1) The birational morphism φ−4 : P
K
63
115
−ǫ → P
K
63
115
is an isomorphism away from the locus
Σ 63
115
−ǫ,4. Moreover, φ
−
4 contracts Σ 63
115
−ǫ,4 to a point [(P(1, 4, 25),
63
115 (z
2 + x2y12 = 0))].
(2) The birational morphism φ+4 : P
K
63
115
+ǫ → P
K
63
115
is an isomorphism away from the point
[(P(1, 4, 25), 63115(z
2+x2y12 = 0))]. Moreover, the exceptional locus E+4 of φ
+
4 is of codimen-
sion 2 and parametrizes curves on P(1, 4, 25) of the form (z2+ x2y12+ x10g(x, y) = 0) with
g 6= 0.
Theorem 8.4 (Fifth wall crossing). The fifth wall is c5 =
54
95 .
(1) The birational morphism φ−5 : P
K
54
95
−ǫ → P
K
54
95
is an isomorphism away from the locus Σ 54
95
−ǫ,5.
Moreover, φ−5 contracts Σ 54
95
−ǫ,5 to a point [(P(1, 4, 25),
54
95 (z
2 + x6y11 = 0))].
(2) The birational morphism φ+5 : P
K
54
95
+ǫ → P
K
54
95
is an isomorphism away from the point
[(P(1, 4, 25), 5495(z
2 + x6y11 = 0))]. Moreover, the exceptional locus E+5 of φ
+
5 is of codi-
mension 3 and parametrizes curves on P(1, 4, 25) of the form (z2 + x6y11 + x14g(x, y) = 0)
with g 6= 0.
Theorem 8.5 (No other walls). The five walls above are all walls occurring for K-moduli spaces
of plane quintics in the log Fano region 0 < c < 35 . In other words, for any
54
95 < c <
3
5 we have an
isomorphism P
K
c
∼= P
K
54
95
+ǫ between Artin stacks.
8.3. Proofs. In this section we present proofs of Theorems 8.2, 8.3, 8.4, and 8.5. Our strategy is
quite similar to the proof of Theorem 7.1.
Proof of Theorem 8.2. (1) We first show that there is no wall crossing when c ∈ ( 815 ,
6
11 ). Assume to
the contrary that the third wall c3 ∈ (
8
15 ,
6
11). Then there exists a new K-polystable pair (X, c3D)
such that (X, cD) is K-unstable for any c 6= c3 by Proposition 3.18. Thus X is not isomorphic to P
2
or P(1, 4, 25) by Propositions 2.13 and A.14. Hence by Lemma 7.5 we are left with two possibilities,
i.e. X is isomorphic to P(1, 1, 4) or X26. If X ∼= X26, then D does not passes through the singular
point on X by Proposition 7.6. Hence (X, 815D) is K-semistable by Proposition 7.7, but this is a
contradiction since c3 6=
8
15 . Thus we may assume (X,D)
∼= (P(1, 1, 4), C) where the equation of C
is given by f(x, y)z2 + g(x, y)z + h(x, y) = 0. If f(x, y) is non-degenerate, then (P(1, 1, 4), 37C) is
K-semistable since C specially degenerates to Q′5 which is a contradiction. If f(x, y) is degenerate,
then Proposition A.13 implies that (P(1, 1, 4), c3C) is K-unstable since c3 <
6
11 . Thus we have
shown that no walls can appear in the interval ( 815 ,
6
11 ).
Next we show that (P(1, 1, 4), 611 (x
2z2 + y6z = 0)) is the only new K-polystable pair in P
K
6
11
.
Clearly this pair is K-polystable by Proposition A.6. If (X, 611D) is a new K-polystable pair, then
from the argument above we see that (X,D) ∼= (P(1, 1, 4), C) and the defining equation of C has a
degenerate quadratic form in (x, y) as the z2-term coefficient. Then by Proposition A.13 we know
that after a coordinate change the equation of C has the form x2z2 + y6z + g(x, y) = 0. Consider
the 1-PS in Aut(P(1, 1, 4)) defined by [x, y, z] 7→ [t3x, ty, z]. It is clear that C specially degenerates
to the curve C1 := (x
2z2+ y6z = 0) via this 1-PS as t→ 0. Since (P(1, 1, 4), 611C1) is K-polystable,
it follows that (X,D) ∼= (P(1, 1, 4), C1) by [LWX18].
So far we have shown that c3 =
6
11 . Next we analyze the wall crossing morphisms φ
±
3 . Since
(P(1, 1, 4), 611C1) is the only new K-polystable pair in P
K
6
11
, we know by Proposition 3.18 that φ±3 are
isomorphic over P
K
6
11
\{[(P(1, 1, 4), 611C1)]}. Denote by E
±
3 the preimage of [(P(1, 1, 4),
6
11C1)] under
the morphisms φ±3 . It is clear that Aut0(P(1, 1, 4), C1)
∼= Gm. Using the local VGIT presentation
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(3.6) and applying [DH98, Theorem 0.2.5] or [Tha96, Corollary 1.13], we have
(8.1) dim(E−3 ) + dim(E
+
3 ) + 1 = dim(P
K
6
11
).
Moreover, E±3 are weighted projective spaces quotient out some finite group action, so they are
irreducible. By Theorem A.4, we know that Σ 6
11
−ǫ,3 ⊂ E
−
3 which implies dimE
−
3 ≥ 1. Let
C be a general curve on P(1, 1, 4) of the form x2z2 + y6z + g(x, y) = 0. Then it is clear that
lct(P(1, 1, 4);C) ≥ 23 >
3
5 . Hence (P(1, 1, 4), (
6
11 + ǫ)C) is K-stable by Proposition 2.13. It is easy
to see that such pairs (P(1, 1, 4), C) form a locally closed subset in the K-moduli space P
K
6
11
+ǫ of
codimension two. Hence dim(P
K
6
11
)−dim(E+3 ) ≤ 2 which implies dim(E
−
3 ) ≤ 1 by (8.1). Therefore,
we know dim(E−3 ) = 1 and hence Σ 6
11
−ǫ,3 = E
−
3 by irreducibility of E
−
3 . This finishes the proof of
part (1).
(2) The proof of this part is basically the same as the proof of Theorem 7.1(3). Firstly, if
[(X,D)] is a point in E+3 , then (X,D) specially degenerates to (P(1, 1, 4), C1). Hence X is either
P2 or P(1, 1, 4). If X ∼= P2, then (X, 611D) is K-polystable by Proposition 2.13, a contradiction.
Hence (X,D) ∼= (P(1, 1, 4), C). If C has the form xyz2 + f(x, y)z + h(x, y) = 0 after a suitable
change of coordinates, then it admits a special degeneration to Q5 which implies that (X,
3
7D) is
K-semistable by Theorem 2.16 and Lemma 5.3. Hence (X, 611D) is K-polystable by Proposition
2.13, again a contradiction. Then by Proposition A.13, we know that C must have the form
x2z2 + y6z + g(x, y) = 0 after a suitable change of coordinates. Note that g 6= 0 because otherwise
(X,D) ∼= (P(1, 1, 4), C1) is (
6
11 + ǫ)-K-unstable.
To prove the rest of part (2), it suffices to show that (P(1, 1, 4), ( 611 + ǫ)C) is K-polystable for any
curve C on P(1, 1, 4) described in the statement. We omit the rest of the proof here since it is the
same as the proof of Theorem 7.1(3) by using properness of K-moduli spaces (Theorem 3.19). 
Proof of Theorem 8.3. (1) We first show that there is no wall crossing when c ∈ ( 611 ,
63
115 ). Assume
to the contrary that the fourth wall c4 ∈ (
6
11 ,
63
115 ). Then there exists a new K-polystable pair
(X, c4D) such that (X, cD) is K-unstable for any c 6= c4 by Proposition 3.18. Thus similar argument
to the proof of Theorem 8.2(1) implies that (X,D) has to be isomorphic to (P(1, 1, 4), C) where the
equation of C is given by f(x, y)z2 + g(x, y)z + h(x, y) = 0 with f degenerate. Then Proposition
A.13 implies that the equation of C has to have the form x2z2 + y6z + h(x, y) = 0, so C admits a
special degeneration to the curve C1 = (x
2z2 + y6z = 0). Thus by Proposition A.6 and Theorem
2.16 we know that (P(1, 1, 4), 611C) is K-semistable, but this is a contradiction as c4 6=
6
11 . Thus we
have shown that no walls can appear in the interval ( 611 ,
63
115).
Next we show that (P(1, 4, 25), 63115 (z
2 + x2y12 = 0)) is the only new K-polystable pair in
P
K
63
115
. Clearly this pair is K-polystable by Proposition A.9. If (X, 63115D) is a new K-polystable
pair, then from the argument above we see that (X,D) ∼= (P(1, 4, 25), C). By Proposition A.14,
the defining equation of C has the form z2 + x2y12 + x6g(x, y) = 0. Consider the 1-PS in
Aut(P(1, 4, 25)) defined by [x, y, z] 7→ [x, ty, t6z]. It is clear that C specially degenerates to the
curve C2 := (z
2 + x2y12 = 0) via this 1-PS as t → 0. Since (P(1, 4, 25), 63115C2) is K-polystable, it
follows that (X,D) ∼= (P(1, 4, 25), C2) by [LWX18].
So far we have shown that c4 =
63
115 . Next we analyze the wall crossing morphisms φ
±
4 .
Since (P(1, 4, 25), 63115C2) is the only new K-polystable pair in P
K
63
115
, we know by Proposition
3.18 that φ±4 are isomorphic over P
K
63
115
\ {[(P(1, 4, 25), 63115C2)]}. Denote by E
±
4 the preimage of
[(P(1, 4, 25), 63115C2)] under the morphisms φ
±
4 . It is clear that Aut0(P(1, 4, 25), C2)
∼= Gm. By
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Theorem A.7, we know that Σ 63
115
−ǫ,4 ⊂ E
−
4 which implies dim(E
−
4 ) ≥ 1. Using a similar argument
to the proof of Theorem 8.2(1), it suffices to show that E+4 has codimension at most 2 in the
K-moduli space. Let C be a general curve on P(1, 4, 25) of the form z2 + x2y12 + x10g(x, y) = 0.
Then it is clear that lct(P(1, 4, 25);C) ≥ 1 > 35 . Hence (P(1, 4, 25), (
63
115 + ǫ)C) is K-stable by
Proposition 2.13. It is easy to see that such pairs (P(1, 4, 25), C) form a locally closed subset in the
K-moduli space P
K
63
115
+ǫ of codimension 2. Hence Σ 63
115
−ǫ,4 = E
−
4 by irreducibility of E
−
4 and local
VGIT presentation. This finishes the proof of part (1).
(2) The proof of this part is basically the same as the proof of Theorem 7.1(3). Firstly, if [(X,D)]
is a point in E+4 , then (X,D) specially degenerates to (P(1, 4, 25), C2). If X is isomorphic to P
2 or
X26, then (X,
63
115D) is K-polystable by Proposition 2.13, a contradiction. If (X,D)
∼= (P(1, 1, 4), C),
then by Proposition A.13 we know that the equation of C has the form xyz2+f(x, y)z+g(x, y) = 0
or x2z2 + y6z + h(x, y). From the proof of Theorem 8.2, we know that the former curve is
3
7 -K-semistable, while the latter curve is
6
11 -K-semistable. Hence (X,
63
115D) is K-polystable by
Proposition 2.13, again a contradiction. Therefore, (X,D) ∼= (P(1, 4, 25), C). By Proposition A.14,
we know that the equation of C must be of the form z2 + x2y12 + x6h(x, y) = 0. After a suitable
change of coordinates the equation of C can be even simplified to z2+x2y12+x10g(x, y) = 0. Note
that g 6= 0 because otherwise (X,D) ∼= (P(1, 4, 25), C2) is (
63
115 + ǫ)-K-unstable. The rest of part
(2) also follows from similar argument to proof of Theorem 7.1(3) by using properness of K-moduli
spaces (Theorem 3.19). 
Proof of Theorem 8.4. (1) We first show that there is no wall crossing when c ∈ ( 63115 ,
54
95 ). Assume
to the contrary that the fifth wall c5 ∈ (
63
115 ,
54
95). Then there exists a new K-polystable pair (X, c5D)
such that (X, cD) is K-unstable for any c 6= c5 by Proposition 3.18. Thus similar argument to the
proof of Theorems 8.2(1) and 8.3(1) implies that (X,D) has to be isomorphic to (P(1, 4, 25), C).
By Proposition A.14, the equation of C must have the form z2+x2y12+x6g(x, y) = 0 since c5 <
54
95 .
So C admits a special degeneration to the curve C2 = (z
2 + x2y12 = 0). Thus by Proposition A.6
and Theorem 2.16 we know that (P(1, 4, 25), 63115C) is K-semistable, but this is a contradiction as
c5 6=
63
115 . Thus we have shown that no walls can appear in the interval (
63
115 ,
54
95 ).
Next we show that (P(1, 4, 25), 5495(z
2 + x6y11 = 0)) is the only new K-polystable pair in P
K
54
95
.
Clearly this pair is K-polystable by Proposition A.12. If (X, 5495D) is a new K-polystable pair,
then from the argument above we see that (X,D) ∼= (P(1, 4, 25), C) such that C admits no special
degeneration to C2. Thus Proposition A.14 implies that the defining equation of C has the form
z2+x6y11+x10g(x, y) = 0. Consider the 1-PS in Aut(P(1, 4, 25)) defined by [x, y, z] 7→ [x, t2y, t11z].
It is clear that C specially degenerates to the curve C3 := (z
2 + x6y11 = 0) via this 1-PS as t→ 0.
Since (P(1, 4, 25), 5495C3) is K-polystable, it follows that (X,D)
∼= (P(1, 4, 25), C3) by [LWX18].
So far we have shown that c5 =
54
95 . Next we analyze the wall crossing morphisms φ
±
5 . Since
(P(1, 4, 25), 5495C3) is the only new K-polystable pair in P
K
54
95
, we know by Proposition 3.18 that φ±5
are isomorphic over P
K
54
95
\{[(P(1, 4, 25), 5495C3)]}. Denote by E
±
5 the preimage of [(P(1, 4, 25),
54
95C3)]
under the morphisms φ±5 . It is clear that Aut0(P(1, 4, 25), C3)
∼= Gm. By Theorem A.10, we
know that Σ 54
95
−ǫ,5 ⊂ E
−
5 which implies dim(E
−
5 ) ≥ 2. Using a similar argument to the proof of
Theorem 8.2(1), it suffices to show that E+5 has codimension at most 3 in the K-moduli space. Let
C be a general curve on P(1, 4, 25) of the form z2 + x6y11 + x14g(x, y) = 0. Then it is clear that
lct(P(1, 4, 25);C) ≥ 23 >
3
5 . Hence (P(1, 4, 25), (
54
95 + ǫ)C) is K-stable by Proposition 2.13. It is easy
to see that such pairs (P(1, 4, 25), C) form a locally closed subset in the K-moduli space P
K
54
95
+ǫ of
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codimension 3. Hence Σ 54
95
−ǫ,5 = E
−
5 by irreducibility of E
−
5 and local VGIT presentation. This
finishes the proof of part (1).
(2) The proof of this part is basically the same as proofs of Theorems 7.1(3) and 8.3(2). Firstly, if
[(X,D)] is a point in E+5 , then (X,D) specially degenerates to (P(1, 4, 25), C3). By similar argument
to the proof of Theorem 8.3(2), we know that (X,D) ∼= (P(1, 4, 25), C). If the equation of C has
the form z2 + x2y12 + x6g(x, y) = 0, then it is 63115 -K-semistable since it specially degenerates to
C2. Hence (X,
54
95D) is K-polystable by Proposition 2.13, a contradiction. Hence Proposition A.14
implies that the equation of C must be of the form z2 + x6y11 + x10h(x, y) = 0. After a suitable
change of coordinates the equation of C can be even simplified to z2+x6y11+x14g(x, y) = 0. Note
that g 6= 0 because otherwise (X,D) ∼= (P(1, 4, 25), C3) is (
54
95 + ǫ)-K-unstable. The rest of part
(2) also follows from similar argument to proof of Theorem 7.1(3) by using properness of K-moduli
spaces (Theorem 3.19). 
Proof of Theorem 8.5. Assume to the contrary that the sixth wall c6 ∈ (
54
95 ,
3
5 ) exists. Then there
exists a K-polystable log Fano pair (X, c6D) in P
K
c6 such that (X, cD) is K-unstable for any c 6= c6.
Then X is isomorphic to P2, P(1, 1, 4), X26, or P(1, 4, 25) by Lemma 7.5. If X ∼= P
2, then (X, ǫD) is
K-semistable by Proposition 2.13, a contradiction. If X ∼= P(1, 1, 4), then Proposition A.13 implies
that the equation of D has the form xyz2 + f(x, y)z + g(x, y) = 0 or x2z2 + y6z + h(x, y) = 0
after a suitable change of coordinates. Hence D admits a special degeneration to either Q′5 or
C1 = (x
2z2 + y6z = 0). Thus Lemma 5.3 and Proposition A.6 combined with Theorem 2.16 imply
that either (X, 37D) or (X,
6
11D) is K-semistable, a contradiction. If X
∼= X26, then Proposition 7.6
implies that D does not pass through the singular point of X. Hence (X, 815D) is K-semistable by
Proposition 7.7, a contradiction. If X ∼= P(1, 4, 25), then Proposition A.14 implies that D admits a
special degeneration to either C2 = (z
2 + x2y12 = 0) or C3 = (z
2 + x6y11 = 0). Thus Propositions
A.9 and A.12 combined with Theorem 2.16 imply that either (X, 63115D) or (X,
54
95D) is K-semistable,
again a contradiction. Since we rule out all four possibilities, the proof is finished. 
9. Projectivity, birational contractions, and the log Calabi-Yau wall crossing
In this final section we discuss some questions with incomplete answers that are interesting for
future study.
9.1. Projectivity. In this section we will show that the for any d ∈ {4, 5, 6} and any c ∈ (0, 3d),
the CM Q-line bundle Λc (see Proposition 3.35) on the K-moduli space P
K
d,c is ample, which in
particular implies the projectivity of P
K
d,c. Our main tools are the work of Codogni and Patakfalvi
[CP18] and its generalization by Posva [Pos19], as well as the relative ampleness of CM line bundles
under wall crossing (see Theroem 3.36).
Theorem 9.1. When d ∈ {4, 5, 6}, the CM Q-line bundle Λc on P
K
d,c is ample for any c ∈ (0,
3
d).
Proof. We first treat the cases when d = 4 or 6. When c < 32d , Theorem 5.2 implies that
P
K
d,c
∼= P
GIT
d . Moreover, Proposition 4.3 implies that Λc is the descent of 3(3−cd)
2cOPss
d
(1). Hence
Λc is ample when c <
3
2d . By Theorem 5.5 we know that φ
− : P
K
d,3/(2d) → P
GIT
d is an isomorphism.
Hence Theorem 3.36 implies that Λ3/(2d) is the φ
+-pull back of the descent of 3(3− c1d)
2c1OPss
d
(1)
with c1 = 3/(2d). Hence Λ3/(2d) is ample. By Theorem 3.36 we know that Λ3/(2d)+ǫ is ample for
0 < ǫ ≪ 1. We know that P
K
d,c is independent of the choice of c ∈ (
3
2d ,
3
d) by Theorem 6.1. Hence
the ampleness of Λc for
3
2d < c <
3
d follows from the ampleness of Λ3/(2d)+ǫ, the nefness of Λc,Hodge
(see Theorems 6.5 and 6.6), and the interpolation formula (3.7).
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Next we consider the case when d = 5. For simplicity we omit d in the subscript of K-moduli
stacks and spaces. Similar to the above arguments, we know that Λc is ample for c ≤
3
7 + ǫ with
0 < ǫ ≪ 1. Hence we will assume c ∈ (37 ,
3
5) in the rest of the proof. By [CP18, Theorem 1.13],
we know that Λc is nef on P
K
c . Denote by Uc the Zariski open subset of P
K
c which parametrizes
K-stable pairs. Denote by Sc := P
K
c \Uc. Then by the Nakai-Moishezon criterion it suffices to show
the following statements:
(i) Λc|Sc is ample.
(ii) For any generically finite morphism f : V → P
K
c from a normal proper variety V , the
pull-back f∗Λc is big on V whenever f(V ) intersects Uc.
For (i), from the description of P
K
c in Sections 7 and 8 we know that Sc is either Σc,6 (when c does
not lie on a wall) or Σc,6 union an isolated point as the exceptional locus of a wall crossing (when c
lies on a wall). Recall from Section 8 that Σc,6 is a rational curve precisely parametrizing 2D6-curves
{(P2, (z(xy − z2)(xy − az2) = 0))}a6=1 and {(P(1, 1, 4), (xy(z
2 − x4y4) = 0))}. In particular, Σc,6 is
not changed under every wall crossing for c ∈ (37 ,
3
5). Hence by the nefness of Λc, the ampleness of
Λ3/7+ǫ, and the interpolation formula (3.7), we know that Λc|Sc is ample for any c ∈ (
3
7 ,
3
5).
The proof of (ii) is more involved. By Theorem 3.9(4) we know that Uc also parametrizes
uniformly K-stable pairs in P
K
c . Let Uc be the preimage of Uc as a saturated open substack of P
K
c .
By [ER17], there exists a birational morphism P˜c → P
K
c from a smooth proper Deligne-Mumford
stack P˜c that is an isomorphism over Uc. By [LMB00, Chapter 16], there exists a finite surjective
morphism P˜ ′c → P˜c from a normal proper variety P˜
′
c. Let V˜ be a projective resolution of the
main component of V ×
P
K
c
P˜ ′c. Denote by τ : V˜ → V and σ : V˜ → P
K
c . Then from the above
construction we see that τ is generically finite, and τ∗(f∗Λc) = σ
∗λc. Since the σ-pull-back of the
universal family over V˜ has K-semistable fibers where a general fiber is uniformly K-stable, and is
of maximal variation, by [Pos19] as a generalization of [CP18, Theorem 1.2(c)] to log Fano pairs we
know that σ∗λc is nef and big on V˜ . This implies that f
∗Λc is big on V . The proof is finished. 
We expect Λc to be ample in any degree which is a special case of the projectivity part of the
Fano K-moduli conjecture (see e.g. [CP18, Conjecture 1.1(c)] and [BX19, (VI) on page 611]).
Conjecture 9.2. The CM Q-line bundle Λc on P
K
d,c is ample for any c ∈ (0,
3
d) and any d ≥ 7.
9.2. Birational contractions along wall crossings. As we saw in Sections 6 and 8, the bira-
tional map P
K
d,c′ 99K P
K
d,c is always a birational contraction for d ∈ {4, 5, 6} and 0 < c < c
′ < 3d . It
is natural to ask whether this holds true for all degrees.
Question 9.3. Is P
K
d,c′ 99K P
K
d,c a birational contraction for all 0 < c < c
′ < 3d and all d ≥ 7?
If the CM line bundles are always ample, then the above question would show that the wall
crossing of K-moduli spaces have similar behavior to the Hassett-Keel program for Deligne-Mumford
moduli spaces Mg.
Theorem 9.4. Assume Conjecture 9.2 and Question 9.3 are both true, then for any d ≥ 7, any
c ∈ (0, 3d), and a sufficiently divisible l ∈ Z>0, we have
P
K
d,c = Proj
∞⊕
j=0
H0
(
P
K
d, 3
d
−ǫ, lj(Λ 3
d
−ǫ,Hodge +
3−cd
27cd Λ 3
d
−ǫ,0)
)
.
Proof. By Proposition 3.35 we know that Λ 3
d
−ǫ,c is a positive multiple of Λ 3
d
−ǫ,Hodge +
3−cd
27cd Λ 3d−ǫ,0
.
Denote by ϕ : P
K
d, 3
d
−ǫ 99K P
K
d,c the birational contraction. By the functoriality of CM line bundles,
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we know that Λc = ϕ∗Λ 3
d
−ǫ,c as cycles. Since Λc is ample on P
K
d,c by assumption, it suffices to
show that for a common resolution (p, q) : P˜d → P
K
d, 3
d
−ǫ × P
K
d,c, we have p
∗Λ 3
d
−ǫ,c − q
∗Λc ≥ 0 (see
[KKL16, Definition 2.3 and Remark 2.4]).
Let 0 = c0 < c1 < · · · < ck =
3
d be the walls of K-moduli spaces P
K
d,•. By passing to a higher
birational model we may assume that P˜d is a resolution of P
K
d,ci±ǫ for any 1 ≤ i ≤ k − 1 with
birational morphisms ψi : P˜d → P
K
d,ci and ψ
±
i : P˜d → P
K
d,ci±ǫ. Since Λci+ǫ is ample by assumption,
we know that (ψ+i ) ∗ Λci+ǫ − (ψ
−
i )
∗Λci−ǫ,ci+ǫ is ψ
−
i -nef and ψ
−
i -exceptional. Hence by negativity
lemma we know that (ψ+i ) ∗ Λci+ǫ ≤ (ψ
−
i )
∗Λci−ǫ,ci+ǫ is effective. By Theorem 3.36 we know that
(ψ+i )
∗Λci+ǫ,ci = (ψ
−
i )
∗Λci−ǫ,ci. Since a positive rescaling of Λc,c′ is linear in c
′, we know that
(ψ+i ) ∗ Λci+ǫ,c ≥ (ψ
−
i )
∗Λci−ǫ,c whenever ci ≥ c. Hence by the reverse induction on i for ci ∈ [c,
3
d )
we conclude that p∗Λ 3
d
−ǫ,c − q
∗Λc ≥ 0. The proof is finished. 
The goal of this section is to verify Question 9.3 when either d is divisible by 3 or d is small.
Theorem 9.5. Question 9.3 is true when either 3 | d, or 3 ∤ d and d < 13.
First, we rephrase the question in a form that is easier to verify.
Question 9.6. Suppose X is a Manetti surface with the following properties:
(1) dimAut(X) = dimAut(P2) + 1 = 9, and
(2) (X, cD) is K-stable for some 0 < c < 3d and a general D ∈ |−
d
3KX | (in particular, C has
local indices ≤ d when 3 ∤ d or ≤ 2d3 when 3 | d).
Then, is lct(X;D) ≥ 3d?
Lemma 9.7. Let X be a singular Manetti surface. Then we have h0(X,OX(−
d
3KX)) = h
0(P2,O(d))
for any d ∈ Z>0 and dimAut(X) > dimAut(P
2) = 8.
Proof. Let X → B over a smooth pointed curve 0 ∈ B be a Q-Gorenstein smoothing of X ∼= X0.
Let L be the Q-Cartier Weil divisor on X such that 3L ∼B −dKX/B . Since X has klt singular-
ities, we know that OX (L) ⊗ OX0
∼= OX0(L0). By Kawamata-Viehweg vanishing, we know that
H i(X0,L0) = H
i(X,OX (−
d
3)) = 0 for any i > 0. Hence the equation of h
0 follows from the flatness
of L over B. For the automorphism part, let p be a sufficiently large positive integer such that
| − pKX | is base point free. Then for a general curve D ∈ | − pKX | we know that (X,
1
pD) is a klt
log Calabi-Yau pair. By [LWX19, Theorem 5.2] and Theorem 3.20 we know that (X, (1p − ǫ)D) is
uniformly K-stable for 0 < ǫ ≪ 1. Let U ⊂ | − pKX | be the Zariski open locus parametrizing D
such that (X, (1p − ǫ)D) is uniformly K-stable for some (or any) 0 < ǫ ≪ 1. Then [U/Aut(X)] is
a Deligne-Mumford stack whose coarse moduli space U/Aut(X) admits an injection into P
K
3p, 1
p
−ǫ.
Since a general point in the K-moduli space parametrize a smooth plane curve on P2, we know that
dim(U/Aut(X)) < dimP3p = dim(P
sm
3p /Aut(P
2)) which implies dimAut(X) > dimAut(P2). 
Proposition 9.8. Questions 9.3 and 9.6 are equivalent to each other.
Proof. For the “⇒” direction, let X be a Manetti surface satisfying (1) and (2) of Question 9.6.
Assume to the contrary that lct(X;D) < 3d for a general D ∈ | −
d
3KX |. Then (X, (
3
d − ǫ)D) is
K-unstable for 0 < ǫ≪ 1. Let ci be the K-semistable threshold of (X,D). Let U be the open subset
of |− d3KX | parametrizing D with (X, (ci− ǫ)D) K-stable. Then [U/Aut(X)] is a Deligne-Mumford
stack whose coarse space U/Aut(X) injects into P
K
d,ci−ǫ whose image closure E is a divisor by
Lemma 9.7. Thus the wall-crossing morphism φ−i : P
K
d,ci−ǫ → P
K
d,ci contracts E to a codimension
63
≥ 2 locus since the ci-K-polystable pairs replacing (X,D) have continuous automorphisms. This
contradicts the assumption on birational contractions.
For the “⇐” direction, assume to the contrary that a wall-crossing morphism φ−i : P
K
d,ci−ǫ → P
K
d,ci
contracts a divisor E. Since Manetti surfaces have no continuous moduli, a general point on E
parametrizes (X,D) for the same Manetti surface X. For the same U as above, we know that
U/Aut(X) injects into P
K
d,ci−ǫ with image closure E. Hence dimAut(X) = dimAut(P
2) + 1 by
Lemma 9.7. Then lct(X;D) ≥ 3d for a general D ∈ | −
d
3KX | which implies (X, cD) is K-stable for
any ci < c <
3
d by Proposition 2.13. This contradicts to the assumption that E is contracted under
φ−i . The proof is finished. 
Thanks to Proposition 9.8 we only need to verify Question 9.6 for either 3 | d or d ≤ 13. The
following lemma proves the case when 3 | d.
Lemma 9.9. If 3 | d, then lct(X;D) ≥ 3d for X and D satisfying conditions in Question 9.6.
Proof. When 3 | d, we can degenerate (X,D) to a weighted projective plane and the (d/3)-th
multiple of the toric boundary divisor. Hence, the inequality lct(X;D) ≥ 3/d is obtained by lower
semicontinuity of lct (see e.g. [DK01]). 
Next we turn to the case d < 13 and 3 ∤ d which will be confirmed by careful study of the Manetti
surfaces appearing in our K-moduli spaces. First note that by Theorem 4.8 and Proposition 2.30,
for d < 13 the only Manetti surfaces satisfying the conditions in Question 9.6 appearing in P
K
d,c
for 0 < c < 3d are P(1, 1, 4) and X26. For X = P(1, 1, 4), the canonical OX(KX) = OX(−6), so
the linear system |−d3KX | parameterizes elements of OX(2d), hence we are interested in answering
Question 9.6 only for curves of even degree on P(1, 1, 4).
As we can degenerate X26 to P(1, 4, 25), by semicontinuity of lct, we can study curves on
P(1, 4, 25). Provided that the general curve on P(1, 4, 25) has the appropriate lct, we can reach
the same conclusion for X26. If X = P(1, 4, 25), then OX(KX) = OX(−30), so the linear system
|−d3KX | parameterizes elements of OX(10d), hence we are interested in answering Question 9.6
only for curves of degree a multiple of 10 on P(1, 4, 25).
Lemma 9.10. For a general curve C of even degree on P(1, 1, 4), we have lct(P(1, 1, 4), C) = 1.
Proof. If the degree d of the curve satisfies d ≡ 0 mod 4, then the general curve Cd is smooth
and contained in the smooth locus of P(1, 1, 4), hence lct(P(1, 1, 4);Cd) = 1. Next, consider
the case when d ≡ 2 mod 4. If d = 2, the general curve C2 := (ax
2 + bxy + cy2 = 0) passes
through the singular point of P(1, 1, 4) and is nodal at that point. A computation shows that
lct(P(1, 1, 4);C2) = 1. For any d such that d ≡ 2 mod 4, the curve Cd−2 ∪ C2 is in the linear
system |O(d)|, where Cd−2 is a general curve of degree d − 2. As the general Cd−2 is smooth,
contained in the smooth locus of P(1, 1, 4), and intersects C2 transversally away from the singular
point of the surface, we have lct(P(1, 1, 4);Cd−2 ∪C2) = 1. Therefore, by semicontinuity of lct, the
general curve Cd of degree d also has lct(P(1, 1, 4);Cd) = 1. 
Remark 9.11. The previous statement is false without the assumption on even degree. If C
is a general curve of degree 3 (or, more generally, degree d such that d ≡ 3 mod 4), then
lct(P(1, 1, 4);C) = 23 .
Now, we mimic the previous argument for curves of degree 10 on P(1, 4, 25).
Lemma 9.12. For a general curve D of degree d such that d ≡ 0, 30 mod 50 on X = P(1, 4, 25),
lct(P(1, 4, 25), C ′) = 1. If d ≡ 10 mod 50, lct(X;D) = 12 . If d ≡ 20 mod 50, lct(X;D) =
1
4 , and
if d ≡ 40 mod 50, lct(X;D) = 13 .
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Proof. If the degree d of the curve is a multiple of 100, then the general curve Cd is smooth and
contained in the smooth locus of P(1, 4, 25), hence lct(P(1, 4, 25);Cd) = 1. If the degree is a multiple
of 50, the general curve Cd has a nonzero z
2 term, so misses the 125(1, 4) singularity, and so the
previous lemma implies the result.
For d = 10, consider the general curve C = (ax10 + bx6y + cx2y2 = 0). This has even degree
through the 14(1, 1) singular point, so the lct in a neighborhood of that point is 1. In a neighborhood
of the 125(1, 4) singular point, we compute the lct under the finite morphism π : A
2 → 125(1, 4) where
π∗C is defined by the same equation. By [Kol97, Lemma 8.12], lct( 125 (1, 4);C) = lct(A
2;π∗C), and
we compute lct(A2, π∗C) = 12 using [How01, Example 4, 5]. For a general curve of degree d ≡ 10
mod 50, there are nonzero terms of the form znf10(x, y), where f10(x, y) is a degree 10 polynomial,
so for Cd a general curve of degree d ≡ 10 mod 50, we have lct(
1
25 (1, 4);C) =
1
2 .
For d ≡ 20 mod 50, consider a general curve Cd of degree d. Because this passes through the
1
25(1, 4) singular point with high multiplicty, we do not expect that lct(
1
25 (1, 4);Cd) = 1. Indeed,
using the same method as above, we can compute lct( 125 (1, 4), Cd) =
1
4 .
For d = 30, the general curve has an xyz term, so is at worst nodal at each singular point of the
surface, so actually has lct equal to 1. For d ≡ 30 mod 50, the general curve has an xyz2k+1 term,
so is nodal in a neighborhood of the 125(1, 4) singularity and has even degree in a neighborhood of
the 14(1, 1) singularity, so still has lct equal to 1.
For d = 40, the general curve has a y10 term, and so it misses the 14(1, 1) singular point.
The general curve has a nonzero x3y3z term, so in a neighborhood of the 125 (1, 4) singularity, a
computation similar to that above shows that lct( 125(1, 4);Cd) =
1
3 . For d ≡ 40 mod 50, the
general curve could be nodal through the 14(1, 1) singular point, but still has lct equal to 1 in a
neighborhood of that point.
Finally, for d = 50, the general curve has a z2 term, and so it misses the 125(1, 4) singular point
and passes through the 14(1, 1) singular point with even degree, so the discussion of P(1, 1, 4) above
shows lct(P(1, 4, 25);C50) = 1. 
Although the previous computation was done for X = P(1, 4, 25), the lct computation is local,
so the same result holds for curves of the appropriate degree on X = X26. The computation shows
that, for d = 4, 5, 8, 10, and 11, the answer to Question 9.6 is yes. For curves on P(1, 1, 4), by
Lemma 9.10, we have that lct(X;D) = 1 > 3d .
For curves on X26, we need a finer analysis. No curves on X26 appear for degree d = 4, but
for d = 5, 8, and 10, Lemma 9.12 shows lct(X;D) = 1 > 3d , and for d = 11, Lemma 9.10 shows
lct(X;D) = 12 >
3
11 . This leaves four exceptional cases: d = 6, 7, 9, and 12. For degrees 6, 9, and
12 we have 3 | d, so Lemma 9.9 implies lct(X;D) ≥ 3d . Therefore we have contraction morphisms
P
K
d,c′ 99K P
K
d,c for all 0 < c < c
′ < 3d .
This leaves only the case d = 7. The desired result (an affirmative answer to Question 9.6) will
follow from the next surprising proposition.
Proposition 9.13. For d = 7, curves on X26 or P(1, 4, 25) are K-unstable in P
K
7,c for all c ∈ (0,
3
7).
In other words, the only surfaces appearing in P
K
7,c for some c ∈ (0,
3
7 ) are P
2 and P(1, 1, 4).
Proof. Let X be either X26 or P(1, 4, 25). Assume to the contrary that (X, cD) is K-semistable
for some curve D ∈ | − 73KX | and some c ∈ (0,
3
7). From the above discussion, we know that
lct(X;D) ≤ 14 which implies c <
1
4 . Since X has a singularity of local Gorenstein index 5, by
Theorem 4.8 we know that 5 ≤ 3/(3 − 7c) hence c ≥ 1235 . This contradicts c <
1
4 . 
Proof of Theorem 9.5. The result follows from Lemmas 9.9, 9.10, 9.12, and Proposition 9.13. 
65
Remark 9.14. For d = 9 or 12, a valuative criterion computation shows that X26 cannot appear
in the K-moduli spaces P
K
d,c for 0 < c <
3
d .
9.3. Quartics and sextics revisited. Recall from Section 6, we interpreted the K-moduli spaces
of quartic and sextic plane curves via K3 surfaces. In this section, we revisit these moduli spaces and
study them via their relation to Hacking’s moduli space P
H
d , and give a log Calabi-Yau intepretation.
9.3.1. Quartics. Recall that Hacking’s space P
H
4 generically parametrizes plane curves with at worst
cuspidal singularities. There is a divisor parametrizing curves in P(1, 1, 4) which are at worst nodal
at the singular point, and at worst cuspidal elsewhere. Finally, there is a codimension two locus
parametrizing curves on the non-normal surface P(1, 1, 2) ∪ P(1, 1, 2) – the curves are snc at the
double locus, and at worst cuspidal elsewhere.
Hyeon-Lee’s original motivation was to complete the log minimal model program on M3. Let
M3(α) denotes Proj⊕m≥0Γ(M3,m(KM3+αδ)), where δ is the boundary divisor ofM3. Hyeon-Lee
produce the following diagram:
M3(1) ∼=M3
T

M3(
9
11 )
∼=M
ps
3 ϑ
//❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴
Ψ
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
M3(
7
10 − ǫ)
∼=M
hs
3
Ψ+
yyss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
Θ
$$■
■■
■■
■■
■■
■■
■■
■■
■■
■■
■
M3(
7
10 )
∼=M
cs
3
∼= P
∗
4 M3(
17
28 )
∼= P
GIT
4
The main results of their work can be summarized in the following.
Theorem 9.15 (Birational geometry of the moduli space of genus three curves [HL10]).
• There is a contraction morphism T : M3 → M3(
9
11 )
∼= M
ps
3 to Schubert’s moduli space of
pseudostable curves, given by contracting the locus of elliptic tails.
• There is a small contraction Ψ : M
ps
3 → M
cs
3 , to the GIT quotient of the Chow variety of
bicanonical curves Chow3,2/SL(6) given by contracting the locus of elliptic bridges.
• There is a flip Ψ+ : M3(α) → M3(
7
10 ) for 17/28 < α < 7/10, where M3(α)
∼= M
hs
3 , the
GIT quotient of the Hilbert scheme of bicanonical curves Hilb3,2/SL(6).
• There is a divisorial contraction Θ : M
hs
3 → P
GIT
4 to the GIT quotient of plane quartics
given by P(Γ(OP2(4)))/SL(3).
Furthermore, M
ps
3 can be identified with P
H
4 , Hacking’s moduli space of plane quartics.
Remark 9.16.
(1) The contraction at α = 9/11 was originally discovered by Hassett-Hyeon [HH13].
(2) In the case of degree d = 4 the space of Hacking was independently constructed by Hassett
(see [Has99]).
(3) As we saw in Section 6, we have an isomorphism M
hs
3
∼= P
K
4, 3
4
−ǫ.
The flip ϑ can be realized as flipping the codimension 2 locus in P
H
4 parametrizing the curves
on P(1, 1, 2) ∪ P(1, 1, 2) to the curve in P
K
4, 3
4
−ǫ parametrizing tacnodal curves. These flipping and
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flipped loci of ϑ are contracted (via Ψ or Ψ+) to a point as the unique 0-cusp in P
∗
4. It is thus natural
to expect that P
∗
4 serves as the conjectural (good) moduli space P
CY
4 which parametrizes certain
log canonical log Calabi-Yau pairs which are Q-Gorenstein degenerations of (P2, 34C4). Recall from
Section 6 we showed that there was a large open set M ⊂ P
∗
4 whose codimension inside P
K
4, 3
4
−ǫ is
≥ 2. Using this, we proved (see Theorem 6.5) that the moduli space P
∗
4 was the ample model of
the Hodge line bundle on P
K
4, 3
4
−ǫ. Noting that the codimension of M inside P
H
4 is also ≥ 2, the
same proof gives the following.
Theorem 9.17. The moduli space P
∗
4 is the ample model of the Hodge line bundle on P
H
4 .
9.3.2. Sextics. Recall from Section 6, we discussed the Kirwan desingularization of the GIT quotient
of sextic curves (constructed by Shah), as well as the morphism from this moduli space to the Baily-
Borel compactification of degree 2 K3 surfaces. By the work of [AET19] there is also a morphism
P
H
6 → P
∗
6, and so we obtain the following diagram.
P
H
6

❃❃
❃❃
❃❃
❃❃
//❴❴❴❴❴❴❴ P̂GIT6
∼= P
K
6, 1
2
−ǫ
yytt
tt
tt
tt
tt
t
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
P
∗
6 P
GIT
6
Again, we argue that it is natural to believe that the candidate for P
CY
6 is P
∗
6. The locus
contracted from P
H
6 → P
∗
6 is divisorial, so the proof of Theorem 6.6 does not imply the same result
on the Hacking side as immediately as it did for degree four. In fact, [AET19] shows that there are
actually several divisors contracted – these divisors parametrize pairs whose double covers give K3
surfaces of Type II or Type III, in the sense of Kulikov degenerations. Valery Alexeev has suggested
to us that the result is still true and can be proven by looking at the Kulikov degenerations of the
relevant K3 surfaces.
9.3.3. Log Calabi-Yau wall crossing. In general, we can say the following.
Theorem 9.18. Let P
H,◦
d denote the complement of the locus of non-normal pairs in P
H
d . Let
P
K,◦
d, 3
d
−ǫ denote the complement of the locus of pairs with lct =
3
d inside P
K
d, 3
d
−ǫ. Then P
H,◦
d
∼= P
K,◦
d, 3
d
−ǫ.
Proof. We first show that P
K,◦
d, 3
d
−ǫ ⊆ P
H,◦
d . If (X,D) is a pair parametrized by P
K,◦
d, 3
d
−ǫ then lct >
3
d
and so by definition (X,D) is a pair parametrized by P
H,◦
d . Conversely, by [LWX19, Theorem 5.2],
if (X,D) is parametrized by P
H,◦
d , then (X,D) is parametrized by P
K,◦
d, 3
d
−ǫ. 
In particular, the above result says that if one looks at the K-moduli space for coefficient 3d − ǫ,
then the only difference between this space and the Hacking moduli space are the maximally lct
pairs in the K-moduli space and the non-normal pairs in the Hacking moduli space. In particular,
we conjecture that there is a proper good moduli space of log Calabi-Yau pairs which relates to the
K-moduli and Hacking moduli spaces via the following conjectural picture.
Conjecture 9.19 (Log Calabi-Yau wall crossings). There exists a proper good moduli space P
CY
d
which parametrizes S-equivalence classes of semistable log Calabi-Yau pairs (X, 3dD) where X
admits a Q-Gorenstein smoothing to P2. Moreover, we have a log Calabi-Yau wall crossing diagram
P
K
d, 3
d
−ǫ
φCY
−
−−→ P
CY
d
φCY+
←−− P
H
d
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where P
CY
d is the common ample model of the Hodge line bundles on P
K
d, 3
d
−ǫ and P
H
d .
9.4. Log Calabi-Yau quintics. Recall that Hacking’s moduli space P
H
5 parametrizesQ-Gorenstein
deformations of pairs (P2, cC) where c = 35+ǫ for ǫ sufficiently small and deg(C) = 5. From Theorem
9.18, we know that there is a birational map
P
H
5 99K P
K
c
where c ∈
(
54
95 ,
3
5
)
, that is an isomorphism over the locus of pairs (X,D) where X is normal and
lct(X,D) > 35 . Here we omit the degree 5 in the subscript of K-moduli spaces and stacks. In other
words, the pairs that will become unstable when increasing the weight from 35 − ǫ to
3
5 + ǫ are
precisely the pairs with lct = 35 – i.e. A9 and D6 singularities. Note that the A9 singularity can
occur either at a smooth point of the surface X or at a 14(1, 1) singularity. In this setting, we have
the following results:
(1) the stable replacement in P
H
5 of a curve C ⊂ X with A9 singularity is either a curve on
P(1, 1, 5) ∪X6 or a curve on P(1, 1, 5) ∪ P(1, 4, 5), and
(2) the stable replacement in P
H
5 of a curve C ⊂ X with a D6 singularity is a curve on
P(1, 1, 2) ∪ P(1, 1, 2).
These are precisely the non-normal pairs which appear in P
H
5 . We conjecture that there is a
projective variety P
CY
5 parametrizing S-equivalence classes of slc log Calabi-Yau pairs (X,
3
5D).
Conjecture 9.20. The ample models of the Hodge line bundles on P
H
5 and P
K
3
5
−ǫ exist and coincide.
We denote this common ample model by P
CY
5 . It parameterizes S-equivalence classes of slc log
Calabi-Yau pairs that are Q-Gorenstein deformations of (P2, 35C).
In particular, P
CY
5 should serve as the base of a flip
P
H
5
  ❆
❆❆
❆❆
❆❆
❆
//❴❴❴❴❴❴❴❴ P
K
3/5−ǫ
||②②
②②
②②
②②
P
CY
5
that realizes the rational map P
H
5 99K P
K
3/5−ǫ.
In the following section, we provide some evidence for Conjecture 9.20.
9.4.1. Evidence for the log Calabi-Yau conjecture. First, we verify that any curve with an A9
singularity admits a common degeneration to a unique curve on P(1, 1, 5) ∪ P(1, 4, 5) with an
A9 singularity in each component. Similarly, any curve with a D6 singularity admits a common
degeneration to a unique curve on P(1, 1, 2) ∪ P(1, 1, 2) with a D6 singularity in each component.
Proposition 9.21. All curves in P
K
3/5−ǫ with an A9 singularity and all curves in P
H
5 on X6∪P(1, 1, 5)
or P(1, 1, 5) ∪ P(1, 4, 5) admit a common degeneration to a unique curve on P(1, 1, 5) ∪ P(1, 4, 5)
with log canonical threshold exactly 35 .
Proof. By Proposition A.1, a plane quintic curve C with an A9 singularity has the equation
(x− y2)((x − y2)(1 + sx)− x2(2py + rx)) + ux5 = 0
in the affine coordinates [x, y, 1] for some choice of (s, r, p, u) ∈ A4 satisfying p2 6= u. We will first
construct a weakly special degeneration of (P2, 35C) to a pair (X6 ∪ P(1, 1, 5),
3
5C0).
Take our family (P2, C)× A1. We perform the following birational transformations:
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P2 × A1
π
←−− X
g
−−→ Y
Where in the central fiber we have
P2
π
←−− S ∪X
g
−−→ S ∪X ′
Here π is the (5, 1, 1)-weighted blow up of P2×A1 in the local coordinates (x′, y, t) with x′ := x−y2−py5,
and S = P(1, 1, 5) is the exceptional divisor of π. LetQ = (x−y2 = 0) be a smooth conic in P2. Then
it is clear that π∗Q = Q + 5E where E is the exceptional curve of π : X → P2 and Q := π−1∗ Q.
Since (E2) = −15 , we know that (Q
2
) = −1 and Q is a smooth rational curve contained in the
smooth locus of X. By computation we know that NQ/X
∼= OQ(−1)⊕OQ(−1). Hence g : X → Y
is the small flopping contraction of Q.
Next we show that (X ′, π∗E) ∼= (X6, (x1 = 0)) where X6 = (x0x3 = x
3
1 + x
2
2) is a weighted
hypersurface in P(1, 2, 3, 5)x0 ,x1,x2,x3 . Let L := π
∗O(1) − 2E be a divisor on X. Then L induces a
morphism g′ : X → P(1, 2, 3, 5) defined by
x0 = π
∗x− 2E ∈ H0(X,L), x1 = π
∗(xz − y2)− 4E ∈ H0(X, 2L),
x2 = π
∗(y(xz − y2))− 6E ∈ H0(X, 3L), x3 = π
∗(z(xz − y2)2)− 10E ∈ H0(X, 5L).
It is easy to show that g′ is a birational map which only contracts Q, and the image of g′ is exactly
X6. Thus g
′ = g and π∗E = π∗(Q+E) = (x1 = 0). Let [y0, y1, y2] be the projective coordinates of
P(1, 1, 5) as the projectivization of (t, y, x′). Thus S ∪X ∼= P(1, 1, 5) ∪X6 where the double locus
π∗E is (y0 = 0) ⊂ P(1, 1, 5) and (x1 = 0) ⊂ X6. The degeneration C0 of C has equations
(y22 = (p
2 − u)y101 ) ⊂ P(1, 1, 5) and (x3 + x0x
2
1 − 2px
2
0x2 − rx
3
0x1 + ux
5
0 = 0) ⊂ X6.
Next we show that (P(1, 1, 5) ∪ X6,
3
5C0) admits a weakly special degeneration to an slc log
Calabi-Yau pair (P(1, 1, 5) ∪ P(1, 4, 5), 35C
′
0) that is unique up to isomorphism. Consider the 1-PS
σ : Gm → Aut(P(1, 2, 3, 5)) defined as σ(t) · [x0, x1, x2, x3] = [x0, t
−1x1, x2, x3]. Then we know that
σ(t) ·X6 has the equation (x0x3 = t
3x31 + x
2
2) in P(1, 2, 3, 5). Hence limt→0 σ(t) ·X6 = (x0x3 = x
2
2).
Indeed, we have an embedding from P(1, 4, 5)z0 ,z1,z2 to P(1, 2, 3, 5) as [z0, z1, z2] 7→ [z
2
0 , z1, z0z2, z
2
2 ]
whose image has equation x0x3 = x
2
2. Hence limt→0 σ(t) · X6
∼= P(1, 4, 5). By taking limit
of the equation of C0 ∩ X6 under the action of σ, we know that C
′
0 ∩ P(1, 4, 5) has equation
(z22 − 2pz
5
0z2 + uz
10
0 = 0). Since p
2 6= u, after a suitable projective coordinate change the equation
of C ′0 becomes (y
2
2 = y
10
1 ) and (z
2
2 = z
10
0 ) in P(1, 1, 5) ∪ P(1, 4, 5). It is clear that C
′
0 has two A9-
singularities, one on each component of the underlying surface. Thus lct(P(1, 1, 5)∪P(1, 4, 5);C ′0) =
3
5 .
Since σ fixes π∗E pointwisely, we may compose the two degenerations as in [LWX18, Proof of Lemma
3.1] to obtain a weakly special degeneration of (P2, 35C0) to (P(1, 1, 5) ∪ P(1, 4, 5),
3
5C
′
0).
The computation above can be extended to include the case of curves with A9-singularities on
P(1, 1, 4), P(1, 4, 25) and X26 in P
K
3
5
−ǫ. For the Hacking moduli space, the construction is similar to
the second step in the above degenerations with minor difference to consider 1-PS in Aut(P(1, 1, 5))
and Aut(P(1, 4, 5)) as well. Thus the proof is finished. 
Proposition 9.22. All curves in P
K
3/5−ǫ with a D6 singularity and all curves in P
H
5 lying on
P(1, 1, 2) ∪ P(1, 1, 2) admit a common degeneration to a unique curve on P(1, 1, 2) ∪ P(1, 1, 2) with
log canonical threshold exactly 35 .
Proof. Consider the family π : X → A2 given by
X := (x0x2 = rx
2
1 + sx3) ⊂ P(1, 1, 1, 2)x0 ,x1,x2,x3 × A
2
r,s.
The fiber of π above r = 0, s = 0 is isomorphic to P(1, 1, 2) ∪ P(1, 1, 2) with projective coordinates
[x0, x1, x3] and [x1, x2, x3] respectively. For s = 0 but r 6= 0, the fiber of π is isomorphic to
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P(1, 1, 4)y0 ,y1,y2 where the isomorphism is given by [y0, y1, y2] 7→ [ry
2
0, y0y1, y
2
1, y2]. For s 6= 0, the
fiber of π is isomorphic to P2x,y,z where the isomorphism is given by [x, y, z] 7→ [x, y, z, s
−1(xz−ry2)].
Let σ : Gm → Aut(X ) be a 1-PS defined as
σ(t) · ([x0, x1, x2, x3], (r, s)) := ([tx0, x1, x2, x3], (tr, ts)).
Then π is Gm-equivariant with respect to σ and the Gm-action (r, s) 7→ (tr, ts) on A
2. Consider a
divisor D on X defined by
D := (x1(x3 − x
2
1)(x3 + x
2
1) = 0).
It is clear that D is Gm-invariant under the action of σ. We will show that suitable restrictions of
the family π : (X , 35D)→ A
2 give the desired weakly special degenerations of curves in P
K
3
5
−ǫ with
D6-singularities.
From Section 8, we know that the locus of curves with D6-singularities in P
K
3
5
−ǫ is Σ6, 3
5
−ǫ which
is isomorphic to P1. The pairs parametrized by Σ6, 3
5
−ǫ consists of the following form:
(P2, (y(xz − (1 + a)y2)(xz + (1− a)y2) = 0)) where a ∈ A1, and (P(1, 1, 4), (y0y1(y
2
2 − y
4
0y
4
1) = 0)).
Then one can check that the restriction of π : (X , 35D) → A
2 to the affine line {(as, s) | s ∈ A1}
(resp. {(r, 0) | r ∈ A1}) gives weakly special degeneration of D6-curves on P
2 (resp. P(1, 1, 4)).
A similar computation can be done for curves on P(1, 1, 2)∪P(1, 1, 2) in the Hacking moduli space.
Note that the common degeneration has equation (x1(x
2
3 − x
4
1) = 0) in P(1, 1, 2) ∪ P(1, 1, 2). 
These two propositions essentially show that if the log Calabi-Yau moduli space P
CY
5 exists, then
there must be two distinct points in P
CY
5 of S-equivalence classes of slc log Calabi-Yau degenerations
of pairs (P2, 35C) parameterizing curves with A9 or D6 singularities, respectively. In other words,
the conjectural map P
K
3
5
−ǫ → P must contract the disjoint loci Σ6, 3
5
−ǫ and Σ7, 3
5
−ǫ to two distinct
points. Denote by Σ
H
6 (resp. Σ
H
7 ) the disjoint loci in P
H
5 parametrizing curves on P(1, 1, 2)∪P(1, 1, 2)
(resp. P(1, 1, 5) ∪X6 or P(1, 1, 5) ∪ P(1, 4, 5)). Then similarly the conjectural map P
H
5 → P must
contract the disjoint loci Σ
H
6 and Σ
H
7 to the same set of two points.
To form the projective variety P
CY
5 , we expect that the Hodge line bundles are semiample on
P
K
3
5
−ǫ and P
H
5 and Q-trivial exactly on these contracted loci. Indeed, the Hodge line bundle is the
limit of the CM line bundle by Proposition 3.35. Moreover, the CM line bundle is known to be
ample on P
H
5 by [PX17] and big and nef (and conjecturally ample) on P
K
c by [LWX18, CP18, Pos19].
Therefore, we expect some postivitity properties of the Hodge line bundle.
As further evidence, we verify that the Hodge line bundle is trivial on the locus Σ
H
6 ⊔ Σ
H
7
parameterizing curves on non-normal surfaces in P
H
5 . Denote by L+ and L− the Hodge Q-line
bundles over P
H
5 and P
K
3
5
−ǫ respectively.
Proposition 9.23. The restriction L+|ΣHi
is Q-linearly trivial for i = 6, 7.
Proof. We first look at the case of Σ
H
7 . Each Hacking stable pair in Σ
H
7 is uniquely determined by
gluing two plt pairs (P(1, 1, 5), (y = 0) + 35C1) and (X,D) where
• C1 has the equation z
2 = x10+a2x
8y2+a3x
7y3+· · ·+a10y
10 where (a2, a3, · · · , a10) ∈ A
9\{0};
• X is a weighted hypersurface in P(1, 2, 3, 5) defined by the equation (xw = ty3 + z2);
• D = (y = 0) + 35C2 where C2 has the equation w = x
5 + b1x
3y + b2xy
2 such that
(b1, b2, t) ∈ A
3 \ {0}.
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The double locus on both components is a P1 with three marked points: one of them is the index
5 singularity and the other two are intersections with curve Ci. Hence the gluing is unique up to
a µ2-action, and so we have Σ
H
7
∼= (P(2, 3, · · · , 10) × P(1, 2, 3))/G where G is a finite group acting
on the weighted bi-projective space identifying isomorphic fibers. Therefore, to show that L+|ΣH7
is Q-linearly trivial, it suffices to show that the Q-line bundle L on each weighted projective space
is Q-linearly trivial.
Let us start with the weighted projective space P := P(2, 3, · · · , 10). Denote T := A9 \ {0}.
Consider the family πT : (XT ,DT ) → T where XT = P(1, 1, 5) × T and DT = (y = 0) +
3
5C1 with
C1 = (z
2 = x10+a2x
8y2+a3x
7y3+ · · ·+a10y
10). We have a Gm action on T given by (ai) 7→ (λ
iai).
This action lifts to XT as ([x, y, z], (ai)) 7→ ([x, λ
−1y, z], (λiai)) so that πT is Gm-equivariant. It is
clear that πT descends to a universal family of plt log CY pairs over [T/Gm] whose coarse space is
P. Hence it suffices to show that the Gm-linearized line bundle L
⊗5
T := (πT )∗OXT (5(KXT /T +DT ))
on T descends to a trivial line bundle on P. We pick a nowhere zero section τ of L⊗5T which has the
expression τ(a2, · · · , a10) = y
−5(1−
∑10
i=2 aix
10−iyi)−3(dx ∧ dy)⊗5 in the affine chart z = 1. Hence
for any λ ∈ Gm we have
(λ∗τ)(λ
iai) = (λy)
−5(1−
10∑
i=2
aix
10−i(λy)i)−3(dx ∧ λdy)⊗5 = τ(λiai).
Thus the Gm-linearization on L
⊗5
T is trivial.
Next we analyze the weighted projective space P(1, 2, 3). Since it has Picard number 1, it suffices
to show that L+ restricting to the curve P(1, 2) is Q-linearly trivial where P(1, 2) corresponds to
t = 0, i.e. the surface component being P(1, 4, 5). Using the projective coordinates [x, y, z] of
P(1, 4, 5), the divisor D = (y = 0) + 35C2 where C2 = (z
2 = x10 + b1x
6y + b2x
2y2). Then similar
computations as in the case of P(1, 1, 5) imply L+|P(1,2) is Q-linearly trivial. This finishes the proof
of Q-linear triviality of L+|ΣH7
.
The case of Σ
H
6 is similar to Σ
H
7 . Since each surface component is P(1, 1, 2), we may just
consider one component given by the plt pair (P(1, 1, 2), (y = 0) + 35C) where C has the equation
(xz2−x5 = ay3z+b1x
4y+b2x
3y2+· · ·+b5y
5) for (a, b1, · · · , b5) ∈ A
6\{0} =: T . Then the Gm-action
on XT = P(1, 1, 2)×T is given by ([x, y, z], a, bi) 7→ ([x, λ
−1y, z], λ3a, λibi). Hence the moduli space
parametrizing (P(1, 1, 2), (y = 0) + 35C) is given by P := P(1, 2, 3, 3, 4, 5) and Σ
H
6
∼= (P × P)/G for
some finite group G. Then similar computations show that the Gm-linearization on L
⊗5
T is trivial,
hence L+|ΣH6
is Q-linearly trivial. 
To verify Conjecture 9.20, one must first show that the analogous statement of Proposition
9.23 holds for L− and that L± is in fact ample away from the loci Σ
H
7 and Σ
H
6 . If this holds,
the ample models of the Hodge line bundles on P
H
5 and P
K
3
5
−ǫ would coincide set-theoretically
with our notion of S-equivalence classes. However, putting a natural modular structure from the
K-stability viewpoint on the log Calabi-Yau space and determining the right class of objects to
parameterize prevent us from defining a moduli stack of these pairs in this paper. We will pursue
this is forthcoming work.
9.5. Higher dimensional applications. In this section we give some applications of our ma-
chinery developed in Sections 2 and 3. The following result improves [GMGS18, Theorem 1.2] by
removing their assumption on the Gap Conjecture and allowing small degree.
Theorem 9.24. Let n and d ≥ 2 be positive integers. Then there exists a positive rational number
c1 = c1(n, d) such that for any fixed 0 < c < c1, a hypersurface S ⊂ P
n of degree d is GIT
(poly/semi)stable if and only if the log Fano pair (Pn, cS) is K-(poly/semi)stable.
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Proof. Let χ0 be the Hilbert polynomial of (P
n,O(n + 1)). Let r := dn+1 . We consider the K-
moduli stack KMχ0,r,c as in Definition 3.8. By Theorem 3.2, there exists a positive rational number
c1 = c1(n, d) such thatKMχ0,r,c remains constant for any c ∈ (0, c1). Thus for any K-semistable pair
[(X, cD)] ∈ KMχ0,r,c we have that X is K-semistable and (−KX)
n = (−KPn)
n = (n+1)n. Hence by
[Liu18, Theorem 36] we know that X ∼= Pn and D ⊂ X is a hypersurface of degree d. By the Paul-
Tian criterion Theorem 2.22 and computations on CM line bundles similar to the proof of Propo-
sition 4.3, we know that K-(poly/semi)stability of (Pn, cS) implies GIT (poly/semi)stability of S.
Thus we have an open immersion ϕ : KMχ0,r,c →H
n
d where H
n
d := [P(H
0(Pn,O(d)))ss/PGL(n+1)]
is the GIT quotient stack of degree d hypersurfaces in Pn. It suffices to show that ϕ is an
isomorphism.
We first verify that KMχ0,r,c is non-empty. If d ≥ n + 1, then any smooth hypersurface S
satisfies (Pn, n+1d S) is a log canonical log Calabi-Yau pair which implies [(P
n, cS)] ∈ KMχ0,r,c by
Proposition 2.13. If d ≤ n, then we know that there exists a smooth hypersurface S that admits
Ka¨hler-Einstein metrics (see e.g. [Tia00, Page 85-87] or [AGP06]). By degeneration to normal
cone of S, we know that (Pn, cS) special degenerates to (X0, cS∞) where X0 = Cp(S,OS(d)) is the
projective cone (see [Kol13, Section 3.1] for a definition) and S∞ is the section at infinity. By [LL19,
Proposition 3.3], we know that (X0, (1−
r−1−1
n )S∞) admits a conical Ka¨hler-Einstein metric. Hence
(Pn, (1 − r
−1−1
n )S) is K-semistable by Theorem 2.16. Since 1 −
r−1−1
n =
(d−1)(n+1)
dn > 0, we know
that (Pn, ǫS) is K-polystable for 0 < ǫ≪ 1 by Proposition 2.13. Hence (Pn, cS) is K-polystable for
any 0 < c < c1.
Finally we show that ϕ is an isomorphism. By taking good moduli spaces, let ϕ′ : KMχ0,r,c → H
n
d
be the descent of ϕ where Hnd := P(H
0(Pn,O(d)))ss / PGL(n+1). It follows that ϕ′ is an injective
proper morphism. Hence ϕ is finite by [Alp13, Proposition 6.4]. This together with ϕ being an
open immersion implies that ϕ is an isomorphism. 
Appendix A. Calculations of K-semistable thresholds and K-polystable
replacements
In this appendix, we calculate the K-semistable thresholds and K-polystable replacements of K-
semistable pairs to determine the location of the walls for d = 5. By Proposition 4.7, to understand
the wall crossings occurring after the first wall, we must understand the curves parametrized by
P
GIT
5 \ P
klt. In Section 8.1, we showed that the curves parametrized by this space (aside from
the non-reduced conic which was discussed at length in Section 5) have A12, A11, A10, A9 and D6
singularities. Therefore this section contains the relevant calculations used in Section 8.2, and the
subsections are organized by the singularity type.
Before proceeding, we state a result that will be used throughout. A standard jet computation
shows that if a quintic curve has a double point of type Ak with k ≥ 9 (not including∞), then after
a suitable projective coordinate change we obtain the following equation in the affine coordinate:
(A.1) (x− y2)
(
(x− y2)(1 + sx)− x2(2py + rx)
)
+ ux5 = 0.
Here the double point is (0, 0) for any parameters (s, r, p, u) ∈ A1 × (A3 \ {0}). Indeed, in the
analytic coordinates (x′, y) where x′ := x− y2 − py5, the above equation (A.1) becomes
x′2 = (p2 − u)y10 + higher order terms,
where (x′, y) has weight (5, 1). When r, p, u all vanish, we recover the curve Q5. If we rescale the co-
ordinates as (x, y) 7→ (λ−2x, λ−1y), then the coordinates change as (s, r, p, u) 7→ (λ2s, λ4r, λ3p, λ6u).
Note that the two curves defined by (s, r,±p, u) are projectively equivalent by y 7→ −y. Therefore,
we may take the parameter space A4 \ {0} and quotient out by projective equivalence to describe
the locus of curves with an Ak singularity (k ≥ 9) including Q5.
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Similarly, a standard computation shows that GIT polystable quintics with a D6 singularity, up
to a projective coordinate change, can be written as
y(x− t1y
2)(x− t2y
2) = 0
where t1 6= t2. Since t1 and t2 are symmetric, we may take the coordinate change given by
(s1, s2) := (t1+t2, (t1−t2)
2). Then Σ6 corresponds to s2 6= 0. The Gm-action scales the coordinates
as (t1, t2) 7→ (λt1, λt2) and (s1, s2) 7→ (λs1, λ
2s2). It is clear that two curves with D6-singularities
are projectively equivalent if and only if their (s1, s2) belong to the same Gm-orbit. Thus we may
take the parameter space A2s1,s2 \ {0} and quotient by this projective equivalence.
Combining the previous statements, following the notation of Lemma 8.1, we obtain the following
description of the loci Σi in P
GIT
5 .
Proposition A.1. The Zariski closure Σ7 of the A9 locus in P
GIT
5 is isomorphic to P(1, 2, 3, 3)
with projective coordinates [s, r, h, u] where h := p2 − u. Moreover,
• Σ1 corresponds to the point [1, 0, 0, 0];
• Σ2 corresponds to the point [0, 0, 0, 1];
• Σ3 corresponds to h = u = 0;
• Σ4 corresponds to r = 0 and h = 0;
• Σ5 corresponds to h = 0;
The Zariski closure Σ6 of the D6 locus in P
GIT
5 is isomorphic to P(1, 2)
∼= P1 with projective
coordinates [s1, s2]. Moreover,
• Σ1 corresponds to the point [1, 0] and
• Σ6 and Σ7 intersect only at the point Σ1.
A.1. A12. Recall that X26 is given by (xw−y
13−z2 = 0) ⊂ P(1, 2, 13, 25). In this section, we verify
the K-polystability of (X26,
8
15C
′
0), where C
′
0 = (w = 0), using techniques of Ilten and Su¨ß[IS17].
Proposition A.2. The log Fano pair (X26,
8
15C
′
0) is K-polystable where C
′
0 = (w = 0).
Proof. Consider the projective coordinate ring A of X26, where
A = C[x, y, z, w]/(xw − y13 − z2).
Consider the action of G2m on Y := Spec A given by (x, y, z, w) 7→ (λ
26µx, λ2µ2y, λ13µ13z, µ25w). It
is clear that this action descends to a Gm-action on (X26,
8
15C
′
0). Thus by [LWX18, Theorem 1.4]
it suffices to show Gm-equivariant K-polystability of (X26,
8
15C
′
0).
Denote by R := C[x, y, z, w], and F = xw − y13 − z2, so A = R/(F ). The character lattice
M = Z〈(26, 1), (1, 1)〉 ⊂ Z2, and for every (α, β) ∈M , we know
R(α,β) = 〈x
aybzcwd | a(26, 1) + b(2, 2) + c(13, 13) + d(0, 25) = (α, β)〉.
In the ring A, if we want to determine A(α,β) it suffices to assume c ∈ {0, 1}. We also notice that
the parities of c and α are the same, so if we assume α even then we only need to take c = 0. Then
the equation becomes
A(α,β) = 〈x
aybwd | a(26, 1) + b(2, 2) + d(0, 25) = (α, β)〉.
By passing to a even larger multiple, we may assume that (α, β) = e(26, 1) + f(0, 25). Then
a(26, 1) + b(2, 2) + d(0, 25) = e(26, 1) + f(0, 25) implies
a = e− g, d = f − g, b = 13g where 0 ≤ g ≤ min{e, f}.
The weight cone ω ⊂MQ is generated by (26, 1) and (0, 25).
Next, we follow the set-up by Altmann and Hausen on polyhedral divisors [AH06]. Recall
that M ⊂ Z2 is the sublattice generated by (25, 0) and (1, 1). Let N ⊃ Z2 be the dual lattice
73
of M generated by 125(1,−1) and (0, 1). For each u = (α, β) ∈ ω ∩ M , we decompose it as
u = e(26, 1) + f(0, 25). Here e, f ∈ 126Z≥0 and e − f ∈ Z. Then the polyhedral divisor D on P
1 is
given by
D(u) =
{
13f [1]− 12f [0] if e ≥ f ≥ 0
13f [1]− 12f [0] + (e− f)[∞] if f ≥ e ≥ 0
The polyhedrals are given by
D[0] =
6
325
(1,−26) + σ, D[1] =
1
50
(−1, 26) + σ, D[∞] = conv((0, 0),
1
25
(1,−1)) + σ.
Here σ = ω∨ ⊂ NQ is spanned by (1, 0) and (−1, 26). Denote the four vertices by x0 =
6
325 (1,−26),
x1 =
1
50(−1, 26), x2 = (0, 0), and x3 = (
1
25 (1,−1)). Then these vertical divisors correspond to
D[0],x0 = (y = 0), D[1],x1 = (z = 0), D[∞],x2 = (w = 0), D[∞],x3 = (x = 0).
We also denote the extremal ray by ρ1 = 〈(1, 0)〉 and ρ2 = 〈(−1, 26)〉. Notice that
µ(x0) = 13, µ(x1) = 2, µ(x2) = 1, µ(x3) = 1.
Then for any presentation KP1 = a0[0] + a1[1] + a2[∞], we have
KY = (13a0 + 12)D[0],x0 + (2a1 + 1)D[1],x1 + a2(D[∞],x2 +D[∞],x3).
For simplicity, let us choose a0 = a1 = −1, a2 = 0. Then KY = −D[0],x0 −D[1],x1 . Hence
−(KY + cD[∞],x3) = D[0],x0 +D[1],x1 − cD[∞],x2 .
Next, we will try to use T -varieties to study test configurations. We follow the notation of [IS17].
Let us choose a point Q ∈ P1, a natural number m ∈ Z>0, and a vector v ∈
1
mN . Consider the
lattices M˜ :=M × Z and N˜ := N × Z. Define σ˜ ⊂ N˜Q as
σ˜ :=
〈
(v +
∑
P∈P1\{Q}
DP ,
1
m
), (
∑
P∈P1
DP , 0)
〉
.
Define the polyhedral divisor D˜ by
D˜ := (conv((v,
1
m
), (DQ, 0)) + σ˜)⊗Q+
∑
P∈P1\{Q}
((DP , 0) + σ˜)⊗ P.
Then we have a M˜ -graded algebra
A :=
⊕
u˜∈σ˜∨∩M˜
H0(P1,O(⌊D˜(u˜)⌋)).
Let Y(Q, v,m) := Spec A. Then we see D˜(0, k) = 0, so we have a subring A0 of A which consists
of (0, k)-graded pieces. Moreover, A0 = C[t] where t is the canonical section of O(⌊D˜(0, 1)⌋) = O.
Thus we get a T ×Gm-equivariant morphism Y → A
1. It is clear that
D˜(u, k) = min{(v, u) +
k
m
,DQ(u)} ·Q+
∑
P∈P1\{Q}
DP (u) · P.
Hence when k ≫ 0, we see D˜(u, k) = D(u). Thus the localization At = A⊗ C[t, t
−1].
Next, we analyze the central fiber Y0(Q, v,m) = Spec A/(t). It is clear that
Y0(Q, v,m) = Spec
⊕
(u,k)∈σ∨∩M˜
H0(P1,O(⌊D˜(u, k)⌋))/H0(P1,O(⌊D˜(u, k − 1)⌋)).
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For computational purposes, consider the lattice automorphism φ : N˜ → N˜ given by
φ(v′,m′) := (v′ −m′mv,m′).
The dual automorphism φ∨ : M˜ → M˜ is given by φ∨(u, k) = (u, k −m(v, u)). Hence
φ∗D˜(u, k) = D˜(φ
∨(u, k)) = min{
k
m
,DQ(u)} ·Q+
∑
P∈P1\{Q}
DP (u) · P.
In order for the φ∨(u, k)-graded piece of Y0 to be non-zero, we require two conditions:
(1) ⌊min{ km ,DQ(u)}⌋ > ⌊min{
k−1
m ,DQ(u)}⌋;
(2) deg⌊φ∗D˜(u, k)⌋ ≥ 0.
Condition (1) and (2) together are equivalent to k ∈ mZ and DQ(u) ≥
k
m , and∑
P∈P1\{Q}
⌊DP (u)⌋+
k
m
≥ 0
Denote by τ ⊂ N˜Q the cone generated by (DQ,−
1
m) and (
∑
P∈P1\{Q}DP ,
1
m ). Consider the
sublattice of M˜ of index m, namely M˜m :=M ×mZ ⊂ M˜ . Consider the semigroup
S := {(u, k) ∈ τ∨ ∩ M˜m |
∑
P∈P1\{Q}
⌊DP (u)⌋ +
k
m
≥ 0}
Then we have
(1) The central fiber Y0 is isomorphic to the affine toric variety Spec C[S];
(2) The normalization of Y0 is isomorphic to the affine toric variety Spec C[τ
∨ ∩ M˜m].
Hence Y0 is normal if and only if S = τ
∨ ∩ M˜m, which is equivalent of saying that the collection
{DP }P 6=Q is admissible.
Next, we want to study the limit of boundary divisor (w = 0) in the central fiber Y0. We
first realize (w = 0) in Y as a Cartier divisor. Let f be a rational function on P1 such that
div(f) = 12[0] − 13[1] + [∞]. Then we can check by [PS11, Proposition 3.14] that
div(f · χ(0,25)) = D[∞],x2 = (w = 0).
By the admissibility condition, the only choice of Q will be Q = [0] or [1].
Case 1: Q = [0]. For simplicity, we also set v = 0 at the moment. Then in our test configuration
Y([0], 0,m), we can compute similarly that
div(f · χ(0,25,k)) = (12m + k)D[0],(0, 1
m
) +D[∞],(x2,0).
Also, div(χ(0,0,1)) = D[0],(0, 1
m
) = Y0. Hence we know that D[∞],(x2,0) = div(f · χ
(0,25,−12m)). By
carefully checking the quotient map A → A/(t), we find out that the restriction of f · χ(0,25,−12m)
is exactly the function χ(0,25,−12m) on Y0. Hence we have (w = 0)|Y0 = div(χ
(0,25,−12m)). So the
computations are about the toric variety Y0 and its boundary divisor ∆0 := c · (w = 0)|Y0 . For
simplicity, we may assume m = 1. Then Y0 = Spec C[τ
∨ ∩ M˜ ]. The primitive vectors of τ in N˜ is
given by n1 = (
6
25 (1,−26),−13), n2 = (
1
25 (−1, 26), 2), and n3 = (
1
25 (1, 24), 2). Let u˜0 be the vector
in M˜Q representing the anticanonical divisor −KY0 , then (u˜0, ni) = 1. Let u˜1 be the vector in M˜Q
representing the divisor (w = 0)|Y0 . Then computation shows
u˜0 = (15, 15,−7), u˜1 = (0, 25,−12).
Thus for any toric valuation vξ of C(Y0) with ξ ∈ τ , we have
A(Y0,∆0)(vξ) = (u˜0 − cu˜1, ξ), volY0,o(vξ) = 6vol(τ
∨ ∩ (ξ ≤ 1)).
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From [LX18], we know that
Fut(Y,∆, ξ0; η) =
d
dt
∣∣∣∣
t=0
v̂ol(Y0,∆0),o(vξ0−tη).
In our setting, ξ0 = (0, 1, 0) is induced by the quotient map Y \ {o} → X26, and η = (−mv,m).
We know that all such η satisfy (η, η∗0) > 0 where η
∗
0 = (0, 0, 1) ∈ M˜ . We always have (ξ0, η
∗
0) = 0.
Proposition A.3. Under the above notation, we have Fut(Y,∆, ξ0; η) > 0 for any η satisfying
(η, η∗0) > 0 if and only if the centroid u˜2 of τ
∨ ∩ (ξ0 = 1) satisfies
u˜2 = a(u˜0 − cu˜1) + bη
∗
0
for some a, b > 0.
Proof. We first determine a by (u˜2, ξ0) = a(u˜0 − cu˜1, ξ0). Then the vector a(u˜0 − cu˜1) ∈ (ξ0 = 1).
Then we may choose η in a way such that (u˜0 − cu˜1, η) = 0 and (η, η
∗
0) > 0 since v̂ol is invariant
under rescaling. Then A(Y0,∆0)(vξ0−tη) = a
−1 > 0. Moreover, computation shows
d
dt
∣∣∣∣
t=0
vol(τ∨ ∩ ((ξ0 − tη) ≤ 1)) = vol(τ
∨ ∩ (ξ0 = 1)) · (a(u˜0 − cu˜1)− u˜2, η).
Hence Fut(Y,∆, ξ0; η) > 0 is equivalent to (a(u˜0−cu˜1)−u˜2, η) > 0 for any η satisfying (u˜0−cu˜1, η) = 0
and (η, η∗0) > 0. This is equivalent to a(u˜0 − cu˜1) − u˜2 = a
′(u˜0 − cu˜1) + bη
∗
0 for some a
′ ∈ R and
b > 0. Since (ξ, η∗0) = 0, we get a
′ = 0. Hence the proof is finished. 
By computation we have
u˜2 = (9, 1,−
49
150
), u˜0 − cu˜1 = (15, 15 − 25c,−7 + 12c), η
∗
0 = (0, 0, 1).
Hence the only c satisfying the condition of Proposition A.3 is c = 815 .
Case 2: Q = [1]. As always, we want to first determine the polyhedral divisors. We know that
D[0] +D[∞] = conv(
6
325
(1,−26),
1
325
(19,−169)) + σ,
D[0] +D[1] +D[∞] = conv(
1
650
(−1, 26),
1
26
(1, 0)) + σ.
It is clear that Y([1], 0,m) has five distinguished vertical divisors:
D[0],(x0,0), D[1],(x1,0), D[1],(0, 1
m
), D[∞],(x2,0), D[∞],(x3,0).
We can compute that
div(f · χ(0,25,k)) = (−13m+ k)D[1],(0, 1
m
) +D[∞],(x2,0).
We also have div(χ(0,0,1)) = D[1],(0, 1
m
) = Y0. Hence we have D[∞],(x2,0) = div(f · χ
(0,25,13m)). Next
we will analyze the cone τ ⊂ N˜Q. Assume m = 1 for simplicity. Then the primitive vectors of τ in
N˜ is n1 = (
1
25 (−1, 26),−2), n2 = (
6
25 (1,−26), 13), and n3 = (
1
25 (19,−169), 13). Let u˜0 and u˜1 be
vectors in M˜Q representing −KY0 and (w = 0)|Y0 , respectively. Then
u˜0 = (15, 15, 7), u˜1 = (0, 25, 13).
We still have ξ0 = (0, 1, 0) and η
∗
0 = (0, 0, 1). Hence
u˜2 = (9, 1,
319
975
), u˜0 − cu˜1 = (15, 15 − 25c, 7 − 13c), η
∗
0 = (0, 0, 1).
Hence the only c satisfying the condition of Proposition A.3 is c = 815 . 
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A.2. A11. For plane quintic curves with A11-singularities, we have two cases: reducible and irre-
ducible curves. We begin with the reducible case.
A.2.1. A11 reducible. Let C be a reducible plane quintic curve with an A11-singularity. Then after
a projective transformation, in the affine coordinates [x, y, 1] we can write the equation of C as (see
Proposition A.1)
C =
(
(x− y2)((x− y2)(1 + sx)− x3) = 0
)
.
In other words, we have p = 0, u = 0, and r = 1 in (A.1). Let us choose a 6-jet (x′, y) at the origin
by x′ := x− y2 − 12y
6. Then the equation of C in (x′, y) becomes
x′2 = 14y
12 + higher order terms,
where (x′, y) has weight (6, 1). The only parameter of C here is s ∈ A1. All these curves are GIT
stable. When s goes to infinity, the unique GIT polystable limit will be Q5, i.e. the double conic
union a transversal line.
Theorem A.4. Suppose C ⊂ P2 is a reducible quintic curve with an A11 singularity. Then the
log Fano pair (P2, cC) is K-semistable if and only if 0 < c ≤ 611 . Moreover, (P(1, 1, 4),
6
11C0) is the
K-polystable degeneration of (P2, 611C) where C0 = (x
2z2 + y6z = 0).
Proof. We first prove the “only if” part. Suppose (P2, cC) is K-semistable, and we want to show
c ≤ 611 . Let us perform the (6, 1)-weighted blow up of P
2 in the coordinates (x′, y), and denote
the resulting surface and exceptional divisor by (X,E), with π : X → P2 the weighted blow up
morphism. Let Q = (x = y2) be a smooth conic in P2. We know that the weight of x−y2 = x′+ 12y
6
is 6, hence Q := π−1∗ Q ∼ 2π
∗H − 6E is effective on X. It is easy to see (E2) = −16 and (Q
2
) = −2,
hence the Mori cone of X is generated by E and Q. It is clear that
A(P2,cC)(E) = 7− 12c, −KP2 − cC ∼Q (3− 5c)H.
We also have π∗H − tE is ample if and only if 0 < t < 2, and big if and only if 0 ≤ t < 3. Then by
computation, we have
volX(π
∗H − tE) =
{
1− t
2
6 if 0 ≤ t ≤ 2;
(3−t)2
3 if 2 ≤ t ≤ 3.
Hence S(P2,cC)(E) = (3− 5c)
∫∞
0 volX(π
∗H − tE) = (3− 5c)53 . So the valuative criterion (Theorem
2.9) implies
7− 12c = A(P2,cC)(E) ≥ S(P2,cC)(E) = (3− 5c)
5
3
,
which implies c ≤ 611 .
We now begin showing the “if” part. Similar to the proof of Theorem 7.2, we construct a special
degeneration then later on use techniques of Ilten and Su¨ß[IS17] to show K-polystability of the
degeneration.
Proposition A.5. The log Fano pair (P2, cC) admits a special degeneration to (P(1, 1, 4), cC0)
where C0 is given by the equation x
2z2 + y6z = 0.
Proof. Here is the construction of the special degeneration. Take our family (P2, C) × A1. We
perform the following birational transformations:
X X+
P2 × A1 Y Z
π
g
f
h
ψ
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Where in the central fiber we have
S ∪X Ŝ ∪X ′
P2 S ∪X ′ S′
π
g
f
h
ψ
Here π is the (6, 1, 1)-weighted blow up of P2 × A1 in the local coordinates (x′, y, t), S = P(1, 1, 6)
is the exceptional divisor of π, g is the contraction of Q in X ⊂ X0, f is the flip of the curve Q in
X0 (since by computation the normal bundle NQ/X
∼= OQ(−2) ⊕OQ(−1)), and ψ is the divisorial
contraction that contracts X ′ to a point.
Let us analyze the geometry of these birational maps. Suppose S has projective coordinates
[x1, x2, x3] of weights (1, 1, 6) respectively. Then S ∩ X = E = (x1 = 0), and Q ∩ E = {p} is a
smooth point of S and X. Since Q has normal bundle O(−2) ⊕ O(−1) in X , the surface Ŝ is a
(2, 1)-weighted blow up of S at p. Let Q
+
be the flipped curve in Ŝ, then Ŝ has an A1-singularity at
the unique intersection of h−1∗ E and Q
+
. Then ψ : Ŝ → S′ contracts h−1∗ E and creates a singularity
of type 14(1, 1). Thus S
′ is P(1, 1, 4).
For the degeneration C0 of C in S
′, note that π−1∗ (C × A
1) ∩ S is the curve C ′0 = (x
2
3 =
1
4x
12
2 ).
In addition, we know that p has coordinate [0, 1,−12 ] which is contained in C
′
0. It is clear that C
′
0
has an A11-singularity at [1, 0, 0] near where the birational map S 99K S
′ is an isomorphism. Thus
C0 has an A11-singularity at a smooth point of S
′ as well. Since Q is contained in C, we know
that Q
′
:= ψ∗Q
+
is contained in the degeneration C0 of C. By a toric computation we know that
Q
′
= (z = 0) in S′ = P(1, 1, 4). This implies that up to a projective transformation C0 has the
equation (x2z2 + y6z = 0) in P(1, 1, 4). 
Now we return to the proof of the theorem. By Propositions A.5, A.6, and Theorem 2.16, we
know that (P2, 611C) is K-semistable. Hence the proof is finished by Proposition 2.13. 
We verify K-polystability of (P(1, 1, 4), 611C0) below.
Proposition A.6. The log Fano pair (P(1, 1, 4), 611C0) is K-polystable where C0 = (x
2z2+y6z = 0).
Proof. It is clear that the pair (P(1, 1, 4), 611C0) admits a Gm-action, which can be lifted to a
G2m-action on Y := C(P(1, 1, 4),OP(1,1,4)(1))
∼= A3(x,y,z) as
(x, y, z) 7→ (µx, λµy, λ6µ4z).
Thus by [LWX18, Theorem 1.4] it suffices to showGm-equivariant K-polystability of (P(1, 1, 4),
6
11C0).
Denote by N the lattice of 1-PS’s in G2m. Since Y is a toric variety with the standard G
3
m-action,
we denote by NY the lattice of 1-PS’s in G
3
m. By [AH06, Section 11], we have an embedding of
lattices F : N → NY and a (non-canonical) surjective map s : NY → N with s ◦ F = id. Then the
maps F and s can be chosen as
F =
0 11 1
6 4
 , s = [−1 1 0
1 0 0
]
.
Computation shows σ ⊂ NQ is spanned by (−2, 3) and (1, 0). The non-trivial polyhedral divisors
are
D[0] = conv((0, 0), (−
1
2
,
1
2
)) + σ, D[∞] = (
1
6
, 0) + σ.
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Denote by x0 = (0, 0), x1 = (−
1
2 ,
1
2), x2 = (
1
6 , 0). Then computation shows
div(χ(0,1)) = D[0],x1 = (x = 0)
div(χ(1,1)) = D[∞],x2 = (y = 0)
div(f · χ(6,4))) = D[0],x0 = (z = 0)
Here f is a rational function on P1 with div(f) = [0]− [∞]. Let us choose a rational function g on
P1 such that div(g) = [1]− [∞]. Then in a suitable coordinate of P1, we have
div(g · χ(6,6)) = (x2z = y6) = D[1],0.
Hence the boundary divisor is given by ∆ = c · div(fg · χ(12,10)) = c(D[0],x0 +D[1],0).
Next we will look at the test configuration picture.
Case 1: Q = [0]. Computation shows that there are four distinguished vertical divisors on Y:
D[0],(x1,0) = (x = 0), D[∞],(x2,0) = (y = 0), D[0],(x0,0) = (z = 0), D[0],(0,1) = Y0.
By computation, we have
div(fg · χ(12,10,k)) = D[0],(x0,0) +D[1],(0,0) + (k + 1)D[0],(0,1).
Hence (D[0],(x0,0) +D[1],(0,0))|Y0 = div(χ
(12,10,−1)). We know that τ is spanned by n1 = (0, 0,−1),
n2 = (−1, 1,−2), and n3 = (1, 0, 6). We still have ξ0 = (0, 1, 0) and η
∗
0 = (0, 0, 1). Hence
u˜0 = (7, 6,−1), u˜1 = (12, 10,−1), u˜2 =
1
12
(10, 12,−1).
To satisfy the condition of Proposition A.3, the only c is c = 611 .
Case 2: Q = [∞]. Computation shows that there are four distinguished vertical divisors on Y:
D[0],(x1,0) = (x = 0), D[∞],(x2,0) = (y = 0), D[0],(x0,0) = (z = 0), D[∞],(0,1) = Y0.
By computation, we have
div(fg · χ(12,10,k)) = D[0],(x0,0) +D[1],(0,0) + (k − 2)D[0],(0,1).
Hence (D[0],(x0,0) + D[1],(0,0))|Y0 = div(χ
(12,10,2)). We know that τ is spanned by n1 = (0, 0, 1),
n2 = (−1, 1, 2), and n3 = (1, 0,−6). We still have ξ0 = (0, 1, 0) and η
∗
0 = (0, 0, 1). Hence
u˜0 = (7, 6, 1), u˜1 = (12, 10, 2), u˜2 =
1
12
(10, 12, 1).
To satisfy the condition of Proposition A.3, the only c is c = 611 . 
A.2.2. A11 irreducible. Let C be an irreducible plane quintic curve with an A11-singularity. Then
after a projective transformation, in the affine coordinate [x, y, 1] we can write the equation of C
as (see Proposition A.1)
C =
(
(x− y2)((x− y2)(1 + sx) + 2x2y) + x5 = 0
)
.
In other words, we have p = −1, u = 1, and r = 0 in (A.1). Let us choose a 6-jet (x′, y) at the
origin by x′ := x− y2 + y5. Then the equation of C in (x′, y) becomes
x′2 = −sy12 + higher order terms,
where (x′, y) has weight (6, 1). The only parameter here is s ∈ A1 \ {0}. All these curves are GIT
stable. If s = 0, we recover the GIT stable A12 quintic curve discussed earlier. When s goes to
infinity, the unique GIT polystable limit will be Q5, i.e. the double conic union a transversal line.
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Theorem A.7. Suppose C ⊂ P2 is an irreducible quintic curve with an A11 singularity. Then the
log Fano pair (P2, cC) is K-semistable if and only if 0 < c ≤ 63115 . Moreover, (P(1, 4, 25),
63
115C0) is
the K-polystable degeneration of (P2, 63115C) where C0 = (z
2 + x2y12 = 0).
Proof. We first prove the “only if” part. Suppose (P2, cC) is K-semistable, and we want to show
c ≤ 63115 . Let us perform the (6, 1)-weighted blow up of P
2 in the coordinates (x′, y), and denote
the resulting surface and exceptional divisor by (X,E), with π : X → P2 the weighted blow up
morphism. Let Q = (x = y2) be a smooth conic in P2. We know that the weight of x− y2 = x′− y5
is 5, hence Q := π−1∗ Q ∼ 2π
∗H−5E is effective on X. It is easy to see (E2) = (Q
2
) = −16 , hence the
Mori cone of X is generated by E and Q. We again use the valuative criterion of K-semistability
by Fujita and Li (Theorem 2.9), then
A(P2,cC)(E) = 7− 12c, −KP2 − cC ∼Q (3− 5c)H.
We also have π∗H − tE is ample if and only if 0 < t < 125 , and big if and only if 0 ≤ t <
5
2 . Then
by computation, we have
volX(π
∗H − tE) =
{
1− t
2
6 if 0 ≤ t ≤
12
5 ;
(5− 2t)2 if 125 ≤ t ≤
5
2 .
Hence S(P2,cC)(E) = (3− 5c)
∫∞
0 volX(π
∗H − tE) = (3− 5c)4930 . Since (P
2, cC) is K-semistable, the
valuative criterion (Theorem 2.9) implies
7− 12c = A(P2,cC)(E) ≥ S(P2,cC)(E) = (3− 5c)
49
30
,
which implies c ≤ 63115 .
We now begin showing the “if” part. Similar to the proof of Theorems 7.2 and A.4, we construct
a special degeneration then later on use techniques of Ilten and Su¨ß[IS17] to show K-polystability
of the degeneration.
Proposition A.8. The log Fano pair (P2, cC) admits a special degeneration to (P(1, 4, 25), cC0)
where C0 is given by the equation z
2 + x2y12 = 0.
Proof. We follow notation from the first two diagrams of the proof of Proposition A.5. Here π
is the (6, 1, 1)-weighted blow up of P2 × A1 in the local coordinates (x′, y, t), S = P(1, 1, 6) is the
exceptional divisor of π, g is the contraction of Q in X ⊂ X0, f is the flip of the curve Q in X0,
and ψ is the divisorial contraction that contracts X ′ to a point.
Let us analyze the geometry of these birational maps. Suppose S has projective coordinates
[x1, x2, x3] of weights (1, 1, 6) respectively. Then S ∩ X = E = (x1 = 0), and Q ∩ E = {p} is
the unique singular point of S (type 16(1, 1)) and X (type A5). Inside the surface X, we have two
smooth rational curves E and Q intersecting at p, such that (E2) = (Q
2
) = −16 . Hence contracting
Q in X yields a smooth surface X ′ which has to be P2 by degree computation. On the other hand,
Ŝ and X ′ intersect along the proper transform Ê of E which becomes a conic curve in X ′ ∼= P2.
Hence (Ê2) = −4 in Ŝ. Moreover, h : Ŝ → S ∼= P(1, 1, 6) is a partial resolution of p which only
extracts the flipped curve Q
+
. By some combinatorial computation, we know that Ŝ is a toric
blow-up of S at p which creates a singularity of type 125(1, 4) away from Ê. Hence S
′ is a toric
surface carrying two singularities of types 125(1, 4) and
1
4 (1, 1). Thus S
′ ∼= P(1, 4, 25).
For the degeneration C0 of C on S
′, note that π∗(C ×A
1)∩S is the curve C ′0 = (x
2
3+ sx
12
2 = 0).
In addition, we know that p has coordinate [0, 0, 1] which is not contained in C ′0. It is clear
that C ′0 has an A11-singularity at the point [1, 0, 0] which is not p and does not lie on E. Since
S 99K S′ is isomorphic around [1, 0, 0], we know that C ′0 has an A11-singularity at a smooth point
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of P(1, 4, 25). Since the 125 (1, 4) singularity on Ŝ does not lie on Ê, we know that C0 does not
pass through [0, 0, 1] on S′ ∼= P(1, 4, 25). Hence after a projective coordinates change we may write
C0 = (z
2 + x2y12 = 0). 
Now we return to the proof of the theorem. By Propositions A.8, A.9, and Theorem 2.16, we
know that (P2, 63115C) is K-semistable. Hence the proof is finished by Proposition 2.13. 
We verify K-polystability of (P(1, 4, 25), 63115C0) below.
Proposition A.9. The log Fano pair (P(1, 4, 25), 63115C0) is K-polystable where C0 = (z
2+x2y12 = 0).
Proof. It is clear that the pair (P(1, 4, 25), 63115C0) admits a Gm-action, which can be lifted to a
G2m-action on Y := C(P(1, 4, 25),OP(1,4,25)(1))
∼= A3(x,y,z) as
(x, y, z) 7→ (µx, λµ4y, λ6µ25z).
Thus by [LWX18, Theorem 1.4] it suffices to showGm-equivariant K-polystability of (P(1, 4, 25),
63
115C0).
Denote by N the lattice of 1-PS’s in G2m. Since Y is a toric variety with the standard G
3
m-action,
we denote by NY the lattice of 1-PS’s in G
3
m. By [AH06, Section 11], we have an embedding of
lattices F : N → NY and a (non-canonical) surjective map s : NY → N with s ◦ F = id. Then the
maps F and s can be chosen as
F =
0 11 4
6 25
 , s = [−4 1 0
1 0 0
]
.
Computation shows σ ⊂ NQ is spanned by (−4, 1) and (1, 0). The only non-trivial polyhedral
divisor is
D[∞] = conv((−4, 1), (
1
6
, 0)) + σ.
Denote by x0 = (
1
6 , 0) and x1 = (−4, 1). Then we have
(x = 0) = div(χ(0,1)) = D[∞],x0, (y = 0) = div(χ
(1,4)) = D[∞],x1.
Moreover, for any P 6= [∞] we may take the function fP on P
1 such that div(f) = P − [∞]. Then
we may compute out that
div(fP · χ
(6,25)) = DP,0 ∼ D[∞],x0 + 6D[∞],x1.
This implies that the curve C induces a divisor on Y which corresponding to div(fP1fP2 · χ
(12,50))
for some P1 6= P2 ∈ P
1 \ {∞}.
Next we will look at the test configuration picture.
Case 1: Q = [∞]. Computation shows that on Y there are three distinguished vertical divisors:
D[∞],(x0,0) = (x = 0), D[∞],(x1,0) = (y = 0), D[∞],(0,1) = Y0.
Again by computation, we have
div(fP · χ
(6,25,k)) = DP,(0,0) + (k − 1)D[∞],(0,1).
Hence we need to take k = 1, and we getDP,(0,0)|Y0 = div(χ
(6,25,1)). This implies that ∆0 = c·div(χ
(12,50,2)).
The central fiber Y0 = Spec C[τ
∨ ∩ M˜ ], where τ is spanned by n1 = (−4, 1,−1), n2 = (1, 0,−6),
and n3 = (0, 0, 1). We still have ξ0 = (0, 1, 0) and η
∗
0 = (0, 0, 1). Hence we have
u˜0 = (7, 30, 1), u˜1 = (12, 50, 2), u˜2 =
1
300
(49, 300, 4).
To satisfy the condition of Proposition A.3, the only c is c = 63115 .
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Case 2: Q 6= [∞]. Computation shows that on Y there are three distinguished vertical divisors:
D[∞],(x0,0) = (x = 0), D[∞],(x1,0) = (y = 0), DQ,(0,1) = Y0.
Again by computation, we have
div(fP · χ
(6,25,k)) =
{
DP,(0,0) + kDQ,(0,1) if P 6= Q
DQ,(0,0) + (k + 1)DQ,(0,1) if P = Q
Hence we have
DP,(0,0)|Y0 =
{
div(χ(6,25,0)) if P 6= Q
div(χ(6,25,−1)) if P = Q
This implies that ∆0 = c · div(χ
12,50,δ) where δ = −1 if Q ∈ {P1, P2} and δ = 0 otherwise. The
central fiber Y0 = Spec C[τ
∨ ∩ M˜ ], where τ is spanned by n1 = (−4, 1, 1), n2 = (1, 0, 6), and
n3 = (0, 0,−1). We still have ξ0 = (0, 1, 0) and η
∗
0 = (0, 0, 1). Hence we have
u˜0 = (7, 30,−1), u˜1 = (12, 50, δ), u˜2 =
1
300
(49, 300,−4).
To satisfy the condition of Proposition A.3, the only c is c = 63115 . 
A.3. A10. Let C be an irreducible plane quintic curve with an A10-singularity. Then after a
projective transformation, in the affine coordinate [x, y, 1] we can write the equation of C as (see
Proposition A.1)
C =
(
(x− y2)((x− y2)(1 + sx) + 2x2y − rx3) + x5 = 0
)
.
In other words, we have p = −1 and u = 1 in (A.1). Let us choose a 5-jet (x′, y) at the origin by
x′ := x− y2 + y5. Then the equation of C in (x′, y) becomes
x′2 = −ry11 + higher order terms,
where (x′, y) has weight (11, 2). The parameter here is (s, r) ∈ A1 × (A1 \ {0}). All these curves
are GIT stable. If r = 0, we recover the GIT stable irreducible A11 quintic curve discussed earlier.
Theorem A.10. Suppose C ⊂ P2 is a quintic curve with an A10 singularity. Then the log Fano pair
(P2, cC) is K-semistable if and only if 0 < c ≤ 5495 . Moreover, (P(1, 4, 25),
54
95C0) is the K-polystable
degeneration of (P2, 5495C) where C0 = (z
2 + x6y11 = 0).
Proof. We first prove the “only if” part. Suppose (P2, cC) is K-semistable, and we want to show
c ≤ 5495 . Let us perform the (11, 2)-weighted blow up of P
2 in the coordinates (x′, y), and denote
the resulting surface and exceptional divisor by (X,E), with π : X → P2 the weighted blow up
morphism. Let Q = (x = y2) be a smooth conic in P2. We konw that the weight of x−y2 = x′−y5 is
10, hence Q := π−1∗ Q ∼ 2π
∗H−10E is effective on X. It is easy to see (E2) = − 122 and (Q
2
) = − 611 ,
hence the Mori cone of X is generated by E and Q. It is clear that A(P2,cC)(E) = 13 − 22c and
−KP2 − cC ∼Q (3 − 5c)H. We also have π
∗H − tE is ample if and only if 0 < t < 225 , and big if
and only if 225 ≤ t < 5. Then by computation, we have
volX(π
∗H − tE) =

1− t2
22
if 0 ≤ t ≤ 225 ;
(10 − 2t)2
12
if 225 ≤ t < 5.
Hence S(P2,cC))(E) = (3− 5c)
∫∞
0 volX(π
∗H − tE) = (3− 5c)4715 . Since (P
2, cC) is K-semistable, the
valuative criterion (Theorem 2.9) implies
13− 22c = A(P2,cC))(E) ≥ S(P2,cC))(E) = (3− 5c)
47
15
,
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which implies c ≤ 5495 .
We now begin showing the “if” part. Similar to the proof of Theorems 7.2, A.4, and A.7,
we construct a special degeneration then later on use techniques of Ilten and Su¨ß[IS17] to show
K-polystability of the degeneration.
Proposition A.11. The log Fano pair (P2, cC) admits a special degeneration to (P(1, 4, 25), cC0)
where C0 is given by the equation (z
2 + x6y11 = 0).
Proof. We follow notation from the first two diagrams of the proof of Proposition A.5. Here π is
the (11, 2, 1)-weighted blow up of P2 × A1 in the local coordinates (x′, y, t), S = P(1, 2, 11) is the
exceptional divisor of π, g is the contraction of Q in X ⊂ X0, f is the flip of the curve Q in X0,
and ψ is the divisorial contraction that contracts X ′ to a point.
Let us analyze the geometry of these birational maps. Suppose S has projective coordinates
[x1, x2, x3] of weights (1, 2, 11) respectively. Then S ∩ X = E = (x1 = 0), and Q ∩ E = {p} is
a singular point of S (type 111(1, 2)) and X (type
1
11(1, 9)). Inside the surface X, we have two
smooth rational curves E and Q intersecting at p, such that (E2) = − 122 and (Q
2
) = − 611 . Hence
contracting Q in X yields a surface X ′ with two singularities of types A1 and
1
6(1, 5). On the other
hand, Ŝ and X ′ intersect along the proper transform Ê of E with (Ê2) = 13 . Hence (Ê
2) = −13
in Ŝ. Moreover, h : Ŝ → S ∼= P(1, 2, 11) is a partial resolution of p = [0, 0, 1] which only extracts
the flipped curve Q
+
. By some combinatorial computation, we know that Ŝ is a toric blow-up of
S at p which creates a singularity of type 125 (1, 4) away from Ê. Moreover, Ê passes through two
singularities of Ŝ of types A1 and
1
6(1, 1). Hence S
′ is a toric surface carrying two singularities of
types 125 (1, 4) and
1
4(1, 1) (coming from contracting Ê). Thus S
′ ∼= P(1, 4, 25).
For the degeneration C0 of C on S
′, note that π∗(C ×A
1)∩S is the curve C ′0 = (x
2
3+ rx
11
2 = 0).
In addition, we know that p has coordinate [0, 0, 1] which is not contained in C ′0. It is clear
that C ′0 has an A10-singularity at the point [1, 0, 0] which is not p and does not lie on E. Since
S 99K S′ is isomorphic around [1, 0, 0], we know that C ′0 has an A10-singularity at a smooth point
of P(1, 4, 25). Since the 125 (1, 4) singularity on Ŝ does not lie on Ê, we know that C0 does not
pass through [0, 0, 1] on S′ ∼= P(1, 4, 25). Hence after a projective coordinates change we may write
C0 = (z
2 + x2(x4 − ay)y11 = 0). Since Aut(P(1, 4, 25), C0) is not discrete, we conclude that a = 0
which finishes the proof. 
Now we return to the proof of the theorem. By Propositions A.11, A.12, and Theorem 2.16, we
know that (P2, 5495C) is K-semistable. Hence the proof is finished by Proposition 2.13. 
We verify K-polystability of (P(1, 4, 25), 5495C0) below.
Proposition A.12. The log Fano pair (P(1, 4, 25), 5495C0) is K-polystable where C0 = (z
2+x6y11 = 0).
Proof. It is clear that the pair (P(1, 4, 25), 5495C0) admits a Gm-action, which can be lifted to a
G2m-action on Y := C(P(1, 4, 25),OP(1,4,25)(1))
∼= A3(x,y,z) as
(x, y, z) 7→ (µx, λ2µ4y, λ11µ25z).
Thus by [LWX18, Theorem 1.4] it suffices to showGm-equivariant K-polystability of (P(1, 4, 25),
54
95C0).
Denote by N the lattice of 1-PS’s in G2m. Since Y is a toric variety with the standard G
3
m-action,
we denote by NY the lattice of 1-PS’s in G
3
m. By [AH06, Section 11], we have an embedding of
lattices F : N → NY and a (non-canonical) surjective map s : NY → N with s ◦ F = id. Then the
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maps F and s can be chosen as
F =
 0 12 4
11 25
 , s = [1 6 −1
1 0 0
]
.
Computation shows σ ⊂ NQ is spanned by (−2, 1) and (1, 0). The polyhedral divisor is
D[0] = (−
1
2
, 0) + σ, D[∞] = conv(
1
6
(1, 1), (
6
11
, 0)) + σ.
Denote by x0 = (−
1
2 , 0), x1 =
1
6 (1, 1), and x2 = (
6
11 , 0). Then computation shows
div(χ(0,1)) = D[∞],x1 = (x = 0)
div(f · χ(2,4)) = D[∞],x2 = (y = 0)
div(f6 · χ(11,25)) = D[0],x0 = (z = 0)
Here f is a rational function on P1 such that div(f) = [0]− [∞]. Let us choose a rational function
g on P1 such that div(g) = [1]− [∞]. Then in a suitable coordinate of P1, we have
div(f11g · χ(22,50)) = (z2 − x6y11 = 0) = D[1],0.
Next we will look at the test configuration picture.
Case 1: Q = [0]. Computation shows that there are four distinguished vertical divisors on Y:
D[∞],(x1,0) = (x = 0), D[∞],(x2,0) = (y = 0), D[0],(x0,0) = (z = 0), D[0],(0,1) = Y0.
By computation, we have
div(f11g · χ(22,50,k)) = D[1],(0,0) + (k + 11)D[0],(0,1).
Hence D[1],(0,0)|Y0 = div(χ
(22,50,−11)). We know that τ is spanned by n1 = (−1, 0,−2), n2 = (1, 1, 6),
and n3 = (6, 0, 11). We still have ξ0 = (0, 1, 0) and η
∗
0 = (0, 0, 1). Hence
u˜0 = (13, 30,−7), u˜1 = (22, 50,−11), u˜2 =
1
300
(94, 300,−49)
To satisfy the condition of Proposition A.3, the only c is c = 5495 .
Case 2: Q = [∞]. Computation shows that there are four distinguished vertical divisors on Y:
D[∞],(x1,0) = (x = 0), D[∞],(x2,0) = (y = 0), D[0],(x0,0) = (z = 0), D[∞],(0,1) = Y0.
By computation, we have
div(f11g · χ(22,50,k)) = D[1],(0,0) + (k − 12)D[∞],(0,1).
Hence D[1],(0,0)|Y0 = div(χ
(22,50,12)). We know that τ is spanned by n1 = (−1, 0, 2), n2 = (1, 1,−6),
and n3 = (6, 0,−11). We still have ξ0 = (0, 1, 0) and η
∗
0 = (0, 0, 1). Hence
u˜0 = (13, 30, 7), u˜1 = (22, 50, 12), u˜2 =
1
300
(94, 300, 49)
To satisfy the condition of Proposition A.3, the only c is c = 5495 . 
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A.4. Valuative criterion computations. In this section, we provide several consequences of
the valuative criterion (Theorem 2.9). These results will be useful in proving wall crossings for
K-moduli spaces of plane quintics.
Proposition A.13. Let C be a curve on P(1, 1, 4) of degree 10.
(1) Assume the equation of C has the form x2z2 + y6z + g(x, y) = 0. If (P(1, 1, 4), cC) is
K-semistable, then c ≥ 611 .
(2) Assume the equation of C has the form x2z2+axy5z+ g(x, y) = 0 or f(x, y)z+ g(x, y) = 0.
Then (P(1, 1, 4), cC) is K-unstable for any c ∈ (0, 35).
Proof. For simplicity we denote by X := P(1, 1, 4).
(1) Let us consider the point [0, 0, 1] on X. If we set z = 1, then we have a cyclic quotient map
π : A2(x,y) → X defined by π(x, y) = [x, y, 1]. Let v := π∗v˜ where v˜ is the monomial valuation
on A2(x,y) of weights (3, 1). Since the equation of C is given by ax
2 + g(x, y) + h(x, y) = 0 where
deg g = 6 and deg h = 10, we have v(C) ≥ 6. Since v is a toric valuation, computation shows that
volX(O(1)− tv) =
{
1
4(1−
t2
3 ) if 0 ≤ t ≤ 1
1
24 (3− t)
2 if 1 ≤ t ≤ 3
Hence S(X,cC)(v) =
6−10c
volX(O(1))
∫∞
0 volX(O(1) − tv)dt =
4
3(6 − 10c). Since (X, cC) is K-semistable,
by valuative criterion (Theorem 2.9) we have
4− 6c ≥ A(X,cC)(v) ≥ S(X,cC)(v) =
4
3
(6− 10c),
which implies c ≥ 611 .
(2) First we assume that the equation of C has the form x2z2 + y6z + g(x, y) = 0. We again
consider the affine chart z = 1 and the cyclic quotient map π. Let v′ := π∗v˜
′ where v˜′ is the
monomial valuation on A2(x,y) of weights (5, 1). By the equation of C we have v
′(C) ≥ 10. Since v′
is also a toric valuation, computation shows that
volX(O(1) − tv
′) =
{
1
4(1−
t2
5 ) if 0 ≤ t ≤ 1
1
80(5− t)
2 if 1 ≤ t ≤ 5
Hence S(X,cC)(v
′) = 6−10cvolX(O(1))
∫∞
0 volX(O(1) − tv
′)dt = 2(6 − 10c). Since (X, cC) is K-semistable,
valuative criterion (Theorem 2.9) implies that
6− 10c ≥ A(X,cC)(v
′) ≥ S(X,cC)(v
′) = 2(6− 10c).
Thus c ≥ 35 but this is a contradiction. So (X, cC) is always K-unstable for any c ∈ (0,
3
5).
Finally we treat the case where C has equation f(x, y)z + g(x, y) = 0. It is clear that the log
canonical threshold of (X;C) at [0, 0, 1] is at least 13 since deg f = 6 and deg g = 10. Thus (X, cC)
is K-unstable whenever c ≥ 13 . On the other hand, by Theorem 5.2 we know that the surface
X = P(1, 1, 4) never appears in the K-moduli stack P
K
5,c when c <
3
7 . Thus (X, cC) is always
K-unstable for any c ∈ (0, 35). This finishes the proof. 
Next we will state results about curves on P(1, 4, 25).
Proposition A.14. Let C be a curve on P(1, 4, 25) of degree 50.
(1) Suppose C is defined by z2+x2y12+x6g(x, y) = 0. If (P(1, 4, 25), cC) is K-semistable, then
c ≥ 63115 .
(2) Suppose C is defined by z2 + x6y11 + x10g(x, y) = 0. If (P(1, 4, 25), cC) is K-semistable,
then c ≥ 5495 .
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(3) Suppose C is defined by z2+x10g(x, y) = 0 or f(x, y)z+ g(x, y) = 0. Then (P(1, 4, 25), cC)
is K-unstable for any 0 < c < 3/5.
Proof. For simplicity we denote by X := P(1, 4, 25).
(1) Let us consider the point [0, 1, 0] corresponding to the 14(1, 1) singularity in P(1, 4, 25). If we
set y = 1, then we have a cyclic quotient map π : A2(x,z) → X defined by π(x, z) = [x, 1, z]. Let
v := π∗ord0, then AX(v) = 2, and
volX(O(1) − tv) =
{
1
100(1− 25t
2) if 0 ≤ t ≤ 125
1
96(1− t)
2 if 125 ≤ t ≤ 1
Hence computation shows S(X,cC)(v) =
30−50c
volX(O(1))
∫∞
0 volX(O(1)− tv)dt =
26
75 (30− 50c). Since C is
of degree 50, we have v(C) ≥ 2 because the lowest degree terms of C at [0, 1, 0] are x2y12, xzy6,
and z2. Since (X, cC) is K-semistable, by valuative criterion (Theorem 2.9) we have
2− 2c ≥ A(X,cC)(v) ≥ S(X,cC)(v) =
26
75
(30 − 50c),
which implies c ≥ 63115 .
(2) We follow the similar set-up as (1), except that we consider the valuation v′ = π∗v˜
′ where v˜′
is the monomial valuation of weights (1, 3) in coordinates (x, z). Thus AX(v
′) = 4, and
volX(O(1)− tv
′) =
{
1
100 −
t2
12 if 0 ≤ t ≤
3
25
1
88 (1− t)
2 if 325 ≤ t ≤ 1
Hence computation shows S(X,cC)(v
′) = 30−50cvolX(O(1))
∫∞
0 volX(O(1) − tv
′)dt = 2875 (30 − 50c). From
the equation of C it is clear that v′(C) ≥ 6. Since (X, cC) is K-semistable, by valuative criterion
(Theorem 2.9) we have
4− 6c ≥ A(X,cC)(v
′) ≥ S(X,cC)(v
′) =
28
75
(30− 50c),
which implies c ≥ 5495 .
(3) First we consider the case where C has equation z2 + x10g(x, y) = 0. We follow the similar
set-up as (1), except that we consider the valuation v′′ = π∗v˜
′′ where v˜′′ is the monomial valuation
of weights (1, 5) in coordinates (x, z). Thus AX(v
′′) = 6, and
volX(O(1) − tv
′′) =
{
1
100 (1− 5t
2) if 0 ≤ t ≤ 15
1
80 (1− t)
2 if 15 ≤ t ≤ 1
Hence computation shows S(X,cC)(v
′′) = 30−50cvolX(O(1))
∫∞
0 volX(O(1)− tv
′′)dt = 25 (30− 50c). From the
equation of C it is clear that v′′(C) ≥ 10. If (X, cC) is K-semistable, then by valuative criterion
(Theorem 2.9) we have
6− 10c ≥ A(X,cC)(v
′′) ≥ S(X,cC)(v
′′) =
2
5
(30− 50c),
which implies c ≥ 35 . Hence (X, cC) is always K-unstable for any c ∈ (0,
3
5).
Finally we consider the case where C has equation f(x, y)z+g(x, y) = 0. We consider the singular
point [0, 0, 1] of type 125 (1, 4). Let π
′ : A2(x,y) → X be the cyclic quotient map. Denote by C˜
′ the
preimage of C under π′. Then it is easy to see that ord0C˜
′ ≥ 7, hence lct(X;C) ≤ lct(A2; C˜) ≤ 27 .
Hence we have c < 27 if (X, cC) is K-semistable. However, by Theorem 5.2 we know that P(1, 4, 25)
never occurs in the K-moduli stack P
K
c when c <
3
7 . Hence (X, cC) is always K-unstable for any
c ∈ (0, 35). The proof is finished. 
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