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Abstract  The importance of metabolic engineering has been growing over the last decades, establishing the use of genetically modified microbial strains for overproduction of metabolites at industrial scale as an innovative, convenient and biosustainable method. Nowadays, application areas of microbial factories vary largely, including industrial production of valuable compounds for biofuels, polymer synthesis and food, cosmetic and pharmaceutical industry. The improvement of computational and biochemical tools has revolutionized the synthesis of novel modified microbial strains, opening up new possibilities for rapid genome modification and high-throughput development of large-size microbial libraries. However, there is still a need for fast, high-throughput and real-time screening techniques, in order to speed up the testing of newly produced strains. In the frame of this PhD project, surface enhanced Raman scattering (SERS) has been identified as a fast and molecule-specific detection technique, increasingly applied to sensing in life sciences. Also due to its great potential for miniaturization and automation, SERS could represent a possible solution for specific, robust and high-throughput sensing in metabolic engineering. As the main goal of this Ph.D. project, we explored the potential of SERS for quantitative and reproducible screening of genetically modified E. coli strains, based on the amount of specific secondary metabolites found in supernatant. However, due to the intrinsic sensitivity of SERS, and due to the matrix complexity of real supernatant samples, a pre-treatment step was needed to exclude salts and other unwanted compounds from detection. Liquid-liquid extraction (LLE) and supported liquid membrane (SLM) extraction were combined with SERS, enabling a robust and quantitative discrimination between different E. coli strains, validated with high-performance liquid chromatography (HPLC).   Centrifugal microfluidics, based on the actuation of microfluidic discs by simply controlling a spinning motor, represents an appealing alternative to traditional microfluidics, placing special emphasis on parallelization, short time-to-response and ease of use of the developed devices. We developed a solvent-resistant lab-on-disc (LoD) device, integrating filtration, LLE and SERS-based sensing; besides achieving fast pre-treatment and sensing of supernatant samples on disc, the use of large-scale fabrication 
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techniques (injection molding and ultrasonic welding) enabled the production of tens of microfluidic modules within two working days, demonstrating the scalability of the developed device.    
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Resumé på Dansk  Vigtigheden af at kunne regulere og optimere cellulære processer via genmanipulation er vokset de seneste årtier. Brugen af genmodificerede bakteriekulturer er en innovative, praktisk og bæredygtig metode til produktion af metabolitter på industriel skala. I dag bruges sådanne bakteriefabrikker i mange forskellige industrier til production af værdifulde kemikalier til biobrændstof, polymersyntese og fødevarer, kosmetik og i medicinalindustrien. Udviklingen af værktøjer til beregning og fremskridtet indenfor biokemien har revolutioneret syntesen af nye genmodificerede bakteriekulturer og åbnet nye muligheder for hurtig genmodificering og etablering af meget omfattende genbiblioteker for bakterier. Dog er der stadig behov for hurtige og effektive screening-teknikker for at kunne teste disse nye bakterier ligeså hurtigt som de kan udvikles.  I dette ph.d. projekt er teknikken ‘surface enhanced Raman scattering (SERS)’ blevet brugt til hurtig, molekylespecifik detektion. Muligheden for at formindske og automatisere teknikken gør SERS til en mulig metode til specifik, robust og effektiv screening af bakteriekulturer.  Det overordnede mål for dette ph.d.-projekt var at undersøge SERS teknikkens potentiale til kvantitativ og reproducerbar screening af genmodificerede E. coli bakteriekulturer. Potentialet blev vurderet ud fra mængden af en specifik sekundær metabolit der fandtes i supernatanten fra de forskellige bakteriekulturer.  Da SERS er en yderst sensitiv teknik og da supernatanten fra en bakteriekultur er yderst kompleks og sammensat, var der behov for at behandle prøven inden detektion. Denne behandling skulle fjerne salte og andre uønskede molekyler. De to behandlingsteknikker ‘Liquid-liquid extraction’ (LLE) og ‘supported liquid membrane (SLM) extraction’ blev brugt sammen med SERS for at opnå en robust og kvantitativ skelnen mellem de forskellige E. coli bakteriekulturer. Resultaterne blev valideret med den etablerede teknik ’high-performance liquid chromatography (HPLC)’.   ‘Centrifugal microfluidics’, som er en metode baseret på at igangsætte et flow på en disc ved at kontrollere en motor der drejer disc’en rundt er et tiltalende alternativ til traditional ’microfluidics’. Metoden muliggør parallelisering af målinger, korte 
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responstider og er nem at anvende. Vi har udviklet en opløsningsmiddel-resistent lab-on-disc (LoD) enhed der integrerer filtrering, LLE og SERS detektion. Udover hurtigt at kunne behandle og måle på supernatant prøver, er metoden yderst skalerbar. Med valget af fabrikationsteknikker (injection molding og ultrasonic welding), kan der på to arbejdsdage produceres mere end ti mikrofluid moduler.   
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List of useful definitions  Bacterial supernatant Liquid sample obtained by centrifugation and/or filtration of bacterial aliquots after a certain culture time. Design The process of choosing chemical processes, materials, microfluidic operations and fabrication techniques involved in the creation of a complex microfluidic system, while respecting given specifications. High-throughput Processing a high number of samples within a short time, often through the use of automated systems. Lab-on-disc Microfluidic device embedding complex fluidic networks on a polymeric disc, actuated by a spinning motor Large-scale production Production of a commodity in high numbers through industrial plants and machinery. It is characterized by mechanization and automation, and it aims at the sale of goods in large volumes. Liquid-liquid extraction (LLE) Separation process based on the diffusion of a solute from a first liquid phase to a second one, based on the respective affinity. Important factors are the pH of the aqueous phase, the volume ratio between the phases and the solvent choice.  Metabolic engineering The science of manipulation of enzymatic, transport and regulatory functions of the cell for metabolite overproduction or improvement of the cellular properties. Micro total analysis (µTAS) system Miniaturized system integrating multiple functional elements, such as sample pre-treatment and sensing, to provide a sample-in/answer-out approach. 
 24  
Microfluidic operation A particular fluidic task, such as filtration, valving, mixing or emulsification. Platform cell factories Well-known microorganisms used for development of novel pathways. Proof-of-principle strain The reconstruction of a pathway for overproduction of a compound in a platform cell factory. Quantitative analysis The process of identifying the amount of a compound in a sample. Raman spectroscopy A vibrational spectroscopic technique based on the inelastic scattering of light. A Raman spectrum of a sample illuminated by an incident laser contains information about the structure, crystallinity, orientation and amount of Raman active molecules. Sample pre-treatment Operations and manipulations carried out before instrumental determination to clean-up the sample, or to isolate or enrich the desired compounds. Some researchers distinguish between sample preparation (chemical operations) and pre-treatment (mechanical and basic treatments). Supported liquid membrane (SLM) extraction Separation process based on the diffusion of a solute from a donor to an acceptor aqueous phase. A porous membrane, impregnated with a non-volatile organic solvent, is placed between the phases. Important factors for separation are the membrane material, the organic solvent and the donor and acceptor pH. Surface-enhanced Raman scattering (SERS) Enhancement of Raman signal of molecules adsorbed or close to a metallic nanostructured surface. The material, size and shape of the SERS active surface are relevant for generating a plasmonic resonance phenomenon between the incident light and the substrate.  
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1 Introduction  
1.1 Motivation   Metabolic engineering was born as a science in the early 90’s, defined as the direct modulation of cellular activities by manipulation of enzymatic, transport and regulatory functions, for metabolite overproduction or improvement of cellular properties [1]. Over the last decades, this field has gained more and more importance for production of food additives, biofuels and pharmaceuticals, focusing both on the optimization of existing processes and on the development of new ones [2]. The reasons behind the success of metabolic engineering are the versatility of the processes and the biosustainability of microbial-produced compounds. In fact, compounds of interest are often synthetized by using renewable substrates, when the chemical synthesis or extraction from natural resources are too complex or time and resource consuming [3]. Therefore, this approach is convenient and cost-effective, also at industrial scale. The development of an effective microbial strain for industrial production consists in the development of a proof-of-principle strain, which is the implementation of an effective overproduction pathway in a host microorganism, and its subsequent upscaling for industrial fermentation, meeting specific titer, rate and yield requirements in order to balance production costs. The optimization of a proof-of-principle strain requires numerous cycles of design, building and testing of strains, resulting in a costly and time-consuming process, which can last up to several years [2]. While bioinformatic methods are routinely used for fast design and modeling of metabolic pathways, and new technologies have contributed to rapid genome modification, there is still a need for fast, real-time screening techniques to speed up the testing step [4]. Current analytical techniques for testing newly developed strains (e.g. gas chromatography, high-performance liquid chromatography) are robust and accurate, but they require long separation procedures, expensive instrumentation operated by skilled personnel, and long optimization protocols [4].  
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Thanks to its appealing advantages, Raman spectroscopy is being increasingly used as a detection method in life sciences [5]. It is a fast, molecule-specific, non-destructive and label-free technique, suitable for collecting information from non-transparent samples, even in small quantities [6]. Besides investigation of biological macromolecules [7] and physiology of cells and biological tissues [8], Raman spectroscopy was also applied to bioprocess monitoring, through the analysis of nutrients in industrial fermentation [9].  However, Raman detection and quantification of molecules in complex media can be challenging, especially at low concentrations. High laser power and long acquisition time are required, possibly damaging the organic molecules of interest; furthermore, fluorescence can cover the Raman signal in biological samples. Surface enhanced Raman scattering (SERS) is a technique able to increase the Raman signal of a molecule of several orders of magnitude, through the use of metallic nanostructured surfaces [10]. Thanks to the plasmonic properties of SERS active surfaces, a significant enhancement of the incident electromagnetic field is generated in the nanogaps, called hotspots, between adjacent nanoparticles; in this way, when a molecule is located in or close to a hotspot, its Raman signal is significantly increased [11]. The SERS signal can be observed with a lower laser power and shorter acquisition time than Raman, and signal intensity can overcome fluorescence of biological samples. Thanks to these advantages, the potential of SERS for analytical applications in life sciences is currently being explored [12]–[14]. Industrial applications of SERS have been limited by issues like non-uniformity and instability of SERS substrates, leading to irreproducible measurements and challenges in the quantification process. Therefore, the development of uniform and stable substrates is crucial for proper sensing and quantification. As a solution for uniformity across a large surface, Schmidt et al. [15] developed a SERS substrate, based on silicon metal-capped nanopillars, which is uniform at a wafer scale. Additionally, SERS is characterized by a molecule-specific signal, a sensitive and fast acquisition, and it has great potential for miniaturization and automation, representing a possible answer to the need for specific, robust and time-effective sensing in metabolic engineering.  A big effort towards miniaturization and automation of analytical processes was made in the last decades, since the concept of micro total analysis systems was first introduced in the early 90’s. Micro total analysis (µTAS) systems aim at downscaling complex and 
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well-established analytical systems to miniaturized devices and develop new assays for µfluidics, enabling a sample-in/answer-out analysis on a small footprint, with low amounts of samples, chemicals and solvents [16]. Portability, high throughput, fast response, ease of use and low analyte volumes are crucial advantages of µTAS systems, achieved with miniaturized devices embedding complex fluidic chambers and microchannels. However, these systems also require the addition of complex and bulky pumps for fluidic actuation, which decrease their usability and add significant complexity. Centrifugal microfluidics has emerged as an alternative to traditional microfluidics [17]. Centrifugal microfluidic devices, also called lab-on-discs (LoDs) are polymeric discs implementing complex microfluidic operations, actuated through centrifugal forces. Fluidic handling is performed by simply controlling a spinning motor, without the need for external pumps. Additionally, complex microfluidic operations can be combined and performed in parallel on the same disc, enabling high-throughput and miniaturized analytical processes. Many LoDs were reported for a number of biomedical and diagnostic applications [18], incorporating several detection principles, e.g. colorimetry, optomagnetism and electrochemistry [19], together with fluidic handling on the same platform. However, their potential for screening in metabolic engineering is not well-represented yet [20]. In this scenario, the aim of the Ph.D. project is to explore and develop novel SERS-based methods for the study of bacterial metabolites, combined with centrifugal microfluidics. The overall goal is to provide a robust tool for quantitative and fast microbial screening as an alternative to the standard analytical techniques, in order to help biotechnologists in speeding up the development of novel engineered strains.  
1.2 Summary of the research  Strains of Escherichia coli (E. coli), genetically modified to produce different amounts of 
p-coumaric acid (pHCA) and cinnamic acid (CA), were used as a case of study for SERS-based screening. pHCA and CA are small Raman active molecules, precursors of many phenolic compounds and therefore commercially relevant in cosmetic [21], food [22] and pharmaceutical industry [23]. The discrimination between different strains was based on 
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the quantitative evaluation of the mentioned secondary metabolites in bacterial supernatant, always validated through HPLC results. In Paper I, SERS substrates were used to detect pHCA directly from supernatant of producing and non-producing E. coli strains. As a first step, we showed that the amount of salts in solution was responsible for a proportional fouling of SERS signal of pHCA; however, sample dilution also decreased sensitivity, due to the dilution of the compound of interest. A trade-off between salt dilution and decrease of sensitivity was found with a 10-fold dilution of supernatant with ultrapure water. Droplets of diluted bacterial supernatant were directly poured on freshly prepared SERS-active surfaces and used for detection. With this simple technique, we detected a qualitative difference between producing and non-producing strains, confirmed by HPLC results. However, it was demonstrated that the leaning mechanism of nanopillars works best if the substrates are wetted by an organic solvent instead of an aqueous solution [24]. Additionally, the described approach was not able to exclude salts and other molecules from SERS sensing. Matrix complexity is a well reported problem for SERS sensing, due to the inherent sensitivity of this technique. Approaches based on surface functionalization [25], labeling [26] and sample pre-treatment [27] have been developed to increase the selectivity and sensitivity of SERS-based assays. In our work, we implemented a simple manual pre-treatment step, based on liquid-liquid extraction (LLE), prior to SERS sensing. As described in Paper II, LLE enabled the exclusion of salts and interfering compounds through the partition of pHCA into a dichloromethane (DCM) organic phase. Droplets of DCM extracts, enabling optimal wetting of SERS substrates, were used for detection and quantification. Thanks to the improved sensitivity, we successfully discriminated between different E. coli strains based on the amount of produced pHCA, and validated the results with HPLC. Interestingly, SERS quantification was performed on DCM extracts of both pHCA spiked bacterial growth medium and real supernatant samples. In case of real supernatant samples, SERS signal was proportional to pHCA concentration only after further dilution of the extracts with DCM. Without dilution, instead, a fouled signal was collected, possibly due to the complexity of sample matrix, even after LLE. Therefore, the work proved that a 
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quantitative use of SERS is possible and robust, but important considerations must be done about sample pretreatment and matrix complexity according to the specific case. 
Paper III describes the adaptation of the manual LLE assay to be performed on a centrifugal microfluidic platform. The paper describes the design, development and fluidic operation of a lab-on-disc (LoD) device enabling filtration, LLE and SERS sensing of bacterial aliquots. The main challenges during LoD fabrication were the design of a DCM-resistant platform and the integration of a silicon SERS chip in the microfluidic design, compatibly with the high-throughput fabrication techniques available at DTU Nanotech, namely injection molding and ultrasonic welding. The LoD device was used to discriminate between different bacterial strains based on the amount of pHCA in supernatant, also demonstrating the importance of filtration of bacteria for quantitative sensing. A partial least squares (PLS) data analysis method was successfully used to enable correct quantification of both spiked medium and real supernatant samples. In Paper IV, we extended the application of the manual LLE/SERS assay presented in 
Paper II to the quantitative evaluation of mixtures of compounds with a similar molecular structure and similar spectral features. Supernatant samples of E. coli strains modified to produce both pHCA and CA in different amounts were pre-treated with manual LLE and tested with SERS. Discrimination of overlapping spectral features and correct quantification were achieved with the application of a PLS model.   In Paper V we investigated the combination of SERS-based sensing with a different pre-treatment technique, namely supported liquid membrane (SLM) extraction. Similarly to Paper I, SERS detection of pHCA had to be performed on aqueous extracts containing salts, due to the working principle of SLM extraction. However, the flow-based SLM extraction assay was implemented on a robust, custom-made microfluidic chip, which enabled up to more than 13-fold pHCA enrichment. Thanks to the significant SLM enrichment, the interference of acceptor salts was effectively compensated by diluting samples with EtOH, without affecting sensitivity. E. coli strains grown with different medium compositions were quantitatively differentiated, again based on their different pHCA production.  
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1.3 Organization of the thesis   The thesis is divided into 6 chapters, guiding the reader through the process of design, development and characterization carried out during the Ph.D. project. The chapters provide an overview of the state of the art in the main scientific topics and research fields which were the focus of the Ph.D. project (metabolic engineering, Raman spectroscopy, sample pre-treatment and centrifugal microfluidics) and a basic introduction to the theory involved. Additionally, the microfluidic operations included in the LoD device are described in detail, together with the materials and the fabrication methods used. 
Chapter 2 introduces the concept of metabolic engineering and discusses the current challenges about high-throughput screening in the process of strain development and optimization. Chapter 3 provides an overview of applications of Raman spectroscopy and SERS sensing and describes the basic principles behind them. The chapter focuses on the origin of the Raman and SERS phenomena, on the interpretation of Raman and SERS spectra and on addressing reproducibility issues during SERS acquisition to achieve a robust quantitative sensing. Furthermore, the application of Raman spectroscopy to the quantification of metabolites and nutrients in liquid samples of bacterial supernatant is described. Chapter 4 describes a few examples of common pre-treatment techniques, highlighting their advantages and disadvantages. The chapter justifies the choice of LLE and SLM extraction to be combined with SERS-based sensing, and relates the choice of materials and chemical parameters to basic theoretical considerations for both the techniques. Chapter 5 defines the concepts of µTAS systems and LoDs, explaining their advantages through examples and several applications. The relevance and potential of the LoD technology applied to metabolic engineered is discussed, and the design process of the microfluidic device is described. Based on brief theoretical considerations, the main fluidic operations implemented on disc are analyzed in detail and the materials and fabrication methods are described. Chapter 6 concludes the thesis with a summary of the results achieved and possible further developments. The Appendix contains the relevant published, submitted and to be submitted scientific works produced throughout the Ph.D. project.   
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2 Bacterial factories: an overview  The cultivation of microorganisms in order to obtain useful products is a very ancient practice; for thousands of years, in fact, mankind used microorganisms for fermented food and beverages and, in the last century, microorganisms were used for harvesting antibiotics and a number of chemical compounds at industrial scale [28], [29].  However, it was only in the last few decades that metabolic engineering was born as a science. According to the definition given by the Metabolic Engineering journal (Elsevier), it is “the science of direct modulation of metabolic pathways for metabolite overproduction 
or the improvement of cellular properties”. In more detail, Bailey [1] defined it for the first time in 1991 as “the improvement of cellular activities by manipulation of enzymatic, 
transport and regulatory functions of the cell with the use of recombinant DNA technology”. Thanks to novel bioinformatics and mathematical modeling tools, new insights were reached about the inner microbial metabolism, and more directed DNA modifications could be introduced. Since then, a dramatic increase in the number of processes and applications has spread, ranging from pharmaceuticals to foods and additives, through biofuels and chemical industry, focusing attention both on optimization of existing bioprocesses and on development of new ones [2]. The reason behind such success is the yet-to-be-discovered full potential of bio-based production in terms of production of new compounds and biosustainability. In fact, compounds of interest can be too complex to be chemically synthetized or not convenient to be extracted from natural sources [2]. Moreover, production of chemicals through microorganisms is often based on the use of renewable substrates, such as starch, sucrose, cellulose, resulting in a more sustainable process compared to traditional ones, often based on fossil fuels, thus leading to a reduced environmental footprint [3]. Therefore, bio-based production can be more convenient and cost-effective than chemical synthesis, especially at industrial scale. The process of engineering microbial pathways to optimize the production of a desired compound is very complex. The preferred route for development of new bioprocesses is the engineering of so called platform cell factories. In other words, development of new 
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pathways is preferentially done through a limited number of well-known microorganisms. Important advantages of this approach include a deep characterization in terms of microbial genetics and physiology, and full availability of tools for genome editing and gene expression. Different microorganisms are preferred according to the field of application. For instance, Aspergillus niger and Bacillus subtilis are used for production of industrial enzymes, due to their efficient protein secretion; Chinese hamster ovary (CHO) cells are commonly used for secretion of glycosylated proteins in the pharmaceutical field, and 
Corynebacterium glutamicum, Escherichia coli and Saccharomyces cerevisiae are used for production of biofuels and other chemicals. However, this is not a strict classification. For instance, in Tab. 2.1 the reader can find a few examples of small molecules synthetized by engineered E. coli, which can find applications in different fields, besides the proposed categorization.  
Tab. 2.1: Examples of industrial applications of E. coli metabolic engineering (extracted from [30], [31] 
and [32]). 
Application Examples References 
Biofuels 
Bioethanol, 1-Propanol, 1-Butanol, Isobutanol [33], [34], [35], [36] 
Food industry 
L-Lactic acid, Pyruvate, Acetate,  L-Phenylalanine, L-Tryptophan [37], [38], [39], [40], [41] 
Cosmetic industry D-Lactic acid, L-Valine, CoQ10, L-Serine [42], [43], [44], [45] 
Pharmaceutical 
industry 
Taxadiene, Echinomycin, Anthracyclines, Theophylline, Amorphadiene, Glucaric acid [46], [47], [48], [49], [50], [51] 
Polymer synthesis 
L-Tyrosine, Succinic acid, Adipic acid,  
p-Coumaric acid, Cinnamic acid [52], [53], [54], [55]  Among the listed molecules, in Paper I – III and V we exploited different sample pretreatment and sensing possibilities for quantification of p-coumaric acid produced by 
E. coli as a case of study. In Paper IV we investigated the possibility of simultaneous 
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quantification of E. coli secondary metabolites with a similar chemical structure, namely p-coumaric acid and cinnamic acid.   
2.1 Microbial factories development: the DBTL cycle  The typical process of modern strain development and optimization is described in Fig. 2.1 as the Design-Build-Test-Learn (DBTL) cycle, including the following steps:   a) Design: the desired metabolic pathway is designed and the necessary DNA modifications are translated into assembly instructions; b) Build: the pathway is implemented into the microorganism through synthetic biology tools; c) Test: the developed biological system is tested for its ability to perform the desired function; d) Learn: the scientist gathers information and evaluates the previous steps, in order to further optimize them and restart the cycle.  Following these steps, many cycles of strain construction and optimization may be repeated, in order to obtain sufficiently efficient production of the desired metabolites through incremental improvements.  When a new bioprocess is developed, the initial goal is to identify, if possible, an already existing pathway producing a certain molecule. If this pathway exists, the aim is to optimize and maximize the production of the molecule in the host organism. If this is not possible, the biosynthetic pathway must be transferred to a heterologous host, or chimeric pathways must be constructed. Nowadays, powerful bioinformatics tools for DNA and RNA sequencing are routinely used in this phase for fast design and modeling of metabolic pathways, only limited by the computational power of available calculators [57]. Once a metabolic model is designed, the pathway must be reconstructed into the desired host organism through DNA segments encoding the enzyme expression and regulation mechanisms for enzyme production. In this case too, new technologies have 
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contributed to a significant speed-up through low cost gene synthesis and rapid genome modification [58], [59].  
 
 
Fig. 2.1: Scheme of DBTL cycle, reprinted from [56] with permission.  Due to the complexity of microbial metabolism, many genetic modifications are needed not only to boost the desired process, but also to prevent the competing or limiting ones [56]. The reason behind this difficulty is the tight regulation of microbial metabolism through a number of interconnected mechanisms at levels of gene expression, enzyme activity and stability, substrate import and product export. Therefore, big libraries of engineered microorganisms need to be tested in terms of successful integration or exclusion of genes, strain growth and physiology, and quantification of the final products, in order to find the best performing strain. Depending on the results, all the steps can be evaluated and optimized towards the next iteration. Therefore, testing is a crucial step in 
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the DBTL cycle. However, it was also described as the bottleneck of the entire process, since the same throughput, robustness and generalization developed in the Design and Build steps cannot be observed here [4], [60]. Significant effort was made in the last decades to address the need of high-throughput and novel sensing techniques, in a complex research process that is still ongoing, which was also one of the goals of this Ph.D. project.  
2.2 Analytics for metabolic engineering  The first step for overproduction of a certain compound is the development of a proof-
of-principle strain, namely the reconstruction of an effective metabolic pathway in a platform cell factory. Once the proof-of-principle strain is established and eventually patented, the process can be transferred to a cell factory for commercial production. However, in order to balance the costs of the fermentation process, the strain must be cost-effective and therefore meet industrial requirements in terms of titer (total amount of product in supernatant), rate (production per unit of time) and yield (amount of product per unit of substrate consumed), called TRY requirements. Both the development of a proof-of-principle strain and its optimization towards industrial TRY requirements are costly processes, and can last many years [2]. According to the development stage, analytical techniques with different features are required. Flexible and robust identification and quantification are needed in the first development phase, whereas high-throughput sensing is preferred during TRY optimization [56].  For quantification of metabolites and initial pathway validation during proof-of-
principle development, chromatographic separation methods (e.g. gas chromatography, liquid chromatography or high-performance liquid chromatography) are commonly coupled to UV detection and/or mass spectroscopy [61]. These well-established techniques are powerful because they enable accurate sensing and quantification of one or more target molecules, and detection protocols can be flexibly adapted to different compounds. Furthermore, their robustness makes them good validation tools for newly developed assays, as it was done in the presented work with HPLC (Paper I – V). However, 
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flexibility and robustness are balanced by a relatively low throughput, long separation procedures and expensive instrumentation [4]. To achieve the desired throughput during TRY optimization, some examples of screening and selection techniques are colorimetric, UV absorbance or fluorescent assays in micro-titer plates, fluorescent-activated cell sorting or in vivo biosensor-driven assays [62]. The throughput of these tools is in the order of 104 or more samples per day. However, many compounds lack appropriate fluorophores or chromophores, and this requires the development of quantitative assays based on more complex chemical modifications [56].  In this context, we aim at developing quantitative and integrated sensing tools which can be used for fast pre-screening in the first development steps, as an alternative to standard sensing techniques. Crucial features for this purpose are specific identification, ease of use and time effective protocols.  
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3 Raman spectroscopy and surface 
enhanced Raman scattering  Raman spectroscopy is a vibrational spectroscopic technique based on the inelastic scattering of light. When a light beam is used to illuminate a sample, the incident light interacts with the material and generates vibrations specific to the molecular structure of the sample. This molecule-specific information can be obtained by collecting the spectrum of scattered light, i.e. the Raman spectrum. Therefore, Raman is particularly suitable for chemical and physical characterization of materials, semi-quantitative analysis and identification of unknown samples [11].  The number of reported applications of Raman spectroscopy has increased exponentially over the last few decades, thanks to its appealing advantages. In fact, Raman spectroscopy is a non-destructive, label-free technique which can be used to collect data from very small samples (Raman microscopy can be performed with a resolution of a few square µm) and non-transparent solid samples, even in harsh conditions [6]. Applications of Raman spectroscopy  can be found in several fields like materials, forensic [63] and environmental science as well as in biology and medicine. This technique has been largely applied to the study of polymers [64] measuring polymer deformation [65], crystallinity [66], tribology [67], chirality [68] and polymer/polymer interfaces [69], for both structural studies and on-line monitoring of industrial processes [70]. Applications for studying ceramics [71] and glasses [72] have also been developed. In addition, spectroscopic environmental monitoring of water quality [73], atmospheric pollution and air particulate [74] were also performed. Raman spectroscopy was even applied to the study of ancient paintings, pigments and dyes in archaeology [75].  Due to the molecule-specific and non-destructive nature of Raman spectroscopy, particular interest was recently focused on life science applications [5]; few examples in the field are investigation of proteins [7], lipids [76] and nucleic acids [77], and interactions between drugs and DNA [78]. The physiology of cells and biological tissues has been investigated [8], [79], exploring new methods for biomedical applications. 
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Raman-based diagnostics is currently drawing more and more attention, with numerous examples of tissue analysis for cancer diagnosis [80], monitoring of nutrients [81], and assays for detection of biomarkers [82] and pathogens [83] in biological fluids. Although Raman is a versatile and relatively simple technique, some significant issues in sensing of biological samples are related to the low level of Raman signal. Since the probability of a Raman scattered photon is only 1 out of 106 - 108 incident photons, high laser power (tens or hundreds of mW) and long acquisition intervals (in the order of minutes) are needed to achieve an acceptable signal-to-noise ratio. However, this can degrade organic molecules and stress or damage living cells and tissues. Furthermore, many biological matrices present strong fluorescence emission, which can cover the weak Raman signal. In some cases the use of photobleaching [84] or near-infrared lasers can lower fluorescence [85], however the issue cannot always be solved. Surface-enhanced Raman scattering (SERS) is a technique able to enhance Raman signal of several orders of magnitude (typically to 105 – 106) [10] through the plasmonic properties of nanostructured metallic surfaces. When a SERS active surface is irradiated by a laser, the incident electromagnetic field is locally enhanced in points called hotspots, which depend on surface roughness. For instance, hotspots can be located in the nanogaps between aggregated nanoparticles. When an analyte is located in or close to a hotspot, it undergoes a much stronger excitation, and its Raman signal significantly increases [11].  SERS can be observed with lower laser power (in the order of 10-1 – 100 mW) and shorter acquisition time (fractions of seconds) compared to Raman, and it can overcome fluorescence. It is an intrinsically sensitive technique, enabling detection of molecules in solution at low concentrations or even at single-molecule level [86]. Due to these advantages, the potential of SERS is currently being explored in many fields, including analytical applications in biology. Both functionalized and non-functionalized nanoparticles, for instance, have been used to study a wide variety of mammalian cells [12] as well as tissues [87]. SERS nanoparticles have been used to study biological macromolecules, such as DNA and proteins, often relying on a specific surface functionalization [88]. Several examples can be found in literature about SERS-based isolation and identification of pathogens from human blood [13], [89], discrimination of bacteria [14] and identification of biofilms [90].  
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Drawbacks like non uniformity and instability of SERS substrates, irreproducibility of measurements and difficult quantification have limited industrial applications of SERS so far. However, due to the molecule-specific nature of the signal, the sensitivity and the fast acquisition typical of SERS-based sensing, and given its potential for miniaturization and automation when integrated in an analytical device, the potential of SERS is yet to be exploited in many industrial applications. In the field of metabolic engineering, for instance, an automated SERS-based setup could meet the need for high-throughput and robust sensing and be used as an alternative analytical tool for fast screening during strain development. While SERS active surfaces have been used to investigate bacterial lysates [89], secreted metabolites [91] and growth media [92]–[94], in the frame of this Ph.D. project we were the first, to the best of our knowledge, to implement SERS-based quantitative screening of bacterial strains. In Paper II and IV a quantitative screening of E. coli strains was performed based on the amount of produced secondary metabolites and the assay was validated with HPLC. Liquid-liquid extraction (LLE) was used as a pretreatment step prior to SERS sensing. All the samples were manually treated in parallel, for a total processing time of 35 min, and collected, for an acquisition time up to 5 min per sample, leading to a significant time gain compared to HPLC analysis time (about 15 min per sample).  In Paper III, LLE and SERS were integrated on an automated centrifugal platform. The processing time on disc was 10 min per sample, but up to 4 samples could be treated at the same time. In Paper V, SERS sensing was combined with supported liquid membrane (SLM) extraction, implemented on a microfluidic chip. Although the processing time was 20 min for each sample, at least two microfluidic chips could be used in parallel, significantly reducing the processing time per batch of samples.  
3.1 Nature of Raman scattering  Raman scattering is a physical phenomenon experimentally detected for the first time by Raman and Krishnan in 1923 [95]. In their original experiment, schematically represented in Fig. 3.1, Raman and Krishnan focused sunlight through a telescope 
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objective on samples made of liquids or dust-free vapors, in order to have powerful illumination. Then, they used a combination of complementary blue-violet and yellow-green filters to observe the sample. When placing both filters between the incident light and the sample, all the visible wavelengths were extinguished; therefore no light hit the sample. Instead, when placing one filter between the incident light and the sample, and the other one between the sample and the observer, they could observe a different light weakly scattered through the sample (Fig. 3.1). This experiment demonstrated the basic principle of Raman spectroscopy, i.e. inelastic light scattering.   
 
Fig. 3.1:  Scheme representing Raman and Krishnan’s experiment: a sample is illuminated with a 
focused sunlight beam, and a combination of filters is used for observation. The violet and green 
complementary filters, when combined together, completely extinguish the incident light. When 
placing a violet filter between the incident light and the sample, and a green filter between the sample 
and the observer, only the light scattered with a wavelength different than the incident one can be 
observed.  When shining a light beam on a sample, photons can interact with electrons and nuclei in different ways: they can be absorbed, scattered, or pass through the sample without any interaction. Vibrational spectroscopy, and therefore Raman spectroscopy, is based on 
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light-matter interactions which cause the motion of the nuclei in the observed sample. In other words, the energy required to excite molecules to a different vibrational state can be measured. Referring to the scheme in Fig. 3.2, most molecules at room temperature are at ground state, which is the state at the lowest vibrational energy level (m). When a sample is excited with light covering a range of frequencies, and when a photon matches the energy difference between two different vibrational states (n-m), the photon is absorbed and the molecule is excited to a higher vibrational state (n). The absorption (loss) of this specific frequency is detected through a comparison between the incident light and the light passing through the sample, and it is specific to the molecule; this mechanism is used for absorption spectroscopy.  Raman spectroscopy, instead, exploits the interactions between a light source and a sample resulting in inelastic scattering of photons. The incident light can be described as a propagating oscillating dipole; when it passes over a molecule, the light polarizes and distorts its electron cloud, exciting the molecule to a higher energy state. This temporary interaction results in a short-lived molecule state (virtual state in Fig. 3.2), characterized by a deformed electron cloud and no significant nuclear movement.    
 
Fig. 3.2:  Jablonski diagram representing quantum transitions for infrared absorption and Rayleigh, 
Stokes and anti-Stokes scattering.  
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The energy of the virtual state depicted in Fig. 3.2 only depends on the energy of the incident light, and, unlike absorption, does not have to match the energy difference between different vibrational states. For this reason, monochromatic lasers can be used for illumination in Raman spectroscopy. The light is immediately released as scattered radiation; in most cases, the electron cloud relaxates without generating any nuclear movement. In this case there is no significant change in energy of the scattered light compared to the incident beam (Rayleigh scattering). Once every 106 – 108 times, nuclear motion is generated by the interaction, and the light is scattered at a different energy. The scattered light can have lower energy, if it interacted with a molecule at the ground state, or in few cases higher energy, if the molecule was already at an excited vibrational state (Stokes and anti-Stokes scattering, respectively). Since the relative intensities of the two phenomena depend on the populations of the various states of the molecule, anti-Stokes scattering is much less intense than Stokes scattering, and usually only the latter is recorded.  
3.2 Interpretation of Raman spectra   The intensity of light scattered by a sample can be represented as a Raman spectrum, as depicted in Fig. 3.3. The x axis, representing the wavelength or Raman shift, is commonly expressed in cm-1. The Raman shift is the difference between the wavelength of the scattered light and the one of the incident light. Therefore, the spectrum is centered in 0, and the Stokes scattering, which is usually represented, has negative wavelength values. 
As a common use among spectroscopists, the minus sign and the Δ symbol, representing the wavelength difference, are omitted. The y axis represents signal intensity, which can be expressed in counts per second or other units, according to possible data processing or normalizations.  Important parameters in the interpretation of Raman spectra are amplitude and position of Raman bands. The position, as previously explained, depends on the energy difference between two specific vibrational states of the molecule, and therefore is specific to the molecule itself.  
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Fig. 3.3: Raman spectrum of p-coumaric acid between 250 and 3250 cm-1 after baseline correction. The 
spectrum was obtained with a 780 nm laser with 10 mW power, a 10x objective, and averaged over 3 
exposures of 10 s each.  In principle, if N is the number of atoms of a molecule, the number of degrees of freedom of the molecule is 3N – 6, and 3N – 5 for linear molecules. We should expect the same number of modes of vibrations, and therefore the same number of Raman peaks. However, not all the vibrational modes are Raman active, due to the existence of selection rules between Raman and infrared spectroscopy. In general, only vibrational modes which generate a significant polarization of the electron cloud will give Raman bands, whereas large variations of dipole moment (i.e. displacement of nuclei with different electronegativity) will give absorption bands. Therefore, some modes could be absent or less significant in Raman spectroscopy. Furthermore, as it happens in more complex molecules, a larger number of atoms can be involved in a single vibrational mode. For instance, when two or more bonds are close together in a molecule and have similar energy, they can interact, and it is the result of the interaction between different groups of atoms which is actually detected in the Raman spectrum.  A common approach to the interpretation of Raman spectra is to break down vibrations of groups of atoms into features that are common to many molecules, and match a peak to the vibration, in a process called peak assignment. Nowadays, molecular mechanics and 
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infrared/Raman vibrational spectra can also be studied through software simulations (e.g. GaussView and Gaussian, Gaussian Inc., Wallingford, CT, US). Although not always exact, simulations can help in graphically examining the main displacements contributing to a certain peak, especially in complex molecules [11].  Furthermore, it is possible to find in literature frequency ranges where Raman peaks of single or group vibrations can be typically expected. In general, light atoms (X – H) and strong bonds (-N=C=O, -C=O, -C=N, -C=C-) have peaks at higher frequencies, whereas heavy atoms, weak bonds, molecular and lattice vibrations have peaks at lower frequencies. Organic molecules usually have characteristic patterns of carbon-carbon and carbon-nitrogen vibrations in the region between 1500 and 500 cm-1, commonly called 
fingerprint region. In Fig. 3.4 the reader can find few examples of single and group vibrations and expected intensities between 900 and 1700 cm-1.  
 
Fig. 3.4:  Single and group vibrations and possible intensities of Raman peaks, extracted from [11]. The 
thickness of the vertical lines represents the expected intensity of the peaks, whereas the length 
represents the expected wavelength range.   As an example of peak assignment, the Raman peaks of p-coumaric acid (pHCA) experimentally obtained in Fig. 3.5 correspond to the vibrational modes listed in Tab. 3.1. 
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As expected, a C=C vibrational mode is detected at 1636 cm-1, and vibrations related to the aromatic ring can be found at 1606, 1260 and 1172 cm-1.  
 
 
Fig. 3.5: Raman spectrum of p-coumaric acid between 900 and 2000 cm-1 after background correction. 
The spectrum was obtained with a 780 nm laser with 10 mW power, a 10x objective, and averaged over 
3 exposures of 10 s each.  
Tab. 3.1: Assignment of the main Raman peaks of p-coumaric acid in the fingerprint region, extracted 
from [96]. The atoms and the bonds mainly involved in each mode are specified, with ar standing for 
aromatic ring. 
Raman shift (cm-1) Intensity Assignment 
1636 medium ν(CC)C=C 
1606 very strong ν(CC)ar 
1260 medium β (OH)ar 
1213 medium β (CH) 
1172 strong β(CH)ar  Besides theoretical considerations, Raman cross-section (𝜎𝜎𝑅𝑅) is an important empirical parameter for the estimation of peak intensity, proportional to the probability of an incident photon to be Raman scattered at a certain Raman-shift [97]. Raman signal (𝐼𝐼𝑅𝑅) is directly proportional to the Raman cross-section according to the following equation: 
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  𝐼𝐼𝑅𝑅 ∝  𝐼𝐼0𝜎𝜎𝑅𝑅 Eq. 3.1   with I0 representing the intensity of the incident laser. For some molecules, Raman cross-section is low, and high laser power is needed to obtain a detectable Raman signal. However, some samples, such as biological molecules, cannot be analyzed at high power due to molecule degradation and burning. A way to compensate for the low Raman cross-section is to locally enhance the electromagnetic field by using surface-enhanced Raman scattering.   
3.2.1 Raman for quantification of nutrients and metabolites Unpublished material, please see the attachment “Papers and unpublished material” for content.   
3.3 Surface-enhanced Raman scattering  Surface-enhanced Raman scattering, commonly referred to as SERS, makes use of metallic nanostructured surfaces to enhance the Raman signal by several orders of magnitude [10]. The most common definition of SERS enhancement factor for a SERS substrate is given by the following equation [109]:   𝐸𝐸𝐸𝐸 = 𝐼𝐼𝑆𝑆𝑆𝑆𝑅𝑅𝑆𝑆 𝑁𝑁𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆⁄
𝐼𝐼𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑁𝑁𝑉𝑉𝑉𝑉𝑉𝑉⁄
 Eq. 3.2 
  where ISERS is the intensity of SERS signal, NSurf is the average number of adsorbed molecules in the scattering volume‡ for the SERS experiment, IRaman is the intensity of the Raman signal and NVol is the average number of molecules in the scattering volume for the 
                                                             ‡ The scattering or sampling volume is a cylinder of diameter 𝐷𝐷 =  4𝜆𝜆𝜆𝜆 𝜋𝜋𝜋𝜋⁄  and length 𝐿𝐿 = 16𝜆𝜆𝜆𝜆2 𝜋𝜋𝜋𝜋2⁄ , with λ = laser wavelength, d = diameter of unfocussed laser beam and f = focal length of focussing lens [11]. 
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Raman experiment. Therefore, SERS enhancement is proportional to the ratio between SERS and Raman signal, and it can reach values up to 1014 – 1015 for single molecules [86]. This strong enhancement of Raman signal was observed for the first time by Fleischmann et al. [110] in 1974, when studying the signal of pyridine adsorbed to the roughened surface of a silver electrode. Since then, intense research was focused on developing theories to explain SERS enhancement; today, the most widely accepted theory is a combination of an electromagnetic and a charge transfer effect [111].  The electromagnetic effect involves an electromagnetic coupling between the incident electric field and the nanostructured metal surface. When a single metal nanoparticle is illuminated by a laser source, the conduction electrons begin to oscillate coherently across the metal surface against the direction of the incident electric field (Fig. 3.8a). These coherent oscillations are called surface plasmons, and they result in a redistribution of the electromagnetic field at the surface of the nanoparticle. When many nanoparticles aggregate together, the single electromagnetic fields can interfere coherently with each other, creating particularly strong enhancement hotspots at the gaps between two adjacent nanoparticles (Fig. 3.8b). Therefore, when a molecule is placed in one of these hotspots, it is excited by a strong oscillating electromagnetic field and its Raman signal is strongly enhanced. In particular, the effect is extremely pronounced when molecules are situated in the vicinity of the metal surface, i.e. within a few nanometers.   
            
 
Fig. 3.6: a) Redistribution of conduction electrons at the surface of a nanoparticle interacting with an 
oscillating electric field [112]. b) Constructive interference of the local enhanced electromagnetic field 
between two adjacent nanoparticles [113].  
a) b) 
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The charge transfer effect, instead, involves the formation of a bond between the molecule and the metal surface. This bond is believed to enable transfer of charge from the metal to the analyte, leading to a significant increase of the molecule polarizability. As opposed to the electromagnetic effect, enhancement due to charge transfer is only possible for analytes directly adsorbed onto the metal surface.  Due to the combination of electromagnetic and charge transfer effect, SERS technique works best for small molecules which are physically or chemically adsorbed to the metal surface. Due to the complexity of SERS phenomenon, SERS spectra can be difficult to interpret. As explained, the generation of SERS peaks depends on the interaction between the analyte and the metal surface. Therefore, the nature of the SERS substrate, the orientation of the molecule towards the surface and the strength of absorption can influence both width and position of SERS peaks, and certain vibrational modes can even appear or disappear.  For instance, Fig. 3.9 shows a SERS spectrum obtained from a droplet of pHCA in EtOH dried on a gold-capped silicon nanopillar substrate. Compared to the Raman spectrum of pHCA in Fig. 3.5, peaks are broader, and the small peaks between 1200 and 1310 cm-1 are replaced by two wider peaks at 1250 and 1369 cm-1. Nevertheless, the Raman peaks at 1636, 1606 and 1172 cm-1 are maintained in the SERS fingerprint, with small frequency shifts.   
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Fig. 3.7:  SERS spectrum of 100 µM pHCA in EtOH dried on a gold-capped silicon nanopillar substrate. 
The spectrum was obtained with a 780 nm laser with 0.1 mW power, a 10x objective, and averaged 
over 3 exposures of 3 s each.  In more detail, the peak at 1169 cm-1 was chosen as a characteristic peak for qualitative and quantitative analysis of pHCA. In fact, vibrations around 1600 cm-1 are common to many organic molecules, which could interfere with pHCA detection in complex solutions. The chosen peak, instead, proved particularly pronounced and related to pHCA concentration, and quantification of pHCA was successfully performed based on the height of this peak in both Paper II and V.  
3.3.1 Fabrication of SERS substrates  When designing SERS substrates, certain requirements regarding material, size and shape must be considered. Surface plasmons are characterized by a resonance frequency at which the coupling between the incident electric field and the nanoparticle is more efficient, leading to a better enhancement of the local electromagnetic field. Therefore, it is important to match the resonance frequency of the substrate with the wavelength of the incident light. 
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The resonance frequency is influenced by the size of the nanoparticle, which should be smaller than the wavelength of the incident light, and by the dielectric properties of the material. Metals such as gold and silver have a resonance frequency in the visible region; therefore these metals are suitable for SERS with common visible Raman lasers [114]. The goal of each substrate is to ensure the creation of hotspots, where the analyte of interest can be located and therefore sensed with optimal sensitivity. Furthermore, characteristics such as chemical stability, ease of preparation, reproducibility and spatial uniformity of hotspots are extremely important for a good SERS substrate. Many examples of SERS substrates were reported in literature, mainly divided in colloidal suspensions of nanoparticles with different shapes (e.g. spherical, cubic, triangular, rectangular [115] and star-shaped [113]) and structural solid substrates (nanospheres on a surface [116], silicon/polymer nanocones [117], nanocylinders [118], nanoholes [119]).  In the frame of this  Ph.D. project, substrates based on gold-capped silicon nanopillars were extensively used for SERS-based sensing [15], [120]–[122].  The fabrication process is depicted in Fig. 3.10. Randomly distributed silicon nanopillars are obtained on the surface of a silicon wafer (Fig. 3.10a) through a maskless reactive ion etching (RIE) process (Fig. 3.10b). During the RIE process, the reactive gases (a combination of SF6 and O2 in this case) are ionized in the reaction chamber by a strong electric field, and subsequently accelerated towards the silicon surface, where a physical and chemical etch takes place. The density, shape and height of silicon nanopillars can be controlled by changing the chamber pressure [121], the composition of the reactive gases and the etching time [120]. After etching, a short O2 plasma cleaning step can be performed to remove any residue of reactive species still present on the silicon surface, in order to reduce the background signal before metal deposition [120].  The second and last step is e-beam assisted metal evaporation (Fig. 3.10c). A thin layer of metal is deposited on the silicon surface, resulting in the creation of metal caps at the top of the nanopillars (Fig. 3.10c, d and e).  
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Fig. 3.8:  Fabrication process of metal-capped silicon nanopillars. The reactive ion etching process, 
obtained through acceleration of SF6/O2 on the surface of a silicon substrate (a) creates randomly 
distributed silicon nanopillars (b). An e-beam assisted metal evaporation step creates metal caps on 
top of the nanopillars (c). SEM images representing the top (d) and side view (e) of gold-capped 
nanopillars.   The main feature of this substrate is represented by the leaning of adjacent nanopillars when liquid is applied and dried onto the surface. The leaning enables the creation of hotspots between adjacent nanopillars, resulting in an increased SERS signal compared to the non-leaning substrate [15]. Another feature is represented by the shape of the metal caps, which generates another hotspot at the interface with the silicon nanopillar [122]. This means that signal enhancement is delivered not only to the analytes between leaning nanopillars, but also to the analytes adsorbed underneath the metal caps.  Due to these features, the optimal working condition is achieved when a liquid sample is dried on the active surface, and the analyte of interest is trapped in the hotspots between leaning nanopillars. Fouling or crystallization of salts on the nanopillar surface should be avoided, in order to achieve proper leaning and maximize SERS signal. Additionally, liquid samples in organic solvents were proven to enable better leaning [24] and better wetting of nanostructures, also increasing the possibility of distributing analytes underneath the metal caps and therefore increasing SERS signal. In Paper I, SERS sensing was performed on a droplet of bacterial supernatant diluted with ultrapure water. It was observed that exposure to atmosphere and wafer dicing substantially decreased the wettability of the substrates over days. As a result, the droplet could not spread and the signal was completely covered by salts accumulating over a small spot (not shown). Proper spreading of the aqueous droplet, and therefore a useful SERS signal, was observed only on freshly fabricated, non-diced wafers up to 24 h from 
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fabrication. However, even in this case, the presence of crystallized salts resulted in poor sensitivity.  In Paper II and IV, the samples were treated with liquid-liquid extraction (LLE), employing dichloromethane (DCM) as the organic extraction phase. This technique enabled extraction of the analytes of interest in DCM while leaving salts and other interfering compounds in the aqueous phase. SERS signal, as opposite to Paper I, was collected from a droplet of organic phase. No salt crystals were observed on the substrates in this case, and proper wetting was possible even months after substrate fabrication, substantially improving the usability of the assay. The microfluidic design of the Lab on Disc (LoD) presented in Paper III enabled fast DCM wetting and subsequent drying of the SERS chip, reproducing the same wet/dry experimental conditions for leaning nanopillars in batch experiments.   In Paper V we showed that a combination of supported liquid membrane (SLM) extraction and SERS-based sensing enables enrichment and quantification of pHCA in bacterial supernatant. As depicted in Fig. 2 in Paper V, pHCA was extracted in the aqueous acceptor phase, which was not suitable for optimal SERS sensing. Therefore, EtOH was added to each sample in order to improve surface wetting.   
3.4 Quantitative Raman and SERS  The study of peak position and relative peak intensities of a SERS spectrum can give specific information about the molecular structure of the analyzed sample, and therefore be used for identification and other qualitative analysis. However, peak intensity is also proportional to the concentration of the molecule in the sample, which enables quantitative SERS analysis.  When using SERS for quantitative sensing, as in the scope of our work, reproducibility can be affected by many issues related to the substrate (reproducibility, stability, spatial uniformity), to sample handling (e.g. distribution of the analyte on the SERS surface, focus and alignment of the sensing surface), and to the instrument (different calibration outcome from day to day, laser lifetime, temperature drift).  
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Reproducibility issues related to the SERS substrate were addressed by using a reproducible, spatially uniform and stable gold-capped nanopillar substrate [120]. As described in Paper II, the in-wafer deviation of SERS signal based on characteristic pHCA peak in DCM was found to be approximately 11%, which was considered acceptable. In order to compensate for in-batch and batch-to-batch variation, we collected a new calibration curve for each wafer. The analyte distribution on the surface was uniformed by adding a sufficient amount of sample to cover the whole 4x4 mm2 SERS chip. For instance, in Paper II and IV, the measurements were performed on 5 µL droplets of DCM samples. Due to the high volatility of DCM, a smaller droplet tended to evaporate before covering the whole chip, leading to a non-uniform signal over the droplet area. Furthermore, handling DCM volumes smaller than 5 µL proved challenging. In case of the EtOH diluted samples analyzed in Paper V, a 2 µL volume was already sufficient to cover the whole chip.  Efforts were made to standardize the acquisition procedure in order to have a reproducible focusing method and a significant acquisition area on each SERS chip. In 
Paper II, as depicted in Fig. 3.11a, a map of 25 points with a 500 µm step (2x2 mm2 area), was always collected from the center of the chip, after focusing by eye on the top right corner of the SERS chip. In Paper III – V a different Raman instrument with a maximum xy step of 100 µm was used. Therefore, acquiring a 2x2 mm2 area would lead to the acquisition of an excessive amount of spectra per dataset. In this case, smaller maps were collected from random spots on the SERS surface, after focusing in the center of the chip (Fig. 3.11b).  
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Fig. 3.9:  a) Map acquisition on a 4x4 mm2 SERS chip in Paper II and b) in Paper III – V.  The red symbol 
represents the optical focusing point, whereas the blue dot represents the spatial location of the 
collection points in each map.   Day-to-day instrument performance issues were addressed by calibrating the Raman system prior to each experiment and by collecting and comparing calibration samples for every experiment.   
3.4.1 Data analysis  A large variety of analysis techniques can be used for quantitative analysis of SERS spectra.  Simple quantification methods correlate the peak height or area to the analyte concentration. Whereas peak area is generally more suitable for well-resolved peaks and can improve robustness in case of irregularly shaped or wide peaks, peak height can reduce the effect of overlapping peaks. As explained in Paragraph 3.3, the peak at 1169 cm-1 was chosen as a characteristic peak for pHCA in Paper II and V, and quantification was based on peak height due to the close presence of other shoulders and wide peaks (e.g. at 1250 cm-1).  The estimation of peak height performed in Paper II and V involved the following steps: 1) A polynomial baseline correction was performed on each SERS spectrum of each map. The purpose was to better identify outliers and improve averaging in the following steps.  2) Outliers were removed from each map. For a correct estimation, the standard deviation of the spectra of each map was calculated at each wavelength in the fingerprint region. The wavelength with the highest standard deviation was identified and used to discard spectra with a lower significance level than 0.05. 3) Average and standard deviation were calculated for each map. 4) A linear baseline correction was performed on the average spectrum in the peak region (between 1150 and 1190 cm-1). It was observed that if the linear baseline 
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correction was performed on SERS spectra without prior averaging, the estimation of pHCA at low concentrations was worse, due to the signal noise.  5) Peak height was calculated at 1169 cm-1. 6) Signal intensity and pHCA concentration were correlated with a linear regression model, enabling quantification of unknown samples. In Paper III and IV we present quantification based on a partial least squares (PLS) model, automatically implemented through the software TQ Analyst (version 9.2, Thermo Fisher Scientific Inc., Waltham, MA, US). PLS was applied for the quantification of pHCA alone in Paper III, of a mixture of pHCA and CA in Paper IV and mixture of different salts, nutrients and metabolites in the Raman experiment described in Paragraph 3.2.1.   The PLS algorithm is a statistical approach to quantitative analysis, capable of separating the contributions of analytes with overlapping spectral features, or with chemical interactions resulting in a non-linear correlation between concentration and signal intensity. To build a PLS model of a Raman or SERS dataset, calibration samples with a known number of components and known concentrations must be given as input. Validation samples, which are treated as unknown samples, must also be included in order to evaluate the goodness of the model. The correlation between the concentration of each component and the signal intensity is performed on selected spectral regions where the components show significant vibrational peaks. Other signal processing tools, such as smoothing, first or second derivative and baseline correction of spectra can be used to improve the model. It is possible to verify the correct separation of the analyte spectral contributions by inspecting the spectra of pure components, as done in Supporting Information in Paper III and IV.         
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4 Sample pre-treatment in analytical 
chemistry  When aiming at detecting an analyte in a sample matrix, the analytical procedure consists of a series of steps such as sampling, sample pretreatment, identification and quantification of target compounds, and data analysis. This chapter will be focused on sample pre-treatment and preparation prior to detection, a fundamental step for a robust and reproducible analysis [123].  This part of the analytical process has a great influence on the time required for analysis and the quality of results obtained [124]. In fact, sample pre-treatment was estimated to represent two-thirds of the analysis time and to be the source of most experimental errors and discrepancies between laboratories [125]. Very often, sample pretreatment is still a tedious and time-consuming process involving repeated manual manipulations, which can be a source of contamination and can result in the loss of target analytes. This is a major issue especially in trace analysis, where extensive extraction, purification and up-concentration steps need to be performed, resulting in complex extraction protocols [126]. Additionally, these sample pre-treatment protocols are mostly performed offline, often generating large amounts of waste, and thus affecting both the throughput and the environmental footprint of the analytical procedure.  When selecting and developing a sample pre-treatment procedure, this needs to be tailored for the specific application, taking into consideration the sample matrix, the target analyte, the detection method and the purpose of the analysis (e.g. detection of specific target molecules versus comprehensive profiling). For the choice of solvents and chemicals, it is important to consider both the sensitivity and compatibility of the detection method with the pre-treatment method in use. Finally, considerations must be done about costs, analysis time, usability and possibility of miniaturization and automation of the process. Developing and optimizing a sample pretreatment procedure is 
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a complex task, since, in fact, there is no universal technique suitable for all kinds of samples, analytes and applications.   When analyzing small molecules in bacterial aliquots, for instance, procedures like filtration and centrifugation are commonly used to remove bacteria and physical debris from the sample [55]. Then, in most cases, an additional sample pre-treatment step might be needed according to the detection method, to further clean up the sample or to extract a specific molecule from the sample [45], [55], (Paper II – V).  The traditional categorization of extraction techniques depends on the nature of the sample to be analyzed (gaseous, liquid or solid) [125]. Due to the large variety of currently available and continuously developed techniques, a complete review is beyond the scope of this work. Therefore, we limited our overview to the most common techniques for extraction/sample cleanup of liquid samples, aiming at the analysis of liquid supernatant samples (Tab. 4.1).  Among these, a categorization can be made between liquid phase and sorbent phase extraction.   
Liquid phase extraction techniques are separation methods based on the partition of an analyte between two immiscible liquid phases. The mass transfer depends on the 
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affinity of the component towards each phase [127]. The most established and well-known technique is liquid-liquid extraction (LLE), which is a separation process depending on the mass transfer of the component to be separated from a first liquid phase to a second one. In general, nonpolar compounds tend to be more soluble in nonpolar organic solvents, whereas charged molecules tend to stay in the aqueous phase. It can be used for extraction of nonpolar or semipolar compounds from salt solutions into an organic phase (Paper II – 
IV), or for extracting polar compounds into an aqueous phase [127].  The most traditional tool for LLE is the separatory funnel (Fig. 4.1a): an aqueous and an organic phase with different densities are inserted in the funnel. Once the funnel is closed, it is slowly inverted to increase the exchange surface without forming emulsions. Then, the stopcock is opened to separate the phases, starting from the heavier one, and the extraction can be eventually repeated. The same mechanism can be implemented in a channel, where the organic and aqueous phases are mixed with a turbulent flow and then separated based on their density difference. Many industrial systems, such as columns, centrifugal contactors (Fig. 4.1b) and mixer-settlers (Fig. 4.1c), have been developed and optimized with the purpose of fast phase mixing and separation on industrial scale [128].  
            
Fig. 4.1: (a) Separatory funnel, commonly used for LLE. The funnel is made of glass, whereas the 
stopcock and the seal are commonly made of Teflon, particularly resistant to a wide range of organic 
solvents. (b) Complex cross section of an industrial centrifugal extractor and (c) bulky industrial 
mixer-settler equipment.  
a) b) c) 
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LLE has been successfully used for industrial applications over the last few decades as a very robust separation technique for the recovery of industrially relevant compounds from fermentations [129]. However, new LLE applications have been recently explored, such as extraction of drugs and vitamins from biological samples for forensic science and diagnostics [130]–[132], and extraction of metabolites from microbial culture medium, for signaling [133] and metabolomics studies [134], [135], (Paper II - IV). LLE is a rather simple, well-established and widespread technique, with a large amount of available literature and data. Common disadvantages are the usage of large amounts of toxic solvents in big scale processes, the need for several extraction steps to reach good extraction efficiency and time-consuming manual operations.  Many variations of LLE were developed to minimize the amount of organic solvent and maximize the interface between phases. For instance, single-droplet microextraction (SDME) only uses a small droplet of organic solvent (Fig. 4.2a). Few µL of extraction solvent are suspended at the tip of a syringe and exposed to a liquid or gaseous sample for a certain time at a defined temperature. After extraction, the droplet is removed and transferred to the analytical instrument [136]. Other techniques, such as dispersive liquid-liquid microextraction (DLLME) (Fig. 4.2b), cloud-point extraction (CPE) [137] and homogeneous liquid-liquid extraction (HLLE) [138], aim at the formation of finely dispersed microemulsions, or even a virtually infinite interface, starting the extraction in a homogeneous solution. Among others, extraction of organic pollutants [139], [140], proteins [137] and aminoacids [138] were reported with these techniques. Besides still requiring repeated manual steps, these methods also involve additional surfactants and/or dispersers, as well as additional steps for creation and sedimentation of the emulsion, adding complexity to the overall system. The research towards the reduction of organic solvents and samples has generated numerous microfluidic devices for performing LLE [141]. Microfluidics represents an ideal environment for LLE due to high surface-to-volume ratios, small amounts of sample required and waste produced, automated fluidic handling and integration of complex fluidic operations in a single platform [142]. Since the first example of microfluidic LLE developed by Sato et al. [143], applications have been reviewed in the production of fine chemicals [144], in medical detection [145] and environmental monitoring [146]. 
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Fig. 4.2: (a) SDME working principle: a droplet of few µL of an extraction solvent is exposed to a stirred 
liquid (or gaseous) sample for a certain time and temperature. After extraction, the droplet is 
retracted and analyzed. (b) Rapid injection of an extraction solvent mixed with a disperser, creating a 
fine emulsion into an aqueous sample. (c) Microfluidic device for SLM extraction, embedding a porous 
membrane between the channels containing the donor and acceptor phase. Reprinted from [136], [139] 
and [155] respectively, with permission.   Membrane-supported extractions, instead, use porous or non-porous membranes to perform a selective extraction and enrichment [147]. In case of supported liquid membrane (SLM) extraction, a porous hydrophobic membrane, placed between donor and acceptor aqueous phases, is impregnated with the extraction solvent of choice [148]. The analyte diffuses from one phase to the other through the impregnated pores of the membrane, undergoing both a solvent extraction and a size-exclusion filtration. With proper control of donor/acceptor pH, membrane material and organic solvent, flow-based 
a) b) 
c) 
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SLM extraction can enrich the analyte even hundreds of times, proving advantageous for detection at low concentrations [22].  Numerous environmental and bioanalytical applications of membrane-based extraction have been reviewed throughout the years [147], [150], due to important advantages such as tunability, use of low amounts of solvent, ease of use and possibility of automated in-line enrichment [151]. Applications of microfluidic SLM devices also include detection of pollutants in water samples [152], biomolecules and drugs in blood plasma [153] and urine  [154] and, as reported in Paper V, for monitoring different culture conditions of genetically modified microorganisms, based on the extraction and enrichment of secondary metabolites from supernatant.  However, disadvantages of SLM extraction include the fabrication of the extraction device itself (Fig. 4.2c), which requires careful design and implementation, and memory effects, which can affect subsequent extractions if the membrane is not properly maintained. 
Sorbent phase extraction techniques use a solid (or stationary) phase to temporarily bind the analyte(s), which is then eluted by a liquid (or mobile) phase [123].  Traditional solid phase extraction (SPE) is based on the surface affinity between a solid phase and an analyte in solution. The solid phase, made of functionalized silica or polymer particles, is packed in cartridge-like devices. A typical SPE procedure involves several steps, including initial cartridge conditioning with a proper buffer, addition of the sample, washing of the undesired impurities and elution of the compounds of interest (Fig. 4.3a). Subsequent elutions with solvents at different polarity enable chemical separation of the sample components, according to their affinity to the solid phase. SPE can be used to selectively retain the analytes of interest from the sample, which are later recovered by elution, or to retain the undesired impurities, removing them from the eluted sample.  Different kinds of SPE can be distinguished, according to how compounds are retained by the solid phase [156], [157]: 
• Normal phase (polar modified solid phase, nonpolar liquid phase): it is used to retain polar analytes, mainly through hydrogen bonding, dipole-dipole and dipole-induced dipole interactions. Such analytes are then eluted with a more polar solvent than the originary sample matrix.  
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• Reversed phase (nonpolar modified solid phase, polar liquid phase): it is used for retention of mid- or nonpolar analytes through interactions with the hydrophobic functional groups at the surface of the solid phase (mainly van der Waals or dispersion forces). The compound is then eluted with a nonpolar solvent. 
• Ion exchange (charged groups on solid phase): it is used to retain anionic or cationic compounds in solution, mainly by electrostatic attraction with charged functional groups at the silica surface. SPE is a widely used technique because it is suitable for both polar and nonpolar analytes with a wide variety of sorbents, enabling a high degree of customization according to the specific needs. Many sorbent cartridges are commercially available with detailed documentation, also packed in miniaturized and disposable devices such as syringes or micropipette tips, enabling the usage of small amounts of sample and eluents [156].  However, some drawbacks are the cost of disposables, the high number of manual steps to be performed and the need for sample pretreatment and pH control prior to extraction. Additionally, reproducible packing of solid phases into custom-made devices is difficult [158], representing a challenge for a microfluidic implementation of SPE. In spite of the disadvantages, examples of microfluidic SPE were reported for separation of biomarkers [159] and matrix clean-up for detection of trace elements [160]. The principle of packed SPE columns is applied to column chromatography and coupled to a wide range of analytical procedures. In column chromatography, the stationary phase is packed into columns of different diameter according to the sample volume to be analyzed. The mobile phase is continuously eluted through the column, and the individual components of the sample are eluted one at a time. The retention time of each eluted component depends on the physico-chemical features of both liquid phase (polarity, flow rate) and solid phase (surface chemistry, particle size, column diameter), influencing the ability of a column to separate different components [161]. The eluent flow can be driven by gravity or, in case of tightly packed columns with small-sized particles, an external pressure can be applied to overcome the flow resistance. The fractions of eluent containing different components can be collected by means of a fraction collector or 
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continuously analyzed by a UV or fluorescence spectrophotometer, or a mass spectrometer, enabling quantitative analysis.  Automated systems using column chromatography for separation and quantitative sensing include high-performance liquid chromatography (HPLC) (Fig. 4.3b). HPLC is a well-established technique with countless applications in research, diagnostics [162], [163], food industry [164] and, as mentioned in Chapter 2, in metabolic engineering for strain development and optimization. Moreover, due to its robustness, HPLC is an excellent tool for validation of newly developed quantification methods. In fact, in Paper II – V and in Chapter 3 we validated our SERS and Raman-based quantification of pHCA and CA through a reversed-phase HPLC procedure.  
        
Fig. 4.3: (a) Typical SPE procedure, involving cartridge conditioning, sample loading, washing and 
elution of the analyte of interest. Image reprinted from www.johnmorris.com.au (b) HPLC system, 
produced by Agilent©.  However, HPLC requires a bulky and costly instrumentation, which must be operated by skilled personnel. Moreover, the optimization of sensing protocols can be challenging, and the time-to-result per sample can vary from minutes to tens of minutes, limiting the overall throughput.  
a) b) 
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4.1 Motivation for the choice of sample pre-treatment   As demonstrated in Paper I, direct SERS detection of analytes in a complex matrix is challenging, due to the presence of interfering compounds and salts fouling the active surface. Therefore, there is a need for a fast, selective and SERS-compatible sample pre-treatment step prior to SERS sensing. The following specifications were considered for the choice of the optimal pre-treatment technique:  
• Exclusion of compounds which have overlapping spectral features with the SERS signal of the target analytes. 
• Removal or reduction of salt content in the sample, to avoid fouling of the SERS-active surface. 
• Enable detection in organic solvent or in aqueous sample diluted with an organic solvent, since the SERS signal is best enhanced when the silicon nanopillars are wet by a droplet of organic solvent [165]. 
• Possibility of integration of the sample pre-treatment procedure on a lab on disc (LoD) platform, combined with SERS-based sensing. In this perspective, sorbent phase techniques were excluded due to difficult microfluidic integration. In fact, the reproducible packing of a stationary phase on microfluidic discs would introduce significant complexity to the fabrication process [158], [160]. Furthermore, the microfluidic complexity of a LoD implementing repeated washing and elution steps combined with SERS sensing would increase exponentially. Among the liquid phase extraction techniques, LLE was chosen for extraction of pHCA  (Paper II) and CA (Paper IV) from bacterial samples and for adaptation to the LoD device (Paper III), due to its simplicity and ruggedness as a common extraction method for phenolic compounds [126], [166]–[170].  SLM extraction, too, was found to be a suitable extraction method for phenolic compounds [171], and advantages such as analyte enhancement and robustness and ease of use of a microfluidic implementation were particularly appealing for its combination with SERS sensing (Paper V).  
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4.2 Liquid-liquid extraction  The enzymatic reactions used as cases of study in Paper I – V are depicted in Fig. 4.4: pHCA and CA were synthetized by deamination of the substrates needed for the reaction, i.e. Tyr and Phe respectively [55]. Genetically modified E. coli expressing TAL and PAL enzymes gradually processed the substrates to produce pHCA and CA during culture. Therefore, Tyr and Phe could be found in supernatant at significant concentrations at different time points during incubation, and they could interfere with the SERS signals of the compounds of interest (Paper II – V). Hence, the goal was to extract pHCA and CA while excluding Tyr, Phe and also salts, which fouled the SERS signal by crystallizing on the active surface (Paper I).  
 
 
Fig. 4.4: Tyrosine ammonia-lyase and Phenylalanine ammonia-lyase, which synthetize pHCA and CA 
from Tyr and Phe respectively.  As previously explained, LLE enables the partition of an analyte between two immiscible phases, according to the affinity of the analyte towards each phase. A common case is represented by the extraction of an analyte from an aqueous to an organic phase. According to its density, the organic phase can be found on top or underneath the aqueous phase, as depicted in Fig. 4.5.  
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Fig. 4.5: Partitioning of an analyte between two immiscible liquid phases. In this example, the organic 
phase (DCM, yellow) is denser than water (blue), therefore it is placed at the bottom of the chamber.  The partition of the analyte between the phase 1 (aqueous phase, blue in Fig. 4.5) and 2 (organic phase, yellow) at equilibrium depends on the partition coefficient, K [161]:   𝐾𝐾 =  𝐴𝐴𝑆𝑆2
𝐴𝐴𝑆𝑆1
 ≈  [𝑆𝑆]2[𝑆𝑆]1 Eq. 4.1   Where 𝐴𝐴𝑆𝑆1  and 𝐴𝐴𝑆𝑆2are the activities of the solute in phase 1 and 2, and [𝑆𝑆]1 and [𝑆𝑆]2 are the corresponding concentrations.  Considering that neutral species are more soluble in organic solvents, and charged species are more soluble in aqueous solutions, the pH of the aqueous phase is a crucial parameter to control for an advantageous partition.  In our case of study (Fig. 4.4), the analytes of interest (pHCA and CA) were weak acids, neutral at low pH. At the same time, the undesired compounds (Tyr and Phe) had a NH2 group, positively charged at low pH. Therefore, a careful choice of a low pH could exclude substrates, salts and other charged molecules from the organic phase, while extracting the compounds of interest (Fig. 4.5). The importance of a low pH for pHCA (and CA) extraction was experimentally confirmed by observing that DCM extracts of non-acidified aqueous samples did not give any pHCA signal (not shown).  When dealing with a species that has more than one chemical form, such as the mentioned weak acids, the distribution coefficient 𝐷𝐷 is used instead of 𝐾𝐾: 
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  𝐷𝐷 =  𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡𝑐𝑐𝑡𝑡𝑐𝑐 𝑐𝑐𝑐𝑐 𝑝𝑝ℎ𝑡𝑡𝑎𝑎𝑐𝑐 2
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑡𝑡𝑐𝑐𝑡𝑡𝑐𝑐 𝑐𝑐𝑐𝑐 𝑝𝑝ℎ𝑡𝑡𝑎𝑎𝑐𝑐 1 Eq. 4.2   Considering the example of pHCA, whose neutral form 𝐻𝐻𝐴𝐴 has a partition coefficient 𝐾𝐾 between the organic and aqueous phase, and assuming that its conjugate base 𝐴𝐴− is only soluble in the aqueous phase, 𝐷𝐷 becomes:   𝐷𝐷 =  [𝐻𝐻𝐴𝐴]2[𝐻𝐻𝐴𝐴]1 +  [𝐴𝐴−]1 Eq. 4.3   Substituting 𝐾𝐾 =  [𝐻𝐻𝐴𝐴]2 [𝐻𝐻𝐴𝐴]1⁄  and the acid dissociation constant 
𝐾𝐾𝑅𝑅 =  [𝐻𝐻+][𝐴𝐴−]1 [𝐻𝐻𝐴𝐴]1⁄  into Eq. 4.3, 𝐷𝐷 becomes:   𝐷𝐷 =  𝐾𝐾 ∙ [𝐻𝐻+]
𝐾𝐾𝑅𝑅 + [𝐻𝐻+] = 𝐾𝐾 ∙ 𝛼𝛼𝐴𝐴 Eq. 4.4   where 𝛼𝛼𝐴𝐴 is the fraction of the neutral form 𝐻𝐻𝐴𝐴 in aqueous phase. Therefore, if 
𝛼𝛼𝐴𝐴 ≈ 1, 𝐷𝐷 ≈ 𝐾𝐾. This principle was applied to maximize the partition of pHCA and CA in the organic 
phase. The aqueous samples were always acidified at a very low pH (∼ 0.1), much lower than pKa for both pHCA (pKa of 4.9 for -COOH and 9.35 for -OH, [172]) and CA (pKa of 4.4, [173]), in order to maximize the fraction of neutral pHCA and CA in aqueous phase. In this way, we could assume that no dissociated analyte was left in the aqueous phase, and that 
𝐷𝐷 ≈ 𝐾𝐾.  In Paper II and IV the LLE process was developed and characterized for extraction of pHCA and CA. As a first step, the organic extraction phase was chosen. Non-volatile solvents, such as n-octanol, were excluded, due to the need for quick drying of samples on the SERS chips. Then, LLE was performed on pHCA spiked medium with different solvents (i.e. DCM, diethyl ether, ethyl acetate) in Paper II. As shown in Fig. S-2 (Supporting Information, Paper II), DCM showed a better result compared to ethyl acetate. Additionally, extraction from control supernatant was performed, and a higher 
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background in the region peak was found when extracting with diethyl ether compared to DCM (Fig. S-3). For these reasons, DCM was chosen for LLE in all the experiments. LLE of pHCA and CA was characterized in terms of extraction efficiency, a parameter closely related to the partition coefficient 𝐾𝐾, defined as:   % 𝑐𝑐𝑒𝑒𝑡𝑡𝑐𝑐 𝑐𝑐𝜆𝜆𝜆𝜆 = [𝑆𝑆]2[𝑆𝑆]𝑖𝑖  ∙ 100 Eq. 4.5   where [𝑆𝑆]𝑖𝑖 is the initial sample concentration, known in spiked samples. In general, it is possible to calculate the extraction efficiency through models and solubility data, or it can be found in literature for analytes in well-characterized extraction systems. However, its value can also be easily calculated by experimentally measuring the amount of extracted analyte in each phase. For the calculation of the extraction efficiency, LLE was performed on pHCA and CA spiked growth medium, and the extraction efficiency was measured with both SERS and HPLC. [𝑆𝑆]2(𝑆𝑆𝑆𝑆𝑅𝑅𝑆𝑆) (i.e. pHCA concentration in DCM extracts) was directly measured through SERS acquisition of DCM extracts. However, HPLC was not suitable for the elution of volatile and water immiscible DCM samples, hence [𝑆𝑆]2(𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻) was calculated by measuring pHCA in the aqueous phase before ([𝑆𝑆]𝑖𝑖) and after extraction ([𝑆𝑆]1). Assuming that the total number of moles was maintained in the system, [𝑆𝑆]2(𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻) was calculated as [𝑆𝑆]𝑖𝑖 −  [𝑆𝑆]1. Fig. 4.6 (Paper II) shows a good correlation between SERS and HPLC quantification of pHCA in DCM extracts. The graph in Fig. 4.6 also shows that the extracted amount of pHCA was close to 10% of the starting concentration in all the analyzed samples, for a 𝐾𝐾 ~ 0.1. Knowing the dynamic range of the SERS sensor (3 to 50 µM) (Paper II), the obtained extraction efficiency enabled correct quantification up to a concentration of 500 µM in the starting samples, and further dilution of the extracts enabled quantification of up to 800 µM pHCA in bacterial supernatant. The same procedure was repeated for CA, obtaining an efficiency of 86% (Paper IV).  
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Fig. 4.6: Extracted amount of pHCA from spiked samples of bacterial growth medium measured with 
both HPLC and SERS. Reprinted from Paper II with permission.  The outcome of LLE is also influenced by the volume of both liquid phases. If a solute 𝑆𝑆 with a 𝑚𝑚 number of total moles and a partition coefficient 𝐾𝐾 is extracted from 𝑉𝑉1 mL of phase 1 to 𝑉𝑉2 mL of phase 2, and 𝑞𝑞 is the fraction of solute left in phase 1 after extraction, we have:  [𝑆𝑆]1 =  𝑞𝑞𝑚𝑚𝑉𝑉1  Eq. 4.6  And  [𝑆𝑆]2 =  (1 − 𝑞𝑞)𝑚𝑚𝑉𝑉2  Eq. 4.7   It is possible to calculate the fraction 𝑞𝑞 of the solute remaining in aqueous phase after one extraction:   𝑞𝑞 =  𝑉𝑉1
𝑉𝑉1 +  𝐾𝐾𝑉𝑉2 Eq. 4.8  and after 𝑐𝑐 extractions:  𝑞𝑞𝑅𝑅 =  � 𝑉𝑉1
𝑉𝑉1 +  𝐾𝐾𝑉𝑉2�𝑅𝑅 Eq. 4.9   
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It can be demonstrated that many small extractions are more efficient than just one with the same volume of solvent; for this reason performing several extraction steps is a common practice. Nevertheless, as previously explained, SERS enabled effective quantification in the relevant concentration range after just one extraction step. Furthermore, limiting the number of extraction steps to just one significantly reduced the complexity of LLE implementation on the LoD described in Paper III.  In Paper III we investigated the effect of different DCM/sample volume ratios on the SERS signal of pHCA. Fig. 4.7 shows the normalized SERS intensity of the characteristic pHCA peak with different DCM/sample ratios. It can be observed that the signal increases with decreasing DCM/sample ratios until 1, and it does not change significantly at smaller ratios. According to Eq. 4.8, the fraction of extracted 𝑆𝑆 increases when increasing the DCM/sample volume ratio, which means that more solute is extracted when using a higher volume of organic phase. However, the collected SERS signal is proportional to pHCA 
concentration (Eq. 4.7), which decreases with higher 𝑉𝑉2, coherently with the results in Fig. 4.7.  
 
Fig. 4.7: Normalized Raman intensity of the characteristic pHCA peak for various DCM/sample ratios. 
Reprinted from Paper III with permission.  The plateau reached at ratios smaller than 1 is explained when substituting 𝐾𝐾 ~ 0.1 in Eq. 4.8. With the volumes and concentrations used in the experiment, it was calculated 
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that the extracted pHCA was 24 µM, 22 µM and 14 µM at ratios of 0.125, 1 and 8 respectively. Therefore, in case of low 𝐾𝐾, a significant decrease in DCM/sample ratio does not lead to a proportional signal improvement, while overcomplicating sample handling in case of very small sample volumes.  
4.3 Supported liquid membrane extraction  The working principle of a typical membrane unit for SLM extraction is depicted with the target analyte, pHCA and the interfering compound, Tyr, in Fig. 4.8. The top chamber, containing a flowing donor phase, is separated from the bottom chamber, containing a stagnant acceptor phase, by a porous hydrophobic membrane impregnated with an organic solvent. The result is a three-phase system with an organic phase placed in between two aqueous phases. The porous membrane has different functions: it physically separates the two aqueous phases, it holds and confines the organic solvent into its pores, and it prevents extraction of macromolecules bigger than the pore size.  
  
Fig. 4.8: Scheme depicting the working principle of SLM extraction in the particular case of pHCA 
extraction from a complex matrix. Reprinted from Paper V with permission.  Referring to Fig. 4.8, permanently charged compounds, as well as compounds that are charged at low pH, such as Tyr (pKa of 2.2 for -COOH, 9.21 for -NH3+ and 10.46 for -OH), are excluded from the membrane. As previously mentioned, acidic analytes, such as pHCA, 
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are uncharged in the acidic donor, therefore they are extracted into the organic phase. Since the acceptor phase is a basic solution, the extracted compounds are immediately dissociated at the interface between the membrane and the acceptor, preventing it from diffusing back into the membrane. The result is an irreversible transport of pHCA from the donor to the acceptor. Furthermore, since the captured analyte is in a different (dissociated) state in the acceptor than in the donor, the concentration gradient of the diffusing (neutral) species is largely unaffected by the acceptor, where the compound can be significantly and irreversibly enriched. For the same reason, small neutral compounds can be also extracted, but they cannot be enriched since their concentration in the acceptor cannot exceed the one in the donor. The choice of donor and acceptor pH must be done considering that the mass transfer is proportional to the concentration difference over the membrane [148]:   ∆[𝑆𝑆] =  𝛼𝛼𝐷𝐷[𝑆𝑆]𝐷𝐷 −  𝛼𝛼𝐴𝐴[𝑆𝑆]𝐴𝐴 Eq. 4.10   where [𝑆𝑆]𝐷𝐷 and [𝑆𝑆]𝐴𝐴 are the concentrations of 𝑆𝑆 in donor and acceptor, and 𝛼𝛼𝐷𝐷 and 𝛼𝛼𝐴𝐴 are the fractions of the uncharged forms in each phase. Therefore, it is maximized if 𝛼𝛼𝐷𝐷 is close to 1 and 𝛼𝛼𝐴𝐴 is close to 0. As a rule of thumb, the acceptor pH should be 3.3 points higher than the pKa of the acidic analyte in order to work in this condition [174].  These considerations were applied to the design of the SLM extraction system in Paper 
V, where SLM extraction was combined with SERS-based sensing. SLM extraction was implemented through an easy to handle, robust and reproducible microfluidic device. In this case, the aqueous acceptor phase, containing the extracted pHCA, had to be diluted with EtOH to be compatible with SERS sensing. This enabled proper wetting of SERS substrates as well as dilution of the acceptor salts. The enrichment of pHCA achieved by the developed SLM device was able to overcome the decrease in sensitivity due to EtOH dilution, proving compatibility between SLM extraction and SERS-based sensing. Additionally, a proper washing technique enabled a reduction of the memory effects (Fig. S2, Supporting Information, Paper V), resulting in a robust and reproducible extraction (Fig. 4, Paper V).  
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5 Centrifugal microfluidics  As illustrated in the previous chapter, sample pre-treatment is a crucial part of the analytical process when aiming at the detection of a target analyte in a sample matrix.  The optimal sample pre-treatment method can significantly improve the accuracy and sensitivity of the detection. However, it is often a sequence of tedious and time-consuming manual steps, prone to errors and generating large amounts of waste [123]. Since the introduction of microfluidics [175], a significant effort has been invested towards the automation and miniaturization of sample pre-treatment methods over the last decades [176] to achieve reliable, easy to use devices requiring low sample, solvent and reagent volumes. Besides the adaptation of sample pre-treatment procedures in microscale, focus has been directed towards the integration of sample handling steps with detection in so called micro total analysis (µTAS) systems. This expression was formulated to identify integrated and miniaturized systems performing a complete analysis, from sample pre-treatment to sensing [16]. µTAS systems have been developed and applied for cell and protein analysis, pathogen/disease detection, drug screening, forensic and environmental analysis [16], [177]. Miniaturization and parallelization, characteristic of microfluidic systems, represent useful features when aiming at high-throughput screening in metabolic engineering. Research has been growing in this sense, with the application of microfluidic devices to microbial culture and/or monitoring of  nutrients [178] or secreted metabolites [179]–[181].  In spite of the small footprint of microfluidic devices, they often require complex fluidic actuation systems, which reduce their usability and increase their complexity. Centrifugal microfluidics has recently emerged as an alternative technology for complex microfluidic assays [17]. Since the first examples of centrifugally driven tools dating back to the 60’s [182], [183], this technology has raised more and more attention for analytical 
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applications, aiming at portability, high throughput, short time-to-response and ease of use.  Lab-on-disc (LoD) systems are microfluidic devices in the form of a CD, embedding complex fluidic networks and simply actuated by controlling a spinning motor. In fact, one of the main advantages of centrifugal microfluidic systems, compared to the traditional pressure driven ones, is the absence of pumps. Furthermore, several microfluidic units can be implemented on the same disc and actuated with the same centrifugal force at the same time, increasing the throughput and reproducibility of the assay. The use of centrifugation as the main actuation principle also avoids the formation of bubbles and makes discs particularly suitable for fluidic operations such as sedimentation, which are commonly performed with a centrifuge [184]. Thanks to the versatility of LoDs, complex assays have been implemented for a number of biomedical applications, including blood analysis and diagnostics [18]; many examples of cell handling, PCR and immunoassays were reported [185]–[187], and colorimetric, optomagnetic and electrochemical detection techniques have been used for sensing [19].  In spite of the advantages provided by LoD devices, there are only a few reports on the application of this technology for microbial screening. Significantly, Kim et al. [20] reported a centrifugal microfluidic platform for quantitative screening of genetically modified microalgae, based on the amount of produced lipids, extracted with LLE. In this Ph.D. project a LoD device was developed for screening different strains of genetically engineered E. coli, based on the amount of secondary metabolite pHCA, extracted with LLE (Paper III).  There are a few reports about LLE on LoD in literature, mostly based on non-volatile organic solvents compatible with most common polymers [20], or using external actuation systems, such as lasers for burning sacrificial valves or pneumatic pumps [188]. In our LoD device, instead, a LLE assay was implemented without any external component, and the choice of a solvent-resistant polymer (PP) enabled the fabrication of a platform resistant to extremely harsh solvents, such as DCM. Additionally, large-scale fabrication techniques (injection molding and ultrasonic welding) were used, resulting in a fast and scalable fabrication process. 
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A SERS-based detection unit, based on a gold-capped silicon nanopillar substrate, was also integrated on the platform, in order to achieve a real µTAS system. There are reports on SERS-based detection on LoD in literature; however, they are mostly based on nanoparticle aggregation [189], which is more prone to irreproducibility than solid SERS substrates [190].  
5.1 Microfluidic design of the LoD  The design of a centrifugal microfluidic platform is a complex process, where several specifications need to be considered, and the optimization of the developed system is often achieved through repeated trial and error cycles. The microfluidic design of the LoD presented in Paper III, combining LLE sample pre-treatment with SERS sensing, was the result of several considerations, summarized in Fig. 5.1. The application (LLE + SERS for quantification of pHCA in bacterial samples) determined the choice of the chemicals used on the platform. The usage of harsh chemicals in the LLE assay (HCl and DCM, Paper II) and the optical sensing technique (SERS), led to the choice of a solvent-resistant and optically clear polymer. At the same time, the polymer had to be compatible with the available fabrication methods (injection molding and ultrasonic welding). In turn, the chosen fabrication methods introduced geometric constraints to the design of the fluidic elements (e.g. size of the microfluidic slide, depth and disposition of chambers and channels) and to the embedding of SERS active substrates.  Moreover, the following generic criteria were applied when designing the LoD platform: 
• Maximize multiplexing (i.e. maximize the number of parallel fluidic modules implemented on the same disc) 
• Enable a complete analytical procedure on the same disc (i.e. implement calibration together with sample pre-treatment) 
• Keep fabrication and fluidic operation simple (i.e. avoid the addition of external active components) 
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Fig. 5.1: Scheme representing the factors considered for the design of the LoD presented in Paper III.  The result of these considerations was the modular LoD shown in Fig. 5.2a, composed by microfluidic slides made of layers of poly(methylmetacrylate) (PMMA), pressure sensitive adhesive (PSA) tape and injection molded clear poly(propylene) (PP), enabling both calibration and sample pre-treatment/SERS sensing.  
 
Fig. 5.2: (a) 3D render (realized by Ph.D. student Laura Serioli) of the LoD device. The LoD is composed 
by 4 assay modules (rectangular slides) and 8 calibration modules (triangular slides) assembled on a 
PMMA disc. (b) Assay steps implemented on the assay module.   
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According to the experimental protocol reported in Paper II, the steps for manual LLE and SERS-based sensing of bacterial samples were: 
• Sample filtration 
• Sample acidification 
• Solvent incubation 
• Wetting and drying of SERS chip with organic extracts The same steps were adapted to the LoD, thanks to the microfluidic design in Fig. 5.2b.   In the next paragraphs more details will be provided about microfluidics theory, implementation and combination of microfluidic operations (filtration, valving, mixing and pneumatic pumping) in the presented design and the chosen fabrication techniques. A more detailed description of LoD microfluidic operation is given in Paper III.  
5.1.1 Centrifugal microfluidics theory  For the design of fluidic operations it is important to understand the forces controlling the fluid motion on a centrifugal platform. These are usually divided into intrinsic forces, generated by the presence or absence of centrifugation, and extrinsic forces, generated by external means (e.g. magnetic, electric or external pneumatic forces that bring particles or fluid into motion). In our work we limited our overview to the intrinsic forces, sub-classified into pseudo forces and non-pseudo forces.  Pseudo forces are inertial forces arising from the centripetal acceleration acting on the rotating device. The main forces acting on a point-like mass 𝑚𝑚 on a centrifugal microfluidic device are centrifugal force (𝑭𝑭𝐻𝐻), Coriolis force (𝑭𝑭𝐻𝐻𝑉𝑉) and Euler force (𝑭𝑭𝑆𝑆), described by the following vectorial equations [17]:   𝑭𝑭𝑐𝑐 =  −𝑚𝑚𝝎𝝎 × (𝝎𝝎 × 𝒓𝒓) Eq. 5.1    𝑭𝑭𝐻𝐻𝑉𝑉 =  −2𝑚𝑚𝝎𝝎 × 𝜋𝜋𝜋𝜋𝑡𝑡 𝒓𝒓 Eq. 5.2  
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  𝑭𝑭𝑆𝑆 =  −𝑚𝑚 𝜋𝜋𝜋𝜋𝑡𝑡𝝎𝝎 × 𝒓𝒓 Eq. 5.3    
 
Fig. 5.3: Pseudo forces acting on a liquid column of height 𝒓𝒓𝟐𝟐 −  𝒓𝒓𝟏𝟏 on a centrifugal platform. The 
centrifugal force drives the fluid radially outwards, whereas Coriolis force is perpendicular to both 𝝎𝝎 
and fluid velocity. Euler force is proportional to angular acceleration and deceleration. Reprinted from [17] with permission.  However, scalar differential pressures are more convenient than vectorial forces for the design of fluidic elements on a disc. For instance, a liquid column of density 𝜌𝜌 is subject to a centrifugal pressure given by:   ∆𝑝𝑝𝐻𝐻 =  12𝜌𝜌𝜔𝜔2(𝑐𝑐22 −  𝑐𝑐12) Eq. 5.4   
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where 𝑐𝑐1 and 𝑐𝑐2 are the radial distances from the center of the top and bottom of the column respectively, as also shown in Fig. 5.3. Interestingly, ∆𝑝𝑝𝐻𝐻  only depends on the height of the column (given by 𝑐𝑐1 and 𝑐𝑐2) and not on the channel section. Non-pseudo forces include capillary force and pneumatic force, exerted by a pressurized gas bubble on a LoD. Capillary force in a circular channel is driven by a ∆𝑝𝑝𝑒𝑒 described by the Young-Laplace equation [191]:   ∆𝑝𝑝𝑒𝑒 =  2𝜎𝜎𝑐𝑐𝑡𝑡𝑎𝑎𝜃𝜃𝑒𝑒𝑐𝑐  Eq. 5.5   where 𝜎𝜎 is the surface tension of the fluid, 𝜃𝜃𝑒𝑒 is the equilibrium contact angle and 𝑐𝑐 is the channel radius. If the channel is hydrophilic (𝜃𝜃𝑒𝑒 < 90°), it will be self-primed by spontaneous imbibition. If the channel is hydrophobic (𝜃𝜃𝑒𝑒 > 90°), an external force must be applied to fill it. The pneumatic force is described as [17]:   ∆𝑝𝑝𝑝𝑝𝑅𝑅 =  𝑝𝑝𝑉𝑉 �𝑉𝑉0𝑉𝑉 − 1� Eq. 5.6   where 𝑝𝑝𝑉𝑉 is the ambient pressure, 𝑉𝑉0 is the volume of a gas bubble at 𝑝𝑝𝑉𝑉, and 𝑉𝑉 is the gas volume in a compressed or expanded state.   
5.1.2 Filtration  When performing an analytical process on a centrifugal microfluidic platform, separation of interfering residues, undesired particles or organisms (e.g. cells) is a fundamental step. For instance, plasma needs to be separated from whole blood in case of biomarker analysis [192], whereas undesired suspended particles or cells can clog the microchannels and significantly affect sensitivity when measuring pollutants or cell metabolites [193], [194].  
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Separation of undesired particles is usually performed manually and off-line, leading to a significant bottleneck in automating analytical processes. For example, a manually performed centrifugation and/or filtration  step needs to be executed prior to HPLC analysis on bacterial aliquots, in order to remove bacteria from the sample [55]. In this Ph.D. project, we could overcome the need for manually performed centrifugation and/or filtration with the implementation of an automated filtration step on the fluidic platform, significantly reducing sample handling. In fact, due to the sensitivity of SERS-based sensing, removal of bacteria was a crucial step in order to reduce the amount of interfering compounds (Fig. 6, Paper III).  Two common approaches for separation on centrifugal microfluidic platforms are 
sedimentation and filtration, based on particle mass and size respectively. With sedimentation, heavy particles are driven radially outwards by the centrifugal force, according to their mass (Eq. 5.1). The fluidic design directs the cells towards the bottom of a chamber or a well, while the clean supernatant is removed (Fig. 5.4). The sediment can then be excluded from analysis or be used for different purposes, such as cell count in blood samples.   
 
Fig. 5.4: Isolation of plasma from whole blood. (a), (b) Centrifugal force gradually drives red blood cells 
towards the bottom of the sedimentation chamber, underneath the level of the siphon inlet on the left 
of the chamber. (c) The disc slows down and the siphon is primed; (d) only plasma is transferred to the 
second chamber when accelerating again. Reprinted from [192] with permission. 
a) b) 
c) d) 
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 Filtration, instead, is based on particle exclusion according to their size. Filtration can be performed through progressive geometric restrictions of the fluidic channels or, in case of smaller particles or bacterial cells, the liquid sample can be constrained to pass through a membrane filter embedded in the fluidic path. As reported by Czugala et al. [193], solid particles in turbid water samples were effectively trapped by a progressive restriction of the channel down to a height of 86 µm. Membrane filtration, instead, was used to remove bacteria from water samples [195] or even selectively filter circulating tumor cells from a whole blood sample [196].  Although examples of both sedimentation and membrane filtration were reported on LoD, sedimentation may not be able to completely remove fine particulate, and particles could be uptaken during the siphon priming. Therefore, membrane filtration was implemented in Paper III.  The sealing of the membrane filter is important to prevent leaking and therefore ensure correct filtration. The membrane can be sealed through solvent-assisted bonding (Fig. 5.5), thermal bonding (i.e. by applying high temperature and pressure to the membrane) [195], or, as presented in Paper III, by embedding the membrane between two layers of PSA tape (Fig. 5.6a).    
      
Fig. 5.5: Example of membrane integration in a polycarbonate (PC) microfluidic chamber. A droplet of 
acetone is poured on the membrane (a), subsequently pressed against the chamber (b). PC melts and 
seals the edges of the membrane, which become transparent (c). Reprinted from [196] with 
permission.  
a) b) c) 
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The advantage of the latter method is that it is very fast, simple and effective to implement. The effectiveness of the filtration of E. coli was tested by mimicking bacteria with 1 µm diameter microbeads, easily visible by eye, at a concentration of 1010 beads/mL, which is approximately twice the E. coli concentration at a typical OD600 = 5 after 24 h of culture. The microbeads (Dynabeads® MyOneTM Carboxylic Acid, Thermo Fisher Scientific) were filtered through a cellulose acetate membrane (0.2 µm pore size, WhatmanTM) at a spinning speed of 60 Hz for 2 min. As shown in Fig. 5.6b and c, the microbeads were completely trapped by the membrane, leaving a transparent sample in the bottom chamber, without any significant clogging of the membrane.  
 
Fig. 5.6: (a) Scheme representing a filtration membrane embedded between two layers of PSA tape, 
indicated in yellow, with an arrow indicating the direction of the sample through the membrane. 
Scheme reprinted from Paper III with permission. 20 µL of microbeads solution flowing through a 
hydrophilic membrane filter, before (b) and after (c) filtration.  
5.1.3 Metering  Most of the microfluidic processes require the handling of a precise amount of sample. Metering and aliquoting are two widely employed microfluidic operations for this purpose. A simple metering structure consists in an input connected to a well with a known volume, which redirects the excess fluid into a waste chamber (Fig. 5.7) [197]. The reproducibility of metering largely depends on the precise fabrication of the chamber and waste walls. For instance, laser ablation creates V-shaped walls, as explained in Paragraph 5.2.1, deviating from the designed volume of the metering chamber. Additionally, in case of very sharp and small features, such as the waste overflow, the polymer can melt in an 
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uncontrolled way, introducing a significant error. For these reasons, micromilling and molding techniques are preferred for such applications.  
 
Fig. 5.7: Basic metering principle: the sample flows into a metering chamber and the excess volume 
overflows in a waste chamber. A valve can be placed at the bottom of the metering chamber to enable 
further fluidic processing. Reprinted from [17] with permission.  In the case of the microfluidic design used in this work, it was observed that an unknown portion of the liquid sample was absorbed by the membrane filter, as also indicated by the wet border around the round filtration chamber in Fig. 5.6c. Therefore, a simple metering chamber with an overflow waste was implemented in the PP microfluidic slide after filtration (Fig. 5.10d). Metering can be used as the last step before analysis, or, as in our case, it can be combined with a valve at the bottom of the metering chamber to enable further fluidic processing. Examples of valves combined with metering units are hydrophobic valves [198] and capillary siphons [199].  
5.1.4 Valving  Valving is one of the most essential fluidic operations on a centrifugal platform, because it controls the flow and regulates fluidic actuation. According to the design of the valve, it regulates the flow by stopping the fluid at high or low spinning speed, or it can even be actively opened when needed. 
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Valving can be classified into passive and active valving. Passive valving only relies on the forces acting on disc (e.g. centrifugal pressure, capillary force or pneumatic pressure), whereas active valving requires external active elements. For the design of a simple LoD device, passive valving is advantageous because it avoids the addition of external elements, which add complexity to the system [17].  Among the large variety of passive valves available, we included capillary and siphon valves in our microfluidic design. The capillary valve uses the effect of a liquid meniscus pinned at the diverging end of a channel, as shown in Fig. 5.8. The meniscus stops the flow until the applied centrifugal pressure (Eq. 5.4) overcomes the capillary pressure opposed by the interface, given by:   ∆𝑃𝑃𝐼𝐼 =  −2𝜎𝜎𝑐𝑐𝑡𝑡𝑎𝑎𝜃𝜃𝐼𝐼𝑐𝑐  Eq. 5.7   where 𝜃𝜃𝐼𝐼 is the maximum contact angle the meniscus can withstand before bursting. A deeper analysis of the dependency of the burst pressure on the fluid contact angle, channel section and outlet design was developed, among others, by Cho et al. [191].  
 
Fig. 5.8: Top view of a capillary valve. Reprinted from [191] with permission.  Special hydrophobic coatings can be sprayed or dispensed at the outlet of the channel if the wetting properties of the liquid do not enable the formation of a stable meniscus, or just to increase the burst pressure [198], [200].  
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The siphon valve, instead, connects an inlet and an outlet chamber through an S-shaped hydrophilic channel, as shown in Fig. 5.9. At high spinning speed, the shape of the channel prevents the liquid from flowing towards the outlet chamber (Fig. 5.9(1)). The fluid can move over the siphon crest only at low spinning speed, when the inward capillary pressure is stronger than the outward centrifugal pressure (Fig. 5.9(2)). After the fluid reaches the siphon outlet, the inlet chamber can be emptied by rotating the disc at high speed again (Fig. 5.9(3) and (4)).   
 
Fig. 5.9: Working principle of a siphon valve. Reprinted from [201] with permission.  Based on these considerations, while capillary valves stop the flow at low speed and burst when accelerating the disc, siphon valves stop the flow at high speed, and need a temporary state of low speed to be primed and subsequently opened. Combinations of serial siphons and capillary valves can be found in literature, demonstrating the possibility of fluid control over several cycles of accelerations and decelerations in complex designs [202].  In the developed device a simple combination of hydrophilic siphons (wetted with Tween© 20, Sigma Aldrich) and capillary valves was used. Since filtration and metering happen simultaneously at high pressure, a siphon valve at the bottom of the metering chamber was the most suitable choice to stop the liquid during metering (Fig. 5.10d). When stopping the disc for HCl loading, the siphon could prime, and the sudden disruption (i.e. capillary valve) at the end of the siphon prevented uncontrolled filling of the mixing chamber (Fig. 5.10b and d). The same principle was applied to the serpentine siphon connecting the mixing and the incubation chamber (Fig. 5.10c). 
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Fig. 5.10: (a) Fluidic scheme of the microfluidic slide. The capillary valves at the end of the hydrophilic 
siphons are indicated in (b) and (c). (d) When filtering and metering the sample (blue dye) at high 
spinning speed, the siphon valve confines the sample in the metering chamber. (e) When stopping the 
disc to load HCl (red dye), the sample primes the siphon and stops at the outlet, due to capillary 
valving. Adapted from Paper III with permission.  
5.1.5 Mixing  It was demonstrated that microchannels up to 0.5 mm diameter on a centrifugal microfluidic platform always maintain a laminar flow regime [203]. Therefore, the microfluidic design should implement features to speed up mixing, either by enhancing the diffusion process or by creating fluidic turbulence on disc. La et al. [204] modeled and characterized a simple mixing process in a centrifugal force-based serpentine micromixer, finding that effective mixing could be achieved even with microchannels shorter than 1 cm. In fact, a combination of the Coriolis force, centrifugal force and fluidic inertia enabled effective mixing in the microchannel, due to its serpentine shape (Fig. 5.11a).  Since the LLE assay developed in Paper II includes an acidification step, where HCl is added and mixed with the sample, we implemented a similar serpentine channel in our LoD. At first, partial mixing was achieved through the simultaneous and turbulent emptying of the two streams into the common mixing chamber (Fig. 5.11b, top right). Then, the serpentine siphon, connecting the mixing chamber to the incubation chamber, enabled complete mixing prior to solvent incubation (Fig. 5.11b).  
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Fig. 5.11: (a) Schematic of the forces acting on the fluids into a serpentine siphon. Reprinted from [204] 
with permission. (b) Priming of serpentine siphon before solvent incubation. Reprinted from Paper III 
with permission.  As mentioned in Chapter 4, phase mixing is an important step in LLE. Many variations of LLE were developed with the purpose of increasing the exchange surface between phases by dispersion. In our microfluidic device we applied an emulsification principle, analogous to the one reported by Schuler et al. [186], in order to disperse small bubbles of aqueous phase in the organic phase.   
                   
Fig. 5.12: (a) Principle of centrifugal emulsification, reprinted from [186] with permission. (b) 
Formation of bubbles of aqueous sample in DCM. Reprinted from Paper III with permission. 
a) 
b) 
a) b) 
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As shown in Fig. 5.12a, two fluids of different density are involved in the emulsification process. The inlet channel, introducing the least dense fluid at the bottom of the chamber, has a sudden disruption that generates a bubble, which is pushed to the top when applying centrifugal pressure. Analogously, the four outlets of the serpentine siphon enabled the creation of aqueous bubbles through the DCM phase during the first seconds of phase mixing on our LoD (Fig. 5.12b).  
5.1.6 Pneumatic pumping  The principle of pneumatic pumping was first introduced in centrifugal microfluidics by Gorkin et al. [205]. The mechanism is based on the storage and release of pneumatic energy, as illustrated in Fig. 5.13.   
 
Fig. 5.13: (a) Loading of the sample. (b) Increasing the spinning speed, the sample fills the inlet channel 
and (c) traps air into the dead-end pneumatic chamber. (d) Further acceleration compresses the 
trapped air, which expands (e) by decelerating the disc. Reprinted from [205] with permission.  The fluid, initially loaded in the loading chamber (Fig. 5.13a), is pushed into the dead-end pneumatic chamber (Fig. 5.13b and c). At high spinning speed, the fluid traps and compresses the air in the pneumatic chamber (Fig. 5.13d). When lowering the spinning speed, the pressure on the pneumatic chamber is released, causing the trapped air to expand and push the liquid backwards (Fig. 5.13e). Gorkin et al. developed a theoretical 
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model for pneumatic pumping, describing the dependency of the liquid column height on the spinning speed, and applied it to cascade priming of hydrophobic siphons [206]. The principle of pneumatic actuation is advantageous because it overcomes a substantial limitation of centrifugal microfluidics, represented by the unidirectional liquid actuation, without any external actuation device of surface modification. However, the pneumatic chamber needs space on disc, which is a disadvantage in case of repeated siphoning or small footprint microfluidics. Pneumatic actuation was also applied to control the wetting of the base of a chromatographic/filtration element embedded on disc [207], [190], or to repeatedly wet an immunoassay antigen array through repeated cycles of acceleration and deceleration [187]. Analogously, we applied pneumatic actuation to rapidly wet the surface of the SERS chip embedded in the sensing chamber, and push the solvent back to let the chip dry (Fig. 5.14). Fast wetting was needed to reduce the contact time between the tape (used for SERS chip integration) and the organic solvent, in order to minimize tape degradation.  
 
Fig. 5.14: (a) Organic solvent wetting the SERS chip in the sensing chamber at high spinning speed (ν = 
45 Hz). (b) The solvent is pushed back at lower speed (ν = 12.5 Hz). Reprinted from Paper III with 
permission.  
5.2 Fabrication of the LoD  Early microfluidic devices were mostly made of materials such as glass, quartz or silicon and predominantly involved microelectronic fabrication methods [208]. However, many applications demanded disposable microfluidic devices in order to avoid sample 
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contamination, or rapid prototyping techniques to enable fast design and optimization cycles. Therefore, an increasing trend towards polymer-based microfluidics represented the solution to this problem, additionally supported by  the progress in polymer chemistry and polymer fabrication, which had already been developed for the production of a wide variety of low-cost common laboratory items (e.g. Eppendorf tubes, pipette tips, culture flasks, etc.) [209]. PDMS soft-lithography, introduced by Duffy et al. [210], first enabled the design and fabrication of an elastomeric microfluidic device in less than 24 h, while keeping a significantly low channel resolution (<20 µm in [210]). This innovation led to an exponential growth of research activities in this area, although some reviewers pointed out the increasing gap with the materials and methods used in industry (namely thermoplastic materials and injection molding) [209].   
Tab. 5.1: Overview of chemical resistance and fabrication techniques of polymers for microfluidic 
applications (extracted from [209] and [211]). 
Polymer Resistant against Not resistant against Fabrication technique 
PMMA Acids, bases, oil, petrol Alcohols, acetone, organic solvents Laser ablation, hot embossing, injection molding, x-ray lithography 
PC Alcohols, acids Hydrocarbons, ketones, KOH Injection molding, hot embossing, laser ablation 
PP 
Acids, bases, alcohols, organic solvents, fats Petrol, hydrocarbons Injection molding 
PS Bases, alcohols Concentrated acids, ether, hydrocarbons Injection molding, hot embossing, laser ablation 
COC Acids, bases Some organic solvents Injection molding, hot embossing 
PDMS Weak acids and bases Strong acids, hydrocarbons Soft-lithography, direct laser plotting 
SU-8 
Acids, bases, most solvents - Photolithography  
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In recent years, significant attention has been focused on bringing the fabrication processes used in research laboratories closer to the ones used in industry, by widening the range of polymers and fast prototyping techniques available for microfluidic applications. A wide variety of polymers with different physico-chemical properties (e.g. chemical resistance, heat resistance, transparency, gas permeability, biocompatibility, etc.) and the corresponding fabrication techniques is now available. Common examples are poly(methyl methacrylate) (PMMA), poly(carbonate) (PC), poly(propylene) (PP), poly(styrene) (PS), cyclic olefin copolymer (COC), poly(dimethyl siloxane) (PDMS), and photoresist SU-8 (Tab. 5.1 and Tab. 5.2).  
Tab. 5.2: Overview of advantages and disadvantages of fabrication techniques for polymer-based 
microfluidics. Adapted from [211] and [212]. 
Fabrication 
method 
Advantages Disadvantages 
Laser ablation 
Rapid, cost-effective, large format production Limited materials and resolution, difficult mass production 
Hot embossing 
Precise replication of microstructures, suitable for mass production Restricted to thermoplastics, time-consuming 
Injection molding 
Mass production, good resolution, time-effective and highly automated Restricted to thermoplastics, expensive instrumentation 
Photolithography Ideal for microscale features Requires a flat surface to start with, need chemical treatment 
Soft-lithography 
Cost-effective, able to fabricate 3D geometries, high resolution Pattern deformation, vulnerable to defect, not high-throughput 
X-ray lithography 
High resolution for fabrication of nanopatterns Time-consuming, high cost, difficult master fabrication process  
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In conclusion, the choice of material and fabrication technique is influenced by the specific purpose and application. In Paper III, sample filtration was implemented by embedding a membrane between layers of PMMA and PSA tape, ideal for rapid prototyping through laser ablation. Considering the harsh chemicals used in LLE, a transparent grade of PP was chosen for its chemical resistance, transparency and availability, and used for the microfluidic LLE assay. In addition, injection molding was the reproducible and high-throughput method of choice for PP microfluidic slides, demonstrating the scalability of the presented LoD.  
5.2.1 Filtration module: laser ablation and PSA cutting  For the implementation of the filtration part, laser ablation was used to rapidly cut PMMA layers (Axxicon Moulds, The Netherlands), which were assembled together with PSA layers, embedding a piece of cellulose acetate membrane. A table-top CO2 laser cutter (Epilog Mini 18, 30 W, Epilog, CO, USA) was used to engrave channels and cut chambers into PMMA, which is a biocompatible and optically clear polymer, used for the fabrication of a wide range of microfluidic devices [213]. The ablation mechanism of PMMA is the result of a photothermal process [213]. In fact, the CO2 laser continuously emits an infrared radiation at 10.6 µm, which is effectively absorbed by PMMA. When the laser beam meets the PMMA surface, the temperature rises rapidly above the polymer boiling temperature. The polymer is melted and immediately vaporized in its monomer form, so that the V-shaped cavity is not contaminated by any degradation component (Fig. 5.15a). However, in case of high power, part of the molten polymer tends to redeposit at the edge of the V-shaped groove (Fig. 5.15b). For this reason, laser power, laser speed and number of passes must be optimized according to the desired channel depth, width and shape.  Double-sided PSA tape (ARcare® 90106, Adhesive Research, Limerick, Ireland) was used to assemble together PMMA layers. The tape was composed by a layer of clear polyester covered by adhesive (MA-69 acrylic hybrid medical grade adhesive) and white polyester release films on both sides. A computer-programmed desktop cutter (Silhouette Cameo Plotter, Silhouette America Inc., Utah, US) was used to cut microfluidic features 
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through the tape. After cutting, the excess material was removed with the help of a sharp blade before use.  
               
Fig. 5.15: (a) Scheme representing the mechanism of laser ablation of PMMA. (b) Edge of a laser-cut 
groove. Reprinted from [213] with permission.  
5.2.2 Assay module: micromilling, injection molding and ultrasonic welding  The use of injection molding for low-cost fabrication of large volumes of microfluidic devices is now one of the many possibilities for microfluidic fabrication [214]. The injection molding of polymeric microfluidic components and total analysis devices has been reviewed in the last few years [215], [216], and examples have been reported of injection molded devices for LLE [217]. Injection molding is the process of heating and melting a thermoplastic material in the form of pellets inside a heated barrel. The molten polymer is forced and kept under pressure into a mold cavity, where a removable shim with the desired microfluidic features is located. After the polymer solidifies, the mold cavity is opened and the piece is ejected, before repeating the whole cycle. The optimization of the molding parameters (mold temperature, injection speed, holding pressure, holding time, demolding speed, etc.) results in the automated production of molded parts with short fabrication cycles. In case 
a) b) 
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of variotherm processes, in which a cooling system improves polymer demolding by actively cooling down the mold cavity, the time needed for temperature variation can significantly increase the cycle length up to a few minutes. In the case of the developed PP microfluidic slides (Paper III), the whole cycle, involving heating up of the mold, polymer injection, holding time until cooled down and demolding, lasted approximately two and a half minutes, enabling the production of approximately 100 pieces in 4 hours.  The PP flat slides were obtained through injection molding with a flat shim, whereas the microfluidic slides were molded with a milled aluminum shim.   Milling is defined as a subtractive manufacturing process that removes excess material from a workpiece through the use of rotary cutting tools [218]. Milling can be used to carve channels and chambers directly into the final microfluidic piece, or to create a negative mold to use in subsequent processing steps, such as hot embossing [219], soft-lithography [220] or, as in Paper III, injection molding. The use of milled shims for injection molding results in reproducible microfluidic structures with vertical walls, much closer to the desired size than with other techniques, such as laser ablation. This is particularly advantageous for fabrication of microfluidic features that need a precise and reproducible implementation, such as metering. The process of milling is summarized in Fig. 5.16. The milling machine is essentially composed of a worktable moving in the xy plane, a spindle moving in the z direction, and a rotating cutting tool secured to the spindle. It is possible to regulate the spinning speed of the rotating tool and the x, y and z speed; in general, a lower translational speed generates a smoother surface, at the cost of a longer process. Increasing the spinning speed also helps with obtaining a smoother surface, but particular attention must be put in securing the workpiece to the worktable and in avoiding tool overheating with constant spraying of water or cutting oil. In a typical milling process, once the 3D model is designed (with a 3D CAD software such as SolidWorks, Dassault Systèmes, France) and loaded as a suitable CNC code (with a CAD/CAM software such as CimatronE, Cimatron Group, Israel), the aluminum bulk piece is secured to the worktable through screws or a layer of heavy-duty double-sided tape. In this step it is important to keep the workpiece as flat as possible, since this is directly 
Chapter 5:  Centrifugal microfluidics  
105  
related to the flatness of the shim. In fact, a significantly tilted shim creates undesired slots in the mold cavity and generates polymer flakes which make demolding difficult or impossible. Furthermore, non-flat pieces can significantly complicate the subsequent welding step.  
 
Fig. 5.16: Schematic drawing of the steps in the milling process (design, milling and finished piece). The 
main components of a milling machine are a worktable, a spindle and a rotating cutting tool. During 
milling, excess material is removed from the workpiece by the cutting tool (inset). Reprinted from [218] with permission.  The alignment of the rotating tool in the z direction is then performed manually, inevitably introducing an experimental error in the starting z position. For this reason, more reproducible devices can be obtained by using the same milled shim for molding several parts, rather than directly milling chambers and channels into each microfluidic part. Finally, it is important to keep the cutting tool wet with cutting oil during milling, in order to avoid overheating and possible breakage of the tool.   Ultrasonic welding, used for the bonding of the injection molded parts, is an important and well-established fusion process for thermoplastics, commonly used in industry [221]. It is a thermal process where two parts are joined together through vibrational friction 
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heating at their interface [222]. Special structures, called energy directors, can be designed to direct the vibrational energy into predetermined spots across the surface. As depicted in Fig. 5.17, the welding of a flat and a microstructured surface is achieved by applying a short ultrasonic vibration to the parts through the sonotrode of an ultrasonic welder (Telsonic USP4700 20 kHz ultrasonic welder, Telsonic, Erlangen, Germany). In order to dampen vibrations and prevent slides from moving during welding, the slides are placed onto a flat steel block with a custom shape well (slightly bigger than a microscope slide, which is 25 x 75 mm). For a proper distribution of the vibrational energy it is important that the surfaces of the slides are parallel to the sonotrode; however, it is possible to compensate for slightly non-flat parts by placing small wedges at the bottom of the steel block. In this process, the main parameters to be optimized are the welding pressure, the welding time and the amplitude/energy of the vibration.   
 
Fig. 5.17: Working principle of ultrasonic welding: (1) a flat slide and a microstructured slide with V-
shaped energy directors are placed under a sonotrode. The channel is sealed by delivering a short 
ultrasonic vibration (2), which melts the energy directors (inset).  Ultrasonic welding is a fast technique for bonding polymers, it does not require any heating or soldering material, and it is easy to automate. Furthermore, thermal fusion is ideal for binding together inert polymers, such as PP.  
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In spite of its advantages, the use of ultrasonic welding is not established in the microfluidic field yet [223]–[226], probably due to the difficult implementation of energy directors in the microfluidic device. Poulsen et al. addressed this issue by developing a patented technique for fabrication of energy directors through injection molding [217], [222], [227], based on laser micromachining of triangular-shaped grooves along the microfluidic features on the aluminum shim. Thanks to this method, we were able to easily incorporate energy directors on the injection molded PP slides. In Paper III, the combination of micromilling (2 – 3 h, just once), injection molding (4 – 5 h) and ultrasonic welding (1 – 2 h) enabled the fabrication of tens of PP microfluidic slides within one working day. Including the manual wetting of hydrophilic siphons with surfactant (1 – 2 h with drying), the cutting and assembly of PMMA and PSA layers for the filtration part (2 – 3 h), the opening of venting holes on PP through a soldering tool and the assembly of the slides on disc (0.5 h), the fabrication time of the complete discs was two working days.                  
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6 Conclusions and future perspectives  The main goal of the Ph.D. project was to develop a centrifugal microfluidic platform to facilitate SERS sensing for quantitative screening of microbial strains.  In this work, we investigated Raman and SERS-based methods for screening of E. coli strains, demonstrating that (i) SERS can be effectively used as a robust quantitative technique, (ii) sample pre-treatment allows detection of one or more small compounds in complex supernatant samples, and (iii) the developed pre-treatment protocol can be implemented on a solvent-resistant LoD device, made with rapid fabrication techniques, also suitable for large scale production. In addition, we (iv) evaluated the usability of Raman spectroscopy for monitoring nutrients and metabolites in bacterial supernatant during a fermentation process (Chapter 3). In the optimization process of engineered microbial strains for overproduction of valuable compounds, a specific, robust, fast and cost-effective detection technique would be ideal to speed up the testing step. Therefore, the aim of this Ph.D. project was to develop analytical approaches and platforms, enabling reliable, specific, time and cost efficient detection of bacterial metabolites, which have the potential to increase the throughput compared to the currently available methods, such as HPLC. In this context, SERS-based sensing presents significant advantages, providing molecule-specific spectral information, fast acquisition and high potential for miniaturization and automation, for instance with the integration of small active substrates into an automated microfluidic platform. In order to discriminate between different strains based on the amount of the produced metabolites, the SERS-based sensing had to be optimized to achieve a robust and reproducible quantitative detection. The SERS substrates used in the project, based on gold-capped silicon nanopillars, had been previously developed in our group and had showed a good surface uniformity at a wafer scale, together with an excellent signal enhancement generated by the leaning of the nanopillars. The optimal enhancement is reached when the substrates are wetted by a droplet of organic sample and left to dry, causing the nanopillars to lean and create plasmonic hotspots. We investigated and 
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standardized the composition of the sample droplet (made of DCM or of water samples diluted with EtOH) and the sample volume needed to cover the SERS surface evenly, and thereby minimized the signal variability. Additionally, we developed and standardized a simple mapping method for 4x4 mm2 SERS chips (described in Chapter 3) and investigated the reproducibility of SERS signal in-wafer, in-batch and batch-to-batch, observing an acceptable in-wafer variation of approximately 11% (Paper II). We addressed the higher in-batch and batch-to-batch variation either by collecting new calibration samples for each experiment, and using them for a different quantification every time (Paper II and III), or by accumulating data from several experiments in a PLS model to compensate for such variations (Paper III and IV). Another important issue was the complexity of the matrix of real supernatant samples, containing salts, fouling the active surface, and molecules with vibrational peaks similar to the ones of the compounds of interest. In order to address this issue, we investigated the combination of SERS with two sample pretreatment techniques (LLE and SLM extraction), able to exclude salts and interfering compounds from the extracts. We characterized LLE in terms of extraction efficiency (Paper II and V) and SLM extraction in terms of enrichment and memory effect (Paper V), establishing the robustness of both the techniques with results validated by HPLC. In both cases, we demonstrated that the combination of SERS with a simple and robust pre-treatment step can significantly improve the sensitivity and specificity of detection while maintaining an easy-to-use experimental setup. Based on the steps of the developed LLE protocol, we designed and developed a solvent-resistant, injection molded LoD device combining LLE and SERS sensing (Paper 
III). The chosen material (a clear grade of PP) was resistant to harsh chemicals such as HCl 32% and DCM, widening the applicability of the developed platform for various sample pre-treatment protocols. The fast and large-scale fabrication techniques involved (e.g. injection molding and ultrasonic welding) enabled the fabrication of tens of fluidic modules in two working days, demonstrating the possibility of a scalable, fast and low-cost production of the designed platform, increasing its potential as a commercial at-line monitoring tool.  
Chapter 6:  Conclusions and future perspectives  
111  
Nevertheless, the applicability and the commercial value of the LLE/SERS LoD platform could be boosted through further improvements. Injection molding and ultrasonic welding of whole discs could significantly drop the fabrication time, whereas embedding injection-molded polymer SERS substrates in the microfluidic channels would overcome the integration issues of silicon chips presented in Paper III. Besides increasing the number of fluidic modules on a single disc, additional integrated features could make the LoD more appealing for biotechnologists, such as the detection of OD600, a commonly used parameter in the study of E. coli growth and metabolism.  
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