ABSTRACT
INTRODUCTION
Occlusion is anything that obstructs vision. Removing occlusion is very important for better perception and object recognition. Occlusion is a big challenge in many of the computer vision algorithms. For instance, in 3D reconstruction from images occlusion makes reconstruction ambiguous for object parts not visible in any of the images. These parts must be reconstructed in a visually plausible way. Occlusion also reduces the aesthetic beauty of the picture. There are situations where unexpected and unappreciated people stand in front of historic places and monuments thus reducing the historic beauty of the picture.
When we look at the real world we see many objects, but we do not see each object one by one. Parts of them are occluded by others all the time. Still we have an intuitive understanding of what is covered. This is because we have seen similar objects before and know what they look like, and we can imagine what is missing. We humans have an intuitive understanding of what is missing but computers do not. To date there is no mathematical algorithm which can create things that were not captured at all. Therefore in removing occlusion using a single image we try to do an intelligent inpainting of the occluding region. Image inpainting is a process of restoring the original image from the observed data that are damaged by some degradation process. This process of obtaining a version of image that is very close to the original is called image restoration. This kind of restoration problems is called inverse problems. It is hard to solve the inverse problems because they are not guaranteed to have a unique solution.
Reconstructing a damaged image in a way that looks natural for the eye can be done by using information from surrounding areas and merging the inpainted region into the image so that a typical viewer is not aware of it. The quality of the result will depend on what is missing. If the inpainting region is small and the surrounding area is without much texture, the result will be good.
Bertalmio et al. in [2] proposed digital inpainting algorithm based on PDE. The algorithm iteratively propagates information from outside the user selected area to be inpainted, along the isophotes (line of equal gray values). This method preserve edges across the missing regions, but when repairing large regions it introduces some blur easily. Inspired by the work of Bertalmio et al. [2] , Chan and Shen proposed two image-inpainting algorithms [3] , [4] . The Total Variational (TV) inpainting model [3] uses an Euler-Lagrange equation. The model simply employs anisotropic diffusion based on the contrast of the isophotes. This model was designed for inpainting small regions. The Curvature-Driven Diffusion (CDD) model [5] extended the TV algorithm to also take into account geometric information of isophotes when defining the strength of the diffusion process, thus allowing the inpainting to proceed over larger areas. CDD can connect some broken edges, but the resulting interpolated segments usually look blurry.
Efros and Leung [6] proposed a method that, although initially intended for texture synthesis, has proven most effective for image inpainting problem. The image gap is filled in recursively, inwards from the gap boundary. Each unknown pixel P at the boundary is filled with the value of the pixel Q (lying outside the image gap, i.e. Q is a pixel with valid information) such that the neighborhood ( ) Q Ψ of Q (a square patch centered in Q ) is most similar to the (available) neighborhood ( ) P Ψ of P . Once P is filled in, the algorithm marches on to the next pixel at the boundary of the gap, never going back to P (whose value is, therefore, not altered again).The main shortcomings of this algorithm are its computational cost, the selection of the neighborhood size, and the fill order. The results are poor when the image gap is large.
Another set of algorithms combine both PDE based and texture synthesis methods to perform inpainting. Bertalmio et al. in [11] decompose the original image into textural and structural sub images. The textural sub image is restored by a texture synthesis and the structural sub image is reconstructed by a structure algorithm. They are then combined to form the inpainted image Elad et al. [12] decompose image into structure and texture and inpaint the missing region during reconstruction. This method is however suitable only when inpainting region is small. We propose to extend this method to deal with even large occlusion by incorporation a texture synthesis on the texture only image.
The paper is organized as follows. Section 2 details the proposed method. Experimental results are discussed in section 3 followed by the conclusion in section 4.
PROPOSED METHOD
Real images are a combination of a structure and texture. When a large occlusion is to be filled in we have to reconstruct both the structure and the texture. This motivated Bertalmio et al. [11] to decompose image into structure and texture images and do an inpainting on these images separately. Our proposed method works in a similar way utilizing sparsity, for decomposition and inpainting for retaining lost structure followed by a patch based texture synthesis on the texture image for restoring the lost texture. In texture synthesis we copy patches of texture from known areas in the image. This method of image completion does not introduce any blur effect since actual pixel values are copied. The following sections explain our proposed method based on sparse representation and texture synthesis.
Sparse representation
A signal or image is said to be sparse when it is represented by very few significant values. Most of the signals are sparse either in time or frequency domains or both. In the last decade, sparsity has emerged as one of the leading concepts in a wide range of signal processing applications (restoration, feature extraction, source separation, and compression, to name only a few applications). Sparsity has long been an attractive theoretical and practical signal property in many areas of applied mathematics (such as computational harmonic analysis, statistical estimation, and theoretical signal processing). With advancements in optimization theory sparse based processing prooved very effective in many image processing tasks. An atom is an elementary signal representing template also called bases. Examples include sinusoids, monomials, wavelets, and Gaussians. Using a collection of atoms as building blocks, one can construct more complex waveforms. A dictionary is an indexed collection of atoms. In discrete time, finite length signal processing, a dictionary is viewed as a NxT matrix whose columns are the atoms. When the dictionary has more columns than rows ( T N > ), it is called overcomplete or redundant. The overcomplete case is the setting which amounts to an underdetermined system of linear equations by linear superposition. In the proposed system we form dictionaries by amalgamating two transforms, one for the texture image and the other for the structure image. Analysis and synthesis operations using dictionaries perform sparse The interest in sparsity has arisen due to the new theory of signal processing called compressed sensing which states that a signal or an image can be reconstructed with a sampling rate lesser than that suggested by Nyquist provided the signal is sparse. By emphasising on sparsity compressed sensing paves way to many of the signal and image processing problem.
Sparse Signals/Images

Image Inpainting using Sparse Representation
The input image of N pixels be represented using a 1D vector of length N by lexicographic ordering. We use a matrix 
A Total Variation (TV) penalization imposed on the structure image does better recovery of edges 
This formulation seeks the decomposition into structure and texture. The fidelity term is done for the existent pixels only. From the sparse decompositions t n {a ,a } we get the corresponding inpainted texture and structure image by applying the inverse transforms.
and
The filling in happens during sparse reconstruction of texture and structure using information from existent pixels.
Texture Synthesis
We use the approach proposed by Effros et al [6, 18] for texture synthesis. The texture only image is taken and filled in recursively inwards from the occlusion boundary. Each pixel P at the boundary of occlusion is filled with the value of the pixel Q lying outside the occlusion region such that the neighborhood ( ) Q Ψ of Q which is square patch centered at Q is most similar to the available neighborhood ( ) P Ψ of P . To deal with large occlusion we slightly modified the algorithm and copied entire patch instead of single pixel. Starting from an initial patch we looked for similar patches in the region outside occlusion and assigned a patch randomly from the set. The overlap region was minimized using minimum error boundary cut. The synthesis process proceeded in raster scan order.
The most popular method of texture synthesis for inpainting images was proposed by [7] . They also used concept from [6, 18] but required large computation time. Finding the most appropriate patch for a query region is fundamentally hard. Number of source image blocks (image blocks from which patches are chosen for replacement) is dependant on image resolution in [7] . Today's images are of very high resolution and [7] has very poor performance due to the matching process. In our method instead of using the entire image region we use a restricted source region for patch matching. The intuition is that the best matching patch is found always nearer to the source region. This greatly improves the computational efficiency of the method especially for high resolution images.
Patch size also affect the result of texture synthesis. If the patch size is too small each patch will have insufficient information to perform best match. However if the patch size is large it will result in fewer patches and the system will not have sufficient number of patches to perform best match' Large patch size has a result of reduction in computational time as more patches get filled at a time. We make patch size proportional to whole size and image content. Small patches are used for fine structures and large patches for large structures.
EXPERIMENTAL RESULTS
The proposed method gives a good filling in of large occlusion. The choice of transforms influenced the fill in process. We tried with different transforms and used the one that was most affective for natural images. The transforms used were curve lets and localDCT. The occluded bungee jumper image and the mask indicating occlusion are shown in Figure 1 . We used this image because it is widely used in inpainting problems in past. Figure 2 illustrates the proposed method. It can be seen in Figure 2 .a that all the structure in the missing region is created well by sparse inpainting. The texture is however not restored. Figure 2 .b shows the reconstructed texture image. Figure 2 .c shows the occlusion free image obtained by combining structure and texture images. Figure 3 shows the result of occlusion removal by other methods. See how the PDE method is introducing blur. The texture synthesis method failed in restoring structure. The output of [7] is visually good. Result on real life images shows the effectiveness of our method. 
CONCLUSION
We proposed a method to remove large occlusions in images by sparse image inpainting and texture synthesis. The novel contribution in the paper is in combining the sparse reconstruction with inpainting and texture synthesis. The large small and dispersed occlusions could be effectively filled in by our method. The structure of the missing region is correctly retained by sparse inpainting. The texture synthesis process fills the lost texture. We also improved on the computational efficiency by restricting the source region for searching matching patches. The visual quality was improved by choosing patch size according to image content. The problem with our approach is the need to tune the patch size based on image content. We are focusing on improving the sparse inpainting process. We aim is to extend this method to inpaint videos in future.
