Abstract-Traditional X-ray machine image recognition methods for airport security system have difficulties in recognition and are prone to result in recognition errors due to the impact of placing angle, density and volume of detected objects. This paper accurately describes the image features of X-ray machine visual image, carries out SVM classification after a visual dictionary is formed and enhances the accuracy of image discrimination by means of robust acceleration. The experimental results indicate that both identification efficiency and accuracy are improved to some extent.
INTRODUCTION
Since the operators of airport security system tend to make mistakes in the discrimination of X-ray machine images and thus lead to insecurity, the accurate discrimination of the images of dangerous items are of paramount significance to ensure the safety of aviation. The images of dangerous items on the computer screen are different owing to their different volume, density and position, so it is highly difficult to accurately identify the dangerous items.
For instance: A pistol is placed in the same case, but compared with image B, image A and C, due to different angles, are difficult for operators to make an accurate judgment with reference to figure 1. 
II. LITERATURE REVIEW
In the paper of Maryam Jaberi, traditional SIFT feature extraction method of image feature was employed [1] . M.G. Ponomarev put forward the SIFT method for extraction of Xray machine image feature of metal parts [2] . In the paper of Ashnil Kumar and Jinman Kim, robust acceleration method was proposed to improve SIFT [3] . Qizhi Xu, Yan Zhang and Bo
Li et al. significantly enhanced the accuracy of image matching through image normalization and image classification techniques [4] . Jang Seo and Hee Jung Park presented SIFT method for improving feature extraction of two-dimensional space of an image [5] . Melloni, P.
limitations, so SVM method is proposed for classification [6] .
The research purpose of this paper is to accelerate and optimize images of X-ray machine and improve the check efficiency and quality of operators.
Ideas of this paper: Image feature extraction of dangerous items is first conducted; SIFT method is used to extract key points in the images; then SURF method is adopted to carry out robust acceleration and optimization for image recognition and thus to establish a visual dictionary of images of dangerous items; finally SVM is utilized for image classification.
III. RESEARCH METHODS

Image feature extraction
Extraction of image feature [7] refers to the extraction of image information using a computer in order to determine whether the points of each image belong to an image feature.
Results of feature extraction are to divide points on the image into different subsets which tend to belong to isolated points, continuous curves or continuous areas. The framework of bow model retrieval
BoW model
BoW model, also known as Bag of Features algorithm [8] , is a simple hypothesis in natural language processing and information retrieval. In BoW model, words are seen as a collection of unordered vocabulary and the order of grammar or even words is ignored.
BoW bank of X-ray machine images established in this paper maps the two-dimensional image information of these words into a visual collection of keywords and carries out image feature-based X-ray machine image extraction of dangerous items including pistols and cutting tools (see Figure 3 and Figure 4 ). We conducted image feature-based X-ray machine image extraction of dangerous items including pistols and knives (see Figure 3 and Figure 4 ). 
Steps of Bag of words algorithm
1. The extraction of image block. This process is to input image sampling which could be dense or sparse. Its purpose is to divide the image into small image blocks to facilitate computer processing.
2. Image block representation. This process of image block representation as the feature vector has some characteristics, such as color histogram or local features.
3. Generated codebook. The feature extraction before a process is of large amounts, but there is a lot of redundant information. So this process can be seen as a step to deal with feature redundancy by using the clustering process in other codebook generation algorithm to code in the past.
4. Feature encoding. The process of image features using codebook fitting code length is equal to the size of the codebook, and the code value is usually equal to the amplitude of the corresponding fitting code book (or factor). Linear fitting method of feature code can use the traditional one, but in recent years has been proved to obtain sparse coding method for the discriminative coding and better robustness to image classification.
5. Pool features. This process is a process to get the further joint of corresponding coding composed of a new feature. This process can be combined by average pooling, the maximum pooling and other ways.
We use the bag of words model generation process to represent the characteristics of the visual vocabulary as is shown in Figure 5 . 
Visual Dictionary
Visual Dictionary [9] is an image modeling approach in areas such as image classification and retrieval. This approach is derived from dictionary expression in the area of document analysis, where document is described as the vector of keyword frequency in the dictionary.
Based on image representation method of visual dictionary, we consider the collected images The visual dictionary is constructed for an image, the visual features of each sub region to each word channel visual dictionary of projection and the distribution characteristics of vocabulary in each feature of the calculation area. Given a V dimension:
For a feature descriptor for ( ) p x of the definition of super pixels x , the distribution of p in the dictionary on the characteristics of is Given a set of observations: The sequence of ( )
. K means clustering is divided the n observations to the K sequence. [10] .
SIFT algorithm matches the features of the same scenes in two images and establishes correspondence between them.
A brief summary of SIFT's idea is as follows: Scale space representation of images is first set up; then the feature points of the image's scale space is detected and the main direction of the feature points is defined; finally feature vector description factors are generated.
SURF (Speeded-up Robust Feature) algorithm
Principle of SURF
The principle of SURF algorithm is to detect feature points through fast Hessian detectors and to make quick calculations on the basis of integral image. Main direction and description factor of each feature point are determined through calculation and wavelet transform; then matching between feature points of images is achieved through the Euclidean distance between description vectors. Not only can this algorithm meet the requirement of accurate matching, but owns the advantage of small-amount and fast calculation.
SURF algorithm flow
Three key steps of SURF algorithm are as follows:
1. Image convolution is completed with integral image;
2. Eigenvalues are detected with Hessian matrix;
Use distribution-based descriptors (local information)
This figure we use to achieve this flow is as follows (see Figure 7 ). The core idea of SVM takes structural risk minimization as its principle, makes nonlinearly separable data linear and separable by mapping the data of input space into highdimensional feature space through kernel function, and allows the distance of the above two kinds of data from this space to be largest through constructing low VC-dimension optimal classification hyper-plane in high-dimensional phase space. The purpose of SVM algorithm is, in fact, to search the optimal classification hyper-plane that can minimize the structural risk.
With regard to the two kinds of classification, training sample sets are given:
category number and n is the number of samples. It is assumed a mapping )
When data i x is mapped from the original feature space X to the high-dimensional feature space F and slack variables i x are introduced, then the original problem of SVM can be expressed as follows:
The dual problem of original problems can be deduced through Lagrange function method:
Where: ( , ) i j k x x refers to positive kernel function of Mercer theorem, polynomial kernel function (POLA), Gaussian radial basis function (GRBF), Sigmoid kernel function, etc. [11] .
The classification process of SVM is indicated in (Figure 8 ). In the early stages of kernel method's development, machine learning was usually carried out by unitary kernel function, namely using only one kernel function in the learning process.
Since SVM performance was greatly affected by kernel functions and parameters, it varied greatly with the different points of application and the change of kernel functions. Moreover, unitary kernel method was proved not ideal in handling the samples, when the sample characteristics contained heterogeneous information, the sample size was huge, the multidimensional data was irregular, or when the multi-dimensional sample distributed unevenly.
With the above deficiencies in mind, we adopt a combined kernel method, i. 
( 1, 2, )
In expression (7) MKL solves the typical problems within the more complex heterogeneous datasets, by handling them into convex combinations through multiple kernel functions, so that the problems are transformed into traditional kernel functions.
, 1
In expression (8, 
We now rephrase expression ( 
Since the problem in expression (14) 
In Substitute (15) into (16), and the result is:
Expression (17), containing the kernel combination 
In expression (20), l g represents the updated step length. We can calculate l D , which is the grads' descent direction, by uni-dimensional linear search.
We can sum up the MKSVM classification algorithm as the following:
Step 1. Set the initial value of m d :
M refers generally to the number of kernel functions.
Step 2. In the t-th iteration, use expression (1)'s kernel combination ( , )
i i k x y , together with the calculation method of standard SVM, to calculate ( ) J d .
Step 3.Calculate grads and grads direction l D and the optimal step length l g by expression (5).
Step 4. Update the value of 1 l m d + and set up new combined kernel functions through expression (6).
Step 5 
In the expression, K represents the set of the two classifiers, and ( ) We employ ROC curve to test the identification results of dangerous items image before and after training [12] . ROC curve reflects the curves which are characterized by sensitivity and specificity and dynamically change with the changes in determination values, so it can make objective and accurate judgment of the image discrimination level of X-ray machine and therefore make the image training of X-ray machine more scientific. In this paper, DPS statistical software [13, 14] is used to analyze the training results and thus obtain ROC curve in Figure 12 . In Figure 12 , the solid line represents the theoretical value, whereas the dotted line suggests 95% confidence interval. The area under ROC curve can be seen to be 0.801, suggesting that the trained operator achieved relatively satisfactory results of image recognition. 
