Assessment of Hydration Thermodynamics at Protein Interfaces with Grid Cell Theory by Gerogiokas, Georgios et al.
  
 
 
 
Edinburgh Research Explorer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Assessment of Hydration Thermodynamics at Protein Interfaces
with Grid Cell Theory
Citation for published version:
Gerogiokas, G, Southey, MWY, Mazanetz, MP, Heifetz, A, Bodkin, M, Law, RJ, Henchman, RH & Michel, J
2016, 'Assessment of Hydration Thermodynamics at Protein Interfaces with Grid Cell Theory', Journal of
Physical Chemistry B. https://doi.org/10.1021/acs.jpcb.6b07993
Digital Object Identifier (DOI):
10.1021/acs.jpcb.6b07993
Link:
Link to publication record in Edinburgh Research Explorer
Document Version:
Peer reviewed version
Published In:
Journal of Physical Chemistry B
General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.
Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.
Download date: 11. May. 2020
 1 
Assessment of Hydration Thermodynamics at 
Protein Interfaces with Grid Cell Theory 
Georgios Gerogiokas
a
, Michelle W. Y. Southey
b
,  Michael P. Mazanetz
b
,   Alexander Heifetz
b
,   
Michael Bodkin
b
,   Richard J. Law
b
, Richard H. Henchman
c
, and   J. Michel
a*
 
a
EaStCHEM School of Chemistry, Joseph Black Building, The King's Buildings, Edinburgh, 
EH9 3JJ, UK. E-mail: mail@julienmichel.net 
b
Evotec (UK) Limited, 114 Innovation Drive, Milton Park, Abingdon, Oxfordshire OX14 4SA. 
c
Manchester Institute of Biotechnology, The University of Manchester, 131 Princess Street, 
Manchester M1 7DN, United Kingdom and School of Chemistry, The University of Manchester, 
Oxford Road, Manchester M13 9PL, United Kingdom 
  
 2 
 
Abstract: Molecular dynamics simulations have been analyzed with the Grid Cell Theory (GCT) 
method to spatially resolve the binding enthalpies and entropies of water molecules at the 
interface of 17 structurally diverse proteins. Correlations between computed energetics and 
structural descriptors have been sought to facilitate the development of simple models of protein 
hydration. Little correlation was found between GCT computed binding enthalpies and 
continuum electrostatics calculations. A simple count of contacts with functional groups in 
charged amino-acids correlates well with enhanced water stabilization, but the stability of water 
near hydrophobic and polar residues depends markedly on its coordination environment. The 
positions of X-ray resolved water molecules correlate with computed high density hydration 
sites, but many unresolved waters are significantly stabilized at the protein surfaces. A defining 
characteristic of ligand-binding pockets compared to non-binding pockets was a greater solvent-
accessible volume, but average water thermodynamic properties were not distinctive from other 
interfacial regions.  Interfacial water molecules are frequently stabilized by enthalpy and 
destabilized entropy with respect to bulk, but counter-examples occasionally occur. Overall 
detailed inspection of the local coordinating environment appears necessary to gauge 
thermodynamic stability of water in protein structures.  
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1. Introduction 
 Water plays a crucial role in the structure and dynamics of proteins.  Water has been 
implicated as a mediator of interactions between different protein surfaces,
1
 and is a major driver 
for protein folding through the burial of hydrophobic side chains of amino acids.
2
 Understanding 
water-protein interactions relates to protein function and is important for enzyme catalysis, as 
well as DNA-water interactions
3
 and molecular recognition of various events including protein-
DNA,
4,5
 protein-protein
6
 and protein-ligand interactions.
7
  Greater understanding of the role 
played by water in molecular recognition opens up new avenues for the creation of novel 
therapeutics. 
A key question relates to the thermodynamics properties of water at the interface of 
biomolecules, sometimes also called biological water.
8
  Biological water is often defined as a 
hydration layer around proteins.  This hydration layer is distinct from bulk water both 
thermodynamically and dynamically, as shown from terahertz spectroscopy data,
9
 and molecular 
dynamics.
10
  It is important to understand the extent of this hydration layer and whether the 
majority of cellular water does differ greatly from bulk.
10
  Most experimental and molecular 
dynamics studies suggest only the first two solvation shells significantly differ from bulk water 
when the oxygen density of water molecules is considered, but orientational correlations may be 
longer-ranged.
11,12
  For water in the first hydration layer of biomolecules there is clear coupling 
between dynamics and thermodynamics.
13
   
The present study is primarily concerned with the correlation of interfacial water 
thermodynamics with protein structural descriptors. The dataset includes approximately 85,000 
hydration sites across the interface of 17 proteins. Many of these proteins are popular drug 
targets such as: HMG-COA reductase, PDE5, cyclooxygenase, caspase1, MDM2, kinases (CDK, 
 4 
cAbl), thrombin, HIV, neuraminidase, penicilin binding protein.  This dataset overlaps with a 
dataset used by Beuming et al.
14
 to evaluate thermodynamics of hydration sites using the 
inhomogeneous fluid solvation theory (IFST) as implemented in the Watermap software.
15
 A 
secondary objective of the present study was thus to compare IFST computed water 
thermodynamic properties to those produced by the Grid Cell Theory (GCT) methodology, as 
implemented in the software Nautilus. GCT is a newly developed method to investigate 
hydration thermodynamics from a single molecular dynamics (MD) or Monte Carlo (MC) 
trajectory. GCT is a spatial discretization of the cell theory method developed by Henchman.
16
  
GCT has recently been validated on small molecules,
17
 model binding sites,
18
 as well as protein-
ligand complexes.
19
 Other novel analyses that are reported here include correlation of Poisson-
Boltzmann electrostatics with water binding thermodynamics, water thermodynamics in binding-
sites, and correlations between water binding enthalpies and entropies. The results help build a 
comprehensive picture of the hydration thermodynamics at protein interfaces, and suggest how 
complexities may be subsumed into simpler structural descriptors.   
 
2. Theory and Methods 
Grid cell theory  
Grid cell theory has been used to compute binding free energies as reported in previous 
work.
17–19
 In the approach outlined the density, enthalpy, entropy and free energy of water are 
evaluated for an arbitrary region of space s around a system of interest X.  Binding free energy, 
enthalpy and entropy of water defined here refer to the process where water enters a particular 
hydration site of the protein(s) from bulk concentration.  Here the computation of the binding 
free energy involves three steps. 
 5 
First, parameters of water molecules inside s are evaluated.  For each frame f, cell parameters 
of the Nf  water molecules i ∈ s are determined.  These cell parameters are: the magnitude of the 
components of the intermolecular forces |𝐹𝑖
𝑗
| and torques |𝜏𝑖
𝑗
| along the principal axes j (j = 
x,y,z) of the water molecule i, the orientational number 𝛺𝑖
𝑜𝑟𝑖  of the water molecule i, the protein-
water interaction energy ∆𝐻𝑖
𝑋 , and the water-water interaction energy ∆𝐻𝑖
𝑤   In line with 
preceding studies, the water-water interaction energy term is half the average interaction energy 
with other water molecules, minus half the average interaction energy in bulk water. These 
quantities are equated to enthalpies because contributions from pressure-volume terms were 
neglected. Detailed expressions for these quantities may be found elsewhere.
19
 
Second, parameters for volume elements within s are determined. To do so the region s is 
decomposed into Ns voxels of volume V(k). Properties of each k voxel are given by equation 1: 
                                                  𝐴(𝑘) =
∑ ∑ 𝐴𝑖 𝐼𝑘(𝑖)
𝑁𝑓
𝑖=1
𝑀
𝑓=1
𝑚𝑎𝑥{1,∑ ∑ 𝐼𝑘(𝑖)
𝑁𝑓
𝑖=1
𝑀
𝑓=1 }
,                                            (1) 
where typically Ai =  𝐹𝑖
𝑗
,  𝜏𝑖
𝑗
, and 𝛺𝑖
𝑜𝑟𝑖 , ∆𝐻𝑖
𝑋 , and, ∆𝐻𝑖
𝑤 .  𝐼𝑘(𝑖) is an indicator function which is 
equal to 1 if water molecule i is in voxel k, and 0 otherwise.  Whether a water molecule i is 
within a voxel is determined by inspection of the Cartesian coordinates of the oxygen atom of the 
water molecule.  Finally, M is the number of frames in the analyzed trajectory.  The average 
number of water molecules within voxel k is given by equation 2: 
                                                       𝑁𝑤(𝑘) =
1
𝑀
∑ ∑ 𝐼𝑘(𝑖)
𝑁𝑓
𝑖=1
𝑀
𝑓=1                                        (2) 
Third, binding thermodynamic properties of s are evaluated. Equations 3 and 4 give the solute 
and solvent components of the enthalpy of binding of region s: 
                                                      Δ𝐻𝑋
𝒔 = ∑ 𝑁𝑤(𝑘)
𝑁𝒔
𝑘=1 ∆𝐻𝑋 (𝑘)                                          (3) 
                                                      Δ𝐻𝑤
𝒔 = ∑ 𝑁𝑤(𝑘)
𝑁𝒔
𝑘=1 ∆𝐻𝑤 (𝑘)                                         (4)          
 6 
The enthalpy of binding in region s, is given by equation 5: 
                                                        Δ𝐻𝑤,𝑋
𝒔 = Δ𝐻𝑋
𝒔 + Δ𝐻𝑤
𝒔                                              (5) 
The average number of water molecules within s is computed with equation 6: 
                                                               𝑁𝑤(𝒔) = ∑ 𝑁𝑤(𝑘)
𝑁𝒔
𝑘=1                                      (6) 
The average orientational numbers and forces/torques for region s, are given by equation 7: 
     𝐴(𝒔) =
1
𝑁𝑤(𝒔)
∑ 𝑁𝑤(𝑘)
𝑁𝒔
𝑘=1 𝐴(𝑘),                                    (7) 
where A = 𝐹
𝑗
,  𝜏
𝑗
, and 𝛺𝑜𝑟𝑖 . Additionally, the minimum value for 𝛺𝑜𝑟𝑖(𝒔) is always 1 in this 
work.  The calculation of the orientational number of each water molecule i in frame f is based 
on the generalized Pauling’s residual ice entropy model given by equation 8, where Na is the 
number of hydrogen bond acceptors within 3.4 Å  around water i.  This equation is used unless 
there is a solute polar or charged atom in the coordination shell of the water,  in which case 
equation 9 is applied instead.  
𝛺𝑜𝑟𝑖 =
𝑁𝑎(𝑁𝑎−1)
2
{
𝑁𝑎−2
𝑁𝑎
}
2
,                                           (8) 
                                                        𝛺𝑜𝑟𝑖 =
𝑁𝑎
𝑒𝑓𝑓
(𝑁𝑎
𝑒𝑓𝑓
−1)
2
{
𝑁𝑎
𝑏𝑢𝑙𝑘−2
𝑁𝑎
𝑏𝑢𝑙𝑘 }
2−𝑝𝐻𝐵
𝑋
,                                  (9) 
where 𝑁𝑎
𝑒𝑓𝑓
is  the effective coordination number, 𝑁𝑎
𝑏𝑢𝑙𝑘  is the coordination number of bulk 
water. The number of hydrogen bond acceptors Na is given by: 
𝑁𝑎 = 𝑁𝑋 + 𝑁𝑤𝑠 + 𝑁𝑤𝑏      (10) 
where Nx is the number of solute acceptor atoms within the cutoff, Nws is the number of first 
hydration shell water molecules within the cutoff, and Nwb the number of remaining water 
molecules. Next, the ratios of each type of acceptors that are hydrogen bonded to water i is given 
by equation 11.  
 7 
𝑝𝐻𝐵
𝑋 =
𝑁𝑋𝐻𝐵
𝑁𝑋
  ;  𝑝𝐻𝐵
𝑤𝑠 =
𝑁𝑤𝑠𝐻𝐵
𝑁𝑤𝑠
  ;  𝑝𝐻𝐵
𝑤𝑏 =
𝑁𝑤𝑏𝐻𝐵
𝑁𝑤𝑏
     (11) 
And the effective coordination number is then obtained from equation 12: 
𝑁𝑎
𝑒𝑓𝑓
=
𝑁𝑋𝐻𝐵+𝑁𝑤𝑠𝐻𝐵+𝑁𝑤𝑏𝐻𝐵
max (𝑝𝐻𝐵
𝑋 ,𝑝𝐻𝐵
𝑤𝑠 ,𝑝𝐻𝐵
𝑤𝑏)
     (12) 
With the orientations, forces, and torques equations 13-14 are used to give the entropic 
components: 
                                                          Δ𝑆𝑤,𝑋
𝒔,𝑜𝑟𝑖 = 𝑁𝑤(𝒔)𝑘𝐵 ln {
𝛺𝑜𝑟𝑖(𝒔)
𝛺𝑜𝑟𝑖(𝑏𝑢𝑙𝑘)
}                             (13) 
                                                  Δ𝑆𝑤,𝑋
𝒔,𝑣𝑖𝑏 = 𝑁𝑤(𝒔)𝑘𝐵 ln {∏
𝐹
𝑗
(𝑏𝑢𝑙𝑘)
𝐹
𝑗
(𝒔)
3
𝑗=1 }                                (14) 
                                                     Δ𝑆𝑤,𝑋
𝒔,𝑙𝑖𝑏 = 𝑁𝑤(𝒔)𝑘𝐵 ln {∏
𝜏
𝑗
(𝑏𝑢𝑙𝑘)
𝜏
𝑗
(𝒔)
3
𝑗=1 }                                (15) 
where 𝛺𝑜𝑟𝑖(𝑏𝑢𝑙𝑘), 𝐹
𝑗
(𝑏𝑢𝑙𝑘), 𝜏
𝑗
(𝑏𝑢𝑙𝑘) (j = x, y, z) are the cell parameters for the simulated 
water model in bulk conditions.  Summation of the components in equation 16 allows the 
computation of the entropy of binding within region s: 
                                                 Δ𝑆𝑤,𝑋
𝒔 = Δ𝑆𝑤,𝑋
𝒔,𝑜𝑟𝑖 + Δ𝑆𝑤,𝑋
𝒔,𝑣𝑖𝑏 +  Δ𝑆𝑤,𝑋
𝒔,𝑙𝑖𝑏
                                       (16) 
Finally, the addition of the enthalpic and entropic components gives the binding free energy of 
water within region s: 
Δ𝐺𝑤,𝑋
𝒔 = Δ𝐻𝑤,𝑋
𝒔 − TΔ𝑆𝑤,𝑋
𝒔       (17) 
Nautilus is a trajectory analysis software that implements equations 1-17.  For some analyses, 
the enthalpy, entropy and free energy values of a region s were further normalized by number 
of waters present within region s, and this is denoted by the superscript symbol ‘w’. 
 8 
Nautilus, has several dependencies including the molecular simulation framework Sire,
20
 and 
the MDtraj python package.
21
 Molecular models used, regions chosen and molecular 
simulation protocols are further described below. 
Preparation of molecular models  
The following 17 PDB
22
 structures were used: 4COX
23
, 1BMQ
24
, 1E1X
25
, 1E9X
26
, 1E66
27
, 
1EZQ
28
, 1HWL
29
, 1HWR
30
, 1IEP
31
, 1KV1
32
, 1M17
33
, 1NLJ
34
, 1OYN
35
, 1PTY
36
, 1QMF
37
, 
1UDT
38
, and 1YCR
39
.  The structures were obtained from the initial PDB structure after the 
respective ligands and/or co-solutes were removed (if there were dimers or homodimers only the 
relevant monomer was used). After any ligands were removed, the software tleap (Amber 11)
40
 
was used to parameterize the system using the AMBER99SB forcefield,
41
 and the TIP4P-EW 
water models for the solvent.
42
  The system was solvated in a rectangular box whose edges 
extended at least 11 Å away from the edges of the protein. Where appropriate and in agreement 
with the experimental data, cysteine pairs were modelled as disulfide bonds. Each solvated 
protein was first energy minimized and then equilibrated with positional restraints for 1 ns with 
the sander module before production runs. 
Molecular dynamics simulation protocols 
All subsequent molecular simulations were produced using the software Sire/OpenMM 
(SOMD). In this study the software SOMD results from the linking of the general purpose 
molecular simulation package Sire (revision 1786)
20
, with the GPU molecular dynamics library 
OpenMM (revision 3537)
43
. Simulations were run at a pressure of 1 atm and temperature of 298 
K using an atom-based Barker-Watts reaction field non-bonded cutoff of 10 Å  for the 
electrostatic interactions with a dielectric constant set to 78.3,
44
 and an atom-based non-bonded 
cutoff of 10 Å for the Lennard-Jones interactions. A velocity-Verlet integrator with a time step of 
 9 
2 fs was used. Temperature control was achieved with an Andersen thermostat with a coupling 
constant of 10 ps
−1
.
45
 Pressure control was implemented via attempted isotropic box edge scaling 
Monte Carlo moves every 25 time steps. The OpenMM default error tolerance settings were used 
to constrain the intramolecular degrees of freedom of water molecules.  For each protein system 
one simulation of 50 ns was run with velocities randomly drawn from a Maxwell-Boltzmann 
distribution.  In all simulations a harmonic restraint rp was placed on all heavy atoms of a protein 
P with a force constant of 10 kcal mol
−1
 Å
−2
 and reference coordinates taken from the initial 
structure. The use of restraints influences the computed water thermodynamics and this is made 
explicit in the notations used in the rest of this manuscript by use of the subscript ‘P(rp)’ instead 
of ‘X’ in the notations defining computed thermodynamic quantities. Snapshots were saved every 
1 ps in a DCD format. The first 1 ns of equilibration was not included in the data averaging. 
Nautilus analyses  
The Nautilus post-processing tool was used to generate rectangular grids around the protein.  
For each protein the grid was placed so that it extends at least 4.0 Å away from the extreme 
edges of each protein at 1 Å grid density. This cutoff was deemed sufficient to analyses first 
hydration shell interfacial waters.  In Nautilus the grid is defined by specifying a coordinate 
center (xc,yc,zc) and from this center specifying the maximum and minimum grid positions as 
(xc±Δx, yc±Δy,zc±Δz).  Since all heavy atoms in the protein are restrained, spatial variations in 
hydration thermodynamics are captured on the 3D grid via simple averaging of the MD 
trajectories.  Various regions around amino-acid side chains, clustered sites, or predicted pockets 
are also chosen as seen in figure 1.  Water binding free energies for these regions are then 
computed and correlated to other descriptors reported below.  
 
Amino-acid environment analyses 
 10 
GCT properties were computed for each type of amino acid from the dataset of 17 proteins. A 
distance cutoff of 4 Å was used to select a set of grid points near specific amino acids throughout 
the dataset. Beuming et al.
14
 used a similar cutoff in their IFST study, but there the cutoff was 
only used to bin density clustered hydration sites. GCT does not need an a priori definition of 
hydration sites and water properties over all grid points within the specified cutoff are 
considered. One advantage is that water behavior is resolved even in spatial regions of low 
solvent density.  
The cutoff was applied to select grid points near functional groups rather than entire amino 
acids. The different groups were: carboxylic acids (aspartates and glutamates), side-chain 
nitrogen(s) (lysines and arginines), hydroxyl groups (threonine, serine, tyrosine), side-chain 
amides (glutamine and asparagine), ring atoms (tyrosine, histidine, phenylalanine and 
tryptophan), non-polar side-chains (leucine, isoleucine, valine, and alanine) including hydrogens 
in the side-chains.  
The resulting distributions of water thermodynamic properties for each group were then 
compared using a Kolmogorov-Smirnov test as provided by the R programming language.
46
  
This nonparametric statistic measures the likelihood that two sets of samples were derived from 
the same underlying distribution. The empirical cumulative distribution function Fn(x) is given 
by equation 13: 
F𝑛(x)  =  
1
𝑛
∑ 𝐼[−∞,𝑥](𝑋𝑖),
𝑛
𝑖=1        (13) 
where n observations have been binned by the indicator function I[−∞,x] which is equal to 1 if Xi ≤ 
x otherwise it is equal to zero. This procedure is repeated for both datasets and then a 
Kolmogorov-Smirnov statistic Dn is computed with equation 14: 
𝐷𝑛 = 𝑠𝑢𝑝𝑥|𝐹𝑛(𝑥) − F(x)|,       (14) 
 11 
where supx is the supremum, or lowest upper bound of the set of distances derived from the two 
empirical cumulative distribution functions. A Dn value of zero signifies no difference in the 
distribution, whereas a value greater than ca. 0.2 for the datasets analysed here suggests a low 
probability (p-value < 0.05) that the samples are drawn from the same distribution.  P-values 
between distributions are shown in the supplementary information (fig S1). 
Density-clustering of hydration sites 
Density clustered sites were calculated by assigning to a cluster the grid point with the highest 
density.  This is not necessary to compute thermodynamic properties with GCT, but useful to 
analyse regions of high water density. All grid points within a neighbor cutoff of that grid point 
are then assigned to that same cluster.  This procedure is then iterated until all grid points have 
been assigned to a cluster or until no points with a density above a threshold value remain. Here 
the neighbor cutoff was set at 1.5 Å (roughly the radius of a water molecule) and a density 
threshold of at least 1.5× that of bulk water.  
Analysis of crystallographic hydration sites 
Hydration sites obtained via density-clustering of MD trajectories were compared with 
hydration sites observed in X-ray diffracted crystal structures with the following protocol. First, 
each PDB protein structure (including hydration sites) was aligned on to the simulation frame of 
reference using all heavy atom backbone atoms. Then a density-clustered grid was produced to 
obtain clustered sites from simulation data. Finally, for each experimental hydration site the 
minimum distance to a density-clustered site was calculated. 
Comparison of pockets and binding sites 
In this analysis the hydration thermodynamic properties of up to the top 10 druggable pockets 
of a protein structure as predicted by the software fpocket
47
 are compared to those of the known 
 12 
binding site. This software detects pockets in proteins by using alpha spheres.
48
 Alpha spheres 
are defined as spheres which must contact at least 4 atoms within a cut-off distance from the 
alpha sphere center. These alpha spheres in turn reflect the local curvature: in a protein, buried 
pockets tend to be occupied by larger quantities of small radii alpha spheres, the surface is 
typically composed of larger radii alpha spheres, and intermediate radii usually reflect more 
exposed binding sites and clefts.  
The general workflow for this analysis is: 1) Use fpocket to generate up to top 10 druggable 
pockets for each protein in the dataset. 2) Extract pocket coordinates from fpocket output. 3) 
Select all Nautilus grid points within 1 Å of any pocket-site coordinates to define a spatial 
region. 4) Binding thermodynamics for water in this region are computed by grouping cells in 
the region. 
This protocol produces for each pocket per-site ∆𝐺𝑤,𝑃(𝒓𝑝)
𝐬
, ∆𝐻𝑤,𝑃(𝒓𝑝)
𝐬
,−𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝐬 ,
 values, as 
well as per-water ∆𝐺𝑤,𝑃(𝒓𝑝)
𝒔,𝒘
, ∆𝐻𝑤,𝑃(𝒓𝑝)
𝒔,𝒘
,−𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔,𝒘
 values, relative density, average number of 
waters, and the solvent-accessible volume of the pocket. For fifteen of the seventeen structures 
considered here pockets computed by fpocket overlapped well with the location of a known 
ligand binding site (one site in 4COX, 1E1X, 1E66, 1E9X, 1EZQ, 1IEP, 1KV1, 1M17, 1NLJ, 
1OYN, 1UDT and two binding sites in 1PTY and 1QMF), and these sites were included in the 
analysis.  
 
Comparison of electrostatic potential with binding enthalpies 
The goal here was to establish whether the magnitude of the electrostatic potential at particular 
region of space correlates with the GCT computed enthalpies. To enable a reasonable 
comparison, only density-clustered sites within 4 Å of the protein obtained from simulations 
 13 
were assessed with Poisson-Boltzmann calculations. This effectively discards regions of space 
that have high values of the electrostatic potential but are not solvent accessible for steric 
reasons.  
 The APBS Poisson-Boltzmann solver of Baker et al.
49 
 was used and the following protocol 
was used to implement this analysis: 1) Generate a large coarse grid with APBS but specify that 
the fine grid contains the same spacing and density used for the Nautilus grids; 2) High-density 
hydration sites are obtained from the GCT density-clustering method discussed previously in the 
section density-clustering of hydration sites; 3) The magnitude of the electrostatic potential of 
each APBS grid point that belongs to a given hydration site is computed and averaged; 4) The 
average magnitudes are compared with the GCT computed binding enthalpy of that hydration 
site.  
Results and Discussion 
Hydration thermodynamics near amino acids 
The average free energies, enthalpies and entropies of binding of waters near each type of side 
chain are shown in figure 2. Kolmogorov-Smirnov (KS) tests were also used to estimate the 
likelihood that the observed distributions were drawn from the same underlying distribution. 
Figure 3A shows an example of a histogram of the sampled distribution for Alanine (histograms 
of other distributions are shown in the supplementary information figures S2-S3). Figure 3B 
shows a heatmap of Dn values. Finally differences in average properties between amino acid 
groups: polar, negatively charged, positively charged, aliphatic, and aromatic types of amino 
acids are shown in figure 4. 
Three trends emerge from analysis of Figures 2-4: first, the majority of the free energy changes 
have a large enthalpic contribution in comparison to the entropy.  The second trend observed is 
 14 
that negatively charged side chains stabilize waters significantly more than any other amino acid 
type.  Thirdly, polar, aliphatic and aromatic have similar variations to each other in the range of 
free energy values which suggest water stability in these regions should be assessed on a case-
by-case basis.   
Negatively charged amino acids show a clear stabilisation of waters with average binding free 
energies of −6.99±0.19, and −6.94±0.14 kcal mol−1 water−1 for aspartate and glutamate 
respectively (figure 2).  These two amino-acids both have similar distributions and this is 
reflected by the low D values of the KS tests (figure 3B).  Next, amino acids that are positively 
charged were analyzed. Arginine and lysine have more similar free energy distributions while 
histidine seems to have a broader distribution, which seems to be related to the different 
protonation states which were grouped together for this analysis. Thus for histidine it is 
instructive to analyse the results for the delta/epsilon tautomers and the doubly protonated form. 
The average binding free energies are −4.82±0.94 (delta tautomer), −4.98±0.54 (epsilon 
tautomer), and −8.60±1.71 kcal mol−1 water−1 (doubly protonated) respectively.  Thus the 
particularly broad distribution for histidine is due to the charged tautomer.  Polar amino acids 
were also analyzed and threonine stabilizes water the most, followed by serine and asparagine as 
shown in figures 2 and 3B. Interestingly, amino-acids containing an amide side-chain 
(asparagine, glutamine) stabilized waters less well than hydroxyl containing functional groups, 
and showed also greater differences their distributions according to the KS test shown in figure 
3B.  On the other hand, aliphatic amino acids show little difference between the free-energy 
distributions of alanine, leucine or isoleucine but larger variations are seen for methionine as 
shown in Figure 3B.  This could be due to the effect of the sulfur atom on the sidechain that 
confers a different environment for solvating water molecules.  Aromatic amino acids 
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(phenylalanine, tryptophan, and tyrosine) show few differences amongst themselves, which is 
also reflected by their similar average free energy per water shown in figure 2. Overall, water 
near negatively charged amino acids are stabilized the most, followed by water near positively 
charged amino acids. All other types of amino acids do not exhibit significantly different 
distributions.  
Next Watermap values obtained from the Beuming et al. work
14
 (figure 4) were compared to 
the present results.  In the IFST study of Beuming et al
14
 entropy changes are invariably 
unfavorable because the theory used assumes that bulk water is uniformly distributed and has 
thus no correlations, but water-protein interactions always introduce correlations that decrease 
water entropy. This assumption appears substantial, indeed Beuming et al.
14
 observed S entropy 
losses for water of up to 20.1 cal mol
−1
 K
−1 
(corresponding to –TS = +6 kcal.mol−1) which 
exceeds the entropy of bulk water (16.7 cal mol
−1
K
−1
). Cell theory makes no such assumption 
because entropy changes are based upon changes in cell parameters calculated for water in the 
liquid state and at the interface of a protein. This yields entropy changes that are generally 
unfavorable but of smaller magnitude than those reported by Beuming et al.
14
   
Average binding enthalpies appear to be more negative in the present GCT analyses than those 
reported by Beuming et al.
14
.
 
This may be due to differences in the protocols used to detect and 
define hydration sites but it is difficult to be certain. The GCT binding enthalpies are in better 
agreement with those computed by Huggins using IFST for 23 hydration sites.
50
  Huggins 
reported binding enthalpies ranging from −18.7 kcal mol-1 to −3.9 kcal mol-1, with a mean value 
of −10.3 kcal mol-1. The mean GCT binding enthalpies reported in Figure 4 are more positive, 
but this is likely because the present analyses include a very large number of interfacial 
hydration sites, whereas Huggins study focused on hydration sites found in internal protein 
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cavities. The minimum and maximum computed binding free energies per amino acid in this 
study (Figures S2-S3, typically −18 to 0 kcal.mol-1) are indeed consistent with the range of 
binding free energies computed by Huggins. The range of GCT derived binding enthalpies is 
also similar to that computed with another IFST implementation in earlier work by Li and 
Lazaridis for a range of proteins (−19.2 to −1.4 kcal mol-1).51  Earlier FEP work from Hamelberg 
et al.  reported binding free energies in the range of −0.8 to −3.4 kcal mol-1,52 whereas Michel et 
al. reported FEP-derived standard binding free energies for water molecules observed in various 
X-ray structures in the range of ca. -4 to -11 kcal mol
-1
.
53-54
 Overall these figures are also 
consistent with the range of GCT computed binding free energies.  
Finally, the negatively charged amino acids in GCT tend to decrease the entropy 
significantly more than any other amino acid type. However with the IFST implementation of 
Beuming et al. there is not as large a difference in the per-amino acids variations of the entropy 
of solvating water molecules. Despite these differences, the overall ranking of the amino acids 
with both methods follows similar trends. 
Crystallographic water analysis 
Next the positions of 1716 crystallographic water sites (derived from all proteins of the dataset 
except: PDBs 4COX, 1BMQ, 1HWR, 1NLJ and 1YCR which did not contain crystallographic 
waters) were compared to the position of clusters derived from grid densities computed from 
molecular dynamics snapshots. Figure 5 shows how the density of MD-derived hydration sites 
varies as a function of the minimum distance to a hydration site observed in an X-ray diffracted 
protein crystal. The figure shows that MD-derived hydration sites closer to the crystal water sites 
tend to have densities greater than bulk water densities, as expected.  Conversely, hydration sites 
further away from a crystal site usually have more bulk-like water densities.  There are more 
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sites with bulk-like density at minimum distances of ca. 15-20 Å from a crystallographic water 
site.  These sites are typically not observed in X-ray diffracted structures. As expected this 
confirms that crystallographic techniques are better suited at discerning denser water sites, rather 
than low density water sites. Nevertheless, a sizable number of high density hydration sites are 
also observed far from any crystallographically resolved site.  
Comparison of Poisson-Boltzmann electrostatic potentials with binding enthalpies  
A comparison of the binding enthalpies of 29,507 high density sites (density greater than 
1.5 times bulk density) within 4 Å of a protein with the computed magnitude of the electrostatic 
potential at each site is shown in Figure 6. The comparison is done with the average of the 
magnitude of the electrostatic potential because sites that contain several grid points with high 
positive or negative values of the electrostatic potential may have a signed average potential 
close to zero, which does not distinguish them from sites made of grid points with uniformly low 
values of the electrostatic potential. Comparison with binding free energies would give broadly 
similar results because variations in binding enthalpies are the dominant contribution to binding 
free energies (see Figure 9B below).  Hydration sites which were found to have a high positive 
enthalpy of binding (above 2.6 kcal mol
-1
) all contributing from ∆𝐻𝑤,𝑃(𝒓𝑝)
𝒔,𝒘
.  Further analyses 
indicated that these sites correspond to regions where a water molecule was sterically hindered 
and trapped, possibly due to the use of positional restraints on the protein atoms these were 
removed from subsequent analyses.  In general, most sites tend to have a low average magnitude 
in their electrostatic potential, but this does not imply poor binding enthalpies as evidenced by 
the wide scatter of binding enthalpies seen in Figure 6. Indeed, any correlation between the 
enthalpy of binding and the magnitude of the electrostatic potential is very weak. Thus it appears 
that the stability of a water molecule may not be reliably determined from local values of the 
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electrostatic potential. This is illustrated with some examples taken from this dataset. Figure 7A 
displays one example with a low magnitude of the electrostatic potential, but large negative 
enthalpy of binding. The low magnitude of the local electrostatic potential (10.0 kBTec
−1
)
 
occurs 
due to cancellation of electric fields induced by a nearby aspartate and two arginine side-chains. 
The enthalpy of binding is fairly negative (−18.1 kcal mol−1) as a result of good coordination of 
an oxygen water with two arginine side chain nitrogens, an interaction with an aspartate 
sidechain oxygen with one of the water’s hydrogens, and finally an interaction with a 
neighboring water molecule. Figure 7B shows a case of fairly negative enthalpy of binding 
(−21.8 kcal mol−1) and high magnitude of the average local electrostatic potential (46.1 kBTec
−1
).
 
 
The coordination environment of the hydration site is fairly similar to the site in Figure 7A, it 
involves one aspartate, two arginines and a threonine hydroxyl group. Consequently, the 
enthalpy of binding is similar, but the electrostatic potential differs significantly. Figure 7C 
shows an example where the electrostatic potential has high magnitude (59.3 kBTec
−1
). This 
occurs because the hydration site is close to a positively charged lysine. The electric field 
induced by this residue is not offset by neighboring negatively charged side-chains. However, 
the enthalpy of binding is poor (−1.8 kcal mol−1) because water in this environment is unable to 
coordinate effectively with the lysine’s ammonium group and can engage in at most one 
hydrogen-bond with a neighboring water molecule.  Taken together Figure 6 and 7 shows that 
continuum electrostatic calculations may not be reliably used to estimate the stability of a 
hydration site, and inspection of the coordinating environment is a better indicator of 
thermodynamic stability. 
 
Comparison of protein pockets with ligand binding sites 
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Figure 8A depicts the distributions of free energy and enthalpy of binding of water in known 
binding sites and other pockets found in the dataset.  Enthalpy of binding is the largest 
component of the binding free energy of the pockets. After normalization with respect to the 
number of water molecules there is no significant difference between the distributions, given the 
available data (Figure 8A). The mean binding enthalpies are both −3.1±0.2 kcal.mol-1, and the 
standard deviations 0.9 and 2.2 kcal.mol
-1
 for the binding site and pocket datasets respectively. 
For the entropy of binding the per-water statistics are also comparable (Figure 8B). Finally, 
Figure 8C shows that binding sites contain a larger number of water molecules than pockets, and 
this is because the volume of the binding sites is larger (Figure 8D).  
Taken together, these results suggest that these binding sites do not appear to generate an 
unusual signature in the computed hydration thermodynamics when average water properties 
over a complete pocket are considered. Rather the location of ligand binding sites in proteins 
may inferred by analysis of the solvent-accessible volume of pockets. This findings contrast with 
reports from Beuming et al.
14
 or Vukovic et al.
55
 that developed druggability descriptors based 
on computed water binding thermodynamics. The main differences with the present work are 
that these studies focused on detection of the least stable (or clusters of) high-density hydration 
sites, whereas here average per-water properties over a larger volume of space were considered.   
 
Thermodynamic properties of high-density hydration sites 
Next high-density hydration sites were analyzed further as these often involve structured water 
that are important for protein stability and/or function. Most sites have a free energy of binding 
between 0 to –15 kcal mol−1, with extreme cases reaching up to –50 kcal mol−1 There is only a 
weak anti-correlation between the entropy and free energy (Figure 9A). Entropies of binding are 
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generally positive (up to ca. 2.5 kcal mol
−1
) but in some instances negative entropies of binding 
are observed. Figure 9B shows that by contrast there is a strong correlation between the enthalpy 
and free energy and this reflects also the large contribution that this component makes to the free 
energy. 
Hydration sites with unusual entropies of binding were further inspected. Figure 10A depicts a 
site with a tightly bound water molecule (∆𝐺𝑤,𝑃(𝒓𝑝)
𝒔  = –48.5 kcal mol−1) and an unfavorable 
entropy of binding (−𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔 = 2.2 kcal mol
−1
). This buried hydration site is coordinated by 
two nearby water molecules, a threonine’s carbonyl oxygen and a glutamate carboxylate. Further 
electrostatic stabilization is provided by a closely placed aspartate. Motions in this hydration site 
are highly restricted, hence the unfavorable entropy of binding.  
Figure 10B depicts a different situation where water in the hydration site is more solvent 
accessible and connects to bulk.  Water at this hydration site interacts with the amide side chain 
nitrogen atom as well as the amide backbone nitrogen of a glutamine. However, interactions with 
the carbonyl oxygens of a neighboring histidine and aspartate are also possible.  Although water 
in this hydration site is hindered in its translations, it is able to form hydrogen-bonds in many 
ways with backbone donor/acceptors and neighboring bulk solvent. Consequently, the entropy of 
binding is more negative than in bulk water (−𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔 = –0.7 kcal mol−1).  
Next, the components of the enthalpy and entropy of binding were investigated. Figure 11A   
shows the enthalpies of binding ∆𝐻𝑤,𝑃(𝒓𝑝)
𝒔 , the water-water component of the enthalpy of binding 
∆𝐻𝑤
𝒔  and the water-solute component of the enthalpy of binding ∆𝐻𝑃(𝒓𝑝)
𝒔
. Evaluation of the 
distributions shows that the water-water enthalpic component tends to be unfavorable, whereas 
the water-solute enthalpic component is favorable.  In more detail water-water enthalpies are 
above zero for 28.4% of the sites, whereas this never happens with water-solute enthalpies.  
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Figure 11B depicts the components of the entropy of binding. From the plot the percentage of 
sites in which components contribute favorably or unfavorably to the free energy can be 
estimated.  In this dataset 86.2% of the orientational entropy components are thermodynamically 
unfavorable, and this is followed by librational entropy (80.4% unfavorable) and vibrational 
entropy (73.8%).    
Further insights may be gained by evaluating correlations between the distributions shown in 
Figure 12.  Entropy loss in the protein hydration layer has a maximum of 2.3 kcal mol
−1
, slightly 
higher than the experimental limits of 2 kcal mol
−1
 suggested by Dunitz.
56
 Figure 12A and 12B 
show that changes in orientational entropy correlate little with changes in vibrational or 
librational entropies.  Figure 12C shows that there is stronger correlation between changes in 
vibrational and librational entropy, and the magnitude of changes in vibrational entropy are 
slightly larger. Finally the correlation between water-solute and water-water components of the 
enthalpy of binding is shown in Figure 12D. This indicates that water molecules that interact 
strongly with a protein (low ∆𝐻𝑃(𝒓𝑝)
𝒔 values) also tend to interact strongly with neighboring water 
molecules (low ∆𝐻𝑤
𝒔
 values). 
Conclusions 
Extensive analysis of hydration sites surrounding 17 proteins has afforded a number of novel 
insights into binding thermodynamics at protein interfaces. On average water free energies are 
more negative near acidic amino-acids groups, followed by basic amino-acids, but differences 
between polar and non-polar amino acids are small. Differences in free energy distributions 
around each amino-acid were also evaluated, and revealed a broadly similar picture to the 
analysis of average binding free energies.  Qualitatively, these results are similar to those 
reported by Beuming et al.
14
 that used an IFST implementation for their analyses. However, 
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there is significant variability between the two methods in terms of the magnitude of the 
computed water enthalpies and entropies. These differences are attributed to the protocol used to 
define hydration sites, and the different theories used to calculate entropy.  This discrepancy in 
computed water enthalpies of binding also is specific to the work by Beuming et al.
14
 ranges 
found in other work described before have ranges of similar values.
50,51
    
A comparison of density-clustered hydration sites and hydration sites resolved in X-ray 
diffracted protein structures reveals that the molecular simulations do tend to assign high-density 
hydration sites near X-ray resolved sites, but detect also many other high and low-density sites. 
Comparisons of computed enthalpies with Poisson-Boltzmann electrostatic calculations suggest 
that the stability of a water molecule may not be generally inferred from inspection of the 
magnitude of the local electrostatic potential. Rather, it is the nature of the coordination 
environment that must be taken into account. The thermodynamic properties of water in known 
ligand binding sites do not differ from the thermodynamic properties computed in other pockets. 
However, since binding sites tend to be made of the largest pocket, they can also be identified by 
evaluation of the water-accessible volume of a pocket. Lastly, high-density hydration sites are 
stabilized mostly by the enthalpy of interactions between the protein and water, and in rare 
occasions entropically stabilized by favorable changes in vibrational and librational entropy.  
The maximum energetic contribution of an entropy loss of a hydration site at a protein surface to 
the free energy is around +2.5 kcal mol
−1 
which correlates well with the estimate of +2 kcal 
mol
−1 
 originally put forward by Dunitz.
56
   
Future work in this topic could focus on parameterizing simple empirical models that may 
predict the molecular simulation computed water thermodynamics from rapid structural analysis 
of a protein. It would also be interesting to repeat similar analyses using more elaborate 
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definitions of the orientational entropy term such as those recently proposed by Henchman and 
coworkers.
57
 Finally, as the protein structures studied here were rigid, it would be intriguing to 
explore how fluctuations in local binding thermodynamics are coupled to protein conformational 
changes. 
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Figure 1. Evaluation of binding energies of a region s, typically in the vicinity of residues or 
pockets of a protein P. Proteins are depicted by large blue spheres. In all GCT analyses, water 
molecules (red circles) inside the monitored regions, sP(1,2...n), contribute to the computed binding 
free energies, whereas those that are out of the monitored regions (in blue) are not considered. 
The subscript rp indicates that the protein coordinates were restrained during the analysis.  
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Figure 2. The average values of ∆𝐺𝑤,𝑃(𝒓𝑝)
𝒔,𝒘
 (red), ∆𝐻𝑤,𝑃(𝒓𝑝)
𝒔,𝒘
 (blue), −𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔,𝒘
 (green) around 
all the amino acids. The error bars represent the standard error of the mean.All plots were 
generated with the ggplot2 package of R unless stated otherwise.
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Figure 3. A) One example of an empirical distribution of water free energies around alanine 
side-chains. B) Heatmap of Kolmogorov-Smirnov D statistics between empirical cumulative per-
water ∆𝐺𝑤,𝑃(𝒓𝑝)
𝐬,𝒘
 distribution functions. D values range from 0 (white) to 0.7415 (red).   
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Figure 4. The average values of ∆𝐺𝑤,𝑃(𝒓𝑝)
𝒔,𝒘
 (red), ∆𝐻𝑤,𝑃(𝒓𝑝)
𝒔,𝒘
 (blue), −𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔,𝒘
 (green) around 
groups of amino acids. The shaded bars correspond to the IFST results of Beuming et al.
49  
For 
the  GCT results the error bars denote the standard error of the mean.   
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Figure 5. Two-dimensional probability distribution of hydration sites. The x axis measure the 
minimum distance to a hydration site observed in a X-ray diffracted protein structure. The y axis 
measures the density of the site relative to bulk. Probabilities are coloured from low (blue) to 
high (red).  
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Figure 6. Correlation between the average magnitude of the electrostatic potential and the GCT 
computed binding enthalpies of hydration sites per-water, ∆𝐻𝑤,𝑃(𝒓𝑝)
𝒔,𝒘
. 
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Figure 7. Selected hydration sites differing considerably in the magnitude of the average 
electrostatic potential and the enthalpy of binding. These sites were obtained from a simulation 
of PDB structure 1E1X (cyclin-dependent kinase 2). Panels A), B) and C) denote various cases 
were the magnitude of the local electrostatic potential correlates is compared with the enthalpy of 
hydration of the site. Grid points related to the centroid are colored from low relative water 
density to high relative water density using a color range from blue-white-red.  For A) the range 
varies from 0-16.4, B) 0-8.1 and C) 0-12.5 relative water density. 
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Figure 8. Boxplot comparison of binding sites (red) and pockets (blue) properties. The box plots 
show the median and the upper and lower quartile of the distributions of per-water properties. A) 
Free energy and enthalpy of binding. B) Entropy of binding. C) Distributions of the number of 
water molecules and D) the volumes of the pockets. Outliers outside 1.5 × the interquartile range 
are shown as dots. 
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Figure 9. Correlation of thermodynamic components for high-density hydration sites. A) 
Correlation of  ∆𝐺𝑤,𝑃(𝒓𝑝)
𝐬  with −T∆𝑆𝑤,𝑃(𝒓𝑝)
𝐬 . B) Correlation of ∆𝐺𝑤,𝑃(𝒓𝑝)
𝐬 with ∆𝐻𝑤,𝑃(𝒓𝑝)
𝐬 .   
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Figure 10. Selected hydration sites with unusual entropies of binding. A) Hydration site taken 
from the simulation of 1OYN.  ∆𝐺𝑤,𝑃(𝒓𝑝)
𝒔
 is −48.5 kcal mol
−1
 and −𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔
 is +2.2 kcal 
mol
−1
. B) Hydration site taken from the simulation of 1E66 simulation.  ∆𝐺𝑤,𝑃(𝒓𝑝)
𝒔
  is −7.8 kcal 
mol
−1
 and  −𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔
 is −0.7 kcal mol
−1
. Grid points are color-coded by water density from 
low (blue) to high (red). 
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Figure 11. A) Probability distribution of the components of the ∆𝐻𝑤,𝑃(𝒓𝑝)
𝒔  (red), ∆𝐻𝑤
𝒔  (blue) and 
∆𝐻𝑃(𝒓𝑝)
𝒔   (green). The water-solute term has a long tail that extends below the left hand side of 
the x-axis. B) Probability distribution of the components of the entropy of binding (red), 
−𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔,𝑜𝑟𝑖
 (green), −𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔,𝑙𝑖𝑏
 (orange) and −𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔,𝑣𝑖𝑏
  (blue). 
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Figure 12. Correlation plots between A) −𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔,𝑜𝑟𝑖  and −𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔,𝑙𝑖𝑏   , B) −𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔,𝑜𝑟𝑖
 and 
−𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔,𝒗𝑖𝑏
  C) −𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔,𝑙𝑖𝑏
 and −𝑇∆𝑆𝑤,𝑃(𝒓𝑝)
𝒔,𝑣𝑖𝑏
 and D) ∆𝐻𝑃(𝒓𝑝)
𝒔  and ∆𝐻𝑤
𝒔 with all values in kcal 
mol
−1
. 
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