Abstract. This paper contain study of three al- 
Introduction

Background
Optimization of material use in cutting processes is a complex problem. The issue of optimal cutting occurs in many areas of industry -hard board, wood, paper, window, metal, glass and other industries. For each one, the problem is a bit different, also each one have a different optimality criteria, but there are some which are common for all of them. Problem could be defined in one, two or three-dimensional space, cuts could be made in a guillotine or non-guillotine style, and many other cases.
Definition of Cutting Stock Problem
General definition of Cutting Stock Problem (CSP) is "
Smaller pieces with a given order demand have to be cut from larger stock material. The objective is to minimize the amount of stock material needed to produce the ordered pieces" [1] . In real life, there are plenty of CSP variants. They mainly differ in additional restrictions, which real occurrence of it has different applications. In a wood industry, the thickness of a blade needs to be considered, when in a paper industry, often blade thickness is negligible. When pipes are going to cut, only one dimension is taken into account, while for cutting hardboards two dimensions must be considered. There are many more aspects and restriction which can be thought of.
One-dimensional guillotine cut has many applications, mostly in pipe, paper, steel and fibre industries. It occurs when we consider only one dimension (length), and a stock material all the time is cut in the same way -mostly in perpendicular to the considered dimension. If all stock materials have the same length, it can be examined as one-dimensional cutting stock problem (1D-CSP).
Main costs of 1D-CSP are remaining pieces after cut process, called trim-loss, which are in most cases treated as a waste of a stock material. Problem was studied with regard to minimization of trim-loss and reduction of a number of different cutting patterns. Constraint of equal size of the stock material simplifies the problem. Removing constraint makes the issue more complicated. Considered case is that each stock material can have a different length.
In a real life, such case occurs commonly in the wood industry, but often in different industries there is more then one length of the stock material available.
Quality of solutions vs. time complexity of different algorithms
In most of analyses of the CSP problem, the main issue is cost of material or cost of cutting, but a time cost of finding the best solution is ignored. 
Selected algorithms
CSP is a well-known problem, and a lot of work can be found in literature. However, there are still areas for novel approaches and improvement, since there is a plethora of criteria that can be posed on the problem solution. There are three algorithms proposed in this paper to be somehow face each other since they are based on different approaches. First one is to obtain the optimal solution to be compared with evolutionary-based other two.
Brute-force search
The first idea, perfect for a benchmark for the other approaches, is to find all possible combination of the cutting stock material into the pieces and choose the best one in terms of optimal material use. Brute-force search or exhaustive search is a very general problem-solving technique that consists of systematically enumerating all possible candidates for the solution and checking whether each candidate satisfies the problem's statement. This can be accomplished using different algorithms, however tree search seems to be the most common choice for Cutting Stock Problem. In the case when all the required output pieces have to be the same length, the solution is trivial.
However, for different lengths of pieces, the sorted list of pieces needs to be prepared. As the order of different length of pieces may influence the solution, all possible combinations of order need to be verified. Therefore, Breadth-first search for checking all the sequences, and for each node of the tree run the Depth-first search for finding the optimal materials sequence can be applied.
Such solution can find optimal solution [2] .
Heuristic algorithm (human thinking based)
The solution proposed in 2.2 is quite complex and need lot of memory for complicated problems. Searching in such tree needs a lot of resources. Dealing with such problems needs some intelligent mechanisms. Artificial intelligence often tries to simulate a human thinking. For human brain, it is easy to find a right combination of two pieces, but for a bigger amount is much harder; hence an algorithm is required to proceed with these steps. Since this operation is similar to the route-finding problem, the solution such as heuristic search strategy can be adopted here. There is a big family of such algorithms. Main difference between them is an evaluation function, which in special case is called heuristic function h(n) According to [3] heuristic function is the estimated cost of the cheapest path form node n to goal. The A* (A-star) algorithm uses also g(n)
which is the cost of reaching the node. The optimality of solution is proved here [3, 4] . The real and important cost in the CSP is a material waste, so the heuristic function should predict the material waste, however it is difficult to predict. Fortunately prediction doesn't have to be very precise. It should help to choose the best node. Wrong prediction doesn't mean that the algorithm won't find the solution, but proper prediction would accelerate the algorithm [10] . The proposition of the function which will predict the cost is using a modulo operation. If h(n) is an estimated distance and min(p) returns length of the smallest available piece the proposed function can be described as (1):
prediction could be very imprecise for h(n) significantly greater then min(p). However. (2):
In this case h(n) is also significantly greater then g(n).
It means that: firstly algorithm will choose pieces due to the length (longest pieces first), but when it comes to nodes which are close to the solution the cost factor become important. Such solution quite accurately recreates human thinking.
Nature-inspired algorithm (genetic algorithm)
Genetic algorithms (GAs) were created by John Holland, Authors considered all constraints, and decided that the easiest way will be using the so-called evolution strategy.
The main difference from the genetic and evolution algorithm is, that there is no population of one chromosome, but set of different chromosomes creating one specimen, whereas proposed is built from the chromosomes. Each of the chromosomes represents one particular stock material.
Each chromosome will contain a set of genes. Each gene represents one particular pieces or an empty space (none).
Algorithm will run in the following way. Create specimen with set of chromosomes containing empty genes. there is no population created. When there is population of chromosomes, there is also mechanism of natural selection, which eliminates week specimens. If it comes to mutation process, it can't be limited only to the mutation, which make result betters. When the algorithm will get stuck in some local maximum, it is hardly probable that cross operators can get out from it. For getting out of it the mutation operator are used [5, 6] . Proposed algorithm is far from classical genetic algorithms, it is even far of the evolution algorithm. However, it is based on the same idea -the natural mechanism of evolution. More theory and related work can be found here [10, 11, 12, 13, 14] .
Numerical experiments
The algorithms have been compared with three different ways. The first stage was finding the difference in a result due to parameters, which can be set. The next stage was comparing created algorithms to each other. The last stage was comparing algorithm with results from other research. For testing, the examples from [6] and [7] have been drawn.
Comparison criteria
Most important criterion is the optimality. It will be shown in the percentage of use of the material, or in the percentage of the material waste (trim losses). However, comparing only the optimality without any relation of the results it will be only in last stage of tests. The time of the calculation is a highly important factor for the end-user.
However, it is strictly dependent on an implementation, so comparing due to the time of the calculation is not objective. Therefore, optimality of solution will be related to the time of calculation only.
Datasets
Dataset 1 has been taken from [6] . Originally, it has an unlimited number of material pieces of 1900mm in length each piece. For testing purpose, we used 15 -according to [6] for the optimal solution only 8 is needed. The required piece list is the following:
• 8 pieces 330 mm each
• 8 pieces 360 mm each
• 13 pieces 385 mm each
• 11 pieces 415 mm each.
Dataset 2 is taken from [7] . Originally it has an unlimited number of material pieces of 1900mm in length each piece. For testing purpose we used 18 -according to [6] for the optimal solution only 13 is needed. The required piece list is the following:
• 8 pieces 340 mm each Dataset 3 is taken from [7] . Originally it has an unlimited number of two types of material pieces of 1900mm and 2200mm in length accordingly. For testing purpose we used 10 of each type -according to [7] for the optimal solution only 6 of each type is needed. The required piece list is the following: Dataset 4 is taken from [7] . Originally it has an unlimited number of material pieces of 5600mm in length. For testing purpose we used 80 of each type -according to [8] for the optimal solution only 73 is required. The required piece list is the following:
• 22 pieces 1380 mm each Taking in to consideration that for one function execution is more then one random factor, and there is about 0.025 and 0.075 is not significant, but it can be derived that bigger probability of the mutation causes more drops.
It can be more clearly observed for dataset 4. In these places, mutation made change that lowered the rate. Such changes are useful when the algorithm get stacked in some local maximum. However, when there are too many mutations, which have a negative influence on rate, it could slow down the algorithm, or even make a right solution impossible to find. When there are too less mutations, it makes the algorithm stacked in local maximums for long time, so in fact it also slows down the algorithm. 
Performance comparison with existing implementations
Final conclusions
In this paper, three different algorithms have been considered. All of them work and they find an optimal or suboptimal solution. Brute-force algorithm is rather useless in a real life due to its time complexity. However, it gave a comparison, and shows how significantly heuristics and artificial intelligence can improve the performance. The two other algorithms work fast. The heuristic algorithm was able to find an optimal solution for 3 from 4 datasets, and for the last datasets it was able to find a suboptimal solution, which was near from an optimal one. The algorithm presents how good can be recreating human thinking.
The genetic algorithm for each dataset was finding rather good suboptimal solution, but when the available stock material was limited to minimum needed in most cases, it was finding an optimal solution, even when heuristic algorithm was unable to find such one. Probably further research and development on this algorithm can result in finding an optimal solution in most cases.
The both proposed algorithms (heuristic and genetic) can be used in the industry; nevertheless the heuristic algorithm has greater chance because it gives more stable results. The presented genetic algorithm would need some improvements before it works satisfyingly well. Both algorithms are a good alternative for known exhaustive way of solving one-dimensional Cutting Stock Problem.
