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(1997), Pullman et al. (2002) and references therein, the conjoint design consists of blocks or sets of an equal number of profiles. Each of these sets is evaluated by a different respondent.
The incorporation of large numbers of attributes in the design of conjoint experiments requires some special attention. As Green (1974) and Schwabe et al. (2003) have argued, respondents may get overloaded when they have to assimilate profiles that embrace more than four different attribute levels. Therefore, to overcome respondent fatigue, it is advised to vary only the levels of a small number of attributes in each of the profile sets assigned to the respondents. The profiles are still combinations of levels for all attributes, but the levels of one or more attributes do not vary in a profile set. Each respondent thus rates a set of profiles in which the levels of one or more attributes are held constant. These constant attributes need not be the same in each profile set.
Because each of the profile sets has a number of attributes at a constant level, the conjoint designs addressed in this paper show some similarities to split-plot designs. Split-plot designs are heavily used in industry when the levels of some of the experimental factors are difficult or costly to change or control. These factors are called whole-plot factors and are kept at a constant level for several observations in the design. Split-plot designs are similar to the type of conjoint design that we study here because they also involve sets of observations within which some of the factors' levels, the whole-plot factors' levels, are held constant. Split-plot designs differ from our conjoint design in that the factors whose levels are held constant are naturally the same in each set of the split-plot design, whereas the constant attributes may change from set to set in the conjoint design. We refer to the work of Goos and Vandebroek (2001 and Goos (2002 for more details on split-plot designs.
Our approach to construct multi-attribute conjoint designs is based on the same linear random effects model that is used for generating split-plot designs. In our conjoint setting, the random effects are attributable to a respondent who rates the profile set. The reason is that respondents are heterogeneous, meaning that profile ratings from the same respondent are more similar than profile ratings from different respondents. Also Brazier et al. (2002) and Kessels et al. (2008) adopted this model for conjoint applications. Because the conjoint designs in this paper are set up for identifying the most important attributes from a large number of attributes, only main-effects models are considered.
Our design construction approach is conceptually easy to understand and generates designs with sets of 2, 4 and 8 profiles. In principle, our approach can produce designs whenever the size of the profile sets is a power of two. Related to our conjoint designs with sets of two profiles are paired comparison designs (Grossmann et al., 2002 (Grossmann et al., , 2005 Grasshoff et al., 2004; Street et al., 2001; Street and Burgess, 2004) . These designs also comprise sets of two profiles, but in contrast with conjoint designs, each respondent evaluates all the sets. This is done by specifying the preferred profile in each set, and possibly also the preference strength. Street et al. (2001) demonstrated that holding the levels of one or more attributes constant in two-level paired comparison designs leads to information losses when main-effects models are considered. Only when fold-over pairs, in which the signs of the attribute levels of the first profile are reversed in the second profile, are used, the information on the part-worths is maximized. This result also applies to conjoint designs in which the respondents rate two profiles each. In general, keeping the rating task of a number of profiles manageable for the respondents through the use of constant attributes comes at a loss of information on the part-worths. Since all part-worths are assumed to be on the same footing, we look for conjoint designs that provide an equal amount of information on each part-worth. We call these designs variance-balanced.
To allow for variance balance in the conjoint designs, the constant attributes have to differ between the profile sets such that each attribute is constant in an equal number of sets. For problems with more than one constant attribute, we obtain an appropriate pattern of constant attributes using a binary incomplete block design with equal replication of all treatments (e.g. a balanced or partially balanced incomplete block design (BIBD or PBIBD)). The equal replication of the treatments ensures that every attribute is held constant equally often and paves the way for the production of variancebalanced conjoint designs. To ensure the optimality of the designs, meaning that they yield maximum information on each part-worth, we choose the design profiles so that they form an orthogonal array. These designs have columns that are pairwise orthogonal and therefore yield parameter estimates that are statistically independent of each other.
The outline of the remainder of the paper is as follows. Section 2 reviews the random respondent effects model used in conjoint design. In Section 3 we discuss the conditions needed to obtain universally optimal variance-balanced designs. We explain our design construction approach in Section 4 and describe the information content of the resulting designs in Section 5. Section 6 concludes the paper and highlights some further research possibilities.
The random respondent effects model
The model used to set up and analyze two-level multi-attribute conjoint experiments is the random respondent effects model. In this model, it is assumed that respondents are heterogeneous and randomly selected from a prespecified population. Each respondent i, i=1,y,b, rates a different block or set of profiles to estimate all parameters. For convenience, the profile sets assigned to the b respondents have the same size m. As a result, the total number of experimental profiles amounts to n =bm. In this paper, we propose designs for two-level conjoint studies where m equals either 2, 4 or 8. The rating U ij for profile j, j =1,y,m, by a respondent i is modelled as
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In the model, x ij is a ðkþ 1Þ Â 1 vector that has a one as first element (corresponding to the intercept) and the attribute levels describing the jth profile rated by respondent i as the remaining k elements. The number k is the number of attributes in the study. Each of these attributes can be quantitative or categorical. We use a À1 and a +1 to code the two levels of each attribute. The vector b ¼ ½b 0 ,b 1 , . . . ,b k 0 contains the (k+ 1) unknown parameters with b 0 the intercept and b 1 , . . . ,b k the part-worths or weights attached to the attribute levels. The term g i represents the random effect of respondent i, whereas e ij is a random error term.
In matrix notation, model (1) can be written as
where U is a vector of n profile ratings, the vector c ¼ ½g 1 , . . . ,g b 0 contains the b random respondent effects and e is a random error vector. The matrices X and Z have dimensions n Â (k+ 1) and n Â b, respectively. The model matrix X is given by ½X 0 1 , . . . ,X 0 b 0 , where X i ¼ ½x i1 , . . . ,x im 0 contains the attribute levels of the m profiles rated by respondent i, whereas Z ¼ I b 1 m , with the Kronecker product and 1 m an m Â 1 vector of ones. It is assumed that
Covðc,
where s 2 e is the variance within respondents and s 2 c is the variance between respondents. Under these assumptions, the variance-covariance matrix V of the profile ratings U is I b V m , with
In this expression, r ¼ s
c Þ measures the proportion of the total variance that is accounted for by the differences between respondents. It represents the degree of correlation between the ratings from a single respondent.
The vector of the unknown fixed model parameters b can be estimated using the generalized least squares estimator
with ðX 0 V À1 XÞ À1 the variance-covariance matrix ofb, the inverse of which is the information matrix on b.
D-optimal designs for the random respondent effects model minimize the determinant of the variance-covariance matrix ðX 0 V À1 XÞ À1 , or, equivalently, maximize the determinant of the information matrix X 0 V À1 X. A-optimal designs minimize the average variance of the parameter estimates and thus the trace of ðX 0 V À1 XÞ À1 . Finally, G-and V-optimal designs minimize the maximum and average prediction variance x 0 ij ðX 0 V À1 XÞ À1 x ij , respectively.
Optimal variance-balanced designs
In order not to overload the respondents with a heavy rating task, we hold one or more attributes at a fixed level in each of the profile sets. In other words, we introduce perfect level overlap for one or more attributes in each profile set. These attributes are the constant attributes and may differ from set to set. We denote the number of constant attributes by k c . The remaining k v = kÀ k c attributes, the levels of which may vary within a profile set, are the non-constant attributes. The number k v is similar to the comparison depth used by Grasshoff et al. (2003) in the context of paired comparison experiments. The concepts of constant and non-constant attributes are illustrated by means of the conjoint design in Table 1 . This design consists of b= 12 sets with m= 2 profiles each. In every profile set, the levels of two of the six attributes are constant while the levels of the other four attributes change from profile to profile. Hence k=6, k c =2 and k v =4. The levels of the constant attributes are in bold.
The design strategy we propose allows for the generation of conjoint designs that provide a maximum and equal amount of information on each part-worth under the constraint that the levels of k c attributes are constant within each profile set. As such, we assume that all part-worths are equally important. Because the designs we propose allow every part-worth to be estimated with the same precision, they are called variance-balanced. The property of variance-balance of the designs as well as their D-, A-, G-and V-optimality are proven in the following theorem.
Theorem. The information matrix of a D-, A-, G-and V-optimal variance-balanced two-level rating-based conjoint design with b profile sets of size m and with k c of the k attributes held constant in each profile set is given by
where k v =k À k c and c m ¼ ð1ÀrÞ=ð1 þðmÀ1ÞrÞ. This information matrix can be obtained by choosing the levels of the constant and non-constant attributes such that:
3. the levels of the constant attributes sum to zero over the profile sets in which the same attributes are kept constant, 4. the levels of the non-constant attributes sum to zero in each of the b profile sets, and 5. each attribute is constant in an equal number of profile sets.
Proof. To prove the theorem, we show that any design satisfying the requirements 1-4 has a diagonal information matrix, with diagonal elements that are maximal. It follows from the lemma in the Appendix to this paper that the designs are therefore D-, A-, G-and V-optimal. We now show that a design that satisfies requirements 1-4 has maximum diagonal elements. Next, we explain that if, in addition, requirement 5 is satisfied, the design is also variance-balanced. Goos and Vandebroek (2001) showed that, under assumptions (3), (4) and (5), V is block diagonal, and
where
According to (9), the information matrix of a conjoint design is the sum of b information matrices, one for each of the profile sets. Now, consider a given profile set i with design matrix X i , and assume for notational convenience that the attributes have been rearranged so that the first k c attributes are constant. In that case we can partition X i as ½1 m 1 m w 0 i S i where w i is the k c Â 1 vector containing the levels of the k c constant attributes and S i is an m Â k v matrix containing the levels of the k v non-constant attributes in the ith profile set. The information matrix corresponding to the ith profile set then is of the form Table 1 Optimal variance-balanced conjoint design with b = 12 sets of m= 2 profiles, k c = 2 constant attributes and k v = 4 non-constant attributes.
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Set Attributes 1 2 3 4 5 6
Using (10), this can be simplified to
The first diagonal element, mc m , is a constant which does not depend on the choice of the design. The next k c diagonal elements, which correspond to the constant attributes, are also equal to mc m . This is because for any two-level design whose first k c attributes are constant in profile set i, w i is a row of À1's and +1's so that each diagonal element of w i w 0 i is one. For any two-level design S i , the diagonal elements of S 0 i S i are equal to m, and if requirement 4 is satisfied, S 0 i 1 m ¼ 0 kv so that the k v diagonal elements corresponding to the non-constant attributes are equal to m. Requirement 4 therefore ensures that the diagonal elements of the information matrix for profile set i are maximal. Now consider all g profiles sets for which the first k c attributes are constant, and which therefore have information matrices similar to that in (12). Each of these matrices has maximum diagonal elements, and, hence, their sum also has maximum diagonal elements. Moreover, if requirements 1-3 are satisfied, then
As a result,
Summing the information matrices of all g profiles sets in which the first k c attributes are constant thus produces a diagonal information matrix with maximum diagonal elements. In a similar fashion, we can derive the information matrix corresponding to any other set of g profile sets in which another set of attributes is held constant. If requirement 5 is satisfied for the entire design, then there are b/g such sets of g profile sets and each attribute is constant in bk c /k profile sets. As a result, the total information matrix of the entire design will equal (8). Because the diagonal elements corresponding to the k=k c +k v attributes are all equal and the matrix is diagonal, every part-worth estimate has the same variance, so that any design satisfying requirements 1-5 is variance-balanced. As shown in the Appendix to this paper, the fact that the diagonal elements of the total information matrix are maximal ensures that the designs are D-, A-, G-and V-optimal. &
Design construction approach
In this section, we illustrate our strategy to set up optimal two-level variance-balanced conjoint designs in which a given number of attributes is constant in each profile set. While our construction approach is very general and can be used for large numbers of attributes, we focus on designs with small numbers of attributes for the clarity of the exposition. For a catalog of designs with larger numbers of attributes, we refer the reader to Kessels et al. (2006) . First, we consider situations where k c =1, and next, we discuss cases where k c 4 1. To develop the optimal variance-balanced conjoint designs, we need to determine:
1. the constant attributes in each profile set, 2. the levels of these constant attributes in each profile set, and 3. the levels of the non-constant attributes in each profile set.
Optimal variance-balanced conjoint designs for k c =1
This section shows how to construct optimal variance-balanced conjoint designs with k c = 1 constant attribute, k v =2, 3 or 4 non-constant attributes and m =2, 4 or 8 profiles per set. If k c = 1, determining the constant attributes and their levels is straightforward. To ensure variance balance, each attribute should be constant in an equal number of profile sets. That number of profile sets has to be even so that the number of sets in which the attributes are held constant at level À 1 matches the number of sets in which they are held at level +1. To determine the levels of the non-constant attributes, we use small orthogonal arrays as subdesigns. For k v =2, 3 or 4 non-constant attributes and m= 2, 4 or 8 profiles per set, we construct the smallest possible orthogonal subdesigns with an even number of profile sets and match these with the constant attributes to produce optimal variance-balanced conjoint designs. We discuss the use of orthogonal subdesigns for each case.
The orthogonal subdesigns shown in Tables 2a and b determine the levels of k v = 2 non-constant attributes for profile sets of sizes m= 2 and 4, respectively. The complete subdesign for m =2 as well as each of the profile sets in the subdesign for m= 4 represents the full 2 2 factorial design. Both subdesigns consist of two profile sets and satisfy requirements 2 and 4 of the theorem.
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To create optimal variance-balanced conjoint designs for k c = 1 and profile sets of sizes m =2 or 4, the appropriate subdesign from Tables 2a or b should be incorporated at least three times. This is the required minimum to have each of the k= 3 attributes act as a constant attribute. This yields b=2k= 6 profile sets which can be replicated if necessary. Note that it is not realistic to construct an optimal variance-balanced conjoint design for k v = 2 non-constant attributes and sets of m =8 profiles. This is because the profile sets in such design would contain every profile twice which makes no sense in a conjoint study.
Tables 3a, b and c contain the orthogonal subdesigns with the levels for k v =3 non-constant attributes. The subdesign of Table 3a embraces four profile sets of size m= 2 and the subdesigns of Tables 3b and c embrace two profile sets of sizes m =4 and 8. The full 2 3 factorial design was exploited to build the subdesigns. It is included once in the subdesigns in Tables 3a   and b and twice in the subdesign in Table 3c . Each of the subdesigns in Tables 3a, b and c should be incorporated at least four times to build optimal variancebalanced conjoint designs for k c = 1. This allows each of the k= 4 attributes to be constant in at least two profile sets. The smallest conjoint design for m =2 then involves 16 profile sets in total, while the smallest designs for m= 4 and 8 require eight profile sets.
The last orthogonal subdesigns we discuss appear in Tables 4a, b and c, and involve k v =4 non-constant attributes. Table 4a shows two possible subdesigns with four profile sets of size m= 2 and Table 4b shows two possible subdesigns with two profile sets of size m= 4. The subdesign in Table 4c has two profile sets of size m= 8. The combinations of the two possible subdesigns in Tables 4a and b as well as the subdesign in Table 4c form the full 2 4 factorial design. The subdesigns in Tables 4a and b each constitute an orthogonal fraction of this design. The smallest optimal variance-balanced conjoint designs require five subdesigns to allow each of the k= 5 attributes to act as a constant attribute. If m =2 or 4 it does not matter whether subdesign (i) or (ii) is selected from Tables 4a or b. Various replication structures of the subdesigns are possible because the optimality of the designs is not affected by the choice of subdesigns used. The smallest conjoint design for m= 2 requires 20 profile sets, while the smallest designs for m =4 and 8 involve 10 profile sets.
In a similar fashion it is possible to create conjoint experiments when the number of non-constant attributes k v is larger than four.
Optimal variance-balanced conjoint designs for k c 4 1
In this section, we extend our design strategy to allow for the creation of optimal variance-balanced conjoint designs with k c 4 1 constant attributes, k v =2, 3 or 4 non-constant attributes and m= 2, 4 or 8 profiles per set. Designs with k v 44 can be developed analogously.
Determining the constant attributes
If k c 41, it may be quite cumbersome to look for combinations of constant attributes that satisfy the requirements 1, 3 and 5 of the theorem. This is particularly true when k c is large and not a divisor of k. Therefore, we use binary incomplete block designs to determine patterns of constant attributes that result in variance-balanced conjoint designs. Binary incomplete block designs describe how to arrange the levels of a single qualitative factor, called treatments, in groups or blocks of a certain size. Every treatment appears at most once in every block of a binary incomplete block design. What is crucial for the construction of our variance-balanced designs is that the total number of times a treatment appears in the Table 2 Orthogonal subdesigns with the levels of k v = 2 non-constant attributes.
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Non-constant attributes 1 2
binary incomplete block design is the same for every treatment. This is because the equal replication of the treatments ensures that every attribute in our conjoint designs acts as a constant attribute equally often. Well-known binary incomplete block designs that have equal replication of all treatments are balanced and partially balanced incomplete block designs (BIBDs and PBIBDs). We refer to Cochran and Cox (1957) and Cox (1958) for a general account of BIBDs and PBIBDs and to Abel and Greig (2006) and Mathon and Rosa (2006) for more discussions and tables of BIBDs. PBIBDs are fully elaborated in Shah and Sinha (1989) and Street and Street (1996) , and catalogs of these designs can be found in Clatworthy (1973) and on a website by Sinha (see the list of references). There are, however, many binary incomplete block designs other than BIBDs and PBIBDs in which each treatment is repeated equally often and, hence, can be used as building blocks for our variance-balanced designs.
As an example, we refer to the conjoint design in Table 1 which we created using a binary incomplete block design with blocks {1,2}, {3,4} and {5,6}. This design has three blocks of size two, indicating that three types of profile sets are required. The first type has attributes 1 and 2 as constant attributes. The second type has attributes 3 and 4 as constant attributes, and the third type requires attributes 5 and 6 to be constant. In Table 1 , there are four instances of every type of profile set. How to determine that number of instances is explained in the next section.
Determining the levels of the constant and non-constant attributes
We complete the description of our design methodology for k c 41 constant attributes by addressing the questions at what levels the constant attributes have to be set, how often they have to be held fixed and what levels the non-constant attributes have to take. First, to determine the levels of k c 41 constant attributes, we use either a full 2 kc factorial design or an orthogonal fraction of it. Within every profile set, we replicate one combination of attribute levels m times for the k c constant Table 3 Orthogonal subdesigns with the levels of k v = 3 non-constant attributes.
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Set Non-constant attributes Table 4 Orthogonal subdesigns with the levels of k v = 4 non-constant attributes.
Set Non-constant attributes
attributes. The size of the factorial design or the orthogonal fraction determines the number of profile sets for each block of the binary incomplete block design used to determine a pattern of the constant attributes. The design used for each combination of two constant attributes in the conjoint design in Table 1 is the full 2 2 factorial design. This implies that 2 2 = 4 profile sets have the same pair of constant attributes with levels that form a full 2 2 factorial design.
If k c 42, minimum-size orthogonal fractions of the full 2 kc factorial design can be used to fix the levels of the constant attributes. These fractions are the smallest possible ones that allow the estimation of k c main effects. The design generators needed to construct the minimum-size orthogonal fractions for a specific number of constant attributes, k c , can be found in Appendix 4A of Wu and Hamada (2000) . An orthogonal fraction has a size of 2 kc Àp , where 2 À p refers to the fraction of the full 2 kc factorial design. The full 2 kc Àp factorial design is used to determine the levels of the first k c À p constant attributes.
The levels of the remaining p constant attributes are specified by the generators. The last problem to solve before the design construction is complete is the determination of the levels of the k v nonconstant attributes. For these attributes, we again use the orthogonal subdesigns given in the tables in Section 4.1. In the conjoint design of Table 1, the two possible subdesigns of Table 4a are implemented. Because that design is based on a binary incomplete block design with three blocks, three orthogonal subdesigns are required for the non-constant attributes. In Table 1 , the first subdesign from Table 4a is used twice for the non-constant attributes (namely in profile sets 1-4 and in profile sets 9-12) while the other one is used once (namely in profile sets 5-8). The four blocks in these subdesigns match the four profile sets from the full 2 2 factorial design used for the levels of the constant attributes.
Information content of the designs
In this section, we examine five optimal variance-balanced designs that have k=4 attributes. We consider designs with k c = 1 constant attribute and k v = 3 non-constant attributes and designs with k c = 2 constant attributes and k v = 2 nonconstant attributes. The designs with k c = 1 constant attribute have profile sets of sizes m= 2, 4 and 8, respectively, while the designs with k c = 2 constant attributes have profile sets of sizes m =2 and 4. For all these designs, we computed the amount of information on the intercept and the part-worths, as measured by the diagonal elements of the information matrix in (8). The results appear in Table 5 .
We compare the information content of each of the five conjoint designs in Table 5 with given values for n, b and m with that of an orthogonally blocked design involving k=4 two-level factors and n factor combinations arranged in b blocks of size m. Under the random respondent effects model (2), an orthogonally blocked design is a design that satisfies
which means that the average row in each X i is the same for all blocks and equal to the average row of the total model matrix X (Goos, 2002 ). For a two-level orthogonally blocked design and a main-effects model, the average rows in (14) equal ½1 0 0 k 0 . We use the orthogonally blocked designs as benchmark because they are optimal and variance-balanced in the absence of constant attributes. They can be constructed using the generators in Appendix 3A and Appendix 4B of Wu and Hamada (2000) . The designs also possess a diagonal information matrix in which the diagonal elements corresponding to the part-worths are all equal to n.
As the primary focus of researchers is on the estimates for the part-worths b 1 , . . . ,b k , we compare the values in the last column of Table 5 with the corresponding values for n, the information content of the benchmark designs. It is clear that the amount of information, n, on each part-worth obtained from a benchmark design, i.e. an orthogonally blocked design of size n, is larger than that obtained from any of the designs with constant attributes of size n. This is visualized in Fig. 1 , where we plotted the percentage information losses incurred by using the five designs in Table 5 instead of the orthogonally blocked designs as a function of the degree of correlation r.
A close look at the percentages in Fig. 1 reveals that, for m= 2 or 4 and a given value of r, the information losses for each part-worth of the conjoint designs with k c = 2 constant attributes are exactly twice the information losses of the conjoint designs with k c =1 constant attribute. We verified that in general, if the number of attributes, k, is fixed in a series of Table 5 Amount of information on the intercept and the part-worths obtained from the optimal variance-balanced conjoint designs, as measured by the diagonal elements of the information matrix, for k c = 1 and k v = 3 and for k c =k v =2. optimal two-level variance-balanced conjoint designs, the information losses are proportional to the number of constant attributes, k c , used. It is interesting to note that if r ¼ 1, the percentage information losses per part-worth is equal to k c /k. Fig. 1 also shows that, for given values of k c and r, the information loss for each part-worth increase with m. As the profile sets of the conjoint designs get larger or the number of respondents drops for a given n, the number of times the levels of the constant attributes vary over the design decreases which results in greater information losses from constant attributes. This can also be seen from the fact that c 8 o c 4 o c 2 o 1. It implies that for a given number of design profiles, n, sets with m=2 profiles are more efficient than sets with m=4 profiles, which in their turn, are more efficient than sets with m=8 profiles.
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A final observation from Fig. 1 is that, given m and k c , the information losses for each part-worth increase with r. The more heterogeneous respondents are, the more information one loses by keeping the levels of one or more attributes constant. Note that if r ¼ 0, respondents are assumed to be homogeneous so that the grouping of the profiles in sets and the number of constant attributes, k c , does not matter anymore.
Conclusion
In this paper, we presented a simple approach to construct optimal two-level conjoint designs that is especially useful when the number of attributes is large. To reduce the cognitive burden on the respondents in such cases, we suggest holding the levels of one or more attributes constant in each of the profile sets. The designs have sets of 2, 4 or 8 profiles and, for given values of n, b, m and k c , they are optimal with respect to the D-, A-, G-and V-optimality criteria for estimating main-effects models.
The optimal conjoint designs have a diagonal information matrix and maximize the information content of the experiment. In addition, the conjoint designs are variance-balanced meaning that they yield an equal amount of information on each of the part-worths. Also, the conjoint designs do not depend on the extent to which respondents are heterogeneous, as expressed by the degree of correlation. This makes them very practical to use. However, compared with optimal conjoint designs without constant attributes, optimal conjoint designs with constant attributes lead to information losses that are proportional to the number of constant attributes.
If more than one constant attribute is desirable, our design construction method uses binary incomplete block designs with equal treatment replications to provide patterns of constant attributes that allow for variance balance. To ensure optimality, we choose the levels of the k c constant attributes and the levels of the k v non-constant attributes such that they are orthogonal for each combination of constant attributes. We first determine the levels of the k c constant attributes by incorporating the full 2 kc factorial design or an orthogonal fraction of it. We then set the levels of the k v non-constant attributes by using a prespecified orthogonal subdesign for the k v non-constant attributes. A catalog of designs obtained using our approach can be found in Kessels et al. (2006) . There are generally three ways to obtain larger conjoint designs. A first option is to choose binary incomplete block designs with larger numbers of blocks. A second possibility is to employ larger orthogonal designs to fix the levels of the k c constant attributes. A third option is to replicate an entire design.
Finally, more work is needed to extend our method for constructing optimal two-level variance-balanced conjoint designs with sets of 3, 5, 6 or 7 profiles. Also the production of conjoint designs using models with main effects plus interactions might be considered. by m i , the design criterion becomes
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