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In this paper a comparative study of several schemes for Adaptive 
Differential Pulse Code Modulation (ADPCM) with backward adaptation is 
presented. The work here reported shows a tradeoff between a good 
signal-to-noise ratio and a low degradation of the receiving quality owing 
to transmission errors in noisy channels. On this second point, the 
CC ITT standard exhibits a superior behavior to the rest of the schemes, 
whereas its signal-to-noise ratio will result in 2 or 3 dB less than all 
the schemes if transmission errors are not considered. 
In addition, a superior perfomance (around 2 dB) of encoders using lattice 
predictors with respect to those using transversal predictors is also 
shown. 
1. Introducci6n 
During the last years a great number of 
ADPCM encoders for speech signal and 
voice-band data at rates of 24 and 32 Kbps. 
have appeared. Their good perfomances as 
well as their popularity have made the 
CCITT to establish a standard ADPCH at 32 
Kbps /1/. 
Depending on the adaptation type of the 
predictor, the ADPCt-1' s are classified into 
two large groups. Namely, ADPCM's with for-
ward adaptation or with backward adapta-
tion. The first one need to send an addi-
tional side information to the receiver, 
since the predictor coefficients are upda-
ted in the transmiter on the basis of the 
exact input signal, being this information 
not available at the receiver. The transmi-
ssion speed increase that this represents 
make then less attractive and, in fact, the 
CCITT standard belongs to the group of 
Backward Adaptive-DPCM. 
Some works containing comparative studies 
between ADPCt1 encoders have appeared in a 
scattered and not homogeneous way. Recent-
ly, these works have been commented in re-
ference /2/, showing the difficulty created 
by their unhomogeneity when perfomances ha-
ve to be compared. 
In this work we undertake the comparative 
study of the most usual schemes, between 
them the CCITT standard, under the same 
conditions and including noise-free and 
noisy transmission channels. 
2. ADPCM systems. 
Figure l despicts the general scheme of an 
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ADPCM system which, as it is well-known, is 
composed a[ two main blocks: the adaptive 
quantizer and the adaptive predictor. The 
combination of different structures for 
both blocks lead to a great variety of po-
ssible ADPC/<1 systems. Next, we will briefly 
describe the different types for both 
blocks which will be considered in this 
paper. 
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Figure l. General scheme of an ADPCM 
encoder 
2.1 Adaptive Quantizer 
An adaptive quantizer consist in a inva-
riant quantizer preceded by a signal-
scaling, which allows the adaptation o£ the 
quantizer dynamic range to the input si<;J-
nal. Thus, a better profit of the quantizer 
bits number is achieved and, therefore, a 
more accurate representation of the input 
signal. There is a popular adaptive quan-
tizer in the literature, developped by 
several authors (Jayant,Goodman,Mitra)/3/ 
and that will be considerd here. The scale 
factor is calculated on the basis of the 
previous output level of the quantizer and 
the previous scale factor. To reduce the 
propagation effect that would be produced 
-
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in the obtention of scale factors in recep-
tion if a transmission erroc occureJ, a 
leakage factoc S is used, so that the ac-
tual scale factor c(n) 1s obtained as 
follows: 
c(n) = i•l. (n-l).c(n-l)B 
l 
; B < 1. 
here ~N. (n-1) i s a multiplier assigned to 
tl1e le.Jel i of the output quantizer in the 
previous sample. The values oE these; 
multipliers have been obtained as /4/ with 
a B factor of 63/64. 
This quantizer is used in all ADPCM systems 
here considerd, except in the case of the 
CCITT standacd, which represents a sligth 
modification of that one. In this case, the 
scale factor presents two working modes: a 
fast mode, for a speech signal, and a slow 
mode for data. The leakage factor value is 
of 31/32. Details can be found in rei:eren-
ces /1,3/. 
2.2 Adaptive Predictor. 
The predictor function is obtaining the 
most exact prediction of the actual input 
sample, so that the difference between the 
two valuer, or prediction error, be mini-
mum. The dynamic range reduction of the 
signal to be quantized allows a more accu-
rate representation of this, and therefore, 
a smaller quantization error. 
Since the adaptatation is of backward type, 
input signal prediction must be done on the 
basis of the previous reconstructed sam-
ples, which differ from the real ones in 
the quantization error. The error to be 
minimized is the quantized prediction 
er cor, which is the only available in the 
reception. 
All the predictors usec;l are of FIR type I 
except in the case of CCITT standard, which 
is the IIR type. The algodthm here consi-
dered are the following: 
a). Transversal LMS normalized (LMS). 
b). Gradient Adaptive Lattice (GAL). 
c). Gradient Adaptive Lattice with Two 
Parcors (GAL2). 
d). Exact Least Squares Adaptive Lattice 
(LSAL). 
e). CCITT standard: Recursive Signed 
Gradient. 
Equationd for updating the coefficients in 
every case are briefly expressed as fo-
llows: 
a) LMS normalized. 
am(n+l)=am(n) + 
P(n).p 
e (n) x(n-m) q 
with 
A p 
x(n)= E a (n) ~EnJmF 
m=l m 
x(n) 
P(n) 
~EnF + e (n) q 
( l-w)x 2 ( n) + wP(n-1) 
p: predictoc order. 
b) GAL 
The lattice predictor structuce is shown in 
Figure; 2. 
2 2 P EnF=ElJwF~e (n)+r (n-l))+wP (n-1) 
m m m m 
x(n ) 
Figure 2. Lattice predictor estructure 
c) GAL2 
In this case, two differents Parcor coef-
ficients, Ke and Kr , are considered. 
m m 
Ke +l(n+l)=Ke +l(n)+ a em+l(n)rm(n-1) 
m m Pr (n-l) 
m 
. e 
em+l(n)=em(n)-K m+l(n)rm(n-1) 
r 
rm+l(n)=rm(n-1)-K m+l(n)em(n) 
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m m m 
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d) LSAL 
K (n+l)=wK (n)+(l-y 1 (n) )e (n)r (n-1) m m m- m m 
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e) CCITT standard. 
In this case the predictor is of IIR type 
with two zeros and six poles.The espres-
sions, which will not write here, can be 
found in reference /1/. 
3. Empirical Results. 
As a test signal the following sentence was 
uttered in spanish: 'Esta es una prueba de 
senal de voz'. To do that, encoders and de-
coders of every proposed system have been 
simulated~ taking into account the lack ca-
se as well as the presence oE transmission 
errors. 
In the evaluation of the obtained results 
several measures were used. The global 
signal-to-noise ratio, i.e., averaged along 
the whole speech record ( 200 blocks); the 
SNRSE:G, obtained ~y averaging the mean 
value of the SNR of all blocks; the 
predictor gain GP, wich relates the input 
signal power to the prediction error power 
at the quantizer input; and the saturation 
rate P or percentage of samples in which 
the quantizer is satured. 
Firstly, the four systems containing FIR 
predictors were run for differents values 
of their convergence parameters, for orders 
l to 7, and several utterances including 
males and females speakers. It was observed 
that a fourth order was a good election, 
being tile more adcquates parameter values 
shown in Table I. 
w p 
0.15 0.98 4 
GAL 0.01 0.99 4 
GAL2 0.01 0.99 4 
LSAL 0.01 0.99 4 
Table I. Parameter choices for FIR 
algorithms 
Figures 3 and 4 despict the trajectories of 
the SNR averaged in every block ( 256 by-
tes/ block) for each of the cases cspccified 
in Table I and male speaker. 
Figure 3. SNR trajectories of LMS and GAL2 
algorithms 
Figure 4. SNR trajectories of GAL and LSAL 
algorithms. 
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Figure 5. SNR versus predictor order for 
FIR cases. 
In Figure 5 it can be observed that the 
improvement of the SNR when increasing the 
predictor order reaches its maximum from 
order 4. Above this value, the improvement 
is almost null and even a degradation of 
the SNR occurs in the cases of the simplest 
algorithms such as GAL and LMS. This effect 
is due to the coefficients noise (propor-
tional to the order) being grater than the 
improvement introduced by the prediction 
with a higher order. In Figure 5 , the 
superiority of the laticce predictor type 
-
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over the transversal one is shown. On the 
contrary, one can be susprissed when con-
sidering the small differences that the 
first ones exhibit. In particular, the 
optimal characteristic of LSAL algorithm 
could make us expect an improvement over 
the rest of the algorithms. In this case, 
the perfomance of GAL2 and LSAL are almost 
the same, being this fact already verified 
in other works /5/. 
Next, the comparative resultstfi>btained in 
the four FIR type cases of 4 order are 
shown in Table II together with those 
corresponding to that proposed by the 
CCITT. 
SNR SNRSEG GP P SNRSEG P£ =10- 3 
LMS 29.96 18.3 13.35 .2 
GAL 31.15 18.63 14.43 .13 
GAL2 31.30 18.7 14.92 .14 
LSAL 31.37 18.99 15.15 .17 
CCITT 27.9 16.5 13.95 .49 14.5 
Table II. Perfomance Comparison of the five 
ADPCM system. All magnitudes in 
dB except P. 
As it can be observed, the results obtained 
in case of noise-free channels are clearly 
better those encoded by a lattice predic-
tor, the worst perfomance corresponding to 
the CCITT standard. 
Next, a noisy environme~~s was simulated 
with an error rate of 10 , situation wich 
requi:ces at least stability in the decoding 
process. Under these conditions, all the 
FIR algorithms exhibited a great tendency 
to diverge, wich makes its use impossible. 
On the contrary, the CCITT standard shows a 
stable behavior, and the deg:cadation of its 
perfomances consists in a loss of a:cound 2 
dB (in SNRSEG) with respect to the noise-
free channel case. 
It is obvious that in the case of the CCITT 
standard the quality level has been :ceduced 
in the optimal transmission conditions in 
benefit of a better behavior in adverse 
conditions. This is carried out by the use 
of a smaller leakage parameter in the quan-
tizer and the introduction of a similar pa-
rameter in the predictor coefficients up-
date. The predictor ze:cos are also cons-
traints to inner parts of the unit circle 
so t!1at the impulse response of the overall 
system to one sample of erro:c. This cons-
traints is compensated by introducing poles 
in the predictor (ze:cos in the overall sys-
tem response). 
4. Conclussions. 
A comparative study of the perfomances of 
several ADPCM systems has been presented. 
The main consequencences derived from this 
study are the following: 
lattice predictors provide 
perfomance (around 2 dB in SNR) 
transversal one. 
a better 
than the 
- among the lattice algorithms, the diffe-
rences are small, indistiguishable in an 
unreliable audition, being the so called 
GAL2 a reasonable election for quality-
complexity. 
- the fourth order seem the most apropiate 
for all FIR algorithms. 
- the CCITT standard encoder shows a good 
compromise between SNR and low degradation 
under transmission erro:c conditions. Unde:c 
these last conditions, in the decoding 
p:cocess, the FIR algo:cithms are not stable 
and they cannot work without previous 
modifications. 
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