In applications of linear algebra including nuclear physics and structural dynamics, there is a need to deal with uncertainty in the matrices. We focus on matrices that depend on a set of parameters and we are interested in the minimal eigenvalue of a matrix pencil ( , ) with , symmetric and positive definite. If can be interpreted as the realisation of random variables, one may be interested in statistical moments of the minimal eigenvalue. In order to obtain statistical moments, we need a fast evaluation of the eigenvalue as a function of . Since this is costly for large matrices, we are looking for a small parametrized eigenvalue problem whose minimal eigenvalue makes a small error with the minimal eigenvalue of the large eigenvalue problem. The advantage, in comparison with a global polynomial approximation (on which, e.g., the polynomial chaos approximation relies), is that we do not suffer from the possible non-smoothness of the minimal eigenvalue. The small scale eigenvalue problem is obtained by projection of the large scale problem. Our main contribution is that for constructing the subspace we use multiple eigenvectors as well as derivatives of eigenvectors. We provide theoretical results and document numerical experiments regarding the beneficial effect of adding multiple eigenvectors and derivatives.
INTRODUCTION
Let ( ), ( ) be × symmetric matrices which smoothly depend on a parameter in a compact subset Ω ⊂ ℝ . We impose that ( ) is positive definite, for ∈ Ω, so all eigenvalues ( ) of the generalized eigenvalueproblem ( ( ), ( )), ( ) ( ) = ( ) ( ) ( ), are real, see, e.g, 1 Ch. 9. The objective is to calculate in an efficient way, an accurate global approximation of the minimal eigenvalue 1 ( ) over the whole parameterspace. Standard eigensolvers like the Lanczos' method 2 , Jacobi-Davidson 3 or LOBPCG 4 can be applied for large-scale problems for some points in the parameterspace but such an approach becomes expensive when considering a large number of sample points.
This paper focuses on large scale eigenvalue problems. One class of examples is the estimation of the coercivity constant of parametrized elliptic partial differential equations 9 . Another is the computation of the inf-sup constant of PDEs from the minimal singular value of ( ), which is computed from the minimal eigenvalue of ( ) ( ). The minimal eigenvalue problem also plays a role in the characterization of pseudospectra 10 , 11 . Related problems are the determination of statistical moments of the minimal eigenvalue when is the realization of random variables and the minimization or maximization of the th largest eigenvalue of a parameter dependent Hermitian matrix; see 12 and the references therein.
There are several methods for this kind of problem. The first category concerns polynomial-based methods. In citeAndreev2012 the authors approximate 1 ( ) by sparse tensor products of Legendre polynomials and in 6 polynomial chaos is advocated, a technique which is frequently used when the parameters are stochastic. These techniques have difficulties with the possible lack of smoothness of the minimal eigenvalue. Another approach is the so-called Successive Constraint Method (SCM), see 7 and the references therein. In paper 7 , lower and upper bounds are calculated for each sample in a finite subset of the parameterspace. The main disadvantage of this method is that it does not provide a way to calculate the minimal eigenvalue of a parameter sample other than the samples in the initial subset.
The idea of this paper is to approximate the minimal eigenvalue of a large scale matrix pencil by the minimal eigenvalue of a smaller matrix, which we call the reduced problem. The reduced problem is obtained by projection of the large scale matrix on a well-chosen subspace. The reduced problem adopts the same smoothness properties or lack thereof as the original large scale problem, which allows us to use less samples than methods based on smooth approximations such as polynomials. The novelty of this paper is in the construction of the subspace to build the reduced eigenvalue problem. The subspace is constructed from samples of the associated eigenvector of the large scale matrix in the parameterspace. The selection of sample points is based on a greedy method 8 , with the aim to minimize the residual norm of the large scale eigenvalue problem with a minimum amount of samples. For each sampling point, a large scale eigenvalue problem is solved. Eigenvalue solvers such as Lanczos' method or Jacobi-Davidson usually compute more information than just one eigenvector approximation. The goal is to explore whether other (freely available) information can be used with the aim to further reduce the number of sample points and, consequently, the computational cost. In particular, we will study higher order Hermite interpolation sampling by inserting partial derivatives of the eigenvector towards the parameters in the subspace as well, and the addition of more than one eigenvector approximation for each sample point. Calculating the maximal eigenvalue or an eigenvalue that meets another condition (second maximal/minimal eigenvalue) can be done in a similar way as the method proposed here.
The plan of the paper is as follows. In section 2 we introduce the necessary notation and we give some motivating examples. We explain theoretically why we add the first eigenvectors as well as the partial derivatives of the first eigenvector in section 3. Section 4 gives insight how eigenvectors change over the parameters. Subsequently we explain how we build up our subspace and we present the algorithm. In section 6 we illustrate the theory and algorithms numerically. We finish this paper with some concluding remarks and research possibilities.
NOTATION AND MOTIVATING EXAMPLES
We denote vectors by small bold letters and matrices by large bold letters. A subspace of ℝ is denoted by calligraphic letters. We already mentioned that we restrict ourselves to the case where both and are symmetric, is positive definite; and depend analytically on the parameter for all ∈ Ω. From this last requirement, it follows that the inner product defined by
, , ∈ ℝ and the associated -norm
where and are respectively called an eigenvalue and an associated eigenvector. In this case it is proven in 13 that the eigenvalues are real and we assume further that
Eigenvectors are always assumed to be -orthonormal, meaning that = , , , = 1, … , . We further define
with = then we can prove that = .
It immediately follows that if is also positive definite, the eigenvalues of the couple ( , ) are strictly positive. Furthermore, if the eigenvalue is simple for ∈ Ω ⊂ ℝ , there is an environment around where this eigenvalue is differentiable as we enumerate the eigenvalues for all parametervalues in increasing order. If the eigenvalue has a multiplicity > 1 for a given and is simple in an open set around , then it can be decomposed in this open set in each direction into differentiable curves and something similar can be done for -normalized eigenvectors, see e.g 14 ch. 9. This does not mean that it can also be decomposed in -dimensional surfaces, see Example 1.
Remark that in view of (1) It is immediately clear from the previous examples that an approximation method (including polynomial approximations) that relies on the smoothness of the surface, is not appropriate. We consider projection methods and we describe in the next section why they are well suited in this case.
We end this section by introducing the concept of reduced eigenvalue problems. Let  ⊂ ℝ be a subspace spanned by the columns of an orthonormal matrix ∶= [ 1 , 2 , … , ] ∈ ℝ × with the dimension of the subspace. We call ( ) , ( ) the reduced eigenvalue problem on . We denote by  ( ),  ( ) , = 1, … , an eigenpair of this reduced eigenvalue problem. 
HERMITE INTERPOLATION BY PROJECTION
In this section, we derive Hermite interpolation properties of the reduced eigenvalue problem when the subspace is built with the first eigenvector and its partial derivatives in some sample points. Concretely, we show that the eigenvalue itself is interpolated as well as its first and second partial derivatives. To prove this, we need a characterisation of the first and second derivative of an eigenvalue and of the first derivative of an eigenvector. Since eigenvectors depend on the normalisation, we first outline the adopted setting, in which they are uniquely defined. Let * be a simple eigenvalue with associated eigenvector * of * ∈ Ω then there is an environment Ω * around * and smooth functions
such that
In the remainder of this section and the next section, we characterise the derivatives of the functions in (4). The derivative of a simple eigenvalue with associated eigenvector is
This is a generalisation of the more known result for standard eigenvalue problems, see e.g 14 Ch. 9 . For the second derivative, it is sufficient to differentiate equation (6) . In this way, we get the following expression for the second derivative
We characterize the derivative of the eigenvector associated with a simple eigenvalue as the solution of a system of linear equations. In this proof we need following lemma.
Lemma 1. It holds that
Proof. This follows from taking the derivative of the normalisation condition in (5).
Theorem 1.
The derivative of the eigenvector associated with the simple eigenvalue is characterized as the solution of the following system:
Proof. We start by differentiating − = 0 to get
As − is a singular matrix, the equation
is not sufficient to characterise the partial derivative of an eigenvector. The missing information is the information in the direction of which is given in (7). The combination of (9) and (7) leads to the proof of the theorem.
We prove in the next property that if both the eigenvector and its partial derivatives are present in the subspace  for * ∈ Ω, the minimal eigenvalue of the reduced eigenvalue problem on  is a Hermite interpolant of degree two of the minimal eigenvalue of the pencil ( ( * ), ( * )). Furthermore we state also the well-known property that the minimal eigenvalue of a reduced eigenvalue problem is bounded from below by the original eigenvalue problem. Property 1.
(Hermite interpolation) If
, is a simple eigenpair and if ∈ , then
is an eigenpair of , .
•
This means that if we extend the subspace, the estimation will be at least as good.
Proof. Assertion 1:
The first two statements are well-known results in the case of a standard eigenvalue problem, see e.g. 12 and the references therein. The proofs for the generalized eigenvalue problem are stated for the sake of completeness. For the first statement, it is sufficient to see that = to obtain = . For the second, the result follows from
If also ∈ , then there exists a vector such that = . We prove that =  , i.e. the projection of on  equals the derivative of the first eigenvector of the reduced eigenvalueproblem. This derivative is uniquely determined by the system in (8) , from which it follows that
] is the vector such that
This is the system that uniquely determines the derivative of the first eigenvector of the reduced eigenvalue problem, so =  . From equation (7), we obtain
This results is well known, we refer to 13 for a proof.
CHARACTERISATION OF THE DERIVATIVE OF AN EIGENVECTOR
The previous section showed that adding the derivative of the eigenvector to the subspace leads to higher-order Hermite interpolation in the eigenvalue. The aim of this section is to get more insight in the behaviour of eigenvalues as a function of the parameters by deriving an analytic formula for the derivative of the eigenvector. The next result can also be found in 15 , but we give here our proof, which is based on the diagonalisation of 1 − in (8), to show the connection with Theorem 1.
Theorem 2.
If is an eigenvector associated with a simple eigenvalue , then we have
Proof. Without loss of generality, we prove the statement for = 1. From (3) it follows immediately that system (8) can be written as
By multiplying from the left with the non-singular matrix 0 1 we get
From this expression it follows that
Finally, multiplying with from the left proves the statement.
We observe that the weight of , = 2, … , in the expression for 1 depends on how close is to 1 and depends on the projection of − 1 1 , = 1, … , on . In general, the closer is to 1 the higher is the impact of . We also deduce that if does not depend on the variables then the partial derivative is -orthonormal to 1 . Example 3 shows that the norm of the partial derivative of the eigenvector cannot be bounded uniformly on the set Ω, despite and being analytic and positive definite for ∈ Ω.
Example 3. We reconsider example 1 with = 2 and = 2 . In Figure 3 , we plot the eigenvalues 1 ( ) and 2 ( ) in (a) and (b) and the norm of 1 .
We conclude that if 1 goes to 0, the norm of the partial derivative goes to infinity.
Although the analytic formula for the partial derivative gives much insight how eigenvectors depend on the other eigenvectors and eigenvalues, it is less suitable to compute derivatives. The reason is that we need all eigenvectors and eigenvalues and that in practice it is far too costly to calculate these. In practice we calculate the partial derivatives by solving system (8) . Note that (8) for all parameters is not negligible, since it depends on the dimension and the sparsity pattern of the matrices. Therefore we will propose an alternative construction of the subspace that adds approximations to the derivatives in the next section.
COMPUTING A GLOBAL APPROXIMATION

Subspace expansion
Property 1 presents the key theory for the construction of the reduced problem: adding eigenvectors and partial derivatives leads to Hermite interpolation of degree two for the eigenvalue. The eigenvalue and associated eigenvector are computed by a subspace projection method. The computation of the derivatives of the eigenvector from (8) is usually computationally expensive. Therefore we look for cheaper alternatives. Eq. (10) suggests that the derivatives mainly depend on the eigenvectors associated with eigenvalues closest to 1 .In particular, this is the case when the spectrum is well-separated with only a few eigenvalues near 1 . This implies that adding a few eigenvectors to the subspace in an interpolation point may serve as a computationally cheap surrogate for adding one eigenvector and its derivatives. Approximations to the associated eigenvectors of the eigenvalues nearest 1 are usually available from subspace methods. Indeed, when we use the Lanczos' method, the subspace produces reasonably good approximations to these eigenvectors, at no additional cost. Moreover, it should be noted that there is another reason why adding the second and third eigenvector may be beneficial: the eigenvector of the 2nd minimal eigenvalue may be a good approximation to the eigenvector associated with the minimal eigenvalue at another parameter value 1 ∈ Ω. This means we probably do not need to solve a costly eigenvalue problem in 1 . Example 4 gives a good illustration of such a situation. In addition, we see in the next section that adding the second eigenvector helps making a sharp upper bound for the error.
Example 4.
We reconsider example 1 where we take arbitrarily large. If 2 = 0, then one can verify that
Take 1 < 0 and 2 > 0 two points in the first dimension of Ω. If both 1 and 2 do not strongly depend on , this means that 0) . Therefore we conclude that  1 ∶= span{ 1 ( , 0), = 1, 2} ≈ span{ ( 1 , 0), = 1, 2} =∶  2 , but  2 is less costly to calculate than  1 . This is illustrated in Figure 4 . 
FIGURE 4
Illustration corresponding to Example 4. If both 1 and 2 do not depend much on 1 , then  1 ∶= span{ 1 ( ), = 1, 2} ≈ span{ ( 1 ), = 1, 2} =∶  2 but  2 is less costly to calculate than  1 .
Upper bound of the error
Before we can state the algorithm, we need a measure to qualify if the subspace is rich enough or not. The subspace is rich enough if for every point in the parameterspace the difference between the minimal eigenvalue of the reduced problem and the minimal eigenvalue of the original large problem is smaller than a given tolerance. This means we need a way to measure the error for any given ∈ Ω. An upper bound can be obtained only using the first eigenpair via an extension of the Bauer-Fike theorem (see 16 and more recently 1 ) to generalized eigenvalue problems. For this, we define the residual of an approximate eigenpair ̂ ,̂ as
The proof of this extension is omitted as it is completely analogous to the original proof for the standard case.
Theorem 3.
(Bauer-Fike for generalized eigenvalue problems) Let ̃ ,̃ be an approximate eigenpair of ( , ) wherẽ is of -norm unity and̃ = ( ̃ ,̃ ). Then, there exists an eigenvalue of ( , ) such that
The residual norm is very cheap to calculate for a set of parameter samples if the dependency of and is affine. More precisely, if ( ) and ( ) can be written as
, ( ) with , , , , = 1, … 0 , = 1, … , 1 scalar functions then the residual is in this case
This means that the precomputation of , = 1, … , 0 and , = 1, … , 1 reduces the cost of calculating the residual norm. The drawback of (11) 
If we now define as the distance to the second minimal eigenvalue, then we get
which is in general a sharper upper bound then the one from Theorem 3.
In the Bauer-Fike as well as in the Kato-Temple theorem the bound depends on the first eigenvalue of . As it is expensive to calculate this eigenvalue for every , we only calculate it for one parametervalue and use it for the whole domain. As already mentioned, we approximate the second, respectively third eigenvalue by the second, respectively third Ritz value from the Krylov subspace. Whether we use the Bauer-Fike theorem or the Temple-Kato theorem depends on how accurately we can determine the gap between the first two eigenvalues. If we add the first m eigenvectors ( > 1) corresponding to every sample point to the subspace, we interpolate the first m eigenvalues in the sample points, and obtain in this way a global approximation of the first m eigenvalues over the parameter space. Hence we expect that the gap can be estimated well from the projected eigenvalue problem, and we make in this case use of the Kato-Temple theorem, where we replace by its estimate. If only one eigenvector is added in a sample point, an accurate estimate of the gap from the projected eigenvalue problem cannot be guaranteed. In the latter case the Bauer-Fike theorem is invoked instead.
Algorithm
We now have all ingredients for an algorithm to compute the reduced problem. A remaining crucial element is the choice of sample points, which we now discuss. The proposed method is inspired by the reduced basis method for solving parametric PDEs, see 8 . We assume that the parameter space Ω is a Cartesian product of intervals in ℝ, so
We first make an initial subspace  constructed with the first eigenvector(s) and the partial derivatives for all sample points in an initial set Ω init (see line 1-4 in Algorithm 1) and we check then if this constructed subspace is large enough by testing the upper bound on some training set Ω train . Whether we use the Kato-Temple theorem 4 or the Bauer-Fike theorem 3 depends on the number of eigenvectors we add per interpolation point, see previous section. If the upper bound at all points in the training set Ω train is not below a certain tolerance, we add the first eigenvectors and partial derivatives of the point in the training set where the upper bound is maximal (see line 13-22 in Algorithm 1). Once the upper bound is below the tolerance, these sample points are removed from the training set (see line 7-10 in Algorithm 1). We are allowed to do this because this implies that the error on the eigenvalue is below the tolerance and furthermore the error cannot increase by the second assertion in Theorem 1 .
The initial set of sample points is decomposed as
where
This is an initial set of init = 1 2 … points. The training set Ω train is composed in a similar way but using a much finer grid. The algorithm is stated in pseudocode in Algorithm 1. As we do experiments with adding partial derivatives to the subspace and with not adding them to the subspace, we state 'optionally' after the lines where we calculate the partial derivatives.
1. Matrix ( ) and ( ) 2. All partial derivatives ( ) and ( ) , = 1, 2, … ,
Choose an initial set Ω init and a training set Ω train of sample points.
max maximal number of iterations
Output:
Update the training set 8: Calculate new upper bound new ( ) for all ∈ Ω train using Theorem 3 if = 1 or Theorem 4 if > 1
9:
Upper bound ( ) = min( old ( ), new ( ))
10:
Ω valid = { | ∈ Ω train and ( ) < tol} 11:
if Ω train empty then 13: break 14: else 15: Adding vectors to the subspace 16: = arg max ∈Ω train ( ) 
else 24:
end if
26:
Make basis for  27:
end if 29: end for
Saturation assumption
Although the training set becomes smaller in every iteration, calculating the upper bound for all sample points in the training set can become expensive if many iterations are needed. Instead of updating all upper bounds, we select only those that potentially generate the highest upper bound for the error. We therefore make use of the so-called saturation assumption, see 19 . Let be the upper bound at iteration . The saturation assumption says that there exists a > 0 such that
In our method the saturation assumption is fulfilled for = 1 as we only update the upper bound if the upper bound has decreased. We use this in the following way. We first sort the parametervalues in Ω train by the upper bound of the previous iteration in descending order. We recompute the upper bound and update after each computation the maximal upper bound max .
If for a certain , it holds that ( ) < max we are allowed to skip all the next sample points in the sequence by (15) . The next for which we add the eigenvectors and all partial derivatives, is the which has the upper bound max .
IMPLEMENTATION DETAILS AND NUMERICAL RESULTS
All algorithms written in the previous sections are implemented in Matlab version R2017a. All experiments are performed on an Intel i5-6300U with 2.5 GHz and 8 GB RAM. In all examples, the linear systems in building the Krylov space and the systems of the form (8) to compute the derivative of an eigenvector could still be solved efficiently using a direct method. Practically, because the used matrices are sparse, it is efficient to use the backslash-operator in Matlab for solving the systems of the form (8) . We use the eigs-command in Matlab to calculate the minimal eigenvalue which uses the shift-and-invert Arnoldi's method with shift 0. This method makes a Krylov subspace and we adapt the code such that it also returns this space. We use the other vectors in the Krylov subspace to approximate the second eigenvector. In all examples a tolerance for the error of 10 −5 is used. We applied our algorithm to examples where the minimal eigenvalue corresponds to calculating the coercivity constant when solving PDEs 7 and to one example from structural mechanics. We compare the results from four cases: adding only the first eigenvector, adding the first two eigenvectors, adding the first eigenvector and all partial derivatives and finally the first two eigenvectors and all partial derivatives. In the next tables, we put the dimension of the found subspace, the number of sample points, the total computing time and the average time we needed to compute the partial derivatives and eigenvectors.
For Example 2, the initial set is built by discretising both dimensions of the parameterspace into 4 to get an initial subset of 16 points. For the training set, we discretise the first respectively the second dimension of the parameterspace into 25 respectively 40 points, to have a total of 1000 points in our training set. The results can be found in Table 1 . We see that adding other information than only the first eigenvector is beneficial. The number of points where we need to calculate the second eigenvector and the partial derivative is much lower which results in a smaller computational time. The main benefit from adding the second eigenvector is that we can use the more strict upper bound of Kato-Temple. We also noticed that the time needed to compute the derivatives is much lower than calculating the eigenvalues. We see we get the best results when we add both the eigenvectors and the partial derivatives into the subspace. =1 ( ) with ( ) analytic functions and matrix is constant. The dimension of the problem is 2183. As training set we choose a grid where we discretise the interval for 1 into 40 and 2 into 25 points. As initial set we discretise both intervals into 3. The results are stated in Table 2 . We see that in this case the needed subspace is low-dimensional which results in a small computational time. Similar conclusions can be drawn for this example.
In the previous examples matrix was constant, since the article from which we took the examples considered only eigenvalue problems with constant . The next example originates from an application in structural mechanics and here matrix depends on . The matrices in this example are the stiffness and mass matrices arising from a finite element approximation of a vibrating beam that can deflect in both directions perpendicular to its own axis. The first parameter concerns the size of the beam along one of the axis (in interval [0.1, 1]) and the second parameter deals with the stiffness and density of the material (in interval [100, 1000]). For the initial set, we discretise both dimensions into three. The matrices have size 1404 and they both depend on at least one of the parameters. In this problem ,the stiffness and mass matrix both dependent on the two parameters. One is usually interested in the minimal eigenfrequencies which boils down to calculating the minimal eigenvalue. In Figure 5 we depict the minimal eigenvalue over the parameterspace and Table 3 summarizes the results. We observe that only a small subspace was needed and that we benefit from including partial derivatives in the subspace since the computation of the eigenvectors takes much more time than solving the system to compute the partial derivatives. 
FIGURE 5
The minimal eigenvalue 1 ( ) over the parameter for the example from structural mechanics. We see the minimal eigenvalue does not smoothly depend on the variable. 
CONCLUSION
The main contribution of this paper is that we showed that for calculating extreme eigenvalues of eigenpairs ( , ) where both matrices are symmetric and is positive definite, it is beneficial to add, besides the first eigenvector, also its partial derivatives, or alternatively, the Ritz vector associated with the second and third Ritz values. We have proved that in the case of the addition of partial derivatives, the eigenvalues satisfy a Hermite interpolation property of order 2. Numerical examples confirm this statement and showed that this property can also be used in practice.
The question arises what we do if the system of linear equations for calculating the partial derivatives cannot be efficiently solved by direct solvers. A possibility is to first estimate the partial derivative from the Krylov subspace  obtained when calculating the first eigenvector as this space contains approximations of the vectors from which the Ritz-values are the closest to the minimal eigenvalue. Let be a basis of this subspace then we first project the system in (8) on  to obtain 
which has the same dimension as  . We can use this approximation as a starting vector in an iterative method like GMRES to compute the derivative.
