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ABSTRACT 
Let F be a division ring and A EGL,(F). We determine the smallest integer k 
such that A admits a factorization A = R,R,. * . Rk--lB, where R,,. . ., Rk--l are 
reflections and B is such that rank(B - Z,,) = 1. We find that, apart from two very 
special exceptional cases, k = rank(A - I,). In the exceptional cases k is one larger 
than this rank. The first exceptional case is the matrices A of the form &@aZ,_, 
where n - m > 2, (r # - 1, and a: belongs to the center of F. The second exceptional 
case is the matrices A satisfying (A - ZJ2 =O, rank(A - I,,) > 2 in the case when 
charF#2 only. This result is used to determine, iu the case when F is commutative, 
the length of a matrix A EGL,(F) with detA = 2 1 with respect to the set of all 
reflections in GL,(F). 
INTRODUCTION 
Let S be a set of generators of a group G. For x E G the length Z(X) with 
respect to S is the smallest integer k ( > 0) such that x is a product of k 
elements of S. The problem of computing Z(x) may be very difficult. Of 
particular interest has been the case when G is a classical matrix group and S 
is the set of reflections. For instance, the case when G is the orthogonal 
group of a quadratic form has been studied by E. Car-tan [l], J. Dieudonne 
[4], P. Scherk [ll], and others. In our recent papers [6], [A we have solved 
the above problem for the complex and quatemionic unitary groups U(n) 
and Sp(n), respectively. 
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The same problem for GL,(F), where F is a field, was recently raised by 
H. Radjavi [lo]. He showed there that Z(A) < 2n - 1 for A EGL,,(F) with 
detA = -+ 1. He also conjectured that this bound is the best possible. This 
was shown to be incorrect by F. Cater [2], who proved that Z(A) <n + 2 and 
that this bound is the best possible. At the end of his paper Cater raised the 
question of generalizing some of his results to the case when F is a division 
ring. The first author has shown in [5] that in this case every A EGL,(F) is a 
product of at most n dilatations provided that IFI Z 4. B. Phadke [9] has 
studied the problem of representing A E G&(F) (F a division ring) as a 
product of reflections. Apparently if F is not restricted, then Z(A) is not 
bounded even for A E GLs( F). 
With this in mind we consider the shortest representations of A EGL,(F) 
in the form A = R,R, - - . Rk _ ,S, where the R,‘s are reflections and S is either 
a dilatation or a transvection. The answer is given in Theorem 8. The 
minimal such k is equal to rank(A - I) unless A is “exceptional,” when k is 
one larger. 
From this basic result we easily deduce, in Theorem 9, an explicit 
expression for Z(A) when A EGL,,(F), F is a field, and det(A) = +- 1. It turns 
out that Z(A) - rank(A - I) is 0, 1, or 2. 
BASIC LEMMAS 
We denote by F a division ring and by Z its center. By F” we denote the 
right F-uector space of dimension n consisting of column vectors. The dual 
(F”)’ of F” is an n-dimensional Zefi F-vector space which we identify with 
the space of row vectors. The transposition map F”-+(F”)’ is only Z-linear. 
A reflection is a matrix R E GL,(F) which is similar to 
I n-2 CD0 l 
( 1 1 0’ 
Here and elsewhere @ denotes the direct sum of matrices (or vector spaces), 
i.e.. 
If R is a reflection, then R = I,, - ab’, where a, b E F” and b’a = 2 (b’ is 
the transpose of b). Indeed, R - Z,, has rank one and so can be written in the 
form -ab’. ThenR’=Z,, f orces b’a = 2. If also R = I,, - uv’, then u = aX and 
v’=h-lb’ for some AEF*=F\{O}. 
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By 1, we denote the n X n Jordan block 
1 1 
1 1 0 
I” = 
0 ‘11 
1, 
A trunsuection T EGL,(F) is either the identity matrix Z,, or a matrix similar 
to Z,,_,@]z. A dilatation D EGL,(F) is a matrix similar to Z,_l@(X) for 
some AEF*. 
For A EGL,,(F) let 6(A)= rank(A - I,,). It is clear that non-identity 
dilatations and transvections are precisely the matrices A satisfying 6(A) = 1. 
Matrices of the form (YZ~, (Y E 2, will be also called central scalars. 
LEMMA 1. 6(AB)<6(A)+6(B). 
Proof. We consider A and B as linear operators in F”. Let V and W be 
their respective 1-eigenspaces. Since V n W is contained in the 1-eigenspace 
of AB, we have 
6(AB) < n-dim(Vn W) 
= n-dimV-dimW+dim(V+W) 
= 6(A) + 6(B) - n + dim( V+ W) 
< 6(A) + 6(B). 
REMARK. If 6(AB) = 6(A) + 6(B), then V CD W= F”. 
LEMMA 2. Zf n > 3, there exists a rejlection R such that 
-1 1 
11 0 
RI, = (l)@ 
0 ‘11 
1, 
n 
Proof. Take R = Z, - ab’, where a’ = (1,2,0, . . . , 0) and b’ = 
(O,l, - 1, 1, - l,...). w 
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LEMMA 3. ZfA=(-l)@_l,CBJ, and charFZ2, there exists a reflection 
R such that RA is similar to Zz@.T3. 
Proof. Take R =ZS-2ab’, where a’=(l,l,O,l,O) and b’=(l,O,l,O, -1). 
n 
LEMMA 4. Zf 
A = 7 ; @(a), ( 1 
where a,fi E F and a # k 1, then there exists a reflection R such that RA is 
similar to (1) 63 B and B #aZ,. 
Proqf. Take 
I 
--(Y-l 0 a-l 
R = 1+a-l 1 -a-l . 
a-a-l 0 (Y-l I 
LEMMA 5. Zf A = .l%@((h) and X# 2 1, then there exists a reflection R 
such that RA is similar to Z2C13( - A). 
Proof. Take 
R= 1 0 1 (x+1)(x-l)-’ -2 h+1)1 (x-1)-l -1 0 1 * n 
LEMMA 6. Let AEGL,(F), n>4, A=l,@B, where B#-I,,_, and 
B - I,,_, is invertible. Then there exists a reflection R such that ZSA is 
similar to Zz@ B,, B, is not a central scalar, and B, - Zn_-2 is invertible. 
Proof. If B= aZ,_,, a E 2, then it suffices to consider the case n = 4. 
We can take R = Z, - ab’, where a’ = (1, 0, 1,l) and b’ = (0, 1, 1 + (Y, 1 - CX). 
Now we assume that B is not a central scalar. If char F=2, take 
R = JzCDZ,,_,. Otherwise we pick a, E FnT2 such that Ba, and a, are linearly 
independent. Then B -‘aI and (B - I)- ‘a, are also linearly independent. 
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Therefore there exists b, E F” such that b;B -‘al = 2 and b;(B - I) -‘aI = 0. 
Let R be the reflection I,-ab’, where a’=(l,O,a;) and b’=(O,l,b;B-‘). 
Conjugating the matrix 
/ 
1 0 - b; 
Zu=o 1 0 
0 - a; B-a,b; I 
bY 
1 0 b;(B-I)-’ 
0 0 9 
0 -(B-+a, Z 
we obtain Z,@B,, where B, = B- a,b;. 
By Lemma 1,6(m) > 6(A) - 1 = n - 2, and so B, - Z is invertible. Assume 
that B, is a central scalar, i.e., B - a,b; = aZ, a E Z. Multiplying this equation 
on the right by B -‘q, we obtain a, -2a, = aB -‘al. This is contrary to OUT 
choice of a,. Thus B, is not a central scalar. q 
LEMMA 7. Zf charFf2 and 
z, 0 0 
A = 0 Z,, Z, , 
/ I 
0 0 1” 
then 6(RA) >n fur all refzections R. 
Proof. Let R = Z - ab’, where b’a =2, and write a’ = (a;,a&u& b’ = 
(b;, b;, bj), where a,, b, E F” while a2,a3, b,, b, E F”. We have to show that 
RA - I, or equivalently R -A, has rank > n. We have 
I 
a,b; a,bL a,bj 
R - A = a,b; a,bL a2bi- Z, . 
a,b; a,bL a3bi 1 
Since b’a =2, at least one of the vectors a,,a,,u, is nonzero, say a,#O. Pick 
58 DRAGOMIR i. DJOKOVIk AND JERRY MALZAN 
x E F" so that x’ai = - 1. Then 
‘I, 0 0‘ 
a,x’ Z, 0 (R-A)= ;’ 
a& 0 Z, 
[:’ a: TV:], 
which proves our claim. A similar argument applies if a2 or a3 is nonzero. n 
MAIN RESULTS 
We shall use the rational canonical form for matrices over F as described 
in [8] or [3]. Every AEGL,(F) is similar to A,@. * * G3&, where the 
summands A, are indecomposable and are unique up to order and similarity. 
They can be written in the form 
I 
0 
1 0 ; 
1 *. 
. . . . . . 
. 0 : 
0 1 w 
(if of size larger than 1 x 1). If such a block has an eigenvalue in F, then it 
can be replaced by an appropriate Jordan block. 
We shall also need another decomposition of A EGL,(F) (which can be 
derived from Fitting’s Lemma). A is similar to A, CBAr where A, is unipotit 
and Af is fixed-point-free. This means that A, - Z is nilpotent and 1 is not an 
eigenvalue of +. The components A,, and AZ of A are unique up to 
similarity. We say that A is of mixed type if A, #A #Ar 
THEOREM 8. Let A EGL,(F), n > 2, A ZZ,,. A can be represented in the 
form A = R,R,. . * R,_,S where the Ri’s are reflections and 6(S) = 1. The 
minimal such k is equal to 6(A) except in the following two cases when it 
equals 6(A) + 1: 
(i) A is similar to Z,,,@cuZ,_,, n-m>2, CIEZ, and a#-1; 
(ii) (A - Z,)‘=O, 6(A) > 2, and charF#2. 
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Proof. We refer to matrices satisfying (i) or (ii) as exceptional. We 
proceed to prove the assertion when A is nonexceptional by using induction 
on S(A). If 6(A) = 1 the assertion is obvious, so let 6(A) Z 2. The inequality 
k > S(A) follows from Lemma 1. We must prove that also k <S(A). For this it 
suffices to show that there exists a reflection R such that 6(RA) = S(A) - 1, 
and moreover RA is nonexceptional. Now we distinguish several cases 
(which exhaust all possibilities). 
Case 1: A has a Jordan block lk with k > 3. Then the desired R exists by 
Lemma 2. 
Case 2: A is of mixed type, (A,, - Z)2=0, A,,#Z, and Ar# - 1. Then 
A,=A,@_Z, for some matrix A,. If AZ=(A), then h#?l and it suffices to 
apply Lemma 5. If AZ is of larger size, we can apply Lemma 6 to _Z2@Af 
Case 3: A is of mixed type, (A, - Z)2=0, A, #I, and AZ= -I,. Note that 
in this case we must have char F f2. We may assume that A = A,, @AZ and 
A,=Z09J209.** f3J2 with m blocks J2. If s>2 or s=m=l, we can take 
R=Z,_,~(-l).Otherwises=landm>2,sowecanapplyLemma3. 
It remains to consider the cases when A is similar to Z @AT Without loss 
of generality we may assume that A = AZ 
Case 4: A = Af and - 1 is an eigenvalue of A (hence charF#2). Then 
we can take that A = ( - Jk) @B. If B is not a central scalar, or Z3 = - I, or 
k>2, then it suffices to take R=(-l)@Z,,_,. Otherwise A=(-l)@aZ,_, 
where aEZ, cu#-1. Since ( i1 
apply Lemma 4. 
z) is similar to (y orl), we may 
Case 5: A = Af and - 1 is not an eigenvalue of A. Pick a E F” such that a 
and b = Aa are linearly independent, and let V be a complement of aF + bF 
in F”. Define a reflection Z? by Ra = b, Rb = a, and Rx = x for x E V. Clearly, 
RAa=u, and so G(ZlA)=n-1 ( use Lemma 1). We are done unless Z?A is 
similar to (l)@(~l~_~, aEZ, a#-1, and n>3. 
Assume first that there exists a subfield K of F such that A is conjugate in 
GL,(F) to a matrix in GL,(K). We may take that A EGL,,(K) and K > Z. 
We may further assume that in the above construction also R EGL,,(K). 
Clearly RA and (l)EBaZ,_, are conjugate in GL,(K). Hence detA = -on-r. 
Since the cY-eigenspace of A has dimension at least n -2, A is similar to a 
matrix of the form 
(Y is not an eigenvalue of A,, since otherwise detA = - on- ’ would imply 
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that - 1 is also an eigenvalue of A. Furthermore A, #pIa, because otherwise 
P#cr, 1, and /3 would be an eigenvalue of KA, which it is not. 
In the remaining case we can take A, to be 0 P 
( 1 I Y 
. The determinant 
condition forces /? = (Y. Hence it suffices to apply Lemma 4. 
Now assume that subfield K as sought above does not exist. A is again 
similar to a matrix given above. Again (Y is not an eigenvalue of A,, since 
otherwise it has a Jordan normal form whose entries commute. Conse- 
quently, A is similar to aZ,_,@A,. Clearly A,#/?Zs, and so we can assume 
that 
We have p #a, because otherwise the entries of aZ,, _a@ A1 commute. So we 
can take 
R = I,_,@ ; (: . ( 1 
This completes the proof for A non-exceptional. If A is exceptional we 
can choose a reflection R so that RA is not exceptional and 6(RA) = 6(A). 
On the other hand, Lemma 7 shows that if A is exceptional of type (ii), then 
6(&A) > S(A) for all reflections R. The same inequality holds if A is excep- 
tional of type (i). Indeed, let R be a reflection, and let V be the intersection 
of the 1-eigenspace of R and the a-eigenspace of A. If 6(M) = 6(A) - 1, then 
Z&4 would be the identity on F”/ V, i.e., A would be a reflection on F”/ V. 
This is clearly not the case. 
The proof is now complete. n 
Now we consider the case when F is a field. Let G, be the subgroup of 
GL,(F) generated by all reflections, i.e., G, = {A EGL,(F)ldetA = + l}. For 
A E G, we denote by Z(A) the length of A, that is, the minimal number of 
reflections whose product is A. Clearly, Z(Z,) = 0, and Z(A) = 1 if and only if A 
is a reflection. 
Recall that exceptional matrices are those which satisfy the conditions (i) 
or (ii) of Theorem 8. 
When charF#Z we define E(A) for A E G, by 
e(A) = 0 if det(A) = (- 1)6(A), , 
1 otherwise. 
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THEOREM 9. Zf A E G,,, then if charFZ2, 
Z(A) = S(A) + e(A) 
fbr A nonexceptionul, 
6(A) +2- E(A) for A exceptional, 
while if charF= 2, 
Z(A) = 
6(A) for A nonexceptional, 
&(A) + 1 for A exceptional. 
Proof. Let first charF# 2. By Theorem 8 we have 
Z(A) > 
a(A)+1 if A is exceptional, 
6(A) otherwise. 
Since det(A) = ( - l)IcA), we must have 
l(A) > 
6(A) +2- e(A) if A is exceptional, 
VA) + e(A) otherwise. 
The reversed inequality follows immediately from Theorem 8 and the 
observation that det S = 2 1 and so S is either a reflection or a transvection. 
(A transvection can be written as a product of two reflections). 
The case when char F = 2 is similar. n 
The following proposition is of an independent interest. F again denotes a 
division ring. 
PROPOSITION 10. Let A and A-Z,, be in GL,(F), n>2, and A#-I,. 
Then the following are equivalent: 
(i) A -A -’ is not a central scalar; 
(ii) there exists a rejlection R such that RA is similar to (1) CB B for some 
B. 
Proof. (i)=+(ii): Pick u E F” such that (A -A -‘)u and u are linearly 
independent. It follows that also the vectors (A - A - ‘)u and (I - A)u are 
linearly independent. Consequently, there exists u E F” such that v’(A - 
A-‘)u=O but v’(Z-A)u#O and v’u#O. Set [=u’(Z-A)u, a=(Z- 
A)T&‘, and b’=v’(Z-A-‘). S’ mce v’Au = v’A - ‘u, we have b’a = v’(2Z- A 
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-A-‘)u5-‘=2, and so R = I,, - ab’ is a reflection. It is easy to verify that 
Mu= u and u’BA = 0’. Since u’u#O we have F”= uF@Ker(u’). The 
subspace Ker(u’) is RA-invariant because u’ZlA = o’, and (ii) follows. 
(ii+(i): Assume that A -A -’ = cxI,,, (Y E 2. Clearly a #O because A - Z,, 
is invertible. We have to show that if R is a reflection, then RA cannot be 
similar to (1) G3 B for any B. This is equivalent to proving that v’&4 = u’ and 
Mu = u imply u’u = 0. From v’R4 = v’ we obtain u’A -’ = v’R, v’A -‘u = 
v’Ru. Similarly, from RAu = u we have Au= Ru, u’Au= v’Ru. Hence 
u’A - ‘u = u’Au, u’(A - A - ‘) u ‘0, V’(YU= av’u=O, Since a#O, we must 
have v’u = 0. n 
Added in Proof. Our Theorem 9 is contained (as a special case) in 
Theorem 7 of E. W. Ellers: Decomposition of equiaffinities into reflections, 
Geom.eEriae Dedicata 6:297-304 (1977). 
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