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1Chapter 1
Introduction
Proteins are the fundamental building blocks of all life forms. Consisting of a linear se-
quence of amino acids, each protein folds up in space into a specic 3D shape in order to
interact with other molecules. As a result, determining the 3D protein structure has critical
importance in biomedical research [77].
Traditionally, protein structure prediction involves the use of high resolution imaging tech-
niques, such as X-Ray Crystallography and NMR Spectroscopy. However, these techniques
while being relatively expensive, cannot be used to solve most of the protein structures seen
in nature. In order to overcome these problems, computational techniques such as Ab-initio
modeling and Homology modeling have been extensively studied and used. However, these
methods are inherently limited by factors such as availability of templates, high computa-
tional cost and variable accuracy.
In an ongoing project involving the co-authors, volumetric density maps of proteins, ob-
tained using an advanced imaging technique named electron cryomicroscopy (Cryo-EM),
are utilized to decipher the protein structure. Cryo-EM addresses most of the scalability
concerns of the traditional techniques by being able to image large macromolecular com-
plexes such as viruses. However, the resolution of the images obtained range between 5 	A
and 10 	A and cannot be used to directly predict the structure of proteins at an atomic level.
Our long-term aspiration is to determine locations of every amino-acid of the protein in
such an image. In order to reach this long-term goal, we have formulated an intermediate
step as a shape modeling and matching task, which is the focus of this thesis. Such formu-
lation allows a complex feature correspondence problem in a noise-abundant environment
to be solved effectively using graph matching techniques.
2
1.1 Thesis Overview
We start with a background into structural biology, describing traditional imaging and com-
putational techniques used for protein structure prediction. In the same chapter, we describe
electron cryomicroscopy, and provide a comprehensive survey of the latest cryo-EM based
computational techniques used for protein structure prediction.
The overall approach we are taking to solve the long term goal of protein structure predic-
tion is discussed in detail in the third chapter. We outline the rst two steps of the approach
which were results of previous work by Ju et al. [46] and Baker et al. [8], and move on to
discuss briey the work carried out during this thesis [1]. Finally, we discuss the steps we
have to take in the future in order to achieve our long-term goal.
The primary focus of this thesis is on the intermediate step of nding the correspondence
between α-helices 1 in the amino acid sequence and the cryo-EM density map. The novel
shape modeling approach that we have taken is described in detail in chapter four, which
also discusses the results obtained by performing experiments on simulated as well as au-
thentic cryo-EM reconstructions. The chapter is concluded by addressing the limitations of
our approach, and possible future directions of research that can improve our algorithm as
well as use it to perform the long-term goal of protein structure prediction. Some of that
future work includes incorporating β -sheets into our algorithm, creating better skeletons
and nding techniques for atomic-level protein structure prediction.
The last chapter concludes the thesis by summarizing the work carried out during the span
of this thesis and also gives a glimpse of the future research that may be carried out as part
of our overall approach.
1We will refer to α-helices as helices, and β -sheets as sheets in the remainder of this document.
3Chapter 2
Background
2.1 Proteins and their Structure
Discovered by Dale Nichols and Sam Bancroft-Wilson, proteins are relatively large or-
ganic compounds which are integral components of every living organism. They are made
up of amino acid residues arranged in a linear chain and joined together by peptide bonds,
and usually associate with other proteins to form stable complexes which achieve particu-
lar functions. Although most of these functions are benecial; Wendell Meredith Stanley
discovered in 1935 that proteins are also fundamental in the construction of hazardous com-
plexes such as viruses [88]. Almost all proteins fold into unique 3 dimensional structures,
of which the natural shape is called the native state. There are three distinct aspects of a
protein’s structure based on the observed level of detail.
Primary Structure: The primary structure of a protein is the sequence of amino acid
residues. This sequence is experimentally determined using protein sequencing techniques
such as mass spectrometry and the Edman degradation reaction. The rst protein to be
sequenced was Insulin by Sir Frederick Sanger in 1955, since then a countless number
of proteins have been sequenced, and their primary structures determined. Figure 2.1 (a)
shows the atomic resolution structure of the Bacteriophage Capsid Protein (P22 GP5).
Secondary Structure: In a protein, neighboring amino acid residues can form groups of
continuous segments called secondary structure elements which are stabilized by Hydrogen
4(a) (b)
Figure 2.1: Structures of the Bacteriophage Capsid (P22 GP5) protein: the atomic
resolution structure of the protein colored by the atom type (a), the tertiary structure of the
protein (b) colored by the secondary structure elements (α helixes in green and β sheets in
blue).
bonds. The most common of these are α-helixes which appear as long helical tubes, and
β -sheets which appear as parallel strands (highlighted in green and blue in Figure 2.1 (b)).
Tertiary Structure: The overall shape of a single protein molecule and the spatial re-
lationship between secondary structure elements is referred to as the tertiary structure, or
more commonly, the fold of a protein. The tertiary structure is generally stabilized by non-
local interactions and is therefore much harder to accurately predict than the more local
secondary structure elements. The remainder of this chapter describes the state of the art in
detecting the tertiary structure of a protein.
2.1.1 Protein Structure Prediction
Protein structure prediction is an active eld of research aiming at developing tools to
obtain the tertiary structure of a protein given its primary and/or secondary structure. As
the behavior of a protein is primarily determined by its structure, these techniques play a
critical role in rational drug design and biomedical research [77].
5
With the use of modern large scale DNA sequencing efforts such as the Human Genome
Project [74], obtaining the amino acid sequence of a protein has become a very accurate
and efcient task. However, methods for determining the structure of the protein are still
severely limited, time consuming and relatively expensive. There are many factors which
cause these limitations. For example, Levinthal’s Paradox [54] explains how the large
number of degrees of freedom in a protein sequence makes it practically impossible to enu-
merate all possible protein folds in order to determine the correct structure. In addition
we are yet to fully understand the physical basis for protein structural stability. Exacer-
bating the problem are factors like the multiple conformations of a protein depending on
its environment, and the inability to achieve the native state without the aid of transacting
factors.
2.2 High Resolution Protein Imaging
2.2.1 X-ray Crystallography
X-ray crystallography, also known as single-crystal X-ray diffraction is by far the most
widely used technique for the identication of the structure of individual proteins or small
complexes. First used in 1958 to solve the Sperm Whale Myoglobin molecule [48], X-
ray crystallography has been used to solve approximately 36000 of the 42000 structures
archived in the Protein Data bank. As suggested by its name, X-ray crystallography ini-
tially requires the crystallization of the molecule being imaged. Thereafter, the crystallized
molecules are bombarded with X-rays, and the diffraction pattern recorded. This diffrac-
tion pattern is solved to build an electron density map from which an atomic model of the
molecule is obtained. The atomic model can be validated against the diffraction pattern,
and iteratively rened until it accurately models the actual molecule [26, 35, 73]. The pop-
ularity of X-ray crystallography can be attributed to its atomic level resolution (less than
2 	A) and the eld’s relative maturity. However, difculties arise when attempting to use this
technique on relatively large macromolecular complexes, or on complexes that cannot be
crystalized (For example, no techniques exist which can crystallize proteins anchored in
cell membranes).
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2.2.2 Nuclear Magnetic Resonance Spectroscopy
Nuclear Magnetic Resonance (NMR) is a physical phenomenon based on the quantum
mechanical magnetic properties of an atom’s nucleus. As all nuclei with an odd number
of protons or neutrons have an intrinsic magnetic moment and angular momentum, an
atom can be studied by aligning with a very powerful magnetic eld and then observing it
while it is being perturbed using an electromagnetic eld. This technique is called NMR
spectroscopy. Although mostly used by organic chemists, NMR spectroscopy is also used
in structural biology and is responsible for approximately 6000 of the structures in the
Protein Data Bank. This technique is especially useful as it is the tool of choice for nding
in high resolution, the structure of intrinsically unstructured proteins. However, it is limited
by the constraint that it can be only used on relatively small molecules of an atomic mass
less than 25 kDa.
2.3 Computational Techniques for Protein Structure Pre-
diction
X-ray crystallography and NMR spectroscopy have been the dominant imaging techniques
used for protein structure prediction in the recent past. As discussed above, these tech-
niques are not without limitations, and therefore, have led to a large body of research look-
ing at using computational techniques such as Homology Modeling and Ab-Initio Model-
ing for protein structure prediction.
2.3.1 Homology Modeling
Also known as Comparative Modeling, Homology Modeling is a computational technique
for protein structure prediction based on the observation that the tertiary structure of a
protein is better conserved across similar proteins than their amino acid sequences [60].
Therefore, Homology Modeling exploits the assumption that proteins with a reasonably
similar sequence have a similar structure, and uses proteins of which the structure is already
known (referred to as templates) to determine the structure of a target protein. The initial
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step is to nd a set of template proteins which have sequences very similar to the target
protein. Fast sequence alignment techniques such as FASTA [56], BLAST [2] and PSI-
BLAST [3] have been widely used for this purpose. Thereafter, much slower, but more
accurate sequence alignment techniques [65, 76] are applied on the sequences, as accuracy
in this step is critical to the success of homology modeling. Finally, the structure of the
target protein is determined by combining the template structures using techniques such
as Fragment Assembly [36], Segment Matching [55] and Spatial restraint satisfaction [78].
In places where the sequences were not aligned, Loop modeling is used to predict the
structure. Statistical potentials [84, 87] or physics based energy calculations [53] can be
used to assess the accuracy of the models created.
While homology modeling predicts protein structure with a very high accuracy, it is re-
stricted by the choice of the selected templates [93] and by the quality of the sequence
alignment step [79, 100]. These problems are exacerbated in the presence of alignment
gaps which result in approximate structure prediction without the use of templates. These
setbacks have limited the use of homology modeling in areas which need atomic level res-
olution, such as drug design and protein-protein interaction prediction. Nevertheless, this
technique is widely used to reach qualitative conclusions of the biochemistry of the amino
acid sequence.
2.3.2 Ab-Initio Modeling
Like everything known to man, proteins are composed of atoms. These atoms form bonds,
and most frequently exist in a minimum energy state. Ab-Initio modeling is a technique
which uses the understanding of the physical principles governing the interaction between
atoms in the protein sequence, (or at a much coarser level, the interaction between amino
acids) to predict its structure [64, 75, 86]. Although this technique is intuitive, the large
number of degrees of freedom discussed in Levinthal’s Paradox [54, 103] result in a vast
search space that needs to be explored, and thus makes this a hard problem. Although
many stochastic techniques have been used to solve this energy minimization problem, it
still demands a large amount of computational resources and has therefore been used to
only predict the structure of relatively small proteins (less than 150 amino acid residues).
8Figure 2.2: Structure of the Rice Dwarf Virus (RDV) using Cryo-EM: a micrograph
showing the RDV particles at different orientations (a), a volume rendering of the
reconstructed density map (b), The outer capsid trimeric protein, P8 of RDV visualized as
an iso-surface and segmented into trimers (c i), one of the P8 trimers where a single
molecule is highlighted in orange (c ii) and the structural model proposed for the
highlighted molecule (c iii).
2.4 Intermediate Resolution Protein Imaging and Model-
ing
High resolution imaging complemented by computational techniques have been the tradi-
tional tool of choice for protein structure prediction. However, none of these techniques
are particularly suited for the structure prediction of relatively large macromolecular com-
plexes. Recently, Electron Cryomicroscopy, an intermediate resolution imaging technique,
has gained a large following in the structural biology community due to its ability to image
relatively large complexes.
2.4.1 Electron Cryomicroscopy
Electron cryomicroscopy, also known as Cryo-electron microscopy or Cryo-EM is a form
of electron microscopy where the sample being scanned is rapidly frozen and kept at liquid
Hydrogen or liquid Nitrogen temperatures (less than 77 K). The biological sample is spread
on a grid and a transmission electron microscope is used to obtain digital micrographs con-
taining thousands of projections of the particles at different orientations. Figure 2.2 (a)
shows a micrograph obtained by imaging many Rice Dwarf Virus (RDV) molecules. A
computational technique called Single particle reconstruction [70, 71] is used to combine
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these projections into a single three dimensional density volume with high density regions
corresponding to the macromolecule (Figure 2.2 (b)). In order to obtain meaningful biolog-
ical information, the boundaries of the individual proteins making up the macromolecular
assembly need to be delineated. Although some automated techniques such as the water-
shed immersion method [94], the normalized graph cut and eigenvector analysis [29, 30]
and variations of the fast marching method [5, 98] exist, most of these are not capable of
unambiguously determining these boundaries. Therefore, boundary delineation requires
human intervention [43, 101], which in turn, could introduce errors. Figure 2.2 (c.i) shows
the segmented trimers of the Rice Dwarf Virus using one of these techniques, and (c.ii)
shows the isolated protein.
As most biological particles are highly sensitive to radiation, low-dose techniques must
be used when obtaining the digital micrographs. Although the cryogenic state provides
some level of protection for the biological sample, this protection is not adequate to signif-
icantly increase the radiation dose. Unfortunately, this results in very noisy, low contrast
and relatively low resolution (5 	A- 10 	A) scans as seen in Figure 2.2 (a). This problem is
compounded by noise which is introduced due to errors in the 3D reconstruction process.
Despite the inherent errors, Cryo-EM is rapidly gaining popularity in the structural biology
community. This is mainly due to the fact that it is capable of imaging large macromolec-
ular assemblies (larger than 200kDa) which cannot be directly imaged using either X-ray
crystallography or NMR spectroscopy. Although lacking the resolution to directly identify
the atom positions in a protein, cryo-EM data provides a wealth of information. Secondary
structural elements such as α-helixes appear as straight rods of approximately 5 	A- 6 	A in
diameter, and β -sheets appear as at plates of varying sizes. These visual clues have trig-
gered a body of research aimed at the automatic detection of secondary structural elements.
2.4.2 Secondary Structure Identification on Cryo-EM
As stated above, secondary structural element detection in cryo-EM density volumes is
made easy by the fact that they are detectable by visual inspection as straight rods or at
plates. This has led to the creation of graphical tools for manual identication [102] such
as Sail in IRIS Explorer by the National Center for Macromolecular Imaging (NCMI).
Many algorithmic tools have also been developed to automate this task which are discussed
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comprehensively in the excellent survey by Chiu et al. [19]. Following are a few such tools
which are most commonly used in the structural biology community.
Helixhunter: Helixhunter is a semi-automated pattern recognition tool [42] which at-
tempts to detect α-helixes in cryo-EM density maps. As can be observed in the density
maps, the α-helixes appear as straight rods. Helixhunter exploits this observation by using
a template which is a synthetic 15 	A long cylinder with a diameter of 5 	A to perform an ex-
haustive ve dimensional cross-correlation search between the template and the cryo-EM
density map. Thereafter, density segmentation, quantication and explicit helix annotation
steps are performed to identify the three dimensional locations of the α-helixes. Finally,
human intervention is needed to assess and report the locations and orientations of the
detected α-helixes.
Experiments using this technique have shown that it is more than 90% accurate in deter-
mining the three dimensional locations of helixes of three or more turns. These results were
further validated in the works of Jiang et al. [42] and Nakagawa et al. [66]. However, in
some instances, long helices do not perfectly t the cylindrical template due to slight bends
in the middle. Helixhunter breaks these helices from the bending point and thus returns
many short helices instead of the expected one long helix. Helixhunter is also not capable
of predicting the location of β -sheets in the cryo-EM density volume which further limits
its application.
Sheetminer: While helices resemble simple cylindrical shapes in cryo-EM density maps,
sheets are more planar and have twists and bends of different sizes [50]. This observation
has made identication of β -sheets a much harder problem than α-helices. To solve this,
Sheetminer [50] was proposed in 2003, which uses an ad-hoc morphological analysis to
predict the shape and location of β -sheets within the cryo-EM density maps. The rst
step involves the creation of a binary density map by applying a threshold function on the
original cryo-EM density map, and the classication of the non-zero voxels into surface
voxels and kernel voxels based on their distance to the surface of the binary density map.
A special condensation scheme is applied to each of the kernel voxels to obtain two com-
peting parameters: the maximum disk inclusion number and the minimum local thickness.
Empirically determined values for these two parameters are used to decide which kernel
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voxels are more likely to fall into β -sheets. As these voxels in most cases fall into irregular
discontinuous regions, noise cleaning, sheet clustering, sheet extension and cluster validity
evaluation techniques are used in the nal step to lter and accurately predict the locations
of the β -sheets.
While this technique shows promise, it is limited by the fact that it cannot discern the se-
quence identity of amino acids nor the relative orientations of the strands. Another factor
limiting the use of this technique is its extensive use of parameters, which need to be deter-
mined only through empirical studies, and even then is most likely specic to the data set
being analyzed [50].
Sheettracer: Taking the results of Sheetminer one step further, Sheettracer is a tool capa-
ble of identifying individual strands of β -sheets in a cryo-EM density map [51]. Sheettracer
rst takes the output generated by Sheetminer, and applies a local peak lter to each cluster
of voxels in order to identify potential backbone voxels. Thereafter, principal component
analysis is performed on each local neighborhood, and the voxels are condensed by project-
ing them onto the rst local principal component axis. This step increases the contrast in
the density map, thus giving a human perceptible outline of the β -sheets. A local linearity
check is performed on the surviving voxels, by comparing the ratio of voxels that t into a
sphere centered at the current position, against a cylindrical template which is placed at all
possible angles. An empirically determined threshold value of 0.4 is used on the ratio to
further reduce the number of potential backbone voxels. The next step is the grouping of
each voxel into a β -strand. This is achieved by a K-Segments clustering algorithm, com-
plemented by principal component analysis based cluster cleaning and merging methods.
Finally a pseudo-Cα trace is made for each identied β -strand.
Although a pseudo-Cα trace provides valuable information to the location of the β -strands,
and this technique functions reasonably well in actual data sets, it is based on many heuris-
tic assumptions and no guarantees are given to its accuracy.
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2.4.3 Protein Structure Prediction using Cryo-EM
With the increasing popularity of cryo-EM, research is being conducted which incorporates
information present in the density maps to improve current computation techniques such
as Homology Modeling and Ab-Initio modeling.
Attempts have been made to use the secondary structural elements detected in the cryo-EM
density volume as anchor points in fold matching tools such as DejaVu [49] and COSEC
[63]. However, neither of these approaches use the location of β -sheets, and rely heavily on
user intervention for the determination of the protein topology, and thus is prone to human
bias. Homology modeling has also been performed while attempting to t the model into
a Moulder protocol [44] based density function [90]. Although this approach has shown
successful results [101], the accuracy of the tness function mapping the model into the
density, as well as the traditional limitations of homology modeling such as the availability
of structural templates, still limit the use of this technique.
In another branch of research, tools such as Rosetta have been used to generate a large
number of structures which are t into a cryo-EM density volume [102]. This technique
is capable of successfully reducing the result set generated by Ab-initio modeling to pro-
tein structures that closely t the cryo-EM density volume. However, this technique is still
limited by the traditional limitations of ab-initio modeling and can only be used with rel-
atively small proteins. Other techniques have been developed which signicantly reduces
the search space for Ab-Initio modeling using geometrical constraints extracted from cryo-
EM density maps [7]. The density map provides a folding space for the protein sequence
which allows Ab-Initio modeling techniques to scale to much larger proteins. Although
this technique signicantly reduces the search space of the modeling step, it is still com-
putationally intensive and requires signicant resources for large and complex molecules.
Therefore, we see that there is adequate reason for the investigation of an alternate tech-
nique for predicting the structure of proteins using the information present in cryo-EM
density maps.
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Chapter 3
Skeleton-based Protein Structure
Prediction
Cryo-EM provides a viable alternative to address the limitations of traditional structure pre-
diction methods, but requires complementary computational tools to overcome the inherent
ambiguities arising from the much lower resolution. As discussed in the last chapter, tech-
niques such as Helixhunter, Sheetminer and Sheettracer have been developed to identify
secondary structural elements from these intermediate resolution cryo-EM density maps.
However, these techniques are not capable of discovering both α-helixes and β -sheets si-
multaneously and are based on heuristics and are not statistically robust [8]. They are also
incapable of providing any indication of the tertiary structure of the protein in question.
In order to address these limitations, we propose a 5-step process looking at the long-term
objective of accurately predicting the tertiary structure or fold of a protein given an inter-
mediate resolution density map and its corresponding amino acid sequence, obtained using
cryo-EM and protein sequencing respectively. Figure 3.1 is a owchart of our approach
of which the rst two steps have already been completed in earlier works involving the
co-authors [8, 46]. The third step is the primary focus of this thesis, and will be discussed
in detail in the next chapter. The last two steps have not been completed as yet, and are still
in the initial stages of formulation.
The noteworthy point of our approach is the use of a skeleton to represent the cryo-EM
density volume. The skeleton, which is a simplied, geometric representation of an oth-
erwise complex density volume, makes it easier to devise algorithms that understand and
analyze the cryo-EM data.
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The ve steps of our approach are:
• Building a skeleton
• Skeleton based secondary structure identication
• Identifying secondary structure correspondence
• Building a pseudo-atomic model at amino acid resolution
• Building an atomic model.
Atomic model generation
Cryo-EM density 
map
Cryo-EM density 
map
Skeleton                    
.
Skeleton                    
.
Amino Acid 
Sequence
Amino Acid 
Sequence
Secondary 
Structure Elements
Secondary 
Structure Elements
Annotated 
Skeleton
Annotated 
Skeleton
Pseudo-atomic 
model
Pseudo-atomic 
model
Atomic        
model
Atomic        
model
Skeletonization
SSE identification
SSE correspondence 
identification
Pseudo-atomic model generation
Figure 3.1: Skeleton Based Protein Structure Prediction
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3.1 Building a Skeleton
Assuming that the skeleton, a medial surface that lies within a solid object [12], contains the
connectivity information between the secondary structure elements, we start our overall ap-
proach by skeletonizing the cryo-EM density map. While many skeletonization techniques
exist for two dimensional images as summarized in the survey of Lam et al. [52], there
are not that many techniques for three dimensional volumes. Furthermore, none of these
techniques preserve the shape of the object being skeletonized without introducing arti-
facts [46]. In order to overcome these limitations a binary skeletonization algorithm was
introduced by Ju et al. [46].
The algorithm is composed of two routines, the thinning operation iteratively removes all
boundary points from the volume as long as removing it does not change the topology, or
shape of the object. Thinning on its own produces skeletons with visual artifacts, which are
then removed using a novel pruning routine which recursively erodes and dilates skeletal
curve and surface end points. As shown in Figure 3.2 the rst step of the algorithm ex-
tracts the surface skeleton S by thinning and pruning the cryo-EM density volume while
preserving the skeletal surfaces. The curve skeleton C is obtained by thinning and pruning
the density volume while maintaining S as well as the skeletal curves. The nal topology
preserving skeleton T is obtained by thinning the density volume while maintaining C as
well as the topology.
Extract surface skeleton SExtract surface skeleton S
V = Density VolumeV = Density Volume
Extract curve skeleton C while preserving SExtract curve skeleton C while preserving S
Extract final skeleton T while preserving CExtract final skeleton T while preserving C
Figure 3.2: Steps in building a skeleton: The nal skeleton maintains both the shape as
well as the topology of the cryo-EM density volume
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3.2 Skeleton Based Secondary Structure Identification
As discussed in the last chapter, techniques for secondary structure element identication
such as Helixhunter [42], Sheetminer [50] and Sheettracer [51] do not perform robust sta-
tistical and simultaneous estimation for the identication of secondary structure elements
[8]. Rather, they are based on a single heuristic rule or a standard template and none of the
techniques are capable of the identication of both types of secondary structure elements.
In addition, Helixhunter is based on the cross-correlation of a cylindrical template which
is relatively long compared to its uniform radius. This assumption does not always hold
in practical cryo-EM density maps and frequently results in α-helix misidentication or
partial identication [8]. In order to address these limitations, an improved pseudo-atom
scoring technique named SSEhunter together with an accompanying secondary structure el-
ement identication technique named SSEbuilder was developed as the second step of our
approach [8] using the skeletons produced in the previous step. This technique is based on
the statistical identication of secondary structure elements by performing skeleton-based,
local geometry-based and template-based searches, and has been incorporated to the AIRS
(Analysis of intermediate-resolution structures) package in the EMAN image processing
suite [58].
As seen in Figure 3.3, pseudo-atoms are rst placed in the local high-density regions of the
cryo-EM density map. Thereafter, a helix correlation score identical to that of Helixhunter
[42], a skeleton score based on the distance of the pseudo-atoms to skeletal curves and
surfaces, and a local geometry score based on empirically observed geometry predicates are
independently used assign a value for each pseudo-atom. These scores are then combined
using a weighted normalized average and the secondary structure elements are identied
either manually by visual analysis, or using a fully automated clustering algorithm which
projects the pseudo-atoms into the helix correlation map and the skeleton.
After an extensive suite of experiments on 14 different cryo-EM volumes, it was observed
that SSEhunter was capable of simultaneously detecting most of the secondary structure
elements (greater than 3 turns or 3 strands) with very high accuracy. The smaller elements
were not detected accurately, but this is acceptable as the low resolution of the cryo-EM
density map is the limiting factor. It was observed that while misprediction was not present
in the simulated data sets, it was a factor in the authentic cryo-EM reconstructions. This
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Figure 3.3: Skeleton Based Secondary Structure Identication: SSEhunter is a tool used
for the generation and scoring of pseudo-atoms based on three independent scoring
schemes. SSEbuilder uses the allocated scores and clusters the pseudo-atoms into
secondary structure elements.
too can be attributed to the ambiguities raised by the low resolution of the cryo-EM density
map, and can only improve as the single particle reconstruction methods improve.
3.3 Identifying Secondary Structure Correspondence
As discussed earlier, computational techniques exist [8, 42, 43, 50, 51], which are capable
of detecting secondary structure elements in cryo-EM density maps. However, to the best
of our knowledge, apart form the work of Wu et al. [97], there is no other technique which
is capable of nding the correspondence between the secondary structure elements detected
in density volumes and the secondary structure elements predicted by analyzing the amino
acid sequence. The technique of Wu et al. uses an exhaustive permutation of the detected
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secondary structural elements and ignores the connectivity information present in the cryo-
EM density volume [97]. In order to address the above issues, we formulated a two step
approach for the identication of the correspondence of secondary structure elements.
• Identifying α-helix correspondence
• Identifying β -sheet correspondence
3.3.1 Identifying α-helix Correspondence
This step is the primary focus of this thesis. The overview of the algorithm can be seen in
Figure 3.4 and is discussed in much greater detail in the next chapter.
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Figure 3.4: Identifying α-helix correspondence: The amino acid sequence, the skeleton
and the annotated skeleton are used as inputs to create two attributed relational graphs
which are then used in a graph matching algorithm to nd the top ranking
correspondences.
The rst step in our approach involves the representation of the amino acid sequence and
the cryo-EM density volume as attributed relational graphs (ARGs). The creation of the
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graph from the cryo-EM density volume involves the use of the skeleton created using the
method of Ju et al. [46] and the helix locations detected using SSEhunter [8]. An A*-based
search algorithm with a novel future cost function is used to nd the best matching linear
subgraphs on the two ARGs. These linear subgraphs represent the mapping between the
helices in the amino acid sequence and the helices in the cryo-EM density volume.
While our algorithm performs reasonably well for most data sets, noise and ambiguities
in the cryo-EM density volume result in a low ranking for the correct correspondence. In
these cases, we allow a domain expert to specify anchor helix correspondences which will
guide our algorithm towards a much better result. The next chapter discusses our algorithm
and the results in much greater detail.
3.3.2 Identifying β -sheet Correspondence
The next logical extension to the work carried out in this thesis, is to incorporate sheets into
the constrained graph matching problem. This would constrain the search further using the
connectivity information of the sheets and thereby increase both the accuracy as well as the
scalability and performance of the algorithm.
Unlike helices which are formed by a single contiguous strand of amino acids, sheets are
formed by multiple strands which are most commonly placed at non-adjacent locations
in the amino acid sequence. In other words, sheets are formed based on the geometric
proximity of the strands and not the proximity in sequence. This results in many points of
connectivity between each sheet and the other elements of the protein. Therefore, we see
that when considering the sheets, we can not use the same construction of the attributed
relational graph (i.e the placement of two nodes for the two ends of the helix). We plan
to investigate methods to address this problem by introducing a new type of node into the
graph where each node represents a sheet. As a sheet can be visited multiple times when
traversing through the amino acid sequence, we can relax the single visit constraint that we
have placed on the graph matching algorithm to allow it to visit a sheet node multiple times
during the A*-search. Once the sheet information has been represented as part of the two
ARGs, the next step is to modify the current and future cost functions of the A*-search to
incorporate the similarity between the sheets being matched. We are planning to explore
the use of the sheet surface area and the number of sheet strands in the amino acid (or
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(a) (b) (c) (d)
Figure 3.5: Bluetongue Virus (BTV) Backbone Trace: The skeleton with the detected
helices (a), the pseudo-backbone trace (b) the actual structure of the protein (c), and the
backbone trace overlayed with the actual structure for better comparison (d)
the number of connectivity points in the skeleton) to create a suitable cost function which
judges the similarity between predicted sheet correspondences.
3.4 Building a Pseudo-Atomic Model at Amino Acid Res-
olution
Using the above discussed steps we are able to obtain the correspondence between the
secondary structure elements in the amino acid sequence and the cryo-EM density map. In
addition, using this information, a pseudo-backbone trace of the protein can be obtained by
pruning the skeleton to contain only the edges which connect adjacent secondary structure
elements in the amino-acid sequence. Figure 3.5 shows a comparison between the pseudo-
backbone trace generated for the Bluetongue virus (2BTV) and the actual structure of the
protein obtained from the Protein Data Bank. Please note that Figure 3.5 does not include
the sheet correspondences, and once the β -sheet correspondence step is completed, the
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pseudo-backbone trace will expand to include the connectivity between the sheets and the
rest of the secondary structural elements in the protein.
A statistical analysis of the existing models in the protein data bank allows us to formulate
distance constraints between amino acids. Using the pseudo-backbone trace and the sec-
ondary structural element correspondence as guides, together with the distance constraints,
we can place a Cα atom for each amino acid within the cryo-EM density map. This would
give us a pseudo-atomic model which roughly corresponds to the actual structure of the
protein. However, as we can assume that the total potential energy of the protein is at a
local minimum if not a global minimum, we can perform an energy minimization routine
on the pseudo-atomic structure constrained by the cryo-EM density map and the secondary
structural element correspondences. As this step is performed at the resolution of the amino
acids, and is constrained, it should be able to outperform traditional Ab-initio modeling by
orders of magnitude.
3.5 Building an Atomic Model
Our nal goal is to be able to identify the tertiary structure of the proteins being analyzed.
Using the rst four steps we can create a pseudo-atomic model at amino acid resolution.
However, to fully represent the tertiary structure of a protein we need to nd the locations
of all the atoms at atomic resolution.
As the native fold of each amino acid is known, we plan on exploring a method of placing
these actual atoms on the cryo-EM density volume based on the locations of the Cα atoms
on the pseudo-atomic map. This provides an initial guess to the positions of the actual
atoms. Finally, we propose performing local energy minimization on these atoms once
again constrained by the cryo-EM density volume. Although the adequacy of a local min-
imization technique compared to a global minimization technique is yet to be determined,
it can be safely assumed that as the pseudo-atom placement was based on a global mini-
mization, performing local minimization on the actual atoms will not result in too large an
error. Once again performing local minimization constrained by the cryo-EM density vol-
ume implies a much smaller search space, and thus much better performance than Ab-Initio
modeling.
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Chapter 4
Graph Matching to Find α-Helix
Correspondence
4.1 Problem Statement
The ultimate biological goal of our project is to nd, in the density volume, the locations
of atoms for each of the amino acids that make up the protein. Unfortunately, unlike X-ray
crystallography and NMR spectroscopy, the resolution of cryoEM reconstructions is often
far from sufcient to directly obtain an accurate atomic model of the imaged protein. In-
stead, we rst consider an intermediate step towards this goal; which is nding the position
of secondary structures, α-helices in particular, in the density volume. Progress has been
made in the biology community for detecting positions, orientations and lengths of possible
helices in a density volume [8, 42, 43] based on their cylindrical density distributions (an
example is shown in Figure 4.1 (c)). What is missing however, is the knowledge of which
helix detected in the volume corresponds to a given helix in the sequence. Such knowledge
would establish a coarse 3D protein model consisting of a chain of helices (such as that in
Figure 4.1 (e)) that sheds light on how the protein folds in 3D space.
As a result, the computational problem that we will address here is the correspondence
between the helices in the sequence and the helices in the density volume. A desirable cor-
respondence implies not only minimal differences (e.g., in lengths) between corresponding
helices, but also maximal agreement between the density volume and the connectivity of
helices. In other words, the 3D path between successive helices in the protein sequence
should follow high density regions in the volume. In the past, the helix correspondence
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problem has only been studied in the work of Wu et al. [97], yet their method fails to take
the density information into consideration, and requires a signicant amount of computa-
tional resources.
Note that the helix correspondence problem is further compounded by the fact that such a
correspondence may not be a bijection. Due to the noise in a typical density volume, a helix
detection algorithm may fail to nd the locations of all the helices within that volume. It
may also identify false helices. For example, the number of helices detected in the volume
in Figure 4.1 (c) is one less than that in the sequence in Figure 4.1 (a).
4.2 Shape Modeling and Matching
The central theme of our approach is to cast the helix correspondence problem as that of
shape matching between the 1D sequence and the 3D volume. The key that makes such
a matching possible is the modeling of both the 1D and 3D shapes as graphs that encode
the lengths of helices as well as their connectivity. In particular, the graph representing the
density volume is obtained by computing a skeleton that encodes the topology of the high-
density regions (Figure 4.1 (d)). Using the shape representations, helix correspondence
reduces to a constrained error-correcting graph-matching problem, which seeks the best
matching simple paths among two graphs. Using a heuristic search algorithm, the optimal
match can be found in an efcient manner.
When applied to an extensive suite of test data, our method was shown to be capable of
identifying the correct helix correspondence with no or minimal user-intervention for small
and medium size proteins. For example, Figure 4.1 (e) shows the correspondence computed
by our method. Observe that the availability of the skeleton allows us to plot a path on the
skeleton that connects successive helices, suggesting a possible 3D trace of the amino acid
sequence.
We see our work making the following contributions to shape modeling, matching and
computational biology:
• We present a common shape representation for both protein sequences and density
volumes as attributed relational graphs, which are suitable for structural matching.
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(a)
Figure 4.1: Identifying α-helices in a low-resolution protein image, using the Human
Insulin Receptor - Tyrosine Kinase Domain (1IRK) as an example. The inputs are the
amino-acid sequence of the protein (a), where α-helices are highlighted in green, and a
density volume reconstructed from electron cryomicroscopy (b), where possible locations
of α-helices have been detected as cylinders shown in (c). Our method computes the
correspondence between the helices in the sequence and in the density volume (e). This is
achieved by extracting a skeleton from the density volume shown in (d) and matching it
with the sequence in (a). Note that the matching is error-tolerant therefore the resulting
correspondence does not have to be a bijection.
• We formulate a constrained error-correcting matching problem between attributed
graphs, which differs from known exact and inexact matching problems.
• We develop an optimal algorithm based on the A*-search for solving constrained
matching, and we explore several novel heuristic functions for pruning the search
space.
4.3 Prior Work
4.3.1 Determining Secondary Structure Correspondence
While many techniques exist for determining secondary structural elements using cryo-EM
density maps, to the best of our knowledge no techniques other than that of Wu et al [97]
exist for the determination of the correspondence between secondary structure elements.
This method uses the secondary structural elements located in the amino acid sequence de-
tected using the PSIPRED server [45, 61], and the 3D locations of the secondary structure
elements detected using Helixhunter [42], Sheetminer [50] and Sheettracer [51] as inputs.
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Topology candidates are rst generated by aligning the two sets of secondary structural
elements in all possible congurations. This results in an exponential number of topology
candidates, which are reduced by rst comparing the helix, loop and β -strand lengths and
then screening using geometric properties. Using the remaining candidates, more candi-
dates are created by slightly perturbing the structures. Finally, a function based on the
potential energy, the bond angles and bond torsion is used to guide a global optimization
algorithm towards nding the correspondences with the minimum energy.
While this technique displays promising results, the exponential search space limits the
scalability and the performance of the algorithm. As reported in their work [97], nding the
top ranking correspondences for an 8 helical protein took approximately 16 hours. Another
limitation in this technique is that it does not use the topology information available in the
cryo-EM density map to prune the search space.
4.3.2 Shape Representation for Matching
Shape representations, or descriptors, have been widely employed in graphics and com-
puter vision for matching purposes. Generally, such representations can be classied into
two classes. Global shape representations aim at computing a compact set of feature vec-
tors of an entire object for fast comparison between objects, often used in shape retrieval
from a large repository of models [18, 85, 99]. We refer interested readers to the survey of
Shilane et al. [85] for descriptions and comparisons of these descriptors. Some examples of
global descriptors are light eld descriptor [18], spherical harmonics descriptors [47, 81],
wavelet descriptor [83], shape distributions [68], circular Hidden Markov Models [4], and
Spectral Embedding [41]. Note that these global descriptors seldom provide local feature
information and are thus generally unsuitable for partial matching; that is, nding a portion
of an input object that matches a model object.
In contrast, local shape representations describe geometric features of an object (possibly
at multiple scales) and are designed for partial matching and object alignment. Some exam-
ples of local descriptors include SIFT features [57], local spherical harmonics [31], salient
surface features [32], curvature maps [33], and skeletons [89]. We utilize the skeleton de-
scriptor to translate the shape of an iso-surface in the density volume into a graph structure
that can be used to identify connectivity among helices. Such a skeleton can be efciently
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generated from a discrete volume by iterative thinning [11, 13, 69, 25, 46]. Methods for
computing 3D skeletons are usually based on Voronoi diagrams [24], distance transforms
[72], potential eld [21], or iterative thinning. In our algorithm, we use the iterative thin-
ning skeletonization technique of Ju et al. [46] described in the last chapter.
4.3.3 Graph Matching
In pattern recognition and machine vision, graphs have long been used to represent object
models, such that object recognition reduces to graph matching. Here, we only give a brief
review of graph matching problems and methodologies and refer the reader to the excellent
surveys of Bunke et al. [17] and Conte et al. [22] for a summary of the rich volume of
matching techniques.
In general, graph matching problems can be divided into exact matching and inexact match-
ing. Exact matching aims at identifying a correspondence between a model graph and (a
part of) an input graph, which can be solved using sub-graph isomorphism [23, 92] or
graph monomorphism [96]. However, since real-world data is seldom perfect and noise-
free, inexact or error-correcting matching is desired in a large number of applications. As
in the work of Bunke et al. [15], error-correcting matching can be formulated as nding
the bijection between two subgraphs from the model and input graph that minimizes some
error function. This error typically consists of the cost of deforming the original graphs to
their subgraphs and the error of matching the attributes of corresponding elements in the
two subgraphs. Note that, in most applications, the topology of the optimally matching
subgraphs (e.g., whether it is connected, a tree, a path, etc.) is generally unknown. Such
matching is said to be un-constrained, since the minimization of an error function is the
only goal.
The most popular algorithms for error-correcting graph matching are based on the A*-
search [67]. These algorithms are optimal in the sense that they are guaranteed to nd the
global optimal match. However, since the graph matching problem itself is NP-complete,
the actual computational cost can be prohibitive for large graphs. To this end, various types
of heuristic functions have been developed to prune the A* search space [16, 80, 82, 91, 96].
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Other methods such as simulated annealing [38], neural networks [28], probabilistic relax-
ation [20], genetic algorithms [95], and graph decomposition [62] can also be used to re-
duce the computational cost. Observe that all of these optimization methods are developed
for un-constrained matching where the matched subgraphs can assume any topology.
4.4 Shape Representation
To solve the helix correspondence problem as stated above, we rst seek a common shape
representation of both the 1D protein sequence and the 3D density volume that is suitable
for matching. In particular, such representation should encode the lengths of each helix
as well as their connectivity. Here, we introduce such a representation using attributed
relational graphs (ARG).
In general, an ARG G consists of a 4-tuple <VG,EG,αG,βG >, where VG is a non-empty set
of nodes (|VG| denotes the number of nodes), EG = VG×VG is a set of edges between pairs
of nodes, and αG,βG are attribute functions respectively on nodes and edges. Below we
describe the connotations of these graph components when describing a protein sequence or
a density volume. Note that our graph is specically designed to tolerate the low-resolution
and noise in a density volume.
4.4.1 Protein Sequence Graph
To represent helices in the sequence, the protein sequence graph S consists of a collection
of node-pairs, each denoting the two ends of a helix. These nodes are augmented by two
additional terminal nodes denoting the two ends of the protein. To reect the linearity of the
sequence, we index the nodes in VS in ascending order {1, . . . ,2r + 2} where r is the total
number of helices, 1 and 2r +2 are the two terminals of the protein, and 2k and 2k +1 are
the two ends of the kth helix in the protein sequence. For matching purposes, the different
types of nodes are also distinguished by their attributes: αS(x) for each x ∈VS assumes H,
S or E if x represents an end of a helix, the head or the tail of the protein. An example of
nodes and attributes is shown in Figure 4.2 (b) for the sequence in (a).
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Figure 4.2: Protein sequence graph: the amino acid sequence of a portion of the Rice
Dwarf Virus (1UF2) (a), and the corresponding attributed relational graph (b).
To encode the lengths of helices and their connectivity, a helix edge is formed between
every two successive nodes 2k and 2k +1 for k ∈ [1,r], and a link edge is formed between
nodes 2k− 1 and 2k for k ∈ [1,r + 1], as shown in Figure 4.2 (b). Note that these edges
form a simple path with alternating edge types. The attribute function βS(x,y) for each
edge {x,y} returns a 2-tuple: βS,1(x,y) indicates the edge type, being H or L when {x,y}
is a helix edge or link edge, and βS,2(x,y) maintains the length of that helix or link as
the number of amino acids in the sequence. Note that the graph is undirected, that is,
βS,k(x,y) = βS,k(y,x) for k = 1,2.
Due to the noisiness and the low resolution of the density volume, helix detection in the
volume may not be able to nd all helices of that protein. To be able to establish an error-
correcting matching in the presence of missing helices, we augment the graph with link
edges connecting nodes {2k−1,2k + 2l} for every k ∈ [1,r] and l ∈ [1,min(m,r− k + 1)]
where m is a user-specied maximum number of helices that are possibly missing in the
volume. The attribute βS,2(x,y) for each new link edge is set to be the total number of
amino acids in the sequence bypassed by the edge. Figure 4.2 (b) shows an example with
m = 1. Note that after such an addition, any simple path in the graph connecting nodes
with ascending indices still consists of alternating edge types, which represents an ordered
subset of helices in the protein sequence.
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Figure 4.3: Density volume graph: iso-surface of the density volume (a), the skeleton
created from the iso-surface with detected helices (b), and the corresponding attributed
relational graph (c) where the two terminal nodes 1,8 are connected to every other node
via loop edges.
4.4.2 Density Volume Graph
As in the sequence graph, the volume graph C consists of two nodes for each detected helix
and two terminal nodes for the entire protein. The different types of nodes are distinguished
using the node attribute function αC, which assumes H, S or E for the helix nodes, head
node or tail node of the protein. Unlike the sequence graph, where there is an explicit
ordering of nodes, the indices of nodes in VC do not imply any ordering.
To encode helix information, nodes representing the two ends of a helix are connected by
a helix edge. As in the sequence graph, the edge attribute function βC returns a 2-tuple,
where βC,1 assumes H or L indicating a helix or link edge, and βC,2 returns the length
information. For a helix edge {x,y} ∈ EC, βC,2(x,y) is the Euclidean length of the detected
helix in the density volume, which can be normalized by the resolution of the volume to
approximate the number of amino acids in the helix [8]. An example of such edges are
shown in green in Figure 4.3 (c) representing the helices detected in the density volume in
(a).
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Unlike the sequence graph, the density volume does not explicitly provide the needed con-
nectivity among detected helices. However, as stated earlier, two helices at successive
positions in the sequence are more likely to be connected in 3D through regions in the vol-
ume with high density. As a result, we seek a representation that depicts the topology of
such high-density regions. To this end, we extract an iso-surface from the volume at a user
specied density level and compute a morphological skeleton of the solid enclosed by the
iso-surface. Using a recently developed erosion-based skeletonization technique described
in the last chapter [46], such skeletons can be robustly generated even from noisy surfaces
while preserving the solid topology. An example of the skeleton is shown in Figure 4.3 (b).
Given the skeleton, we form link edges as shown in Figure 4.3 (c). First, we link every two
nodes in the graph that represent ends of two helices connected by a path on the skeleton.
When multiple paths exist between two helix ends, the shortest is taken. Note that due to
noise present in the volume, these skeleton paths may not capture all the necessary con-
nectivity among helices. To this end, we additionally create a link edge between ends of
every two helices whose Euclidean distance is within a user-specied value ε . Finally, to
complete the graph, a link edge is created between each terminal node and every nonter-
minal node. The edge attribute βC,2 for the above three classes of link edges are set to the
length of the skeleton path, the Euclidean distance, and zero respectively (normalized by
the resolution of the volume as in [8]).
4.5 Constrained Graph Matching
Given two graphs representing the helices in the sequence and the volume, here we show
that nding the correspondence between the two sets of helices reduces to a constrained
graph matching problem. We rst dene a chain as:
Definition 4.1 A chain of an ARG G is a sequence of nodes {v1, . . . ,vn} ⊆ VG that form a
simple path in G. A chain is ordered if v1 = 1,vn = |VG|, and vi < vi+1 for all i ∈ [1,n−1].
For example, an ordered chain in the sequence graph consists of edges with alternating
types (e.g., helix or link), depicting a linked sequence of helices. A correspondence be-
tween helices in the sequence and the volume is therefore a bijection between an ordered
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chain in the sequence graph and a chain in the volume graph. Note that the denition of
chain allows establishing partial correspondence between a subset of the helices in both the
sequence and the volume. More generally, the problem can be dened for any attributed
relational graphs:
Problem 4.1 Let S,C be two ARGs. Find an ordered chain {p1, . . . , pn} ⊆ VS and chain
{q1, . . . ,qn} ⊆VC that minimizes the matching cost:
n
∑
i
cv(pi,qi)+
n−1
∑
i
ce(pi, pi+1,qi,qi+1) (4.1)
where cv,ce are any given functions evaluating the cost of matching node pi with qi or edge
{pi, pi+1} with {qi,qi+1}.
Comparing to previously studied graph matching problems such as exact graph (or sub-
graph) isomorphisms, inexact graph matching and maximum common subgraph problems
[39], Problem 4.1 is unique in that it seeks best-matching subgraphs from two graphs that
have a particular shape. Given such constraints, previous graph matching algorithms that
are guided only by error-minimization can not be directly applied.
4.5.1 Cost Functions
Here we explain our choice for the two cost functions cv,ce in Equation 4.1 when matching
the sequence graph and the volume graph. Note that, the algorithm we present in the next
section works for any non-negative cost function.
Each cost function measures the similarity of the attributes associated with two nodes or
two edges. To enforce matching of terminal nodes in the two graphs, the node cost function
is dened as
cv(x,y) =
{
0, if αS(x) = αC(y)
∞, otherwise
(4.2)
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The edge cost function computes the length difference between two helix edges or two link
edges, and is dened as
ce(x,y,u,v) =


|βS,2(x,y)−βC,2(u,v)|, if βS,1(x,y) = βC,1(u,v),
and y = x+1.
|βS,2(x,y)−βC,2(u,v)|+ γS(x,y), if βS,1(x,y) = βC,1(u,v),
and y > x+1.
∞, otherwise
(4.3)
Here, the γS term penalizes missing helices in the volume graph and is set to be the sum
of lengths of the helix edges in the sequence graph bypassed by a link edge. Given a
protein sequence with r helices and m possible missing helices in the density volume, and
let x = 2k−1 and y = 2k +2l where k ∈ [1,r] and l ∈ [1,min(m,r− k +1)], we compute
γS(x,y) = ω
l
∑
i=1
βS,2(2k +2i−2,2k +2i−1) (4.4)
where ω is a user-specied weight that adjusts the inuence of this penalty term.
4.5.2 An Optimal Algorithm
In this section, we present a heuristic search algorithm for solving Problem 4.1. Our method
extends the tree-search paradigm popularized in computing unconstrained error-correcting
graph matching, and is guaranteed to nd the optimal match.
To nd a match between two graphs, a tree-search algorithm starts out from an initial,
incomplete match and incrementally builds more complete matches. To nd matching
chains in graphs S,C, we rst consider a partial match as a sequence of node-pairs
Mk = {{p1,q1}, . . . ,{pk,qk}}
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where {p1, . . . , pk} and {q1, . . . ,qk} are the initial portion of some ordered chain in S and
some chain in C. Based on the denition of chains and our matching goal of minimizing
cost functions, elements of Mk must satisfy the following requirements:
• Node requirement: p1 = 1, qi 6= q j(∀ j 6= i ∈ [1,k]), and for all i ∈ [1,k]:
pi ∈VS, qi ∈VC, and cv(pi,qi) 6= ∞
• Edge requirement: For all i ∈ [1,k−1]:
pi < pi+1, {pi, pi+1} ∈ ES, {qi,qi+1} ∈ EC,
and ce(pi, pi+1,qi,qi+1) 6= ∞
Starting with an empty match M0 = /0, the search algorithm incrementally builds longer
matching chains. Specically, we dene an expansion of a partial match Mk as a new
partial match Mk+1 = Mk∪{{pk+1,qk+1}} such that the added nodes pk+1,qk+1 satisfy the
node requirement and the added edges {pk, pk+1},{qk,qk+1} (for k > 0) satisfy the edge
requirement. Note that usually a Mk can be expanded into multiple Mk+1. A match Mk is
complete (i.e., no more expansion can be done) if pk = |VS|.
Observe that the search procedure essentially builds a tree structure with M0 at the root of
the tree, expanded partial matches Mk at the kth level of the tree, and complete matches
at the tree leaves. Our goal is therefore to nd the complete match that minimizes the
matching error dened in Equation 4.1.
A*-search
To avoid a breadth-rst tree search to nd the optimal complete match, we adopt the A*
search algorithm which prioritizes the expansion of incomplete matches using a tness
function. This function, f (Mk), assesses the likelihood of a partial match Mk to be a part of
the optimal complete match. The function has two parts:
f (Mk) = g(Mk)+h(Mk) (4.5)
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// Finding the optimal common chain in S,C
ChainMatch(S,C)
// Q is a min heap
// The key of each element M ∈ Q is f (M)
Q← {M0}
Repeat
Mk ← Pop(Q)
// Mk has the form {{p1,q1}, . . . ,{pk,qk}}
If pk = |VS|
Return Mk
Repeat for each expansion Mk+1 from Mk
Insert(Q,Mk+1)
Figure 4.4: A*-search algorithm to solve the correspondence
where g(Mk) returns the matching cost as dened in Equation 4.1, and h(Mk) estimates the
remaining cost to be added in future expansions from Mk.
Given a tness function, the A*-search algorithm works by maintaining all un-expanded
partial matches in a priority queue and only expanding the partial match with the best
(smallest) tness function value. Figure 4.4 outlines the pseudo-code of the algorithm.
Observe from Figure 4.4 that the algorithm returns the rst complete match that it nds.
Based on A* theory, such match is guaranteed to be the optimal match as long as the h(Mk)
portion of the tness function is a lower-bound of the actual remaining matching cost of
any complete match Mn that contains Mk. That is, our algorithm works correctly if
h(Mk)≤ h∗(Mk) = minMn:Mk⊂Mn
(g(Mn)−g(Mk)) (4.6)
where Mn are complete matches expanded from Mk, and h∗(Mk) is the minimum remaining
cost among all Mn.
Assuming that cost functions ce,cv in Equation 4.1 are non-negative, h∗(Mk) in Equation
4.6 is also non-negative. Hence an obvious choice is h(Mk) = 0, which is a guaranteed
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lower-bound of h∗(Mk). However, the better the approximation of h(Mk) to the actual
minimum remaining cost h∗(Mk), the fewer nodes that have to be explored during the
search. Next we present three variations of h(Mk) that are all lower-bounds of h∗(Mk)
with different levels of tightness.
Heuristic Fitness Function
Given a partial match Mk, we denote the set of all nodes in VS and VC that can be added to
Mk in an expansion as RS(Mk) and RC(Mk). Let x ∈ RS(Mk), we dene:
ha(Mk,x) = min
y∈RC(Mk)
ce(pk,x,qk,y) (4.7)
and
hb(Mk,x) =
|VS|−1
∑
y=x
min
{u,v}∈EC,u/∈Mk,v/∈Mk
c′(y,u,v) (4.8)
In essence, ha computes the minimum cost of appending a pair {x,y} into Mk for any
candidate nodes y, and hb computes the minimum cost of appending the remaining pairs
to form a complete match. Here, c′ is an amortized minimum cost of matching an edge
{u,v} ∈ EC to any edge {u′,v′} in ES such that u′ ≤ y and v′ ≥ y+1, dened as
c′(y,u,v) = min
j∈[0,y−1]
min
k∈[ j+1, j+|VS|−y]
c(y− j,y− j + k,u,v)
k (4.9)
Now we dene three choices of h(Mk) and prove that they are all lower-bounds of h∗(Mk):
h0(Mk) = 0
h1(Mk) = minx∈RS(Mk) ha(Mk,x)
h2(Mk) = minx∈RS(Mk)(ha(Mk,x)+hb(Mk,x))
Proposition 4.1 hi(Mk)≤ h∗(Mk) for i = 0,1,2.
Proof:
1. Trivially we see that h0(Mk) = 0≤ h∗(Mk)
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2. Observe that h1 computes the minimum cost of appending any pair {x,y} into Mk,
hence we have
h1(Mk) = minMk+1:Mk⊂Mk+1(g(Mk+1)−g(Mk))
≤minMn:Mk⊂Mn(g(Mn)−g(Mk))
≤ h∗(Mk)
where Mn is a complete match.
3. We examine the minimum-cost complete match Mn = {{p1,q1}, . . . ,{pn,qn}} such
that Mk ⊂Mn. Hence h∗(Mk) = g(Mn)−g(Mk) = ga +gb, where
ga = ce(pk, pk+1,qk,qk+1)
gb = ∑n−1j=k+1 c(p j, p j+1,q j,q j+1)
Note that ha(Mk, pk+1) ≤ ga. In addition, the lower-bound cost function c′ ensures
that
c′(i,q j,q j+1)≤
ce(p j, p j+1,q j,q j+1)
p j+1− p j
for any p j ≤ i < p j+1. Hence we have
hb(Mk, pk) ≤ ∑n−1j=k+1 ∑
p j+1−1
i=p j
ce(p j,p j+1,q j,q j+1)
p j+1−p j
≤ ∑n−1j=k+1 ce(p j, p j+1,q j,q j+1)
≤ gb
Finally,
h2(Mk) ≤ ha(Mk, pk)+hb(Mk, pk)
≤ ga +gb
≤ h∗(Mk)
QED.
We can conclude that the three tness functions satisfy the following inequality,
0≤ h0(Mk)≤ h1(Mk)≤ h2(Mk)≤ h∗(Mk), (4.10)
Therefore, we see that using either of the three functions will result in an optimal solution
in the A*-search.
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Observe that the three functions represent increasingly better approximations of the actual
minimal remaining cost, as a result, fewer nodes need to be expanded during the search
using h1 or h2 over using h0 in the tness function. However, the computation of h1,h2 is
much more expensive than h0. In particular, evaluating the hb portion of h1 or h2 involves
nested minimality queries. In our implementation, we accelerated the calculation of hb by
pre-computing a look-up table indexed by a node y ∈ VS, which maintains a sorted list of
edges {u,v} ∈ EC in the ascending order of c′(y,u,v).
4.6 Results
In this chapter, we discuss the performance and accuracy of our method on an extensive
suite of protein data. For a signicant fraction of these test data sets, we observed that our
method was capable of nding the correct helix correspondences without any user interven-
tion. However, for density volumes with poor quality, the optimal graph matching may not
represent the actual helix correspondence, and domain knowledge has to be incorporated
to yield the correct result.
4.6.1 Setup
Our experiment consists of eleven cryo-EM volumes at 6 	A-10 	A resolution, eight of which
are simulated from the actual atomic model obtained from the Protein Data Bank [10] and
three which are authentic cryo-EM reconstructions. Three of the simulated proteins (1IRK
[40], 1TIM [10] and 2BTV [37]) were selected such that they represented distinct SCOP1
families, and ve proteins were selected as they were some of the most commonly occur-
ring folds [34]. To provide a more realistic evaluation, authentic cryo-EM density maps of
the P8 capsid proteins of the Rice Dwarf Virus [101], the GroEL monomer and the Bacte-
riophage P22 capsid protein GP5 [43] were chosen for evaluation2. Only three authentic
cryoEM reconstructions are reported as there are only a small number of structures in the
public domain with resolutions beyond 7 	A-8 	A.
1Structural classification of Proteins
2EMDB number for these authentic reconstructions are 1060 (RDV P8), 1101 (P22) and 1081 (GroEL)
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Figure 4.5: Bluetongue Virus (2BTV): the amino acid sequence (a), the density volume
(b), the detected helices with the skeleton (c), and the correspondence (d) between helices
in (a) and (c) computed as the optimal match between the sequence and volume graphs.
In each example, we utilize the protein sequence data from the Protein Data Bank, the
helices in density volumes detected using SSEhunter [8], and the skeleton created using
the method of Ju et al. [46]. The matching result is presented as a correspondence between
helices in the sequence with those in the density volume. The result is validated either using
the original atomic model (for simulated data) or a structural homologue (for authentic
data).
In all the experiments, an Euclidean distance threshold of ε = 0.15d is used for creating
extra edges in the volume graph where d is the size of the volume (d for the data is shown
in Table 4.1), and ω = 5 is used in weighting the missing helix penalty term in the cost
function. Experiments were performed on a PC with a 3GHz Pentium D CPU and 2GB of
memory (our implementation runs on a single thread, thus utilizes only one of the cores of
the CPU).
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Figure 4.6: Bacteriophage P22 capsid protein (P22 GP5): the amino acid sequence (a), the
detected helices in the density volume with the skeleton (b), the incorrect correspondence
between helices in (a) and (b) computed as the optimal match between the sequence and
volume graphs (c), and the correct correspondence (d) which ranks as the 4th optimal
match.
4.6.2 Unsupervised Matching
Figure 4.1 and 4.5 show two examples (1IRK and 2BTV) where our method is able to
identify the correct full or partial correspondence. Note that our algorithm is robust to
noise in the data such as the one missing helix in the density volume of 1IRK. As a by-
product of our matching algorithm, a pseudo-backbone trace of the protein sequence in the
density can be visualized by rendering the skeleton paths represented by the graph edges
in the optimally matching chain. Such a trace could serve as a starting point to determine
ner-scale protein components such as amino acids.
4.6.3 Interactive Matching
Due to the limited resolution of a density volume in depicting the protein shape, the optimal
match between the graph representations may fail to represent the correct helix correspon-
dence. Such failure may also be caused by ambiguities on the skeleton created from an
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iso-surface, which arises due to the difculty of picking an appropriate iso-value that accu-
rately represents the topology of the protein body. To battle data inaccuracy, we augment
the proposed graph matching method with domain knowledge in two ways:
• Computing the candidates list
• Interactive constraints
Computing the Candidates List: Instead of nding a single optimal match between the
sequence graph and the volume graph, a list of top-matching candidates are computed.
This can be done easily in the A*-search framework by terminating the search only after a
number of complete matches (e.g., 100) have been found.
Identifying the correct correspondence within these top matches is a common problem in
structural biology. Many structure prediction algorithms produce a gallery of structures that
range in accuracy. The end user is often required to evaluate the model in the context of
other data. The ranking achieved by our program is at least on par with the best algorithms
if not signicantly better.
Figure 4.6 shows an example (P22 GP5) where the correct correspondence (shown in (d)) is
ranked fourth in the candidates list. Comparing with the optimal match (shown in (c)), the
two correspondences exhibit very similar helix lengths and connectivity, illustrating why
graph matching on its own can not distinguish the right from the wrong without further
domain knowledge. Also observe that the correct correspondence is achieved even in the
presence of a large number of missing helices (6) and an incorrectly detected helix.
Interactive Constraints: We allow the user to manually assign matching constraints
based on their biological knowledge of the spatial arrangement of helices. Specically,
the user may designate the correspondence between a small subset of helix edges in the
sequence graph and the volume graph, which can then be translated into additional edge
attributes (e.g., βS,1({x,y}) = βC,1({u,v}) = Hk if edge {x,y} and {u,v} are the kth cor-
responding pair) to enforce such explicit matching in the A* search. Figure 4.7 shows an
example (protein 1TIM) where the correct helix correspondence was ranked ninth in the
candidate list after two user constraints were specied. Protein structures which display a
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Figure 4.7: Triose Phosphate Isomerase from Chicken Muscle (1TIM): the amino acid
sequence (a), the detected helices in the density volume with the skeleton (b), the incorrect
correspondence between helices in (a) and (b) computed as the optimal match between the
sequence and volume graphs (c), and the correct correspondence (d) which ranks as the
9th optimal match given the two user-specied helix constraints highlighted in brown.
low variance in helix lengths and where the sheet segments result in the formation of barrel
like structures (1TIM (Figure 4.7), 2ITG and 1DAI) pose a challenge to the algorithm as
this results in a large amount of helix correspondences which have similar costs. Interactive
constraints can be used in these cases to provide anchor points to guide our method towards
a correct correspondence.
Due to the accumulation of error in the search process because of the inherent ambiguities
present in low-resolution density maps, we observe that the amount of user constraints
needed in order to obtain a high-ranked correct correspondence increased with the size and
complexity of the protein structure. Although this approach requires a time investment by
a domain expert, we note that the time needed to specify these constraints is much smaller
compared to the time needed if the user was to specify all the helix correspondences.
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4.6.4 Graphical User Interface for Interactive Constraints
As the current method of placing interactive constraints is script based, A follow-on project
worked on by Troy Ruths3 was initiated where a graphical user interface named Gorgon
is being developed. This increases the usability of our approach and let the user visualize
the result set and interactively place constraints using a few mouse-clicks. Figure 4.8 (a)
shows a cryo-EM density map loaded into Gorgon, and (b) shows the Helices detected by
SSEHunter visualized alongside the helices in the amino-acid sequence. Future plans for
this interface includes incorporating it with EMAN [58], a tool which is commonly used by
the structural biology community for cryo-EM reconstructions.
(a) (b)
Figure 4.8: Gorgon Screenshots: Screenshots of Gorgon, where a cryo-EM density map is
visualized (a) and the helices detected by SSE Hunter are visualized alongside the helices
in the amino-acid sequence (b)
4.6.5 Performance
The performance results for all eleven experiments are presented in Tables 4.1 and 4.2,
showing the number of helices in the protein sequence, the number of missing helices
in each data set (given as the parameter m in creating the sequence graph), the volume
3tjr1@cec.wustl.edu
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Table 4.1: Experiment Results, Accuracy: The rankings of the correct correspondence in
the nal set of correspondences.
Protein Helix Missing Volume User Rank
Count helices Size (d3) constraints
1UF2 4 - 963 - 1
2ITG 6 - 643 2 4
1IRK 9 - 963 - 1
1WAB 9 2 643 - 1
1DAI 9 - 643 1 5
2BTV 10 - 1283 - 1
P22 GP5 11 7 1283 - 4
3LCK 12 5 643 - 2
1TIM 12 3 963 2 9
RDV P8 14 2 963 4 1
GroEL 20 4 1283 4 1
Table 4.2: Experiment Results, Performance: Results from the 11 experiments where the
time taken (in seconds) to compute the best topology for each of the future cost functions,
and the total number of nodes expanded in the A*-search are compared. Observe the
signicant reduction of nodes expanded when using the better approximations h1(Mk) and
h2(Mk).
Protein Helix Missing Time (seconds) Nodes expanded
Count helices h0(Mk) h1(Mk) h2(Mk) h0(Mk) h1(Mk) h2(Mk)
1UF2 4 - 0.0 0.0 0.0 23 16 13
2ITG 6 - 0.0 0.0 0.0 65 51 41
1IRK 9 - 0.0 0.0 0.0 1813 1195 775
1WAB 9 2 0.0 0.0 0.0 2006 1199 644
1DAI 9 - 0.0 0.0 0.0 10791 8318 6884
2BTV 10 - 0.0 0.0 0.0 5735 3790 595
P22 GP5 11 7 0.0 0.0 0.0 514 378 314
3LCK 12 5 0.0 0.1 0.1 5685 4013 3001
1TIM 12 3 0.2 0.3 0.3 42357 25754 12861
RDV P8 14 2 0.2 0.3 0.7 74212 56770 56539
GroEL 20 4 3.8 8.5 15.2 774813 603378 564929
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(d3) representing the number of voxels in the cryo-EM density map, the number of user-
specied constraints and the rank of the correct correspondence in the candidate list. Table
4.2 also contains the time taken by our method, and the number of nodes expanded when
using the three cost functions (h0(Mk),h1(Mk),h2(Mk)) in the A*-search.
Observe from table 4.1 that the graph matching approach in combination with the domain-
specic strategies allow accurate identication of protein structure with no or a small
amount of human input depending on the quality of the density volume. Also note from
table 4.2 that the time taken to perform a computation is almost negligible in human terms
(< 4 seconds for GroEL when using h0(Mk)), which facilitates a much smoother user-
interactive functionality and is orders of magnitude faster than the method of Wu et al.
which takes 16 hours to nd the optimal correspondence for an 8 helical protein [97]. We
would like to point out that using the heuristic functions h1,h2 dramatically reduces the
number of expansions during A*-search compared to using the zero function h0. However,
since the time overhead of computing the functions h1,h2 is much larger than the zero func-
tion, the actual computation time is often slower. Nonetheless, we anticipate that h1,h2 can
be useful in reducing the memory cost in large data sets.
4.7 Limitations and Future Work
4.7.1 Reducing the High Computational Cost
One of the limitations of our graph matching algorithm, like other A*-based graph iso-
morphism techniques, is its high computational cost (both time and memory) for large
graphs. In particular, our implementation of the method has difculty in handling proteins
with more than 20 helices without a fairly large number (more than four) of user-specied
constraints. In the future we plan to explore variants of the A*-search, including itera-
tive deepening A* and memory-bounded A*, that are better suited for handling large data
sets. Furthermore, we are investigating the possibility of using Homology modeling as a
pre-processing step to obtain an initial guess at the correct helix correspondence which can
thereafter be improved using our method at a much lower computational cost.
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4.7.2 Improving the Skeleton using Gray-scale Skeletonization
Our application of graph matching relies on a skeleton generated from the iso-surface at a
given density level. The difculty in nding an appropriate density level so that the iso-
surface accurately represents the protein body may result in skeletons that fail to capture the
connectivity among detected helices. We next plan to explore skeletonization techniques
which apply directly to gray-scale volumes without the need for thresholding. These tech-
niques will produce more robust skeletons and generate matching results that are more
likely to represent the correct helix correspondences. An initial survey of literature has re-
vealed many gray-scale skeletonization techniques for two dimensional images. However,
not many of those scale into three dimensional volumes, and none of them preserve the
shape as well as the topology of the object while minimizing the number of visual artifacts.
In the case that we cannot nd such an algorithm, we will explore the possibility of ex-
tending the binary skeletonization technique of Ju et al. [46] such that we can generate a
gray-scale skeleton while preserving cross section shape and topology.
4.7.3 Finding the Correspondence between β -sheets
As described in the third chapter, we plan to identify other secondary structural elements,
such as β -sheets from density volumes. We anticipate that a similar shape-matching for-
mulation for nding helix correspondences can be applied to sheets, as sheet-detection
algorithms are already available for density volumes [8]. We envision that sheets can be
represented in a similar attributed relational graph abstraction where each sheet is main-
tained as a re-visitable node. The search and corresponding cost functions can thereafter
be extended to incorporate these re-visitable nodes by considering the connectivity and sur-
face areas of the sheets. This would add more constraints to the A*-search thus making it
more accurate, and less computationally expensive.
4.7.4 Molecules with Intrinsic Flexibilities
We would like to note that while cryo-EM is well suited for imaging large macromolecu-
lar complexes in near-native solution conditions, the method ultimately reconstructs only a
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single snapshot of the assembly for a given set of images. In the event that there is some
intrinsic exibility in the molecule, the corresponding regions within the density map will
appear less well-resolved and have lower density values. Based on empirical evidence,
most exibility on the order of helix or sheet shifts are not easily identiable until suf-
ciently high resolutions are reached (typically better than 7 	A-8 	Aresolution). We envision
that given density maps of higher resolution our technique could produce potential sec-
ondary structure topologies through regions of disorder that may not have been readily
detectable by visual observation.
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Chapter 5
Conclusion
In this thesis we reported a novel application of shape modeling and matching in biomedi-
cal research which aims at identifying the correspondence between α-helices identied in
an amino acid sequence and a cryo-EM density map, as a partial step in the fullment of
the long-term goal of predicting protein folds. We translated the biological problem into a
computational one by representing the shapes of biological data (e.g., protein sequence and
density volume) as attributed relational graphs. We solved the helix correspondence prob-
lem using graph matching and we demonstrated the effectiveness of the method on authen-
tic as well as simulated data sets. One of our main contributions is an optimal algorithm for
constrained error-correcting graph matching, which will be useful in other shape-matching
tasks where the sought match has a linear shape.
We envision improving the performance and scalability of our algorithm by addressing its
high computational cost using more robust variants of the A*-search. We are also inves-
tigating improving the accuracy of our algorithm by using alternate skeletonization tech-
niques, which do not rely on a specic iso-value to create a binary skeleton, but rather uses
the gray-scale volume directly to create a gray-scale skeleton. To further our long term
goal of protein structure prediction, we plan to incorporate β -sheets into the algorithm
which, in turn, will introduce additional constraints to the A*-search and would signi-
cantly improve the rank of the correct correspondence in the candidates list. Finally, we
are exploring the possibility of using pseudo-atomic models guided by the secondary struc-
tural element correspondence and energy minimization routines to determine the tertiary
structure of proteins.
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