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Abstract
Timed Petri nets and timed automata are two standard models for the analysis of real-time systems. We study in this
paper their relationship, and prove in particular that they are incomparable with respect to language equivalence. In fact,
we study the more general model of timed Petri nets with read-arcs (RA-TdPN), already introduced in [J. Srba, Timed-arc
petri nets vs. networks of automata, in: Proceedings of the 26th International Conference Application and Theory of Petri
Nets (ICATPN 05), Lecture Notes in Computer Science, vol. 3536, Springer, Berlin, 2005, pp. 385–402], which uniﬁes both
models of timed Petri nets and of timed automata, and prove that the coverability problem remains decidable for this model.
Then, we establish numerous expressiveness results and prove thatZeno behaviours discriminate between several sub-classes
of RA-TdPNs. This has surprising consequences on timed automata, for instance, on the power of non-deterministic clock
resets.
© 2007 Published by Elsevier Inc.
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1. Introduction
Timed automata (TA) [3] are a well-accepted model for representing and analyzing real-time systems: they
extendﬁnite automatawith clockvariableswhichgive timing constraints on thebehaviourof the system.Another
prominent formalism for the design and analysis of discrete-event systems is the model of Petri nets (PN) [8].
An important interest of PNs lies in their applicability to the veriﬁcation of inﬁnite-state systems because some
standard problems are decidable for this model (boundedness, coverability, reachability, action-based linear-
time formula checking, etc.). Thus, in order to model concurrent systems with constraints on time, several timed
extensions of PNs have been proposed as a possible alternative to TA.
 A preliminary version of this work has been published in [6].
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Time Petri nets (TPN), introduced in the 70’s, associate with each transition a time interval [4]. A transition
can be ﬁred if it is enabled (every input place contains the required number of tokens) and if the time since it has
been enabled lies in the speciﬁed interval. Time can elapse only if it does not disable some transition: thus, the
decision to wait some amount of time and then ﬁre a transition cannot be done locally, but requires to check
globally that no other transition is disabled during the delay, even though this transition does not share any
input or output place with the transition we plan to ﬁre. This restricts a lot applicability of partial order methods
for this model. Moreover, because of this “urgency” requirement, all signiﬁcant problems are undecidable for
unbounded TPNs.
Timed Petri nets (TdPN), also called timed-arc Petri nets, associate with each arc an interval [18]. In TdPNs,
each token has an age. This age is initially set to a value belonging to the interval of the arc which has produced
it or set to zero if it belongs to the initial marking. Afterwards, ages of tokens evolve synchronously with time. A
transition may be ﬁred if tokens with age belonging to the intervals of its input arcs may be found in the current
conﬁguration. Note that “old” tokens may die (i.e., they cannot be used anymore for ﬁring a transition but they
remain in the place), and that conditions for ﬁring transitions are hence local and do not depend on the global
conﬁguration of the system, unlike in TPNs. This “lazy” behaviour has important consequences. Whereas the
reachability problem is undecidable for TdPNs [18], the coverability problem [2] and some signiﬁcant other ones
are decidable [1]. Furthermore, TdPNs cannot be transformed into equivalent TA (for the language equivalence),
since the untimed languages of the latter model are regular. However, the question whether (bounded) TdPNs
are more expressive than TA with respect to language equivalence was not known.
Read-arc timed Petri nets (RA-TdPN) extend TdPNs with read-arcs, i.e., arcs that check the presence of a
token (with an age as speciﬁed on the arc), without consuming it. This model has been ﬁrst introduced by Jirˇí
Srba in [17] in order to compare TA with 1-bounded TdPNs (and its extension with read-arcs). Moreover, this
feature has already been introduced in the untimed framework [14] in order to deﬁne a more reﬁned concurrent
semantics for the nets. For semantics taking into account fairness, it has been shown in [19] that read arcs add
expressive power. For the interleaving semantics, they however do not add any expressive power in the untimed
framework as they can be replaced by two arcswhich check that a token is in the place and replace it immediately.
1.1. Our contributions
We ﬁrst investigate the decidability of the coverability problem for the RA-TdPN model, and we prove that,
as for TdPNs, it is decidable.
We then focus on the expressiveness of read-arcs, and prove quite surprising results. Indeed, we show that
read-arcs add expressiveness to the model of TdPNs when considering languages of (possibly Zeno) inﬁnite
timed words. On the contrary, we also prove that when considering languages of ﬁnite or non-Zeno inﬁnite
timed words, read-arcs can be simulated and thus don’t add any expressiveness to TdPNs.
Furthermore, we investigate the relative expressiveness of several subclasses of RA-TdPNs, depending on the
following restrictions: boundedness of the nets, integrality of constants appearing on the arcs, resets labelling
post-arcs. We give a complete picture of their relative expressive power, and distinguish between three timed
language equivalences (equivalence over ﬁnite words, or inﬁnite words, or non-Zeno inﬁnite words) which, as
before, lead to different results.
We ﬁnally establish that timed automata and bounded RA-TdPNs are language equivalent. From this re-
sult and former ones, we deduce several worthwhile expressiveness results, for instance, we prove that non-
determinism in clock resets adds expressive power to timed automata with integral constants over (possibly
Zeno) inﬁnite timed words, which contrasts with the ﬁnite or non-Zeno inﬁnite timed words case [5]. If rational
constants are allowed, this is no more the case: it should be emphasized that this latter result implies that the
granularity of the automaton has to be reﬁned if we want to remove non-deterministic updates while preserving
expressiveness.
1.2. Organisation of the paper
In Section 2, we deﬁne the RA-TdPN model and its different subclasses. We show in Section 3 that the
coverability problem is decidable for that model. In Sections [4–6], we establish our numerous expressiveness
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results on RA-TdPNs and their subclasses. We present an overview of these results in Section 8. In Section 9, we
give expressiveness results for timed automata.
2. Read-arc timed Petri nets
2.1. Preliminaries
If A is a set, A∗ denotes the set of all ﬁnite words over A whereas Aω denotes the set of inﬁnite words over A.
Given a function f over some set X , we may extend wordlessly f to the set of subsets of X , by f(Y) = {f(y) |
y ∈ Y }, for every subset Y of X . An interval I of ≥0 is a ≥0-(resp. ≥0-) interval if its left endpoint belongs
to≥0-(resp. ≥0) and its right endpoint belongs to≥0 ∪ {∞} (resp. ≥0 ∪ {∞}). We denote by I (resp. I≥0 )
the set of ≥0-(resp. ≥0-) intervals of ≥0.
Bags. Given a set E , Bag(E) denotes the set of mappings f from E to ≥0 such that the set dom(f) = {x ∈
E | f(x) /= 0} is ﬁnite. Given such an element f ∈ Bag(E), we use the notation f =∑x∈dom(f) f(x) · x (omit-
ting f(x) when f(x) = 1). We note size(f) =∑x∈E f(x). Let x, y ∈ Bag(E), then y ≤ x iff ∀e ∈ E , y(e) ≤ x(e).
If y ≤ x, then x − y ∈ Bag(E) is deﬁned by: ∀e ∈ E , (x − y)(e) = x(e)− y(e). For d ∈ ≥0 and x ∈ Bag(≥0),
x + d ∈ Bag(≥0) is deﬁned by ∀ < d , (x + d)() = 0 and ∀ ≥ d , (x + d)() = x( − d). We ﬁnally deﬁne the
operation of projection. Let x ∈ Bag(E1 × · · · × En), and let I = {i1, . . . , ik} be a set of indices such that 1 ≤
ii < · · · < ik ≤ n. The bag i1,...,ik (x) ∈ Bag(Ei1 × · · · × Eik ) is deﬁned by: for all (ei1 , . . . , eik ) ∈ Ei1 × · · · × Eik ,
i1,...,ik (x)(ei1 , . . . , eik ) =
∑
ej1 ,...,ejn−k ∈Ej1×···×Ejn−k x(e1, . . . , en), where {j1, . . . , jn−k} is the unique set of indices such
that 1 ≤ j1 < · · · < jn−k ≤ n satisfying {i1, . . . , ik} ∩ {j1, . . . , jn−k} = ∅. Finally, note that if A is a ﬁnite set and B
a set, then Bag(B)A, the set of applications from A to Bag(B), is isomorphic to Bag(A× B).
Timedwords and timed languages.Letbe a ﬁxed ﬁnite alphabet such that ε ∈  (ε is the silent action), we denote
ε =  ∪ {ε}. A timed word w over ε (resp. ) is a ﬁnite or inﬁnite sequence w = (a0, 0)(a1, 1) . . . (an, n) . . .
such that for every i ≥ 0, ai ∈ ε (resp. ai ∈ ), i ∈ ≥0 and i+1 ≥ i . The value k gives the time point at which
action ak occurs.WewriteDuration (w) = supk k for the duration of the timedwordw. Since ε is a silent action,
it can be removed in timed words over ε, and it naturally gives timed words over . An inﬁnite timed word w
over  is said to be Zeno whenever Duration (w) is ﬁnite. We denote by T W∗() (resp. T Wω(), T Wωnz ())
the set of ﬁnite (resp. inﬁnite, non-Zeno inﬁnite) timed words over . A timed language of ﬁnite (resp. inﬁnite,
non-Zeno inﬁnite) words is a subset of T W∗() (resp. T Wω(), T Wωnz ()).
2.2. The Model of RA-TdPNs
The qualitative component of a RA-TdPN is a Petri net extended with read-arcs. A read-arc checks for
the presence of tokens in a place without consuming them. The quantitative part of a RA-TdPN is composed
of timing constraints on arcs. Informally, when ﬁring a transition, tokens are consumed whose ages satisfy
the timing constraints speciﬁed on the input-arcs (they are speciﬁed using bags), and it is checked whether
the constraints speciﬁed by the read-arcs are satisﬁed. Tokens are then produced according to the constraints
speciﬁed on the output-arcs.
Deﬁnition 1. AtimedPetri netwith read-arcs (RA-TdPN for short)N is a tuple (P ,m0, T , Pre, Post, Read, , Acc)
where:
• P is a ﬁnite set of places;
• m0 ∈ Bag(P) denotes the initial marking of places;
• T is a ﬁnite set of transitions with P ∩ T = ∅;
• Pre, the backward incidence mapping, is a mapping from T to Bag(I)P ;
• Post, the forward incidence mapping, is a mapping from T to Bag(I)P ;
• Read, the read incidence mapping, is a mapping from T to Bag(I)P ;
•  : T → ε is a labelling function;
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• Acc is an accepting condition deﬁned as a ﬁnite set of formulas, each of which is generated by the grammar
acc ::=
n∑
i=1
pi  k | acc ∧ acc
where pi ∈ P , k ∈ ≥0 and ∈ {≤,≥}.
Since Bag(I)P is isomorphic to Bag(P × I), Pre(t), Post(t) and Read(t) may also be considered as bags.
Given a place p and a transition t, if the bag Pre(t)(p) (resp. Post(t)(p), Read(t)(p)) is non null then it deﬁnes a
pre-arc (resp. post-arc, read-arc) of t connected to p .
A conﬁguration  of a RA-TdPN is an item of Bag(≥0)P (or equivalently Bag(P × ≥0)). Intuitively, a
conﬁguration is a marking extended with age information for the tokens. We will write (p , ) for a token which
is in place p and whose age is . A conﬁguration is then a ﬁnite sum of such pairs. A token (p , ) then belongs to
the conﬁguration whenever (p , ) ≤  (in terms of bags). The initial conﬁguration 0 ∈ Bag(P × ≥0) is deﬁned
as 0 =∑p∈P m0(p) · (p , 0), where it means that for each p , there are m0(p) tokens of age 0 in place p . Given a
conﬁguration  ∈ Bag(P × ≥0) and a bag f ∈ Bag(P × I), we say that  satisﬁes f , and write  |= f , if and
only if there exists a bag x ∈ Bag(P × ≥0 × I) verifying the following conditions.⎧⎨⎩
1,2(x) = ,
1,3(x) = f ,
∀(p , , I) ∈ dom(x),  ∈ I.
We now describe the semantics of a RA-TdPN as a transition system.
Deﬁnition 2. (Semantics of a RA-TdPN) Let N = (P ,m0, T , Pre, Post, Read, , Acc) be an RA-TdPN. Its se-
mantics is the transition system (Q, 0,ε,→) where Q = Bag(≥0)P , 0 =∑p∈P m0(p) · (p , 0), and the transi-
tion relation → is composed of delay and discrete transitions as follows:
• For each d ∈ ≥0, there is a delay transition  d→  + d where the conﬁguration  + d is deﬁnedby ( + d)(p) =
(p)+ d for every p ∈ P .
• Given a transition t ∈ T and two conﬁgurations , ′ ∈ Bag(P × ≥0), there exists a discrete transition from
 to ′ labelled by (t), denoted by  (t)→ ′, if and only if there exist three bags •, ◦, • ∈ Bag(P × ≥0) such
that: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
• |= Pre(t),
◦ |= Read(t),
• |= Post(t),
• + ◦ ≤ ,
′ =  − • + •.
The intuition of the previous deﬁnition is as follows: • is the set1 of tokens which is removed from the
conﬁguration  when ﬁring transition t, whereas ◦ is the set of tokens that needs to be in p for transition t to be
ﬁred (note that these two sets of tokens need to be disjoint, hence the fourth condition • + ◦ ≤ ); ﬁnally • is
the set of tokens that are created by the transition ﬁring. Moreover, the ages of all these tokens need to satisfy
the constraints speciﬁed by the various arcs (conditions written using the |= operator deﬁned above). Finally,
all tokens used by a read-arc are not removed, that’s why the new conﬁguration is given by ′ computed as
′ =  − • + •.
To reason about the behaviour of the net, we also consider the transition system obtained when  is the
identity mapping. We then write 
t→ ′ when transition t is ﬁred, according to the previous deﬁnition.
A path in the RA-TdPN N is a sequence 0 d1→ ′1
t1→ 1 d2→ ′2
t2→ 2 . . . in the above transition system, which
alternates between delay and discrete transitions. A timed transition sequence is a (ﬁnite or inﬁnite) timed word
1 This is a language misuse, the right term should be “bag”, as there can be several tokens with the same age.
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over alphabet T , the set of transitions of N . A ﬁring sequence is a timed transition sequence (t1, 1)(t2, 2) . . .
such that 0
1→ ′1
t1→ 1 2−1→ ′2
t2→ 2 . . . is a path. If (p , ) ≤  is a token of a conﬁguration , it is a dead token
whenever for every interval I labelling a pre- or a read-arc of p ,  is strictly greater than I . It means that this
token cannot be used anymore (either by a pre- or a read-arc) to ﬁre a transition.
The timed word which is read along a path 0
d1→ ′1
t1→ 1 d2→ ′2
t2→ 2 . . . is the projection over  of the timed
word ((t1), d1)((t2), d1 + d2) . . . Petri nets can be considered as language acceptors, as formally deﬁned by the
next deﬁnition.
We ﬁrst deﬁne a satisfaction relation for the accepting conditions. It is deﬁned over conﬁgurations of the
nets, inductively as follows:
{
 satisﬁes
∑n
i=1 pi  k iff
∑n
i=1 size((pi))  k
 satisﬁes acc1 ∧ acc2 iff  satisﬁes acc1 and  satisﬁes acc2
where ∈ {≤,≥}.
Deﬁnition 3. (Language accepted by a RA-TdPN) Let N = (P ,m0, T , Pre, Post, Read, , Acc) be an RA-TdPN.
A ﬁnite path in N is accepting if it ends in a conﬁguration satisfying one of the formulas of Acc. An inﬁnite
path is accepting if every formula of Acc is satisﬁed inﬁnitely often along the path (Acc is then viewed as a
generalized Büchi condition2 ). We note L∗(N ) (resp. Lω(N ), Lωnz (N )) the set of ﬁnite (resp. inﬁnite, non-Zeno
inﬁnite) timed words accepted by N along ﬁnite (resp. inﬁnite) paths.
It is worth noticing that the accepting conditions only depend on the untimed markings associated with
conﬁgurations. Note also that inﬁnite paths leading to ﬁnite timed words are not considered in this work.
Two RA-TdPNs N and N ′ are ∗-equivalent (resp. ω-equivalent, ωnz-equivalent) whenever L∗(N ) = L∗(N ′)
(resp.Lω(N ) = Lω(N ′),Lωnz (N ) = Lωnz (N ′)). These equivalences naturally extend to subclasses of RA-TdPNs.
In the following, we will use notations like “{∗,ω,ωnz}-equivalence” to mean the intersection of all three equiv-
alences. Idem for “{∗,ωnz}-equivalence” and other combinations. We will also use notations like ≡ω or ≡∗,ωnz to
denote the ω- (resp. {∗,ωnz}) equivalence between classes of nets.
Notations. Read-arcs are represented by undirected arcs. On pictures, we may use shorthands to represent bags:
for all I ∈ I , I stands for the bag 1 · I , [a] is for the interval [a, a]. We may write intervals as constraints, e.g.,
“≤ a” stands for the interval [0, a]. A bag n represents the bag n · ≥0, and no bag on an arc means that this arc
is labelled by the bag 1 · ≥0.
Example 1. An example of RA-TdPN is depicted on Fig. 1. This net models an information provided by a
server and asynchronously consulted by clients (transition “read”). Since the information may be obsolete with
validity duration “val”, the server periodically refreshes the value, but the frequency of this refresh may vary
between min and max depending on the workload of the server (transition “start”). Note that, due to the “lazy”
semantics of RA-TdPNs, nothing prevents the token in place “busy” (resp. “ready”) to die (i.e., to reach an
age strictly greater than max, resp. than 0), hence blocking the system. A suitable accepting condition like
“Acc = {busy = 0, ready = 0}” prevents such a blocking behaviour by enforcing inﬁnitely often the server to
refresh the cache. Note the importance of using a generalized Büchi condition to enforce the ﬁring of both
transitions “start” and “refresh”. The admission control ensures that at least one time unit elapses between two
client arrivals (transition “entry”). Note the interest of the read-arc between the places “cache” and “read”: when
transition “read” is ﬁred, a token in place “client” with age 0 is consumed, and it is checked whether at least one
token in place “cache” has age less than or equal to “val”. However, this token is not consumed (and can hence
be used later on again) and its age is unchanged.
2 We do not know whether generalized Büchi conditions could be reduced to Büchi conditions in the context of timed Petri nets. Never-
theless, the standard construction for ﬁnite automata does not extend to Petri nets.
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Fig. 1. An example of RA-TdPN.
We give an example of a path in this RA-TdPN, assuming that min = 2, max = 4, and val = 3.
(input, 0)+ (busy, 0) (2)−→ (input, 2)+ (busy, 2)
start−→ (input, 2)+ (ready, 0)
refresh−→ (input, 2)+ (busy, 0)+ (cache, 0)
(3)−→ (input, 5)+ (busy, 3)+ (cache, 3)
entry−→ (input, 0)+ (client, 0)+ (busy, 3)+ (cache, 3)
read−→ (input, 0)+ (busy, 3)+ (cache, 3)
2.3. Subclasses of RA-TdPNs
We deﬁne several natural subclasses of RA-TdPNs.
Deﬁnition 4. Let N = (P ,m0, T , Pre, Post, Read, , Acc) be an RA-TdPN. It is
• a timed Petri net (TdPN for short)3 if for all t ∈ T , size(Read(t)) = 0,
• integral if all intervals appearing in bags of N are in I≥0 ,
• 0-reset if for all t ∈ T , for all p ∈ P , I /= [0, 0] ⇒ I ∈ dom(Post(t)(p)),
• k-bounded if all conﬁgurations  appearing along a ﬁring sequence of N are such that for every place p ∈ P ,
size((p)) ≤ k ,
• bounded if there exists k ∈ ≥0 such that N is k-bounded,
• safe if it is 1-bounded.
All above notions are quite standard, except the 0-reset property which implies that all tokens which are
produced are produced with initial age 0.
Note that the RA-TdPN of Example 1 is integral, 0-reset, but not bounded as there can be an unbounded
number of tokens in place “cache” or “client”.
3. The coverability problem
Let N be an RA-TdPN. Let N be a set of conﬁgurations of N . By N↑, we denote the upward closure of N ,
i.e., the set { | ∃′ ∈ N , ′ ≤ }.
3 This is the standard model, as deﬁned in [18].
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Let N be a ﬁnite set of conﬁgurations of N where all ages of tokens are rational. The coverability problem for
N and set of conﬁgurations N asks whether there exists a path in N from 0, the initial conﬁguration of N , to
some  ∈ N↑. We prove the following result.
Theorem 1. The coverability problem is decidable for RA-TdPNs.
In order to prove this theorem, we introduce the notion of region for a net. A region is a classical object used
in the framework of timed automata for representing an inﬁnite set of conﬁgurations [3], that we can extend to
RA-TdPNs. Such a construction has been done, for example, in [12] for TdPNs, and has been used recently in
several other contexts [15,16,11]. An alternative proof based on zones rather than regions could be used as well,
like in [2].
3.1. Regions of RA-TdPNs
Let N = (P ,m0, T , Pre, Post, Read, , Acc) be a net where the bounds of intervals are in ≥0 ∪ {∞}. Let N
be a ﬁnite set of markings with integral ages. There is no loss of generality in assuming that ﬁnite bounds of the
net and that values of ages are integers or +∞ (otherwise we reﬁne the granularity of the regions). By max we
denote the maximal integer appearing in the bounds of intervals of the net and in the ages of the tokens in the
conﬁgurations of N .
Deﬁnition 5. A region R for N is a sequence a0a1 . . . ana∞ where n ∈ ≥0, for all 0 ≤ i ≤ n, ai ∈ Bag(P ×
{0, 1, . . . , max}) with size(ai) /= 0 if i /= 0, and a∞ ∈ Bag(P × {∞}).
We ﬁrst informally explain the semantics of a region. Given the bag of tokens deﬁning a conﬁguration, we
obtain its associated region as follows. We put in a∞ all the tokens whose ages are strictly greater than max and
forget their ages.We thenput in a0 the tokenswith integral ages andadd the information about their ages. Finally,
we order the remaining tokens depending on the fractional part of their ages in a1, . . . , an, forget their fractional
part, and only store the integral part of their ages. Hence n is the number of different positive fractional values
for ages of the remaining tokens. For instance, consider the bag of tokens (p , 1)+ (p , 2.8)+ (q, 0.8)+ (q, 5.1)+
(r, 1.5). Then, if the maximal constant is 4, its region encoding will be a0a1a2a∞ where a0 = (p , 1) (because there
is a single token with integral age), a∞ = (q,∞) (because the age of token (q, 5.1) is 5.1, hence above the maximal
constant), a1 = (r, 1) (among all fractional parts, 0.5 is the smallest one), and a2 = (p , 2)+ (q, 0) (all tokens with
fractional part 0.8).
Wenowdeﬁnemore formally the semantics of the regions. Let	 be themapping from≥0 to {0, 1, . . . , max,∞}
deﬁned by: if x > max then 	(x) = ∞ else 	(x) = x. We extend 	 to P ×≥0 by 	((p , x)) = (p ,	(x)) and to
Bag(P × ≥0) by linearity.
Let R = a0a1 . . . ana∞ be a region. Then [R] is a set of conﬁgurations  such that there exist 1, 2, . . . , n, ∞
belonging to Bag(P × ≥0) with:
•  = a0 + 1 + 2 + . . .+ n + ∞,
• ∀1 ≤ i ≤ n, 	(i) = ai , and 	(∞) = a∞,
• ∀1 ≤ i ≤ n, ∀(p , x)+ (q, y) ≤ i , 0 < x − x = y − y,
• ∀1 ≤ i < j ≤ n, ∀(p , x) ≤ i , (q, y) ≤ j , x − x < y − y.
Note that every conﬁguration  belongs to a single region, that we write R(), and that if  ∈ N , then
[R()] = {}. The original coverability problem thus reduces to the coverability problem for ﬁnitely many
regions, which itself reduces to solving the coverability problem for a single region R.
3.2. Decidability of the coverability problem
We can now prove Theorem 1.
Proof. We ﬁrst notice that, given two regions R = a0a1 . . . ana∞ and R′ = a′0a′1 . . . a′n′a′∞, one can check
whether [R]↑ ⊆ [R′]↑: the necessary and sufﬁcient conditions are a0 ≥ a′0, a∞ ≥ a′∞ and the existence of a
strictly increasing mapping  from {1, . . . , n′} into {1, . . . , n} such that for every 1 ≤ i ≤ n′, a (i) ≥ a′i .
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We deﬁne a partial order between regions by R ≤ R′ iff [R′]↑ ⊆ [R]↑. Then, using Higman’s lemma [9], we
can show that this is a well quasi-order, i.e., for every inﬁnite sequence of regions {Ri}i∈≥0 there exist i < j such
that Ri ≤ Rj . Indeed, each region R is a ﬁnite sequence of bags over a ﬁnite set, hence applying [2, Theorem 1],
the above-mentioned partial order is a well quasi-order.
The algorithm for solving the coverability problem for the upward closure of a single region R then consists
in computing iteratively the predecessors (by time elapsing and by discrete steps) of [R]↑. As we will see, each
such predecessor is a ﬁnite union of upward closures of regions. We stop exploring the predecessors of an
upward closure of a region when it is larger (for partial order ≤) than an already computed region. Note that
all conﬁgurations reachable from [R2]↑ are also reachable from [R1]↑ whenever R1 ≤ R2. The computation
can then be seen as a ﬁnitely branching tree. To prove that it terminates, it is sufﬁcient to prove that this tree
is ﬁnite. Suppose it is not. By applying König lemma, this tree has an inﬁnite branch. However, as ≤ is a well
quasi-order, we will eventually obtain a region which is larger than a previous one. This leads to a contradiction.
Hence, the computation tree is ﬁnite, and the computation terminates. The set of conﬁgurations N is covered
by the RA-TdPN N if and only if its initial conﬁguration 0 occurs in the upward closure of some region of the
tree.
It remains to explain how we compute the time and discrete predecessors of the upward closure of a region
R = a0a1 . . . ana∞.
Time predecessors. If a0 contains a token (p , 0), there is no strict time predecessor of [R]↑. Otherwise if size(a0) /=
0, then the time predecessor is [R′]↑ withR′ = a′0a1 . . . ana′n+1a∞ where a′0 is the empty bag and a′n+1 is obtained
from a0 by decrementing by 1 the (integral) age of each token. Informally, this operation represents a (reverse)
small time elapse such that no token of a1 reaches an integral value and no token of a∞ reaches back max.
Otherwise (i.e., size(a0) = 0) we need to choose if tokens of a1 will ﬁrst reach an integral value or some tokens
of a∞ will ﬁrst reach max. It could be the tokens of a1, a bag of tokens b∞ ≤ a∞, or both. We only illustrate this
last case (which assumes n ≥ 1). The above-mentioned time predecessor is [R′]↑ where R′ = a′0a′1 . . . a′n−1a′∞ is
obtained as follows.
• a′∞ = a∞ − b∞,
• a′0 = a1 + c∞, where c∞ is obtained from b∞ by setting the age of each token to max,• ∀1 ≤ i ≤ n− 1, a′i = ai+1.
Discrete predecessors. We pick a transition t. Note that given an interval I of the net and a token (p , x) belonging
to some ai for i ∈ {0, 1, . . . , n,∞}, we can compute whether, given a conﬁguration belonging to that region,
the corresponding token belongs to I . By property of the regions, this is independent of the choice of the
conﬁguration. We then write (i, x)I .
We consider the upward closure of the region a0a1 . . . ana∞, and want to compute its preimage by transition
t. Transition t produces the bag of tokens Post(t). These tokens may appear in one of the ai’s, but this is not
required, they may only be in the upward closure. Similarly, some tokens of Read(t)may appear in some of the
ai’s, but this is also not required. Hence, we choose bags of tokens posti , read+i ∈ Bag(P × {0, 1, . . . , max} × I)
for every i ∈ {0, 1, . . . , n} and post∞, read+∞ ∈ Bag(P × {∞} × I) such that
• for all (p , x, I) ≤ posti + read+i , (i, x)I ,• for all i ∈ {0, 1, . . . , n,∞}, 1,2(posti)+ 1,2(read+i ) ≤ ai ,
(recall that 1,2 projects bags onto the two ﬁrst components.)
• ∑i 1,3(posti) ≤ Post(t),• ∑i 1,3(read+i ) ≤ Read(t).
The bag posti represents the tokens produced by t which “belong” to ai , whereas the bag read+i represents the
tokens read by t which also “belong” to ai . However, there might be additional tokens (either that are read or
that are produced) which do not appear in one of the ai’s (this is possible as we consider the upward closure of the
region), that’s why the two last conditions are inequalities and not equalities. Fig. 2 illustrates the decomposition.
Applying this ﬁrst decomposition, we build an intermediate region R′ = a′0a′1 . . . a′n′a′∞ by substracting
1,2(posti) from ai for every i and deleting the item in the resulting sequence if its size is null (for 1 ≤ i ≤ n).
Then, to really simulate the discrete transition t, we need to initially have all tokens required by the
read-arcs and all tokens that are consumed by the pre-arcs. We set bags of tokens prei , read−i ∈ Bag(P ×
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{0, 1, . . . , max} × I) for every i ∈ {0, 1, . . . , n′′} for some integer n′′, pre∞, read−∞ ∈ Bag(P × {∞} × I) and a
strictly increasing mapping  from {1, . . . , n′} into {1, . . . , n′′} such that
• for all (p , x, I) ≤ prei + read−i , (i, x)I ,• a′′0 = a′0 + 1,2(pre0)+ 1,2(read−0 ),
a′′∞ = a′∞ + 1,2(pre∞)+ 1,2(read−∞),
for every i ∈ {1, . . . , n′′}, if there exists j such that  (j) = i then
a′′i = a′j + 1,2(prei)+ 1,2(read−i ), otherwise a′′i = 1,2(prei)+ 1,2(read−i ),• ∑i 1,3(prei) = Pre(t),• ∑i 1,3(read−i )+∑i 1,3(read+i ) = Read(t).
The bags read−i complement the already deﬁned bags read+i ’s to satisfy the Read(t) constraint, whereas prei
are the tokens required by the pre-arcs of the transition. See Fig. 2 for an illustration of the construction.
Under those conditions, the regionR′′ = a′′0a′′1 . . . a′′n′′a′′∞ is apredecessorby t of [R]↑.Note that the constructed
region R′′ depends on the various choices we have made (all bags read+, read−, pre, etc. and also the indices
n′, n′′, the mapping  , etc.). For each of these (ﬁnitely many) choices, it gives a region which is in the preimage
of R by t (indeed, take any conﬁguration ′′ ∈ [R′′]↑, then quite straightforwardly, any conﬁguration image of
 by t is in [R]↑), and all regions in the preimage by t can of course be obtained in that way.
Hence, timepredecessors anddiscretepredecessorsof regionsareﬁniteunionsof regions, andcanbe effectively
computed, which concludes the proof of the theorem. 
4. Two discriminating timed languages
We design two timed languages which distinguish between several subclasses of RA-TdPNs. Notice that these
two languages are Zeno. This remark will be important later on in this section.
Fig. 2. Decomposition of the set of tokens for the discrete predecessor computation.
82 P. Bouyer et al. / Information and Computation 206 (2008) 73–107
4.1. The timed language L1
The RA-TdPN N1 of Fig. 3 (with a single Büchi accepting condition p ≥ 1) is a 0-reset, integral and bounded
RA-TdPN which recognizes the timed language (of inﬁnite timed words)
L1 = {(a, 1) . . . (a, n) . . . | 0 ≤ 1 ≤ . . . ≤ n ≤ . . . ≤ 1}.
Lemma 1. The timed language L1 is recognized by no TdPN .
Proof. Assume that there is a TdPN N which recognizes the timed language L1. We denote by d the least
common multiple of the denominators of the constants appearing in the intervals of N . We pick an inﬁnite
word w = (a, 1)(a, 2) . . . (a, n) . . . such that for every i ≥ 1, 1 − 1/(2d) < i < i+1 < 1.
The word w is accepted by N1, and thus by N : there is an inﬁnite ﬁring sequence  = 1(t1, 1)2(t2, 2) . . .
n(tn, n) . . . overε which is an accepting run of N and where all transitions of i are labelled by ε whereas the
transitions ti are labelled by a.
The setTok of tokens part of the initialmarking or produced along the sequence 1 is ﬁnite.Hence, there is an
integer n such that tokens in Tok are not used for ﬁring transitions in the sequence (tn−1, n−1)n(tn, n) . . . Since
n−1 < n, there is a sufﬁx (t′0, )(t
′
1, n) . . . (t
′
k , n)(tn, n) of the timed transition sequence (tn−1, n−1)n(tn, n)with
 < n (kmaybe equal to 0).Wenote′ the ﬁnite preﬁx of up to (t′0, ), and′′ the sufﬁx starting right after (t
′
0, )
(hence  = ′′′). We will prove that the inﬁnite sequence ˜ = ′(′′ + 1/(2d)) is a ﬁring sequence of N (′′ +
1/(2d) is the timed transition sequence obtained from ′′ by delaying ﬁrings of transitions by 1/(2d) time units).
To that aim,wewill analyse the age of tokens used for ﬁring a transition of ′′ = (t′1, n) . . . (t′k , n)(tn, n)n+1(tn+1,
n+1) . . . in the original timed transition sequence , and we will show that (when necessary) we can modify the
initial age of these tokens in order for the timed transition sequence ˜ to be ﬁrable.
We pick a token in place p which, along , is produced by some transition t and used for ﬁring a transition
t′ along ′′. This means in particular that this token is not in Tok , and thus that transition t occurs along 
at some date  with 1 ≤ . If t is a transition of ′′, then we do not need to modify the initial age of p along ˜,
since t and t′ will be separated by the same delay along  and along ˜, hence the token p can be used similarly
in  and in ˜. Otherwise, t occurs along ′ in , hence 1 − 1/(2d) < 1 ≤  ≤  < n ≤ ′ < 1 where ′ is the date
at which t′ is ﬁred along . We set  = ′ − : obviously, 0 <  < 1/(2d). Let us call I− the interval of Post(t)(p)
associated with the production of the token, and I+ the interval of Pre(t′)(p) associated with the consumption of
the token. We ﬁrst notice that I− and I+ cannot be both singletons: assume I− = [h/d , h/d] and I+ = [k/d , k/d]
with h, k ∈ ≥0, then k/d = h/d + , which is impossible since 0 <  < 1/(2d). We distinguish between several
cases for I− and I+:
• We assume I− = [h/d , h/d] and I+ = (k/d , k ′/d) with k < k ′ (the brackets deﬁning I+ are either “strict” or
“non-strict”). The age of the token when it is consumed by transition t′ along  is h/d +  ∈ I+. Thus h < k ′,
and we get that h/d + + 1/(2d) ∈ I+ (since 0 <  < 1/(2d)). In this case, we do not change the initial age of
the token for ﬁring the timed transition sequence ˜, and the ﬁring of t′ can be delayed by 1/(2d) time units.
• We assume I− = (h/d , h′/d) and I+ = [k/d , k/d] with h < h′. The age of the token when it is produced (i.e.,
when transition t is ﬁred) along  is k/d −  ∈ I−. Thus, h < k and k/d − − 1/(2d) ∈ I− since 0 <  < 1/(2d).
For ﬁring the sequence ˜, we thus change the initial age of the token down to k/d − − 1/(2d), and the ﬁring
of t′ can then be delayed by 1/(2d) time units.
• We assume I− = (h/d , h′/d) and I+ = (k/d , k ′/d)with h < h′ and k < k ′. We note  the initial age of the token
when transition t is ﬁred along : +  (≤ k ′/d) is its age when the token is consumed for ﬁring transition
Fig. 3. A RA-TdPN N1 recognizing L1.
P. Bouyer et al. / Information and Computation 206 (2008) 73–107 83
t′ along . If +  < k ′/d − 1/(2d), we do not modify its initial age in ˜, and the ﬁring of t′ can be delayed
safely by 1/(2d) time units.
Assume conversely that  ≥ k ′/d − 1/(2d)− . Then, (k ′ − 1)/d <  < k ′/d , and thus h ≤ k ′ − 1 < h′. Along
˜, choose as new initial age ′ = (k ′ − 1)/d +  with 0 <  < 1/(2d)−  for the token (when transition t is
ﬁred), then we can check that ′ ∈ I− and ′ + + 1/(2d) ∈ I+, hence the ﬁring of t′ can also be delayed by
1/(2d) time units.
With these new initial ages for the tokens, the timed transition sequence ˜ is ﬁrable, and accepts the timed word
(a, 1) . . . (a, n−1)(a, n + 1/(2d))(a, n+1 + 1/(2d)) . . . Moreover, the discrete markings along the run accepting
the initial word and the above word are the same, both timed words are thus accepted byN . However, this timed
word should not be accepted by N as it is not accepted by N1 (because n + 1/(2d) > 1), which contradicts the
existence of a TdPN N equivalent to N1. Thus, there is no classical TdPN which recognizes L1. 
4.2. The timed language L2
The RA-TdPN N2 of Fig. 4 is an integral bounded RA-TdPN which recognizes the timed language (of inﬁnite
timed words)
L2 = {(a, 0)(b, 1) . . . (b, n) . . . | ∃ < 1 s.t. 0 ≤ 1 ≤ · · · ≤ n ≤ · · · < }.
Lemma 2. The timed language L2 is recognized by no 0-reset integral RA-TdPN .
Proof. Assume that the timed language L2 is recognized by the 0-reset integral RA-TdPN N . Pick a word w =
(a, 0)(b, 1) . . . (b, i) . . . in L2, with 0 < 1 ≤ 2 ≤ · · · ≤ i ≤ · · · <  and limi→∞ i = . We note  an accepting
ﬁring sequence in N for w.
We write  = 12 where 1 is an instantaneous ﬁring sequence, and 2 = (t0, d)2 for some delay d > 0
(hence, t0 is the ﬁrst transition along  which does not occur at date 0). We claim that ′ = 1′2 where ′2 is
obtained from 2 by delaying all dates by 1 −  time units, is a ﬁring sequence of N . Let us select an occurrence
of a transition t ﬁred in 2 and a token read or consumed by t corresponding to an interval I . If the token has
been produced by a transition ﬁred in 2, then it has the same age in ′2. If the token is an initial token or has
been produced by 1, then its age x when ﬁring t in 2 is such that 0 < d ≤ x <  < 1, thus ]0, 1[ ⊆ I (because the
net N is integral and 0-reset). The age of this token when it is checked for ﬁring t in ′2 is x + 1 −  and satisﬁes
0 < x + 1 −  < 1. Thus, the same occurrence of t is ﬁrable in ′2.
Since the untimed ﬁring sequences of  and ′ are equal, ′ is an accepting sequence. The timed word which
is read on ′ is w′ = (a, 0)(b, 1 + 1 − ) . . . (b, i + 1 − ) . . . with limi→∞ i + 1 −  = 1. Thus, w′ /∈ L2, which
contradicts the assumption that it is accepted by N , and thus by N2. Finally, there is no 0-reset integral RA-
TdPN which recognizes the language L2. 
5. Normalization of RA-TdPNs
We present a transformation of RA-TdPNs which preserves both languages over ﬁnite and (Zeno or non-
Zeno) inﬁnite words, as well as boundedness and integrality of the nets. This construction transforms the net
by imposing strong syntactical conditions on places, which will simplify further studies of RA-TdPNs. This
Fig. 4. A RA-TdPN N2 recognizing L2.
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construction is decomposed into three steps. The ﬁrst step consists in splitting intervals so that two intervals are
either disjoint or equal. The second step is somehow close to one-dimensional regions of [10], and records ages
of tokens and how time elapses. The third step duplicates places so that all pre- (resp post-) arcs connected to a
place are labelled by the same interval.
Proposition 1. For every RA-TdPN N , we can effectively construct a RA-TdPN N ′ which is {∗,ωnz ,ω}-equivalent
toN , and in which all places are conﬁgured as one of the ﬁve patterns depicted in Fig. 5, which reads as: “there is an
a (which is a positive rational, or is possibly equal to +∞ for patterns P2 and P4) such that the place is connected
to possibly several post-arcs, pre-arcs and read-arcs, with bags as speciﬁed on the ﬁgure”. Note that parameters n,
n′ and n" are not necessarily shared by arcs (whereas a is).Moreover the construction preserves boundedness and
integrality.
To avoid difﬁculties due to the initial marking, we ﬁrst apply a straightforward transformation to the net.
We add a place pinit containing initially one token and a transition tinit labelled by ε, whose single pre-arc
labelled by [0] is connected to pinit and whose post-arcs correspond to the initial marking, i.e., for all p ∈ P ,
Post(t)(p) = m0(p) · [0]. All other places are initially unmarked. Finally we add pinit = 0 to the acceptance
conditions. It is trivial that this transformation does not modify any accepted language. In the sequel, we
assume that we have already applied this transformation to the net, and we apply the next transformations on
each place, except pinit.
As announced above, for proving Proposition 1 we proceed in three steps, and successively construct a net
which satisﬁes syntactical restrictions (1), (2) and (3) below:
(1) For every place, there exists a ﬁnite set of pairwise disjoint intervals {Ik}1≤k≤K such that every arc connected
to this place has a bag of the form
∑
1≤k≤K nk · Ik . Moreover, every Ik is either of the form [a] or ]a, b[ with
a ∈ ≥0 and b ∈ >0 ∪ {∞}.
(2) For every place,
• either it is connected to (possibly) several post-arcs labelled by bags n · [0], (possibly) several read-arcs
labelled by bags n′ · [0] and (possibly) several pre-arcs labelled by bags n′′ · [0],
• or there exists a ∈ >0 such that it is connected to one post-arc whose bag is [0], (possibly) several post-
arc labelled by bags n · ]0, a[, (possibly) several read-arcs labelled by bags n′ · ]0, a[, one pre-arc labelled
by a bag [a], and (possibly) several pre-arcs labelled by bags n′′ · ]0, a[,
• or it is connected to one post-arc whose bag is [0], (possibly) several post-arc labelled by bags n · ]0,+∞[,
(possibly) several read-arcs labelled by bags n′ · ]0,+∞[, and (possibly) several pre-arcs labelled by bags
n′′ · ]0,+∞[.
Fig. 5. The ﬁve normalized patterns for an RA-TdPN.
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(3) Every place is conﬁgured as one of the ﬁve patterns depicted on Fig. 5.
In all following lemmas, the equivalence mentioned is the {∗,ω,ωnz}-equivalence, which means that the
constructions are correct for ﬁnite and inﬁnite timed words.
The transformation proceeds as follows: it starts with an RA-TdPN N and successively builds the three
RA-TdPNs N1, N2 and N3 obtained, respectively, by Lemmas 3–5.
Lemma 3. We can build a RA-TdPN N1, equivalent to N , and satisfying restriction (1).
Proof. Let p be a place of N . We consider the ﬁnite bounds of intervals which occur in the bag of some arc
connected to p , say {a1, . . . , am} with i < j ⇒ ai < aj . We then deﬁne the set SIp = {[a1, a1], ]a1, a2[, . . . , ]am−1,
am[, [am, am], ]am,∞[}. W.l.o.g. we assume that a1 = 0. Moreover, to ease the presentation, we deﬁne am+1 = ∞
and set am+1 − am = ∞, and write the set SIp as SIp = {Ik}1≤k≤K . Note that for every interval Ik ∈ SIp and for
every interval I which occurs in the bag of some arc connected to p , we have either I ∩ Ik = ∅ or I ∩ Ik = Ik .
Wewill iteratively apply the following transformation to the transitions connected top . Let us pick a transition
t connected to p by an arc whose associated bag is x =∑1≤k ′≤K ′ nk ′ · Jk ′ .Wewill replace the transition t by copies
with the same arcs and the same bags except the one which is concerned by the transformation. We denote such
copies by t	, where 	 is a mapping from {1, . . . ,K} × {1, . . . ,K ′} to≥0 such that Ik ∩ Jk ′ = ∅ ⇒ 	(k , k ′) = 0 and∑
1≤k≤K 	(k , k ′) = nk ′ . The modiﬁed bag is deﬁned by:
x	 = ∑1≤k ′≤K ′ ∑1≤k≤K 	(k , k ′) · (Ik ∩ Jk ′)
= ∑1≤k ′≤K ′ ∑1≤k≤K 	(k , k ′) · Ik
= ∑1≤k≤K(∑1≤k ′≤K ′ 	(k , k ′)) · Ik .
This transformation is valid. Indeed given any choice of an item b ∈ Bag(≥0 × I) with 2(b) = x there exists
a mapping 	 and an item b′ ∈ Bag(≥0 × I) such that 1(b′) = 1(b) and 2(b′) = x	 . More precisely, we
associate with a token (d , Jk ′) ≤ b a token (d , Ik ) such that d ∈ Ik . Conversely, given an item b′ ∈ Bag(≥0 × I)
with 2(b′) = x	, we pick 	(k , k ′) tokens {(di , Ik )}1≤i≤	(k ,k ′) and replace them by the tokens {(di , Jk ′)}1≤i≤	(k ,k ′).
In this way, we obtain a bag b ∈ Bag(≥0 × I) with 2(b) = x and 1(b) = 1(b′).
The resulting RA-TdPN is denoted N1. 
Lemma 4. We can build a RA-TdPN N2, equivalent to N1, and satisfying restrictions (1) and (2).
Proof. We iteratively apply the following transformation to each place of N1. Let p be a place of N1 and
assume that {[a1, a1], ]a1, a2[, . . . , ]am−1, am[, [am, am], ]am, am+1[} is the set of pairwise disjoint intervals required
by restriction (1).
We substitute to p a set of places {pa1 , pa1,a2 , . . . , pam−1,am , pam , pam,am+1}. We thus need to modify the accepting
condition Acc1 of N1: the accepting condition Acc2 of N2 is obtained by replacing all occurrences of p in Acc1
by the term
∑m
i=1(pai + pai ,ai+1). Besides, in the transformed net, a token with age d in place pai or pai ,ai+1 will
correspond to a token with age d + ai in place p .
In order to pick (i.e., produce, consume or read) a token with age ai in place p , one must pick a token with
age 0 in the new place pai . In order to pick a token with age d ∈ ]ai , ai+1[ in place p , one must pick a token with
age d − ai ∈ ]0, ai+1 − ai[ in the new place pai ,ai+1 .
Thus, we transform an arc connected to p with bag
x = n1 · [a1, a1] + n1,2 · ]a1, a2[ + · · · + nm · [am, am] + nm,m+1 · ]am, am+1[
intoarcs connected to thenewplaces such that thebag corresponding topai isni · [0, 0], and thebag corresponding
to pai ,ai+1 is ni,i+1 · ]0, ai+1 − ai[.
Finally, we add transitions to “transfer” tokens from one of the new places to another one when their age
increases: ta1,a2 , ta2 , . . . , tam , tam,am+1 . A transition tai consumes a token with age ai − ai−1 in pai−1,ai and produces
a token with age 0 in place pai . A transition tai ,ai+1 consumes a token with age 0 in pai and produces a token with
age 0 in place pai ,ai+1 . All these transitions are labelled by ε.
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LetN2 be the transformed net and ′ be a conﬁguration ofN2. We associate with ′ a conﬁguration  = f(′)
of N1 deﬁned by:
⎧⎨⎩
f(p ′, d) = (p ′, d) if p ′ /= p place of N1
f(pai , d) = (p , ai + d) for every pai
f(pai ,ai+1 , d) = (p , ai + d) for every pai ,ai+1
which we extend on bags by linearity. Note that f(′0) = 0. Straightforwardly, time elapsing commutes with
this mapping. Moreover, ﬁring a new transition does not modify the image of a conﬁguration and ﬁnally the
transformation of the arcs ensures that ﬁring an existing transition is also possible in the original net and that this
ﬁring commutes with the mapping. Finally, we easily check that the image by this mapping of a conﬁguration
satisfying Acc14 is a conﬁguration satisfying Acc2. An accepting ﬁring sequence ofN2 leads thus by thismapping
to an accepting ﬁring sequence of N1.
Conversely, assume that  is an accepting ﬁring sequence of N1. First, we split time elapsing steps in such a
way that if at some time a token corresponding to the sequence reaches the age ai , this instant is associated with
an intermediate conﬁguration. In order to build the corresponding sequence ′ of N2, we will add ﬁrings of the
new transitions at this instant some them just after the last time elapsing and some others just before the next
time elapsing. The ﬁrst set of ﬁrings will correspond to transitions tai+1 and will transfer all tokens in place pai ,ai+1
with age ai+1 − ai to place pai+1 . The second set of ﬁrings will correspond to transitions tai ,ai+1 and will transfer
all tokens in place pai with age 0 in place pai ,ai+1 . With these enforced transition ﬁrings, tokens are always in the
appropriate place for simulating a transition ﬁring in . 
Example 2. We illustrate the above construction on the net below:
The new (part of) net which is constructed is the following:
4 Recall that a conﬁguration  satisﬁes an acceptance condition Acc whenever the number of tokens in the places satisﬁes the constraint
of Acc.
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We consider an execution in the initial net, and will give the corresponding execution in the constructed net.
We consider the following execution in the initial net:
Post−→ 5 · (p , 0)+ (p , 1)+ (p , 1.2)
(0.5)−→ 5 · (p , 0.5)+ (p , 1.5)+ (p , 1.7)
Post−→ 5 · (p , 0)+ 5 · (p , 0.5)+ 2 · (p , 1)+ (p , 1.5)+ (p , 1.7)
Post−→ 10 · (p , 0)+ 5 · (p , 0.5)+ 4 · (p , 1)+ (p , 1.5)+ (p , 1.7)
Read−→ 10 · (p , 0)+ 5 · (p , 0.5)+ 4 · (p , 1)+ (p , 1.5)+ (p , 1.7)
(1)−→ 10 · (p , 1)+ 5 · (p , 1.5)+ 4 · (p , 2)+ (p , 2.5)+ (p , 2.7)
Pre−→ 10 · (p , 1)+ 5 · (p , 1.5)+ (p , 2)+ (p , 2.7)
In the above sequence, tokens are gathered by age, for example, the ﬁrst bag means that there are seven
tokens in place p , ﬁve of age 0, one of age 1 and one of age 1.2. The corresponding sequence of transitions in the
constructed net is:
Post , (t0,2)5, (0.5),Post ,Post ,Read, (t0,2)10, (0.3), t2, t2,∞, (0.2), t2, t2,∞, (0.5), (t2)4,Pre
Lemma 5. We can build an RA-TdPN N3, equivalent to N2, and satisfying restrictions (1), (2) and (3).
Proof. To prove this lemma, we need to explain how we can transform the snippets built in the proof of the
previous lemma into equivalent other snippets where all places have the shape of one of the ﬁve patterns of Fig.
5. In RA-TdPN N2 we have,5
• Places pai are connected to (possibly) several post-arcs labelled by bags n · [0], (possibly) several read-arcs
labelled by bags n′ · [0] and (possibly) several pre-arcs labelled by bags n′′ · [0].
• Places pai ,ai+1 (with ai+1 < ∞) are connected to one post-arc whose bag is [0], (possibly) several post-arc
labelled by bags n · ]0, ai+1 − ai[, (possibly) several read-arcs labelled by bags n′ · ]0, ai+1 − ai[, one pre-arc
labelled by a bag [ai+1 − ai], and (possibly) several pre-arcs labelled by bags n′′ · ]0, ai+1 − ai[.
• Place pam,∞ is connected to one post-arc whose bag is [0], (possibly) several post-arc labelled by bags n ·
]0,+∞[, (possibly) several read-arcs labelled by bags n′ · ]0,+∞[, and (possibly) several pre-arcs labelled by
bags n′′ · ]0,+∞[.
We apply successively the following transformations to the different places:
• Duplicate the place for each incident post-arc, and duplicate all transitions connected with read- and pre-arcs
as depicted on the next picture (transition t can be connected by a pre- or a read-arc):
Thus, each transitions connected by a pre- or read-arc is replaced by copies, one for every m ≤ n if n · I is the
bag labelling the arc between p and t.
5 Parameters n, n′ and n′′ are not necessarily shared by arcs.
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• Duplicate the place for each incident pre-arc, and duplicate all transitions connected with read- and post-arcs
as depicted on the next picture (transition t can be connected by a post- or a read-arc):
Thus, each transition connected by a post- or a read-arc is replaced by copies, one for every m ≤ n if n · I is
the bag labelling the arc between p and t.
We modify accordingly the accepting conditions by replacing occurrences of p by the sum p1 + p2 if we have
duplicated the place p into the two places p1 and p2. It is straightforward to prove that these constructions do
not change the accepted languages. There is only one point that needs to be detailed. In the last transformation,
given an occurrence of t in a sequence  ofN , we obtain the corresponding ′ ofN ′ by choosing the appropriate
t(m) which depends on . Indeed, we count m1 the number of tokens produced by t that will be consumed by
t1 and m2 the number of tokens produced by t that will be consumed by t2. Note that m1 + m2 ≤ n, so we can
choose any m such that m1 ≤ m ≤ n− m2.
Finally, the places of the resulting net satisfy the property that they are connected to post-arcs (resp. pre-arcs)
labelled by the same interval. Moreover, because of the form of the intervals in the former construction, this
means that every place is of the form of one of the ﬁve patterns of Fig. 5. 
Note that all transformations we have presented in this section preserve both boundedness and integrality
of the nets. Note also that the transformation is doubly-exponential. This bound may be improved, but here we
only focus on expressiveness. This concludes the proof of Proposition 1.
6. Removing the read-arcs
In this section, we study the role of read-arcs in RA-TdPNs. Thanks to Lemma 1. (language L1), we already
know that read-arcs add expressive power to TdPNs for the ω-equivalence. We then prove that read-arcs do
not add expressiveness to the model of TdPNs when considering ﬁnite or inﬁnite non-Zeno timed words. We
present two different constructions: the ﬁrst one is correct only for ﬁnite timed words, whereas the second one,
which extends the ﬁrst one, is correct for non-Zeno inﬁnite timed words. In both correction proofs, we need to
assume that places connected to read-arcs do not occur in the acceptance condition. This can be done without
loss of generality, as stated by the following lemma.
Lemma 6. Given an RA-TdPN N , we can build a RA-TdPN N ′ {∗,ω,ωnz}-equivalent to N such that no place
connected to a read-arc does occur in the acceptance condition.
Proof. We iteratively apply the following transformation to every place of N connected to a read-arc and
occurring in the acceptance condition. Let p be such a place. The net N ′ is obtained by adding to N a new
place p ′ such that for every t ∈ T , Post(t)(p ′) = Post(t)(p), Pre(t)(p ′) = Pre(t)(p), Read(t)(p ′) = 0. We assume
in addition that 0(p ′) = 0(p), and we set the acceptance condition of N ′ to the one of N where place p is
replaced by place p ′.
We claim thatN ′ is equivalent toN . First note that given any reachable conﬁguration ofN ′, p and p ′ contain
the same number of tokens, but not necessarily the same (i.e., with the same age) tokens (because pre-arcs may
choose different tokens).
Let ′ be a ﬁring sequence of N ′ leading to an accepting conﬁguration. Then , obtained from ′ by deleting
the tokens of p ′ in the bags x, y , z associated with the ﬁring of a transition, is a sequence of N . Indeed as N is
a subnet of N ′ obtained by deleting places, all behaviours of the latter net are behaviours of the former one.
Furthermore, due to the previous observation about markings of p and p ′, the conﬁguration reached after the
ﬁring sequence  satisﬁes the acceptance condition of N .
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Let  be a ﬁring sequence ofN leading to an accepting conﬁguration. Then we build ′ a ﬁring sequence ofN ′
from  by consuming and producing in place p ′, the same tokens consumed and produced in p by the sequence
. The ﬁnal conﬁguration of ′ has the same tokens in p and p ′ and thus satisﬁes the acceptance condition of
N ′. 
6.1. Case of ﬁnite words
As announced above, we establish now a result proving that with respect to the equivalence of ﬁnite timed
words, it is possible, given an RA-TdPN, to build another onewhich is equivalent. One of the key ideas underlying
this construction is the resort to amodiﬁcation of the acceptance conditionswhich allows us to add some vivacity
to the model. Before stating our result, we illustrate this idea on an example.
Example 3. We consider the RA-TdPN N1 depicted on Fig. 3. We transform this net into the net illustrated on
Fig. 6, which recognizes the same language of ﬁnite timed words. In this net, initially, transition t1 labelled by ε
puts one token in place p1 and another one in place p2. Then a’s are produced by ﬁrings of the transition t3, and
ﬁnally before one time unit has elapsed, the transition t2 labelled by ε is taken, which empties places p1 and p2.
This last ﬁring is enforced by the accepting condition p1 + p2 = 0.
Theorem 2. Let N be an RA-TdPN , then we can effectively build a TdPN N ′, which is ∗-equivalent to N . Note
that the construction preserves boundedness and integrality of the net.
Proof. To prove this result, we ﬁrst normalize the net. We consider only places incident to read-arcs and,
thanks to the previous lemma, we can suppose that these places are not in the acceptance condition. We then
distinguish between the ﬁve possible patterns of Fig. 5 for a place p incident to a read-arc, and show that in
every case, we can remove the read-arcs incident to place p .
Pattern P1. The construction is presented on Fig. 7. This is the simplest case. Indeed, the simulation is the same
as in the untimed case. It is easy to verify that the ﬁring sequences of the two nets are exactly the same, and thus
the two nets are equivalent.
PatternP2. Wehandle separately the cases a = +∞ and a < +∞. The construction for the ﬁrst case is presented
on Fig. 8. For the second case, the construction is presented on Fig. 9.
The case a = +∞ is relatively simple. It is indeed sufﬁcient to notice that, once a token has a positive age, it
can be used forever by read-arcs and pre-arcs, since its age does not constrain their ﬁrings. In particular, we do
not modify the accepting condition.
Fig. 6. An illustration of the ideas used for removing the read-arcs.
Fig. 7. Removing read-arcs in pattern P1.
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Fig. 8. Removing read-arcs in pattern P2, case a = +∞.
The case a < +∞ is a little bit more involved since we have to take into account the ages of the tokens.
Simulating the read-arcs is thus not so easy. To ensure the correctness of this construction, we also modify the
accepting condition of N by adding the following constraint: p1 + p2 + p3 ≤ 0. Before proving the equivalence
between the two nets, we make preliminary remarks on several invariants of the net N ′. Every conﬁguration 
appearing on an accepting ﬁring sequence of N ′ satisﬁes the following properties:
(i) size((p1)) = size((p2))+ size((p3)).
(ii) size((p2)) ≥ size((p1)|=0),
where (p1)|=0 is the bag of tokens in place p1 whose age is equal to 0
(iii) size((p1)) = size((p1)|<a),
where (p1)|<a is the bag of tokens in place p1 whose age is strictly less than a.
The two ﬁrst properties are simple invariants obtained by comparing producing and consuming arcs connected
to places p1, p2 and p3.
The last property relies on the accepting property of the sequence. Indeed, this implies that every token
produced in place p1 has to be consumed by one of the two transitions t′′ and t2. The timing requirements (]0, a[)
of arcs connected to place p1 of transitions t′′ and t2 then implies that the age of these tokens is always strictly
less than a.
We ﬁrst consider an accepting ﬁring sequence  of N , and build a corresponding accepting ﬁring sequence
′ of N ′. We make two kinds of modiﬁcations to this sequence. First, we move tokens from place p2 to place p3
with the silent transition t1 as soon as we need them for transition t′ or t′′ (if a token is never used, we move it
when its age is equal to a/2). Second, we empty places p1 and p3 using the silent transition t2 as soon as the tokens
are no more used until the end of the sequence. In this way, we consume every dead token of place p of net N .
The silent transitions we have inserted allow to verify that we can ﬁre the corresponding discrete transitions in
the net N ′.
Fig. 9. Removing read-arcs in pattern P2, case a < +∞.
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Conversely, we consider an accepting ﬁring sequence ′ of N ′. We build a ﬁring sequence  of N obtained
from ′ by erasing silent transitions t1 and t2. We now verify that transitions t′ and t′′ are still ﬁrable in .
First note that the producing arcs imply the following inequality between two conﬁgurations  and ′ obtained,
respectively, after the same preﬁx of  and ′:
(p) ≥ ′(p1)
This implies that every ﬁrable occurrence of the transition t′′ in ′ is still ﬁrable in . To prove the same property
for t′, we will use the preliminary remarks. Suppose that t′ is ﬁrable in ′. Then, there are at least n′ tokens in
place p3. Properties (i), (ii) and (iii) together imply that there are at least n′ tokens of age belonging to ]0, a[ in
place p1. The previous inequality between (p) and ′(p1) ﬁnally implies that the transition t′′ is also ﬁrable in
N . This concludes the proof for pattern P2.
Pattern P3. The construction is presented on Fig. 10. We also modify the accepting condition of N by adding
the following constraint:
∑6
i=1 pi ≤ 0. Before proving the equivalence between the two nets, we also make
preliminary remarks on several invariants of the net N ′. Every conﬁguration  appearing on an accepting ﬁring
sequence of N ′ satisﬁes the following properties:
(i) size((p1)|=0)+ size((p2)|=0)+ size((p4)|=0) = size((p3)|=0).
(ii) size((p2)|=a) ≤ size((p6)|>0).
(iii) size((p2)|>0)+ size((p4)|>0) = size((p3)|>0)+ size((p5))+ size((p6)).
(iv) size((p2)|]0,a[)+ size((p4)|>0) ≥ size((p3)|>0)+ size((p5)).
The ﬁrst property is an invariant obtained by comparing producing and consuming arcs connected to the
different places.
The second property relies on the accepting condition. Since a tokenwith age a in place p2 has to be consumed
in zero time by transition t′′, this transition has to be enabled, and thus we obtain the inequality (ii).
The third property is obtained from the ﬁrst one by letting time elapse, using the fact that the acceptance
condition implies that size((p1)>0) = 0.
Finally, the fourth property can be obtained from properties (ii) and (iii) by subtraction.
We ﬁrst consider an accepting ﬁring sequence  of N , and build a corresponding accepting ﬁring sequence
′ of N ′.
At each time a token is produced by the transition t, wemove the corresponding token of place p1. If this token
will be consumed by the transition t′′, then we use the silent transition t1 to move it to the place p2. Otherwise,
we move it with t2 to the place p4.
Fig. 10. Removing read-arcs in pattern P3.
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Moreover, we also move the copy of the token of place p3 to place p5 with the silent transition t3 as soon
as we need it for transition t′ (if a token is never checked by t′, we move it when its age is equal to a/2). This
instant must appear after a strictly positive delay of time since the interval of t′ is ]0, a[, which ensures that the
transition t3 is ﬁrable.
Finally, as soon as a token of place p5 is no more used until the end of the sequence by the transition t′, we
have to consume it using t4 or t5. Two cases are possible:
• either the corresponding token of  is consumed by t′′, and then we move it to p6 using t4. Note that since the
last read appears strictly before its age equals a, the age of the produced token in p6 will be strictly positive
when the age of the corresponding token of place p2 will reach a, and thus the transition t′′ will be ﬁrable,
• or the token is never consumed by t′′, and then we consume it immediately by t5, which is possible since the
last occurrence of t′ appears strictly before a.
Note that the previous modiﬁcations are possible if we have done the same choices for the copies of the token
placed in p1 and p3. In this way, we consume every dead token of place p of the net N . This implies that the
corresponding ﬁring sequence will be accepting.
Finally, it can be checked that the silent transitions we have inserted lead to a ﬁrable sequence of the net N ′.
Conversely, we consider an accepting ﬁring sequence ′ of N ′. We build a ﬁring sequence  of N obtained
from ′ by erasing silent transitions t1, . . . , t5. We now verify that transitions t′ and t′′ are still ﬁrable in . First
note that the producing arcs imply the following inequality between two conﬁgurations  and ′ obtained,
respectively, after the same preﬁx of  and ′:
(p) ≥ ′(p1)+ ′(p2)+ ′(p4)
In particular, we have (p) ≥ ′(p2). This implies that every ﬁrable occurrence of the transition t′′ in ′ is still
ﬁrable in . To prove the same property for t′, we will use the preliminary remarks. Suppose that t′ is ﬁreable in
′. Then there are at least n′ tokens in place p5. Using inequality (iv), and the fact that the age of every token in
place p4 is strictly less than a (since we consider an accepting sequence), we get:
size((p2)|]0,a[)+ size((p4)|]0,a[) ≥ n′
This implies, using the previous inequality on , that there at least n′ tokens in place p of age belonging to the
interval ]0, a[ in the conﬁguration . This proves that t′ is ﬁrable in  and concludes the proof for pattern P3.
Pattern P4. We distinguish the two cases a = +∞ (Fig. 11) and a < +∞ (Fig. 12).
For the case a = +∞, the construction is similar to that for pattern P1. Indeed, a token produced is immedi-
ately and forever available for use since its age does not constrain the ﬁring of transitions. Note that we do not
modify the accepting conditions.
As for the pattern P2, the case a < +∞ is more involved since we have to take into account the ages of
the tokens. We also modify the accepting condition of N by adding the following constraint: p1 + p2 ≤ 0. This
pattern is treated similarly as the pattern P2. Indeed, the pre- and read-arcs are the same. The only modiﬁcation
then comes from the post-arc. In this pattern, tokens are produced with initial age belonging to the interval ]0, a[,
whereas they were produced with initial age 0 in pattern P2. The construction is simpler here since we do not
need to let some time elapse before allowing the transition t′ (corresponding to the read-arcs) to use produced
tokens.
The correctness proof for this pattern can easily be derived from the proof for pattern P2.
Fig. 11. Removing read-arcs in pattern P4, case a = +∞.
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PatternP5. The construction is presented onFig. 13.We alsomodify the accepting condition ofN by adding the
following constraint:
∑5
i=1 pi ≤ 0. PatternP5 is treated in a way similar to patternP3 since pre- and read-arcs are
the same and the only modiﬁcation comes from the post-arc: production in the interval [0, 0] has been replaced
by a production in the interval ]0, a[.
We make two main modiﬁcations to the case of pattern P3.
First, we let the choice of the initial age of the produced tokens to the transitions t1 and t2. Since there is no
timed copy of the token, the choice of an initial age raises no difﬁculty. Recall that the choice of ﬁring t1 or t2
corresponds as previously to the distinction between tokens that will be eventually consumed by the transition
t′′ before the end of the ﬁring sequence, and the tokens that will not.
Then, since produced tokens have initial age belonging to the interval ]0, a[, these tokens can immediately be
used by the transition t′, and thus, as in the previous case, we do not need to let some time elapse before moving
tokens in the place p4.
The correctness proof for this pattern can easily be derived from the one for pattern P3. 
Fig. 12. Removing read-arcs in pattern P4, case a < +∞.
Fig. 13. Removing read-arcs in pattern P5.
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6.2. Case of inﬁnite non-Zeno words
The previous construction cannot be applied to languages of inﬁnite words. Indeed, it relies on the following
idea: the acceptance condition requires that one empties the places at the end of the sequence in the simulating
net in order to check whether ages of tokens have been appropriately simulated.
In the case of inﬁnite timed words, a similar Büchi condition would require that the places of the simulating
net are empty inﬁnitely often, but this may not be the case. Consider for example the net N3 depicted on Fig. 14.
This net recognizes the following language of inﬁnite timed words:
Lω(N3) = {w = (ai , i)i≥0 | ai = a ⇒ ∃j < i, aj = b and i − j ∈]0, 3[}
In particular the following timed word belongs to L(N3):
w = (b, 0)(b, 2)(a, 2)(b, 4)(a, 4) . . . (b, 2i)(a, 2i) . . .
Any conﬁguration of the execution accepting w always contains a token in place p that needs to be read later on
and thus a Büchi condition similar to the one used for ﬁnite wordswould “eliminate” the timedwordw. However
in the divergent case, we will ﬁrst apply a transformation of the net that will not change the language, in such a
way that in the new net, every inﬁnite non-Zeno timedwordwill be accepted by an appropriate generalized Büchi
condition. Roughly, this construction consists on this example in creating two copies of the net and producing
tokens alternatively in a copy of place p or in the other one. As a consequence, each copy will be empty inﬁnitely
often.
Theorem 3. Let N be an RA-TdPN , then we can effectively build a TdPN N ′, which is ωnz-equivalent to N .Note
that the construction preserves the boundedness and the integrality of the nets.
Proof. We assume that N is normalized and that no place connected to a read-arc occurs in the acceptance
conditions. First note that the only cases in which bounds of intervals may be inﬁnite are in patterns P2 and P4.
Moreover, in these cases, when a is inﬁnite, we have proposed constructions which do not rely on a modiﬁcation
of the acceptance conditions and which are thus also correct for equivalences on inﬁnite timed words. In the
sequel, we are thus only interested in cases of ﬁnite bounds, i.e., when a is ﬁnite.
First, we transform N into another RA-TdPN N ∗ as follows. We duplicate every place p connected to a
read-arc by an arc labelled with ]0, a[ (a ﬁnite), into two places podd and peven . Then we apply the following
transformation iteratively to every place p and every arc connected to p . Let t be a transition connected to p
and n · I be the bag labelling the arc connecting them. We replace t by a set of transitions {t(k)}0≤k≤n such that
the arcs of these transitions are identical to those of t except the one under examination. We add to transition
t(k) two arcs (of the same kind as the original one), one labelled by k · I connected to podd and one labelled by
(n− k) · I connected to peven . Note that an original transition may be duplicated several times. The label of the
duplicated transitions is the one of the original transition.
It is clear that N and N ∗ are equivalent for all the language equivalences and in particular for the ωnz-
equivalence. However N ∗ satisﬁes an additional property that we explain now. We select an integer strictly
greater than every ﬁnite interval bound occurring in N ∗ and call it max. Given an inﬁnite sequence  and a
token initially present or produced along the sequence, we say that a token is useless in some conﬁguration
reached along , if it will not be “used” in the remaining sequence by a read-arc or a pre-arc.
Letw be an inﬁnite non-Zeno timed word accepted by a ﬁring sequence  ofN then we build a ﬁring sequence
∗ of N ∗ whose label is w and such that:
Fig. 14. A RA-TdPN N3.
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• at any time (2k) · max with k ∈ ≥0, there is a conﬁguration such that all places peven contain only useless
tokens,
• at any time (2k + 1) · max with k ∈ ≥0, there is a conﬁguration such that all places podd contain only useless
tokens.
Note that, due to the (time) divergence of , a token produced in some place p (deﬁned as before) will either
become useless or it will be consumed in some conﬁguration. This is true because we are concernedwith intervals
whose bounds are ﬁnite. If this conﬁguration occurs in some interval [(2k + 1) · max, (2k + 2) · max[, we say that
this token is even otherwise we say that it is odd. We build ∗ by appropriately replacing a transition by one of
its copies: the choice of the copy depends on whether tokens that are read, consumed or produced are even or
odd. For instance, an odd (resp. even) token will be produced in the odd (resp. even) copy of the place.
Now take the last conﬁguration of ∗ reached at time (2k + 1) · max and suppose that place podd contains a
token which is not useless yet, then it will become useless during the interval ](2k + 1) · max, (2k + 2) · max[. So
it is an even token and should have been produced in peven. The proof for the last conﬁguration of 
∗ reached
at time (2k) · max is similar.
We now apply the transformation of Theorem 2 to N ∗ yielding N ′. In the transformation of patterns 2,
3, 4, 5 when a is ﬁnite we memorize the character of the new places. For instance, in the pattern P4, a place
podd is replaced by two places podd,1 and podd ,2. Then we add to the generalized Büchi condition of N ′ two new
conditions: the sum of tokens in odd (resp. even) places must be inﬁnitely often 0.
Let w be a non-Zeno inﬁnite timed word of N (and of N ∗). Now take a sequence ∗ of N ∗ accepting w with
the additional property. Simulate the sequence in N ′ as for Theorem 2 except that tokens not consumed by ∗
are consumed by the “emptying” transitions of N ′ as soon as they become useless. Due to the property of ∗,
this simulating sequence fulﬁlls the new conditions added to the generalized Büchi condition.
Conversely let ′ be an inﬁnite non-Zeno sequence of N ′ and suppose that it does not respect previous
conditions, i.e., that it produces tokens in the wrong copies of the place p , or that it does not consume tokens
that are useless. Then some tokens in odd or even places will never be consumed in ′ and ′ is not accepting.
Thus for an accepting sequence ′ of N ′, we apply exactly the same transformations as those performed in
Theorem 2 in order to obtain an accepting sequence of N ∗. 
Example 4. (Application of the construction of Theorem 3) Consider the net N3 depicted on Fig. 14. It is easy
to see that the net depicted on Fig. 15, say N ′3, is the net obtained by the construction presented in the proof
of Theorem 3. Indeed, the only place p of N3 is conﬁgured as pattern P2. The construction thus consists in
duplicating this place into two copies called “Even” and “Odd”, and then applying the construction described
for ﬁnite timed words to each of this copies. The accepting condition is a generalized Büchi condition requiring
that the two sets of places obtained, respectively, for the even copy and for the odd copy are empty inﬁnitely
often. Recall that the following word is accepted by N3.
w = (b, 0) (b, 2) (a, 2) (b, 4) (a, 4) . . . (b, 2i) (a, 2i) . . .
odd even even
We give here the corresponding execution ′ in N ′3, as it is deﬁned in the proof of Theorem 3. Note that it could
be possible on this example to provide a simpler execution. By deﬁnition, we consider 4 as the constant max of
the proof. Then a token is “even” if it becomes useless in an interval of the form [(2k + 1).4, (2k + 2).4[, and
“odd” otherwise. We have indicated under the occurrences of b in w whether the produced token is odd or even.
Using this information, we can derive the following sequence ′.
′ = (t1o, 0)(t2o , 2)(t1e, 2)(t3o , 2)(t4o , 2)(t1e, 4)(t2e , 4)(t3e , 4)(t4e , 4)(t1o, 6)(t2e , 6)(t3e , 6)(t4e , 6) . . .
Let us note 1 (respectively, 2) the conﬁguration reached after ﬁring the 5 ﬁrst transitions (respectively, 13) of
′. It is routine to verify that 1 satisﬁes the accepting condition
∑3
i=1 pio = 0 and that 2 satisﬁes the accepting
condition
∑3
i=1 pie = 0.
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Fig. 15. Application of Theorem 3 to the net N3.
7. Removing general resets
In this section, we study the role of general resets in RA-TdPNs. Thanks to Lemma 2 (language L2), we know
that the class of integral RA-TdPNs is strictlymore expressive than the class of 0-reset integral RA-TdPNs for the
ω-equivalence. We now prove two results, which show that this is the combination of the presence of read-arcs
together with the integrality property which explains the expressiveness gap between 0-reset nets and nets with
general resets. Indeed, we ﬁrst propose a construction which is correct for TdPNs (i.e., without read-arcs), and
which preserves integrality of the net. Then we present a second construction, which is correct even for nets with
read-arcs, but which does not preserve the integrality of the nets.
Theorem 4. For every TdPN N , we can effectively build a 0-reset TdPN N ′ which is {∗,ω,ωnz}-equivalent to N .
Moreover, this construction preserves boundedness and integrality of the net.
This result is not difﬁcult and consists in shifting intervals of pre-arcs connected to a place, depending on the
intervals which label post-arcs connected to this place.
Proof. Let N be a TdPN. Observing that the transformation related to Proposition 1 preserves the absence
of read-arcs, we can assume that every place p of N satisﬁes one of the ﬁve patterns of Fig. 5, in which there is
no read-arc.
Only patterns P4 and P5 have general resets, we thus only describe a construction for these two cases. The
constructions are depicted on Fig. 16, and it is straightforward to prove their correctness. Indeed, in the case of
pattern P4, if, in the initial net, a token enters place p with age x ∈ ]0, a[ and leaves place p with age y ∈ ]0, a[,
then in the second net, it will enter place p with age 0, and leave place p with age y − x ∈ [0, a[. Conversely,
if a token arrives in place p (with age 0) in the second net, and leaves the place with age x ∈ [0, a[, then it will
arrive in place p (in the ﬁrst net) with age a−x2 ∈ ]0, a[ if a < ∞ (with age 1 otherwise) and it will leave place p
at age a+x2 ∈ ]0, a[ if a < ∞ (at age 1 + x otherwise). Dead tokens in the ﬁrst net correspond to dead tokens in
the second net. The case of pattern P5 is similar. 
The second construction is much more involved, and requires to reﬁne the granularity of the net which is
built. However, it is correct for the whole class of RA-TdPNs.
Theorem 5. For every RA-TdPN N , we can build a 0-reset RA-TdPN N ′ which is {∗,ωnz ,ω}-equivalent toN . The
construction preserves boundedness of the net, but not its integrality.
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Fig. 16. Removing general resets in TdPNs.
Proof. First, it it worth noticing that in the case of ﬁnite timed words, and non-Zeno inﬁnite timed words,
this result is a corollary of previous results (Theorems 2–4). The construction we explain now, though correct
for all ﬁnite and inﬁnite timed words, is thus only necessary to deal with Zeno inﬁnite timed words.
Let N be a RA-TdPN which, we assume, only includes the patterns of Proposition 1. The only places of N
which are connected to non 0-reset post-arcs are those which satisfy pattern P4 or pattern P5 (Fig. 5d and e).
7.1. Case of pattern P4
The construction for this case is depicted on Fig. 17. We denote N ′ the resulting net. We prove now the
equivalence of the two nets N and N ′.
First, let  be an (inﬁnite) accepting ﬁring sequence in N . We construct a sequence ′ in N ′ accepting the
same timed word as follows.
Let us pick a token of p with initial age . Two cases have to be distinguished:
• First case: this token will not be consumed by t′′. If  ≥ a2 then we permanently leave it in p1. Otherwise
(0 <  < a2 ), after letting
a
2 −  time units pass, we transfer it to p2 using the silent transition t1. Note that the
token in N ′ is available in p1 or in p2 at least as long as it is available in N .
• Second case: this token will be consumed by t′′ when its age is ′. If 0 < ′ − (< a), then we transfer it to p2
after letting 
′−
2 time units pass. Otherwise, the token is immediately consumed and no time elapses: we thus
do not transfer the token. Note again that the token in N ′ is available in p1 or in p2 at least as long as it is
available in N .
Now the sequence ′ is obtained from  by inserting the occurrences of the transfer transition and by
substituting the appropriate t′(n′1) (resp. t′′(n
′′
1 )) for t
′ (resp. t′′) depending on the locations of the tokens of p in
N ′ used by the ﬁring of t′ (resp. t′′) in N .
Conversely, let ′ be an (inﬁnite) accepting ﬁring sequence in N ′. We construct a sequence  in N accepting
the same timed word as follows.
Fig. 17. 0-Reset equivalent for pattern P4.
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We simply delete the occurrences of the transfer transition and we substitute the transition t′ (resp. t′′) for
t′(k ′1) (resp. t′′(k
′′
1 )). It remains to deﬁne the initial age of a token produced in p . If this token corresponds to a
token in N ′ which is not transferred to p2, its initial age is a2 . If the token is transferred to p2 when its age is ,
then in N , its initial age is a2 − . Due to this choice, the token is available in p at least as long as it is available
in p1 or in p2 of N ′, and every ﬁrable transition of ′ will thus be ﬁrable in .
This concludes the case of pattern P4.
7.2. Case of pattern P5
This construction is more involved since read actions and consumptions happen in different intervals (]0, a[
and [a], respectively). In order to understand the problem raised by this new constraint, compared to pattern
P4, we start with a wrong simulation (depicted in Fig. 18) directly adapted from the previous simulation.
Using a proof similar to the one for pattern P4, we can show that every ﬁring sequence  in N can be
simulated in this net. However, the converse is wrong. Indeed, assume, for instance, that n = n′ = 1. Then, the
ﬁring sequence (t, 0)(t1, a4 )(t
′(1), a4 ) (t
′′, a4 ) does not correspond to any sequence in the original net. Indeed if such
a sequence did exist then the token produced by t would have an age belonging to ]0, a[ at time a4 in order to ﬁre
t′. But then at time a4 , the transition t
′′ is not ﬁrable. The problem with this simulation is that at the same point
in time, a token may be used ﬁrst to simulate a ﬁring of t′ and then to simulate the ﬁring of t′′.
We now present a second simulation (depicted in Fig. 19) which is correct but uses a “dynamical” weight x
on an arc. Let us explain the semantics of x: when ﬁring t′′ at some time point , x is the maximum value of
n′ − n′1 corresponding to a previous ﬁring of some t′(n′1) at date . Thus, one avoids the problem faced by the
previous simulation, but there are no dynamical weights in the RA-TdPN model. The next (correct) simulation,
depicted on Fig. 20, mainly consists in simulating such a dynamical weight. We again denote byN ′ the resulting
RA-TdPN.
Before proving the correctness of the construction, we give some explanations aboutN ′. First, place ready is
connected to every transition ofN by a read-arc whose bag is [0]. Secondly, we denote by K the largest constant
n′ appearing on a bag n′ · ]0, a[ of a read-arc and, for every integer k such that 0 ≤ k ≤ K , we deﬁne a place q(k)
and two silent transitions in (k) and out (k). The lower part of the net plays three roles. First it schedules the
upper part as follows: it makes explicit the alternation between time elapsing and “simulating” instantaneous
ﬁring sequences in the upper part of the net. Then before any “simulating” instantaneous ﬁring sequence, it
selects the maximal number of tokens that will be simultaneously checked by a ﬁring of t′ in this ﬁring sequence
(i.e., selects the number k which corresponds to the previous dynamical weight). Finally, after some time has
elapsed, it moves tokens from p1 to p2 in order to avoid these transfers during the “simulating” instantaneous
ﬁring sequences. More precisely, every behaviour of N ′ must be a (possibly inﬁnite) iteration of the following
sequence:
• First, exactly one of the transitions in (k) is ﬁred, thus putting instantaneously (i.e., in zero delay) a token in
some place q(k) and in the place ready.
• Then the net ﬁres the transitions ofN , including t, t′, t′′, (or more precisely their versions inN ′) in zero delay.
Then, instantaneously, transition tend is ﬁred and the token in place ready is moved to the place wait .
• Afterwards, some time elapses, enabling the ﬁring of the silent transition out (k), which picks the token out
of the place q(k) and puts a token in place tr .
Fig. 18. A wrong 0-reset simulation for pattern P5.
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Fig. 19. A 0-reset simulation for pattern P5 … with a dynamical weight.
Fig. 20. 0-reset equivalent for pattern P5.
• The upper part of the net can then transfer in zero delay some tokens from p1 to p2 using the silent transition
t1.
• Finally, the silent transition tsel is ﬁred instantaneously and puts back the token of the lower part in
place sel .
We can now prove that the two nets are equivalent.
Let  be an (inﬁnite) accepting ﬁring sequence in N . We add to this sequence additional information in
order to build a sequence ′ in N ′ accepting the same timed word. We assume that the sequence includes the
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intermediate markings and that the tokens in the markings are distinguished (meaning, for instance, that if two
tokens have the same age, then one of them is the ﬁrst, the other is the second).
First, we add a (possibly inﬁnite) transfer date to all tokens produced in p . Let us pick a token of p with initial
age  produced at time . Two cases are possible:
• First case: this token will not be consumed by t′′. If  ≥ a2 , then we affect to it a transfer date equal to ∞.
Otherwise (0 <  < a2 ), its transfer date will be  + a2 − .• Second case: this token will be consumed by t′′ (necessarily when its age is a). Its transfer date will be  + a−2 .
Let us now consider amaximal instantaneous ﬁring sequence , i.e., a (possibly inﬁnite) maximal subsequence
of  of time length equal to 0. In this subsequence, we add to every occurrence of some transition t′ connected
to p with a read-arc n′·]0, a[, the number of tokens checked by this read-arc which have not yet reached their
transfer date, let say n′1. We affect to the whole subsequence the (ﬁnite) maximal value among n′ − n′1 for such n′1
(0 if this set is empty). Let us denote this value k: k = max{n′ − n′1 | n′1 is attached to t′, t′ ∈ }. We have k ≤ K .
We now build ′ as follows. Let 0 = 0 < 1 < 2 < · · · be the (ﬁnite or inﬁnite) sequence of instants corre-
sponding to either a ﬁring of a transition in  or to a ﬁnite transfer date (or both).
In ′, the lower part of the net of Fig. 20 “decomposes” time elapsing according to 0, 1, 2, . . .Let us describe
the iterative “behaviour” of ′. If i corresponds to a ﬁring subsequence of  then it selects the value k described
above by ﬁring in (k), otherwise, it selects 0 by ﬁring in (0). Afterwards, the upper part simulates the maximal
subsequence substituting t′(n′1, k) (resp. t′′(k)) for t′ (resp. t′) with n1 speciﬁed above. Then, after ﬁring tend , it lets
i+1 − i time units elapse and (after ﬁring out(k)), ﬁres t1 as many times as speciﬁed by the number of tokens
with transfer date i+1 and ﬁnally ﬁres tsel.
We claim that we obtain in this way a ﬁring sequence inN ′ accepting the same timed word. The validity of the
ﬁring of a transition t′(n1, k) is obtained as for pattern P4. Thus the only point to be detailed is the validity of a
t′′(k) ﬁring inN ′ since there is an additional read-arc.However, this ﬁring takes place in amaximal instantaneous
ﬁring subsequence where k tokens have been read in p2 with an age belonging to [0, a2 [. Due to our choice of
ﬁrings of the transfer transition t1, these tokens correspond in N to tokens in p whose age was strictly less than
a during this subsequence. So they cannot be consumed by this subsequence and thus are present when ﬁring
t′′(k).
Conversely, let ′ be an (inﬁnite) accepting ﬁring sequence of N ′. We obtain a sequence  of N with same
timed word as follows. First we remark that each time a transition t′′(k) is ﬁred in ′, we can consume the oldest
token in p2 with age less than or equal to a2 without modifying the ﬁrability of the sequence (since tokens in p2
are checked for downwards closed intervals). Thus we assume this behaviour.
We simply delete the occurrences of the transfer transition and the cycle transitions (i.e., those occurring in
the lower net) and we substitute the transition t′ (resp. t′′) for t′(n′1, k) (resp. t′′(k)). It remains to deﬁne the initial
age of a token produced in p . If this token corresponds to a token in N ′ which is not transferred to p2, its initial
age is a2 . If the token is transferred to p2 when its age is  and not consumed by some t
′′(k), then in N , its initial
age is a2 − . At last, if the token is transferred to p2 when its age is  and consumed by some transition t′′(k)when
its age is ′, then its initial age is a− − ′ (note that this last choice implies that the corresponding occurrence
of transition t′′ will also be ﬁrable in N ).
Finally, we need to verify that these deﬁnitions of the initial ages of the tokens in N are compatible with the
ﬁring of the transitions t′. Let us consider an occurrence in  of a transition t′ with a read-arc labelled by bag
n′ · ]0, a[. To be ﬁrable, t′ requires the presence of n′ tokens in p with age less than a. This checking corresponds in
N ′ to the ﬁring of a transition t′(n′1, k)with n′ − n′1 ≤ k in some instantaneous ﬁring sequence . The n′1 tokens in
p1 used by this ﬁring have, by construction, an age less than a (note that these tokens will be possibly transferred
to p2 after a time elapsing). Now take the n′ − n′1 youngest tokens in p2 at the beginning of . We will prove that
they all have an age in N strictly less than a. First, note that none of them can be consumed by a transition
t′′ during  since a ﬁring of t′′ requires at least k ≥ n′ − n′1 tokens in addition to the one to be consumed, and
since we have assumed above that transitions t′′(k) consume the oldest tokens. Now, let us consider one of these
tokens. Two cases are possible: either it is consumed later (i.e., in another instantaneous ﬁring sequence) by a
transition t′′(k), and then its age in N is necessarily less than a. Or this token is never consumed, and then if its
age in N ′ is equal to some ′ < a2 , we have deﬁned above its age in N as a2 + ′, which satisﬁes a2 + ′ < a.
This concludes the proof of the second case. 
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8. Summary of our expressiveness results
8.1. Case of ﬁnite and inﬁnite non-Zeno words
Applying the results of the two previous sections, we get equality of all subclasses of RA-TdPNs mentioned
on Fig. 21, for the {∗,ωnz}-equivalence. Note that this picture is correct for the general classes, for the restriction
to integral nets, and also for the restriction to bounded nets.
8.2. Case of inﬁnite words
The picture in the case of inﬁnite timed words is much different (see Fig. 22). Indeed the hierarchy in the
previous case collapses, whereas we get in that case the lattice depicted in Fig. 22. Plain arcs represent strict
inclusion, and dashed arcs indicate that the classes are incomparable. Finally note that this picture holds for
both bounded and general nets.
9. Application to timed automata
First deﬁned in [3], the model of timed automata (TA) associates with a ﬁnite automaton a ﬁnite set of
non-negative real-valued variables called clocks.
9.1. Deﬁnition of timed automata
Let X be a ﬁnite set of variables, which we call clocks. We write C(X) for the set of constraints over X , which
consist of conjunctions of atomic formulas of the form x  h for x ∈ X , h ∈ ≥0 and  ∈ {<,≤,=,≥,>}. The
model we will deﬁne here is a slight extension of the classical model of [3] and a subclass of updatable timed
automata [5].
Deﬁnition 6. (Timed automaton (TA)) A timed automaton A over ε is a tuple (L, 0,X ,ε,E,A) where L is a
ﬁnite set of locations, 0 ∈ L is the initial location, X is a ﬁnite set of clocks, E ⊆ L× C(X)×ε × (X ↪→ I)× L
is a ﬁnite set of edges, A ⊆ 2L is the accepting condition. An edge e = 〈,  , a,, ′〉 ∈ E represents a transition
from location  to location ′ labelled by a with constraint  and update partially deﬁned function  called a
reset.
A valuation v is a mapping in X≥0. If  : X ↪→ I is a partially deﬁned function, if v is a valuation, (v) is the
set of valuations v′ such that v′(x) ∈ (x) if  is deﬁned in x, and v′(x) = v(x) otherwise. Constraints of C(X) are
interpreted over valuations, and the relation v |=  is deﬁned inductively by v |= (x  h) when v(x)  h, and
v |= (1 ∧ 2) whenever v |= 1 and v |= 2.
The semantics of timed automata is deﬁned as a timed transition system.
Deﬁnition 7. (Semantics of a TA) The semantics of a TA A = (L, 0,X ,ε,E) is a TTS SA = (Q, q0,→) where
Q = L× (≤0)X , q0 = (0, 0 ) and → is deﬁned by:
• either a delay move (, v) d→(, v+ d),
• or a discrete move (, v) e→(′, v′) iff there exists some e = (,  , a,, ′) ∈ E s.t. v |=  and v′ ∈ (v).
Fig. 21. Relative expressiveness of RA-TdPNs for ﬁnite and inﬁnite non-Zeno words.
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Fig. 22. Relative expressiveness of RA-TdPN for inﬁnite words.
Fig. 23. Two examples of timed automata.
We recover classical timed automata by restricting the resets to partial functions assigning only the interval
[0], but we will call them here 0-reset timed automata. If all constants appearing in guards and updates are
integers, we say that the timed automaton is integral.
As for RA-TdPNs, we deﬁne the various timed languages accepted by a TA A: L∗(A), Lω(A), and Lωnz (A),
where the acceptance condition is given by the set of ﬁnite locations
⋃
F∈A F for ﬁnite timed words, and by the
generalized Büchi condition A for inﬁnite timed words.6 We extend the ∗-(resp. ω-, ωnz-)equivalences to TA and
to comparisons between subclasses of RA-TdPNs and subclasses of TA.
Two examples of TA are given on Fig. 23. Note that the TA A1 of Fig. 23a recognizes the timed language L1
introduced in Section 4. Similarly, the TA A2 of Fig. 23b, which uses a non-deterministic reset of clock x in the
interval ]0, 1[, recognizes the timed language L2 also introduced there.
9.2. TA and Bounded RA-TdPNs
Our aim was to compare the relative expressiveness of RA-TdPNs and TA. In this subsection, we prove the
equivalence between bounded RA-TdPNs and TA. In this context, the following result has been obtained by Jirˇí
Srba:
Theorem 6. ([17]) Safe RA-TdPNs and TA are {∗,ωnz,ω}-equivalent.7
We strengthen the above result and prove that this also holds for bounded RA-TdPNs.
6 Here we could use standard Büchi conditions since the classical construction for ﬁnite state automata also works for TA.
7 The result proved in [17] is even stronger because the equivalence considered is not a language equivalence, but isomorphism of timed
transition systems.
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Theorem 7. Bounded RA-TdPNs and TA are {∗,ωnz,ω}-equivalent.Moreover, the translation preserves integrality
and 0-reset.
To improve readability, we however give here a self-contained proof of the complete result.
Proof.From bounded RA-TdPNs to TA.LetN be a bounded RA-TdPN, and assume that the net is bounded by
k . We will build a TA A equivalent toN . The construction is made in two steps. We ﬁrst construct an equivalent
(structurally) safe RA-TdPN N ′, and we then build an equivalent timed automaton A.
Copies of places. Every place p of N is replaced by 2k places {p0i , p 1i | 1 ≤ i ≤ k} in N ′. The two places p0i and
p 1i will be mutually exclusive, and the (at most) k tokens in place p in N will be spread in the places p 1i ’s. The
intuition of the construction is to use the places p 1i to simulate one of the at most k tokens in place p . To ensure
that these places are safe, we use the complementary places p0i . We make these two places (p
0
i and p
1
i ) mutually
exclusive by imposing, when producing (resp. consuming) a token in p 1i , to consume (resp. produce) a token in
place p0i .
Copies of transitions. Let us consider a transition t of N . Transition t will be replaced by copies. Pre(t)(p)
(resp. Read(t)(p), Post(t)(p)) is a bag in Bag(I), whose size is denoted by s(p) (resp. s′(p), s′′(p)). We order the
tokens in these bags and assume that Pre(t)(p) = I1 + . . .+ Is(p), Read(t)(p) = I ′1 + . . .+ I ′s′(p) and Post(t)(p) =
I ′′1 + . . .+ I ′′s′′(p). The copies of t are parameterized by three functions indicating for every place p in which copies
of the place p the tokens should be consumed (resp. read, produced).
Pre-arcs. For every place p such that s(p) > 0. Consider an injective function p deﬁned from {1, . . . , s(p)}
into k = {1, . . . , k}. This function deﬁnes in which places the pre-arc between t and p will consume the s(p)
tokens.
Read-arcs. For every place p such that s′(p) > 0. Consider an injective function ′p deﬁned from {1, . . . , s′(p)}
intok = {1, . . . , k}. This function deﬁnes in which places the read-arc between t and p will read the s′(p) tokens.
Post-arcs. For every place p such that s′′(p) > 0. Consider an injective function ′′p deﬁned from {1, . . . , s′′(p)}
into k = {1, . . . , k}. This function deﬁnes in which places the post-arc between t and p will produce the s′′(p)
tokens.
We now deﬁne the function  (resp. ′, ′′) as the function mapping each place p ∈ P to the function p (resp.
′p , ′′p ).
Suppose moreover that these three functions satisfy the following conditions:
∀p ∈ P ,
{
p and ′p have disjoint images,
′p and ′′p have disjoint images.
These conditions simply require that for every place p , the simulation of t does not try to consume and read a
token in the same copy of the place p (resp. does not try to read and produce a token in the same copy of the
place p).
For every three-tupleof such functions (, ′, ′′)verifying these conditions,weadd to thenewnet the transition
t′ = t,′,′′ deﬁned, for every place p ∈ P , by
∀i ∈ {1, . . . , s(p)},
{
Pre(t′)(p 1p (i)) = Ii
Post(t′)(p0p (i)) = [0]
∀j ∈ {1, . . . , s′(p)}, Read(t′)(p 1′p (j)) = I
′
j
∀l ∈ {1, . . . , s′′(p)},
{
Pre(t′)(p0′′p (l)) = ≥0
Post(t′)(p 1′′p (l)) = I
′′
l
Moreover, the label of t,′,′′ is the one of t.
Given a place p , the arcs connecting transition t,′,′′ to copies of p are represented on Fig. 24.
Initial marking. Given the original initial marking M0 ∈ Bag(P), the new initial marking M ′0 is deﬁned by
M ′0 =
∑
p∈P
M0(p)∑
i=1
p 1i .
104 P. Bouyer et al. / Information and Computation 206 (2008) 73–107
Acceptance condition. Finally, the acceptance condition is transformed in a natural way: every occurrence of
a place p in the acceptance condition is replaced by the term
∑k
i=1 p 1i .
It is easy to verify that this transformation provides a structurally 1-safe RA-TdPN N ′ which is strongly
bisimilar to N . The fact that N ′ is 1-safe is obvious by construction (recall that places p0i and p 1i are mutually
exclusive). The existence of a bisimulation relation relies on the fact that a conﬁguration with n tokens in place
p is encoded by a conﬁguration where n places p 1i contains 1 token (whose ages are the ones of tokens of p)
whereas for the k − n other is, there is 1 token in place p0i (with arbitrary ages). It is then easy to prove that t is
ﬁrable from a conﬁguration  of N if and only if there exists a copy of t which is ﬁrable from a corresponding
conﬁguration inN ′. Since the initial markings and the acceptance conditions are preserved by the bisimulation,
the strong bisimulation implies the {∗,ω,ωnz}-equivalence.
We now present the construction which transforms a safe RA-TdPN into a TA. Let N = (P ,m0, T , Pre, Post,
Read, , Acc) be a safe RA-TdPN. We deﬁne a TA A = (L, 0,X ,ε,E, F ,A) equivalent to N . By notation
misuse, given a transition t ofN , we simply write in this construction Pre(t) for the set of places p ∈ P such that
size(Pre(t)(p)) > 0 (and similarly for Post and Read). Note that since N is safe, we can assume that for every
transition t ∈ T , we have Pre(t) ∩ Read(t) = ∅ and Read(t) ∩ Post(t) = ∅ (otherwise the transition will never
be ﬁrable).
We deﬁne A as follows:
• L = 2P ,
• 0 = dom(m0) (there is exactly one token per initially marked place),
• X = P (xp denotes the clock corresponding to the place p),
• there is a transition   ,a,→ ′ whenever there exists a transition t in N such that:
• Pre(t) ∪ Read(t) ⊆ ,
• Post(t) ∩ ( \ Pre(t)) = ∅,
• ′ = ( \ Pre(t)) ∪ Post(t),
•  is the conjunction of all xp ∈ Ip such that (p , Ip ) ∈ Pre(t) ∪ Read(t),
• a is the label of transition t in N ,
•  resets clock xp in interval Ip if (p , Ip ) ∈ Post(t).
• if Acc = {acc1, . . . , acck}, A is deﬁned as the set of formulas {A1, . . . ,Ak} where for every 1 ≤ i ≤ k , Ai ={
 ∈ 2P |
(∧
q∈
q = 1 ∧
∧
q/∈
q = 0
)
⇒ acci
}
.
Note that since a place contains at most one token, one clock is enough to encode the behaviour of a place. It
is then routine to verify that this construction is correct.
From TA to bounded RA-TdPNs. LetA = (L, 0, X ,ε,E, F) be a TA. We construct the RA-TdPN N = (P ,m0, T ,
Pre, Post, Read, , Acc) as follows.
• P = L ∪ X ,
• m0 = 0 +∑x∈X x,• T = E,
Fig. 24. Simulating a bounded RA-TdPN using a safe RA-TdPN.
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Fig. 25. An example of the construction from TA to safe RA-TdPNs.
• for all e =  g,a,→ ′ in E,
• if x is such that (x) is deﬁned, Post(e)(x) = (x), Pre(e)(x) = g|x , where g|x is the interval of x imposed
by constraint g,
• if x is such that (x) is not deﬁned, Read(e)(x) = g|x ,
• Pre(e)() = ≥0, Post(e)(′) = [0],
• (e) = a,
• if A = {A1, . . . ,Ak}, then Acc is the set {acc1, . . . , acck} where for every 1 ≤ i ≤ k , acci =
∧
∈Ai
 = 1
The netN that we have constructed is strongly bisimilar to the original timed automaton. Indeed, we consider
the relation R deﬁned by
(, val ) R  iff
⎧⎨⎩
size(()) > 0
size((′)) = 0 ∀′ /= 
(x) = 1 · val (x) ∀x ∈ X ,
where (, val ) ∈ L× X≥0 is a conﬁguration of A, and  ∈ Bag(≥0)P is a conﬁguration of N . It is straightfor-
ward to verify that R is a bisimulation relation which respects accepting conﬁgurations.
Finally, just notice that there is always exactly one token in one of the places  for  ∈ L. This justiﬁes the
deﬁnition of Acc. Moreover, it is easy to verify that the net we have constructed is safe, thus bounded. 
Example 5. We illustrate the transformation of a TA into a bounded RA-TdPN on the automaton depicted on
Fig. 25.
9.3. Expressiveness results for TA
Combining the previous result with the results of the previous section on Petri nets, we get interesting side
results on timed automata, and in particular quite surprising results for languages of inﬁnite timed words.
Corollary 1. For the {∗,ωnz}-equivalence,
(1) bounded TdPNs and TA are equally expressive;
(2) (integral) TA and 0-reset (integral) TA are equally expressive.
Corollary 2. For the ω-equivalence,
(1) TdPNs and TA are incomparable8;
(2) TA are strictly more expressive than bounded TdPNs;
(3) integral TA are strictly more expressive than integral 0-reset TA;
(4) TA and 0-reset TA are equally expressive.
8 Recall that (untimed) Petri nets may recognize non regular languages, unlike timed automata whose untimed languages are always
regular.
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Fig. 26. An example of the construction for removing general resets in TA.
As a folklore theorem, it was thought that TA and bounded TdPNs are equally expressive. We have proved
that this is indeed the case for ﬁnite and inﬁnite non-Zeno timed words (item (1)), but that it is wrong when
considering also Zeno behaviours (item (4)). Indeed, the result is even stronger: even though TdPNs can be
somehow seen as timed systems with inﬁnitely many clocks, we have proved that TA and TdPNs are in general
incomparable (item (3)).
The three other results complete the picture of known results about general resets in TA [5]. Item (2) was
already partially proved in the above-mentioned paper, and we provide here a new proof of this result. Items
(3) and (4) are quite surprising, since they show that reﬁning the granularity of the guards is necessary for
removing general resets in TA (and for preserving the languages of inﬁnite timed words). It is one of the ﬁrst
such results in the framework of timed systems (up to our knowledge). Finally, the construction provided in the
proof of Theorem 5. applied to TA provides an extension to inﬁnite words of the construction presented in [5]
for removing general resets in TA (which is indeed only correct for ﬁnite and inﬁnite non-Zeno timed words).
We illustrate this construction on Fig. 26 by giving a 0-reset TA ω-equivalent to the timed automaton of Fig.
23b.
10. Conclusion
In this paper , we have thoroughly studied the relative expressiveness of TdPNs and TA, and we have proved
in particular that they are incomparable in general. This makes the model of RA-TdPNs (introduced earlier in
[17]) very interesting, as it uniﬁes TA and TdPNs while it enjoys the interesting property that coverability is still
decidable. Surprisingly, this rather general model also enjoys nice expressiveness properties.
We have studied the expressive power of read-arcs in RA-TdPNs, and we have proved that, when restricting
to ﬁnite or inﬁnite non-Zeno behaviours, read-arcs do not add expressiveness. On the other hand, we show that
Zeno behaviours discriminate between several subclasses of RA-TdPNs. For instance, RA-TdPNs are strictly
more expressive than TdPNs. This implies in particular that, in this context, the classical assumption which
consists in forgetting Zeno behaviours is restrictive. Since we also prove that bounded RA-TdPNs and TA are
equally expressive, we get the surprising result that TA are strictly more expressive than bounded TdPNs, which
is quite counter-intuitive.
Classically,TdPNs use quite general resets, whereasTA only use resets to 0.Wehave thus studied the expressive
power of these general resets, compared with resets to 0. We have shown that they don’t add any expressiveness
to the above-mentioned models, but that the granularity has to be reﬁned for removing general resets in RA-
TdPNs when considering Zeno behaviours. Up to our knowledge, this is one of the ﬁrst expressiveness results
(at least in the domain of timed systems), which requires to reﬁne the granularity of the model. As side results,
we complete the work in [5], and get that it is necessary to reﬁne the granularity of guards in TA for removing
general resets, when considering languages of inﬁnite possibly Zeno timed words.
Our main further work is to develop unfolding techniques for RA-TdPNs, taking advantage of the locality
of the ﬁring rules. A ﬁrst step in that direction is [7], where we have extended the seminal work of McMillan
[13] to networks of timed automata with invariants (using some ideas presented in this paper for translating
timed autamata to RA-TdPNs). Note that read-arcs increase concurrency between events, but they require
some attention when building unfoldings [20,21]. Another possible research direction is to study other kinds
of arcs, for instance, arcs which do not reset ages of tokens when moving the tokens from one place to another
one.
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