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1. Introduction 
Conventional reliability theory assumes that sub-systems and the system itself usually have 
two different states: on (good, operating) or off (down, failed). Owing to this assumption, the 
structural function of the system is a binary function of binary variables, and the respective 
model is usually referred to as binary reliability system. However, for many engineering 
systems, the binary assumption may not be appropriate for describing the possible states 
that each of the components may experience throughout its life cycle [3], [6], [7], [8].  
Precise evaluation of the state probability and performance rate of an element in some 
multi-state systems is difficult. Some reasons come from inaccuracy and insufficiency of 
data. In a broad sense, if an event or a kind of behavior of these components meets a 
predetermined criterion, whatever the criterion is, then we say it is a success. If the criterion 
is violated, then a failure occurs. Indeed, the accident literature is replete with examples, 
including the space shuttle Challenger (Vaughan, 1996), Three Mile Island (Chiles, 2002), the 
London Paddington train crash (Cullen, 2000) and Gulf of Mexico oil disaster among many 
others. In practice, nonlinearities may be present that are capable of significantly affecting 
systems performance. Typical phenomena resulting from the presence of nonlinearities 
include the onset of stable limit cycle oscillations determined by linear theory, or the 
existence of unstable limit cycles within the linear flutter boundary associated with a sub-
critical Hopf bifurcation.  
Our motivation in this study is to carry out a theoretical study with practical relevance of 
nonlinear systems behavior and provide the performance analysis not in the time domain. 
Thus we assume that the function of safety is to locate and define the operational errors that 
allow accidents to occur. This function can be carried out in two ways: i.) by asking why 
accidents happen – searching for their root causes – and ii.) by assessing the performance 
levels of certain known effective engineering controls that are being utilized. 
Causes of failure are diverse. They can be physical, human and logical or even financial [8]. 
Evidently, various kinds of criteria and factors can be taken into account to define what a 
failure means: structure, performance, cost and even subjective intention. However 
whatever a failure is, if effect of it tends to be critical, research on it becomes essential. In 
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traditional reliability theory, the components of a system and the system itself are usually 
assumed to have two different states: on (good, operating) or off (down, failed). [10], [21], [23], 
[26].  
For instance, in fluid control networks, a defective valve may be either “stuck-open” or 
“stuck-closed”, in safety monitoring systems, a device will malfunction if it “fails to detect 
breakdown” or “initiates a false alarm” etc. A structure whose components experience two 
different modes of failure is usually referred to as three-state device. A natural extension of 
the three-state devices is easily developed by assigning to each component 2m ≥  failure 
modes. The resulting structure will then be called multistate system (MSS), [14], [16]. 
In complex MSSs consisting of n elements, any element j, 1 j n≤ ≤ can have jk different 
states with corresponding performance rates (levels), which can be represented by the 
ordering set as follows, [13], [15]: 
 { },1 , ,,..... ,.... , jj j j i j kg g g g=  (1)     
where ,j ig  is the performance rate (level) of the element j in the state i ; { }1, 2, ...., ji k∈ . 
The performance rate Gj(t) of element j at any instant 0t ≥ is a random variable that takes its 
values from : ( )j j jg G t g∈ . Thus, the probabilities associated with different states for the 
element j can be represented by a set: { },1 , ,,..... ,.... , jj j j i j kp p p p=  
The mapping , ,j i j ig p→ is usually called the probability mass function, [13], [14], [16]. 
There are two fundamental assumptions in the conventional multi-state system reliability 
theory: i.) each state probability of an element, which composed a multi-state system, can be 
fully characterized by probability measures; and ii.) the state performance rate (level) of an 
element, which composed a multi-state system, can be precisely determined.  
One approach to carry out a theoretical study of nonlinear systems behavior is to perform 
the analysis in the time domain. However, in the literature review, a drawback with this is 
that though it can yield a complete picture of system behavior for a particular set of initial 
conditions, it may be inefficient in providing an overall picture of multi-state systems 
characteristics even for a single set of sub-system parameters. System availability is 
represented by a multi-state availability/stability function, which extends the binary-state 
availability. In fact, because modern systems are large scale systems with complex 
interactions between their elements, precipitating incidents and accidents may have long 
incubation periods, making identification of a leading error chain difficult. To satisfy the 
required multi-state system availability, the redundancy principle for each component or 
universal generating function has been used in [14], [19]. Tavakkoli et al. (2008) assumed a 
predetermined and fixed redundancy strategy for each subsystem which became an 
additional decision variable. 
In this paper the procedures for the reliability estimation of a flotation circuit is based on the 
universal generating function (u-function) technique, which was introduced in [21], and 
proved to be very effective for the reliability evaluation of different types of multistate 
systems [17], [9] and high dimension combinatorial problems. The u-function extends the 
widely known ordinary moment generating function [18]. As a result, the concepts of 
relevancy, availability, coherency, and equivalence defined in this paper are used to 
characterize the properties of the MSSs. Without loss of the generality, in the former case we 
assumed that for the MSSs, these properties are strongly related to the stability concept 
depicted in fig.1. This assumption makes it the unique exception that has been disregarded 
in the literature review [7], [20], [26] for the MSSs performance assessment.  
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Billinton R. & Allan R., (Reliability evaluation of power systems, 1990) have developed a 
comparison between four different methods of the assessment of the large scale MSSs 
reliability and highlighted that the technique is fast enough to be used in complex problems 
where the search space is sizeable. Throughout, the states which obey the operational 
constraints and are located inside the polytope (i.e., the recovery zone) are called admissible 
states. This constitutes a tradeoff between software performance and reliability (particularly 
with regard to computational time). Moreover in this study, for practical importance, we 
paid particular attention to the system state’s future trajectory so that, after a switch, it stays 
within the set of the admissible states and converge to the set point. 
 
State constraints
Lyapunov
function
(.)f
Recovery
  region
 
Fig. 1. State constraints and switching rule (Lyapunov function) 
2. Method for estimating system performance 
Performance is a key criterion in design, procurement, and usability of engineering system. 
In order to get the highest performance for the cost of a given system, an engineer needs, at 
least, a basic knowledge of performance evaluation terminology and techniques. An 
important problem in reliability theory is to determine the reliability of a complex system 
given the reliabilities of its components.  
In real life the system and its components are capable of being in a whole range of states, 
varying from a perfect functioning state to states related to various levels of performance 
degradation to complete failure. Thus, the binary models are an oversimplification of the 
actual reality. This paper presents models and their applications in terms of reliability 
analysis to situations where the system can have whole range of states and all its 
components can also have whole range of multiple states. Generally a system has various 
levels of operational performance and hence the total system effectiveness measures should 
reflect all of these performance levels and their reliabilities. Evaluating design alternatives 
for linear systems, a number of methodologies are being used. 
2.1 Transmitted flow model of linear systems 
Let an expression of considerable importance of the design of a linear system be presented 
by the following block diagram, Fig. 2. R is the referential input and C is the output of the 
system. 
Due to linear measurement characteristic of this system, the closed-loop block diagram, Fig. 
2a.), could be reduced and replaced by an open loop block diagram, Fig. 2b.), with a new 
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transfer function G which gives the necessary and sufficient condition for stability in the 
frequency domain of the system. 
 
CR CR
a.) b.)x
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3
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6
x
x
x x
x
G
 
Fig. 2. Block diagram: a) Closed-loop representation b) Reduced block diagram in open-loop 
representation 
The new function transfer G is defined as follows:  
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x
x x x x x
⎛ ⎞⎛ ⎞ ⎛ ⎞+ + +⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠= ⎛ ⎞⎛ ⎞ ⎛ ⎞+ + + +⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
 (2) 
After some involved mathematical manipulations, the function ( )s℘ which defines an 
autonomous system whose characteristic equation maps the dynamics of the open loop 
system is obtained based on Nyquist stability criterion:  
 ( )( )( )31 2 3 1 4 1 2 3 1 2 1 5 6( )s x x x x x x x x x x x x x℘ = + + + +  (3) 
Hence, performance levels of the given linear system could be assessed upon the response 
of ( )s℘ to a step stimulus. However, nonlinear systems don’t offer such simple deductive 
analysis without losing information while involving simplest assumptions to facilitate their 
linearization. In the following section, we describe the technique used for evaluating 
complex systems availability and statistically expected performance while the nominal 
performance level and availability of their elements are given for open and closed modes. 
2.2 System structure and assumptions 
Nonlinear system control architectures can include static and dynamic feedback 
components as well as logic-based switching or discrete event elements. Such complex 
structures may arise as a matter of design choice or due to intrinsic constraints on the class 
of controllers that can be implemented. 
The system under consideration is a mineral process shown in fig. 3. A wet grinding model 
has been analyzed with the objective of evaluating the effects of many variables on particle 
size reduction in continuous grinding processes.  
Detailed phenomenological model that describes the charge behaviour has been developed 
and validated against real data [1]. Indeed, mineral processes present nonlinear/chaotic 
dynamics. The circuit consists of three variable velocity feeders, a main fixed velocity feeder, 
a ball mill, a sump, a variable velocity pump and a battery of hydro-cyclones. 
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Fig. 3. Mineral processing 
The fresh ore is transported towards the main feeder by the variable velocity feeders. Then it 
continues to the mill where water and the recirculated pulp are added. High performance 
level of the whole system determines the quality of the final product (the fineness of the 
grinded ore). This paper suggests reliability measures for complex systems. An important 
problem in reliability theory is to determine the reliability of a complex system given the 
reliabilities of its components. In real life, systems as shown in fig.3 and their components 
are capable of being in a whole range of states, varying from a perfect functioning state to 
states related to various levels of performance degradation to complete failure. 
2.3 Interdependent systems 
Reliability theory distinguishes between independent and dependent systems. For 
dependent systems ‘‘component failures are in some way dependent’’ [13]. The term 
interdependent system has emerged, which we consider to be a subclass of dependent 
systems. For a system to be interdependent, mutual dependence in the sense of two-way 
causation among at least two components must be present. For example, if a “single failure” 
component fails and affects the second component, the system is dependent, but if the 
second component does not affect the main component, the system is not interdependent. 
Examples occur within aircraft systems, computer networks, fire protection, biological 
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systems, etc… In [11] an airline baggage checking system example was illustrated. It is 
costly for the airline, but has limited impact if luggage transferred from other airlines is not 
checked.  
Since the expected damage could not be precisely determined, assume ed as the expected 
damage and rd as the real impact on an interdependent system. The utility of a system of 
n interdependent components are: 
 ( )
1 1
;      
n n
e i i i i i i
i i
d ω p u ω p κ t
= =
= = − +∑ ∑  (4) 
 ( )r
1 1
;      u
n n
r i i i i i i
i i
d p p ǅ T
= =
= = −∑ ∑ϖ ϖ  (5) 
An event may have a cumulative effect on the damage and the utility function. To account 
for interdependence between systems i and j  the unreliable probability ip is generalized as 
follow: 
 
( ) 1
1 1
1
0 1
j j j
n n
m m m
i ij ijj j j
j j
ij
ij
p t T T
i j
i j
−
= =
⎛ ⎞⎜ ⎟= +⎜ ⎟⎝ ⎠
= → =⎧⎪⎨ ≠ → ≤ ≤⎪⎩
∑ ∑A A
A
A
 (6) 
where it  is the expected time at unit cost iκ  for the component i; iω  is the value of the 
component i; iT  is the duration of the damage at unit cost ǅi; iϖ is the damage value; ip the 
probability the system becomes dysfunctional; ijA interdependence between systems i and j . 
Without interdependence 0ij =A for all i j≠  
2.3.1 Example of two interdependent systems 
As illustrated in Fig. 2, assume components 1 and 3 are interdependent. Then (6) becomes: 
 ( ) ( )( )3 3 31 1 1 11 1 3 1 1 3 3m m mm m mp T T t T t T −= + + + +A A  (7) 
 ( ) ( )( )3 3 31 1 1 13 3 1 3 3 1 1m m mm m mp T T t T t T −= + + + +A A  (8) 
31 13= =A A A ; and (4) and (5) becomes: 
13 1 1 3 3 13 1 1 3 3 1 1 3 3;  ed ω p ω p u ω p ω p κ t κ t= + = − − − −  
13 1 1 3 3 13 1 1 3 3 1 1 3 3;  r rd p p u p p ǅ T ǅ T= + = + − −ϖ ϖ ϖ ϖ  
Appendix A solves the optimization problem when 1im = , and 31 13= =A A A  to yield: 
( ) ( )( ) 221 1 1 1 3 1 1 1 1 1 3 1 3t ω ǅ ǅ ω ǅ κ ω ǅ κ −= − + − + +A Aϖ ϖ ϖ  
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( ) ( )( ) 223 3 3 1 3 3 3 3 3 1 3 1ω ǅ ǅ ω ǅ κ ω ǅ κ −− − + − +A A Aϖ ϖ ϖ  
 ( ) ( )( ) 11 1 1 3 1 1 1 1 1 3 1 3p κ κ ω ǅ κ ω ǅ κ −= − + − +A Aϖ ϖ ϖ  (9) 
In case 1 3ω ω= ; 1 3=ϖ ϖ ; 1 3κ κ= and 1 3ǅ ǅ=  
 
( )
( )
22
1 3 1 1 1 1 1 1 1
1
1 3 1 1 1 1 1 1
t t ω ǅ ω ǅ κ
p p κ ω ǅ κ
−
−
⎧ = = +⎪⎨ = = +⎪⎩
ϖ ϖ
ϖ ϖ
 (10) 
To illustrate how the framework in this chapter can be used to analyze a specific system 
performance, consider the mineral processing plant in fig.3. In mineral processing, 
electrochemical potential and related engineering control (e.g. flow control valves) is 
considered as an important parameter for controlling the recovery and selectivity of 
sulphide minerals during flotation. Consider, as an example, the flotation circuit of the 
process shown in fig.3. Flotation circuit illustrated in fig.4 has been used in solid/solid 
separation applications using stable froths to recover the mineral particles. Flotation can be 
incorporated with wastewater-treatment schemes in the following ways: As a unit process 
for removing contaminants not separated by other processes or as a unit process for sludge 
thickening. 
 
Valve
Hydrocyclone
separator
Pump
Pump
Carbonate
Tank
pp
1
pp
2
pp
3
v
1
v
2
 
Fig. 4. Flotation circuit 
The operating condition of the circuit in fig.4 is as follows: The minimum flow required for 
successful operation corresponds to the full capacity of one tank or one pump or one pipe. 
Any elementary component of the system (a tank, a pump or a pipe) is considered to have 
the following two states: i.) No flow; ii.) Full flow. These same states are considered to apply 
also for any subsystem. Each of the three pump-pipe subsystems can be modeled as two 
states homogeneous coherent (HC) system. We assume that these systems are multi-state 
systems with two failure modes (S2FM). 
In the proposed technique applied to reliability analysis, components are characterized by 
two states: an up-state and a down-state (failure). We explore the possibility of studying 
system reliability, by modeling each component with a multi-state system approach, [13], 
[25]. Hence we focus on S2FM. The procedure of the reliability measures is based on the use 
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of a universal generation function (UGF), [22]. Systems with two failure modes consist of devices, 
which can fail in either of two modes. For instance, servo-valves in the flotation circuit, Fig. 
4, can not only fail to close when commanded to close but can also fail to open when 
commanded to open. In this circuit, we consider components consisting of different 
elements characterized by nominal performance level in each mode. 
  
Close
Open
R(t) Y(t)
x
x x1 2
3
 
Fig. 5. Block diagram of switching element 
Fig. 5 shows a switching element. For instance, a fluid flow valve and an electronic diode are 
two typical switching devices. Such components are multi-state because they have multiple 
performance levels in both modes, depending on the combination of elements available at 
the moment. As a result, the availability of the circuit could be defined as the probability of 
satisfaction of given constraints imposed on system performance in both modes (open and 
closed). 
In this study, system availability ( )aǓ t is considered to be a measure of its ability to meet the 
(demand) required performance level at each mode. Let , ( )p my t be output performances in 
mode m of the S2FM at time t . Thus , ( )p cy t and , ( )p oy t become output performances of the 
system at time t  in its closed and open modes respectively.  
Let ,( ( ), )m p m mf y t η  be function representing the desired relation between the system 
performance level and demand in mode m. The system fails in open mode if condition 
,( ( ), ) 0o p o of y t η ≥  is not satisfied; it fails in the closed mode if condition ,( ( ), ) 0c p c cf y t η ≥  is 
not satisfied.  
Consider { },( ( ), )r m p m mP f y t η  system failure in mode m. Note that, in the situation presented 
in Fig. 4, the occurrence probability of the failures in open and closed modes is the same for 
each component. This is a specific characteristic of homogeneous multi-state systems. 
Mathematically, a system is homogeneous when it obeys the commutative and the 
associative laws. As a result, because the failures in open and closed modes, which have 
probabilities: 
 
{ }
{ }
,
,
( , ) ( ( ), ) 0
( , ) ( ( ), ) 0
o o r o p o o
c c r c p c c
t η P f y t η
t η P f y t η
⎧ = <⎪⎨ = <⎪⎩
ϑ
ϑ  (11) 
respectively are mutually exclusive events, and the probabilities of both modes are 0.5 (each 
command to close is followed by command to open and vice versa), the entire system 
availability ( )aǓ t is defined as: 
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 ( )( , , ) 1 0.5 ( , ) ( , )a c o c c o oǓ t η η t η t η= − +ϑ ϑ  (12) 
where, cη and oη are required (demand) system output performances in the system’s closed 
and open modes respectively. 
While the application of design constraints and engineering relations can occasionally yield 
analytical relationships which can be exploited for system safety monitoring purposes, there 
are no global relationships which are able to transform complex measures of performance, 
like cost and usability, into analytical design relations. There are no such global analytical 
relationships because, by their very nature, they cannot incorporate the essence of the 
design process, which is the use of engineering judgment to develop strategies for solving 
multi-objective problems. 
3. The u-function representation of system/ element performance distribution 
The system depicted in Fig. 3 is a multi-state system and the capacity or productivity of its 
elements is the performance measure. The problem posed by this system is one of 
combinational optimization. The state of the system is determined by the states of its 
elements. Therefore, the performance rates (levels) of the system are determined by the 
performance levels of its elements. As a result, the independence of the evidence to be 
combined would obviously be satisfied if all components’ models were completely different, 
that is, had no overlapping equations. 
A conventional controller design procedure does not guarantee those requirements and it 
may not even be possible to develop such a set of models. Note that the overlapping 
equations exist in a different environment in each model. This is sufficient for the 
independence of evidence, in the sense that noise and modeling errors will cause different 
distortions to the probability assignments in the different models. 
Assume the probability distribution dǔ of performance rates for all of the system elements at 
any instant 0t ≥ and system structure function as follows: 
 
1
, 1
( ( ) ... )
j j
n
g p j n
G t G
→ ≤ ≤⎧⎪⎨⎪⎩φ  (13) 
In general, the total number of possible states or performance rates of the system is: 
  
1
n
j
j
π k
=
=∏  (14) 
Let { },1 ,
1
, .... ,
n
n m m k
j
L x x
=
=∏ be the space of possible combinations of performance rates for all 
system elements and { },1 ,, ..., pm m πM x x= be the space of possible values of entire system 
performance levels. 
The transform 1( ( ) ... ( )) :n nG t G t L M→φ which maps the space of performance rates of 
system elements into the space of system’s performance rates, is the system structure 
function, [23]. 
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The probability of the system to be in a given mode can be obtained as: 
,
1
n
j i
j
ǔ ǔ
=
=∏ ; the 
performance rate for state i is: 
 ( ),1 ,, .... ,i m m ig x x= φ  (15) 
The function (.)φ is strictly defined by the type of connection between elements in the 
reliability logic-diagram sense, i.e. on the structure of the logic-diagram representing the 
system/subsystem. Despite the fact that the universal generating function resembles a 
polynomial, it is not a polynomial because: i.) its exponents are not necessary scalar 
variables, but can be arbitrary mathematical objects (e.g. vectors); ii.) the operator defined 
over the universal generating function can differ from the operator of the polynomial 
product (unlike the ordinary generating function technique, only the product of 
polynomials is defined) [24]. 
For instance, consider a flow transmission system (e.g., ore, fluid, energy) shown in Fig.4, 
which consist of three elements. The system performance rate which is defined by its 
transmission capacity can have several discrete values depending on the state of control 
equipments. For instance, the element 1 has three states with the performance rates g1,1 = 1.5, 
g1,2 = 1, g1,3 = 0 and the corresponding probabilities are 1,1ǔ = 0.8, 1,2ǔ = 0.1 and 1,3ǔ = 0.1. The 
element 2 has three states with the performance rates g2,1 = 2, g2,2 = 1.5, g2,3= 0 and the 
corresponding probabilities 2,1ǔ = 0.7, 2,2ǔ = 0.22 and 2,3ǔ = 0.08. The element 3 has two 
states with the performance rates g3,1 = 4, g3,2 = 0 and the corresponding probabilities 3,1ǔ = 
0.98 and 3,2ǔ = 0.02. According to (9) the total number of the possible combinations of the 
states of elements is π = 3× 3×2 = 18. 
In order to obtain the output performance for the entire system with the arbitrary structure 
function (.)φ , a general composition operator ∂φ over individual universal z-transform 
representations of n system elements is defined as follows: 
 
( )
,
1 2
,,1
1
,
1
( ,.., )
1
( ) ( ), ..., ( )
( ) .
( ) ... .
j
j i
n
m m n
n
k
g
j i
i
kk k n
x x
j
i i i j
U z u z u z
u z ǔ z
U z z ǔ
=
=
⎧ = ∂⎪⎨ =⎪⎩
⎛ ⎞⎜ ⎟= ⎜ ⎟⎝ ⎠
∑
∑∑ ∑ ∏
φ
φ
 (16) 
where ( )U z is z-transform representation of output performance distribution for the entire 
system; ( )u z is a polynomial u-function of a multi-state stationary output performance. 
Note that, each term of the polynomials relates probability of a certain combination of states 
of the subsystems to the performance level of the entire system corresponding to the 
combination of states defined by ( ),1 , ,, .. .. ,m m i m nx x xφ .  
Hence for a single element i in mode m , the individual u-function is: 
 ( ), ,, , ,( ) . 1 .m i m ix xm i am i am iu z Ǔ z Ǔ z= + −   (17) 
where, ,m ix is a nominal performance level; ,m ix is fault state performance level; ,am iǓ is the 
availability. 
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Moreover, the definition of ( ).φ also depends on the physical nature of system-performance 
level and on the nature of the interaction between elements. The system performance 
distributions in open and closed modes can be defined as follows: 
 
0 ,
,
,
1
,
1
( ) .
( ) .
j
p i
j
pc i
k
y
o o i
i
k
y
c c i
i
u z ǔ z
u z ǔ z
=
=
⎧⎪ =⎪⎨⎪ =⎪⎩
∑
∑
 (18) 
The probability that the conditions stated in (4) are met is determined as follows: 
 
{ }
{ }
,
, ,
1
,
, ,
1
( , ) f ( ( ), ) 0
.f ( ( ), ) 0
( , ) f ( ( ), ) 0
.f ( ( ), ) 0
j
j
o o r o p o o
k
o i o p o o
i
c c r c p c c
k
c i c p c c
i
t η P y t η
ǔ y t η
t η P y t η
ǔ y t η
=
=
⎧ = <⎪⎪⎨⎪ = <⎪⎩
⎧ = <⎪⎪⎨⎪ = <⎪⎩
∑
∑
ϑ
ϑ
 (19) 
Thus, we could determine the anticipated performance of the system in mode m. Using the 
system’s output performance distribution, the statistically expected performance in mode m 
can be determined as: 
 , ,
1
.
jk
m m i pm i
i
E ǔ y
=
=∑  (20) 
It is very important to point out that, in the worst case, the operation time of the entire 
system goes to infinity. As a result, the determination of the statistically expected 
performance Em using (12) makes no sense. Therefore, the more reasonable way of 
evaluating the statistically expected performance is by using the statistically expected operation 
time in the range of its finite values (i.e., the conditional statistically expected performance, 
given the operation time, is finite). In this case, (12) becomes: 
 
( ), ,
1
,
,
1
.
j
j
k
m i pm i
i
m op k
m i
i
ǔ y
E
ǔ
=
=
=
∑
∑
 (21) 
4. Algorithms for determining system reliability in failure modes 
In order to estimate both, systems’ statistically expected operation time and its performance, 
different measures can be used depending on the application. The froth phase is extremely 
important in the operation of a flotation cell shown in fig.4, because, it is critical in 
determining the amount of unwanted gangue collected in the concentrate which, in turn, 
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affects the purity of the product. Since the execution time of each task is of critical 
importance in this process, the system reliability is defined (according to performability 
concept) as a probability that the correct output is produced in less time than its maximal 
finite realization time allowed.  
The above functions can be used for defining the operator for verity of configurations: 
series, parallel, and bridge connection of multi-state subsystems and the –functions of 
individual switching elements for two different types of system with two failure modes. 
These systems are distinguished by their specific performance measures which are: 
transmitted flow that characterizes performance of flow valves, and operation time that 
characterizes performance of electronic switches.  
In general, failures reduce element performance and therefore, different performance 
degradation levels should be considered. This algorithm is developed to evaluate the 
transmitted flow and the operation time models.  
To assess performance of multi-state systems when subsystems are not bridged, one should 
consider composition operators over pairs of u-functions corresponding to the elements 
connected in series and parallel and use a recursive procedure to determine the u-function 
of the entire series-parallel system. The following section presents algorithms for 
determining performance distributions and the distribution of the total execution time. 
4.1 Operation time model 
The operation time is the time between ‘the instant when a command arrives to the system’ and 
‘the instant when the command fulfillment is completed’.  
In Fig. 5, systems are presented by multi-state systems for which the performance measure 
is characterized by the operation time. The availability assessment of this category includes 
control systems, and data processing systems without regard to computation time 
efficiency. 
Consider for instance, proportional valves v1 and v2 connected in parallel within the 
flotation circuit. The command to open is fulfilled by the system only when it is fulfilled by 
both subsystems (valves). Therefore, the system operation time in the open mode is the 
greatest of the operation times of the subsystems. The composition operator ( ).φ for the open 
mode ( 0)m =  is obtained as follows: 
 ( ) ( )0 ,v1 ,v2 ,v1 ,v2, max ,o o o oη η η η=φ  (22) 
On the other hand, for pumps 1pp and 2pp connected in series the first disconnected pump 
disconnects the entire piping in the open mode ( 0)m = . In this case, operator ( ).sφ  for the 
open mode is: 
 ( ) ( ), ,pp1 ,pp2 ,pp1 ,pp2, min ,s o o o o oη η η η=φ  (23) 
where the performance ,m iη in mode m of an element i is defined as its operation time. 
In closed mode ( )m c= , the operation time of the system is the shortest of the operation 
times of the subsystems in parallel. Therefore, the composition operator ( ).pφ  is defined for 
valves 1v and 2v  in parallel as follows: 
 ( ) ( ), ,v1 ,v2 ,v1 ,v2, min ,p c c c c cη η η η=φ  (24) 
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However, for pumps 1pp and 2pp connected in series, both of them should fulfill the 
command to close in order to make the system closed ( )m c= . 
 ( ) ( ), ,v1 ,v2 ,v1 ,v2, max ,s c c c c cη η η η=φ  (25) 
Consider a system with n  elements with total failures in open and closed modes. Assume 
the element operates in times oǕ and cǕ in open and closed modes respectively. If the element 
fails to operate, its operation time goes to infinity: Ǖ →∞ . In parallel configuration, we have: 
 ,
,
( ) (1 (1 ) ). (1 ) .
( ) . (1 ) .
c
o
Ǖn n
p c c c
Ǖn n
p o o o
u z ǆ z ǆ z
u z ǆ z ǆ z
∞
∞
⎧ = − − + −⎪⎨ = + −⎪⎩
 (26) 
where oǆ and cǆ are probabilities in open and closed modes respectively. 
In series configuration, the u-function is given as: 
 ,
,
( ) . (1 ) .
( ) (1 (1 ) ). (1 ) .
c
o
Ǖn n
s c c c
Ǖn n
s o o o
u z ǆ z ǆ z
u z ǆ z ǆ z
∞
∞
⎧ = + −⎪⎨ = − − + −⎪⎩
 (27) 
Despite composition operators are implemented for the operation time, another paradigm in 
multi-state system assessment is based on transmitted flow model. This is achieved 
according to the following stages. 
4.2 Transmitted flow model 
Transmitted flow is the amount of flow that passes through the system during each time 
unit. That flow is equal to the sum capacity of each subsystem: 
 ( ), ,1 , ,
1
,.....,
n
m k m m n m k
k
η η η
=
=∑φ  (28) 
The composition operator for the entire system is: 
 
1 2
,1 ,,.....,
, ,1 ,( ) ...
n
m m n
nn n η η
m k m m k
k k k
U z ǔ ǔ z∑=∑∑ ∑ iii i  (29) 
In series configuration, (18) becomes: 
 ( ) ( ), ,1 , ,1 ,,....., min ,.....,s m m m n m m nη η η η=φ  (30) 
where the random performance ,m iη in mode m of an element i is defined as its transmitting 
capacity, mǕ . In the failure state it will fail to transmit any flow, 0mǕ = . 
The u-function of an individual flow transmitting element in open and closed mode is 
defined as follows: 
 
0
0
( ) . (1 )
( ) . (1 ).
o
o
Ǖ
o o o
Ǖ
c c c
u z ǆ z ǆ z
u z ǆ z ǆ z
⎧ = + −⎪⎨ = + −⎪⎩
 (31) 
where oǕ is the nominal flow transmitted. 
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An individual flow transmitting element with total failures in the closed mode, ( )m c= , and 
operational state with probability cǆ , transmits nominal flow oǕ . In general, failures reduce 
system performance and, therefore, different performance degradation should be considered. 
4.3 Control valve processing speed distribution 
The electro-hydraulic valves in use in metallurgy require a reliable servo valve system 
tailored to provide high reliability within permissible weight and space-volume parameters. 
Specifically, the servo valve system includes a control system, an actuator and a main spool. 
If a pilot valve sticks at any position, the main stage spool of the valve could stroke 
unpredictably to either endpoint.  
Hardware–software components are failure-prone. Their performance with regard to 
computation time constitutes a tradeoff between software performance and reliability. The 
distribution of task execution time of a control valve, such as in Fig. 4, was not explicitly 
determined in the above procedures. 
Since the performance of the control valve depends on hardware processing speed (which in 
its turn depends on availability of computational resources), the impact of hardware 
availability should be taken into account when the system performance and availability are 
evaluated. Different measures are appropriate to different application areas. The reliability 
index we generate for control valve processing analysis can be referred to as R(∞)=Pr(Tt < ∞) 
(which is equal to the probability that the random execution time, Tt, is not greater than its 
maximal finite realization). As a result, the conditional expected system execution time, TE(given 
the system produces correct output) is considered to be a measure of its performance. This 
index determines the expected execution time of the system given that the system does not 
fail. It can be obtained as: 
 
,
1 1
1 1
( )
( 1)( )
n n
i j ij
i j
E
j j j j
ij
i i
Q t
Ǖ
R
h h n j c c
t
s s
= =
− −
⎧⎪⎪ =⎪ ∞⎨⎪ + − + −⎪ = =⎪⎩
∑∑
 (32) 
where jc is the computational complexity of the jth version; ijQ is the probability that the task 
terminates after stage i; ijt is the total time of task execution. 
More importantly, note that software can have small unnoticeable errors or drifts that can 
culminate into a disaster. Fixing problems may not necessarily make the software more 
reliable. On the contrary, new serious problems may arise. Different from traditional 
hardware reliability, software reliability is not a direct function of time. Therefore, the 
distribution of the number of correct outputs after the execution of a group of first j versions 
is given as follows: 
 
11
1
1 0
( ) ( )
( ) ( )
( ) (1 )
k k
j
j j j
jj
j j
j j j
z z z
z z
z a z a z
ξ υ α
ξ υ
υ
==
−
⎧ = =⎪⎪⎪ =⎨⎪ = + −⎪⎪⎩
∑∏
 
(33)
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The u-function which defines the performance of the processing units is: 
 0( ) (1 )iǃi i iu z b z b z= + −  (34) 
where iǃ is the performance of the ith PU with probability ib  
The composition operator which defines the performance distribution of a pair of PUs is the 
product of the corresponding polynomials: 
 
0 0
( ) ( ) ( )
(1 ) (1 )ji
i j
ǃǃ
i i j j
U z u z u z
b z b z b z b z
= ⊗⎧⎪⎨ ⎡ ⎤⎡ ⎤= + − + −⎪ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎩
 (35) 
Using the probability mass function, ij
n
t
m j
j
f ǂ z=∑ one could determine the task execution 
time distribution: 
 ,
1 1
( ) ( ) ij
n n
t
d m i j
i j
Ǖ f z U z Q z
= =
= ⊗ =∑∑  (36) 
To use composition operators, one should find the u-function of the entire multi-state 
system. To do this, first determine the individual u-functions of each element. The following 
algorithm is used to formulate the composition operators and determine the performance of 
multi-state systems. 
1. Determine the u-function of each subsystem 
2. Define the initial value 0( ) 1ξ z = (for software reliability only) 
3. Find u-function of the entire parallel-series pair of components 
4. For all versions of the software involved determine ( )jξ z and assign the coefficient in 
( )jξ z to the probability, jǂ , that the set of k version produce exactly j correct outputs 
Despite the operator’s expertise and knowledge of the inference states of all subsystems, it is 
noteworthy that the reliability of the presented multi-state system is dependent on the 
efficiency and performance of the valves and controls involved in operating the mineral 
processing. Specifically, servo valves form a critical link in flow transmitting mode and a 
malfunction of these components is detrimental to the smooth operation of the flotation 
mechanism. 
We had to work with the expected conditional distributions of variables associated to a 
specific failure mode m , given the values of variables associated to the preceding failure 
modes ( 1m − ). A direct consequence of this observation is that, one could probably improve 
on the reliability value by considering all !m (m factorial) possible modes and choosing the 
one that successfully address users needs. It is however unclear that the slight improvement 
achieved by that compensates for the additional computational effort is needed. 
5. Numerical example 
As above pointed out, several configurations of multiple failure mode systems could be 
constructed by placing the conventional single failure mode systems in a multi-state 
environment. For example, considering a relay circuit with a bridge structure topology and 
assuming that each of the components can be either “failed-open” or “failed-closed” gives birth 
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to a typical multiple failure mode systems. In this sense, the well known k-out-of-n, 
consecutive k-out-of-n systems and their generalization (the interested reader may refer to the 
monograph by Kuo (2003)) can be effortlessly adjusted to a multi-state environment. 
In this section we shall proceed to the numerical evaluation of the proposed algorithm for 
dual failure mode system (S2FM). It is a series-parallel flow transmission switching system 
with the configuration shown in fig.4. The system is characterized by its availability and 
performance-level in open and close modes. For a flow transmission system, the 
performance of an element is its transmitting capacity, Ǖ . For a system of electronic 
switches, the performance of an element is determined by its operation times in open 
mode, 0Ǖ , and in closed mode, cǕ .  
In order to determine the system-performance distribution in the open and closed modes, 
one has to obtain the u-function of the entire system using composition operators over u-
functions of individual elements. Consider a control hardware system consists of two PUs; 
software with k = 3, n = 6 (number of versions that may produce correct result and the total 
number of software versions, respectively). The availability, computing reliability, 
computational complexity of the software, speed, and parameters of the system elements are 
presented in Table 1. Due to operational conditions, sensors produce large amount of data to 
account for specific experiments, hence connectivity to computational resources is provided 
well in excess of normal throughput rates. Moreover, modularity is accomplished on a stage 
basis such that a large number of sensors are accommodated at modest overhead for 
scalability. 
 
Version : i 1 2 3 4 5 6
7 8 13 15 18 19
0.68 0.82 0.71 0.9 0.84 0.92
0.93 0.82
Parameters of PUs
4 7
i
a
i
c
i
β
i
b
 
Table 1. Parameter of system elements and the control software 
The distribution of the system cumulative processing speed using u-function (25) is as 
follows: 
 
1 2
4 0 7 0
11 7 4 0
( ) ( ) ( ) ( ) ( )
(0.93 0.07 )(0.82 0.18 )
0.76 0.06 0.17 0.01
i kU z u z u z u z u z
z z z z
z z z z
= ⊗ = ×⎧⎪ = + +⎨⎪ = + + +⎩
 (37) 
After we removed terms corresponding to total hardware failure: 
 11 7 4( ) 0.76 0.06 0.17U z z z z= + +  
The number of computations till termination of each stage hj is: 
1 1( 1)( )j j j jh h n j c c− −= + − + −  
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0 0h = ; 1 0 6(7 0) 42h = + − = ; 2 42 5(8 7) 47h = + − =  
Successive iteration gives: 3 67h = ; 4 73h = ; 5 79h = ; 6 80h = ; 
We could use the algorithm to determine ( )jξ z , and then define the probability jǂ . Based on 
data provided in Table 1, we have: 
 
1 0
0 1 1 0 1
2 1 0
2 1 2
3 2 1 0
3 2 3
( ) 1;  ( ) 0.68 0.32 ;  ( ) ( ). ( )
( ) ( ). ( ) 0.61 0.36 0.03
( ) ( ). ( ) 0.5 0.40 0.09 0.006
V z ǖ z z z V z V z ǖ z
V z V z ǖ z z z z
V z V z ǖ z z z z z
= = + =
= = + +
= = + + +
 (38) 
Remove the term 30.5z from 3( )V z and obtain: 3 0.5ǂ =  
 2 1 04 3 4 4( ) ( ). ( ) (0.40 0.09 0.006 ) ( )V z V z ǖ z z z z ǖ z= = + +  (39) 
3 2 1 0
4( ) 0.36 0.08 0.06 0.1V z z z z z= + + +  
Remove the term 30.36z  from 4( )V z and obtain: 4 0.36ǂ = ; thus 
 2 1 04( ) 0.08 0.06 0.1V z z z z= + +  
Continuously we have: 
3 2 1 0
5 4 5( ) ( ). ( ) 0.07 0.064 0.09 0.016V z V z ǖ z z z z z= = + + + ;    5 0.07ǂ = ; 
3 2 1 0
6 5 6( ) ( ). ( ) 0.06 0.09 0.022 0.001V z V z ǖ z z z z z= = + + +  ;       6 0.06ǂ = ; 
Finally the probability mass distribution, mf , is given using jǂ and jh :  
 67 73 79 800.5 0.36 0.07 0.06mf z z z z= + + +  (40) 
The u-function representing the task execution time distribution, Ts, is calculated using (26): 
 67 73 79 80 11 7 4(0.5 0.36 0.07 0.06 ) (0.76 0.06 0.17 )sǕ z z z z z z z= + + + ⊗ + +  (41) 
 
6.09 6.64 7.18 7.27
9.57 10.43 11.29 11.43
16.75 18.25 19.75 20
0.38 0.274 0.0532 0.0456
0.03 0.0216 0.0042 0.0036
0.085 0.0612 0.012 0.0102
sǕ z z z z
z z z z
z z z z
= + + + +
+ + + + +
+ + + +
 (42) 
As a result, the probability, ( )R ∞ the system will provide a correct output is: ( ) 98%R ∞ =  
Using the above result, we determine the probability the system will produce a correct 
output in time less than 9 seconds is: R(9) = 75.2% 
Note that ( )R ∞ is determined without respect to the task execution time. Using (22), we 
determine the conditional expected system time, 8.6EǕ =  For practical engineering situation 
presented in figure 2, the system failure is defined as its inability to provide at least the 
required level of flow, in its closed mode, cm , and to prevent the flow exceeding the setting 
point, in its open mode, om . The failure of the servo-valve is defined as its incapability to 
switch within required time, η. 
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Fig. 6. Electro-valve availability vs demands in open and closed modes 
Fig. 6 illustrates the availability of the electro-valves as a function of required switching 
times, ( , )a c oǓ η η , in the open, om , and closed, cm modes. It maps the performance of the 
electro-valves according to their switching modes. Due to the inertia of the valves, more 
than 50% of their availability is reached in time ≥ 3seconds in either one (open or closed) 
mode. 
The above example determined the probability that the system can produce truthful output, 
both without respect to the task execution time, and with task execution time less than 9 
seconds respectively ( )R ∞  and (9)R . Figure 7 depicts the corresponding reliability function 
( )R t∗ of the system to successfully execute its task in time less than t∗ for a given value of m 
(number of versions that should produce exact results). 
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Fig. 7. Reliability function ( )R tD for different values of m 
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6. Conclusion 
The failure concept used in this paper is suitable for hardware and software components. It 
primarily deals with a broader spectrum of failures, many of which cannot be directly traced 
to a part failure or to any physical failure mechanism. The assumptions ignore variations in 
maintenance practices, load changes or additions, changing environmental conditions, 
circuit alterations, etc. 
The developed approach can also be applied to fast evaluation of the upper bound of system 
performance, which is important when different system designs are compared or when 
system configuration optimization problems are solved in which approximate estimates of 
system performance should be obtained for large number of different solutions.  
Although the approach does not take into consideration imperfect software task 
parallelization and existence of common cause failures in both hardware and software, it 
can be useful as a theoretical framework for in dept development of more sophisticated 
models. 
We provided some approximate distributions for sample estimators of the measures, and 
approximate tests of hypotheses. Our major concerns are that, the measures of performance 
used by an empirical investigator should not be blindly chosen because of tradition and 
convention only, although these factors may properly be given some weight, but should be 
constructed in a manner having operational meaning within the context of the particular 
problem. 
Appendix A: Solving the optimization problem in section 2.3 
Differentiating the utilities in (6) – (8) with respect to the free choice variables when 
31 13= =A A A and 1km = gives the first order conditions: 
( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )
( )
2 213
1 1 3 1 1 3 3 3 3 1 3 3 1 1 1
1
2213
3 3 1 3 3 1 1 1 1 3 1 1 3 3 3
3
2 213
1 1 3 1 1 3 3 3 3 1 3 3 1 1 1
1
13
3 3 1 3 3
3
0
0
0r
r
u ω T T t T t T ω T T t T t T κ
t
u ω T T t T t T ω T T t T t T κ
t
u
t t t T t T t t t T t T ǅ
T
u
t t t T
T
− −
−−
− −
∂ = + + + + + + + + + − =∂
∂ = + + + + + + + + + − =∂
∂ = + + + + + + + + + − =∂
∂ = + +∂
A A A A A
A A A A A
A A A A A
A
ϖ ϖ
ϖ ( )( ) ( ) ( )( ) 221 1 1 1 3 1 1 3 3 3 0t T t t t T t T ǅ−−+ + + + + + + − =A A A Aϖ
 (A1) 
Since are two possible decision variables, we consider the Hessian matrices. Maximum 
utilities exist when matrices are negative semi-define, which occurs when 11 0H ≤ , which is 
satisfied, and 11 12
21 22
0
H H
H H
≥ . 
2 2
13 13
2
1 31
2 2
13 13
2
3 1 3
;
u u
t tt
H
u u
t t t
∂ ∂
∂ ∂∂= ∂ ∂
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2 2
13 13
2
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2
3 1 3
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u u
T TT
H
u u
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∂ ∂
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Note that: 
2 2
13 13
3 1 1 3
u u
t t t t
∂ ∂=∂ ∂ ∂ ∂  and 
2 2
13 13
3 1 1 3
r ru u
T T T T
∂ ∂=∂ ∂ ∂ ∂  
( ) ( )( ) ( ) ( )( )2 3 3213 1 1 3 1 1 3 3 3 3 1 3 3 1 12
1
2 2 0
u ω T T t T t T ω T T t T t T
t
− −∂ = − + + + + − + + + + ≤∂ A A A A A  (A2) 
( ) ( )( ) ( ) ( )( )2 33 213 3 3 1 3 3 1 1 1 1 3 1 1 3 32
3
2 2 0
u ω T T t T t T ω T T t T t T
t
−−∂ = − + + + + − + + + + ≤∂ A A A A A  (A3) 
( ) ( )( ) ( ) ( )( )2 3 313 1 1 3 1 1 3 3 3 3 1 3 3 1 1
1 3
2 2 0
u ω T T t T t T ω T T t T t T
t t
− −∂ = − + + + + − + + + + ≤∂ ∂ A A A A A  (A4) 
( ) ( )( ) ( ) ( )( )2 3 3213 1 1 3 1 1 3 3 3 3 1 3 3 1 12
1
2 2 0r
u
t t t T t T t t t T t T
T
− −∂ = − + + + + − + + + + ≤∂ A A A A Aϖ ϖ  (A5) 
( ) ( )( ) ( ) ( )( )2 33 213 3 3 1 3 3 1 1 3 1 3 1 1 3 32
3
2 2 0r
u
t t t T t T t t t T t T
T
−−∂ = − + + + + − + + + + ≤∂ A A A A Aϖ ϖ  (A6) 
( ) ( )( ) ( ) ( )( )2 3 313 1 1 3 1 1 3 3 3 3 1 3 3 1 1
1 3
2 2 0r
u
t t t T t T t t t T t T
T T
− −∂ = − + + + + − + + + + ≤∂ ∂ A A A A A Aϖ ϖ  (A7) 
In order to protect the system, the approach strategically satisfies the following: 
( ) ( ) ( )( ) ( )( )2 3 311 12 21 3 3 1 1 1 3 3 3 3 1 1
21 22
4 1 0
H H ω ω T T t T t T t T t T
H H
− −= − + + + + + + + ≥A A A A  (A8) 
Mathematical manipulation of (A1) we get: 
( ) ( )( ) ( )( )
( ) ( )( ) ( )( )
12 2
1 1 3 1 1 3 3 1 3
12 2
1 1 3 1 1 3 3 1 3
1
1
ω T T t T t T κ κ
t t t T t T ǅ ǅ
−−
−−
⎧ + + + + = − −⎪⎨⎪ + + + + = − −⎩
A A A A
A A A Aϖ
 
The above system of equation is simplified as follows: 
( )( ) ( ) 11 3 1 1 3 1 3 1 1 3t t ω ǅ ǅ T T κ κ −⎡ ⎤+ = − + −⎣ ⎦A A A Aϖ  
 ( )( ) ( )( ) 22 21 3 1 1 1 3 1 1 1 1 1 3 3 11T T ω κ κ ω ǅ κ ω ǅ κ −+ = − − × + − +A A A Aϖ ϖ ϖ  (A9) 
Combining the above equations yields: 
 ( )( ) ( )( ) 22 21 3 1 1 1 1 1 1 1 1 1 3 3 11t t ω ǅ ǅ ω ǅ κ ω ǅ κ −+ = − − × + − +A A A Aϖ ϖ ϖ  (A10) 
Repeating the procedure above gives: 
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 ( )( ) ( )( ) 22 23 1 3 3 3 1 3 3 3 3 3 1 1 31T T ω κ κ ω ǅ κ ω ǅ κ −+ = − − × + − +A A A Aϖ ϖ ϖ  (A11) 
 ( )( ) ( )( ) 22 23 1 3 3 3 1 3 3 3 3 3 1 1 31t t ω ǅ ǅ ω ǅ κ ω ǅ κ −+ = − − × + − +A A A Aϖ ϖ ϖ  (A12) 
Equations (A10) and (A12) are two equations with two unknown which are solved to yield 
(9). Analogously, equations (A9) and (A11) are solved to yield: 
 
( ) ( )( )
( ) ( )( )
22
1 1 1 1 3 1 1 1 1 1 3 1 3
22
3 3 3 1 3 3 3 3 3 1 3 1
T ω κ κ ω ǅ κ ω ǅ κ
ω κ κ ω ǅ κ ω ǅ κ
−
−
= − + − + −
− − + − +
A A
A A A
ϖ ϖ ϖ
ϖ ϖ ϖ
 (A13) 
 
( ) ( )( )
( ) ( )( )
22
3 3 3 3 1 3 3 3 3 3 1 3 1
22
1 1 1 3 1 1 1 1 1 3 1 3
T ω κ κ ω ǅ κ ω ǅ κ
ω κ κ ω ǅ κ ω ǅ κ
−
−
= − + − + −
− − + − +
A A
A A A
ϖ ϖ ϖ
ϖ ϖ ϖ
 (A14) 
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