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В данной статье рассматривается 
одно из приоритетных направлений 
в области искусственного интеллек-
та – цепи Маркова. Решается задача 
прогнозирования стратегических на-
правлений инвестирования в сфере 
промышленной политики с помощью 
метода Монте-Карло.
Ключевые слова: моделирование, 




PhD in Economics, associate professor 
of the department “Information systems in 





assistant of the department “Political 




DEVELOPMENT OF INTELLIGENT 
SYSTEM FOR SOLVING OF 
COMPLEX ECONOMIC PROBLEMS 
IN INDUSTRIAL POLICY BY MONTE 
CARLO METHOD
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in the fi eld of artifi cial intelligence – Markov 
chains. The problem of forecasting the 
strategic investment directions in industrial 
policy by using a Monte Carlo method is 
solved.
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1. Введение
Широкое распространение особенно при анализе риска получил метод 
Монте-Карло [1,2,3]. Экономические процессы в системах любой сложнос-
ти могут быть формально выражены при помощи цепей Маркова и решены 
методом Монте-Карло за ограниченное время, зависящее только от требуе-
мой точности вычислений.
2. Моделирование сложных процессов с использованием метода 
Монте-Карло
Цепью Маркова называют такую последовательность случайных собы-
тий, в которой вероятность каждого события зависит только от состояния, в 
котором процесс находится в текущий момент и не зависит от более ранних 
состояний. Марковская цепь изображается в виде графа переходов, верши-
ны которого соответствуют состояниям цепи, а дуги – переходам между 
ними. Вес дуги (i, j), связывающей вершины si и sj будет равен вероятности 
pi(j) перехода из первого состояния во второе. 
Рис. 1. Пример графа Марковской цепи
Конечная дискретная цепь определяется: 
1. множеством состояний S = {s1, …, sn}, событием является переход из 
одного состояния в другое в результате случайного испытания 
2. вектором начальных вероятностей (начальным распределением) 
p(0) = {p(0)(1),…, p(0)(n)}, определяющим вероятности p(0)(i) того, что в на-
чальный момент времени t = 0 процесс находился в состоянии si 
3. матрицей переходных вероятностей P = {pij}, характеризующей веро-
ятность перехода процесса с текущим состоянием si в следующее состояние 
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С помощью вектора начальных 
вероятностей и матрицы переходов 
можно вычислить стохастический 
вектор p(n) – вектор, составленный 
из вероятностей p(n)(i) того, что 
процесс окажется в состоянии i в 
момент времени n. Получить p(n) 
можно с помощью формулы: 
p(n) = p(0) × Pn 
Векторы p(n)  при росте n в неко-
торых случаях стабилизируются –
сходятся к некоторому вероятнос-
тному вектору ρ, который можно 
назвать стационарным распределе-
нием цепи. Стационарность про-
является в том, что взяв p(0) = ρ,
мы получим p(n) = ρ для любого n. 
Простейший критерий, который 
гарантирует сходимость к стацио-
нарному распределению, выглядит 
следующим образом: если все эле-
менты матрицы переходных веро-
ятностей P положительны, то при 
n, стремящемуся к бесконечности, 
вектор p(n) стремится к вектору ρ, 
являющемуся единственным реше-
нием системы вида 
p × P = p.
Также можно показать, что если 
при каком-нибудь положительном 
значении n все элементы матрицы 
Pn положительны, тогда вектор p(n) 
все равно будет стабилизироваться. 
При рассмотрении цепей Маркова 
нас может интересовать поведение 
системы на коротком отрезке вре-
мени. В таком случае абсолютные 
вероятности вычисляются с помо-
щью формул. Однако более важ-
но изучить поведение системы на 
большом интервале времени, когда 
число переходов стремится к беско-
нечности.
Марковские цепи классифици-
руются в зависимости от возмож-
ности перехода из одних состоя-
ний в другие. Группы состояний 
марковской цепи (подмножества 
вершин графа переходов), которым 
соответствуют тупиковые вершины 
диаграммы порядка графа перехо-
дов, называются эргодическими 
классами цепи. Если рассмотреть 
граф, изображенный выше, то вид-
но, что в нем 1 эргодический класс
M1 = {S5}, достижимый из компо-
ненты сильной связности, соответс-
твующей подмножеству вершин 
M2 = {S1, S2, S3, S4}. Состояния, кото-
рые находятся в эргодических клас-
сах, называются существенными, 
а остальные – несущественными. 
Поглощающее состояние si являет-
ся частным случаем эргодического 
класса, это такое состояние, попав в 
которое, процесс прекратится. Для 
Si будет верно pii = 1, т.е. в графе 
переходов из него будет исходить 
только одно ребро – петля. 
Цепь Маркова называется не-
приводимой, если любое состояние 
Sj может быть достигнуто из любо-
го другого состояния Si за конечное 
число переходов. В этом случае все 
состояния цепи называются сооб-
щающимися, а граф переходов яв-
ляется компонентой сильной связ-
ности. Процесс, порождаемый та-
кой цепью, начавшись в некотором 
состоянии, никогда не завершается, 
а последовательно переходит из од-
ного состояния в другое, попадая в 
различные состояния с разной час-
тотой, зависящей от переходных ве-
роятностей. Поэтому основная ха-
рактеристика эргодической цепи – 
вероятности пребывания процесса 
в состояниях Sj, j = 1,…, n, доля вре-
мени, которую процесс проводит в 
каждом из состояний. Неприводи-
мые цепи часто используются в ка-
честве моделей надежности систем, 
а так же транспортных моделей. 
Поскольку нас интересует в ос-
новном, вычисление узловых ве-
роятностей в неприводимых цепях 
Маркова, для которого не сущест-
вует математически обоснованных 
методов решения, мы обратимся к 
методу Монте-Карло. Сущность ме-
тода заключается в том, что вместо 
того, чтобы использовать непод-
ходящие для подобных задач со-
ображения комбинаторики, можно 
просто поставить «эксперимент» 
большое число раз и таким образом, 
подсчитав число  исходов, оценить 
их вероятность. Этот метод имита-
ции применим для решения почти 
всех задач при условии, что аль-
тернативы могут быть выражены 
количественно. Построение модели 
начинается с определения функци-
ональных зависимостей в реальной 
системе, которые впоследствии поз-
воляют получить количественное 
решение, используя теорию вероят-
ности и таблицы случайных чисел. 
Модель Монте-Карло не столь фор-
мализована и является более гиб-
кой, чем другие имитирующие мо-
дели. Причины здесь следующие:
1. При моделировании по мето-
ду Монте-Карло нет необходимос-
ти определять, что именно оптими-
зируется;
2. Нет необходимости упро-
щать реальность для облегчения 
решения, поскольку применение 
ЭВМ позволяет реализовать модели 
сложных систем;
3. В программе для ЭВМ можно 
предусмотреть опережения во вре-
мени.
Метод Монте-Карло позволяет 
численно находить различные ве-
роятностные характеристики слу-
чайной величины η, зависящей от 
большого числа других случайных 
величин ξ1, ξ2, …, ξn. Этот метод 
сводится к следующему: разыгры-
вается последовательность слу-
чайных величин ξ1, ξ2, …, ξn для 
каждого розыгрыша определяется 
соответствующее значение случай-
ной величины η, а по найденным 
значениям строится эмпирическое 
распределение вероятностей этой 
случайной величины.
3. Разработка интеллектуальной 
системы для решения сложных 
задач и ее применение в сфере 
промышленной политики
Типичным примером задачи, ко-
торая может быть решена на основе 
метода Монте-Карло, является зада-
ча на инвестирование. 
Описание задачи: Волгоградская 
область имеет возможность вложить 
свободные  средства в одно из трёх 
основных направлений развития, при 
этом различные степени психоло-
гического фактора инвестиционной 
привлекательности соответствую-
щим образом влияют на вероятности 
реинвестирования основных направ-
лений. На основании статистических 
исследований были определены ве-
роятности реинвестирования направ-
лений и варианты дальнейшего раз-
вития событий. Необходимо вычис-
лить направление инвестирования, 
имеющее наименьший риск потери 
вложенных средств.
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Основными направлениями 
инвестирования являются: агро-
промышленный комплекс (АПК) с 
вероятностью 0,4; энергетика с ве-
роятностью 0,4; промышленность с 
вероятностью 0,2.
Возможные исходы инвестиро-
вания в агропромышленный комп-
лекс: значительное увеличение при-
были с возможностью дальнейшего 
реинвестирования с вероятностью 
0,2; возврат вложенных средств при 
отсутствии прибыли с возможнос-
тью дальнейшего реинвестирова-
ния с вероятностью 0,35; получение 
убытков исключающих возмож-
ность дальнейшего реинвестирова-
ния с вероятностью 0,45.
Возможные исходы инвестиро-
вания в энергетику: значительное 
увеличение прибыли с возможнос-
На первом этапе решения пост-
роим граф (рисунок 2):
Имея представление задачи в 
виде графа – приступаем к програм-
мированию решения.
Поскольку граф нашей задачи, 
содержит поглощающие узлы (та-
кие узлы, в которых переход к дру-
гим узлам невозможен) мы создаем 
алгоритм таким образом, чтобы при 
достижении поглощающего узла 
происходила повторная постанов-
ка эксперимента с самого начала 
(с первого узла графа).
После программирования, необ-
ходимо ввести данные представлен-
ного графа в программу. Поскольку 
нашей задачей является определе-
ние наиболее приоритетной облас-
ти инвестирования, то критерием 
ответа будет вероятность достиже-
ния узлов графа с номерами: 7, 10, 
11, 15, 18, 19. Сравнивая вероят-
ности, в данных узлах определим 
минимальную вероятность – это и 
есть узел, принадлежащий предпоч-
тительному направлению инвести-
рования. Данный метод автомати-
зирован и представлен следующей 
программой (рисунок 3). Введем 
данные в программу.
На первом этапе введем необхо-
димое количество узлов. По усло-
вию нашей задачи (рисунок 2) оно 
равно 20. Введем кол-во выходных 
связей узла №1, равное 3.
На следующем этапе введем но-
мера узлов для связей №1, №2, №3, 
которые  равны соответственно 2, 3 
и 4.(рисунок 4).
Введем вероятности переходов 
для связи №1,№2,№3, которые со-
ответственно равны 0,2;  0,4;  0,4.
(рисунок 5)
Рис. 2. Граф задачи
Рис. 3. Количество выходных связей
тью дальнейшего реинвестирова-
ния с вероятностью 0,4; возврат 
вложенных средств при отсутствии 
прибыли с возможностью даль-
нейшего реинвестирования с веро-
ятностью 0,5; получение убытков 
исключающих возможность даль-
нейшего реинвестирования с веро-
ятностью 0,1.
Возможные исходы инвести-
рования в промышленность: зна-
чительное увеличение прибыли 
с возможностью инвестирования 
расширения производства с веро-
ятностью 0,3; возврат вложенных 
средств при отсутствии прибыли с 
возможностью дальнейшего реин-
вестирования с вероятностью 0,2; 
получение убытков исключающих 
возможность дальнейшего реинвес-
тирования с вероятностью 0,5. Рис. 4. Ввод нумерации узла
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Таким образом, после того как 
ввод данных осуществлен, вводим 
кол-во циклов. Чем больше коли-
чество циклов, тем меньше статис-
тическая погрешность решения. 
Введем количество циклов соот-
ветственно: 100000 (рисунок 6), 
Рис. 5. Ввод вероятностей
Рис. 6. Результат вычислений
Узел входа введем 1. Результат вы-
числений показан в процентном от-
ношении. 
Результатом вычислений являет-
ся узел под номером два (агропро-
мышленный комплекс). 
4. Заключение
Таким образом, было показа-
но, как решение сложных эконо-
мических задач, не поддающихся 
решению классическими матема-
тическими методами были решены 
алгоритмически с помощью ЭВМ. 
Предложенный метод Монте-Кар-
ло является универсальным и мо-
жет быть использован для решения 
практически всех задач, касаю-
щихся расчетов риска, прибыли и 
убытков. Данный алгоритм может 
быть использован также для расче-
та имитационных и итерационных 
задач. 
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