Water hazard detection is an important yet challenging task in autonomous driving as the complex underwater geography brings many hidden risks, e.g. puddles, which could make self-driving cars unsafe. Fully convolutional networks (FCN) have achieved remarkable performance on many image segmentation tasks, but water hazard detection problems are always hard to deal with due to the reflection characteristic of water. In this paper, we use Conditional Generative Adversarial Networks (cGAN) to deal with the water hazard detection. It has been proved that the Reflection Attention Unit (RAU) can improve the performance of deep networks for water hazard detection when added into the deep networks. We take advantage of RAU and carefully investigate its effect when placed in different layers of cGAN, with the best configuration being our proposed method: cGAN-mRAU. The 'Puddle-1000' dataset is employed to evaluate our method. We use two subsets respectively and combine them together. We randomly choose some images and their ground-truth masks to train the model, and we use other images to test the model. We find many annotation mistakes in the dataset and correct them through re-annotation. Compared with FCN-8s with focal loss and 5 RAUs (FCN-8s-FL-5RAU), which is the state-of-the-art over 'Puddle-1000', both cGAN and cGAN-mRAU outperform the FCN-8s-FL-5RAU in F1-measure, where cGAN achieves the best performance on 'Off Road' subset and cGAN-mRAU achieves the best performance on 'On Road' subset as well as whole dataset.
I. INTRODUCTION
Unmanned vehicles and unmanned aerial vehicles have been widely used nowadays, but such vehicles are prone to crashing [1] if potential risks cannot be predicted in time. In outdoor scene, water hazards mean the hidden risk for cars as we can hardly know the depths of the puddles. So, it is essential to detect the water hazards accurately in autonomous driving.
Laser Radar and dual-polarized camera sometimes can be useful to deal with land-surface classification tasks in autonomous driving, but those devices are too expensive and do not provide sufficient detection accuracy [2] . The developing theories and technologies of image processing and computer vision make it possible to detect water hazards from single color image. However, some problems may come The associate editor coordinating the review of this manuscript and approving it for publication was Huimin Lu . up in practice. For instance, due to the reflection characteristic of water, the reflection portions of water surfaces can be very similar to real objects. Thus, the distinguish of them becomes a difficult task.
There are several studies on the water hazard detection based on traditional image processing. Most of them use color, texture and reflection as major features of water hazard detection and combine these features with machine learning methods [3] , [4] . However, only few works attempt to carry out the study by using deep networks regardless of their great performance.
Considering that the shapes of water hazards are various and always irregular and we need the accurate location of water hazards, we take the water hazard detection problem as image segmentation problem rather than general object detection problem. As Conditional Generative Adversarial Networks (cGAN) [5] always achieve excellent performance VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ in such image segmentation problems, in this paper, we handle the problem by using cGAN. Also, water hazard detection problems can be taken as image-to-image translation task like [6] , in which cGAN is fully utilized. We feed the original images into the generator of the cGAN as input, then the binary images representing the detection results are expected to output from the generator. As for the discriminator, the generated binary images or the masks representing ground truth are fed to be discriminated and the corresponding original images are also fed as conditions. As far as we know, we are the first to use cGAN to deal with such water hazard detection tasks and our method based on cGAN outperforms the method proposed by Han et al. [2] , which is the state-of-theart over their released water hazard dataset 'Puddle-1000'. For better performance, we take advantage of Reflection Attention Units (RAU) proposed in [2] . RAU is a structure consisting of a preprocessing function and a convolutional layer. In our work, it is found that the RAU can enhance the performance of cGAN when added to the intermediate layers of generator. Moreover, we find that when the preprocessing function in RAU is used to preprocess the input images of both generator and discriminator, the performance on water hazard detection can be further improved in many cases. Thus, here we propose our cGAN with mixture RAU (cGAN-mRAU) model, in which RAUs are added after the first and the third convolutional layers of generator, moreover, the preprocessing function in RAU is used to preprocess the input images in our model. As a result, our model outperforms cGAN on most datasets.
For evaluation, we also use the 'Puddle-1000' dataset. However, we find many mistakes in the annotations of the dataset which may have a negative impact on the further study. Those mistakes mainly exist in the 'On Road' subset of 'Puddle-1000'. Thus, we re-annotate the subset and then perform our experiment on the revised Puddle-1000 dataset for comprehensive comparison.
Three major contributions of our work are listed as follows:
• We are the first to use Conditional Generative Adversarial Networks to deal with the water hazard detection, and our work proves that cGAN outperforms the stateof-the-art model in both Recall and F1-measure on 'On Road' subset and cGAN performances the best on 'Off Road' subset.
• We take advantage of RAU and investigate its effect when placed in different layers of cGAN, we also find that the preprocessing function in RAU can be used independently to preprocess the input images. Thus, we combine cGAN with RAU and propose our new method cGAN-mRAU. cGAN-mRAU improves the performance of cGAN in many cases and achieves the best F1-measure.
• We carefully correct the annotation mistakes in 'On Road' subset of 'Puddle-1000' dataset for better future investigation. The rest of the paper is organized as follows. Section II lists some related works of our study. Section III presents the total architecture of the model we use. Section IV describes the dataset we use and how we re-annotate the dataset. Section V describes the details of our experiments as well as the analysis about the results. Section VI gives the conclusion of our work and possible future works.
II. RELATED WORK A. WATER HAZARD DETECTION WITH IMAGE ANALYSIS AND CLASSIFICATION
The water hazard detection task is essentially an image segmentation issue, which segments out all water hazard regions in a single road image; on the other hand, it is one kind of classification problem that deals with every pixel, so, several algorithms for classification, can be used after the key features of water hazards are extracted.
In the early study of water hazard detection, color and texture information was fully utilized due to the prior knowledge that water hazards usually come up with high brightness, low saturation and weak texture. Rankin and Matthies [3] proposed that saturation/brightness can be a significant feature of water hazards. Zhao et al. [4] performed the experiment by extracting the features of color (saturation/brightness) as well as the features of texture and using Support Vector Machine (SVM) to search water hazards in the images. Serikawa and Lu [7] proposed that red color channel is attenuated with a higher rate than green and blue channels inside the water, and the brightness inside the water is relevant to the water quality, which may cause different appearances of water hazards.
B. WATER HAZARD DETECTION WITH DEEP NETWORKS
Many image segmentation problems can be handled as pixellevel classification problems, and the results can always be represented as some kinds of feature maps (e.g. binary images). Moreover, deep learning is always a good solution in visual recognition [8] . Thus, deep networks that support image-to-image translation can be effective in solving the water hazard detection problem.
In fact, there are few existing methods basing on deep learning to deal with the water hazard detection problems. In related tasks, Lu et al. [9] used deep neural networks and a color correction method based on spectral characteristic to reconstruct the underwater light field images with low brightness. The method proposed that performances in depth estimation is better than traditional methods, however, some mistakes of estimation still exist. Deep learning was also used for super-resolution and denoising for images captured under the water in the work of Lu et al. [10] . According to the figures given in [10] , images captured in underwater environment is not clear due to the noise and scattering, then they are much clearer after denoising and descattering by deep networks.
To the best of our knowledge, the work of [2] using fully convolutional networks (FCN) with RAU is the state-ofthe-art in water hazard detection. The RAU makes FCN fit water hazard detection task better. Furthermore, Han et al. [2] FIGURE 1. The architecture of Reflection Attention Units (RAU). I is the input feature map with size [h, w , c], X is the feature map with size [n, w /2, c] after pooling, and X is the feature map after slicing, resizing and concatenating on X . I self-concatenates n times along the feature axis and produces I . D is the feature map represents the difference between I and X . D and I are concatenated along the feature axis and produce D . D with size [h, w , (n + 1) × c] is the output of the preprocessing function. Finally, D is fed to a convolutional layer to get the output of RAU with size [h, w , c].
released the 'Puddle-1000' dataset and proposed that focal loss can be applied to solve the unbalanced classification problem.
C. REFLECTION ATTENTION UNIT
The Reflection Attention Unit proposed by Han et al. [2] aims to focus on the reflection characteristics of water which is based on the hypothesis that the reflections of water on the ground are vertical. To find such vertical reflection correspondences, RAU reduces the size of the input feature map by resizing and pooling, then compares each row with other rows to get the differences between pixels which are in the same column. It has been proved that RAU can improve the performance of FCN in water hazard detection projects.
The architecture of RAU is shown in Fig. 1 . The RAU contains a preprocessing function and a convolutional layer with Leaky ReLU as activation function. The Leaky ReLU function can be written as:
where λ ∈ (0, 1), and when λ is set to 0, equation (1) represents the normal ReLU function. In our work, this λ is set to 0.2 in all Leaky ReLU functions according to the settings in [6] .
In the preprocessing function, each input feature map I with size [h, w, c] is reduced to size [n, w/2, c] by an average pooling, we use X to represent the new feature map. Then each row of X is cut off and resized to size [h, w, c] as the input and all these resized maps are concatenated along the feature axis and create a new feature map X with size [h, w, n × c]. After that, I is self-concatenated n times along the feature axis to get I with size [h, w, n × c]. Then we get D by calculating the difference between X and I , and D is concatenated with I along the feature axis to get D with size [h, w, (n + 1) × c]. D is the output of the preprocessing function.
Finally, D is fed to a convolutional layer with c filters and activated by Leaky ReLU function. The size of filters is 3×3, and the stride is 1 × 1.
The settings and performance of RAU may depend on the size of input feature map, the value of n can be set to 8 or 16 according to [2] .
D. CONDITIONAL GENERATIVE ADVERSARIAL NETWORKS
The Generative Adversarial Networks (GAN) were proposed by Goodfellow et al. [11] in 2014. A GAN works with a Min-Max game between a generator (G) and a discriminator (D). Given an input noise z sampled from distribution p z , the generator outputs a generated data G(z). As for the discriminator, it outputs the probability D(x) that the given data x come from the training set rather than the output of generator. The generator is trained to minimize log(1 − D(G(z))), and the discriminator is trained to minimize log D(G(z)) and maximize log D(x), where x comes from the training set with distribution pdata. The generator and discriminator are trained simultaneously, the goal of training can be written as:
But this structure cannot completely fit our goal, one reason is that an image contains too many pixels, if the image is used as 'noise' in generator, the generated mask is hard to control. The more important reason is that, in GAN, the discriminator only judges whether the input data comes from the training set, but in our task, we need to ensure that the generated mask or ground-truth mask relates to certain image (input of the generator). So, traditional discriminator in GAN is useless in our task. Thus, we choose cGAN proposed by Mirza and Osindero [5] , where both generator and discriminator are conditioned on some extra information y.
In our research, this extra information y is the image to be detected. The generator of GAN generates data according to the input noise z, which is usually given at random, but in our work, the output mask is only relevant to the input image, the generator should be deterministic, thus, we don't need the noise z anymore, the output of generator can be written as G(y). The output of discriminator can be written as D(x, y), where x represents the data come from the training set or the output of generator. Thus, as the goal of training a cGAN model, formula (2) can be rewritten as follows:
Isola et al. [6] has proved that cGAN model is powerful for image-to-image tasks. Nguyen et al. [12] added a sensitivity parameter to the cGAN and proposed scGAN model for shadow detection which is quite similar to our task. Compared with stacked Convolutional Neural Network (CNN) and cGAN, scGAN get lowest balance error rate (BER) in shadow detection on SBU testing set VOLUME 7, 2019 (the BER is 9.1). Wang et al. [13] applied the Stacked Conditional Generative Adversarial Networks (ST-CGAN) to shadow detection and removal and obtained remarkable results. ST-CGAN outperforms scGAN on many datasets in terms of BER. The BER ST-CGAN gets on SBU dataset is 9.02, which is lower than 9.1, got by scGAN. As for the architecture of the generator in these specific cGAN models, the 'U-Net' [14] is commonly used, which is originally proposed for biomedical image segmentation.
III. WATER HAZARD DETECTION WITH CGAN-MRAU
There are two major issues in the water hazard detection. One is the imbalance between water hazard areas and the background areas, which may lead to the unbalanced optimization in training; the other one is the reflection of water, which is often hard to be distinguished from the objects in the background. In many other works with single deep network, some complex loss functions are used to solve the imbalance problem. However, in cGAN, such imbalance can be obviously weakened due to the constraint of discriminator. Thus, we choose cGAN to deal with the water hazard detection tasks. As for the reflection, the RAU is proved to be effective in many cases [2] . Taking advantage of RAU, we make good use of RAUs in the cGAN model and propose the cGAN-mRAU method to better solve water hazard detection problem.
The RAU consists of a preprocessing function and a convolutional layer. When we only use the preprocessing function and remove the convolutional layer, RAU only extracts the reflection features of water based on prior knowledge. However, if both the preprocessing function and the convolutional layer are used, RAU can focus on extracting features through learning from training samples, and can reduce the number of channels to the same as input. Thus, the effect of RAU may relate to the number of channels in input maps. When added in the first layer, the original images are fed into the RAU directly. As there are only three channels in original images, there must be just three filters in the convolutional layer of RAU accordingly. In that case, the RAU may have a negative effect when used directly on the original images. However, we conjecture that when the preprocessing function in RAU is used independently to preprocess the original images, the performance of our networks would also be improved. The results of further experiments corroborate our conjecture.
So, we add RAUs to the intermediate layers of the generator, similar as what Han et al. [2] do, besides, we also apply RAU in the first layer of both the generator and discriminator by only utilizing its preprocessing function to preprocess the original images.
A. MODEL ARCHITECTURE
The major architecture of cGAN-mRAU that we propose is shown in Fig. 2 . The basic architectures of generator and discriminator are similar to [6] and [12] , considering that our images are not much bigger than images in [6] and [12] , FIGURE 2. The architecture of the networks that we use. The architecture is not majorly different from cGAN used in [6] . The input images are fed to generator to be predicted. The masks produced by generator or the masks represent the ground truth are fed to the discriminator. In generator, the original images are preprocessed by the preprocessing function first. Two RAUs are inserted after the first and third layers of generators separately. In discriminator, original images are taken as conditions and preprocessed first, then they are concatenated with their ground truth masks or masks produced by generator along the feature axis and fed to the next deep networks.
we choose the same parameters of convolutional layers with them. Inspired by the usage of RAU in [2] , we add the RAUs after the first and third convolutional layers in generator. Also, the preprocessing function in RAU is applied to preprocess the original images in both generator and discriminator.
1) ARCHITECTURE OF THE GENERATOR
In the generator, the input images with size [360, 640, 3] are first preprocessed by the preprocessing function in RAU. In our network, all feature maps fed into RAU are not smaller than 45×80, so the reduced height n in all RAUs is set to 16 according to [2] , hence the size of each feature map output at this step is [360, 640, (16 + 1) × 3].
The next part of the generator is similar with the 'U-Net' [14] which consists of two portions, a contractive path that reduces the size of input but increases the depth, and an expansive path that conducts the contrary job. Except for RAU, the contractive path consists of 8 convolutional layers, with each layer containing filters with the size 5 × 5 and the stride 2×2. The amounts of filters are 64, 128, 256 in the first to third layers and 512 in last layers. Batch normalization is applied to each layer except the first one, and Leaky ReLU activation function is applied to the first seventh layers when ReLU is used in the last layer. Then RAUs are added after the first and the third convolutional layers. The expansive path contains 8 layers as well, each of them works with a 5 × 5 deconvolution operation with the stride 2 × 2. The first to seventh layers are concatenated with the seventh to first layers of the contractive path respectively at the end of each layer. Dropout with the probability 0.5 is used in the first to third layers while the batch normalization is used in the first to seventh layers. All layers except the last one adopt ReLU as activation functions. The numbers of the filters are 512, 512, 512, 512, 256, 128, 64 and 1. The final result is output after a tanh activation function.
2) ARCHITECTURE OF THE DISCRIMINATOR
The input images of the generator are input into the discriminator as conditions, and then the images are processed by the RAU first and changed into feature maps, the same as in the generator. The fake masks generated by the generator, or the ground truth masks are fed into the discriminator as well, and then they are concatenated with the corresponding feature maps created in last step. After that, there are 4 convolutional layers with Leaky ReLU and filters of size 5 × 5 and stride 2 × 2. The amounts of filters are 64, 128, 256 and 512. In addition, batch normalization is used in the second to fourth layers. At last, a full connection layer achieves the mapping from each feature map to one value. The final result is output after a sigmoid function.
B. LOSS FUNCTIONS
The generator and the discriminator are trained respectively with different loss functions.
1) LOSS FUNCTION OF THE GENERATOR
The loss of the generator contains two portions. One called data loss (denoted as the L data ) comes from the difference between the generator's output and the ground truth. Isola et al. [6] suggests that a traditional loss function as L1 distance loss may be more useful in GAN model. Suppose x is the value of a pixel from the input image, and y ∈ {−1, 1} is the corresponding ground truth(y = 1 means this pixel is in the region of water hazards and y = −1 means it's in the background). For each image input (maybe a batch), we define a set PL to represent all pixel-label pairs in the image, also, suppose the g(x) is the classification result of x by generator, then the L1 distance loss for one image can be written as:
Han et al. [2] use the focal loss [15] to improve the performance of FCN, but in our experiments, we find that the focal loss can not improve the performance of our model.
The other term of the generator's loss called adversarial loss roots in the discriminator's correct recognition of the fake mask generated by the generator. Suppose X is the input image, G(X ) is the output of the generator with the input X , D(X , Y ) is the output of the discriminator with the input X to be discriminated and Y as the condition. We take 1 as the label of the real mask and use 0 to represent the fake, and we apply the cross-entropy loss as well. Denoted as L adv , the adversarial loss can be written as:
Then the total loss of the generator can be computed as:
where hyper-parameter λ (λ ≥ 0) represents the weight of the data loss, this parameter should not be set too high, or the discriminator may get useless. According the work of [6] and [12] , the λ is suggested to set to nearly 100. 
2) LOSS FUNCTION OF THE DISCRIMINATOR
The loss of the discriminator is caused by the wrong judgement given by the discriminator. We choose the cross-entropy loss as the loss of the discriminator, which can be written as: X ) ), (7) where Y is the ground truth mask according to the input X .
IV. PUDDLE-1000 DATASET
We take the 'Puddle-1000' dataset released in [2] as our dataset. The dataset contains two subsets: the 'On Road' subset and the 'Off Road' subset. However, in our early research, we found some unignorable mistakes in the annotations of the images in the 'On Road' subset, and it might have a negative influence on the reliability of our result. Thus, we re-annotate the dataset according to the original annotations but following two principles:
• The obvious mistakes in original annotations must be modified.
• Judgements and annotations must be consistent for same real-world areas. As shown in Fig. 3 , large areas of water are mis-annotated in (a) and we have corrected it as shown in (d). Comparing frame (b) with frame (c), which were captured in different angles, the regions in the yellow dotted rectangles represent the same water hazard areas in real world, but in (b), they are marked as water hazard areas when they are not marked in (c). Actually, some areas are too ambiguous to be distinguished. To resolve the ambiguities, we unify the judgements of the areas which represent the same real-world areas although they are in different frames((e) and (f) are the new ones re-annotated by us according to (b) and (c)).
V. EXPERIMENTS A. EVALUATION METRICS
Inspired by the work of [2] , we use Accuracy, Precision, Recall and F1-measure, which are meaningful in such problems, to evaluate our method. We take each pixel of water Then, the Accuracy is calculated as:
however, as there are much more negative examples than positive examples, the Accuracy is not always meaningful.
In our study, we care more about Precision, Recall and F1-measure. The Precision and Recall are:
Finally, the F1-measure can be calculated as:
B. IMPLEMENTATION DETAILS
We perform our experiment with an NVIDIA TITAN XP GPU (12GB of memory) and on Ubuntu operating system. The major tool that we use for programming is TensorFlow. We divide the two subsets of the 'Puddle-1000' dataset into training sets and testing sets randomly. The 'On Road' subset contains 272 image-mask pairs as training set and 85 pairs as test set. The 'Off Road' subset contains 530 image-mask pairs as training set and 98 pairs for test. The pairs in the training set are used to train our networks and those in the test set are used to evaluate our method. Also, we carried out experiments on both subsets combined together with 802 pairs for training and 183 pairs for testing as [2] .
The input images and their ground-truth masks are resized to 640×360 at first. We use the Adam optimizer [16] to train the model. As for the learning rate, we find our networks cannot work well when the learning rate is too large, considering the work of [6] and [12] , it is appropriate to set the learning rate to 0.0002. We choose L1 distance loss as the data loss of generator at first and the λ in the loss function of generator is set to 100 in order that both of generator and discriminator can produce a marked effect. We run 400 epochs with the image-mask pairs in training set and the batch size is set to 1 according to the work of [2] , so there are total 272×400 iterations with the 'On Road' set and 530×400 iterations with 'Off Road'. In each epoch, we shuffle the training set at random. In each iteration, we optimize the discriminator once and then optimize the generator twice in case that the loss of the discriminator goes to zero. After finishing training, the model is saved for testing and evaluation.
Then we run our evaluation program with the testing set, and the body of the program is the trained generator which cannot be trained anymore. The feature maps output are converted into binary ones by a middle threshold. For calculating the L1 distance loss, we use −1 and 1 to represent the two classes, so the threshold is 0, as for loss functions like crossentropy loss function, we use 0 and 1 to represent the two classes and set the threshold to 0.5. Then, we compare the results of prediction with ground truth, and calculate the total TP, TN , FP and FN . Finally, we get the Accuracy, Precision, Recall and F1-measure for evaluation.
C. RESULTS

1) FCN-8S-FL-5RAU WITH RE-ANNOTATED DATASET
As we re-annotate the 'On Road' subset from the 'Puddle-1000' dataset and improve it in details, it's necessary to repeat the experiments conduct the state-of-the-art by Han et al. [2] with our new re-annotated dataset. For comparison, Table 1 lists the results of original experiments carried out by Han et al. [2] and the repeated experiment performed by us with the re-annotated dataset.
The result further proves that FCN-8s-FL-5RAU can be powerful in water hazard detection tasks and the low Precision in the work of Han et al. [2] is mainly due to the mistakes in the dataset. Moreover, it proves that our re-annotation of the dataset is necessary.
2) EXPERIMENTS WITH CGAN-MRAU
Han et al. [2] add five RAUs in the intermediate layers of FCN and improve the performance of FCN in water hazard detection tasks. As the RAU consists of a preprocessing function and a convolutional layer, we suppose that we can use the RAU to improve the performance of cGAN as what Han et al. [2] have done and the preprocessing function in RAU can be used to preprocess the input images. To verify our idea, we design and carry out some experiments for comparison, the results are shown in Table 2 .
First, to verify that the preprocessing function in RAU can be used independently, we carry out the experiments to study the usage of the preprocessing function. We use the cGAN model which is used in [6] without RAU to tackle the water hazard detection experiments. Then we use the preprocessing function in RAU to preprocess the input images of generator and carry out the experiments, and also to preprocess the input images in both generator and discriminator and carry out the experiments. The results in all these cases are presented in the first to third, and the seventh to ninth rows in Table 2 .
To verify that it is necessary to remove the convolutional layer in RAU when the RAU is used to preprocess the input images, we carry out the experiments in which we use original RAU with convolutional layer to preprocess the input images. The results are shown in the fourth and tenth rows in Table 2 .
Then, we carry out some experiments to evaluate whether the RAU will improve the performance of cGAN in water hazard detection when added in intermediate layers of deep networks as proposed in [2] . As the RAU reduces the height and width at first, the area of feature maps input cannot be too small. Moreover, the RAUs have only been added after convolutional layers, and there are at least two other layers between two RAUs according to the work in [2] . Inspired by the work of Han et al. [2] , we add the RAUs after the first and third convolutional layers in generator. The performance of cGAN with two RAUs in water hazard detection is shown in the fifth and eleventh rows in Table 2 .
Finally, combining the achievements we get in previous experiments, we use the preprocessing function in RAU to preprocess the input images in both generator and discriminator of the model where we add two RAUs in intermediate layers of generator, which is the cGAN-mRAU model we propose. We use the cGAN-mRAU to carry out the experiments and the results are shown in the sixth and last rows in Table 2 .
3) THE USAGE OF RAU
As we can see from the first to third, and the seventh to ninth rows in Table 2 , on 'On Road' subset, the preprocess of the input images improves the performance of cGAN model, however, it is useless on 'Off Road' subset. In all case, the model in which the input images are preprocessed in both generator and discriminator is better than the one where only preprocesses the input images in generator.
As shown from the fourth and tenth rows in Table 2 , the cGAN model faces an obvious decline in performance when the original RAUs are added before the first layers of both generator and discriminator. As mentioned before, the effect of RAU may relate to the number of channels in feature maps fed into RAU. Thus, the original RAU with convolutional layer is better not used to preprocess the input images.
When RAUs are added after the first and third convolutional layers in generator, the performance of cGAN is shown in the fifth and eleventh rows in Table 2 . The method outperforms the cGAN without RAU on 'On Road' subset, but shows poor performance on 'Off Road' subset.
At last, from the sixth and last rows in Table 2 , we can see that the performance of the cGAN-mRAU finally proposed is much better than cGAN on 'On Road' subset while a little poorer on 'Off Road' subset. Thus, we propose that, in some cases, when added in the proper place (after the first and third convolutional layers in generator) of cGAN, and the preprocessing function inside is used to preprocess the input images, the RAU can improve the performance of cGAN in water hazard detection tasks.
4) EXPERIMENTS WITH DIFFERENT LOSS FUNCTIONS
Inspired by the improvement that focal loss [15] brought to FCN in [2] , we wonder whether a more complex loss function such as focal loss could improve the performance of cGAN. In our early work, we choose different loss functions as the data loss of generator. We use the cGAN model and use the preprocessing function to preprocess the input images. At first, the preprocessing function is only used in generator, then, the preprocessing function is used in both generator and discriminator. As for the data loss of generator, L1 distance loss, focal loss and weighted cross-entropy (WCE) loss are chosen. The weighted cross-entropy used here is the one proposed in [17] , where the cross-entropy terms of positives and negatives are weighted by the number of negative samples and the number of positive samples separately. The dataset we use here is 'On Road' subset. Table 3 lists some of the results of our experiments. All results show that method using L1 distance loss as data loss of generator achieves the best F1-measure. Moreover, focal loss often improves the Precision but reduces the Recall, maybe in some case where Precision is much more important, focal loss is a good choice. Weighted cross-entropy loss in [17] is not suitable for our cGAN model as it obviously reduces the Precision only with little improvement in Recall. Considering the best F1-measure and the least computing cost, L1 distance loss is still taken as the best loss function in such cGAN model.
5) COMPARISON WITH THE STATE-OF-THE-ART
Here we list the result of water hazard detection with cGAN used by Isola et al. [6] , cGAN-mRAU proposed by us, and FCN-8s-FL-5RAU proposed by Han et al. [2] , which is the state-of-the-art. For further comparison, we also make use of the whole 'Puddle-1000' dataset, which combines 'On Road' subset and 'Off Road' subset together. The result can be seen in Table 4 . The concrete classification results of our model on each dataset are listed in Table 5 .
From Table 4 we can see that on 'On Road' subset FCN-8s-FL-5RAU still achieves best Precision when cGAN improves the Recall but reduces the Precision. Our cGAN-mRAU improves the performance of cGAN in all indexes and achieves best F1-measure on 'On Road' subset. On 'Off Road' subset, cGAN obviously outperforms the FCN-8s-FL-5RAU, and our cGAN-mRAU follows the cGAN with little gap. As for the whole dataset, cGAN-mRAU achieves best performance in Precision, Recall and F1-measure. , the penultimate column are the predicted results of cGAN [6] and the last column are the predicted results of our method. FIGURE 5. Some of the masks produced with the 'Off Road' subset. The first column are original images, the second column are the ground truth masks, the penultimate column are the predicted results of cGAN [6] and the last column are the predicted results of our method.
Some of the masks produced with the 'On Road' subset are shown in Fig. 4 and some masks produced with the 'Off Road' subset are shown in Fig. 5 . As we can see in the fourth and fifth rows in Fig. 4 , some reflection areas on the water surface are missed by cGAN, however, RAUs solve the problem in some degree. As RAU focus on the reflection correspondences between water hazard and the environment, it also reduces the false detection. As the sixth row shows in Fig. 4 , there is a white object in the lower-left corner of the image, which is easily detected as a water hazard (most of it is misclassified by FCN-8s-FL-5RAU and cGAN). When cGAN-mRAU is used to deal with the image, the false detection is weakened. However, there is still something left, the major reason is that the color of the object is similar to the cloud which is right above the object, and RAU focus on searching vertical reflection correspondences, thus, there is still a chance that such objects may be recognized as water hazards by mistake. However, the RAUs have not improved the performance of cGAN on 'Off Road' subset as some shortcomings of RAU exist. First of all, the reflection correspondences in images are not vertical in many cases. For instance, the images in the dataset were captured by a camera placed on a driving car, and the body of a driving car always rocks. Thus, the relative positions of real objects and their reflections in images may change with the car rocking and the reflection correspondences are not vertical any more. Second, the subtraction operations used in RAUs may be too simple to describe the reflection correspondences. As shown in Fig. 5 , images in 'Off Road' subset usually appear with higher brightness and saturation than images in 'On Road' subset. Moreover, the brightness and saturation vary in wider scopes in the images in 'Off Road', in such cases, the results of subtraction operations may contain little useful information and it is hard for RAUs to find the optimum solution.
6) THE CONVERGENCE OF CGAN-MRAU
To verify the convergence of cGAN-mRAU, we record the losses of generator and discriminator in each iteration when cGAN-mRAU is trained with 272 images from 'On Road' subset. With the help of TensorBoard, we get the graphs of the losses. Fig. 6 proves the convergence of generator, the horizontal axis is the number of iteration, and the vertical axis represents the value of generator loss. Fig. 7 proves the convergence of discriminator, the horizontal axis is the number of iteration, and the vertical axis represents the value of discriminator loss. As Fig. 6 and Fig. 7 show, after about 30k iterations, losses of both generator and discriminator would converge to certain values. Then the convergence of cGAN-mRAU is proved.
VI. CONCLUSION
To improve the performance of deep networks in water hazard detection, we make use of the cGAN model to deal with the water hazard detection problem. To further improve the performance of cGAN, we take advantage of RAU and combine cGAN with RAU to create our cGAN-mRAU method. In cGAN-mRAU, the preprocessing function of RAU is used to preprocess the input images and two RAUs are added in the intermediate layers of the generator to ease feature learning on water hazards. Experiments show that, cGAN used by us outperforms the state-of-the-art method, and our cGAN-mRAU further improves the performance of cGAN on 'On Road' subset and whole dataset. However, on 'Off Road' subset, cGAN-mRAU has close performance with cGAN according to the result. Also, RAU should be used properly to obtained a better performance. Notably, the RAU is based on the assumption that the reflection correspondences are mostly vertical, which does not always stand. In the future, the RAU need to be developed to fit the more common reflection correspondences.
