I. INTRODUCTION 1. The object of the research [l] with which this address is concerned is twofold : first, to demonstrate, by direct methods, the existence of solutions, perhaps in some generalized sense, for a wide class of variational problems for multiple integrals, and second, to investigate further differentiability properties of the generalized solutions thus obtained. We consider only problems in nonparametric form.
2. Both of these goals have been achieved in the recent well known solutions of the problem of Plateau and in the solutions of the Dirichlet problem by variational methods. In more general problems this program has not been carried through completely except in very restricted cases. However, there are very important known results in connection with each separate aim. In connection with the existence theory, very important work has been done in the nonparametric case by Tonelli [2] and in the parametric case by McShane [3] . In the parametric case, practically nothing is known concerning the differentiability of the solutions obtained. In the nonparametric case, it has been proved by E. Hopf [4] that if f(x, y, z, p, q) is of class CI 1 (that is, if ƒ is of class C" and its second derivatives satisfy a uniform Holder condition 2 with exponent ce, 0<a<l, on any bounded portion of space) and is the integrand in a regular variational problem (that is, if f PP f-fp g >O t f PP >0) and if z 0 is continuous on G and is of class C/ on each region D with DcG and minimizes ffof(x t y y 2, p y q)dxdy among all functions, continuous on G, of class C' in G, and coinciding with ZQ on G*, then ZQ is of class C y " on any region D as above for any y <a. The author has proved in a previous paper [5] that the same result holds if s 0 merely satisfies a uniform Lipschitz condition 3 on regions D interior to G. The result of E. Hopf 1 An address delivered before the meeting of the Society in Pasadena on December 2, 1939, by invitation of the Program Committee. 2 A function f(P) is said to satisfy a uniform Holder condition on a set S if \f(Pi) -/(A) | ^ C • | PiP 2 | a , 0 <a < 1, for each pair of points (Pi, P 2 ) in S; C is called the coefficient and a is called the exponent of the Holder condition and | P1P2I denotes the distance from Pi to P 2 ; C and a are supposed to be independent of Pi and P 2 . 8 A function f(P) is said to satisfy a uniform Lipschitz condition on a set S if |/(Pi)-/(P 2 )| ^C* |PiP 2 | for every pair (Pi, P 2 ) on S, C independent of Pi, P 2 .
can be extended readily to the case where ƒ is a function of (#> ^» 2, • • • , z N ) while the methods used in the author's previous paper [5] do not permit this extension.
3. In connection with the existence theory, Tonelli proves in the two papers mentioned that if ƒ(#, y, z, p 1 q) satisfies certain continuity restrictions, gives rise to a quasi-regular variational problem, and if it satisfies takes on its minimum among all functions z which are absolutely continuous in his sense and assume given continuous boundary values, provided I(z, G) is finite for some such function and G is properly restricted; more general boundary value problems are also considered. The proof consists in showing first that I(z, G) is lower semicontinuous with respect to uniform convergence in his class, and then in replacing any minimizing sequence by one in which the functions are equicontinuous so that a uniformly convergent minimizing subsequence is obtained which can be shown to converge to a function in his class. If the a in (3.1) is less than 2, such a procedure is not possible in general. In fact, when we try to generalize these results to functions of N independent variables, we find that Tonelli's procedure is impossible unless a^N (see §12). As the gap Ka<N grows wider as N increases, it seems desirable to obtain existence theorems of some sort assuming merely that a>l; for a = l, there are examples, even for iV= 1, of problems which have no solutions.
Evidently we must abandon the use of continuity and equicontinuity in obtaining our existence theorems but must certainly retain absolute continuity in some sense. G. C. Evans [ó] has introduced a class of functions, which he calls "potential functions of their generalized derivatives," which would seem to form a proper class of admissible functions; we shall call these functions "functions of class ty" (see below). Surprisingly enough, these functions were introduced before those of Tonelli, and Evans [7] has investigated the connection between the two classes of functions (we state the results below). 
II. THE ADMISSIBLE FUNCTIONS
5. We now define the various classes of functions of which we shall speak. DEFINITION 
7. We now define the most important of all of our classes of admissible functions. The theorem below and those in the next five sections would make it appear that these functions should play an important rôle in many other branches of analysis as well as in the present research. DEFINITION The following theorem concerning these functions is of fundamental importance. THEOREM [10] if we define^ for instance,
A function f (x) is said to be of class ty a
($«' or $« ' ), a = 1, on G ifit
The space $ a of classes of equivalent f unctions of class ty a on a region G is a Banach space (space of type B)
11/ 11 « = D a (f,G) m D a (f,G) + f \f\-dx, J Q (7.1) /•r » -i«/2 A*(/,G)-J ö [ZI/* ( | 2 J dx,
|| ƒ || denoting the norm of f in ^a on G.
8. Before proceeding further with the discussion of these functions, we propose two more definitions as follows: DEFINITION 9. Rademacher [ll] has shown that a function satisfying a Lipschitz condition on a region G possesses a total differential almost everywhere and has also proved the usual theorems on transformations of multiple integrals to hold for Lipschitzian transformations. With these definitions and results in mind, we may generalize a result of Evans [12] as follows: THEOREM 
A transformation #=#(;y) of a set T into a set S is Lipschitzian if it is 1-1 and continuous and if the functions Xi(y) and yi(x) (of the inverse) all satisfy uniform Lipschitz conditions on each closed subset of T and S respectively. If the Lipschitz conditions are uniform over the whole of T and 5, we say that the Lipschitzian transformation is regular.

Let f(x) be of class $ {or $") on a region G and let x-x(y) be a Lipschitzian transformation of a region H into G. Then the transformed function f[x(y)]=g(y) is of class ^ (or ty") on H. Moreover if Xo=x(yo) where y 0 is a point of H at which all the Xi(y) possess total differentials and if all the generalized derivatives of f exist at xo, then all the generalized derivatives of g exist at yo and are connected with those off at xo by the usual formulas. Iff is of class ty a on G and the transformation is regular, then g is of class tya on H.
Concerning the functions of class ty', we have proved the following theorem : THEOREM 
Any function of class ty on G is equivalent to a function of class ^ on G which is transformed into a function of class $' by any regular Lipschitzian transformation.
Not every function of class $' has this property, and even if it does, an example of Saks [13] shows that the statement of Evans concerning the generalized derivatives is not in general true for the partial derivatives. From Theorem 10.3, it is clear that the above definition of vanishing coincides with the condition that /* = 0 in the case that G is Lipschitzian. Using this very general terminology, we may state the following very important "substitution theorem" : THEOREM f(x) = log log (1 + r ),
Let f(x) be of class $« on a region G, let g(x) be of class ty a on a subregion D of G and coincide with f {x) on D*, and let h(x) be defined equal to f on G -D and equal to g on D. Then h{x) is of class % a on G, coincides with fix) on
show.
III. THE EXISTENCE THEORY
13. Having studied our admissible functions at some length, we can now easily derive some very general existence theorems. We consider integrals </)(^?) being convex. It is straightforward to prove that such an integral I(z, G) is lower semicontinuous with respect to weak convergence in $i. From our study of the admissible functions, we see that any family of functions z for which I{z, G) is uniformly bounded will be compact with respect to weak convergence in $i, provided merely that the norms are uniformly bounded. This may be ensured by satisfying one of the conditions in Theorems 11.8 or 11.9. If this can all be done for a minimizing sequence, we may then pick out a subsequence which converges weakly in $i to some function which is also in ^i.
From the lower semicontinuity of I(z, G) we may conclude that our limit function is a minimizing function. It is clear that a great variety of existence theorems with variable as well as fixed boundary values can be proved with very little difficulty. For example, we may conclude the existence of a minimal surface part of whose boundary is to be a fixed Jordan arc or is to lie on a bounded closed manifold. Of course our existence theorems do not allow us to conclude continuity of the surface on the boundary and, indeed, this is quite difficult to prove and may not be true in many problems.
IV. CONTINUITY PROPERTIES OF THE MINIMIZING FUNCTIONS
14. Without placing further restrictions on the integrand ƒ (x, z, p) y one cannot expect to be able to deduce many further properties of the solutions obtained from the above existence theory. This type of study seems quite difficult and is almost unexplored. Accordingly we have restricted ourselves to the case iV=2 and have required that our function (N is the previous P) 
where in (14.1) we assume mi and Mi to be independent of (x, 3/, 0, £, q) and where m^R), M2CR), and M3CR) depend only on R. This type of integrand, although quite restricted, is not trivial. For instance, the integrand obtained in the problem of Plateau on a Riemannian manifold (if Courant's method [17] for the ordinary problem of Plateau is used) is 
such a set of equalities not being assumed in our case. In fact it seems very difficult to show the existence of solutions using methods which involve equicontinuity. We have used the tensor summation convention in this section, summing only over repeated Greek indices, and we shall continue its use throughout the rest of the paper.
15. Of fundamental importance in the continuity and differentiability theory are the following four theorems : THEOREM Some of these theorems have generalizations to vector functions of n (n^2) variables. To generalize Theorems 15.1 and 15.2, we need only to replace the X of (15.1) by n -2+X, X>0. Theorem 15.3 has no immediate generalization for all numbers K and Theorem 15.4 yields an exponent (n -1)/K which is not greater than n -2 unless K is restricted to be quite near to unity. As we use Theorem 15.4 to obtain a condition (15.1), it will thus appear to the reader that the methods used in this research will not generalize immediately to integrands of the type described in §14 where x and y are replaced by n independent variables, essential use being made of the bound (15.2) and the continuity results of Theorem 15.1, both of which require the exponent w -2+X, X>0. 
If the vector function z (that is, each component z\ i = 1, • • • , N) is of class $2 on G and if (15.1) D % [z,C(P,r)] ^ M(r/aY for each circle C(P, r) in G, then z (is equivalent to a function which) satisfies a uniform Holder condition with exponent
so that z would not minimize I(z, G). Thus, from the theorems in §15, we see that
, for each circle in G with r^a, that z satisfies a uniform Holder condition, with exponent |X on closed regions interior to G, and if the boundary values are continuous and G is bounded by a finite number of simple closed curves, then z is continuous on G.
17. To proceed with the examination of our minimizing function z, we next can extend Haar's well known lemma [18] 18. We next resort to a device due to Lichtenstein [19] and used by E. Hopf [4] . This consists in subtracting equation ( This result together with those of §13 completes the program announced in §1 for the important class of variational problems described in §14.
It should be remarked that S. Bochner [20] has been able to solve the Euler differential equations for the integrand (14.3) (probably by means of the topological methods of Leray and Schauder [21 ] ) and to prove certain properties of the solutions. He has been unable, however, to demonstrate the minimizing property of his solutions. The advantage of the procedure in this paper for this purpose is evident. By using direct methods, the author [22] has recently solved the Plateau problem (one contour case) on a Riemannian manifold of considerable generality, the surface thus obtained then being shown, using the results in this paper, to be of class C". 
