Next generation system and software architectures Challenges from future NASA exploration missions by Sterritt, Roy et al.
Science of Computer Programming 61 (2006) 48–57
www.elsevier.com/locate/scico
Next generation system and software architectures
Challenges from future NASA exploration missions
Roy Sterritta,∗, Christopher A. Rouffb, Michael G. Hincheyc, James L. Rashc,
Walt Truszkowskic
a School of Computing and Mathematics, University of Ulster, Jordanstown Campus, Shore Road, Newtownabbey, Co. Antrim BT37 0QB,
United Kingdom
b SAIC, Advanced Concepts Business Unit, 1710 SAIC Drive, McLean, VA 22102, USA
c Information Systems Division, Code 580, NASA Goddard Space Flight Center, Greenbelt, MD 20771, USA
Received 28 February 2005; received in revised form 20 September 2005; accepted 7 November 2005
Available online 9 March 2006
Abstract
The four key objective properties of a system that are required of it in order for it to qualify as “autonomic” are now well-
accepted—self-configuring, self-healing, self-protecting, and self-optimizing—together with the attribute properties—viz. self-
aware, environment-aware, self-monitoring and self-adjusting. This paper describes the need for next generation system software
architectures, where components are agents, rather than objects masquerading as agents, and where support is provided for self-*
properties (both existing self-chop and emerging self-* properties). These are discussed as exhibited in NASA missions, and in
particular with reference to a NASA concept mission, ANTS, which is illustrative of future NASA exploration missions based on
the technology of intelligent swarms.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The advent of distributed object technologies such as CORBA removed the prior restriction on object-oriented
implementations to have all objects residing on the same machine. Additionally, such approaches facilitate the use
of multiple implementation languages as long as they can all use the same Interface Definition Language (IDL). The
result has been very significant for system and software architectures, affording complex distributed architectures that
were previously impossible.
Distributed object technologies are, however, severely limited in terms of the architectures they support.
Notwithstanding their support for multiple platforms, multiple environments, multiple programming languages, and
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highly distributed implementations, they tend to result in a monolith of tightly-coupled objects, where method
invocations are hand-coded, and where the names of methods must be known a priori, and where all objects are
known at the outset (that is, there is no dynamic creation of objects).
Distributed agent technologies have, in many ways, overcome these problems. They allow for significantly greater
flexibility, and in particular they offer autonomous behavior, whereby individual components can be self-directed,
having their own agenda to pursue, which they do without human intervention. In technologies such as the Open
Agent Architecture (OAA), a Facilitator enables agents to send requests to a single source, rather than knowing about
other agents in the system. The result is a system that can adapt in ways that hard-coded distributed object systems
cannot, and which can be extended dynamically through the addition of new agents, of which prior information need
not be available. Add to this the ability to support mobile agents, whereby agents can move (themselves) to execute
on other machines, and the result is a very powerful architecture.
Future NASA missions will push the limits of current system and software architectures. Planned and concept
NASA missions represent some of the largest, most ambitious, most challenging, and expensive1 software projects to
date. These missions will exploit emerging concepts such as intelligent swarms, whereby large numbers of (relatively)
heterogeneous and simple components will act in unison, analogous to swarms in nature, producing complex behaviors
that could not be achieved without their emergent behavior. These missions must not only support fully autonomous
behavior, in order to exploit the benefits of this emergence, they must be survivable in deep space, which requires
that they also exhibit autonomic properties. Current system and software architectures fail to meet the needs of such
missions.
The major point that is brought out in this paper is the need for next generation system and software architectures,
in which architectural components are, for instance, autonomous agents, in contrast to the majority of the current
assumptions that the interactions of such components are relatively predictable, and that they communicate with one
another in a predetermined way.
2. Self-* in NASA missions
The term selfware has been coined to refer to the growing set of self-properties that are emerging in the Autonomic
Computing and other related self-managing systems initiatives. The initial set of properties defined by [1]—namely
self-configuration, self-healing, self-optimization and self-protection (objectives: what is to be achieved) through
self-awareness, self-monitoring and self-adjusting (attributes: how it is to be achieved)—has been expanded, and
further properties are expected to be added to this ever-growing list. Additional monitoring constructs, such as pulse
monitoring [12] and heart-beat monitoring, have also been proposed, along with biologically-inspired metaphors such
as apoptosis and self-destruction [13,15].
The autonomic computing initiative has firmly placed the goals of self-managing systems on the map through
self-* properties, yet a lot of the objectives were already emerging or residing in the field of autonomous systems
prior to the 2001 launch of the initiative. In fact, one definition of “autonomous” is “autonomic” [16]. What the
initiative brings to the fore is that every system should exhibit these self-* properties in order to cope with the ever-
rising complexity and total cost of ownership, and not just be a specialized autonomous domain. This is in addition to
a focus on self-management (autonomicity) as opposed to self-governance (autonomy).
NASA, addressing the realities of increasing deep space exploration and the goal of more versatile and cheaper
missions, has been addressing autonomy for some time now. This paper illustrates some of these self-* properties
with reference to NASA missions. The challenge is to provide a suitable architecture for these in a cohesive, generic,
and integrated fashion.
2.1. The challenge of NASA missions
New paradigms in spacecraft design are leading to radical changes in the way NASA designs spacecraft operations
[17,18]. Increasing constraints on resources, and greater focus on the cost of operations, has led NASA to utilize
1 The current estimates for the software component of the mission to Mars exceed US$48 billion, which would make it the most expensive
software project ever to be undertaken.
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Fig. 1. Evolution of self-* properties in missions.
adaptive operations and move towards almost total onboard autonomy in certain classes of mission operations [20,25].
Moreover, the loss of human life in two notable Shuttle disasters has delayed human exploration [15], and caused
greater focus on the use of automation and robotic technologies in circumstances where heretofore human effort
would have been used (e.g. the now cancelled Hubble Space Telescope Robotic Servicing Mission—HRSM).
Additionally, there are many missions where humans simply cannot be utilized, for a variety of reasons. These
include, obviously, longevity of the mission due to the distances involved (cf. the Cassini mission taking 7 years to
reach Titan, the most important of Saturn’s moons, and DAWN, a multiyear mission to aid in determining the origins
of our universe, which includes the use of an altimeter to map the surface of Ceres and Vesta, two of the oldest celestial
bodies in our solar system).
Risk is also a major factor pushing the use of unmanned craft (cf. HRSM, where lengthy space walks to perform
the servicing would have entailed increased risks). There are also circumstances where it is just not safe to send
humans (cf. the concept ANTS mission—discussed in more detail later—where miniature spacecraft will explore the
asteroid belt, whereas a manned mission would be prohibitively expensive in terms of time and money, and would
pose unacceptable risks to the crew, primarily due to the dangers of radiation).
More and more, these unmanned missions are being developed as autonomous systems, out of necessity. For
example, almost entirely autonomous decision-making will be necessary to overcome the unacceptable time lag
between a craft encountering new situations and the round-trip delay (up to 40 minutes from Earth to Mars) in
obtaining responses and guidance from mission control.
More and more NASA missions will, and must, incorporate autonomicity as well as autonomy [21–23]. In short,
as missions increasingly incorporate autonomy—being self-governing of their own goals—there is a strong case to be
made that this needs to be extended to include autonomicity—that is, mission self-management [15].
One of the earliest systems to exhibit self-*, autonomy and some autonomicity (autonomic properties) was Deep
Space 1 (DS1)—see Fig. 1. In the DS1 mission [24], the responsibility of health monitoring was transferred from
ground control to the spacecraft [11]. This marked a paradigm shift for NASA from its traditional routine telemetry
downlink and ground analysis, to onboard health determination [24].
Some longer-term drawbacks of the approach were discovered. As one of the primary goals was to reduce the
amount of data sent to the ground (achieved by eliminating the download of telemetry data except under unhealthy
circumstances), operators lost the ability to gain an intuitive feel for the performance and characteristics of the craft
and its components, in addition to losing the ability to run the data through simulations [18].
To resolve this, engineering data summarization was introduced to facilitate ground study of the long-term behavior
of the spacecraft [10]. This now represented a fast loop of real-time health assessment, supplemented by a slow loop to
study the long-term behavior of the spacecraft. Specifically, the engineering data summarization is a set of abstractions
regarding the sensor telemetry, which is then sent back to the ground to provide the missing context for operators. This
dual approach has conceptually much in common with the biological reflex and healing approach [11,12].
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2.2. Self-* in NASA’s future
The exploration initiative (EI) augurs great opportunities for learning more about our universe. Simultaneously it
poses great challenges for developing complex autonomous systems that will make the goals of the EI achievable.
We have argued elsewhere that all autonomous systems ought to be autonomic [14,21]. Future NASA missions will
increasingly exhibit autonomicity. This is particularly true of intelligent swarms, a paradigm that seems to offer great
potential for future space exploration. The intent is that roles previously performed by a single large spacecraft, will
now be performed by a swarm of smaller, less expensive, spacecraft operating autonomously. This permits exploration
where single-spacecraft missions simply could not achieve the same goals (e.g., multiple simultaneous observations
from different locations); it also offers greater redundancy and protection of valuable space assets. Future swarm
missions will include armies of tetrahedral walkers exploring the lunar surface, swarms of miniature spacecraft
exploring the Martian surface, in just minutes covering the same amount of ground that the now-famous rovers
covered in months. The US Department of Defense is exploring similar technologies for the investigation of extreme
environments on Earth, and for under-water exploration.
Along with all the benefits that these intelligent swarms offer, there are also significant difficulties. In particular,
since these swarms are intended to learn, as are many other autonomous and autonomic systems, traditional testing
approaches are of limited value, yet we must be able to be assured of the correct operation of such a highly-complex
mission. Formal methods offer a solution in this respect [6], and the NASA FAST project (Formal Approaches to
Swarm Technologies) is researching a suitably tailored formal specification notation [6–9].
3. Self-* properties of ANTS
3.1. ANTS
The Autonomous Nano-Technology Swarm (ANTS) mission [3–5] is a concept NASA mission that illustrates
the issues involved in swarm-based systems. The concept involves the launch of a swarm of autonomous pico-class
(approximately 1 kg) spacecraft that will explore the asteroid belt for asteroids with certain characteristics.
Fig. 2 gives an overview of the ANTS mission [20]. In this mission, a transport ship, launched from Earth, will
travel to a point in space where gravitational forces on small objects (such as pico-class spacecraft) are all but
negligible. From this point, termed a Lagrangian, 1000 spacecraft, that have been assembled en route from Earth,
will be launched into the asteroid belt. Since each spacecraft has only solar sails to provide thrust for maneuvering,
collisions between spacecraft or with asteroids during operations are likely, and 60% to 70% of them are expected to
be lost over the duration of the mission. Because of their small size, each spacecraft will carry just one specialized
instrument for collecting a specific type of data from asteroids in the belt. As a result, spacecraft must cooperate
and coordinate using a hierarchical social behavior analogous to colonies or swarms of insects, with some spacecraft
directing others.
To implement this mission, a heuristic approach is being considered that provides for a social structure to the
spacecraft based on the above hierarchy. Artificial intelligence technologies, such as genetic algorithms, neural nets,
fuzzy logic, and on-board planners, are being investigated to assist the mission to maintain a high level of autonomy.
Crucial to the mission will be the ability to modify its operations autonomously to reflect the changing goals of
the mission and the large delay and low bandwidth of communications links with Earth. Approximately 80% of the
spacecraft will be workers that will carry the specialized instruments (e.g., a magnetometer or an x-ray, gamma-ray,
visible/IR, or neutral mass spectrometer) and will obtain specific types of data. Some will be coordinators (called
leaders) that have rules that decide the types of asteroids and data the mission is interested in and that will coordinate
the efforts of the workers. The third type of spacecraft are messengers that will coordinate communication between
the rulers and workers, and communications with the Earth ground station.
The swarm will form sub-swarms under the control of a ruler, which contains models of the types of science that
it wants to perform. The ruler will coordinate workers each of which uses its individual instrument to collect data
on specific asteroids and feeds this information back to the ruler, which will determine which asteroids are worth
examining further. If the data matches the profile of a type of asteroid that is of interest, an imaging spacecraft will
be sent to the asteroid to ascertain the exact location and to create a rough model to be used by other spacecraft for
maneuvering around the asteroid. Other teams of spacecraft will then coordinate to finish the mapping of the asteroid
to form a complete model [4].
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Fig. 2. ANTS mission concept.
3.2. Self-CHOP
In terms of self-* properties, the ANTS mission will exhibit almost total autonomy, and will also exhibit many
of the properties required of an autonomic system [22] (see Fig. 1). This section presents some examples of these
properties, utilized independently and in cooperation, to achieve selfware [14].
Self-Configuring: The resources of ANTS must be fully configurable to support concurrent exploration and
examination of hundreds of asteroids. Resources must be configured at both the swarm and team (sub-swarm) levels,
in order to coordinate science operations while simultaneously maximizing resource utilization.
Self-Optimizing: Rulers self-optimize primarily through learning, and improving their ability to identify asteroids
that will be of interest. Messengers self-optimize through positioning themselves appropriately. Workers self-optimize
through learning and experience. Self-optimization at the system level propagates up from the self-optimization of
individuals.
Self-Healing: ANTS must self-heal to recover from damage due either to solar storms or (possibly) to collision
with asteroids or with other ANTS spacecraft. Loss of a ruler or messenger may involve a worker’s being “upgraded”
to fulfill that role. Additionally, loss of power may require a worker to be killed off.
Self-Protecting: In addition to protection from collision with asteroids and other spacecraft, ANTS teams must
protect themselves from solar storms, where charged particles can degrade sensors and electronic components, and
destroy solar sails (the ANTS spacecrafts’ sole source of power). ANTS teams must re-plan their trajectories, or, in
worst-case scenarios, must go into “sleep” mode to protect their sails.
ANTS must have these properties. The long duration of the exploration, the high radiation levels, and other risks
to humans, mean that the mission must be unmanned. If the individual ANTS spacecraft were to be controlled by
mission control, there would constantly have to be a human-in-the-loop, which would increase costs and limit the
scope of future missions. Moreover, there is a 15 to 30 minute delay between sending messages from mission control
and their receipt by the spacecraft. Therefore, instructions from Earth could not be received in time to avoid collisions
with asteroids or other spacecraft. Analogous constraints are exhibited by real-time mission critical systems in the
commercial world.
3.3. Self-protecting/self-healing
Self-protection and self-healing are inextricably linked. Consider the human body: self-protection necessitates
being self-healing. When the skin is cut, cells are displaced, and the body reacts (in time) using cell division to cause
scabbing to protect the area until it fully heals via the growth of new cells [15].
Self-protection in ANTS occurs at both the macro (swarm) level and micro (individual spacecraft) level. A great
problem for ANTS is potential damage to solar sails or instruments or other subsystems caused by solar storms.
Fortunately, advance warning of such activity can be given either by mission control, or by a spacecraft in the mission
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Fig. 3. ANTS coordination and cooperation.
that constantly watches the solar disc for signs of an impending storm. Upon receiving such a warning, individual
spacecraft will take appropriate action—selectively powering down subsystems and reorienting solar panels (which
supply power to recharge batteries)—in an attempt to avoid damage.
In addition, individual spacecraft will protect themselves by attempting to avoid collisions with other spacecraft
and with asteroids in the asteroid belt. Clearly this will not always be possible, and it is anticipated that spacecraft will
regularly be damaged and even completely destroyed while engaged in asteroid observations.
Self-protection at the swarm level is required precisely because of this damage. Protecting the entire swarm, and
ensuring that the mission continues, necessitates a form of self-healing. When spacecraft are damaged or lost, other
spacecraft may take over their roles. For example, if a messenger, used for intra-swarm communication and for
communication with mission control back on Earth, is destroyed, another spacecraft may take over that role. If a
leader is destroyed, another spacecraft may be promoted to fulfill its role.
Collection of science data requires the use of specialized instruments (x-ray, mass spectrometer, magnetometer,
etc.), as shown in Fig. 3. Clearly if these are no longer available in the swarm, another spacecraft cannot simply be
promoted to cover the loss. Autonomic behavior at the swarm level would involve self-healing to avoid failure of the
mission when losses of particular capabilities reaches a danger point. Swarm-level intelligence and self-awareness
and environmental awareness will result in planning and action to cause the factory ship to assemble new spacecraft
in a timely manner to compensate for losses.
3.4. Self-healing/self-configuring
Healing, too, requires a certain degree of self-configuration or self-reconfiguration. Again, consider the human
body, and damage from a cut. As the skin heals, there is a certain degree of reconfiguration of the various layers, and
in particular of the surface layers. Depending on how well this is performed by the body (and on how significant the
damage was to start with), a certain degree of scarring may result.
Healing in ANTS, as we have described, may necessitate a spacecraft taking over the role of another. This clearly
requires a certain degree of self-configuration of the spacecraft, as it must alter the way it behaves and the work that
it must do. For example, a worker that was supposed to assist in making x-ray observations of various asteroids of
interest, may be required to take over the role of a messenger. Now its role changes from orbiting a particular asteroid
in coordination with other spacecraft equipped with the necessary instruments, to just positioning itself close to the
sub-swarm and relaying appropriate messages between the workers and leader, and between the leader and mission
control.
Self-reconfiguration may also be required when a spacecraft has been replaced by another. This could be either
another from the swarm, which would have to self-reconfigure as described above, or a new craft. In the latter case,
the entire sub-swarm would have to self-reconfigure in order to make allowance for the new spacecraft in its orbit,
and to allow for it in the leader’s decision making.
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3.5. Self-configuring/self-optimizing
After self-configuration, or self-reconfiguration, a certain degree of self-optimization is not strictly essential, but is
certainly desirable.
Once again, consider the human body. Damage to skin can result in its becoming rougher and tougher following
healing. This is a form of primitive self-optimization that follows the self-configuration of the surface layers. This
optimization makes the skin more resilient in anticipation of future possible damage. Similarly, following a hair cut,
or trim, the hair eventually grows back longer, and both stronger and thicker. The latter is self-optimization.
In ANTS, self-optimization after self-configuration is desirable, both at the individual level and the (sub-)swarm
level. At the individual level, this may involve optimizing use of an instrument, or optimizing the spacecraft’s orbit
around an asteroid of interest and in relation to other workers in the swarm. At the sub-swarm level, optimization may
involve a redistribution of duties, as appropriate, or realignment of workers to ensure sufficient coverage of instrument
roles.
3.6. Self-* summary
We see that self-healing actions can be the result of self-protecting actions. The self-healing actions then may cause
self-configuration, which in turn may trigger self-optimization.
From the analysis of ANTS in terms of the four properties of autonomic systems, we see significant overlap in
the scenarios. In particular, self-healing is often likely to require self-configuration. Clearly, this will not always be
the case—a system where one component is replaced by a homogeneous component will likely not need to be re-
configured. In another example, where a worker loses so many of its sensors that it can no longer make science
observations, the ruler may give it the goal to take the role of a communications node (messenger agent), and this
would entail a degree of self-reconfiguration (and possibly self-re-optimization) by the ANTS team.
Similarly, self-protection may require the addition of components (whether or not they are identical to other
components in the system) or replacement of components with others that have better protection mechanisms. This
will likely require some degree of re-configuration (in the case of an autonomic system, this will be performed
autonomously by the system itself), and possibly some degree of optimization to take advantage of the new
components and to ensure that all resources are being used effectively. In the class of systems we are discussing,
these actions would represent self-configuration and self-optimization. This may be considered to confirm a view that
the Autonomic Systems initiative is concerned with the interaction and interfacing between such self-* properties in
contrast to distinct emerging fields such as self-healing systems.
4. ANTS software architecture
The early ANTS concept, as described in the previous sections, was envisioned as a (possibly very large)
set of agent-based spacecraft such that the agents had the general architecture shown in Fig. 4. This architecture
illustrates the desire to have a three-level software layout: high-level software to support deliberative reasoning, which
involves using software for heuristic reasoning and evolutionary programming constructs; low-level software to handle
command/control of spacecraft dynamics; and an interface layer to relate the deliberative reasoning to the low-level
control. This three level architecture allows for separation of the high-level and low-level reasoning functions of the
spacecraft while allowing interaction between the two levels.
Both the high-level and low-level reasoning will be involved in implementing autonomic properties. The high-level
will implement the mission (including reflective) autonomic policies and the low-level will implement the reactive
autonomic properties. Mission autonomic policies would include such things as performing optimally and increasing
performance (self-optimizing); determining if a spacecraft will come too close to an asteroid if it stays on the current
trajectory (self-protecting); given the fact that some of its systems have failed, determining what can be done to
become useful to the team again (self-configuring), etc.
Fig. 5 shows the communications between the various ANTS spacecraft and how they will exchange information
within and between teams. Workers can communicate with each other directly or via messengers. This allows them
to coordinate with each other so they don’t duplicate exploration of the same asteroids, and also so that they can form
new teams to investigate asteroids of interest. In most cases, leaders will communicate with workers via messengers
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Fig. 4. Architecture of a single ANT spacecraft.
Fig. 5. Communications between ANTS spacecraft.
since the workers will be distributed across a large area while prospecting for asteroids. Finally, workers on the same
team can communicate with each other. This is needed so they can coordinate or cooperate when jointly examining
an asteroid.
5. Related work
As has been highlighted, traditional approaches to computer-based systems management are often centralized
and hierarchical yet today’s large-scale systems-of-systems are highly distributed with ever-growing complexity and
connectivity resulting in centralized and hierarchical schemes being impractical and unfeasible. As such, MAS (multi-
agent systems) have been proposed as a way forward, resulting in much of the work in the MAS community; MAS
architectures, incorporating group self-formation, emergent behavior, multi-agent adaptation and coordination, are
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very relevant [19]. For instance, [2] proposes a software architecture approach, including an architecture description
language based on calculus for describing the structure and behavior, a development methodology for evolution, and
mechanisms for feedback and change.
6. Conclusions
NASA missions represent some of the most extreme examples of the need for survivable systems that cannot
rely on support and direction from humans while accomplishing complex objectives under dynamic and difficult
environmental conditions. Future missions will embody greater needs for longevity in the face of significant
constraints, in terms of cost and the safety of human life. Future missions also will have increasing needs for
autonomous behavior not only to reduce operations costs and overcome practical communications limitations (signal
propagation delays and low data rates), but also to overcome the inability of humans to perform long-term missions
in space. There is an increasing realization that future missions must be not only autonomous, but also exhibit the
properties of autonomic systems for the survivability of both individuals and systems.
This paper has illustrated the need for self-* properties with reference to ANTS, a NASA concept mission.
These illustrations with relevance to ANTS highlight that these properties are, in general, interrelated. The paper
also illustrated the high level software architecture for such futuristic swarm based self-directed and self-managing
systems.
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