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ABSTRACT 
Thalamo-Prefrontal Substrates Regulating Cognitive Behaviors in Mice 
Scott Bolkan  
 
A hallmark of intelligence in humans and other animals is the ability to engage in complex 
behaviors geared towards achieving far-removed goals. Such behavior relies on a set of diverse 
and sophisticated mental processes that are collectively referred to as cognitive or executive in 
nature. The prefrontal cortex (PFC) has long been considered the primary neural locus for such 
processes. From humans down to rodents, damage to the PFC has been shown to impair 
cognition and executive function. In neuropsychiatric disorders such as schizophrenia, 
dysfunction of the PFC has been strongly linked to cognitive dysfunction.  
 
PFC functioning however, necessarily relies on interactions within and between networks of 
interconnected neurons. Across species, the PFC has been anatomically defined as the region of 
cortex reciprocally connected with the mediodorsal thalamus (MD), a definition that suggests 
PFC functioning cannot be divorced from that of its main thalamic counterpart. Indeed, an 
increasing number of studies have demonstrated the involvement of MD in cognitive behaviors. 
Schizophrenia patients performing cognitive tasks also exhibit decreased MD activity, with 
growing evidence for decreased functional connectivity with the PFC.  
 
The studies presented here seek to build on this literature using the mouse as a model organism. 
Taking advantage of recent tools for temporally- and spatially-restricted manipulations of neural 
activity we show that a relatively mild and reversible decrease in MD activity is capable of 
	
impairing two cognitive behaviors classically shown to be PFC-dependent – behavioral 
flexibility and working memory. Simultaneously recording MD and PFC activity while mice 
perform a spatial working memory task, we show task modulations of synchronous MD-PFC 
activity that are disrupted by a primary decrease in MD activity. Following up on this finding 
using pathway-specific manipulations of MD-to-PFC and PFC-to-MD neural connections, we 
provide behavioral and neurophysiological evidence that these circuits serve as distinct neural 
substrates for working memory maintenance and retrieval. Together, these findings provide 
causal evidence in support of an association between thalamo-prefrontal dysfunction and 
cognitive impairment, and may enable the development of more selective therapeutic strategies 
for cognitive disorders such as schizophrenia. 
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1.1 Introduction 
Schizophrenia is a highly heterogeneous mental disorder that is characterized by three clusters of 
symptoms classified as either positive, negative or cognitive. The positive symptoms include 
hallucinations, delusions and disordered thought processes, and as a prerequisite for diagnosis, 
are the dominant features often associated with the disorder. However, the majority of patients 
also exhibit impairments in a number of social, emotional and cognitive behaviors. Frequently 
observed deficits such as social withdrawal, anhedonia and decreased motivation are categorized 
as negative symptoms, while impairments in working memory, behavioral flexibility, verbal 
memory, reference memory and cognitive processing speed are classified as cognitive 
symptoms. Despite the fact that the cognitive symptoms are not required for diagnosis, they are 
present in a high proportion of patients and can be particularly insidious for patient outcomes 
(Green et al., 2000, Fenton and McGlashan, 1991). Two factors largely account for this 
observation. First, while effective treatment options exist for positive symptoms, therapeutics for 
cognitive symptoms have remained elusive (Miyamoto et al., 2012). Second, patients with 
cognitive symptoms experience profound difficulties in carrying out daily tasks required to 
maintain personal independence. These two factors significantly contribute to the large 
individual and societal burden of schizophrenia, which includes both suffering and distress to 




The heavy burden posed by cognitive deficits in schizophrenia and the dearth of effective 
therapeutics are due in in large part to an incomplete clinical understanding of the links between 
disease pathophysiology and cognitive symptoms, as well as limited knowledge of the basic 
neural mechanisms that support cognitive behaviors. The development of effective treatments for 
cognitive deficits therefore relies upon an improved understanding of both the underlying 
pathophysiology of schizophrenia and the neural bases of cognitive behaviors themselves. In the 
following sections, literature pertaining to the neural mechanisms of two cognitive behaviors 
relevant to schizophrenia will be discussed, as well as neuropathophysiological observations 
linked to cognitive dysfunction in patients. 
 
1.2 The prefrontal cortex is a neural locus for cognition  
A hallmark of intelligence in humans and other animals is the ability to engage in complex 
behaviors geared towards achieving far-removed goals. Such behavior relies on a set of diverse 
and sophisticated mental processes that are collectively referred to as cognitive or executive in 
nature. In the broadest sense, these processes consist of the flexible monitoring and control of 
various sensory, memory, and motor operations, all towards the effort of generating plans to 
direct behavior towards intended outcomes. Across mammalian species, the brain region most 
closely associated with this ability is the prefrontal cortex (PFC).  
 
The PFC is an interconnected set of frontal areas that have distinct, although partially 
overlapping, afferent and efferent connections with an extensive range of sensory, motor and 
subcortical structures (Petrides and Pandya, 1999, Petrides and Pandya, 2002, Pandya and 
Yeterian, 1996, Petrides, 2005, Groenewegen and Uylings, 2000). This pattern of connectivity 
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positions the PFC as a unique anatomical node for both integrating a broad range of information 
and transforming it into output that can both influence subsequent brain processing and guide 
motor actions (Fuster, 2009, Goldman-Rakic, 1987, Miller and Cohen, 2001). A long history of 
studies examining the impact of brain lesions has confirmed such a role for PFC. While subjects 
with PFC damage retain basic drives, instincts, and perceptual, mnemonic and motor skills, they 
exhibit disturbances in a wide range of complex behaviors, including behavioral flexibility, 
working memory, attention, inhibitory control and decision making (Szczepanski and Knight, 
2015). Focal lesions of PFC sub-regions have moreover advanced the idea that distinct PFC 
areas may be specialized for particular cognitive behaviors or certain fundamental sub-processes 
that support them. While there exists debate regarding the precise nature of regionalized PFC 
functioning (Wilson et al., 2010, Fuster, 2009, Goldman-Rakic, 1987, Miller and Cohen, 2001, 
Wise, 2008), the attribution of distinct cognitive processes to prefrontal areas remains 
widespread. As a useful framework for understanding PFC function, especially with regards to 
cross-species comparisons, the following sub-sections will summarize literature pertaining to the 
processes, prefrontal areas and neural mechanisms implicated in two cognitive behaviors that are 
frequently impaired in patients with schizophrenia – behavioral flexibility and working memory 
(Forbes et al., 2009, Leeson et al., 2009). 
 
Prefrontal mechanisms of behavioral flexibility 
The term behavioral flexibility refers to a wide range of adaptive responses whereby an animal 
alters its behavior in response to changes in the internal or external environment. For example, 
satiation to, or scarcity of, a food resource may lead an animal to seek a more appealing or 
abundant alternative. Two commonly used measures of behavioral flexibility in the laboratory 
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are tests of attentional set shifting and reversal learning.  
 
A classic assay of attentional set shifting in humans is the Wisconsin Card Sorting Test (WCST) 
(Figure 1.1A). In this task, subjects are instructed to sort cards according to shape, color, or the 
number of symbols appearing on them, with the sorting rule periodically and covertly varying. A 
single card thus indicates a number of possible actions, and the outcome from a given action 
must be monitored in order to update behavior according to the rule currently in effect. While 
humans with damage to the dorsolateral PFC (dlPFC) are capable of acquiring an initial sorting 
rule, they have great difficulty in adapting their behavior when the rule is changed and display 
what are termed perseverative errors – choices that reflect use of a recent but outdated rule 
(Milner, 1963, Shallice and Burgess, 1991). Monkeys with dlPFC lesions display remarkably 
similar deficits when performing an analogous version of this task (Buckley et al., 2009, Dias et 
al., 1997, Dias et al., 1996). Neurophysiological recordings moreover show that dlPFC neurons 
closely monitor errors and successes, and are modulated by task rules in a manner that correlates 
with animal performance (Mansouri et al., 2006).  
 
Although a precise homolog of dlPFC may not exist in rodents, it has been suggested on 
anatomical and functional grounds that the medial PFC (mPFC) shares similar features to 
primate dlPFC (Kesner, 2000, Uylings et al., 2003). In support of this, lesion or inactivation of 
mPFC in rats produces deficits in various tasks of attentional set shifting (Birrell and Brown, 
2000, Floresco et al., 2008). At the physiological level, rapid switches in behavioral strategy in 
similar tasks have also been shown to closely correlate with rapid switches in the activity of 
distinct ensembles of mPFC neurons (Durstewitz et al., 2010). These findings support a cross 
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species role for dlPFC in primates and mPFC in rodents in encoding task rules, monitoring 
stimuli, outcomes and errors according to those rules, and flexibly switching behavioral 
responses accordingly. 
 
Interestingly, the dlPFC of primates and the mPFC of rodents do not appear necessary for many 
tasks assessing reversal learning (Dias et al., 1996, Rudebeck et al., 2006, Floresco et al., 2008, 
Bissonette et al., 2008, Young and Shapiro, 2009), a simpler form of behavioral flexibility that 
can easily be assessed across species (Figure 1.1B-C). Reversal learning tasks require a subject 
to first associate one outcome with one cue or response but not another, after which the reverse 
association must be learned and behavior appropriately adjusted. A large body of literature in 
humans, monkeys and rodents has reported that damage to the orbitofrontal cortex (OFC) spares 
the ability to initially discriminate between two associations but impairs the ability to update 
responding upon reversal of the associations (Hornak et al., 2004, Jones and Mishkin, 1972, 
Tsuchida et al., 2010, Izquierdo et al., 2004, Dias et al., 1996, Schoenbaum et al., 2002, 
Chudasama and Robbins, 2003, McAlonan and Brown, 2003, Ghods-Sharifi et al., 2008). These 
findings have also been supported at the neurophysiological level, with single-unit recordings in 
monkeys and rats demonstrating that OFC neurons track changes in expected outcome, reward 
value, and stimulus-outcome contingencies (Thorpe et al., 1983, Schoenbaum et al., 1999, 
Gottfried et al., 2003, Padoa-Schioppa and Assad, 2006, Morrison and Salzman, 2009, Gremel 
and Costa, 2013, Moorman and Aston-Jones, 2014) 
 
Despite these and other findings, the nature of the link between OFC function and reversal 
learning across species remains unresolved. This is in part due to a recent study demonstrating 
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that a large, fiber-sparing excitotoxic lesion of the OFC did not impair reversal learning in 
macaques (Rudebeck et al., 2013). This is significant because many studies in macaques and 
humans linking OFC to reversal learning have respectively relied on aspiration lesions or 
patients with surgical or pathological loss of brain tissue – both of which damage fibers of 
passage near the lesion site. Rudebeck et al. 2013 were in fact able to replicate this classic 
finding when employing aspiration lesions, further suggesting that damage of local or long-range 
fibers of passage near the OFC, not the OFC itself, support reversal learning. This potentially 
raises questions about the homology between the OFC of higher primates and that of the rodent 
and marmoset, where excitotoxic lesions do impair reversal learning (Chudasama and Robbins, 
2003, Schoenbaum et al., 2002, Dias et al., 1996). One convergent finding across species that 
may be key to resolving conflicting findings however, is the involvement of the OFC in 
devaluation tasks (Pickens et al., 2003, Rudebeck et al., 2013, Ostlund and Balleine, 2007, 
Rudebeck et al., 2008), in which the value of an outcome associated with a specific stimulus or 
cue is diminished and a subject must detect the change, update the value and corresponding 
stimulus association, and use this information to guide choices. These findings suggest the OFC 
is critical for encoding a unified representation of outcomes, including their sensory properties 
and current value, which likely enters into a variety of associations. As this process would 
presumably be required for most reversal learning tasks, it is possible that the OFC may only 
contribute to these tasks under certain constrained task parameters (Wallis, 2012, Izquierdo et al., 
2016), such as when access to this information improves upon normal learning rates (Stalnaker et 
al., 2015). Overall, this literature generally supports a role for OFC in integrating multiple 
sensory properties, associating them with specific outcomes, and flexibly tracking the value of 
those outcomes in order to guide decisions. 
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Prefrontal mechanisms of working memory 
Working memory is a dynamic cognitive process for temporarily maintaining and processing 
information to meet a short-term goal. In an influential model, Baddeley and Hitch (1974) 
conceptualized working memory as an integrated system comprised of multiple components for 
domain-specific, perceptual processing, with each being filtered, buffered, and controlled by a 
central executive. Echoing this framing from a neurobiological perspective, Goldman-Rakic 
(1987) observed that “the capacity to guide behavior by representation of stimuli rather than by 
the stimuli themselves” was fundamental to the ability of concepts and plans to govern behavior. 
These conceptualizations make clear that working memory is both guided by higher order 
intentions and dependent upon the engagement of any number of cognitive, sensory or motor 
domains given certain task demands. The orchestration of these processes – the seat of 
Baddeley’s  ‘central executive’ – has been strongly linked to the dlPFC of primates and mPFC of 
rodents.  
 
The link between dlPFC and working memory was first reported by lesion studies in primates 
(Jacobsen, 1935, Jacobsen, 1936). The delayed-response task employed in these seminal studies 
subsequently served as the fulcrum for behavioral and neurophysiological research on working 
memory across species (Figure 1.2). The oculomotor delayed response (ODR) task frequently 
utilized in primate studies (Figure 1.2A) shares some common features with the delayed non-
match to sample (DNMS) T-maze task often used in rodent research (Figure 1.2B). In both tasks 
the subject is presented with information revealing the randomized location, among several 
options, of a reward and must encode this information in memory. This information is then 
removed from direct observation, and the subject must temporarily maintain the location in mind 
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until prompted to retrieve the memory and select the appropriate location in order to receive 
reward. On a trial-by-trial basis, reward location is randomly varied such that the subject must 
only maintain information relevant to the present trial. 
 
Pioneering work in primates using a two-choice variant of the ODR task demonstrated that single 
dlPFC neurons remain active between the transiently presented cue and the subsequent execution 
of a contingent response (Fuster and Alexander, 1971, Kobota and Niki, 1971). This persistent 
delay-period activity was considered a neural correlate of the mechanism for temporarily 
maintaining information – an idea supported by the lack of elevated activity during the baseline 
intertrial interval, on non-rewarded trials, and in error trials (Fuster, 1973). Subsequent work by 
Goldman-Rakic and colleagues advanced the idea that dlPFC delay-period activity specifically 
represented mnemonic content of cue spatial location (Funahashi et al., 1993a, Funahashi et al., 
1989, Funahashi et al., 1993b). These studies demonstrated spatial selectivity in delay-period 
activity, suggested lateralized visual field representations in the dlPFC, and revealed that focal 
lesions impacted behavior and neurophysiology only on trials when the cue matched the spatial 
selectivity of the damaged area. Similarly, patients with unilateral lesions in dlPFC, but not 
several other cortical areas, exhibit spatial working memory errors specifically when cued to 
spatial locations in the visual hemifield opposite to the lesion site (Pierrot-Deseilligny et al., 
1993, Heide and Kömpf, 1998, Ploner et al., 1998). 
 
Despite this pioneering body of work, the nature of delay-period activity in the dlPFC remains 
controversial on a number of fronts. First, several researchers have questioned the notion that 
dlPFC delay period activity reflects the maintenance of stimulus features in working memory 
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and have instead proposed an executive role for dlPFC in top-down control over mnemonic 
representations, which are actually stored in posterior cortical areas (Postle, 2006, D’Esposito 
and Postle, 2015). This view rests extensively on neuroimaging studies in humans that report 
delay-period activity that is not feature selective in the dlPFC (Curtis and D’Esposito, 2003, 
Riggall and Postle, 2012) yet feature-selective in posterior sensory areas (Ester et al., 2009, 
Harrison and Tong, 2009). This view finds indirect support in the observation of single neuron 
delay-period activity during a variety of working memory tasks in a wide range of cortical and 
subcortical brain areas, including posterior parietal cortex (Huk and Shadlen, 2005), temporal 
cortex (Miller et al., 1993), somatosensory cortex (Zhou and Fuster, 1996), auditory cortex 
(Gottlieb et al., 1989) and even the spinal cord (Prut and Fetz, 1999). While some findings 
suggest dlPFC delay-period activity may be distinguished from that in other brain areas by its 
robustness to distracting stimuli (Miller et al., 1993, Miller et al., 1996, Constantinidis and 
Steinmetz, 1996), as well as the ability to integrate a broad range of concrete and abstract task-
relevant information (Wallis et al., 2001, Rigotti et al., 2013), the overarching nature and precise 
content of working memory related delay-period activity in the dlPFC remains to be reconciled. 
 
Second, an emerging view suggests sustained activation of single neurons may not be necessary 
to retain information in working memory. Indeed, while lesion studies in rodents performing 
DNMS tasks have supported a role for mPFC in working memory (Dias and Aggleton, 2000, 
Kellendonk et al., 2006, Yoon et al., 2008), neurophysiological investigations have failed to 
uncover persistent delay-period activity (Jung et al., 1998, Spellman et al., 2015). Similar 
observations have also been made in several studies in primates (Stokes, 2015, Stokes et al., 
2013). This has lead to proposals for alternative mechanisms for the maintenance of working 
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memory information. One view suggests a role for the sequential activation of ensembles of 
interconnected neurons. Such temporally sparse and population wide dynamics have been 
reported in monkey dlPFC (Seidemann et al., 1996, Lundqvist et al., 2016), rodent mPFC (Baeg 
et al., 2003, Fujisawa et al., 2008), and rodent parietal cortex (Harvey et al., 2012). A second, 
non-mutually exclusive proposal, argues that patterns of rapidly and dynamically shifting 
synaptic weights may store working memory content in an efficient and “activity-silent” manner 
(Mongillo et al., 2008, Stokes, 2015, Stokes et al., 2013). While these novel mechanisms have 
gained traction in computational models of working memory, a resolution between the large 
literature of persistent delay-period firing and recent observations of sequential, or silent, delay-
period activity remains to be made.  
 
Finally, whether working memory representations are maintained via persistent activity, 
sequential activation of ensembles of neurons, or changes in synaptic weights, the precise neural 
circuit mechanisms supporting these processes remain unknown. While long-standing 
hypotheses have been made regarding the role of thalamocortical inputs (Fuster and Alexander, 
1971, Engel et al., 2001), neuromodulation (Cools et al., 2011) and local circuits (Goldman-
Rakic, 1995), studies directly assessing these mechanisms have been rare. The development of 
tools for the activation and inactivation of neural activity with temporal, anatomical, and cell-
type specificity (Williams and Deisseroth, 2013, Roth, 2016) provide new avenues for 
addressing these questions.  
 
1.3 The thalamo-prefrontal circuit and neural networks supporting prefrontal function 
While the PFC is a key neural locus for the capacity to carry out cognitive behaviors, its 
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functioning necessarily relies on interactions within and between networks of interconnected 
neurons. To a certain extent, the anatomy of PFC functions can be considered to be the anatomy 
of the neural networks in which those functions process information. In order to understand how 
PFC activity supports cognitive behaviors it is therefore essential to understand the nature of the 
information carried by its afferents and how their removal alters PFC processing. Two PFC 
inputs – the mediodorsal thalamus (MD) and ventral hippocampus (vHPC) – provide interesting 
counterpoints for the input dependence of PFC functioning. 
 
Role of the thalamo-prefrontal circuit in cognition 
Anatomists have defined the PFC across species as the region of cortex with the highest density 
of reciprocal connections with the MD (Uylings and Van Eden, 1990), an anatomical definition 
that suggests PFC functioning cannot be divorced from that of its main thalamic counterpart. 
Supporting this idea, a range of cognitive behaviors associated with PFC function – including 
behavioral flexibility and working memory – have also been linked to MD activity.  
 
With regards to behavioral flexibility, several studies have shown that MD lesions impair 
behavior in reversal learning tasks (Slotnick and Kaneko, 1981, Hunt and Aggleton, 1998, 
Chudasama et al., 2001), which as described above, have classically been linked to OFC 
function. While neurophysiological recordings from MD during such tasks are exceedingly rare, 
at least one study has reported that MD neurons show a strong response preference to cues 
associated with a reward (Kawagoe et al., 2007). Moreover, unpairing the reward to the cue 
extinguished neural responding and re-pairing returned the response. Thus, like OFC, MD 
neurons appear to be sensitive to reward contingencies and capable of flexibly encoding 
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stimulus-outcome associations, which may potentially be used to guide reversal learning 
behaviors. Despite these findings, studies of MD function in reversal learning have been rare, 
with some lesion studies even reporting null effects (Beracochea et al., 1989). As such, the 
cognitive components that may be supported by MD function in reversal learning tasks, 
especially with regard to their primary or secondary relationship to OFC function, remain to be 
fully explored. 
 
Interestingly, MD lesions in rodents have also been shown to impair behavior in mPFC-
dependent attentional set shifting and DNMS working memory tasks (Block et al., 2007, Bailey 
and Mair, 2005, Floresco et al., 1999). Neurophysiological studies in monkeys have moreover 
shown that MD neurons exhibit delay-period activity related to working memory performance 
(Fuster and Alexander, 1971, Tanibuchi and Goldman-Rakic, 2003, Watanabe and Funahashi, 
2004). These diverse functions of the MD may reflect the role it plays in the functioning of the 
prefrontal regions to which it is reciprocally connected. In the monkey and rat, these connections 
are organized such that medial, central and lateral aspects of the MD form parallel and 
topographic interconnections with homologous prefrontal areas (Ray and Price, 1993, Ongur and 
Price, 2010, Groenewegen, 1988, Alcaraz et al., 2016, Jones, 2007) (Figure 1.3). Interestingly, 
while neurons with stimulus-outcome related activity in the above-mentioned study were 
primarily found in the central MD, which shares connectivity with the OFC (Kawagoe et al., 
2007), sustained delay-period neurons during working memory were found mainly in the lateral 
MD which preferentially interconnects with the dlPFC (Fuster and Alexander, 1971, Tanibuchi 
and Goldman-Rakic, 2003, Watanabe and Funahashi, 2004) 
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These findings and others suggest that direct projections between topographically organized 
MD-PFC circuits are intimately involved in cognitive abilities such as behavioral flexibility and 
working memory. However, the unique contribution of distinct projections between these 
structures is unknown. Moreover, the precise cognitive constructs supported by MD activity 
remain poorly understood, in part due to a relative paucity of research when compared to that on 
PFC function. Several groups have even proposed that deficits in cognition observed following 
MD lesions may in fact be primarily ascribed to PFC hypofunction due to the removal of 
excitatory pathways (Isseroff et al., 1982, Gaffan and Parker, 2000). Other proposals have 
included a role in sensory-to-motor transformations (Watanabe and Funahashi, 2012) and in the 
regulation of information transmission across cortical regions (Saalmann, 2014). To test such 
hypotheses and improve understanding of how the thalamo-prefrontal circuit engages in 
cognitive tasks, new studies employing more spatially- and temporally- precise circuit 
manipulations while monitoring MD and PFC activity are required.  
 
Role of the hippocampal-prefrontal circuit in working memory 
A recent example of the above-described approach emerged from literature linking vHPC input 
to the PFC in the spatially-guided DNMS working memory task. In rodents, while unilateral 
silencing of neither the mPFC nor vHPC impacts task performance, disconnection of the two 
structures via simultaneous contralateral silencing produces impairments equivalent to bilateral 
silencing of each structure individually (Wang and Cai, 2006). Neurophysiological studies in 
rodents using simultaneous recordings of mPFC and HPC have moreover shown that the spiking 
of mPFC cells is often phase-locked to the prominent hippocampal theta (4-12 Hz) oscillation. 
mPFC phase-locking is specific to theta and follows simultaneous activity in vHPC (Siapas et al., 
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2005), is attenuated on incorrect trials (Jones and Wilson, 2005), and is disrupted in disease 
models with abnormalities in synaptic connectivity (Sigurdsson et al., 2010). As the vHPC 
provides a dense, ipsilateral input to the mPFC of rodents (Jay and Witter, 1991, Hoover and 
Vertes, 2007), and has known functions in generating a spatio-temporal framework for ongoing 
behaviors (Hartley et al., 2014), these findings suggested that direct vHPC input may support the 
encoding of spatial information in the mPFC during spatial working memory.  
 
In a direct test of this hypothesis, Spellman et al. (2015) utilized a projection-specific optogenetic 
approach to inhibit direct vHPC-to-mPFC activity in mice performing the DNMS T-maze. This 
study confirmed that direct vHPC-to-mPFC activity was necessary for spatial working memory 
performance. In addition, by combining single-unit mPFC recordings with temporally restricted 
terminal inhibition, this study also demonstrated that vHPC input was specifically critical for the 
encoding, but not maintenance or retrieval, of spatial representations in the mPFC (Spellman et 
al., 2015) (Figure 1.2B). While these findings leave unresolved the neural processes by which 
mPFC activity maintains and retrieves working memory information in the DNMS spatial 
working memory task, the approach used highlights the utility of spatially- and temporally-
precise neural circuit perturbations for addressing questions on the neural circuit mechanisms of 
PFC functioning in cognition.  
 
1.4 Neuropathophysiology in schizophrenia: a window into circuit dysfunction in cognition 
The earliest studies of the pathological basis of schizophrenia relied heavily on post-mortem 
analysis of brain tissue and structural brain imaging. These studies pointed to various regional 
brain abnormalities, yet were limited in their power to link brain function to particular 
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symptoms. The ascent of functional MRI (fMRI) in the 1990s provided the powerful opportunity 
to measure brain activity in patients performing behavioral tasks, thus allowing the first links 
between functional abnormalities and specific symptoms. While early fMRI studies focused on 
single brain structures, recent findings – aided by advances in neuroimaging technology – have 
begun to shift focus towards dysfunction in distributed neuronal circuits.   
 
Among the earliest proposed links between brain function and behavioral deficits in 
schizophrenia patients was the observation of hypofunction in the prefrontal cortex during the 
performance of various cognitive tasks, especially those assessing working memory. Although 
the precise relationship between global PFC activation and working memory has since been 
revealed to be more complex than a simple PFC hypofunction (Manoach, 2003, Callicott et al., 
2000, Karlsgodt et al., 2009), the association between deficits in working memory and altered 
activation, or “inefficient” engagement, of the dlPFC is one of the best replicated findings in 
schizophrenia research (Weinberger et al., 1988, Weinberger and Berman, 1996, Barch et al., 
2001, Perlstein et al., 2001) 
 
Functional abnormalities related to impaired cognition in schizophrenia are however not 
restricted to the PFC (Minzenberg et al., 2009), and have been proposed to derive from aberrant 
neural circuitry rather than a primary prefrontal pathology (Andreasen et al., 1997). Due to 
frequently observed structural abnormalities in the thalamus of patients (Andreasen et al., 1994, 
Byne et al., 2009)– especially higher-order nuclei interconnected with associational cortical areas 
such as the MD (Kemether et al., 2003, Shimizu et al., 2008, Ellison-Wright et al., 2008, Pergola 
et al., 2015, Chen et al., 2014) – the thalamocortical circuit in particular has garnered significant 
attention. Indeed, the MD is activated during cognitive testing in tasks assessing both working 
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memory and attention in healthy subjects (Krasnow et al., 2003, Burgess et al., 2003), and 
patients with schizophrenia show a decrease in MD activation in tasks addressing executive 
function, including working memory (Hazlett et al., 2004, Hazlett et al., 1999, Andrews et al., 
2006, Minzenberg et al., 2009). It is therefore possible that working memory and other cognitive 
symptoms of the disorder may derive from abnormal circuitry, at least in part, between the MD 
and PFC. In support of this idea, several studies have reported a decreased correlation in activity 
between the MD and the PFC during cognitive testing in patients (Minzenberg et al., 2009, Katz 
et al., 1996, Mitelman et al., 2005) 
 
A growing body of literature has also reported decreased connectivity between the MD and PFC 
under resting state conditions in schizophrenia (Welsh et al., 2010, Woodward et al., 2012, 
Woodward and Heckers, 2016, Anticevic et al., 2015, Anticevic et al., 2014). These findings 
have emerged with the advance of resting-state functional connectivity MRI (rs-fcMRI), a tool 
for characterizing the intrinsic functional architecture of brain networks by examining brain-wide 
correlations in low-frequency blood oxygen level-dependent (BOLD) signals. Interestingly, these 
studies also observed that decreased thalamo-prefrontal connectivity was strongly correlated with 
an increase in functional connectivity in sensory-motor thalamocortical circuits, suggesting the 
existence of a common mechanism underlying a global thalamocortical pathology (Anticevic et 
al., 2015, Anticevic et al., 2014, Woodward and Heckers, 2016). This pattern of thalamic under-
connectivity with PFC and over-connectivity with sensorimotor cortex is moreover present in 
both early-stage patients and in undiagnosed patients at high risk for conversion, with the degree 
of aberrant connectivity strongest in patients who later converted to full-blown illness (Anticevic 
et al., 2015, Woodward and Heckers, 2016). This suggests aberrant thalamocortical connectivity 
may be close to the etiological origins of schizophrenia. In addition, it may in part contribute to 
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certain cognitive symptoms of the disorder, which are frequently present prior to disease onset 
(Green et al., 2000, Green, 1996). 
 
Although thalamocoritical circuits are increasingly implicated in the neuropathology of 
schizophrenia many questions remain unanswered. First, human imaging studies are correlational 
and limited in their ability to establish causal links between thalamic and cortical areas – or the 
connections between them – and particular behavioral symptoms. In addition, it remains unclear 
whether pathophysiological observations are primarily due to distinct disruptions in brain areas 
or neural circuits, or whether a common, brain-wide disruption may give rise to preferential 
deficits. Further complicating this picture is the clear heterogeneity in etiology, neural 
dysfunction, and symptoms within and between patient populations. Clinical studies that track 
etiological risk factors, along with structural and functional brain measures throughout disease 
progression will be essential in addressing this question. In parallel, animal models can provide 
insight into the potential causal relationships between particular pathophysiological observations 
and symptoms by closely approximating single abnormalities and directly measuring their neural 
and behavioral outcomes. Together these approaches promise to provide the fullest possible 
insight into the biological mechanisms that link schizophrenia etiologies to brain 
pathophysiologies, how individual pathophysiologies interact in brain-wide networks, and how 








Figure 1.1. Common tests of behavioral flexibility in primates and rodents. (A) Wisconsin 
Card Sorting Task (WCST) is a test of attentional set shifting frequently used to assess prefrontal 
function in patients with schizophrenia. Subjects must sort cards according to a single feature 
(e.g. color) while ignoring the others (e.g. shape, number of items). The sorting rule is covertly 
varied and the subject must update their actions based on verbal feedback on correct or incorrect 
card sorts. Analogues of this task are also used in non-human primate studies. (B) A simple 
reversal learning task in humans. In this case, the subject initially learns that selection of the 
green stimulus leads to one outcome (reward) while selection of a red stimulus leads to another 
(punishment). Response-outcome and stimulus-outcome associations are thus generated. These 
contingencies are then reversed and the subject must update both these associations, inhibit 
responses to the previously rewarded stimulus, and increase responses to the previously punished 
stimulus. (C) Operant-based reversal learning task in rodents. An animal initially learns that a 
lever press (response) during a steady light (stimulus) leads to one outcome (reward), but the 
same response does not lead to reward during a second stimulus (blinking light). The 
contingencies are then reversed and the animal must inhibit responses to the previously rewarded 



















Figure 1.2. Common tests of working memory in primates and rodents. (A) A single trial of 
the oculomotor delayed response (ODR) task classically used in tests of working memory in non-
human primates. The subject must remain fixated on a central point on a screen to initiate a trial. 
While maintaining fixation, a cue appears at a peripheral spatial location on the screen. The 
subject must encode a memory of this spatial location. The cue then disappears and the subject 
must maintain the spatial location in working memory while remaining fixated on the central 
point. The disappearance of the central point indicates to the subject to retrieve the memory of 
the spatial location and indicate its location with a saccade in this direction in order to receive a 
reward. (B) A single trial of the delayed non-match to sample (DNMS) test of spatial working 
memory commonly used in rodents. The animal is forced to travel down one of two arms of a T-
maze and encode a memory of this location (Sample Phase). The animal is then held at the base 
of the T-maze and must maintain a memory of the previously visited arm (Delay Phase). Upon 
being released from this location the animal can freely select either arm, but must retrieve the 
memory of the previously visited arm and select the opposite arm in order to receive a reward 
(Choice Phase). In both tasks, the spatial location of the reward randomly varies trial-by-trial and 








Figure 1.3. Thalamo-prefrontal connectivity in primate and rat. Reciprocal connections 
between the prefrontal cortex (PFC) (top) and mediodorsal thalamus (MD) (bottom) of both 
macques (A) and rats (B) are topographically organized in parallel. Macaque abbreviations: 
dorsomedial PFC (dmPFC), dorsolateral PFC (dlPFC), orbitofrontal cortex (OFC), and 
magnocellular (mc), parvocellular (pc), and pars multiforms (mf) MD. Rat abbreviations: 
prelimbic (PL), anterior cingulate (ACC), secondary motor (M2), primary motor (M1), anterior 
insula (AI), dorsolateral (dlO), lateral (LO), ventral (VO), and medial (MO) orbital cortex. 
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(Note: The experiments in this chapter were principally completed with Dr. Sebastien 
Parnaudeau, Ph.D. and Dr. Pia Kelsey O’Neill, Ph.D., in a collaboration between the laboratories 
of Dr. Peter Balsalm, Ph.D., Dr. Joshua A. Gordon, M.D., Ph.D., and Dr. Christoph Kellendonk, 
Ph.D. at Columbia University. Portions of this chapter were adapted from or can be directly 
found in Parnaudeau et al. (2013). My contributions to this work include histochemcial   
stereological quantification (Figure 1.1C), acquisition of in vivo neurophysiology data (Figure 
2.2B-D; Figure 2.5; Figure 2.6), behavioral testing (Figure 2.3; Figure 2.4), data interpretation, 
and paper revision.) 
 
2.1 Introduction 
As described in the previous chapter, the cognitive symptoms of schizophrenia are a particularly 
debilitating component of the disorder. Incapacitating a patient’s ability to carry out daily tasks 
and resistant to treatment, cognitive symptoms are highly predictive for the long-term prognosis 
of patients (Green et al., 2000, Green, 1996). Two commonly observed cognitive symptoms 
include deficits in working memory and behavioral flexibility (Forbes et al., 2009, Leeson et al., 
2009). Functional magnetic imaging (fMRI) studies assessing cognitive ability in patients, 
including working memory and behavioral flexibility, have consistently shown an association 
with abnormal activation of the prefrontal cortex (PFC). This observation led to the idea that 
PFC dysfunction underlies the cognitive symptoms of schizophrenia (Weinberger and Berman, 
1996). However, more recent observations have shown that patients performing cognitive tasks 
also exhibit decreased activation in a number of other brain areas, including the mediodorsal 
thalamus (MD) (Andrews et al., 2006, Minzenberg et al., 2009) – a structure that shares dense 
excitatory reciprocal connectivity with the PFC (Jones, 2007). Decreased functional connectivity 
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between the MD and PFC in patients has also been show at rest and during cognitive testing  
(Minzenberg et al., 2009, Mitelman et al., 2005, Welsh et al., 2010, Woodward et al., 2012, 
Anticevic et al., 2014). These observations suggest that decreased MD activation and/or impaired 
communication between the MD and PFC may contribute to the cognitive impairments seen in 
schizophrenia patients. 
 
Human imaging studies, however, are limited in their ability to establish causal relationships 
between dysfunction in brain areas and particular symptoms. As such, it remains unclear whether 
(1) decreased PFC and MD activity is a cause or a consequence of cognitive dysfunction in 
schizophrenia, and (2) whether decreased MD activity is primary or secondary to decreased PFC 
activity. Lesion studies in animal models have provided an important step towards understanding 
the role of the PFC and MD in cognition. As reviewed in the previous chapter, while such studies 
have clearly linked PFC function to cognition in primates (Szczepanski and Knight, 2015, Fuster, 
2009) and rodents (Uylings et al., 2003), there have been comparatively fewer studies on the role 
of MD in cognition. Moreover, as noted previously, while some MD lesion studies have reported 
impairments in working memory and behavioral flexibility (Bailey and Mair, 2005, Block et al., 
2007, Chudasama et al., 2001, Floresco et al., 1999, Hunt and Aggleton, 1998), a number of 
other studies have not (Beracochea et al., 1989, Hunt and Aggleton, 1991, Mitchell and 
Dalrymple-Alford, 2005, Neave et al., 1993). These discrepant findings point to a need for 
additional studies on MD function in cognitive behaviors.  
 
While lesion studies have and continue to provide important contributions towards an 
understanding of the neural structures involved in cognition, lesion approaches have significant 
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limitations. Aspiration lesions damage fibers of passage near the lesion site and therefore 
confound whether observed deficits are due to the loss of cell bodies in the targeted structure, or 
damage to nearby local or long range passing fibers. While neurotoxic lesions circumvent this 
limitation, as with aspiration lesions, they are irreversible and physically ablate the entire 
structure. These limitations complicate the interpretation of findings from lesion studies in the 
context of human imaging studies. Imaging studies report a decreased activation of the MD and 
PFC, not a physical absence of entire structures. Imaging findings moreover suggest a decreased 
communication between MD and PFC during cognitive processes, a finding that cannot be 
assessed when individual structures are removed. 
 
The recent development of pharmacogenetic tools for reversible and physiologically-relevant 
inhibition of neural activity provide an important avenue for surmounting these limitations. We 
therefore utilized the Designer Receptor Exclusively Activated by a Designer Drug (DREADD) 
system (Armbruster et al., 2007) to selectively and reversibly decrease neuronal activity in the 
MD while mice performed cognitive tasks. We found that a relatively mild decrease in MD 
activity is sufficient to selectively impair two PFC-dependent cognitive tasks – an operant-based 
reversal learning task and a delayed non-match to sample (DNMS) working memory task – while 
sparing more general locomotor, mnemonic and emotional behaviors. Simultanenously recording 
neural activity from medial PFC (mPFC) and MD while mice performed the DNMS task, we 
observed two suggestive physiological correlates of impaired task performance when MD 
activity was decreased. First, MD-mPFC synchronous activity in the beta-frequency range (13-
30 Hz) increased hand in hand with improvements in task performance; and reducing MD 
activity delayed both learning and the strengthening of synchrounous MD-mPFC activity. 
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Second, in trained animals, the strength of MD neuron phase-locking to mPFC local field 
potential oscillations in the beta range increased specifically during the choice phase of the task 
when mice must retrieve and use working memory information; and decreasing MD activity 
disrupted this phase-specific increase in MD-mPFC beta synchrony. These results demonstrate a 
causal relationship between decreased MD activity and deficits in cognitive function and suggest 
that MD-mPFC synchrony may be a potential mechanism supporting working memory. hM4D is 
a genetically engineered DREADD that is activated solely by a pharmacologically inert 
compound, clozapine-N-oxide (CNO), and not by endogenous acetylcholine or other 
neurotransmitters.  
 
2.2 Pharmacogenetic inhibition of mediodorsal thalamus activity 
To reversibly inhibit MD activity, we co-expressed hM4D, a modified human muscarinic 
receptor, along with a humanized renilla green fluorescent protein (GFP) using an adeno-
associated virus (AAV2-hM4D-IRES-hrGFP) (Figure 2.1A). hM4D has been genetically 
designed to respond to the pharmacologically inert compound clozapine-N-oxide (CNO), but not 
acetylcholine or other endogenous ligands. CNO activation of hm4D leads to a hyperpolarizing 
current in neurons, which is mediated via Gi-linked activation of inward-rectifying potassium 
channels (Armbruster et al., 2007). Human influenza hemmagglutinin (HA)-tagging of hM4D 
allowed for the assessment of co-expression of GFP and hM4D via anti-HA immunostaining 
(Figure 2.1B). We observed perfect overlap in co-expression, with high-magnification revealing 
appropriate targeting of hM4D to the cell membrane (Figure 2.1B), as well as in axon terminals 
(Figure 2.1D). Immunostaining of neurons via anti-NeuN antibodies revealed nearly exclusive 
expression of hM4D in MD neurons (Figure 2.1C), which, due to the paucity of local 
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interneurons in rodent MD (Kuroda et al., 1998), are expected to be almost entirely 
glutatamtergic relay neurons. Stereological quantification of NeuN and GFP expression in 4 
animals revealed successful viral expression in 27 ± 6% of MD neurons, with a peak expression 
in 66 ± 9.6% of MD neurons at the site of injection (Figure 2.1C). Finally, consistent with 
known anatomy in rodents (Kuroda et al., 1998, Groenewegen, 1988), transfected MD neurons 
made projections to layers I and III/V of both medial and orbital walls of the PFC (Figure 2.1D). 
 
As the action of hM4D depends on the expression of g-protein coupled machinery in the targeted 
neuronal population, we carried out in vitro and in vivo tests to determine whether CNO-
activation of hM4D in MD neurons was capable of decreasing MD activity. Whole-cell patch 
clamp recordings from fluorescently identified hM4D-expressing neurons revealed a significant 
hyperpolarization in resting membrane potential upon CNO bath application, an observation that 
was not made for GFP-expressing control neurons (Figure 2.2A). We next carried out single-
unit neurophysiological recordings in hM4D-expressing mice (MDhM4D) freely exploring a 
familiar environment. Sixty-three single-units were recorded both after systemic injection of 
saline and 2 mg/kg CNO. In mice expressing hM3D – a Gq-linked DREADD – in the forebrain, 
this dose was previously shown to effectively impact both behavior and in in vivo neuronal 
activity (Alexander et al., 2009). We found that CNO predominately reduced the firing rate in 
substantial portion of single-units recorded from MDhM4D mice (Figure 2.2B-C), but not in 
single-units recorded from MDGFP mice (Figure 2.2C, inset). To quantify this observation, we 
first calculated the ratio of firing rate after saline or CNO injection for each unit. The distribution 
of ratios was significantly different between conditions only in MDhM4D mice (p<0.01, Wilcoxon 
sign rank test) (Figure 2.2C). To determine whether individual single-units exhibited a 
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significant change in firing rate we compared mean binned firing rates (30s bins) for the 15 
minute recording sessions on saline and CNO and carried out a one-factor one-way ANOVA. In 
MDhM4D mice we found that 30 neurons (48%) exhibited a significant decrease in firing rate 
(p<0.05), while an additional 11 neurons (17%) exhibited an increase in firing rate under CNO. 
Using a more stringent Bonferroni correct (p<0.0008), we found that 16 (25%) and 6 (9.5%) of 
neurons were inhibited or activated by CNO, respectively. For both analyses, neurons with a 
decrease in firing rate were overrepresented (Binomial test: p<0.01, p<0.5 for Bonferonni-
corrected distribution).   
 
Importantly, examination of absolute firing rates reveals that CNO treatment did not completely 
silence MD neurons (Figure 2.2D). Neurons with decreased activity showed an average 
normalized decrease in firing rate of 38.7 ± 5.3%. This decrease was also unrelated to potential 
differences in locomotor behavior or single-unit isolation during the two recording sessions (data 
not shown). Together, these findings reveal that AAV2-mediated expression of hM4D in the MD 
is capable of producing a relatively mild, yet significant, inhibition of MD activity upon delivery 
of CNO. 
 
2.3 Inhibition of MD activity impairs behavioral flexibility and working memory 
Due to the strong projections of the MD to the orbitofrontal cortex (OFC) (Figure 2.1E) we first 
tested whether decreasing MD activity affects reversal learning, a cognitive process that has been 
frequently shown to be sensitive to OFC lesions (Hornak et al., 2004, Jones and Mishkin, 1972, 
Tsuchida et al., 2010, Izquierdo et al., 2004, Dias et al., 1996, Schoenbaum et al., 2002, 
Chudasama and Robbins, 2003, McAlonan and Brown, 2003, Ghods-Sharifi et al., 2008). To 
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assess reversal learning, we developed an operant-based reversal learning task for the mouse in 
which lever presses are rewarded in the presence of one visual cue (S+), but not in the presence 
of another visual cue (S-) (discrimination phase). After mice reached criterion the contingencies 
were reversed (reversal phase) (Figure 2.3A). The acquisition of the discrimination phase was 
not affected by decreasing MD activity (repeated ANOVA p=0.17), although CNO-treated 
MDhM4D mice showed a tendency for a delay in learning during the first three days of acquisition 
(Figure 2.3B). In contrast, reversal learning was clearly impaired in CNO-treated MDhM4D mice 
when compared to the three control groups (repeated ANOVA followed by Bonferroni correction 
for group comparisons *p<0.05, **p<0.01) (Figure 2.3C). As has been observed for OFC 
lesions, these deficits were likely due to perseverative behavior, as mice with reduced MD 
activity made significantly more S- responses – the previously rewarded stimulus during the 
discrimination phase – than the control groups across all seven sessions of the reversal phase 
(repeated ANOVA followed by Bonferroni correction for group comparisons *p<0.05, 
***p<0.001) (Figure 2.3D).  
 
Given the dense MD projections to medial PFC (mPFC), and the role of mPFC in the delayed 
non-match to sample (DNMS) T-maze test of spatial working memory (Figure 2.4A) (Dias and 
Aggleton, 2000, Kellendonk et al., 2006, Yoon et al., 2008), we assessed whether this task was 
also sensitive to reversible inhibition of the MD. We first found that repeated inhibition of MD 
activity across training sessions lead to a deficit in the acquisition of the task (Figure 2.4B) 
(ANOVA followed by Newman-Keuls correction for group comparisons, *p<0.05), a finding 
that has also been observed with pre-training lesions of the mPFC (Dias and Aggleton, 2000, 
Kellendonk et al., 2006). To determine whether MD inhibition also affects working memory 
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performance, we allowed a second cohort of MDhM4D and MDGFP mice were trained without 
CNO until they reached a criterion level of performance (three consecutive days of >70% correct 
choices). Working memory performance was then tested after CNO or saline treatment at delays 
ranging from 6 to 120 seconds. In this cohort the number of animals was too low for a statistical 
comparison of all four groups. Since the three control groups did not differ in their performance, 
they were combined for their comparison with CNO-treated MDhM4D mice. CNO-treated 
MDhM4D mice performed as well as the controls on the shorter delays (6 and 30 s) but showed 
significantly poorer performance on longer delays (repeated ANOVA group effect **p<0.01) 
(Figure 2.4C). The observed deficits were not due to a general attention deficit or deficits in 
learning the spatial contingencies of the task, as mice with decreased MD activity showed 
performance comparable to that of control mice in a T-maze based spatial reference memory task 
(Figure 2.4D). Moreover, we did not observe any general alterations of locomotor activity or 
anxiety-like behavior as assessed in open field and elevated plus maze tests that may interfere 
with performance in the reversal learning or in the DNMS T-maze task (data not shown). 
 
2.4 Synchronous thalamo-prefrontal activity during working memory is impaired by MD 
inhibition 
We next sought to take advantage of the fact that hM4D-mediated inhibition of MD activity does 
not abolish ongoing neural activity (Figure 2.2D), but rather induces a subtle reduction in firing 
that is nonetheless capable of impacting cognitive behavior. Based on the observation that 
neuroimaging studies in schizophrenia report decreased thalamo-prefrontal connectivity both at 
rest and during cognitive testing, including working memory (Minzenberg et al., 2009, Mitelman 
et al., 2005, Welsh et al., 2010, Woodward et al., 2012, Anticevic et al., 2014), we sought to 
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determine whether spatial working memory in mice requires MD-PFC synchrony and if MD 
inhibition alters it. Towards this end we simultaneously recorded local field potential (LFP) 
activity in the mPFC and single-unit spiking in the MD of mice performing the DNMS T-maze 
and examined the degree to which MD spikes were phase-locked to mPFC LFPs across a range 
of frequencies. Recent studies have shown that theta-range synchrony between the dorsal 
hippocampus (dHPC) and mPFC is modulated by DNMS T-maze task phase, with the strength of 
theta synchrony increasing from the sample to the choice phase – two behaviorally matched time 
periods that only differ in mnemonic requirement (Siapas et al., 2005, Jones and Wilson, 2005, 
Sigurdsson et al., 2010). Carrying out a similar analysis, we found that in saline treated mice the 
phase-locking of MD units to mPFC beta-frequency (13-30 Hz) but not theta- (4-12 Hz) or 
gamma-frequency (40-60 Hz) oscillations was selectively strengthened during the choice phase 
in comparison to the sample phase (two tailed paired t-test, **p<0.01) (Figure 2.5A). This 
suggests that working memory demands modulate MD-mPFC beta-synchrony. Nearly half of all 
units (17/40; 42.5%) noticeably increased in beta phase-locking from sample to choice phases, 
with the remainder of neurons predominately remaining unchanged (18/40, 47.5% unchanged; 
4/40, 10% decreased). Strikingly, the increase in MD-mPFC beta synchrony was selectively 
disrupted in CNO-treated MDhM4D mice (repeated ANOVA, task phase x treatment interaction 
#p<0.05), while phase-locking to other frequency ranges was unaffected (Figure 2.5A). 
Examining individual cells, we observed a significant reduction (Odd ratio=0.09, p<0.001) of the 
percentage of neurons increasing their phase locking (2/33; 6.1%) and a significant increase 
(Odd ratio=5.5, p<0.01) of the percentage of cells showing no changes (27/33; 81.8%) in CNO-
treated mice compared to controls. The effects of decreasing MD activity on the sample/choice 
difference in phase-locking was also confirmed using the pairwise phase consistency measure 
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that controls for spike history effects such as bursting (data not shown) (Vinck et al., 2010). 
 
To examine the specificity of disrupted communication between the MD and mPFC we also 
measured synchrony between the MD and the dHPC, a structure that is also important for spatial 
working memory. While no task-related modulation of phase-locking strength was observed in 
the beta and gamma range, a decrease of phase locking between MD single-unit activity and 
dHPC theta-oscillations occurred during the choice phase of the DNMS task (two tailed paired t-
test, ***p<0.001). However, this decrease was not altered by CNO treatment (Figure 2.5B). 
 
Together, these results suggest that decreasing MD activity may impair working memory by 
disrupting MD-mPFC beta synchrony. In line with this interpretation, we found an increase of 
the proportion of MD cells significantly phase locked to mPFC beta oscillations when trained 
control mice were performing the task (61/69 cells, 88%) compared to mice that were simply 
exploring the maze (15/59 cells, 25%) (Odds ratio=22.37, p<0.001). A lag analysis further 
revealed a predominant MD to mPFC directionality in the beta-frequency range (Figure 2.5C). 
Phase locking of each MD unit was calculated repeatedly after systematically shifting MD spikes 
forward and backward in time relative to the filtered mPFC beta oscillation. MD units tended to 
phase lock strongest to the mPFC beta-frequency oscillation of the future (mean lag, +20 ± 1.4 
ms, wilcoxon signed rank test p<0.05, n=76), consistent with the possibility that information 
tends to flow from the MD to the mPFC during the DNMS task (Figure 2.5C). 
 
The parallel effects of MD inhibition on phase-locking and behavior after successful task 
acquisition suggest a role for the MD and MD-PFC connectivity in working memory 
33	
performance. Yet CNO-treated MDhM4D mice also had a deficit in task acquisition (Figure 2.4B).   
To determine whether altered MD-PFC functional connectivity could also account for this 
deficit, we examined MD-PFC synchrony in an additional cohort of MDhM4D mice treated with 
daily injections of CNO or saline during acquisition of the DNMS T-maze task. Because the 
training period is too brief to permit recording of a sufficient sample of MD units, coherence 
between MD and PFC LFPs was used to measure synchrony. As with the first cohort, CNO-
injected MDhM4D mice took significantly longer to acquire the task than saline-injected MDhM4D 
mice (Figure 2.6B). Consistent with a role for MD-PFC connectivity in task learning, beta-
frequency coherence between these two structures increased with task acquisition in both CNO- 
and saline injected MDhM4D mice (Figure 2.6A-B). Strikingly, coherence in beta-frequency 
range increased hand in hand with performance (Figure 2.6B). In control mice, increases in 
coherence and choice accuracy occurred simultaneously at the end of 2nd session (trials 15-20). 
In contrast, an increase in both coherence and choice accuracy were significantly delayed in 
CNO-treated MDhM4D mice (session 5, trials 41-45) (repeated ANOVA followed by Fischer 
correction, difference vs trials 1-5: °p<0.1, *p<0.05, **p<0.01, ***p<0.001). These data, 
together with the phase-locking findings, demonstrate that inhibition of MD disrupts both MD-
PFC functional connectivity and working memory behavior in parallel, during task acquisition as 
well as task performance. 
 
2.5 Discussion 
Imaging studies have repeatedly reported deficits in MD and PFC activation in schizophrenia 
patients performing cognitive tasks. However, whether a decrease in MD activity can cause 
cognitive deficits is unclear. Moreover, the potential role for MD-PFC dysconnectivity in the 
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generation of cognitive symptoms still remains unexplored. Here, by inducing a subtle decrease 
in the firing of MD neurons, we triggered selective deficits in two prefrontal-dependent tasks that 
address reversal learning and working memory, cognitive processes impaired in patients with 
schizophrenia. We further found that beta range synchrony between the MD and the mPFC is 
modulated by working memory, and that this modulation is disrupted by the decrease in MD 
activity. Finally, during DNMS task acquisition, the magnitude of MD-PFC coherence increased 
in tight correlation with choice accuracy and both increases were delayed by inhibition of MD 
activity. Together these data demonstrate that decreased MD activity disrupts functional 
communication within the MD-PFC circuit and causes deficits in prefrontal-dependent cognition. 
Our findings are consistent with a role for MD-PFC synchrony in working memory tasks, and 
further support the possibility that thalamic deficits can causally contribute to cognitive 
dysfunction. 
 
The role of the MD in behavioral flexibility and working memory 
Pharmacogenetic inhibition of MD did not impact the ability to of mice to initially discriminate 
between two reward contingencies, but did impair the ability of mice to update behavior upon 
reversal of those contingencies (Figure 2.3B-C). This behavioral deficit appeared to be due to an 
inability to suppress responding to the formerly rewarded cue (Figure 2.3D). In tact 
discrimination of stimulus-reward associations but impaired reversal learning due to 
perseverative errors have also been observed in humans, monkeys and rats following lesions to 
the OFC (Hornak et al., 2004, Jones and Mishkin, 1972, Tsuchida et al., 2010, Izquierdo et al., 
2004, Dias et al., 1996, Schoenbaum et al., 2002, Chudasama and Robbins, 2003, McAlonan and 
Brown, 2003, Ghods-Sharifi et al., 2008, Szczepanski and Knight, 2015). Although a careful 
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experimental reassessment of this finding warrants a reconsideration of the link between OFC 
and reversal learning, at least in higher primates (Rudebeck et al., 2008), it is important to note 
this has not been an isolated finding. In this context and considering the present results, as well 
as the dense reciprocal connectivity between the MD and OFC, it is possible that disrupted 
communication between these two structures may underlie our observed deficit in reversal 
learning. The relative contribution of direct connections between these structures could be 
addressed utilizing various projection-specific approaches, such as axon terminal expressing 
DREADDs, terminal delivery of light to optogenetic proteins or retrograde viral delivery of a 
variety of proteins capable of manipulating neural activity (Williams and Deisseroth, 2013, Roth, 
2016, Tervo et al., 2016). Such studies would expand understanding of the neural structures 
involved in reversal learning towards the neural circuits involved. In conjunction with single-unit 
recordings they may also clarify the cognitive processes supported by each structure. Indeed, the 
close mirroring of the reversal learning deficits observed following manipulation of each 
structure begs the question of the unique contributions made by each. The reversal learning task 
used here conceivably relies on the successful execution of multiple cognitive processes. This 
may include the encoding of the relationship between actions and their outcomes (A-O 
contingency), a stimulus and its associated outcome (S-O contingency), the value of the 
outcome, as well as the ability of a stimulus to modulate instrumental behavior (S-A-O 
contingency). Designing behaviors that assess these processes independently is one important 
approach towards understanding the unique contributions of MD and OFC in cognition (see 
Appendix A). A complimentary approach is to seek neurophysiological correlates of these 
processes and assaying their dependence on MD or OFC activity.  
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We also showed that a decrease in MD activity induced a deficit in the acquisition in a DNMS 
working memory task. This impairment is not due to a deficit in general attention or deficits in 
learning the spatial contingencies of the task because CNO-treated MDhM4D mice had no 
problems in learning a spatial version of the T-maze task. Decreasing MD activity not only 
impaired the acquisition but also the performance of the DNMS task in trained animals, sparing 
performance at short (6 to 30 s) delays but impairing performance at long delays (60 to 120 s). 
One brain area that is implicated in working memory and receives direct projection from the MD 
is the mPFC. Deficits in both acquisition and performance of the DNMS T-maze task have been 
observed after lesioning or silencing the mPFC in rats and mice (Dias and Aggleton, 2000, 
Kellendonk et al., 2006, Yoon et al., 2008). We therefore hypothesize that disrupted 
communication between the MD and mPFC may underlie the observed deficit in the working 
memory task. Our electrophysiological findings discussed below are in line with this 
interpretation.  
 
MD-PFC functional connectivity during working memory 
Here we report increases in synchrony between the MD and mPFC during a spatial working 
memory task in control mice.  During task acquisition, synchronized activity between these two 
structures in the theta- and beta-frequency ranges increased hand in hand with improvements in 
task performance. After successful acquisition, beta-frequency synchrony was specifically 
enhanced in the choice phase of the task relative to the sample phase, when working memory 
demand is high and mice must retrieve maintained information and execute a choice. Finally, lag 
analysis demonstrated that the MD leads the mPFC. These results are consistent with the 
hypothesis that information flows from the MD to the mPFC in support of working memory, 
37	
similar to previous findings suggesting that hippocampal-prefrontal interactions are also involved 
(Jones and Wilson, 2005, Sigurdsson et al., 2010). The precise nature of the information 
contributed by MD inputs to the mPFC is unclear. Given the dense reciprocal and glutamatergic 
connectivity between these structures, it is also possible that MD inhibition disrupts both 
thalamo-prefrontal and prefronto-thalamic processes. Studies of MD single unit activity during 
visual working memory in non-human primates have suggested the possibility that MD units 
carry a predominance of motor planning information (Watanabe and Funahashi, 2012). 
Considering the known inputs to the MD from the striatum, primary and secondary motor cortex, 
it may be that the MD-PFC communication is related to the choice to be made during spatial 
working memory.  
 
Our findings point to synchrony between the MD and mPFC in the beta-frequency (13 to 30 Hz) 
range as of particular relevance to the DNMS task. While the oscillations in the theta and gamma 
bands have been classically linked to working memory, the functional role of beta-band 
oscillations is less understood. However, recent studies performed in human and non-human 
primates point to a role for beta-band oscillations in cognitive processes. Specifically, elevations 
of beta-band activity in visual and prefrontal cortical areas have been observed during the delay 
phase of working memory tasks (Tallon-Baudry et al., 2001, Tallon-Baudry et al., 2004, Deiber 
et al., 2007, Siegel et al., 2009). Interestingly, beta-band activity has also been linked to motor 
activity. Indeed, numerous studies provided the evidence that beta activity is decreased during 
voluntary movements and increased during holding periods following movement in a variety of 
structures belonging to the motor system (for a review see (Engel and Fries, 2010)). Rather than 
reflecting a lack of movement, a recent hypothesis proposed that beta rhythm would be related to 
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the active maintenance of the current sensorimotor set. According to this hypothesis, the role of 
beta oscillations in cognition would be of similar nature and may be enhanced if the status quo is 
given priority over distractive new signal, whereas gamma band activity may predominate if 
changes in stimulus are expected (Engel and Fries, 2010). Therefore, beta oscillations may relate 
to top-down processing and the increase of MD-PFC beta coherence observed during the choice 
phase of the DNMS task may reflect the maintenance of the information previously acquired 
during the sample phase of the task.  
 
MD-PFC dysfunction in schizophrenia 
The current findings are of potential relevance to the understanding of cognitive deficits in 
schizophrenia. Imaging studies reported both deficits in MD and PFC (Weinberger and Berman, 
1996, Andrews et al., 2006, Minzenberg et al., 2009) in patients with schizophrenia during 
cognitive tests. Moreover recent studies have found an altered correlation in the activity of MD 
and PFC, suggesting that impaired functional connectivity between these structures might 
underlie the cognitive difficulties (Katz et al., 1996, Mitelman et al., 2005, Minzenberg et al., 
2009). Structural abnormalities in this circuit have also been reported (Popken et al., 2000, Byne 
et al., 2009, Marenco et al., 2012). However, one limitation of brain imaging is the low temporal 
resolution that does not allow studying the complex spatial-temporal orchestration of brain 
activity that is thought to underlie cognition. EEG methods offer a better temporal resolution and 
some studies observed that synchronous activity of beta and gamma oscillations are decreased in 
the cortex of patients with schizophrenia (Cho et al., 2006, Uhlhaas et al., 2006, Haenschel et al., 
2009, Uhlhaas and Singer, 2010)). Our results indicate that the engagement of beta synchrony in 
working memory is not restricted only to cortical areas but could also extend to thalamo-cortical 
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circuits, and more specifically, that beta-frequency oscillations may underlie thalamo-cortical 
communication during working memory performance.  
 
Our results further suggest that disruption of MD-PFC beta synchrony could participate in the 
generation of cognitive deficits in schizophrenia. However, whether this disruption is of primary 
origin in schizophrenia is hard to determine due to the circular nature of the brain. Post mortem 
and structural brain imaging studies show morphological abnormalities in the MD that suggest a 
primary deficit of the MD, at least in a subpopulation of patients (Byne et al., 2009). However, 
the MD is also part of the well-described cortico-striatal loops in which the striatum projects 
back to the cortex via the thalamus (Haber and Calzavara, 2009). A primary role of the striatum 
for the pathogenesis of schizophrenia has been proposed (Simpson et al., 2010). In this context, 
we previously showed that overexpression of striatal dopamine D2 receptors, as a model for 
increased D2 receptor function observed in patients, causes PFC-dependent cognitive deficits. 
These deficits included impairments in the here presented DNMS T-maze working memory task 
(Kellendonk et al., 2006). One possibility is therefore that altered striatal function could impact 
on the prefrontal cortex via altering MD activity. Measuring MD-PFC synchrony in striatal D2 
overexpressing mice would be a useful test of this hypothesis.  
 
The DREADD system as a tool to decrease MD activity 
In this study, we chose a pharmacogenetic approach to reversibly reduce MD activity. The 
DREADD system relies on a mutated human muscarinic G-protein coupled receptor that does 
not respond to the endogenous ligand acetylcholine. The activation of these receptors can be 
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achieved by intraperitoneal injection of a biologically inert synthetic compound, CNO. There has 
been concern regarding the potential retro-reduction of CNO to clozapine, a well-known atypical 
antipsychotic drug (Loffler et al., 2012). However, for several reasons, our results cannot be 
explained by this back metabolism. First, while CNO retro-reduction to clozapine has been 
observed in humans and guinea pigs (Jann et al., 1994), back metabolism could not be detected  
in rats and mice (Jann et al., 1994, Guettier et al., 2009). Second, CNO-treated GFP-expressing 
control mice did not show any alteration in any of the tested behaviors compared to saline 
groups. This includes behavior that have been shown to be insensitive to clozapine such as 
locomotor activity (McOmish et al., 2012). Finally, clozapine has been reported to alter MD 
firing (Lavin and Grace, 1998). While we found a decrease in MD neuronal firing rate in 
MDhM4D mice injected with CNO (Figure 2.2B-D) we did not see any firing rate changes in mice 




All protocols used in the present study were approved by the Institutional Animal Care and Use 
Committee (IACUC) at Columbia University. Mice were C57/Bl6 males purchased from Jackson 
Laboratory and housed under a 12-h, light-dark cycle in a temperature-controlled environment 
with food and water available ad libitum. For the behavioral experiments (reversal learning and 
T-maze tasks) mice were food restricted and maintained at 85% of their initial weight. After 
testing, mice were sacrificed and the expression as well as the location of GFP expression was 
verified to ensure that we correctly targeted the MD. Mice for which GFP was not visible or in 




Clozapine-N-Oxide (CNO) (Sigma) was dissolved in PBS to a final concentration of 0.2 mg/ml. 
PBS or CNO (2 mg/kg) was administered intraperitoneal to the mice 30 min before behavioral 
testing or in vivo recording (based on personal observations and Alexander et al. (2009)). For 
thalamic slice physiology CNO was diluted into 1 mM with artificial cerebrospinal fluid. Fresh 
CNO solution was prepared on the day of usage.  
 
Virus 
The AAV2-hM4D-IRES-hrGFP (later called AAV2-hM4D) was generated by inserting the 
hM4D sequence into the multiple cloning site of the pAAV-IRES-hrGFP vector (Agilent 
Technologies). The AAV2-hM4D and control (AAV2-hrGFP) viruses were produced by Vector 
Biolabs (Eagleville, PA). Mice were injected bilaterally with 0.5 ml of AAV2-hM4D (1.04 x 
1013 particles/ml) or AAV2-hrGFP (1 x 1012 particles/ml). Viruses were pressure injected using a 
glass pipette (10-15 µm) into the MD (coordinates: A/P, -1.3 mm; M/L, ±0.35 mm; D/V, -3.2 
mm). After each injection, the pipette remained in situ for 10 min to minimize leaking. 6 weeks-
old mice were injected and then tested 4 weeks later for both behavioral and in vivo 
electrophysiology studies. For thalamic slice recordings, 3 week-old mice were injected and 
sacrificed 3 weeks later. 
 
Histology and immunostaining 
Histology and immunostaining were performed using classical methods. HA rabbit-polyclonal 
(Invitrogen # 71-5500) antibody was diluted 1/1000 in PBS and incubated overnight at 4oC. 
42	
Anti-NeuN (Millipore, MAB377) histochemistry was performed at a dilution of 1/100. The anti-
rabbit Cy3 secondary antibody (Jackson laboratories) was diluted 1/1000. 
 
Behavior 
Reversal learning task 
This discrimination phase was done under a 20s variable interval (VI) schedule. During the 
discrimination, lever presses were reinforced depending on which of two visual stimuli (a 
flashing light or a steady house light) were present. Lever presses in the presence of one of the 
stimuli (S+) were rewarded according to the 20s VI schedule. Lever presses in the presence of 
the other stimulus (S-) did not lead to any reward but lead to a forced 20s time-out penalty. 20 S+ 
and 20 S- trials composed one session. S+ and S- trials were selected randomly and were 
separated by a variable inter-trial interval (ITI) during which the house light was turned off. The 
duration of S+ trials was 1 min. Thus, the average number of rewards earned during S+ trials was 
60. S- trials were also 1 min in duration. However a 20s penalty was included such that mice 
were required to withhold lever presses for 20s in order for the next trial to commence. Mice 
performed one session per day, and the discrimination phase ended after 7 sessions.  
 
During the reversal phase, all experimental events occurred in the same manner as the 
discrimination phase, except that the reward contingencies were reversed so that the S+ became 
S- and vice versa. One session was composed by 20 S+ trials and 20 S-. Again, mice performed 
one session per day, and the reversal phase ended after 7 sessions. 
 
Delayed Non-Match to Sample T-maze task 
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We used the methods described previously (Sigurdsson et al., 2010). Briefly, animals were 
trained on a discrete non-match to sample spatial working memory task in a T-maze (dimensions 
61x51x11cm). Mice received two days of habituation, in which they had 15 minutes to collect 
food pellets (20mg, dustless food pellets, Bioserv). The mice then received two days of shaping 
in which mice received 15minutes of forced arm runs only. Mice were then tested on the DNMS 
task for 10 trials per day, each trial consisting of two runs, a forced run and a choice run. In 
between runs, mice returned to the startbox on their accord and were held there for a fixed delay. 
To obtain a reward, animals were required to enter the goal arm not visited during the forced run. 
Animals were given daily training sessions of 10 trials until they reached criterion performance, 
defined as performance of a minimum of seven trials correct per day for three consecutive days. 
After the mice reached criterion, performance was tested on different delays of 6s, 30s, 60s, 90s, 
120s and 180s with 10 trials per delay. The intertribal interval was fixed at 40s. 
 
Spatial T-maze task 
The spatial version of the T-maze used the same maze apparatus and habituation procedure than 
the DNMS task. Only the rule to acquire the task differed. For all trials each mouse was assigned 
one arm, left or right, as the baited target arm. Mice use an allocentric or spatial strategy to solve 
this task. Mice were trained ten trials per day and criterion was fixed at seven correct choices out 
of ten during three consecutive days. 
 
Neurophysiological Recordings 
Microdrive construction and Surgery 
Animals were implanted with multiwire microdrives using methods described previously 
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(Adhikari et al., 2010). Custom microdrives were constructed using interface boards (EIB-32, 
Neuralynx, Bozeman, MT) fastened to machine screws (SHCX-080-6, Small Parts, Inc, 
Miramar, FL). Stereotrodes (14 per animal) were constructed of 25 µM Formvar-coated tungsten 
micro wire (California Fine Wire, Grover Beach, CA), fastened to a cannula attached to the 
interface board, and implanted in the MD. Single-wire, 75 µM tungsten electrodes were 
stereotactically placed into the medial PFC and cemented directly to the skull during surgery. 
Animals were anesthetized with isoflurane (0.5%–1.2%) in oxygen, and placed in a stereotactic 
apparatus (Kopf Instruments, Tujunga, CA) on a feedback-controlled heating pad. Anterior-
posterior and medial-lateral coordinates were measured from bregma, while depth was calculated 
relative to brain surface. Tungsten wire electrodes were implanted in the MD (−1.22, 0.30, and 
2.7), in the medial PFC (+1.8, 0.4, and 1.65) and in dHPC. Animals were given analgesics 
(Carprofen, 5 mg/kg S.C.) and monitored postoperatively. After a suitable period of recovery, the 
MD stereotrodes were advanced until well-isolated single units were obtained. 
 
Data acquisition 
Recordings were obtained via a unitary gain head-stage preamplifier (HS-32; Neuralynx) 
attached to a fine wire cable. Field potential signals from MD, mPFC and dHPC sites were 
recorded against a screw implanted in the anterior portion of the skull. LFPs were amplified, 
bandpass filtered (1–1,000 Hz) and acquired at 1893 Hz. Spikes exceeding 40 µV were 
bandpass-filtered (600–6,000 Hz) and recorded at 32 kHz. Both LFP and spike data were 
acquired with Lynx 8 programmable amplifiers on a personal computer running Cheetah data 
acquisition software (Neuralynx). The animal's position was obtained by overhead video tracking 
(30 Hz) of two light-emitting diodes affixed to the head stage. Single-units were automatically 
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clustered using KlustaKwik (Ken Harris) based on the first two principal components, peak and 
energy, and confirmed based on separation of waveform characteristics using SpikeSort3D.  
 
MD single-units used for in vivo characterization of CNO-treatment in MDhM4D mice were 
recorded during free exploration of the T-maze. Mice were injected intraperitoneally with saline 
solution and recorded 30 minutes after the injection for 15 minutes. After this, without moving 
the stereotrode bundle, mice were injected intraperitoneally with CNO and recorded 30 minutes 
after the injection for 15 minutes. Task-dependent recordings were carried out in the previously 
described DNMS T-maze task. We restricted our analysis to neural activity in the center arm of 
the maze during either sample or choice phases of the task. This had the advantage of 
minimizing behavioral variability, as both trajectories and speeds of center-arm runs were 
comparable in saline- and CNO-treated and MDhM4D mice. 
 
Firing rate analysis 
Data was imported into MATLAB for analysis using custom-written scripts. Instantaneous firing 
rate for the example cell in Figure 2.2B was smoothed using a 60s moving average. To test the 
significance of firing rate changes, we used both a population analysis and an individual cell 
analysis. For the population analysis we used a Wilcoxon sign rank test to determine whether the 
distribution of firing rate rations (CNO:SAL) were significantly different from a distribution with 
a median of 1. For the individual cell analysis each 15 min recording session under either saline 
or CNO conditions were separated into 30s bins and mean binned firing rate was calculated. A 
one-factor ANOVA was performed on each cell to determine whether the mean firing rate after 
CNO was significantly different from that after SAL, with and without Bonferroni correction as 
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described in the text. The predominance of decreases vs. increases in firing rate using this 
method was then also tested using a Binomial test.  
 
Phase locking analysis 
Phase locking of MD units to mPFC LFPs was accomplished by fist filtering the field potentials 
in either the theta (4-12 Hz) beta (13-30Hz) or gamma (40-60Hz) range using a zero phase delay 
filter and computing phase using a Hilbert transform. Each unit spike was assigned a phase based 
on its simultaneous field potential sample. The magnitude of phase locking was quantified using 
the mean resultant length (MRL) of the sum of the unit vectors representing the phases at which 
each spike occurred, divided by the number of spikes. The MRL is sensitive to the number of 
spikes used in the analysis. Therefore, to compare phase locking strength by condition we 
computed the MRL for multiple (1000) subsamples of 50 spikes per condition and averaged 
across subsamples for each condition and each unit. Units that fired fewer than 50 spikes in each 
condition were not analyzed. The statistical significance of phase-locking was assessed using the 
Rayleigh test for circular uniformity.  
 
Directionality Analysis 
Data was pooled for task independent and task dependent behavior sessions. Cells with fewer 
than 600 spikes during the entire recording session were not analyzed. To determine the temporal 
relationship between unit activity and beta oscillations in the mFPC, phase locking was 
calculated for 50 different temporal offsets from the mPFC LFP for each unit recording. Only 
units with significant Bonferroni-corrected phase locking in at least one of the 50 shifts are 




For coherence and behavior across learning, recordings were binned into early (first 5 trials), 
middle (trials 25-30) and late (last 5 trials on the day the animal achieved criterion performance) 
trials. Coherence of the field potentials was computed using the multitaper method (MATLAB 
routines provided by K. Harris). Field potential samples for the trials in each bin were 
concatenated and then divided into 1000 ms segments (800 ms overlap). The Fourier transform 
of each segment was computed after being multiplied by two orthogonal data tapers. Coherence 
was computed by averaging the cross-spectral densities of two field potential signals across data 
windows and tapers and normalizing to the power spectral densities of each signal. Beta 















Figure 2.1. Viral-mediated expression of hM4D in the mediodorsal thalamus. (A) Schema of 
pAAV2-hm4D-IRES-hrGFP plasmid. An internal ribosomal entry site (IRES) (grey) allows both 
hM4D (red) and humanized renilla green fluorescent protein (hrGFP) (green) to be expressed 
under the control of a cytomegalovirus (CMV) promoter (yellow). (B) Direct GFP fluorescence 
(green) and anti-HA immunostaining (red) demonstrate co-expression (yellow) of GFP and 
hM4D in MD neurons. (C) Direct GFP fluorescence and anti-NeuN immunostaining (red) reveal 
that GFP is exclusively expressed in MD neurons (top). Delivery of AAV2-hM4D-IRES-hrGFP 
to the MD leads to expression in 27 ± 6% of neurons, with a peak expression in 66 ± 9.6% at the 
site of infection (n=4 mice). (D) GFP in the axon terminals of MD neurons projecting to multiple 
prefrontal areas (left). MD terminations are densest in layers I and III/V (right). Abbreviations: 












































Figure 2.2. Characterization of pharmacogenetic inhibition of the MD.  
(A) Differential interference contrast (DIC) visualization of MD in a in vitro slice 
electrophysiological preparation (left). Epifluorescent visualization of AAV2-hM4D-IRES-
hrGFP expression in the same slice (right). Far right: Resting membrane potential of MD 
neurons expressing GFP alone (green) or co-expressing hM4D and GFP (orange) before and 
after bath application of 1 µM	CNO (repeated measures ANOVA, group x treatment interaction 
***p<0.001; n=11 GFP and 10 hM4D neurons). (B) Example of MD single-unit activity in vivo 
before (green) and after (orange) systemic injection of 2 mg/kg CNO to an MDhM4D mouse. (C) 
Histogram of the ratio of firing rate on CNO versus saline in MDhM4D mice with colors indicating 
neurons with statistically significant increases (red) or decreases (blue) in firing rate. This was 
assessed via one factor one-way ANOVA of binned (30s) mean firing rates across 15 recording 
sessions on saline versus CNO (p<0.05). Inset: same as above for MDGFP mice. (D) Absolute 
firing rates on CNO versus saline for all 63 MD units recorded in MDhM4D mice. Colors as in 






































Figure 2.3. MD inhibition impairs operant-based reversal learning. (A) Schema of operant-
based reversal learning task. Acquisition curves for discrimination (B) and reversal (C) phases of 
the task demonstrate a selective impairment in reversal learning in CNO-treated MDhM4D mice.  
(Discrimination: repeated measures ANOVA, time p<0.001, group p=0.3593; GFP-sal n=23, 
GFP-CNO n=7, hM4D-sal n=42 and hM4D-CNO n=11; Reversal; repeated measures ANOVA 
followed by Bonferroni post-hoc tests, *p<0.05, **p<0.01; GFP-sal n=15, GFP-CNO n=14, 
hM4D-sal n=26 and hM4D-CNO n=25). (D) S- lever pressing during the reversal phase. All 
mice decreased responding over time (repeated measures ANOVA, main effect of time, 
p<0.001). However, only CNO-treated MDhM4D mice made more perseverative errors (repeated 






































Figure 2.4. MD inhibition leads to deficits in working memory performance. (A) DNMS T-
maze schema. (B) CNO-treated MDhM4D mice showed a deficit in acquisition of the task as 
shown by percent correct performance across training sessions (left) and number of days to reach 
a criterion level of performance (right) (ANOVA followed by Newman-Keuls post-hoc analysis 
*p<0.05; GFP-sal n=7 GFP-CNO n=6, hM4D-sal n=12 and hM4D-CNO n=11). (C) In a cohort 
of mice allowed to reach criterion under normal conditions, an acute treatment of CNO impaired 
DNMS performance only in MDhM4D mice at long delays (repeated measures ANOVA, group 
effect *p<0.05; combined controls n=21 including 5 GFP-sal, 4 GFP-CNO and 12 hM4D-sal; 
hM4D-CNO n=11). (D) MD inhibition does not affect acquisition of a spatial reference memory 



































Figure 2.5. Working memory modulated thalamo-prefrontal beta synchrony is disrupted 
by MD inhibition. (A) Phase-locking of MD single-units to mPFC LFP oscillatons in the theta- 
(4-12 Hz), beta- (13-30 Hz), and gamma-frequency (40-60 Hz) range as a function of task phase 
(Sample, or Choice) (repeated measures ANOVA, group x task phase interaction #p<0.05; 
hM4D-SAL cells n=40 (green), hM4D-CNO cells n=33 (orange); sample-choice difference in 
controls, **p < 0.01 by paired t-test). (B) Phase locking of MD single-units to dHPC LFP 
oscillations as in (A) (paired t-test sample-choice difference in controls and CNO-treated 
MDhM4D mice, ***p < 0.001; hM4D-SAL cells n=40 (green), hM4D-CNO cells n=33 (orange)). 
(C) Normalized phase-locking strength to mPFC beta when shifting MD spikes in time for all 
significantly phase-locked MD neurons (top). Only significantly phase-locked neurons are 
included (Rayleigh’s, p<0.05) and have been sorted according to the lag at which the peak phase-
locking value occurs. Bottom: histogram of the lag at which peak phase locking occurs for all 


































Figure 2.6. Thalamo-prefrontal beta synchrony correlates with behavioral performance 
during working memory task acquisition. (A) Example of MD-mPFC coherence spectra on 
early (dashed lines) and late (solid lines) training sessions in saline- (green) and CNO-treated 
(orange) MDhM4D mice. (B) Normalized MD-mPFC beta coherence (top) and percent correct 
performance (bottom) plotted in blocks of 5 trials across training sessions for saline- (green, n=9 
mice) and CNO-treated (orange, n=10 mice) MDhM4D mice (repeated measures ANOVA 











Dissociation of thalamo-prefrontal substrates for  

















As reviewed in Chapter 1, the prefrontal cortex (PFC) is a long held locus for higher-order 
cognition and executive control across species (Miller and Cohen, 2001, Kesner and Churchwell, 
2011, Fuster, 2009). In several mental disorders such as schizophrenia, PFC dysfunction is 
observed in concert with a variety of cognitive impairments, including deficits in working 
memory (Minzenberg et al., 2009, Weinberger and Berman, 1996, Perlstein et al., 2001). 
However, there is growing appreciation that PFC function cannot be divorced from that of its 
densely interconnected thalamic partners, such as the mediodorsal thalamus (MD) (Mitchell, 
2015, Saalmann, 2014, Baxter, 2013). Indeed, not only does the PFC share dense reciprocal 
connectivity with the MD (Jones, 2007) (Figure 1.3), manipulations of MD function in animals 
produce cognitive impairments reminiscent of PFC dysfunction (Figure 2.3; Figure 2.5) 
(Parnaudeau et al., 2015, Parnaudeau et al., 2013, Browning et al., 2015, Bailey and Mair, 2005). 
Brain imaging studies have also shown MD dysfunction in patients with schizophrenia (Byne et 
al., 2009, Andrews et al., 2006), with increasing evidence for decreased functional connectivity 
between the thalamus and PFC (Woodward et al., 2012, Anticevic et al., 2014, Anticevic et al., 
2015). In spite of these findings, a circuit level understanding of how thalamo-prefontal networks 
engage in cognition is lacking. Such an understanding will be essential to elucidating how circuit 
alterations contribute to cognitive dysfunction in disorders such as schizophrenia. 
 
To address this issue we investigated thalamo-prefrontal interactions in a spatial working 
memory task in which mice had to choose a spatial location that differed from one they had 
sampled prior to a brief delay (delayed non-match to sample, DNMS). Importantly, spatial 
sampling was pseudo-randomized on a trial-by-trial basis such that only the spatial location of 
the present trial should guide working memory dependent performance. Using both pathway-
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specific optogenetic inhibition experiments and directionality analysis of multi-site recordings, 
we found that different task phases (sample, delay and choice) exhibited distinct thalamo-
prefrontal dependencies. While initial spatial sampling required no functional interactions 
between MD and PFC, spatial choice required a directional interaction from mPFC to MD. In 
comparison, the delay phase required reciprocal interactions across the two structures with inputs 
from MD to mPFC exerting a stronger influence on behavior. Strikingly, and despite this clear 
behavioral dependence, mPFC neurons showed no evidence for maintaining a spatial memory 
across the delay, although mPFC spatial coding was readily detected during both the sample and 
choice phases. However, a subset of mPFC neurons demonstrated elevated delay phase spiking 
that both indicated correct performance and was highly dependent on functional MD inputs. 
These results are consistent with mPFC delay period activity encoding an abstract task rule (e.g. 
‘do not go to the previous location’) without an explicit spatial reference, a conclusion consistent 
with prior studies in both primates (Lundqvist et al., 2016, Wallis et al., 2001), and unpublished 
work in mice (Schmitt et al., In submission). We conclude that MD inputs to the mPFC support 
the maintenance of working memory by stabilizing task-relevant prefrontal representations, and 
that top-down signals from the mPFC back to the MD guide successful memory retrieval and/or 
action execution. 
 
3.2 Activity within topographical thalamo-prefrontal connections is required for spatial 
working memory 
While the anatomy of MD-prefrontal circuitry is well described in primates (Ray and Price, 
1993, Ongur and Price, 2010) and rats (Groenewegen, 1988, Alcaraz et al., 2016) (Figure 1.3), 
there have been comparatively fewer anatomical studies in the mouse. We therefore first sought 
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to extend this literature by closely examining thalamo-prefrontal connectivity in the mouse. 
Using viral-mediated synaptophysin-GFP visualization of MD terminals, we found that mouse 
MD makes extensive synaptic connections with multiple prefrontal areas, with particularly dense 
terminations in the mPFC and orbitofrontal cortex (OFC) (Figure 3.1A-B). 
 
To identify the MD substructures that are anatomically associated with these PFC regions in the 
mouse, we delivered the dual antereograde/retrograde tracers fluoro-emerald and fluoro-ruby to 
either the OFC or mPFC (Figure 3.2A-B). We found minimal overlap in both the terminal fields 
of PFC projections to the MD and MD neurons with projections back to the medial and orbital 
walls of the PFC (Figure 3.2C). That is, while mPFC neurons primarily projected to and 
received input from the lateral and medial MD, OFC neurons predominately projected to and 
received input from the central MD (Figure 3.2D). This topographic and reciprocal MD-PFC 
organization is consistent with anatomical findings in rats (Alcaraz et al., 2016, Groenewegen, 
1988) and primates (Ray and Price, 1993, Ongur and Price, 2010) (Figure 1.3D). 
 
Previous findings suggested that mPFC is the prefrontal region most relevant to spatial working 
memory on a DNMS T-maze in which mice have to choose a spatial location that differs from 
the one they sample prior to a delay period (Kellendonk et al., 2006, Yoon et al., 2008) (Figure 
3.1C). In the previous chapter we demonstrated that this task also relies on MD activity (Figure 
2.4) (Parnaudeau et al., 2013). We therefore hypothesized that activity in MD to mPFC 
projections, but not MD to OFC projections, would be required for task performance. To test this 
question we optogenetically inhibited MD terminals in either mPFC or OFC within individual 
animals (Figure 3.1D). Both regions are sufficiently far apart, such that light does not spread 
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from one region to another (Wimmer et al., 2015). Terminal inhibition was achieved using the 
proton pump archaerhodopsin (eArch), which we have previously shown to be effective at 
inhibiting ventral hippocampal (vHPC) inputs to the mPFC (Spellman et al., 2015, Padilla-
Coreano et al., 2016). eYFP was used to control for potential effects of light alone (Stujenske et 
al., 2015). We found a robust impairment of task performance when MD terminals were 
inhibited within the mPFC for the duration of a trial, but no effect was observed when MD 
terminals within OFC were inhibited in an identical manner (Figure 3.1E). Interestingly, this 
effect was related to delay phase length, with terminal inhibition only producing deficits under a 
more demanding long delay (60s). We previously observed a similar delay-dependent deficit in 
spatial working memory when inhibiting MD cell bodies (Figure 2.4C) (Parnaudeau et al., 
2013). The present results indicate that this finding is due to the inhibition of MD neurons 
projecting to the mPFC but not those projecting to the OFC. 
 
Given the dense reciprocal connectivity between the mPFC and the MD (Figure 3.2), we next 
asked whether mPFC projections to MD were also necessary for working memory performance. 
We therefore virally expressed eArch or eYFP in mPFC, and implanted optical fibers over mPFC 
terminals in the MD. Inhibiting the mPFC to MD projections diminished task performance in a 
manner that depended on delay phase length, similar to inhibition of the reciprocal MD to mPFC 
projection (Figure 3.1F). These results demonstrate involvement of reciprocal MD-mPFC 
circuits in spatial working memory, and raise the possibility that activity in these circuits could 




3.3 Different working memory processes require distinct functional thalamo-prefrontal 
interactions 
To understand the precise manner by which mPFC and MD connections engage in working 
memory, we first performed temporally-limited optogenetic inhibition of MD terminals in mPFC 
(MD-to-mPFC) and mPFC terminals in MD (mPFC-to-MD). In these experiments, we restricted 
the delay phase length to the 60s condition and terminal inhibition was limited to the sample, 
delay or choice phase of the task (Figure 3.3A). Inhibiting MD-to-mPFC during the sample or 
choice phases did not impact performance (Figure 3.3B). In contrast, MD-to-mPFC inhibition in 
the delay phase substantially diminished performance, an effect not seen with optical 
illumination in the absence of eArch (Figure 3.3B). This effect was also unrelated to the 
disparity between task phase lengths, as limiting inhibition to 17s (equivalent to the average 
sample phase length) was sufficient to impair behavioral performance (Figure 3.4). This result 
suggests that activity in the MD-to-mPFC pathway is required for working memory maintenance 
(Figure 1.2B).  
 
To investigate whether mPFC-to-MD engagement in the task was symmetrical to MD-to-mPFC, 
we performed temporally-limited inhibition of this pathway during the different task phases. We 
found that, while sample phase inhibition had no effect, delay phase inhibition led to diminished 
performance that approached statistical significance (repeated measures ANOVA, group x light 
interaction #p=0.073) (Figure 3.3C). Strikingly, choice phase inhibition robustly diminished 
performance (Figure 3.3C, right), even despite the brief duration of inhibition received (Figure 
3.4A). These asymmetric effects suggest that the two pathways are differentially engaged in the 
task. Specifically, while the MD-to-mPFC pathway is required during the delay phase, possibly 
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supporting the maintenance of working memory, the reciprocal mPFC-to-MD pathway may also 
be required, but to a lesser degree. In contrast, mPFC-to-MD dependence during spatial choice 
indicates that the MD may function as an output station for mPFC to exert its impact on either 
working memory retrieval, action execution or both.  
 
The asymmetric effects on working memory performance obtained by MD-to-mPFC inhibition 
compared to mPFC-to-MD suggested that functional interactions between these reciprocal 
circuits are directional, and may vary in a task phase-dependent manner. To directly test this 
predication, we analyzed data from simultaneous electrophysiological recordings of mPFC 
single-units and MD local field potentials (LFPs) during the task (Figure 3.5A-B). We used a lag 
analysis of these neural signals to estimate the net direction of information flow between the two 
structures during different task phases (see 3.6 Methods). Using this analysis on MD single-units 
and mPFC LFPs we recently showed that synchronous activity in the beta frequency (12-30Hz) 
range exhibited a predominate lead by MD activity when mice were freely exploring a T-maze 
both within and outside the task context (Figure 2.4), thus leaving unanswered how MD-mPFC 
beta synchrony is impacted by task phase in behaving animals. During the sample phase, when 
inhibition of either circuit had no effect on behavior, there was no net directionality between the 
MD and mPFC (Figure 3.5Ci-3.5Cii). During the delay phase, however, MD activity led mPFC 
activity. This directionality suggests a predominance of MD-to-mPFC influence during this 
phase, consistent with the behavioral impairment seen with MD-to-mPFC terminal inhibition 
(Figure 3.5Di-3.5Dii). Finally, during the choice phase, mPFC activity led the MD, a result also 
in line with the behavioral impact of inhibiting this pathway (Figure 3.5Ei-3.5Eii). Strikingly, 
while MD-to-mPFC terminal inhibition during the sample phase had no effect on directionality 
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of neural signals between structures (Figure 3.5F), delay phase terminal inhibition diminished 
both MD leading activity during the delay (Figure 3.5G) and mPFC leading activity during the 
subsequent spatial choice (Figure 3.5H). This finding indicates that MD-to-mPFC inhibition 
during the delay not only disrupts circuit directionality within this phase; it also eliminates the 
bias to mPFC output during the subsequent choice phase. Together, these findings support the 
conclusion that during the delay phase, mPFC is dependent on functional MD input for the 
maintenance of working memory, while during the subsequent choice phase, mPFC outputs to 
the MD guide the retrieval and/or action execution of successfully maintained working memory 
plans.  
 
3.4 Prefrontal neurons display elevated delay period spiking that indicates correct 
performance and depends on MD input for sustained maintenance 
Having obtained recordings from multiple mPFC single-units during the task, we interrogated 
their spiking across task phases to determine which task variables they encoded and when. 
Consistent with our prior results (Spellman et al., 2015) and those of others (Jung et al., 1998), 
we found that many mPFC neurons were spatially-tuned towards one maze location over another 
during both the sample and choice phases (Figure 3.6) This was clearly observed in both single-
unit examples (Figure 3.6A-B) and across the entire population of mPFC units (Figure 3.6Ci, 
Figure 3Ciii), with spatial tuning in individual neurons largely overlapping between sample and 
choice phases (Figure 3.6Ciii, inset). In contrast, we found no evidence for spatial tuning during 
the delay phase, whether analyzed by which arm was visited during the preceding sample phase 
(Figure 3.6Cii) or by which arm was chosen during the subsequent choice phase (Figure 3.6Cii, 
inset). Moreover, spatial tuning was not altered by concurrent MD terminal inhibition during the 
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sample and delay phases (Figure 3.6Di, Figure 3.6Dii) nor was it affected during the choice 
phase following inhibition during the preceding delay phase (Figure 3.6Diii). The same was 
observed when restricting analyses to only neurons that were significantly spatially-tuned 
(Figure 3.7). Importantly, these results were not due to a failure of terminal inhibition, as eArch 
activation produced significant modulations in mPFC firing rates compared to light illumination 
without eArch (Figure 3.8). These findings confirm previous results that in rodents, mPFC 
neurons do not encode goal arm locations duration the delay phase (Spellman et al., 2015, Jung 
et al., 1998), and further demonstrate that spatial representations of arm location in mPFC 
neurons are not dependent on MD-to-mPFC pathway activity. 
 
We reasoned that while mPFC neurons do not explicitly encode spatial location during the delay 
phase, they may represent other variables critical for task performance. Consistent with this, we 
found a subset of mPFC neurons (266/891) that exhibited significant elevation in spiking during 
the delay relative to the inter trial interval (ITI), where behavioral conditions were equivalent yet 
mice were not required to maintain a working memory trace. Elevation in spiking for each 
neuron was not sustained; rather, each neuron exhibited a preferred temporal offset during the 
delay phase (Figure 3.9A). As a population, this activity pattern tiled the entire delay phase, and 
semi-automated clustering of this population based on temporal correlations in firing rate across 
individual neurons resulted in six clusters. Each cluster of delay-elevated neurons exhibited a 
distinct temporal offset, potentially indicating the encoding or maintenance of a delay-related 
representation (Figure 3.9B). This pattern was not observed in a largely mutually exclusive 
group of mPFC neurons identified as having significantly suppressed delay activity (260/891), 
where the vast majority of peak suppression occurred within the first five seconds of the delay 
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(201/260) (Figure 3.10A-B).  
 
Overall, this temporally sparse, elevated-mPFC activity is reminiscent of rule encoding neurons 
recently observed in the primate dorsolateral PFC (dlPFC) (Lundqvist et al., 2016), and quite 
distinct from the persistent activity associated with a spatial preference (Funahashi et al., 1993a, 
Guo et al., 2014). As such, these findings may suggest mPFC delay activity represents the 
maintenance of an abstract rule, such as ‘do not go to the previous location’. If true, we reasoned 
that delay-elevated mPFC activity should be attenuated on incorrect trials. Indeed, we observed 
diminished spiking in delay-elevated neurons in raw data examples (Figure 3.9C), normalized 
Z-scored firing across the population (Figure 3.9D) and in clusters identified and grouped based 
on distinct temporal offsets (Figure 3.9E-F) (see Figure 3.10C-D for delay-suppressed 
neurons).  
 
Given that MD input during the delay phase was necessary for task performance, we next asked 
whether they were also important for elevated-delay activity in the mPFC. Interestingly, MD 
terminal inhibition throughout the delay phase had temporally-specific effects on mPFC delay-
firing. While delay-elevated firing rate in clusters with early temporal offsets were largely left 
intact, firing rate in middle and late clusters were substantially diminished by inhibition (Figure 
3.9G-I). These results are not explained by an effect of light alone, as they were not observed in 
eYFP animals (Figure 3.11). Moreover, this effect was strikingly delay-phase specific. While 
activity in delay-elevated neurons was suppressed by MD terminal inhibition during the delay 
phase (Figure 3.9J, right), activity in this same population of neurons was unaffected by MD 
terminal inhibition during the sample phase (Figure 3.9J, left). These results indicate that MD 
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inputs are critical for the maintenance of a representation across the delay phase in a subset of 
mPFC neurons, and not simply for the global excitability of all mPFC neurons. Consistent with 
this notion, a largely non-overlapping group of spatially-tuned mPFC neurons (Figure 3.10B) 
did not show activity-dependence on MD inputs in either the delay phase or the sample phase 
(Figure 3.9K). These results further indicate a dissociation of MD influence on mPFC neural 
activity supporting spatial representations and working memory maintenance. In addition, they 
reveal that mPFC reliance on MD input is dependent on task phase, with MD inputs maintaining 




Here we demonstrate that reciprocal MD-mPFC activity is required for spatial working memory 
in mice (Figure 3.1). By dissecting the role of each reciprocal projection during discrete task 
phases of the DNMS T-maze, we further reveal that while MD inputs to the mPFC sustain the 
maintenance of working memory across a delay, mPFC inputs to the MD support the retrieval of 
memory for action execution (Figure 3.3). We corroborate this model with simultaneous mPFC 
single-unit and MD LFP recordings, which reveal a dynamic shift from MD leading activity 
during the delay phase towards mPFC leading activity during the choice phase (Figure 3.5). 
Finally, we uncover a population of mPFC neurons whose activity is temporally sparse within 
individual neurons, and sequential across the population (Figure 3.9). This activity pattern 
indicates correct performance (Figure 3.9C-F) and depends on MD input for its maintenance 
(Figure 3.9G-J). However, this activity pattern does not encode a memory of spatial information 
(Figure 3.6; Figure 3.7; Figure 3.9K), suggesting that MD inputs may facilitate the 
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maintenance of abstract task representations in the mPFC, such as task rule, and that this 
information is subsequently relayed in a top-down manner to guide behavior. 
 
What is the nature of the mPFC representation supported by MD input during the delay? We 
argue that explicit spatial representations are likely unnecessary for mice to perform our working 
memory task; rather, a representation of abstract task rule, such as ‘do not go to the previous 
location’, would be sufficient to guide successful performance. Several lines of evidence suggest 
the delay-elevated mPFC neurons we identify here are likely to encode such a task rule. First, 
this population of neurons was identified by an elevation in spiking during the delay phase 
relative to the ITI, where behavioral conditions are matched but a working memory trace is not 
required. The presence of elevated activity only on correct trials (Figure 3.9C-F) suggests that 
these neurons actively guide behavior, and do not simply provide purely contextual information 
(such as ITI versus delay). Second, mouse behavior during the delay did not overtly differ on 
correct and incorrect trials nor did the latency for mice to make a spatial choice (data not shown). 
This suggests elevated delay activity does not reflect a general aroused or task-engaged state. 
Finally, interpreting our findings in the framework of task rule is consistent with the ubiquity of 
rule encoding in mPFC neurons across rodents (Rich and Shapiro, 2009, Durstewitz et al., 2010) 
and primates (Wallis et al., 2001, Cromer et al., 2010, Lundqvist et al., 2016). It is also consistent 
with recent unpublished work that demonstrates abstract rule representation in mouse mPFC 
neurons during the delay period of a top-down attention task (Schmitt et al., In submission). In 
this task, mice are explicitly instructed whether to attend to visual or auditory cues, and mice 
learn that these rules indicate the appropriate target when subsequently selecting between 
conflicting stimuli. In a temporally sparse and sequential manner that is similar to delay-elevated 
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activity in our task, they find that mPFC neurons show elevated spiking to one rule but not the 
other. Importantly, further strengthening our inference, delay-elevated activity in their task also 
requires MD activity for its maintenance. Our results make clear this effect is due to activity in 
MD-to-mPFC projections, and not via indirect pathways.  
 
The parallels between our findings and Schmitt et al. are quite striking when considering the 
difference in temporal scale between tasks. The fact that our population of mPFC neurons was 
capable of spanning a 60s delay may indicate a fundamental scalability of mPFC encoding and 
maintenance of rule representation across time scales. In this light, our findings extend studies 
that have identified sequential activation of cortical neurons in tasks that require working 
memory (Fujisawa et al., 2008, Harvey et al., 2012, Baeg et al., 2003, Lundqvist et al., 2016), 
and support the idea that sequences of activation may be a common circuit function in memory-
guided decision tasks. It is also interesting to note that we observed a gradual degradation in the 
quality of elevated spiking across time (Figure 3.9A-B). This is evocative of a decay in 
prefrontal representation, and may explain why our MD-mPFC manipulations did not impact 
behavior at shorter delays (Figure 3.1E; Figure 3.1G), where delay representations were 
potentially robust to activity disruptions in our task. Further consistent with this interpretation is 
the fact that mPFC delay activity with early peak times were unaffected by MD terminal 
inhibition (Figure 5I-J). Local PFC circuitry may therefore be sufficient to maintain 
representations at short time-scales, but require amplification for sustained maintenance either as 
memory decays across time, or in more cognitively demanding tasks. 
 
How does mPFC-to-MD activity support working memory performance? Our terminal inhibition 
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experiments and directionality analysis both indicated a critical role for this pathway during the 
choice phase of our task, when mice presumably require the retrieval of maintained information 
and its translation to motor action (Figure 3.3C; Figure 3.5E-H). A number of non-mutually 
exclusive scenarios may explain this finding. One possibility is that the MD could serve as an 
intermediate output pathway for mPFC to recruit downstream motor planning circuits. Indeed, 
the mPFC has been shown to exert strong functional control over primary motor cortex 
(Narayanan and Laubach, 2006), and higher order thalamic nuclei like the MD are posited to 
play a role in information transfer between cortical areas (Sherman and Guillery, 2002, 
Saalmann, 2014). While anatomical connectivity exists between MD and primary and secondary 
motor cortex (Oh et al., 2014, Hunnicutt et al., 2014), the behavioral function of these circuits 
remain entirely unexplored. A second possibility is that mPFC-to-MD activity is important for 
cortical or subcortical pathways involved in memory retrieval. Future efforts to expand 
functional circuit dissection of PFC-associated structures in the DNMS T-maze could provide 
answers to these important questions. 
 
In the context of our previous studies inhibiting vHPC-to-mPFC inputs (Spellman et al., 2015), 
our results provide a striking example of differential long-range circuit engagement in the 
DNMS T-maze. Here we observed no effect of MD terminal inhibition limited to the sample 
phase of the task and a robust behavioral impairment with inhibition restricted to the delay phase 
(Figure 3.3B). In contrast, vHPC terminal inhibition impairs behavior only during the sample 
phase (Spellman et al., 2015). Extending this dissociation, our in vivo physiology data reveal that 
MD inputs, unlike vHPC, are not required for the encoding of spatial information during the 
sample phase of the task (Figure 3.6Di; Figure 3.7Ci). Despite evidence at the synaptic level 
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that MD and vHPC inputs converge on single neurons in certain mPFC populations (Little and 
Carter, 2012), our results suggest this dissociation is largely due to segregation of spatially-tuned 
and delay-modulated mPFC neurons into largely non-overlapping populations (Figure 3.10B).  
 
Our findings should have translational relevance, particularly to schizophrenia. Patients with 
schizophrenia exhibit prefrontal-associated cognitive deficits in domains such as executive 
function and working memory and neuroimaging studies increasingly report diminished thalamo-
prefrontal connectivity (Woodward et al., 2012, Anticevic et al., 2014, Anticevic et al., 2015). 
Our data provide clear evidence that these circuit abnormalities are likely to be causally involved 
in producing working memory deficits. Continued investigation of thalamo-prefrontal 
interactions in different behavioral conditions in patients and in animal models will be critical for 
advancing clinical efforts for improved diagnoses and more targeted therapeutic approaches 




All experiments were carried out on male C57/Bl6 male mice purchased from Jackson 
Laboratory. Mice were aged 7-8 weeks at the start of experiments and housed under a 12 hour, 
light-dark cycle in a temperature controlled environment with food and water available ad 
libitum. For optogenetic experiments, mice were group housed with littermates (5 mice/cage). 
Mice with implanted microdrives were individually housed. During behavioral training and 
testing, mice were food restricted and maintained at 85% of their initial weight. All procedures 
were done in accordance with guidelines derived from and approved by the Institutional Animal 
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Care and Use Committees at Columbia University and the New York State Psychiatric Institute.  
 
Surgical Procedures 
For all optogenetic experiments mice were anesthetized with isoflurane, head-fixed in a 
stereotactic apparatus (Kopf), and bilaterally injected with an adeno-associated virus (AAV5) (> 
1012 vg/mL) carrying either eYFP alone, or an eArch3.0-eYFP fusion construct under the 
hSynapsin promoter. Virus was obtained commercially from the University of North Carolina 
Viral Vector Core. For viral tracing experiments, an AAV1/2 virus was used to express 
Synaptophysin-GFP under the chicken β-actin promoter, which was generated in house. In all 
experiments a volume of 0.25-0.35ul was injected per hemisphere at a rate of 0.1ul/min (MD 
coordinates: -1.2 AP, -3.2 DV skull, +/- 0.35 ML; mPFC coordinates: 1.75 AP, -1.8 DV brain, 
+/-0.4 ML). Coordinates are in mm relative to bregma (AP, ML) and skull or brain surface (DV) 
where specified.  
 
For optogenetic behavioral experiments, in the same surgical procedure mice were bilaterally 
implanted with ferrule-coupled optical fibers (ThorLabs, 0.39 NA, 200 um) immediately dorsal 
to the targeted structure (OFC, mPFC, or MD). Coordinates were as follows: OFC (+2.65 AP, -
2.25 DV skull, +/-1.85 ML), mPFC (+1.75 AP, -1.2 DV brain, +/- 0.4 ML), and MD (-1.2 AP, -
2.75 DV skull, +/- 0.25 ML).  
 
For in vivo neurophysiology experiments, mice were implanted with a moveable microdrive 
consisting of a 32-channel electronic interface board (NeuroNexus), bilateral ferrule-coupled 
optical fibers (center-to-center distance: 700-800um), and a single stereotrode bundle. 
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Stereotrodes for recording spikes were made from 13-uM tungsten fine wire (California Fine 
Wire, Grover Beach, CA) and were coupled to the optical fiber such that stereotrode tips were 
positioned 300-500uM ventral to the fiber tip. The fiber-coupled stereotrode bundle was then 
unilaterally targeted to the left mPFC. An additional 50uM tungsten wire for recording LFPs was 
implanted in the left MD and fixed to the skull with dental cement. For LFP signal processing, 
skull screws placed over the cerebellum and olfactory bulb served as ground and reference, 
respectively, while spikes were referenced to a local mPFC stereotrode wire. The microdrive was 
lowered in 80uM steps between recording sessions until reaching a depth of -2mm. 
 
Behavior 
Following ~5 weeks of viral expression, mice were gradually food restricted to 85% of their 
body weight. Mice were then given 2 days of habituation to the T-maze, which consisted of 10-
20min of free exploration and foraging for food rewards while tethered to optical fibers and/or 
the recording tether. On the subsequent 2 days mice underwent behavioral shaping, which 
consisted of 10 runs from the start box to a baited goal arm and back to the start box. Runs were 
forced choice in alternating directions and mice were habituated to laser illumination on half of 
the runs in a random interleaved fashion. Mice then commenced training on the DNMS T-maze 
for 6 consecutive days without laser illumination. Within this window, all mice reached a 
criterion level of performance defined as 3 consecutive days above 70% correct. During the 
subsequent testing phase, in all experiments laser illumination was delivered (10 mW, 532 nm) 
in a randomly interleaved fashion and with even distribution across trial types and animals. The 
experimenter was blind to the viral condition of mice during behavioral testing. For whole trial 
light experiments (Figure 3.1), testing at 10s and 60s delays occurred on separate days. For 
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behavior only and neurophysiology experiments reward consisted of either dustless pellets (Bio-
Serv) or sweetened condensed milk (~50ul, 3:1 dilution), respectively. The inter-trial interval for 
all experiments was fixed at 40s.  All behavior was conducted during the light cycle. 
 
Data Acquisition 
Recordings were amplified, band-pass filtered (1-1000 Hz LFPs; 600-6000 Hz spikes) and 
digitized using a Digital Lynx system (Neuralynx). LFPs were collected at 2 kHz, while spikes 
were detected by online thresholding, collected at 32 kHz, and sorted off-line. Single units were 
automatically clustered using Klustakwik (Ken Harris) based on spike sorting of the first two 
principal components, peak voltage and energy from each stereotrode channel. Clusters were 
then accepted, merged or removed based on isolation distance, visual inspection of feature 
segregation, inter-spike interval distribution, cross-correlation in spike timing for simultaneously 
recorded units, and stability across recording session.  
 
Single-Unit Analysis 
We isolated a total of 891 and 686 single-units in 9 eArch and 9 eYFP animals, respectively. 538 
eArch and 447 eYFP units were considered well-isolated, while the remainder of clusters shared 
modest contamination with multi-unit activity. To assess significantly light-modulated units, we 
considered only well-isolated clusters (Figure 3.7). We found that MD-to-mPFC inhibition 
significantly decreased (17%, 92 single-units) and increased (15%, 83 single-units) firing rates. 
This is consistent with monosynaptic inhibition and polysynaptic disinhibition of cortical 
projection neurons via fast-spiking interneurons, as has been described for prefrontal projecting 
MD neurons in the mouse (Delevich et al., 2015). Results were similar when all clusters were 
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included (136/891 decrease, 134/891 increase in eArch; 52/686 decrease and 56/686 increase in 
eYFP). Significantly light-modulated mPFC single-units were determined using bootstrapping. 
Specifically, light off and light on spike trains were randomly shuffled 30,000 times. If the 
observed light off/on firing rate difference was greater than 95% of the firing rate difference 
from shuffled data, single-units were deemed light-responsive. For all analyses of task-
modulated single-unit activity, we included all 891 eArch and 686 eYFP units.  
 
The preferred arm of single-units was determined from the mean firing rate +/- 500ms around 
goal arrival on all left-visited versus right-visited trials in the sample or choice phases (Figure 
3.6; Figure 3.7). The observed preference during either sample or choice arm visits was then 
used for delay phase activity. Z-scored firing rates for arm preference were then calculated in 
100ms (sample and choice phases) or 1s (delay phase) bins based on the mean bin x bin firing 
rates across ITIs and the standard deviation between bins. Firing rate +/-500ms of sample goal 
arrival on all left versus right trials was used to determine significance of spatial tuning across all 
mPFC neurons (Figure 3.7; Figure 3.9K; Figure 3.10B; Wilcoxon’s rank-sum test, p<0.05).  
 
Delay-modulated activity was determined from z-scored firing rates calculated in 1s bins based 
on the mean bin x bin firing rate across ITIs and the standard deviation between bins. If single-
units exhibited a z-scored firing rate beyond +/-2 standard deviations for two consecutive bins or 
more, it was classified as a delay-elevated or delay-suppressed unit, respectively (Figure 3.9; 
Figure 3.10; Figure 3.11). The pairwise distance in firing rate across time in delay-elevated 
neurons was used for clustering into groups using the kmeans function in MATLAB. The 
percentage of variance explained as a function of the number of clusters was used to determine 
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optimal cluster number. Six clusters were sufficient to explain ~50% of the variance and 
parceling the data into greater than six clusters neither improved visualization of groups nor 
altered the observed effects.    
  
Phase-locking Directionality Analysis 
Functional directionality was assessed using a lag analysis based on the phase-locking strength 
of mPFC spikes to MD LFPs calculated at different temporal offsets. LFP signal was first 
digitally band-pass filtered (13-30 Hz) using a zero-phase-delay filter (filter0, provided by K. 
Harris and G. Buzsaki) and the Hilbert transform of the bandpass-filtered signal was calculated 
to obtain oscillatory phase. mPFC spikes were then shifted in 10ms steps +/-100ms and assigned 
to the temporally corresponding phase. The magnitude of phase-nonuniformity of spike times 
relative to the LFP oscillation was then calculated at each temporal offset for each task phase 
(sample, delay, or choice) using the pairwise phase consistency (PPC) measure (Vinck et al., 
2010). In order to avoid spuriously high or low PPC values, only units that fired at least 100 
spikes per condition were used. We chose to bandpass filter in the beta frequency range given 
our previous results showing task modulation of MD-mPFC beta synchrony (Figure 2.5; Figure 
2.6) (Parnaudeau et al., 2015). While we did not observe effects of task phase on directionality 
when filtering at low (40-70Hz) or high (70-120Hz) gamma, filtering at theta (4-12Hz) produced 
results identical to those reported here.  
 
Statistics 
A two-way repeated measures ANOVA was used to assess significant interactions of light and 
virus in all behavioral experiments. Throughout, where significant interactions emerged, post-
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hoc two-tailed t-tests were performed for paired comparisons between light off and light on 
conditions, unless otherwise stated. When data was non-parametric we used Wilcoxon’s signed-
rank and rank-sum tests for paired and unpaired observations, respectively.  Sample sizes for all 
experiments were based on previous work(Parnaudeau et al., 2013, Spellman et al., 2015) and 
were reported in all figure legends; in addition to the p values for all statistical comparisons. 
Where appropriate, Bonferroni-corrected p values were used and indicated for multiple 




At the end of experimentation, mice were transcardially perfused with PBS followed by 4% 
PFA. For neurophysiology experiments, electrolytic lesions were induced at each recording site 
by passing current (50uA, 20s) through electrodes prior to perfusion. Fixed tissue was then 
sectioned (50uM) using a vibratome, and mounted on slides with Vectashield mounting medium 
containing DAPI (Vector Labs). Direct fluorescence of eArch-eYFP or eYFP was then examined 
under an epifluorescent microscope (Zeiss) to assess extent of viral spread and axon terminal 
expression pattern. Locations of recording site lesions were confirmed with visualization under 





































Figure 3.1 Activity in reciprocal MD-mPFC connections is required for spatial working 
memory. (A) Schema of viral delivery of synaptophysin-GFP for visualization of MD-to-PFC 
synaptic contacts. (B) Direct fluorescence visualization of synaptophysin-GFP expression in a 
single mouse. 2 mice were injected; results were identical in both. Top left: MD cell bodies at 
injection site. Top Middle: MD terminals projecting to multiple PFC areas. Bottom/Right: Tiled 
20x magnifications of GFP enriched in synaptic puncta in medial prefrontal (bottom) and 
dorsolateral orbital cortex (right). Blue fluorescence reports DAPI nuclear staining. (C) Schema 
of a single trial of the DNMS T-maze. “R” indicates reward locations.  (D) Schema of MD viral 
delivery and mPFC (left) or OFC (right) terminal illumination within single animals. (E) DNMS 
T-maze performance with 10s (left) or 60s (right) delays with and without illumination directed 
to MD terminals in mPFC or OFC of eYFP- and eArch-expressing mice (eYFP n=13; eArch 
n=12; 10s data: rmANOVA light x group, p=0.67; 60s data: rmANOVA light x group, **p<0.01, 
F(2,46)=6.73; post-hoc paired t-test eArch OFF vs. mPFC, *p<0.05, t(11)=-2.74). (F) Left: 
Schema of mPFC-to-MD terminal inhibition. Middle: Direct fluorescence of eYFP at mPFC 
viral injection site in an example animal. Right: mPFC terminals projecting to the MD (outlined 
in white and parceled by lateral, central and medial subnuclei). Blue fluorescence reports DAPI 
nuclear staining.  (G) DNMS T-maze performance with 10s (left) or 60s (right) delays with and 
without illumination directed at mPFC terminals in MD in eYFP and eArch-expressing mice  
(eYFP n=13; eArch n=14; 10s data: rmANOVA light x group, p=0.35; 60s data: rmANOVA 
light x group, **p<0.01, F(1,25)=12.15; post-hoc paired t-test eArch light ON vs. OFF, 


















Figure 3.2 Anatomical tracing of mediodorsal thalamic connectivity between the medial 
and orbital walls of the prefrontal cortex in the mouse. (A) Schema of dual 
antereograde/retrograde tracing of mPFC and OFC inputs to the MD and projections from the 
MD back to PFC. (B) Epifluorescent microscope image of direct fluorescence at PFC injection 
sites in an example animal. Fluoro-emerald (green) and fluoro-ruby (red) in the mPFC and OFC 
respectively. Blue reports DAPI nuclear staining. (C) Direct fluorescence of MD-projecting 
mPFC terminals (green) and OFC terminals (red), as well as prefrontal-projecting MD cell 
bodies, in the same example animal as in (B). Red arrows and green arrows depict confirmed 
OFC-projecting and mPFC-projecting MD cell bodies, respectively. Blue reports DAPI nuclear 
staining. (D) Schema of reciprocal MD-PFC connectivity pattern from 4 mice. Abbreviations: 
prelimbic (PL), anterior cingulate (ACC), secondary motor (M2), primary motor (M1), anterior 
insula (AI), dorsolateral (dlO), lateral (LO), ventral (VO), and medial (MO) orbital cortex. 







Figure 3.3 Different working memory task phases require distinct interactions between MD 
and mPFC. (A) Schema of temporally-limited delivery of light during the sample, delay or 
choice phase of the DNMS T-maze and performance with task-phase specific terminal 
illumination of MD-to-mPFC (B) or mPFC-to-MD (C) projections, as indicated by schemas 
(left). Graphs give mean performance by expression (eYFP vs. eArch) and trial type (middle left: 
sample light; middle right: delay light; right: choice light). (B) MD-to-mPFC results (eYFP, 
n=11; eArch, n=17) for sample light (rmANOVA light x group, p=0.59; see also Figure 3.4), 
delay light (rmANOVA light x group, *p<0.05, F(1,26)=6.7; post-hoc paired t-test eArch light 
OFF vs. ON Delay, ***p<0.001, t(16)=4.57) and choice light (rmANOVA light x group, 
p=0.51). (c) mPFC-to-MD results (eYFP, n=13; eArch, n=14) for sample light (rmANOVA light 
x group, p=0.94), delay light (rmANOVA light x group, #p=0.073, F(1,25)=3.51) and choice 
light (rmANOVA light x group, *p<0.05, F(1,25)=6.62; post-hoc paired t-test eArch light OFF 












Figure 3.4 Time-limited delay phase inhibition of MD-to-mPFC activity is sufficient to 
impair working memory. (A) Average duration of the sample, delay and choice phases of the 
DNMS T-maze based on mouse behavior used in Figure 3.3. (B) Schema of comparable and 
temporally-limited light on conditions during the T-maze: sample phase terminal illumination 
(left) and 17-seconds of terminal illumination during a 60 second delay (right). (C) DNMS T-
maze performance in eYFP and eArch animals with MD-to-mPFC terminal illumination (left 
schema) during light off trials and the light on conditions displayed in (B). Middle: Results from 
terminal illumination during the sample phase (eYFP n=12; eArch n=16; rmANOVA light x 
group, p=0.21). Right: Results from 17-seconds of terminal illumination during a 60s delay 
(rmANOVA light x group, *p<0.05, F(1,26)=5.22; post-hoc t-test eArch light OFF vs. ON, 














Figure 3.5 Functional directionality of MD and mPFC activity dynamically shifts across 
task phases. (A) Schema of moveable microdrive for simultaneous electrophysiological 
recordings of LFPs in the MD and single-units in the mPFC. (B) Example of an mPFC single-
unit phase-locked to MD LFP filtered in the beta frequency range (13-30Hz). Left: Black line 
above displays raw LFP trace with the overlaid red line depicting filtered beta signal. Vertical 
black lines below indicate simultaneous mPFC spike times, while grey bars display the trough of 
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the simultaneously recorded MD beta oscillation. Right:  Polar plot of the distribution of mPFC 
spikes relative to cycles of the MD beta oscillation for the same example unit. (C-E) Phase-
locking of all eArch mPFC units with simultaneously recorded MD LFPs (n=547 from 7 eArch 
animals) during the sample (C), delay (D), or choice (E) phase as displayed by normalized 
phase-locking (PPClag x -PPCmin/ PPCmax-PPCmin) for all single-units in 10ms steps +/-100ms (ci- 
ei) and the distribution of each unit’s maximum phase-locking value (Cii- Eii). Median lag values 
are indicated with black triangles (sample, 0ms; delay, -10ms; choice, 10ms). Wilcoxon sign-
rank was used to test if lag distributions were significantly different from 0 (sample, not 
significant (ns), p=0.68; delay, ***p<0.001, z(546)=-3.79; choice, *p<0.05, z(546)=2.28). (F-H) 
Mean lag value across all units during light off (solid colors) or light on (transparent colors) 
conditions for the sample phase with sample phase MD terminal inhibition (F), the delay phase 
with delay phase MD terminal inhibition (G), or choice phase with delay phase MD terminal 
inhibition (E). Wilcoxon sign-rank significance is displayed where light off and light on 
distributions significantly differed (*p<0.05; choice, **p<0.01). Error bars depict SEM 





























Figure 3.6 mPFC spatial-tuning is absent during the delay phase and is independent of MD 
input. (A) Schema of behavior timestamps for spike alignment on a single DNMS T-maze trial. 
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(B) Example of an mPFC single-unit spatially-tuned to left arm runs. Peri-event time histograms 
of normalized spike rates (top; 100ms bins for sample and choice, 1s bins for delay; red denotes 
left arm; black denotes right arm) and raster plots of raw spike times below (middle, left arm 
runs; bottom, right arm runs). All data is aligned to sample goal arrival (green ‘c’), time until 
delay phase offset (green ‘e’), or choice goal arrival (green ‘g’). Colored lines in raster plots 
display trial x trial event timestamps indicated in (A) above. (C-D) Peri-event time histograms of 
z-scored firing rate across all eArch single-units (891 units from 9 eArch mice) during light off 
(ci-ciii) or light on (Di-Diii) conditions (arranged as in (B); for only spatially-tuned eArch units see 
Figure 3.7). Preferred arm during delay (Cii, Dii) was assigned based on firing rate difference +/-
500ms of sample goal arrival or choice goal arrival (insets). Preferred arm during choice (Ciii, 
Diii) was based on firing rate difference +/-500ms of choice goal arrival or sample goal arrival 
(insets). Below all z-scored firing rate plots red ‘*’ indicate bins with Wilcoxon sign-rank 
(population comparisons) or Wilcoxon rank-sum (single-unit comparisons) significance at 



































Figure 3.7 Spatially-tuned mPFC units do not represent arm-location during delay and do 
not depend on MD input. (A) Schema of behavior timestamps for spike alignment on a single 
DNMS T-maze trial. (B-C) Peri-event time histograms of z-scored firing rate across spatially 
tuned eArch single-units during light off (B) or light on (C) conditions. Significant spatial-tuning 
was determined by Wilcoxon rank-sum test of firing rate +/-500ms around sample goal arrival on 
left versus right arm runs (250/891 units from 9 eArch mice). Data is aligned to sample goal 
arrival (left, green ‘c’; 100ms bins), time until delay phase offset (middle, green ‘e’; 1s bins), or 
choice goal arrival (right, green ‘g’; 100ms bins). Preferred arm during delay (middle) was 
assigned based on firing rate difference +/-500ms of sample goal arrival or choice goal arrival 
(insets). Preferred arm during choice (right) was based on firing rate difference +/-500ms of 
choice goal arrival or sample goal arrival (insets). Throughout, red ‘*’ indicate bins with 
Wilcoxon sign-rank significance at Bonferroni-corrected p values (p<0.0005 for sample/choice; 







Figure 3.8 MD-to-mPFC inhibition disrupts mPFC single-unit firing rates. (A-D) Peri-event 
time histograms and rasters from mPFC single-units during light off and on trials of the DNMS 
T-maze. Examples are of high firing rate units that significantly decrease (a) or increase (b) to 
light and low firing rate units that significantly decrease (c) or increase (d) to light. (e) Summary 
data of average firing rate of all well-isolated eArch single units (see 3.6 Methods) on light off 
and light on trials (top: 0-80Hz, bottom: 0-10Hz blow-up). Inset is the proportion of significantly 
light-increased and light-decreased units at p<0.05 and p<0.01 levels (538 total; 17%, 92 
decrease; 15%, 83 increase at p<0.05). (f) Same as (e) for mPFC units recorded from eYFP mice 
















Figure 3.9 Elevated mPFC delay is absent during incorrect trials and depends on MD 
input. (A) Z-scored firing rates during the delay phase averaged across all light off trials for all 
eArch delay-elevated mPFC units arranged by time of peak firing rate. Delay-elevated units 
(266/891 units from 9 eArch animals) were identified based on z-scored firing rates above 2 
standard deviations for 2 consecutive 1s bins or more. (B) Mean z-scored firing rate across 
populations of delay-elevated units grouped based on correlations in single-unit firing rates 
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across time using k-means clustering (see 3.6 Methods). (c) Z-scored firing rate (top) and raster 
plots (bottom) on correct (red) versus incorrect (black) trials for an example mPFC single-unit 
with delay-elevated activity. (D) Heat plots of z-scored firing rates sorted as in (A) but displayed 
separately for correct (left) or incorrect (right) trials in the light off condition. (E) Mean 
population z-scored firing rate grouped as in (B) but displayed separately for correct (left) or 
incorrect (right) trials in the light off condition. (F) Ratio of z-scored firing rate at time of peak 
elevation during the delay on incorrect versus correct trials averaged across units grouped by 
early (91 units), middle (83 units) and late (92 units) peak times (the first two, middle two, or last 
two clusters from (B), respectively). Open grey circles display all individual single-units in each 
group, while symbols above each group indicate t-test significance from a distribution with a 
mean of 1 (***p<0.001, t(90)=-5.65; **p<0.01, t(82)=-3.29; #p<0.1, t(91)=-1.82). (G-I) As in 
(D-F) but data is from light on delay trials only. Significance testing in (I) was as an (F) 
(**p<0.01, t(90)=-3.1; not significant (ns)). (J) Z-scored firing rate in 100ms bins +/-5s of 
sample goal arrival for all delay-elevated units (266/891) during the sample phase (left) and the 
same in 1s bins 60s prior to delay offset (right). (K) As in (J) but for units with significant 
spatial tuning (250/891) during the sample phase. Only correct trials are included for analyses in 



































































Figure 3.10 Delay suppressed activity occurs early, supports correct performance but does 
not depend on MD input. (A) Z-scored firing rates during the delay phase averaged across all 
light off trials for all eArch delay-suppressed mPFC (260/891 from 9 eArch mice) units arranged 
by time of firing rate trough. Z-scored firing rates below 2 standard deviations for 2 consecutive 
1s bins or more identified delay-suppressed units. (B) Proportion of all mPFC single-units 
identified as delay-elevated (30%, 266), delay-suppressed (29%, 260), or spatially-tuned during 
the sample phase (28%, 250/891) and the respective overlap between groups (891 units total 
from 9 eArch mice). (C) Mean z-scored firing rate of all delay-suppressed units during light off 
trials parsed by correct versus incorrect trials. (D) Same as (C) but for light on trials. Error bars 

















































Figure 3.11 Elevated mPFC delay activity is unaffected by terminal illumination in eYFP 
control animals. (A) Z-scored firing rates during the delay phase averaged across all light off 
trials for all eYFP delay-elevated mPFC units arranged by time of peak firing rate. Z-scored 
firing rates above 2 standard deviations for 2 consecutive 1s bins or more identified delay-
elevated units (221/686 units from 9 eYFP mice). (B) Mean group z-scored firing rate across 
populations of delay-elevated units obtained by k-means clustering based on correlations in 
single-unit firing rate across time. (c) Heat plots of z-scored firing rates sorted as in (A) but 
displayed separately for correct (left) or incorrect (right) trials in the light off condition. (D) 
Mean population z-scored firing rate grouped as in (B) but displayed separately for correct (left) 
or incorrect (right) trials in the light off condition. (E-F) As in (C-D) but data is from light on 
delay trials only. (G) Ratio of z-scored firing rate at peak elevation on incorrect versus correct 
trials averaged across units grouped by early (73 units), middle (69 units) and late (79 units) peak 
times (the first two, middle two, or last two clusters from (b), respectively). Open grey circles 
display all individual single-units in each group, while symbols above each group indicate t-test 
significance from a distribution with a mean of 1 (***p<0.001, t(72)=-4.6, t(68)=-5.82; 
**p<0.01, t(78)=-3.01). ). (H) Same as in (G) but for light on delay trials only. Significance 
testing in (H) was as in (G) (***p<0.001, t(72)=-3.42, t(68)=-4.1; *p<0.05, t(78)=-2.52. Error 
































Figure 3.12 Histological summary of all experiments. (A) Schema of maximum and minimum 
spread of MD targeted virus for all MD-to-mPFC optogenetic experiments (n=34 eYFP; n=46 
eArch). (B) Schema of maximum and minimum spread of mPFC targeted virus for all mPFC-to-
MD optogenetic experiments (n=13 eYFP; n=14 eArch). (C) Example of electrolytic lesion from 
an MD targeted LFP wire (top). Summary of all MD LFP recording sites (bottom, red ‘x’). (D) 
Example of electrolytic lesion from an mPFC targeted, moveable stereotrode bundle (top). 















































4.1 Summary of principle findings 
Here we have sought to build on previous work demonstrating the involvement of both the PFC 
and its main thalamic partner, the MD, in cognitive behaviors. Circumventing several limitations 
of traditional lesion approaches, we show that a relatively mild and reversible inhibition of MD 
activity is capable of producing deficits in two cognitive behaviors classically linked to OFC 
function and mPFC function in rodents – reversal learning and working memory. Tightening a 
link between mPFC and MD function in cognition, we used multi-site neurophysiological 
recordings to demonstrate that working memory performance modulates synchronous activity 
between the MD and mPFC and that decreasing MD activity disrupts MD-mPFC synchrony. 
Temporally-restricted and pathway-specific manipulation of activity in MD-to-mPFC and 
mPFC-to-MD projections during task phases requiring distinct working memory processes, 
however, demonstrated that these connections in part serve as distinct neural circuit substrates 
for working memory maintenance and retrieval, respectively.  
 
We corroborated these findings by analyzing task-phase modulation of synchronous MD-mPFC 
activity during working memory performance. Across the population, mPFC single-unit spiking 
was preferentially phase-locked to MD oscillations of the past during working memory 
maintenance, suggesting a predominance of MD-to-mPFC influence during this process. The 
converse relationship – a preponderance of top-down mPFC influence as evidenced by spiking to 
MD oscillations of the future – was found during working memory retrieval. These 
neurophysiological findings closely mirror the task-phase-specific and pathway-specific 
behavioral impairments produced following inhibition of each projection, although it is 
important to note we observed a trend for reciprocal circuit involvement during maintenance. 
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Finally, both neural signatures were diminished by the inhibition of MD-to-mPFC inputs during 
working memory maintenance, revealing their dependence on MD activity and signifying a 
disruption in maintenance is sufficient to impair subsequent retrieval.  
 
We further provide evidence for an MD-dependent, population distributed mPFC neural 
signature of working memory maintenance. We uncovered a sub-population of mPFC units that 
displayed increased spiking during the maintenance-requiring delay period relative to the task-
irrelevant inter trial interval. Each of these delay-elevated units exhibited increased spiking at a 
distinct temporal offset from delay onset, such that across the population this activity pattern 
tiled the entire delay duration. In an indication that this activity was critical for the maintenance 
of working memory information, elevated spiking was dramatically diminished on incorrect 
trials and critically dependent on MD inputs for sustained maintenance.  
 
Despite these links between elevated-delay period activity, MD-dependence, and working 
memory performance, we found no evidence for the maintenance of spatially-tuned single-unit 
activity during the delay period. This is in stark contrast to the encoding and retrieval phases of 
the task, in which spatially-tuned activity was readily detected. Moreover, spatial encoding did 
not depend on MD inputs in either phase, regardless of whether inputs were inhibited in the 
preceding or concurrent task phase. This was true across the population when considering all 
units, only significantly spatially-tuned units, or different definitions of spatial-tuning (e.g. 
spatial preference during retrieval phase determines retrieval arm preference vs. spatial 
preference during encoding phase determines retrieval arm preference). This set of findings 
clearly dissociates MD input from the process of working memory encoding, and strongly 
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suggests mPFC delay-period activity represents the maintenance of a working memory relevant 
representation that is devoid of explicit spatial content.  
 
Although conclusive evidence evades the present studies, we argue that MD-dependent delay-
period activity likely supports the maintenance of an abstract task rule, such as ‘do not go to the 
previous location’. Within the context of the present experiments, we make this inference based 
on the assumption that the two choice nature of our working memory task likely does not require 
encoding of explicit spatial location. Instead, a simple rule, such as the one proposed above, 
would be sufficient to appropriately guide behavior. However, our data is also potentially 
consistent with a role for mPFC delay activity in a more general attentive process, or even the 
representation of task context or phase. Both representations could be critical for task 
performance and depend on MD input. Future work will be needed to conclusively establish 
these alternatives.  
 
4.2 Towards an understanding of thalamo-prefrontal contributions to cognition 
Despite increasing evidence for a role of the MD in cognition, a unified understanding of MD 
function as part of a higher order thalamo-prefontal circuit is almost entirely lacking. Our 
pharmacogenetic studies appear to indicate a striking degree of overlap in function. As with 
mPFC lesions (Kellendonk et al., 2006, Yoon et al., 2008), MD inhibition produced deficits in 
both acquisition and performance of a working memory task. As with OFC lesions (Hornak et 
al., 2004, Izquierdo et al., 2004, Dias et al., 1996, Schoenbaum et al., 2002, Chudasama and 
Robbins, 2003), MD inhibition produced deficits in reversal learning that were due to 
perseveration to a previously rewarded stimulus. Based on the predominately parallel nature of 
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thalamo-prefrontal circuits as observed in our anatomical tracings and in the work of others, it 
can be inferred that OFC function is tightly linked to central MD (MDc) function, dorsal mPFC 
function is tightly linked to lateral MD (MDl) function, and ventral mPFC tightly linked to 
medial MD (MDm) function. These close functional relationships however raise questions 
regarding the unique contributions made by each structure in support of cognitive processes.  
 
A key question to resolve is the extent to which these parallel thalamic circuits serve to support 
an overarching, common function, or whether their processing is more singular and 
complementary to the cognitive processing carried out by their cortical partners. To fully address 
this question it is clear that studies in rodents will need to dramatically refine their targeting of 
thalamic subnuclei, even with the MD. The development of subnucleus specific genetic markers, 
projection-specific optogenetics, and the delivery of retrograde viruses to cortical areas provide 
three potential paths towards this end. The combination of such approaches with direct imaging 
or recording of single-units will also be critical. This is particularly true for the MD, where such 
studies have been relatively rare. A thorough understanding of the neural representations the MD 
is capable of encoding, ideally in a subnucleus-specific manner, would allow for clearer 
comparisons to be made with the neural representations present in its reciprocally connected 
cortical regions.     
 
Our findings in the context of the mPFC-MDm/l circuit and working memory may reflect a 
broader role for the thalamo-prefrontal circuit in cognitive behavior – the sustained maintenance 
of cortical representations (Schmitt et al., In submission). This recently proposed theory derives 
from recent findings in mice demonstrating the representation of task rules via a temporally 
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sparse and sequential activation of synaptically connected PFC ensembles (Schmitt et al., In 
submission). The maintenance of this representation across a delay was dependent on MD 
activity despite MD neurons lacking task rule representations themselves. This was not due to a 
removal of excitatory drive – MD input was not necessary early in the delay and had diminished 
involvment at later time points, while PFC activity was necessary throughout. Based on these 
observations it is proposed that higher-order thalamic nuclei such as the MD may not serve to 
represent or process information at all, but could instead act as a circuit substrate for the 
amplification of cortical representations that act upon them. This proposal is generally consistent 
with our findings of a working memory relevant population-wide mPFC neural signature that 
requires MD input to be sustained across time. This theory thus provides one framework for 
interpreting the closely matched behavioral deficits observed following PFC and MD 
manipulations, as well as certain negative findings of MD involvement in cognition. For 
example, in tasks of behavioral flexibility the MDc – despite lacking representations itself – may 
serve to sustain stimulus-outcome associations within the OFC, but only under task conditions 
that require the amplification of such representations. Future neurophysiological studies 
monitoring MDc and OFC activity during cognitive tasks could directly test this hypothesis. 
 
Despite the elegance of proposals for a generalized function for thalamo-prefrontal and other 
higher order thalamo-cortical circuits, it is important to consider the possibility of certain circuit 
specific computations that may act independently of or within a broader function. Investigation 
of the potential role served by cortico-striatal-thalamo-cortical loops in cognitive processes is 
one area that may provide novel insights. In addition, consideration of the role of motor cortical 
and limbic inputs to the MD, which largely target particular subnuclei, is likely to improve 
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understanding of the generic and specific functions of distinct thalalmo-prefrontal circuits.   
 
4.3 Dysfunction in thalamo-prefrontal circuits: implications for schizophrenia 
Several of our findings may have potential relevance to schizophrenia. First, our demonstration 
that a primary decrease in MD activity could disrupt PFC-dependent cognitive behaviors 
provides causal evidence that the prefrontal deficits of patients, and its association with cognitive 
symptoms, could arise secondarily from dysfunction of the MD. Future clinical studies that 
assess cognitive function in patients while tracking the structural and functional integrity of MD 
and PFC could directly test this hypothesis in patients. 
 
Second, our demonstration of thalamo-prefontal involvement in the maintenance and retrieval, 
but not encoding, of working memory may serve to guide targeted diagnostic or therapeutic 
strategies. For example, based on the role of direct hippocampal input to PFC on working 
memory encoding, we would predict that patients with abnormal activation of the hippocampus 
should exhibit delay-independent working memory impairments. In contrast, patients with 
thalamo-cortical abnormalities should be more likely to exhibit delay-dependent deficits. As the 
MD aids the maintenance of working memory relevant information across delays, it could 
potentially serve as target for intervention – enhancing MD function may act to boost PFC 
processing during working memory. However, such an intervention may not improve working 
memory deficits in patients with hippocampal abnormalities who lack a primary ability to encode 
information. Thus, the presence of particular abnormalities in certain patient populations could 
potentially serve to direct the selection of therapeutic options.  
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Finally, in mouse models of schizophrenia that are characterized by cognitive impairment we 
would also expect to observe abnormal MD-PFC function. Neurophysiological recordings of MD 
and PFC activity could be carried out in direct genetic mouse models of schizophrenia 
(Sigurdsson et al., 2010), in models of known developmental risk factors (Canetta et al., 2016), 
or models of intermediate pathophysiological observations in patients (Kellendonk et al., 2006). 
Such studies would be critical for causally testing the potential biological pathways that link the 
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Mediodorsal Thalamus Hypofunction Impairs
Flexible Goal-Directed Behavior
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ABSTRACT
BACKGROUND: Cognitive inflexibility is a core symptom of several mental disorders including schizophrenia. Brain
imaging studies in schizophrenia patients performing cognitive tasks have reported decreased activation of the
mediodorsal thalamus (MD). Using a pharmacogenetic approach to model MD hypofunction, we recently showed
that decreasing MD activity impairs reversal learning in mice. While this demonstrates causality between MD
hypofunction and cognitive inflexibility, questions remain about the elementary cognitive processes that account for
the deficit.
METHODS: Using the Designer Receptors Exclusively Activated by Designer Drugs system, we reversibly decreased
MD activity during behavioral tasks assessing elementary cognitive processes inherent to flexible goal-directed
behaviors, including extinction, contingency degradation, outcome devaluation, and Pavlovian-to-instrumental
transfer (n 5 134 mice).
RESULTS: While MD hypofunction impaired reversal learning, it did not affect the ability to learn about nonrewarded
cues or the ability to modulate action selection based on the outcome value. In contrast, decreasing MD activity
delayed the ability to adapt to changes in the contingency between actions and their outcomes. In addition, while
Pavlovian learning was not affected by MD hypofunction, decreasing MD activity during Pavlovian learning impaired
the ability of conditioned stimuli to modulate instrumental behavior.
CONCLUSIONS: Mediodorsal thalamus hypofunction causes cognitive inflexibility reflected by an impaired ability to
adapt actions when their consequences change. Furthermore, it alters the encoding of environmental stimuli so that
they cannot be properly utilized to guide behavior. Modulating MD activity could be a potential therapeutic strategy
for promoting adaptive behavior in human subjects with cognitive inflexibility.
Keywords: Behavioral flexibility, DREADD system, Goal-directed behavior, Mediodorsal thalamus, Pavlovian-to-
instrumental transfer, Schizophrenia
http://dx.doi.org/10.1016/j.biopsych.2014.03.020
Behavioral flexibility reflects the ability of an individual to
respond and adjust to important changes in the environment.
Deficits in behavioral flexibility are core cognitive deficits
in several psychiatric disorders, including schizophrenia,
obsessive-compulsive disorder, and drug addiction (1–3) and
have been associated with poor decision making (4,5). Studies
in healthy subjects and in patients with psychiatric diseases or
local brain lesions have repeatedly implicated frontal lobe
dysfunction in the generation of deficits in flexible and goal-
directed behaviors (6–10). However, recent findings from
human and animal studies further indicate that the neuronal
circuitry mediating flexible behavior also includes subcortical
structures connected with the prefrontal cortex (PFC), such as
the ventral and dorsomedial striatum and the midline thalamic
nuclei (11).
The mediodorsal thalamus (MD) is a higher order thalamic
nucleus that shares dense reciprocal connections with the
PFC, including the orbitofrontal (OFC) and prelimbic (PrL)
cortices. The MD also receives inputs from the basolateral
amygdala (BLA) and the basal ganglia, thus placing it in a
position to integrate and relay information from these struc-
tures to the PFC (12,13). Functional imaging studies in
schizophrenia patients have consistently found decreased
activation of the MD during executive function tasks (14).
These findings suggest that MD hypofunction may also
participate in the behavioral flexibility deficits observed in
patients. Indeed, lesion studies performed in rodents and
monkeys have supported a role for the MD in a number of
cognitive functions (15–17), including flexible and goal-
directed behaviors (18–23). However, the main limitation of
lesion studies is that they permanently ablate the whole
structure, whereas the imaging studies performed in humans
rather suggest an impaired functional activation of the MD
under pathological conditions.
To circumvent this limitation, we recently used the Designer
Receptor Exclusively Activated by a Designer Drug (DREADD)
system to test for a potential causal relationship between
decreased MD activity and cognitive deficits. We expressed
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the modified muscarinic receptor, human muscarinic acetyl-
choline receptor 4 “DREADD” (hM4D), selectively in the MD of
mice by viral-mediated gene transfer. The hM4D is activated
by a pharmacologically inert compound, clozapine-N-oxide
(CNO), but not by endogenous acetylcholine. Upon CNO
activation, hM4D hyperpolarizes neurons through a G-protein
mediated activation of inward-rectifying potassium channels
(24). Administration of CNO in awake mice induced an average
decrease of 40% of the firing rate in about a third of MD
neurons (25). This mild MD hypofunction was sufficient to
induce a deficit in reversal learning along with an increase in
perseverative behavior in an operant reversal learning task
(25). Though these findings provide evidence that the MD
performs a crucial function in flexible behavior, our previous
study was not designed to identify basic cognitive processes
by which the MD regulates flexible behavior.
Goal-directed flexible behavior requires the encoding of the
relationship between actions and their outcomes (or A-O con-
tingencies), as well as a representation of the outcome value. The
sensitivity to changes in A-O contingencies is tested in a
contingency degradation task and the sensitivity to a change in
the outcome value in an outcome devaluation task (26–29). In
addition to the A-O association, reversal learning tasks often
include environmental stimuli that become associated with the
outcome (S-O association). The ability of those Pavlovian cues to
guide responding for a specific outcome is tested in a Pavlovian-
to-instrumental transfer (PIT) paradigm (30).
In the present study, we used the DREADD system in the
mouse to decrease neuronal activity in the MD and inves-
tigated the effect of this manipulation on flexible and goal-
directed behavior. The DREADD approach offers the possibil-
ity to transiently decrease MD activity during distinct phases of
behavioral testing. Using this approach, we identified two
cognitive processes sensitive to MD hypofunction. First, a
decrease in MD activity impaired the ability to adapt to
changes in A-O contingencies. Second, inhibiting MD function
during Pavlovian conditioning prevented the conditioned stim-
uli to later modulate instrumental behavior in a PIT test. In
contrast, MD hypofunction affected neither the ability to
decrease responding to a cue that is no longer rewarded nor
the ability to represent the outcome value.
METHODS AND MATERIALS
Subjects and Drugs
All protocols used in this study were approved by the Institu-
tional Animal Care and Use Committee at Columbia University
and New York State Psychiatric Institute. C57/Bl6 male
mice were purchased from Jackson Laboratory (Bar Harbor,
Maine) and housed under a 12-hour, light-dark cycle in a
temperature-controlled environment with food and water
available ad libitum. For the behavioral experiments, mice
were food restricted and maintained at 85% of their initial
weight. Clozapine-N-oxide was dissolved in phosphate-
buffered saline to a final concentration of .2 mg/mL.
Experimental Design
Mice were stereotactically injected with adeno-associated
virus type 2 (AAV2)-hM4D virus (referred as MDhM4D mice) or
AAV2-humanized renilla green fluorescent protein (GFP) con-
trol virus (referred as MDGFP mice) within the MD (see
Supplemental Methods & Materials in Supplement 1) and
treated with either saline or CNO (2 mg/kg) 30 minutes before
testing. A first cohort was used for discrimination, reversal
learning, and contingency degradation tasks. A second cohort
was used for the outcome devaluation task. A third cohort was
used for the outcome-specific Pavlovian-to-instrumental
transfer.
Discrimination, Reversal Learning, and Contingency
Degradation
Mice, MDhM4D and MDGFP, went through instrumental training
and the discrimination task in CNO free conditions. Then the
mice were subdivided into saline- and CNO-treated groups
during extinction, reversal, and degradation using a crossover
design. Two-way analysis of variance (ANOVA) analyses were
performed to ensure that CNO treatment during the previous
task did not affect performance in the following task.
Discrimination, Extinction, and Reversal Task
The discrimination task has been previously described (25).
Briefly, in this task, mice learn that a response (lever press)
during the presentation of one visual cue (S1) is rewarded
(condensed milk). The same response during another visual
cue (S2) is not rewarded (see Supplemental Methods and
Materials in Supplement 1). The extinction task was identical
to the discrimination task except that lever presses during
both the prior S1 and S2 were not rewarded. During the
reversal phase, the contingencies between the stimuli and the
outcome were reversed.
Instrumental Contingency Degradation
After the reversal task, mice were trained to press the lever on
a random ratio schedule (see Supplemental Methods and
Materials in Supplement 1). Mice were then trained for two
additional 20-minute sessions of random ratio 20 (RR20) (5%
chance to be rewarded for a lever press) under saline or CNO
treatment for baseline level and then were exposed to five
consecutive sessions during which the response-outcome
contingency was degraded. In these sessions, reward was
still delivered for lever pressing on a RR20 schedule; however,
the reward was also delivered noncontingently with the same
probability in each second without a response.
Instrumental Outcome-Specific Devaluation Task
In this task, MDhM4D and MDGFP mice received saline or CNO
either during instrumental training or during devaluation test,
just before prefeeding. Outcome-specific devaluation task was
adapted from Ostlund and Balleine (22) (see Supplemental
Methods and Materials in Supplement 1). Briefly, mice went
through 11 days of instrumental training during which each
lever (left and right) was associated with one outcome
(sucrose pellet and 20% sucrose solution). Mice were then
given two devaluation tests during which one of the two
outcomes was devalued by prefeeding the mice with it for
1 hour before a 10-minute choice extinction test in which both
levers were available but no outcomes were delivered. The
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In this task, MDhM4D and MDGFP mice received saline or CNO
either during Pavlovian training or during PIT testing. Outcome-
specific PIT was adapted from Ostlund and Balleine (22) (see
Supplemental Methods & Materials in Supplement 1). Briefly,
mice went through 7 days of Pavlovian training during which two
conditioned stimuli (CS) (tone or white noise) were paired with
either sucrose or pellets. Performance in Pavlovian conditioning
was assessed using a Pavlovian elevation score [(head entries
rate during CS) 2 (head entries rate during the pre-CS period)].
After Pavlovian training, mice received 11 days of instrumental
training as described for the outcome devaluation task. Mice
then went through two PIT extinction test sessions during which
both levers were inserted into the box but no outcomes were
delivered. After 8-minute extinction, each CS was presented four
times separated by 3-minute fixed intertrial intervals. A transfer
score was calculated by measuring the difference in lever press
responding in the presence versus absence of CS. The same
responses are lever presses on the lever that are paired with the
same outcome as the CS. The different responses are lever




We stereotactically injected into the MD an adeno-associated
virus enabling the co-expression of hM4D with GFP (AAV2-
hM4D) (25). For all mice, we analyzed the pattern of transgene
expression after behavioral testing by visualizing GFP expres-
sion (Figure 1A,B). The virus spread almost entirely among the
anterior-posterior axis of the MD, whereas it stayed within the
dorsoventral and lateromedial axes of the MD (Figure 1B).
Limited viral expression was present in the caudal portion of
the thalamic paraventricular nucleus and a few infected cells
were occasionally observed in the centrolateral nucleus and
lateral habenula.
Extinction Test
The deficit in reversal learning previously observed after MD
hypofunction (25) may arise from an inability to decrease
responding to a cue that is no longer rewarded. To test this,
we performed an extinction task in mice that before had
acquired an instrumental discrimination task (Figure 2A).
Saline-injected hM4D and GFP mice were first trained in a
visual instrumental discrimination task for 7 days. Both groups
learned the discrimination (two-way ANOVA, session F6,252 5
27.11, p , .001; group F1,42 5 .25, nonsignificant [ns];
interaction F6,252 5 1.03, ns) (Figure 2B). After acquisition,
the mice were treated either with saline or CNO during the
extinction task. A two-way mixed ANOVA resulted in a
significant main effect of session (F5,200 5 142.84, p , .001)
but no effect of group (F3,40 5 .61, ns) or interaction (F15,200 5
.64, ns), indicating that both groups equally lowered respond-
ing to the former S1 (Figure 2C). Mice also decreased lever
press rate during the S2 presentations (repeated ANOVA,
session F5,200 5 76.8, p , .001; group F3,40 5 1.23, p . .05;
session 3 group F15,200 5 1.30, p . .05), thereby keeping a
constant ratio of responses between both S1 and S2 trials.
Reversal Learning Test
We then tested whether a deficit in reversal learning would
persist after an extinction phase. For this task, three mice (two
MDGFP and one MDhM4D) that did not reach learning criterion
(S1/S2 rate . 2 during all the sessions) during the acquisition
task were excluded. We found that even after extinction, mice
with decreased MD activity showed a deficit in reversal
learning (Figure 2D). A two-way mixed ANOVA revealed a
main effect of session (F6,222 5 8.71, p , .001) and group
(F3,37 5 3.97, p , .05) but no interaction (F18,222 5 .51, ns).
Fisher’s post hoc analysis found significant differences
between CNO-treated MDhM4D and each of the three control
Figure 1. Viral approach and histo-
logical results. (A) Representative
example of viral infection as assayed
by green fluorescent protein (GFP)
autofluorescence. Coronal sections
are co-labeled for nuclear staining
with 4’,6-diamidino-2-phenylindole (DAPI).
(B) Representation of the viral spread in
the mediodorsal thalamus (outlined
with dash blue lines) for all the mice
used in this study. Bregma 21.22 mm
to 22.06 mm depicts anterior-posterior
axis. CL, centrolateral; CM, centrome-
dial; IMD, intermediodorsal; LHb, lateral
habenula; MHb, medial habenula;
PC, paracentral; PV, paraventricular.
[Reproduced from Paxinos mouse


































groups, confirming that CNO-treated MDhM4D mice perfor-
mance is impaired during reversal.
Contingency Degradation Test
We then tested the impact of MD inhibition on sensing or acting
on changes in A-O contingencies in an instrumental contingency
degradation task (Figure 3A). Mice were first trained on RR20 in
which each lever press had a .05 probability of producing a
rewarding outcome. Baseline lever press rate was not affected
by decreasing MD activity (one-way ANOVA, group effect F3,40 5
.9, ns) (Figure 3B). During contingency degradation, the reward is
still delivered for lever pressing; however, the reward is also
delivered noncontingently for free with the same probability. The
three control groups were equally sensitive to changes in
contingency and decreased responding across sessions (two-
way ANOVA, session F4,108 5 5.05, p , .01; group F2,27 5 .001,
ns; interaction F8,108 5 .67, ns) (Figure 3C, left panel). We
therefore pooled the control groups and compared them with
CNO-treated MDhM4D mice. A two-way mixed ANOVA resulted in
a significant main effect of session (F4,168 5 4.75, p , .01) and
group (F1,42 5 7.03, p , .05), reflecting reduced sensitivity to
contingency degradation when MD activity is decreased. We did
not find a significant interaction between session and group
(F4,168 5 1.76, p . .05), meaning that decreased MD activity did
not fully abolish sensitivity to contingency degradation
(Figure 3C, right panel). Finally, both control and CNO-treated
MDhM4D mice made a constant and similar number of head
entries in the food magazine across the five degradation
sessions, ruling out any response competition between lever
press and food magazine approach (control mice: 174.2 6 17.1
to 189.3 6 35.9; CNO-treated MDhM4D mice: 146.5 6 19.2 to
171.1 6 31.9).
Outcome-Specific Devaluation Test
We then assessed whether MD function is essential to
maintain a flexible representation of the outcome value in an
instrumental outcome devaluation procedure. To assess
whether MD activity is needed for encoding A-O associations
or required for the later modulation of action-selection by
changes in outcome value, MDhM4D and control mice received
saline (Sal) or CNO either during instrumental training or during
the devaluation test (Figure 4A). During the instrumental
learning, decreasing MD activity did not alter the rate at which
mice were pressing the lever to obtain a reward. This is
confirmed by a two-way mixed ANOVA showing a significant
main effect of instrumental session (F10,420 5 141.8, p , .001)
Figure 2. Effect of decreased med-
iodorsal thalamus activity on extinc-
tion and reversal learning task. (A)
Schematic drawing of the experiment
design. (B) Discrimination task, ratio
between mean visual cue rewarded
(S1) and visual cue not rewarded (S2)
response rate (6SEM) (green fluores-
cent protein [GFP]-saline [Sal] n 5 15;
human muscarinic acetylcholine receptor
4 “DREADD” [hM4D]-Sal n 5 29). (C)
Extinction task, mean lever press per-
formed per minute (6SEM) during S1
and S2 presentations (GFP-Sal n 5 8,
GFP-clozapine-N-oxide [CNO] n 5 7,
hM4D-Sal n 5 15, hM4D-CNO n 5 14).
(D) Reversal task, ratio between mean
S1 and S2 response rate (6SEM)
(GFP-Sal n 5 8, GFP-CNO n 5 5,
hM4D-Sal n 5 13, hM4D-CNO n 5
15). np , .05; O, outcome (milk); R,
level-press response; S1, visual stimu-
lus 1; S2, visual stimulus 2.
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but no group effect (F3,42 5 .26, ns) or interaction (F30,420 5
1.02, ns) (Figure 4B). During the prefeeding of test day, all
groups consumed the same amount of food pellets (one-way
ANOVA, group F4,41 5 .51, ns) (Figure 4C, left panel) and
sucrose solution (one-way ANOVA, group F4,41 5 .52, ns)
(Figure 4C, right panel). During the test, the three control
groups showed comparable suppression of responding for the
devalued outcome and were therefore pooled for further
analysis (two-way ANOVA, value F1,18 5 17.06, p , .001;
groups F2,18 5 .02, ns; interaction F2,18 5 .09, ns) (Figure 4D).
Figure 4E represents the test results in successive 2-minute
bins for the action that had earned the devalued outcome and
the action that had earned the nondevalued outcome. Mice
injected with AAV2-hM4D virus into the MD treated with CNO
during instrumental training (hM4D-CNO-Sal) or during the
devaluation test (hM4D-Sal-CNO) showed the same ability as
the control mice to decrease their responses to the lever
associated with the devalued outcome. This is confirmed by a
three-way mixed ANOVA showing a significant main effect of
value (F1,43 5 25.80, p , .001) but no effect of group (F1,43 5
1.30, ns) and no group 3 value interaction (F1,43 5 .07, ns).
Outcome-Specific Pavlovian-to-Instrumental
Transfer Task
Mediodorsal thalamus hypofunction may also alter the acqui-
sition of conditioned stimuli or their ability to guide action-
selection. To test this hypothesis, we performed an outcome-
specific PIT test in which we measured the modulation of
instrumental responding during the presentation of condi-
tioned stimuli (30). In this experiment, MDhM4D mice and
control mice received saline or CNO either during Pavlovian
training (hM4D-CNO-Sal) or during PIT testing (hM4D-Sal-
CNO) (Figure 5A). Decreased MD activity did not alter Pavlo-
vian learning, as CNO-treated MDhM4D mice showed the same
approach behavior as control mice when conditioned stimuli
were presented (two-way ANOVA, session F6,240 5 15.64,
p , .001; group F3,40 5 .93, ns; interaction F18,240 5 .67, ns)
(Figure 5B). After instrumental training, the PIT test was
performed. All three control groups were statistically indistin-
guishable (two-way ANOVA, group F2,22 5 .59; group 3
transfer: F2,22 5 .56), displayed outcome-specific PIT (transfer
F1,22 5 24.09, p , .001) (Figure 5C, left panel), and were
pooled for further analysis. Surprisingly, while decreasing MD
activity during the test did not alter PIT expression, mice with
inhibited MD activity during Pavlovian training showed a
decreased and nonspecific PIT (Figure 5C, right panel). A
two-way ANOVA showed an effect of transfer (F1,41 5 22.41,
p , .001) and a significant group 3 transfer interaction
(F2,41 5 18.8, p , .05) but no main effect of group (F2,41 5
1.88, p 5 .16). Simple effects analyses revealed significant
specific transfer in both control (F1,24 5 27.48, p , .001) and
hM4D-Sal-CNO (F1,8 5 11.98, p , .01) groups but not in
Figure 3. Effect of decreased med-
iodorsal thalamus activity on instru-
mental contingency degradation. (A)
Schematic drawing of the experiment
design. (B) Mean lever press per-
formed per minute (6SEM) during
20-minute instrumental training ses-
sion. (C) Mean lever presses (in
percentage from baseline) (6SEM)
across the contingency degradation
sessions. Left panel: control groups.
Right panel: pooled control versus
clozapine-N-oxide (CNO)-treated mice
injected with adeno-associated virus
type 2-human muscarinic acetylcho-
line receptor 4 “DREADD” (hM4D)
virus within the mediodorsal thalamus
(green fluorescent protein [GFP]-saline
[Sal] n 5 8, GFP-CNO n 5 7, hM4D-
Sal n 5 15, hM4D-CNO n 5 14). O,
outcome (milk); np , .05; [p(O/R) 5
.05], probability of obtaining outcome
after lever press is 5%; [p(O/no R) 5
0], probability of obtaining outcome
while no pressing is 0%; R, lever-
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hM4D-CNO-Sal group (F1,9 5 .92, ns). Although diminished
compared with other groups, hM4D-CNO-Sal mice exhibited a
significant PIT, as revealed by one-sample t test analysis
(transfer score a 0; same: t9 5 2.83, p , .05; different: t9 5
2.19, p 5 .056). Importantly, these effects reflect a deficit in
transfer rather than a global decrease in lever press during the
test. At no point during baseline periods (absence of CS) did
performance on the levers differ between groups (one-way
ANOVA F2,41 5 1.78, p . .05). Also, impaired PIT in the hM4D-
CNO-Sal group cannot be attributed to response competition,
as they did a similar number of food magazine head entries as
the other groups during testing (data not shown).
DISCUSSION
We used a pharmacogenetic approach to reversibly decrease
neuronal activity within the MD of mice to address the impact
of MD hypofunction on goal-directed and flexible behavior. We
found that MD hypofunction decreased the sensitivity to
changes in the contingency between a response and its
outcome. In addition, transient MD hypofunction during
Pavlovian conditioning prevented the mice to later use
the acquired conditioned stimuli to modulate instrumental
behavior in a PIT task. In contrast, MD hypofunction alters
neither the ability to decrease responding to a cue that
Figure 4. Effect of decreased me-
diodorsal thalamus activity on instru-
mental outcome devaluation task. (A)
Schematic drawing of the experiment
design. (B) Mean lever press per-
formed per minute (6SEM) during
instrumental training (green fluores-
cent protein [GFP]-saline [Sal] n 5 6,
GFP-clozapine-N-oxide [CNO] n 5 5,
human muscarinic acetylcholine 4
[hM4D]-Sal n 5 23, hM4D-CNO n 5
12). (C) Mean of consumed food
(6SEM) (pellet on left panel, sucrose
on right panel) during the prefeeding
phase. (D) Mean lever presses per-
formed per minute (6SEM) on the
nondevalued (Non-deval) and deval-
ued (Deval) lever in the three control
groups. (E) Mean number of lever
presses on the nondevalued and
devalued lever (6SEM) across succes-
sive 2-minutes blocks of extinction
choice test in control (left panel) and
CNO-treated mice injected with
adeno-associated virus type 2-hM4D
virus within the mediodorsal thalamus.
Insets: Mean lever press performed
per minute (6SEM) on the nondeval-
ued (ND) and devalued (D) lever (GFP-
Sal-CNO n 5 6, GFP-CNO-Sal n 5 5,
hM4D-Sal-Sal n 5 10, hM4D-CNO-
Sal n 5 12, hM4D-Sal-CNO n 5 13).
np , .05, nnnp , .001. CRF, contin-
uous reinforcement; O1, outcome 1
(pellet); O2, outcome 2 (sucrose); R1,
response 1 (left lever press); R2,
response 2 (right lever press); RR5,
random ratio 5; RR10, random ratio
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is no longer rewarded nor the ability to represent the out-
come value.
Previous studies in rats showed a deficit in outcome
devaluation when the MD was lesioned before instrumental
training but not when it was ablated just before the devaluation
test itself (20,22). This differs from a recent study that found no
effect of MD lesions on devaluation independent of the time of
the lesion (31). Our findings are in agreement with this later
study, as we did not find any deficits in outcome devaluation,
whether inhibiting the MD during testing or throughout instru-
mental training. In contrast, we found that the MD is important
in the ability to adapt to changes in the contingency between
actions and outcomes. Such a deficit could arise from a
difficulty in detecting or in learning the new contingency.
Independent of the origin of the deficit, it could underlie the
impairment in cognitive flexibility observed in the reversal
learning task.
Problems in reversal learning could also arise from a
difficulty in remapping the relationship between stimuli and
their associated outcomes and/or retrieving and using the new
knowledge to guide action selection. Therefore, we inves-
tigated the potential role of the MD in encoding S-O relation-
ships, in the retrieval of these associations, and their ability to
guide instrumental actions in an outcome-specific PIT task.
One prior study reported a disruption of outcome-selective
transfer in rats that received posttraining lesions of the MD
(22). In contrast, we did not find an effect of decreasing MD
activity during PIT testing on the instrumental transfer, as
CNO-treated MDhM4D mice increased lever pressing to the
same degree as the three control groups. This result indicates
that a mild MD hypofunction during PIT test might not be
sufficient to impair retrieval of S-O and A-O associations.
Surprisingly, although mice with MD hypofunction during
Pavlovian training learned the association between the
stimulus and the outcome, as shown by the increased head
entries in the food magazine, they were not able to use this
information later to modulate instrumental behavior.
One hypothesis would be that decreasing MD activity
during Pavlovian training prevents the CS from acquiring
incentive properties of the outcome, thereby preventing the
flexible use and the transfer of the previously acquired S-O
association to a new context such as an instrumental task.
There is evidence that the BLA, which sends projections to the
MD (13), plays a similar role. Lesions of the BLA do not affect
the acquisition of simple Pavlovian training, but pretraining
lesions of the BLA have been shown to impair PIT in a similar
way to what we observed after MD inhibition during Pavlovian
training (32). Thus, the BLA-MD circuit seems to be involved in
encoding S-O associations in a manner that leaves them
accessible in novel situations such as a PIT test, an instru-
mental task in which an unexpected Pavlovian stimulus is
presented.
Figure 5. Effect of decreased
mediodorsal thalamus activity on
outcome-specific Pavlovian-to-instru-
mental transfer (PIT) task. (A) Sche-
matic drawing of the experiment
design. (B) Mean number of condi-
tioned magazine entries performed
per minute (6SEM) during Pavlovian
training, plotted as the difference in
responding during conditioned stimu-
lus (CS) and pre-CS periods (green
fluorescent protein [GFP]-saline [Sal]
n 5 8, GFP-clozapine-N-oxide [CNO]
n 5 6, human muscarinic acetylcho-
line receptor 4 “DREADD” [hM4D]-Sal
n 5 20, hM4D-CNO n 5 10). (C) Mean
number of lever presses performed
per minute (6SEM) during PIT test in
control groups (left panel), plotted as
the difference in responding during
each CS (same and different) and
pre-CS periods (transfer score). Right
panel, same as left panel with pooled
control groups, CNO-Sal and Sal-
CNO groups of mice injected with
adeno-associated virus type 2-hM4D
virus within the mediodorsal thalamus
(GFP-CNO-Sal n 5 6, GFP-Sal-CNO
n 5 8, hM4D-Sal-Sal n 5 11, hM4D-
CNO-Sal n 5 10, hM4D-Sal-CNO
n 5 9). np , .05, nnp , .01, nnnp ,
.001. NS, nonsignificant; O1, outcome
1 (pellet); O2, outcome 2 (sucrose);
R1, response 1 (left lever); R2,
response 2 (right lever); S1, stimulus
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Our results demonstrate a role for the MD in both instru-
mental and Pavlovian processes. Evidence from lesion studies
revealed that these two processes involve partially distinct
neural substrates. The PrL has been essentially involved in
instrumental processes (33), while the OFC has been shown to
play a role in Pavlovian outcome expectancies (34). Cell body
lesion in the PrL before instrumental training impairs outcome
devaluation and contingency degradation without altering PIT
(33). In addition, a recent study showed that pretraining
dopamine depletion or posttraining D1/D2 receptor antagonist
infusion within the PrL led to similar deficits in instrumental
contingency degradation as those observed after decreasing
MD activity (35). Taken together, these results suggest that
signaling from the MD and dopamine midbrain input to the PrL
may be necessary for encoding instrumental A-O contingen-
cies. In contrast, OFC lesions have been shown to alter
outcome-selective PIT without altering instrumental action
selection based on current outcome value (36). Interestingly,
both PrL and OFC also share reciprocal projections with the
BLA (37,38). Similar to our findings with the MD, the BLA is
involved in both instrumental and Pavlovian learning (39).
Thus, BLA-MD circuitry might encode for the flexible use of
both A-O and S-O associations. Further studies aiming at
dissecting these circuits will be needed to understand the
respective contribution of BLA-PFC and MD-PFC networks in
both instrumental and stimulus-guided action selection.
Impairment in behavioral flexibility has been observed
in several psychiatric disorders, including schizophrenia,
obsessive-compulsive disorder, and drug addiction (1–3). Our
study was designed in the context of schizophrenia where
deficits in MD activation during executive function tasks have
been reported (14). Impairments in different forms of behavioral
flexibility, such as set shifting and reversal learning, are reliable
cognitive deficits of schizophrenia and have been observed in
chronic as well as in first-episode patients (2,40,41). Interestingly,
set-shifting deficits in schizophrenia have been found to relate to
poor executive function (2). This is consistent with the well-
established finding of dorsolateral PFC hypofunction in patients
(42). In contrast, deficits in reversal learning have been observed
regardless of the current intellectual function of patients (2) and
may arise from OFC dysfunctions (43,44). In a study by Heerey
and Gold (45), patients with schizophrenia self-reported similar
depths of emotion to positive, neutral, and negative stimuli than
control subjects but failed at coupling their behavior to the
motivational properties of a stimulus. Thus, deficits in reversal
learning in schizophrenia may arise from a disability to translate
experience into goal-directed action. Although this finding seems
to relate to our PIT findings, the stimuli used may be considered
as secondary reinforcers rather than as conditioned stimuli such
as the ones used in PIT. This distinction precludes any direct
comparison between the two experiments. Interestingly, PIT has
been recently studied in human subjects. Consistent with rodent
literature, nucleus accumbens and amygdala have been found to
be activated during PIT in healthy human subjects (46,47).
Whether PIT also involves thalamic activation in humans and
whether both PIT performance and potential thalamic activation
are altered in patients with schizophrenia are still unanswered
questions.
Finally, caution has to be used when extrapolating data
from mouse models to human conditions. Indeed, while
thalamofrontal circuits share homologies across species,
the parvocellular region of the MD is less prominent in
rodents compared with humans or nonhuman primates (12).
In addition, the main target of this parvocellular region in
humans is the dorsolateral PFC for which the homologous
region in rodents is still debated. Despite this distinction, it is
clear that similar to humans and primates, rodents do present
a specific pattern of topographic and reciprocal innervation
between the MD and the PFC. As such, the medial part of the
MD shares connections with the medial-ventral PFC, includ-
ing the PrL, while the central part of the MD is interconnected
with the lateral OFC (13). Because the MD in mice is relatively
small, we cannot distinguish the specific role of each MD
subregion in our study. Independent of the thalamocortical
subcircuit involved, our findings, along with the clinical
observations, point to modulation of MD activity as a
potential strategy for improving flexible behaviors in the
context of schizophrenia and other disorders with altered
MD function.
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The ventral hippocampus (vHPC), medial prefrontal
cortex (mPFC), and basolateral amygdala (BLA) are
each required for the expression of anxiety-like
behavior. Yet the role of each individual element of
the circuit is unclear. The projection from the vHPC
to the mPFC has been implicated in anxiety-related
neural synchrony and spatial representations of
aversion. The role of this projection was examined
using multi-site neural recordings combined with op-
togenetic terminal inhibition. Inhibition of vHPC input
to the mPFC disrupted anxiety and mPFC represen-
tations of aversion, and reduced theta synchrony in
a pathway-, frequency- and task-specific manner.
Moreover, bilateral, but not unilateral, inhibition
altered physiological correlates of anxiety in the
BLA, mimicking a safety-like state. These results
reveal a specific role for the vHPC-mPFC projection
in anxiety-related behavior and the spatial represen-
tation of aversive information within the mPFC.
INTRODUCTION
Anxiety is usually an adaptive state of increased apprehension
that helps an animal avoid potential danger. However, inappro-
priate expression of anxiety is maladaptive and, in humans,
can lead to anxiety disorders. In order to develop better treat-
ments for these disorders, we must understand the neural cir-
cuits that support normal anxiety. Studies in rodents have shown
that anxiety-like behavior involves the ventral hippocampus
(vHPC), medial prefrontal cortex (mPFC), and basolateral amyg-
dala (BLA) (Kjelstrup et al., 2002; Maren and Holt, 2004; Shah
and Treit, 2003; Sierra-Mercado et al., 2011; Tye et al., 2011).
These three regions share anatomical and functional connectiv-
ity (Hoover and Vertes, 2007; Lesting et al., 2011, 2013; Likhtik
et al., 2014; Pikkarainen et al., 1999), suggesting they function
as a distributed network that supports anxiety behavior in an
interdependent manner.
In particular, the direct monosynaptic projection from the
vHPC to themPFC appears to be a key component of this circuit,
especially during the expression of innate forms of anxiety-like
behavior. In rodents, theta-frequency (4–12 Hz) synchrony
emerges between the vHPC and mPFC during exposure to anx-
iogenic environments such as the elevated plusmaze (EPM) (Ad-
hikari et al., 2010). Moreover, single units in the mPFC that are
synchronized with vHPC theta preferentially represent arm-
type in the EPM (Adhikari et al., 2011), suggesting that vHPC
input is necessary for this representation.
The high degree of interconnectivity in the vHPC-mPFC-BLA
circuit and presence of multiple interacting oscillatory activity
patterns complicate the picture. Theta-frequency synchrony be-
tween the vHPC-BLA and BLA-mPFC is also enhanced during
innate forms of anxiety (Lesting et al., 2011; Likhtik et al., 2014;
Stujenske et al., 2014), and optogenetic inhibition of the projec-
tion from the BLA to the vHPC is anxiolytic (Felix-Ortiz et al.,
2013). While theta power is increased with anxiety, fast gamma
power is decreased, both in the BLA and mPFC (Stujenske
et al., 2014). Even so, coupling between theta and gamma oscil-
lations within the BLA is enhanced by anxiety (Stujenske et al.,
2014). Finally, anxiety state modulates the directionality of oscil-
latory interactions between the mPFC and BLA, such that rela-
tive safety is associated with a shift toward enhanced mPFC
influence over the BLA in both theta- and gamma-frequency
ranges (Likhtik et al., 2014; Stujenske et al., 2014). These findings
emphasize the degree to which each of these three structures
functions within an interconnected, interacting circuit.
What then might be the role of an individual element within
such an interactive circuit? Is the direct vHPC-to-mPFC pathway
required for anxiety-like behavior, or might the indirect pathway
through the BLA suffice in its absence? And what information
does the direct pathway carry? Here we specifically test the
role of the direct projection from the vHPC in the expression of
anxiety-like behavior, synchrony within vHPC-mPFC-BLA cir-
cuit, and the representation of valence in the EPM. Furthermore,
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we compare unilateral versus bilateral vHPC-mPFC inhibition to
distinguish physiological changes that are the direct conse-
quence of the circuit manipulation from those that are secondary
to changes in behavioral state. We find that vHPC inputs to the
mPFC are required for anxiety-related behavior as well as spatial
representations of aversion in mPFC neurons, while facilitating
neural synchrony in a frequency- and pathway-specific manner.
RESULTS
vHPC Input to the mPFC Is Required for Anxiety-Like
Behavior
To examine the role of the direct vHPC-to-mPFC pathway during
anxiety-like behavior, vHPC terminals in the mPFC were in-
hibited using an optogenetic approach. An adeno-associated
virus (AAV) carrying either the inhibitory opsin, enhanced Arche-
orhodopsin 3.0 (Arch), or enhanced yellow fluorescent protein
(eYFP) under the control of the CamKIIa promoter was injected
bilaterally into the vHPC of wild-type mice (Figure 1A). Optical fi-
bers were implanted in the mPFC, along with microelectrodes in
the mPFC, vHPC, and BLA. Seven weeks were allowed for viral
expression to achieve maximal opsin levels in vHPC terminals
within the mPFC (Figure 1B); we have previously shown that
this approach results in at least a 40% reduction in effective
neurotransmission in vivo (Spellman et al., 2015). Mice were
then tested in the EPM for 8 min, with alternating 2-min periods
Figure 1. Selective Inhibition of Hippocam-
pal-Prefrontal Input Disrupts Avoidance
Behavior
(A) Schematic of viral injection and terminal illu-
mination.
(B) Coronal views of eYFP fluorescence in vHPC
somata (left) and terminals within the mPFC (right).
Dotted line lines indicate frontal white matter.
(C) Paths for an examplemouse during laser off and
on in the EPM. Right, Open arm avoidance in vHPC
Arch- and eYFP-expressing animals (Arch n = 12;
eYFP n = 12; two-way ANOVA, interaction of light
and virus, F(1,47) = 9.15 p = 0.0043; *p < 0.02, **p <
0.005 for Arch versus eYFP, post hoc Bonferroni-
corrected t test).
(D) Paths for an examplemouse during laser off and
on in the openfield (left), and distance traveled in the
center as a function of light by virus type (right) (Arch
n = 10; eYFP n = 10; two-way ANOVA interaction of
light and virus F(1,39) = 5.84 p < 0.05; **p < 0.01, *p <
0.05, t test).
(E) Latency to eat pellet in novelty suppression
feeding test (Arch n = 8; eYFP n = 9; two-way
ANOVA interaction of light and virus F(1,33) = 4.66p<
0.05, **p < 0.005, t test).
(F) Open arm avoidance in mediodorsal thalamus
(MD) Arch- and eYFP-expressing animals (Arch
n = 7; eYFP n = 4; p = 0.90). Data are presented as
mean ± SEM throughout. See also Figures S1
and S2.
of no illumination and illumination of the
mPFC with green (532 nm) light (Fig-
ure 1C). In mice expressing Arch, but
not those expressing eYFP alone, bilateral inhibition of vHPC ter-
minals in the mPFC decreased open arm avoidance, as evi-
denced by both entries into and increased time spent in the
open arms (Figure 1C). Bilateral inhibition of vHPC terminals in
the mPFC also decreased center avoidance in the open field
test (Figure 1D) and decreased latency to eat in the novelty sup-
pression feeding test (Figure 1E), only in the Arch group. Loco-
motion and velocity were not affected by illumination in either
eYFP or Arch mice (Figure S1).
To control for the non-specific effects of decreased excitation
in the mPFC, Arch was used to inhibit inputs from the mediodor-
sal nucleus of the thalamus (MD) (Figure S2C). The strength of
MD inputs onto mPFC neurons approximates that of vHPC in-
puts (Little and Carter, 2012). Bilateral inhibition of MD inputs
to the mPFC had no effect on open arm avoidance (Figure 1F),
suggesting that the behavioral effects of vHPC terminal inhibition
are not solely due to a non-specific decrease in excitatory input.
vHPC Input to the mPFC Is Required for Theta-
Frequency Long-Range Synchrony during Anxiety
The effects of bilateral vHPC-mPFC terminal inhibition on activity
and synchrony within the extended vHPC-BLA-mPFC circuit
were examined by recording single units in the mPFC and local
field potentials (LFPs) in the mPFC, BLA, and vHPC. LFPs pre-
dominantly reflect summed synaptic activity within a brain region
(Buzsáki et al., 2012). The temporal relationship between spikes
858 Neuron 89, 857–866, February 17, 2016 ª2016 Elsevier Inc.
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and/or LFP activity in one region and LFPs in another can be
used as a measure of synchrony (Harris and Gordon, 2015; Sia-
pas et al., 2005). Terminal inhibition in the EPM decreased syn-
chrony in the theta-frequency range between the vHPC and
mPFC, as measured by the strength of phase locking of mPFC
spikes to theta oscillations in the vHPC LFP (Figures 2B–2D).
Phase locking of mPFC spikes to BLA theta was unaffected by
terminal inhibition (Figures 2E–2G), demonstrating pathway
specificity of the vHPC terminal inhibition. However, phase-lock-
ing to BLA was considerably weaker than to vHPC, allowing for a
possible floor effect.
Synchrony was further examined using the LFPs recorded
from each brain region. Consistent with decreased phase lock-
ing of mPFC spikes to vHPC theta, terminal inhibition decreased
the correlation of theta power between themPFC and vHPC (Fig-
ures S3A and S3D). This effect was specific to the closed arms of
the EPM, consistent with previous reports showing that theta po-
wer correlation is higher in the safe compartments of the task
(Adhikari et al., 2010; Likhtik et al., 2014). Terminal inhibition
had no effect on theta power correlations in a familiar, non-aver-
sive environment (Figure S4B), demonstrating task specificity.
The disruption in vHPC-mPFC theta power correlation was
also frequency and pathway specific. Inhibiting vHPC terminals
did not affect mPFC-vHPC power correlations in the delta
(1–4 Hz), beta (13–30 Hz), or slow gamma (30–70 Hz) frequency
ranges (Figure S4D). This frequency specificity is consistent
with previous reports showing that anxiety does not modulate
vHPC-mPFC synchrony in frequency ranges other than theta
(Adhikari et al., 2010). mPFC-BLA theta power correlations
Figure 2. Inhibition of Hippocampal-Pre-
frontal Input Disrupts Synchrony of mPFC
Units to vHPC but Not BLA Theta
(A) (Left) Representative raster plot of mPFC unit
spiking in phase with simultaneously recorded
vHPC theta oscillation. (Right) Distribution of
vHPC theta phases on which this unit spiked
during light off and light on epochs. Outer ring in-
dicates 30% of spikes.
(B) Strength of phase locking (PPC) of mPFC units
to vHPC theta with light on and light off; Arch an-
imals only; n = 76. Green circles, significantly
phase-locked units (p < 0.05, Rayleigh’s test).
(C) Phase locking strength as a function of light for
significantly phase-locked Arch and eYFP units
(**p = 0.007, Wilcoxon sign rank test; total re-
corded Arch n = 76; eYFP n = 75).
(D) Normalized change in phase locking with illu-
mination (significantly different from zero Arch p =
0.0015, eYFP p = 0.97, Wilcoxon sign rank).
(E–G) As in (B)–(D), for phase-locking of mPFC
units to BLA theta (total recorded Arch n = 44;
eYFP n = 22). See also Figures S3–S5.
were unaffected by vHPC-mPFC terminal
inhibition (Figures S3C and S3F). Simi-
larly, there was no overall effect on
vHPC-BLA theta power correlations (Fig-
ure S3B), though a decrease in theta po-
wer correlation could be detected when
analysiswas restricted to data from the closed arms (Figure S3E).
These findings reinforce the pathway specificity of the manipula-
tion. Notably, coherence, a measure of phase synchrony, be-
tween LFPs in the vHPC and mPFC was not affected by the
manipulation (Figure S4C), consistent with our previous findings
that anxiety does not alter coherence (Adhikari et al., 2010).
Together, these findings demonstrate that terminal inhibition
functionally disconnects the mPFC from the vHPC during anxi-
ety-like behavior, particularly disrupting communication in the
theta-frequency range.
Interestingly, two measures of local synchrony within the
mPFC were increased by terminal inhibition. Both correlated
firing of simultaneously recorded mPFC single units (Figure S5A)
and phase-locking of mPFC single units to mPFC fast gamma
(70–120 Hz) (Figure S5B) were increased by illumination in
Arch- but not eYFP-expressing animals. These findings raise
the possibility that when decoupled from vHPC inputs, mPFC
neuronal spiking synchronizes more strongly with local inputs.
Spatial Representations of Aversion in mPFC Neurons
Require vHPC Input
To address if vHPC input is necessary for spatial representations
of aversion, we turned to unilateral inhibition. Aversion in the
EPM is determined by arm-type; the strength of mPFC represen-
tations of arm-type varies with avoidance behavior (Adhikari
et al., 2011). Therefore, behavioral effects of the bilateral inhibi-
tion could confound physiological findings. To eliminate this
confound, mPFC single-unit activity was recorded during unilat-
eral inhibition of the vHPC-to-mPFC pathway in an additional
Neuron 89, 857–866, February 17, 2016 ª2016 Elsevier Inc. 859
130	
 
cohort. As predicted, unilateral vHPC terminal inhibition did not
affect avoidance behavior (Figure 3A). However, unilateral inhibi-
tion did disrupt phase locking of mPFC spikes to vHPC theta
(Figure 3B) to a similar degree as did bilateral inhibition. Thus,
unilateral inhibition successfully separates the physiological
and behavioral effects of disrupting the vHPC-mPFC circuit.
Unilateral inhibition of vHPC-mPFC inputs abolished the rep-
resentation of aversion in mPFC single units, as measured by
the EPM score, which reflects arm-type selectivity (see Experi-
mental Procedures; Figures 3C–3E). Mean EPM score was
decreased regardless of whether the units were significantly
phase-locked to vHPC theta or whether they fired preferentially
in the open or closed arms (Figure 3F). Terminal illumination in
mice expressing eYFPonly did not affect EPMscores (Figure 4A).
The decrease in arm-type representation was not simply due to a
non-specific loss of excitation, since inhibiting the MD-mPFC
pathway did not affect EPM scores (Figure 4B).
To further examine the contribution of vHPC input toward
mPFC unit activity during EPM exploration, firing rates were
examined. Each unit was classified as open- or closed-arm
preferring, depending on where the firing rate was highest for
that unit. Overall firing rates did not change with terminal inhibi-
tion for all neurons (Figure 5A) or for putative interneurons or
pyramidal neurons (data not shown). However, firing rates in
the preferred arm type decreased with vHPC inhibition for both
open- and closed-preferring units (Figures 5B–5G), suggesting
that the net effect of vHPC input is excitatory.
These findings suggest that direct vHPC inputs provide
patterned excitation that is required for mPFC spatial represen-
tations of aversiveness in the EPM. However, mPFC neurons can
represent task-relevant information in a variety of tasks. To
Figure 3. Unilateral Inhibition of Hippocam-
pal-Prefrontal Input Disrupts Single-Unit
Representations of Arm Type in the mPFC
(A) Avoidance behavior during unilateral inhibition
of vHPC-mPFC input.
(B) Change in theta phase-locking strength in
significantly phase-locked units during unilateral
inhibition (Arch n = 16, p < 0.01; eYFP n = 11, p =
0.4258; Wilcoxon one-sample test).
(C) Firing rate map as a function of light for an
example mPFC single unit. Top, light off; Bottom,
light on. EPM score (see text) at bottom right.
(D) EPM score during light on versus light off ep-
ochs, for all mPFC single units from Arch mice.
Right, mean EPM score as a function of light for
units from Arch mice (n = 82, p = 4.1 3 10!7,
Wilcoxon sign rank).
(E) Mean EPM score as a function of light for units
characterized by significant phase-locking to
vHPC theta (left) or by preferred arm type (right).
**p < 0.01; ***p < 0.001; Wilcoxon sign rank paired
test.
determine whether vHPC input is impor-
tant for mPFC representations of a
similar, but non-aversive context, a modi-
fied neutral plusmazewas created. In this
maze, all four arms were fully enclosed,
and the two types of arms were marked by different visual pat-
terns (see Experimental Procedures). An additional cohort of
mice were implanted and recorded during exploration of this
neutral maze. Mice did not display a preference for either arm
type (58% ± 12% and 42% ± 12% time spent in each arm
type, respectively; p = 0.40). mPFC units only weakly repre-
sented arm-type in this neutral maze compared to the the EPM
(Figures 6A and 6B). Moreover, the EPM scores in the neutral
maze were not statistically different from EPM scores generated
from shuffled spikes (Figure 6C), suggesting that mPFC repre-
sentations of arm-type in this neutral maze are minimal. Even
so, inhibition of the vHPC-to-mPFC pathway decreased the
mean EPM scores significantly (Figures 6D–6F).
Bilateral Terminal Inhibition Reduces Behavioral and
Physiological Markers of Anxiety
The effects of terminal inhibition on arm-type representations
in the neutral maze were small. Nonetheless, they raise the
question of whether inhibition of vHPC input to the mPFC alters
the anxiety state of the animal or simply disrupts spatial informa-
tion without affecting valence. To address this issue, we com-
pared additional behavioral and physiological markers of anxiety
state across the unilateral and the bilateral terminal inhibition
experiments.
Behaviorally, we examined head dips in the open arms and
the duration of open arm visits. The number of head dips over
the open arm edge is associated with anxiety behavior in the
EPM (Rodgers and Johnson, 1995). We reasoned that if spatial
representations alone were disrupted, without altering anxiety
per se, the mice would continue to avoid head dips and make
rapid exits from the open arms, despite bilateral inhibition of
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the vHPC-mPFC pathway. However, bilateral inhibition of the
vHPC-mPFC pathway increased both the total number of head
dips and the frequency of head dips per unit time spent in the
open arms; unilateral inhibition had no effect on these measures,
as expected (Figure 7A). Similarly, bilateral, but not unilateral, in-
hibition increased the duration of open arm visits (Figure 7B).
Terminal illumination in eYFP-expressing mice had no effect on
either behavior. These findings suggest that with bilateral (but
not unilateral) terminal inhibition, mice fail to treat the open
arms as aversive.
Physiologically, we took advantage of previously established
markers of anxiety in the amygdala and mPFC LFPs. Fear condi-
tioning and open field exposure induce characteristic patterns of
neural activity in the BLA and mPFC (Lesting et al., 2011; Likhtik
et al., 2014; Stujenske et al., 2014). Specifically, in addition to the
increased theta activity and synchrony discussed above, the
strength (power) of fast gamma-frequency (70–120 Hz) oscilla-
tions in the BLA andmPFC decrease during anxiety and increase
during relative safety (Stujenske et al., 2014). Within the BLA, the
strength of the relationship between theta- and gamma-fre-
quency oscillations is increased with anxiety and decreased
with relative safety (Stujenske et al., 2014). Accordingly, expo-
sure to the EPM decreased fast gamma power and increased
theta-gamma coupling compared to a baseline safe condition
(Figure S6). If inhibition of the vHPC-mPFC pathway is truly anxi-
olytic, we would expect that bilateral inhibition would reduce
these physiological markers of anxiety.
Indeed, bilateral terminal inhibition mimicked the effects of
relative safety on each of these parameters. Bilateral inhibition
increased the strength of gamma oscillations in the BLA and
mPFC (Figure 7C), inducing a shift in the directionality of gamma
synchrony toward increased mPFC lead (Figure 7D). Bilateral in-
hibition also reduced the strength of coupling between theta and
gamma oscillations within the BLA (Figure 7E). Unilateral inhibi-
tion, however, did not alter any of these parameters in the
inhibited hemisphere (Figures 7F–7H), nor did illumination in
YFP-expressing mice (Figure S7).
Figure 4. Disruption of Arm-Type Repre-
sentations Requires Active Inhibition and
Is Input Specific
(A and B) Effect of unilateral mPFC illumination on
EPM scores in mice expressing eYFP in vHPC (A)
(n = 48, p = 0.44, Wilcoxon sign rank paired test) or
Arch inMD (B) (n = 74, p = 0.68;Wilcoxon sign rank
paired test).
The unilateral inhibition experiments
are particularly important for evaluating
the physiological markers, as they allow
one to distinguish between direct effects
of themanipulation on the circuit and indi-
rect effects of the behavioral changes
induced by the manipulation. If BLA and
mPFC gamma alterations were directly
caused by inhibiting vHPC input to the
mPFC, then unilateral inhibition would
have altered these parameters in the
absence of changes in behavior. The lack of effect of unilateral
inhibition demonstrates that BLA and mPFC gamma strength,
mPFC-to-BLA gamma directionality, and BLA theta-gamma
coupling reflect the behavioral state of the animal and not simply
decreased vHPC-mPFC input.
These behavioral and physiological findings support the
notion that bilateral inhibition of vHPC-mPFC terminals alters
the anxiety state of the animal, rather than simply altering arm-
type selection.
DISCUSSION
The findings described here demonstrate that the direct vHPC-
to-mPFC pathway is necessary for anxiety-related behavior,
vHPC-mPFC theta synchrony, and spatial representations
of aversion in the mPFC. Intriguingly, this inhibition resulted in
frequency-specific and pathway-specific effects. Moreover,
though vHPC input is required for both anxiety-related and
valence-free representations in the mPFC, both behavioral
and physiological evidence suggest decreases in anxiety with
terminal inhibition. Together, these findings suggest a model
in which behaviorally relevant contextual information from the
vHPC is sent to the mPFC and utilized to guide avoidance
behavior; theta-frequency synchrony appears to be important
for this process. The implications of these findings, particularly
in terms of the extended BLA-vHPC-mPFC circuit, are dis-
cussed below.
Synchrony in the vHPC-mPFC-BLA Circuit
The BLA, vHPC, and mPFC comprise a tripartite circuit in
which each element is important for anxiety-like behavior.
Silencing or lesioning any of these three structures alters
avoidance behavior in tests such as the EPM (Jinks and
McGregor 1997;Kjelstrup et al., 2002; Shah and Treit, 2003;
Bannerman et al., 2003). Similarly, optogenetically manipu-
lating BLA inputs into the vHPC (Felix-Ortiz et al., 2013) or
the mPFC (Felix-Ortiz et al., 2015) alters anxiety. However,
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these structures are intimately interconnected (Hoover and
Vertes, 2007; Pikkarainen et al., 1999), as evidenced by the
remarkable degree of synchrony that arises during fear and
anxiety behaviors (Adhikari et al., 2010; Lesting et al., 2011;
Likhtik et al., 2014; Seidenbecher et al., 2003; Stujenske
et al., 2014). Thus, manipulations of any one structure could
alter activity patterns in any other within the circuit; the spec-
ificity of such manipulations is questionable. Here we attempt
to address this caveat by recording simultaneously from the
three structures. Inhibition of the vHPC terminals within the
mPFC was relatively specific, disrupting synchrony in the theta
frequency range between the vHPC and the mPFC with mini-
mal effects on theta synchrony between the BLA and either
structure. Importantly, phase-locking of mPFC units to vHPC
theta was reduced in both unilateral and bilateral silencing ex-
periments, demonstrating that reduced theta synchrony is a
primary effect of inhibiting vHPC input. By contrast, only bilat-
eral inhibition had effects on BLA and mPFC gamma strength
and synchrony, suggesting that these measures may be read-
outs of the anxiety state rather than being causally involved in
generating it.
The effects of terminal inhibition on vHPC-mPFC interactions
were remarkably specific. Theta- synchrony was unaffected in
a familiar, non-aversive environment, arguing that vHPC input
is required for the increase in synchrony seen in the EPM;
indeed, terminal inhibition completely wipes out the fold in-
crease in power correlation from the familiar environment to
the EPM (compare Figure S4B to Figure S3). The effects on
Figure 5. Inhibition of Hippocampal-Pre-
frontal Input Decreases mPFC Neuronal
Firing Rates in the Preferred Arms
(A) Overall firing rate in the EPM (Arch n = 82 and
eYFP n = 46).
(B–D) Firing Rate for open-preferring units in
the closed arms (B) (Arch n = 42, p < 0.001; eYFP
n = 26, p = 0.46; Wilcoxon sign rank paired test),
open arms (C) (Arch n = 42, p < 0.001; eYFP n = 20,
p = 0.55; Wilcoxon sign rank paired test), and
center (D).
(E–G) Firing rate for closed-preferring units in
the closed arms (E) (Arch n = 40, p < 0.001; eYFP
n = 20, p = 0.12), open arms (F), and center (G).
LFP synchrony were confined to the
closed arms, consistent with our prior
findings (Adhikari et al., 2010), suggest-
ing that vHPC-mPFC interactions are
particularly engaged during periods of
active inhibition of exploration. We also
found deficits in LFP synchrony were
limited to effects on power correlations,
without any effects on coherence. While
consistent with prior findings that coher-
ence is unaffected by anxiety (Adhikari
et al., 2010), the different effects on
these two measures caution against
simplistic interpretations based on mea-
sures of synchrony that rely solely on
LFPs. The phase-locking data presented here are therefore
particularly important in demonstrating effective disruption of
connectivity.
The Origin of Spatial Representations of Aversion in
the mPFC
Inhibition of the direct vHPC input ablated the representation
of aversive and non-aversive context within the mPFC. This
result is consistent with recent findings during a working mem-
ory task, in which the representation of goal location was dis-
rupted by the same manipulation (Spellman et al., 2015). How-
ever, mPFC units encode valence; neurons that fire in
response to bright, enclosed arms also fire in response to
open arms in the dark (Adhikari et al., 2011). Moreover, termi-
nal inhibition altered additional behavioral measures of
valence, independent of arm choice, suggesting that vHPC in-
puts are crucial not just for spatial representations but also for
the anxiety valence. Whether this valence is constructed in the
mPFC with the help of vHPC input or is present in the vHPC
itself is unclear. A recent report demonstrates that mPFC-pro-
jecting vHPC neurons preferentially encode arm type in the
EPM, while very few have well-defined place fields (Ciocchi
et al., 2015). Evidence from human hippocampal imaging sug-
gests that the anterior hippocampus (the human homolog of
the vHPC) responds to negative valence (Gerdes et al.,
2010; Sterpenich et al., 2014). These findings suggest the pos-
sibility that vHPC inputs indeed convey valence information to
the mPFC. Where might the vHPC get information about
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valence? It could come from the BLA, given the demonstration
that optogenetic inhibition of BLA terminals within the vHPC
also disrupts anxiety-like avoidance behavior (Felix-Ortiz
et al., 2013).
Is theRole of vHPC-mPFC Input theSame in Learnedand
Innate Forms of Anxiety?
In addition to innate forms of anxiety, such as those tested in the
EPM, learned fear also engages the vHPC-mPFC circuit. In
learned fear paradigms, silencing the vHPC, similar to the
BLA, disrupts both the expression (during fear recall) and sup-
pression (during extinction recall) of fear (Maren and Holt,
2004; Sierra-Mercado et al., 2011). These reports suggest
that the role of the vHPC during learned fear may be more com-
plex than during innate anxiety. Similarly, the influence of vHPC
input on mPFC unit activity may differ with the behavioral para-
digm used. Silencing the vHPC during learned fear recall results
in increased mPFC single-unit responses to the conditioned
stimulus (Sotres-Bayon et al., 2012), suggesting an inhibitory
role for the vHPC projection. Here, inhibiting vHPC input re-
sulted in decreased neuronal activity within a neuron’s
preferred arm, suggesting an excitatory role (Figure 5). These
opposite results may be due to differences in experimental
methods—Sotres-Bayon et al. (2012) used muscimol in the
vHPC, which silences all projections, while here only those pro-
jections to the mPFC are inhibited. Alternatively, they may be
genuine, task-related differences between learned and innate
forms of anxiety.
At least for innate anxiety, as demonstrated here, it does
appear that the predominant effects of vHPC input are excitatory
Figure 6. Arm-Type Representations in a
Non-Aversive Environment
(A–C) Distribution of arm-type selective cells in the
standard EPM (A), a modified, non-aversive maze
(B), and 100 EPM scores generated from randomly
shuffled spikes from the standard EPM data (C).
Top, schematics of mazes, and percentage of
cells with EPM scores > 0 (‘‘arm-type selective,’’
orange). Bottom, full distribution of EPM scores for
each condition. The distributions in (A) and (B) are
significantly different from each other (standard
EPM, n = 64; non-aversive, n = 40; Kolmogorov-
Smirnov test p = 0.002). The distribution in (B) and
(C) are not significantly different from each other
(Kolmogorov-Smirnov test p = 0.63).
(D) Schematic of unilateral vHPC-mPFC inhibition
in the modified maze.
(E) Scatter plot of EPM scores for individual single
units with and without illumination in the neutral
maze.
(F) Mean EPM score of mPFC units with and
without unilateral inhibition of vHPC-mPFC (Arch
n = 40 units, sign rank *p < 0.05).
and, in particular, that this excitation
boosts firing rates specifically in each
neuron’s preferred arm. This data are
consistent with findings during a spatial
working memory task, which indicate
that inhibiting vHPC terminals eliminates the boost in firing that
occurs in mPFC neurons in their preferred goal locations (Spell-
man et al., 2015).
CONCLUSION
A long literature links theta-frequency synchrony between the
vHPC, mPFC, and BLA to both learned fear and innate anxiety
(Adhikari et al., 2011; Lesting et al., 2011; Likhtik et al., 2014;
Seidenbecher et al., 2003; Stujenske et al., 2014). Indeed,
directly manipulating theta-frequency oscillations within the
mPFC induces freezing, suggesting a causal relationship be-
tween theta and fear (Courtin et al., 2014). Here, inhibition of
the vHPC-to-mPFC pathway decreased avoidance behavior
and disrupted theta-frequency synchrony between the two
structures without affecting synchrony at other frequencies.
This specificity is consistent with the frequency-specific in-
creases in synchrony seen during anxiety (Lesting et al.,
2011; Likhtik et al., 2014; Seidenbecher et al., 2003; Stujenske
et al., 2014). Interestingly, inhibition of this same vHPC-to-
mPFC pathway during a working memory task had no effect
on theta-frequency synchrony (Spellman et al., 2015); instead,
low gamma (30–70 Hz) synchrony was specifically disrupted.
These contrasting findings demonstrate the surprising result
that a specific anatomical pathway can mediate synchrony at
different frequencies depending on behavioral state. They
further suggest the exciting proposition that disrupting theta-
frequency communication in this pathway could have anxiolytic
effects without impairing hippocampal-prefrontal-dependent
cognition.





A total of 68 adult male 129SvevTac mice (Taconic Farms) were used for the
vHPC experiments, and an additional 15 adult male C57Bl/6 mice (Jackson
Labs; RRID: IMSR_JAX:000664) were used for the MD thalamus experiments.
All mice were aged 8–12 weeks at the start of the experiments. All procedures
described were done in accordance with guidelines from and approved by the
IACUCs of both Columbia University and the New York State Psychiatric
Institute.
Surgical Procedures
For the vHPC experiments, mice were unilaterally or bilaterally infected (n =
29 and 23, unilateral and bilateral, respectively) with either AAV5 Cam-
KIIa-eArch3.0-eYFP or AAV5 CamKIIa–eYFP into the vHPC under isoflurane
anesthesia. 200 nl of 1012 vg/ml virus was pressure-injected through a
glass micropipette. In each hemisphere, six injections were done at !3.10
and at !3.30 AP levels for a total of 12 injections per hemisphere. At each
AP level, the six injection sites were 2.90, !4.0; ±2.90, !1.55; ±3.30,
!3.60; ±3.30 !1.7; ±3.70, !3.2; ±3.70, !2.5 (ML and DV, respectively). Co-
ordinates are in mm relative to Bregma (AP, ML) or brain surface (DV). All vi-
ruses were obtained from the University of North Carolina Vector core. Virus
was infused at a rate of 100 nl/min. Using this protocol we have recently
demonstrated that vHPC terminal inhibition in the mPFC decreases vHPC
stimulation-evoked firing rates by approximately 40% in vivo (Spellman
et al., 2015).
6–8 weeks after viral infection, electrodes and optical fibers were implanted
in a second surgery, also under isoflurane anesthesia. Stereo-optrodes were
implanted in the mPFC (AP !1.65 ML ±0.4 DV !1.25). Each stereo-optrode
was comprised of a 230 um optical fiber glued to a bundle of 14 tungsten
wire (13 mM diameter) stereotrodes placed 400–500 mm below the end of the
optical fiber. 75 mM diameter tungsten wire LFP electrodes were implanted
in the BLA (AP !1.80, ML ±3.16, DV !4.10) and the CA1 region of the vHPC
(AP!3.30, ML ±3.30, DV!3.60). A reference screw was implanted in the skull
over the frontal cortex and a ground screw in the skull over the cerebellum.
For the MD experiments, AAV5-hSyn-eArch3.0-eYFP or AAV5-hSyn-eYFP
was used. 200 nl volume of [1012 vg/ml] virus was injected into the MD of 15
mice (AP !1.2, ML ± 0.35, DV !3.2). Eleven mice were used to determine
the effects of bilateral MD-mPFC inhibition on avoidance behavior (Figure 1E).
Four mice were used to determine the effects of unilateral inhibition on arm
type representations in mPFC neurons (Figure 4G). Themice utilized in the uni-
lateral experiment underwent training and testing in a spatial working memory
task 4 weeks prior to the exposure to the EPM.
Behavior
5–7 days after electrode microdrive implantation, mice were food restricted to
80% of pre-operative weight and habituated to the opto/electrical tether in a
small dark wooden box (20 3 30 cm) as they foraged for food pellets. On
the fifth day of habituation, after 1 hr rest, mice were placed in the EPM under
300 lux illumination. Five mice were excluded from behavioral analysis for hav-
ing less than 3 s of exploration in the open arms throughout the duration of the
experiment. Behavior in the EPM was hand scored to ensure consistency of
analysis. A mouse was said to be inside an open or closed arm if all four
paws were inside the arm. Head dips were defined as the full head of mouse
coming out of open arm borders; this head-dipping behavior is quantified
and described in Rodgers and Johnson (1995). For the non-aversive maze
experiment (Figure 6), an EPM under "100 lux illumination was modified
such that all arms were closed. The walls of two arms were covered with
vertical stripes and blue squares while the walls of the other two arms
were covered with diagonal stripes and green triangles (58% ± 12% and
42% ± 12% time spent in each arm type, respectively; p = 0.40). To test sig-
nificance of behavioral changes, two-way repeated-measures ANOVAs with
post hoc, Bonferroni corrected t tests were used. The laser output was
controlled using Neuralynx Trial Control (Neuralynx) to deliver constant
532 nm light at 10 mW (measured at the tip of the optical fiber) every 2 min.
To test additional anxiety assays a cohort of 16 mice was injected with
AAV5 CamKIIa-eArch3.0-eYFP or AAV5 CamKIIa-eYFP and implanted with
bilateral optical fibers inmPFC (see Surgical Procedures for coordinates). After
7 to 8 weeks of viral expression, the mice were tested in the open field (25 cm
radius, 40 cm high) under 80 lux illumination for 8 min with the same laser
Figure 7. Behavioral and Physiological Evi-
dence of Decreased Anxiety during Bilat-
eral, but Not Unilateral, vHPC-mPFC
Inhibition
(A) Left, head dips during bilateral (green) versus
unilateral (blue) inhibition (n = 12 per group; two-
way rmANOVA, interaction of light and group,
F(2,24) = 8.74, p < 0.001; bilateral versus unilateral
inhibition, p < 0.01, post hoc Wilcoxon rank-sum).
Right, frequency of head dips (total head dips/time
in open arms) as a function of illumination (effect of
light in bilateral group, p = 0.03, Wilcoxon paired
test).
(B) Duration of open arm visits as a function of
illumination (effect of light in bilateral group, p =
0.0063, Wilcoxon paired test).
(C–H) Effect of bilateral (green, [C]–[E]) versus
unilateral (blue, [F]–[H]) terminal inhibition on fast
gamma power in the BLA and mPFC ([C] and [F])
(*n = 8, p = 0.04; **n = 10, p = 0.009; Wilcoxon
paired test), Granger causality (*n = 8, p = 0.039,
Wilcoxon one sample test) ([D] and [G]) and BLA
theta/gamma coupling ([E] and [H]). (*n = 8, p =
0.01, Wilcoxon paired test). See also Figures S6
and S7.
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protocol as the EPM. For the novelty-suppressed feeding test, animals
were food restricted for 24 hr and placed in a 40 3 60 cm brightly lit arena
(200–250 lux) with a food pellet placed on filter paper in the center of the arena.
The trial was terminated either when an animal began chewing or when 600 s
transpired, whichever occurred first. Immediately after terminating the trial, an-
imals were then placed in their home cage and the amount of food consumed
in 5 min was measured (home cage consumption), followed by an assessment
of post-restriction weight. The task was repeated twice on different days for
each mouse, counterbalanced for light stimulation (ON) or no stimulation
(OFF). Percentage body weight lost during food deprivation prior to the testing
was assessed to ensure both groups lost similar amounts of weight, and home
cage consumption immediately after testing was assessed as a relative mea-
sure of hunger (mg pellet consume/mouse weight). Neither variable was
affected by illumination in either eYFP or Arch animals.
Data Acquisition
Electrophysiological data were acquired using a Digital Lynx system (Neura-
lynx). LFPs were referenced to a screw located in the skull over the frontal cor-
tex/olfactory bulb, band-pass filtered (1–1,000 Hz), and acquired at 2 kHz. Unit
recordings were band-pass filtered at 600–6,000 Hz and acquired at 32 kHz;
spikes were detected by thresholding and sorted off-line. Initial automated
spike sorting was done based on peak, energy and principal component anal-
ysis, using Klustakwik (Ken Harris, UCL) instantiated in SpikeSort3D (Neura-
lynx); clusters were subsequently manually confirmed. Isolation distance and
L-ratio were computed as described in Schmitzer-Torbert et al. (2005). The
median Isolation distance for the single-unit clusters was 26, and the median
L-ratio was 0.08.
LFP Analysis
All data were analyzed using custom-written scripts in MATLAB (MathWorks).
Power correlations were computed as previously described (Adhikari et al.,
2010). Briefly, we determined power as a function of time using the multitaper
method, with window sizes customized for each frequency range. Window
sizes for the power correlation were 2.5, 1, and 0.125 s for theta (4–12 Hz),
beta (13–20 Hz), and gamma (30–70 Hz) frequencies, respectively. Pearson’s
correlation was then used to measure the association between power across
regions. To determine the strength of power correlations that would be ex-
pected by chance, we randomly shuffled the time windows in one brain region
2,000 times, calculating a Pearson’s correlation each time. From these random
distributions, we identified the 95% critical value for each frequency range;
these were remarkably consistent at r = 0.142 to 0.150 for each frequency,
averaging at 0.146 for theta, beta, slow, and fast gamma, and 0.147 for delta
ranges. For open versus closed arm power correlation analysis, only mice that
spent at least 3 s in each arm type during each light condition were included.
Coherence of mPFC and vHPC LFPs was estimated using the Welch
method (mscohere function in MATLAB) with the same parameters used
as for the power spectra. Fast gamma power was calculated for times the
animal was in the closed arms of the EPM. LFPs from times spent in the
closed arms of the EPMwere filtered for 70–120 Hz, and power was calculated
using a Hilbert transformation and normalized to fast gamma power
throughout the session. To quantify theta-gamma coupling, we computed
the mean resultant length (MRL) of fast gamma power as a function of
theta phase for times spent in the closed arms of the EPM. Theta phase and
gamma power were both calculated using the Hilbert transform. The
MRL was chosen because of the observed unimodal relationship of theta
phase-gamma amplitude coupling in gamma ranges and its higher statistical
power compared to the non-parametric modulation index (Tort et al., 2009).
Granger causality analysis was performed as described in Stujenske et al.
(2014) using arfit toolbox for Matlab. The strength of mPFC granger lead
was calculated as GCImPFC/ðBLA=GCImPFC/BLA +GCIBLA/mPFCÞ
for each animal, and the strength of BLA granger lead was calculated as
GCIBLA/ðmPFC=GCImPFC/BLA +GCIBLA/mPFCÞ.
Single-Unit Analysis
Only units with at least 100 spikes for each light condition were included. A
given unit was said to be significantly phase locked if the distribution of the
LFP phases where the spikes occurred was not uniform as assessedwith Ray-
leigh’s test for non-uniformity of circular data. Zero phase corresponds to the
peak of the signal. Phase locking strength was quantified using pairwise phase
consistency (PPC) (Vinck et al., 2010). To calculate the power envelope
and phase of ongoing theta and gamma oscillations, a band-pass filter for
4–12 Hz was used using a zero-phase-delay FIR filter with Hamming window
(filter0, provided by K. Harris and G. Buzsaki, New York University, USA), the
phase component was calculated by a Hilbert transform, and a corresponding
phase was assigned to each spike. Firing rate analysis was also conducted for
putative interneurons versus pyramidal neurons, separated as previously
described (Spellman et al., 2015).
The EPM score was calculated for each single-unit as previously described
in Adhikari et al. (2011) (EPM Score = (A # B)/(A + B); where A = 0.25,(jFL #
FUj + jFL # FDj + jFR # FUj + jFR # FDj) and B = 0.5,(jFL # FRj + jFU –
FDj). FL, FR, FU, and FD are the percentage difference from mean firing rate
in left, right, up and down arms, respectively). Only mice that explored each
of the four arms on both light conditions for at least 4 s were included in the
EPM score analyses. Firing rates for different compartments of the EPM was
calculated as total spikes in that compartment divided by the time mouse
spent in the compartment. To test the significance of phase-locking strength,
EPM score, and firing rate analyses, the non-parametric Wilcoxon sign rank or
rank-sum tests were used.
Statistics
To determine light effects on power correlations, cross-correlations, firing
rate, MRL, EPM score, PPC, and gamma power, Wilcoxon (sign rank)
paired tests were performed. The sign rank test does not assume normality
in the data and is meant for paired samples. To determine fold changes or
percentage changes in PPC and Granger lead strength, Wilcoxon one-sam-
ple tests were performed. To determine if the distributions of EPM scores
(Figure 6) were different from each other, Kolmogorov-Smirnov tests were
performed. Finally, to determine light effects on the behavioral results,
repeated-measures two-way ANOVAs were performed along with post
hoc Bonferroni corrected t tests. Sample sizes and p values are reported
in the figure legends.
Histology
Recording sites were histologically confirmed by visual examination of electro-
lytic lesions. Lesions were induced immediately before perfusions by passing
current through an electrode at each implanted site (50 mA, 20 s). Perfused and
fixed tissue was then sectioned and mounted with DAPI Fluoromount-G
mounting medium (Southern Biotech). Native fluorescence of Arch and eYFP
was imaged using an epifluorescence microscope.
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Gerdes, A.B.M., Wieser, M.J., Mühlberger, A., Weyers, P., Alpers, G.W.,
Plichta, M.M., Breuer, F., and Pauli, P. (2010). Brain Activations to Emotional
Pictures are Differentially Associated with Valence and Arousal Ratings.
Front. Hum. Neurosci. 4, 175.
Harris, A.Z., and Gordon, J.A. (2015). Long-range neural synchrony in
behavior. Annu. Rev. Neurosci. 38, 171–194.
Hoover, W.B., and Vertes, R.P. (2007). Anatomical analysis of afferent projec-
tions to the medial prefrontal cortex in the rat. Brain Struct. Funct. 212,
149–179.
Jinks, A.L., and McGregor, I.S. (1997). Modulation of anxiety-related behav-
iours following lesions of the prelimbic or infralimbic cortex in the rat. Brain
Res. 772, 181–190.
Kjelstrup, K.G., Tuvnes, F.A., Steffenach, H.-A., Murison, R., Moser, E.I., and
Moser, M.-B. (2002). Reduced fear expression after lesions of the ventral hip-
pocampus. Proc. Natl. Acad. Sci. USA 99, 10825–10830.
Lesting, J., Narayanan, R.T., Kluge, C., Sangha, S., Seidenbecher, T., and
Pape, H.-C. (2011). Patterns of coupled theta activity in amygdala-hippocam-
pal-prefrontal cortical circuits during fear extinction. PLoS ONE 6, e21714.
Lesting, J., Daldrup, T., Narayanan, V., Himpe, C., Seidenbecher, T., and Pape,
H.-C. (2013). Directional theta coherence in prefrontal cortical to amygdalo-
hippocampal pathways signals fear extinction. PLoS ONE 8, e77707.
Likhtik, E., Stujenske, J.M., Topiwala, M.A., Harris, A.Z., and Gordon, J.A.
(2014). Prefrontal entrainment of amygdala activity signals safety in learned
fear and innate anxiety. Nat. Neurosci. 17, 106–113.
Little, J.P., and Carter, A.G. (2012). Subcellular synaptic connectivity of layer
2 pyramidal neurons in the medial prefrontal cortex. J. Neurosci. 32, 12808–
12819.
Maren, S., and Holt, W.G. (2004). Hippocampus and Pavlovian fear condition-
ing in rats: muscimol infusions into the ventral, but not dorsal, hippocampus
impair the acquisition of conditional freezing to an auditory conditional stim-
ulus. Behav. Neurosci. 118, 97–110.
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Maternal immune activation leads to selective functional
deficits in offspring parvalbumin interneurons
S Canetta1, S Bolkan1, N Padilla-Coreano1, LJ Song2, R Sahn1, NL Harrison2,3, JA Gordon1,4, A Brown1,5,6 and C Kellendonk1,3,7
Abnormalities in prefrontal gamma aminobutyric acid (GABA)ergic transmission, particularly in fast-spiking interneurons that
express parvalbumin (PV), are hypothesized to contribute to the pathophysiology of multiple psychiatric disorders, including
schizophrenia, bipolar disorder, anxiety disorders and depression. While primarily histological abnormalities have been observed in
patients and in animal models of psychiatric disease, evidence for abnormalities in functional neurotransmission at the level of
specific interneuron populations has been lacking in animal models and is difficult to establish in human patients. Using an animal
model of a psychiatric disease risk factor, prenatal maternal immune activation (MIA), we found reduced functional GABAergic
transmission in the medial prefrontal cortex (mPFC) of adult MIA offspring. Decreased transmission was selective for interneurons
expressing PV, resulted from a decrease in release probability and was not observed in calretinin-expressing neurons. This deficit in
PV function in MIA offspring was associated with increased anxiety-like behavior and impairments in attentional set shifting, but did
not affect working memory. Furthermore, cell-type specific optogenetic inhibition of mPFC PV interneurons was sufficient to impair
attentional set shifting and enhance anxiety levels. Finally, we found that in vivo mPFC gamma oscillations, which are supported by
PV interneuron function, were linearly correlated with the degree of anxiety displayed in adult mice, and that this correlation was
disrupted in MIA offspring. These results demonstrate a selective functional vulnerability of PV interneurons to MIA, leading to
affective and cognitive symptoms that have high relevance for schizophrenia and other psychiatric disorders.
Molecular Psychiatry (2016) 21, 956–968; doi:10.1038/mp.2015.222; published online 2 February 2016
INTRODUCTION
Abnormalities in prefrontal cortical gamma aminobutyric acid
(GABA)ergic interneurons are hypothesized to be integral to the
pathophysiology of several psychiatric disorders, including schizo-
phrenia, bipolar disorder, anxiety disorder and depression.1–16 This
hypothesis is based on post-mortem histological findings and
in vivo imaging results. In schizophrenia, mRNA and protein
reductions in glutamate decarboxylase 67 (GAD67), an enzyme
responsible for the synthesis of GABA, have been consistently
identified in layer 3 of the prefrontal cortex (PFC).9–11,17–19
Alterations in other GABAergic markers have also been shown,
including the GABA transporter, vGAT1 and the GABA receptor
subunits, GABAAα1, α2 and δ.
17–21 Furthermore, in vivo brain
imaging studies have found alterations in prefrontal GABA levels
and GABAA receptor binding in schizophrenia.
13,22 While less well
studied, histological alterations in GABAergic markers as well as
reductions in prefrontal GABA and GABAA receptor binding have
also been reported in other psychiatric disorders, including bipolar
disorder, depression and anxiety disorder.1,2,4–8,14–16
GABAergic interneurons show a remarkable diversity of both
form and function, and a variety of populations can be
distinguished histologically based on their expression of molecular
markers.23–25 In schizophrenia, substantial interest has focused on
a population of interneurons that express the marker parvalbumin
(PV) because histological and protein expression abnormalities are
most frequently seen in this interneuron population.10,19,26,27
Similar reductions in PV have also been observed in bipolar
disorder and depression, while PV changes in anxiety disorder
remain unexplored.1,28,29 PV interneurons have generated high
interest as they are essential for the production of cortical
oscillations in the gamma frequency (30–80 Hz), a physiological
measure of brain function that is thought to support cognitive
processes including working memory and attentional set
shifting.30–37 In contrast, histological alterations have not been
seen in a separate population of interneurons that express the
molecular marker, calretinin (CR).10,17,19,38–40 Despite this extensive
evidence documenting abnormalities in the prefrontal GABAergic
system, and in particular in PV interneurons, it remains unclear
whether the histological and imaging alterations reflect functional
changes in prefrontal GABAergic transmission, and if so, which
populations of interneurons are affected.
Our ability to assess the function of prefrontal GABAergic
interneurons, particularly at the level of individual interneuron
subpopulations, is limited in humans. Moreover, in humans it is
nearly impossible to causally relate cell-type-specific dysfunction
to behavioral symptoms. Animal models of genetic or environ-
mental risk factors for psychiatric disorders provide a comple-
mentary approach to assay functional changes in specific types of
prefrontal cortical GABAergic interneurons, as well as their
relevance to behavior.
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Here, we have chosen to model an environmental exposure,
prenatal infection and subsequent maternal immune activation
(MIA), because substantial epidemiological evidence supports MIA
as a risk factor for the in utero offspring later developing
psychopathology. Associations between MIA and offspring risk
of schizophrenia and bipolar disorder have been found in
prospective birth cohort studies, including those that used
archived maternal serum samples during the pregnancy to
serologically validate infection status.41–43 Preliminary associa-
tions, based on retrospective data or ecological studies, have also
been reported between MIA and depression and anxiety
disorder.44,45 As MIA is a common exposure, findings from this
model will be relevant to a considerable proportion of people with
these illnesses.41 MIA can be modeled with high construct validity
in mice by infecting pregnant dams with live virus or by activating
the maternal immune system via injection of double-stranded
RNA (Poly IC).46 Importantly, histological abnormalities in GABAer-
gic markers in the mPFC have already been reported in adult MIA
offspring, although effects on functional GABAergic transmission
have never been assayed in vitro or in vivo at the level of specific
interneuron populations.47 We therefore used a murine MIA
model, in combination with electrophysiological studies, to
investigate whether prenatal MIA affects the functioning of
prefrontal GABAergic interneurons in adult offspring.
We found that pyramidal cells in layer 2/3 of the mPFC of adult
MIA offspring receive reduced GABAergic transmission. Using
optogenetic tools in combination with cell-type-specific gene
targeting, we found that functional inhibitory transmission
between PV interneurons and pyramidal cells was dramatically
reduced, whereas transmission from CR and somatostatin (SST)
containing interneurons was not altered.
Since cortical interneuron function has been implicated in
regulating cognitive processes, as well as affective behaviors, we
assessed MIA offspring in tasks addressing these behaviors. Adult
MIA offspring displayed deficits in attentional set shifting, but did
not reveal any impairment in two independent working memory
tasks. Additionally, we found that adult MIA offspring displayed
increased anxiety-like behavior. Intriguingly, optogenetic inhibi-
tion of prefrontal PV interneuron function was sufficient to
recapitulate both the deficit in attentional set shifting and the
increase in anxiety-like behavior seen in adult MIA offspring.
PV interneurons are essential for gamma oscillations,32,34 and
prefrontal gamma oscillations have been shown to support
attentional set shifting behavior,37 although a role in anxiety-
related behaviors has not been explored. Therefore, we measured
oscillatory activity within the PFC in mice performing an anxiety-
related task, the elevated plus maze (EPM). We found that cortical
gamma power was correlated with anxiety-like behavior in the
EPM and this relationship was disrupted in MIA offspring. Our
results indicate a selective vulnerability of the PV class of
inhibitory interneurons to MIA leading to impairments in set
shifting and enhanced anxiety levels via disruption of high-
frequency neuronal activity.
MATERIALS AND METHODS
A brief summary of experimental procedures is provided here with
additional details available in the Supplementary Information accompany-
ing this article. Additionally, Supplementary Table S1 provides an overview
of the number of animals used for the various experiments; for
comparisons of MIA and Saline offspring, the number of litters used to
generate the experimental mice is also included.
Animal husbandry
All animal procedures were approved by Columbia University’s Animal Care
and Use Committee. C57/bl6 (Jackson Labs, Bar Harbor, ME, USA; Stock
#000664) matings were used to produce offspring for miniature inhibitory
postsynaptic current (mIPSC) and spontaneous inhibitory postsynaptic
current (sIPSC) physiology, histology, animal behavior and cytokine analyses.
Parvalbumin Cre (PV-Cre; Jackson Stock #008069), calretinin Cre (CR-Cre;
Jackson Labs; Stock #010774) or somatostatin Cre (SST-Cre; Jackson Labs;
Stock #013044) males were bred with homozygous Floxed-Stop-
ChannelRhodopsin2-YFP (Jackson Labs; Stock #012569) females to produce
offspring that were used for optogenetic electophysiology experiments.
Adult (8- to 12-week-old) PV-Cre mice were used for viral injections (bilateral
injection of 0.4 μl of AAV5-DIO-ef1α-eArch3.0 or AAV5-DIO-hSYN-GFP; UNC
Vector Core, Chapel Hill, NC, USA) and implantation with optic fibers (0.22
numerical aperture (NA)) for in vivo optogenetic behavioral experiments.
Animals were allowed to recover for 5 weeks prior to behavioral testing.
Animals were fed ad libitum and reared under normal lighting conditions
(12/12 light/dark cycle), unless otherwise noted. Adult (P90-110) male and
female MIA and Saline offspring were used for electrophysiology experiments
(no effects of gender were seen); adult (4P90) male mice were used for
behavior and histology. A subset of adult male MIA and Saline offspring that
completed behavioral testing were subsequently used for in vivo local field
potential (LFP) recordings. An additional group of 12 adult male 129 SvEvTac
(Taconic, Rensselaer, NY, USA) mice were used for LFP recordings correlating
gamma and open arm time.
Drugs
Polyinosinic–polycytidylic acid (Poly IC; Sigma-Aldrich, St. Louis, MO, USA;
P9582) was prepared as a stock solution of 0.5 mg ml− 1 (calculated based
on the weight of Poly IC alone). Pregnant dams bearing embryos received
either an intravenous injection of 1 mg kg− 1 Poly IC or vehicle
(physiological Saline) solution on embryonic day 9 (e9). For electrophysiol-
ogy, 20 μM 6-cyano-7-nitroquinoxaline-2,3-dione disodium salt (CNQX;
Tocris Bioscience, Ellisville, MO, USA), 50 μM D-(− )-2-amino-5-phosphono-
pentanoic acid (Tocris Bioscience), 2 μM tetrodotoxin citrate (Tocris
Bioscience) and 20 μM (− )-bicuculline methiodide (Tocris Bioscience) were
added to the perfusate where noted.
Cytokine assay
Cytokines (interleukin-6 (IL-6) and tumor necrosis factor-α (TNFα)) were
measured using Milliplex MAP Mouse cytokine/chemokine assay (Invitro-
gen, Waltham, MA, USA) on a Luminex System (Luminex Corp, Austin, TX,
USA) from the serum collected from pregnant dams 3 h following
intravenous injection of Poly IC (1, 2.5 or 5 mg kg−1) or Saline on e9.
Electrophysiology
Whole-cell current and voltage clamp recordings were performed in layer
2/3 pyramidal cells and fast-spiking PV-expressing interneurons in
the prelimbic (PrL) region of the mPFC. Recordings were obtained with
a Multiclamp 700B amplifier (Molecular Devices, Sunnyvale, CA, USA) and
digitized using a Digidata 1440A acquisition system (Molecular Devices)
with Clampex 10 (Molecular Devices) and analyzed with pClamp 10
(Molecular Devices). Following decapitation, 300 μM slices containing mPFC
were incubated in artificial cerebral spinal fluid containing (in mM) 126
NaCl, 2.5 KCl, 2.0 MgCl2, 1.25 NaH2PO4, 2.0 CaCl2, 26.2 NaHCO3 and 10.0 D-
glucose, bubbled with oxygen, at 32˚ C for 30 min before being returned
to room temperature for at least 30 min prior to use. During recording,
slices were perfused in artificial cerebral spinal fluid (with drugs added as
detailed below) at a rate of 5 ml min− 1. Electrodes were pulled from
1.5 mM borosilicate-glass pipettes on a P-97 puller (Sutter Instruments,
Novato, CA, USA). Electrode resistance was typically 3–5 MΩ when filled
with internal solution consisting of (in mM): 130 K-gluconate, 5 NaCl, 10
HEPES, 0.5 EGTA, 2 MgATP and 0.3 NaGTP (pH 7.3, 280 mOsm).
mIPSC and sIPSC recordings. Pyramidal cells were visually identified based
on their shape and prominent apical dendrite at × 40 magnification under
infrared and diffusion interference contrast microscopy using an inverted
Olympus BX51W1 microscope (Olympus America, Center Valley, PA, USA)
coupled to a Hamamatsu C8484 camera (Hamamatsu, Middlesex, NJ, USA).
sIPSCs were recorded in voltage clamp at a holding potential of − 70 mV
using an intracellular solution containing (in mM): 136.5 KCl, 10 HEPES, 0.5
EGTA, 2.0 MgATP and 0.3 NaGTP (pH 7.3, 280 mOsm). Twenty micromolar
CNQX and 50 μM D-(− )-2-amino-5-phosphonopentanoic acid were added
to the bath to block glutamatergic currents. Sixty seconds of the current
recording were filtered with an eight-pole low-pass Bessel filter and sIPSCs
were detected using MiniAnalysis (Synaptosoft, Fort Lee, NJ, USA). Events
with an amplitude greater than five times the root mean square baseline
noise were included; all event data were averaged by cell. mIPSCs were
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recorded and analyzed as above but 2 μM tetrodotoxin citrate was added to
the bath during recording. Twenty micromolar bicuculline methiodide was
added to the bath to verify whether the m/sIPSCs were GABAA-mediated.
Optogenetic stimulation experiments. Pyramidal cells were visually identi-
fied based on their shape and prominent apical dendrite at x40
magnification under infrared and diffusion interference contrast micro-
scopy using an inverted Olympus BX51W1 microscope coupled to a
Hamamatsu C8484 camera. The recorded cell was placed in the center of
the field of view, held at −70 mV in voltage clamp and the response to a
current evoked by a 5-ms pulse of blue light (470 nm) applied by a light-
emitting diode (LED; CoolLED Olympus America) was recorded. The
intensity of the LED was set at 5% of maximum intensity. The current trace
was filtered with an eight-pole low-pass Bessel filter and the difference
between the baseline and the maximum light-evoked current response
was recorded. If the magnitude of the response was greater than two times
the root mean square noise, it was considered a significant response. For
presynaptic release probability experiments, four 5-ms pulses of the LED at
5% maximum intensity were applied at a frequency of 20 Hz and the
response to each of the pulses was analyzed as above.
In vivo optogenetic behavior
Lasers emitting green light (532 nm) at 10 mW were connected via
patchcords to a rotary joint that was then connected via patchcords
(200 μm, 0.22 NA) to the light fibers implanted in the animal’s head to
activate eArch3.0. Mice were randomized to receive light ON or OFF in a
counterbalanced fashion.
In vivo neurophysiology
A subset of adult male MIA and Saline offspring used for behavioral testing
were subsequently unilaterally implanted with a 75 -μm tungsten
electrode in the PrL region of the mPFC (AP +1.8, ML +0.3, DV − 1.8)
that was cemented directly to the skull during surgery and attached to a
16-channel electronic interface board (EIB-16; Neuralynx, Bozeman, MT,
USA). In vivo LFP recordings were performed while the animals were in the
EPM. Recordings were obtained via a unitary gain head-stage preamplifier
(HS-16; Neuralynx) attached to a fine wire cable. Field potential signals
from the mPFC were recorded against a screw implanted in the anterior
portion of the skull. LFPs were amplified, bandpass filtered (1–1000 Hz) and
acquired at 2000 Hz. LFP data were acquired with Lynx 8 programmable
amplifiers on a personal computer running Cheetah data acquisition
software (Neuralynx). The animal's position was obtained by overhead
video tracking (30 Hz) of a LED affixed to the head stage.
LFP data were imported into Matlab using custom-written software.
Gamma power was calculated using the Welch’s modified method of
spectral estimation (pwelch; Matlab MathWorks, Natick, MA, USA) using a
1 s sliding window of 90% overlap, using 4000 fast Fourier transformations.
Mean gamma was calculated for the canonical range of 30–80 Hz. Mean
gamma and open arm time was calculated for 10 min in the EPM for Saline
and MIA mice and 129 SvEvTac mice. Electrode locations were confirmed
to be within the PrL PFC based on location of electrolytic lesions.
Histology
Adult mice were perfused with phosphate-buffered saline followed by 4%
paraformaldehyde in phosphate-buffered saline and the brains were
post-fixed in 4% paraformaldehyde overnight. Brains were sectioned
serially at 50 μm on a vibratome (Leica, Buffalo Grove, IL, USA). The
following primary antibodies were used: Parvalbumin (PV; Sigma, P3088,
1:2000 or Abcam, Cambridge, MA, USA, ab13970, 1:1000), glutamate
decarboxylase 65 (GAD65; Millipore, Billerica, MA, USA, MAB351, 1:1000),
GAD67 (Millipore, MAB5406, 1:500), microtubule-associated protein (MAP2;
Abcam, ab5392, 1:5000), CR (Swant, Marly, Switzerland, 7699/3H, 1:2000),
SST (Millipore, mab354, 1:250), vasoactive intestinal peptide (VIP;
Immunostar, Hudson, WI, USA, 20077, 1:250) or green fluorescent protein
(GFP; Life Technologies, Norwalk, CT, USA, A10262, 1:1000). Alexa Fluor-
conjugated secondary antibodies (Invitrogen, 1:1000) were used for
secondary detection. Stereology was used to assess PV cell number in
the PrL region of adult MIA and Saline offspring using StereoInvestigator
software (MBF Biosciences, Williston, VT, USA). PV and GAD65 perisomatic
puncta as well as levels of GAD67 present in PV-expressing cells in the PrL
region of MIA and Saline offspring were estimated from analysis of x40
confocal images of sections stained for either PV and MAP2, GAD65 and
MAP2 or GAD67 and PV, using Image J software. During image acquisition
and quantification, the investigator was blind to the treatment.
Behavior
MIA and Saline offspring were compared on the EPM, open field,
attentional set shifting task, delayed alternation operant task and the
delayed non-match to sample t-maze. Optogenetic experiments were
performed in the EPM and attentional set shifting task. Neurophysiology
experiments were performed in the EPM.
Statistical analysis
Data were analyzed using Prism (GraphPad, La Jolla, CA, USA). For
comparison of two groups, two-tailed Student’s t-tests were used where
the data were normally distributed and Mann–Whitney tests were used
where the data were not normally distributed. We assessed the variance
between groups and if it was unequal, a statistical correction was applied.
For comparison of categorical data, a Fisher’s exact test was used. For
comparison of repeated measurements, 42 groups, or multiple variables,
one or two-way analysis of variance (ANOVA) was used if the data were
normally distributed and a Kruskill–Wallis test was used if it was not. Power
analyses were conducted to estimate sample sizes. In the text, data are
reported as the mean± standard error of the mean. Box and whisker plots
depict the median with a line, the first and the third quartiles with the ends
of the box and the maximum and minimum at the ends of the whiskers.
Bar graphs depict the mean± standard error of the mean.
RESULTS
Animal models of MIA differ in the dose of Poly IC delivered, the
route of administration and the time during pregnancy when the
drug is administered. We chose to deliver the drug on e9 of a
mouse pregnancy because this is analogous to the late first/early
second trimester period in a human pregnancy, which has been
identified as a window of increased vulnerability to the effects of
infection in the developing offspring in the human epidemiolo-
gical literature.41,48 Based on our dose–response assay of the
effects of intravenously administered 1, 2.5 and 5 mg kg− 1 of Poly
IC on maternal inflammatory cytokines 3 h following injection, as
well as on maternal and fetal outcomes, we selected 1 mg kg− 1 as
the optimal dose to robustly induce MIA in our animal facility
(Table 1, comparable to levels reported in the literature49) while
not grossly increasing maternal or fetal deaths (Table 2).
Table 1. Maternal serum cytokine response profile following injection of Poly IC or Saline
Saline 1 mg kg−1 Poly IC 2.5 mg kg − 1 Poly IC 5 mg kg− 1 Poly IC
IL-6 (pg ml− 1) 25± 6 20405± 4299 36430± 4066*** 155828± 51107***
TNFα (pg ml− 1) 16± 0 77± 43 151± 64 485± 187**
Levels of IL-6 and TNFα were analyzed from serum collected from pregnant mothers 3 h following an injection of 1, 2.5 or 5 mg kg− 1 Poly IC or Saline on
embryonic day 9. Poly IC dose-dependently increased maternal serum levels of both IL-6 and TNFα. Data shown are mean± standard error of the mean.
N-values for IL-6 experiment are Saline (7), 1 mg kg− 1 Poly IC (6), 2.5 mg kg− 1 Poly IC (7), 5 mg kg− 1 Poly IC (6). N-values for TNFα experiment are Saline (4),
1 mg kg− 1 Poly IC (3), 2.5 mg kg− 1 Poly IC (3), 5 mg kg− 1 Poly IC (3). Kruskill–Wallis test followed by Dunn’s multiple comparison test. **Po0.01; ***Po0.001.
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Prenatal MIA decreases inhibitory postsynaptic currents in mPFC
pyramidal cells in adult offspring
To examine whether prenatal MIA affects functional GABAergic
transmission in the mPFC of adult offspring, we performed whole-
cell patch clamp recordings of sIPSCs from pyramidal cells in slices
containing the PrL region of the mPFC. We found a reduction in
both the frequency (Figures 1a and b; Saline, 3.70 ± 0.84 Hz, n= 17
cells from seven animals; MIA, 1.56 ± 0.29 Hz, n= 18 cells from five
animals; Mann–Whitney test: Po0.05) and the amplitude
(Figures 1a and b; Saline, 66.02 ± 9.65 pA, n= 17 cells from seven
animals; MIA, 40.53 ± 3.42 pA, n= 18 cells from five animals; Mann–
Whitney test: Po0.01) of sIPSCs in pyramidal cells from MIA
offspring. To determine if this reduction in sIPSCs was the result of
pre- or postsynaptic alterations, we recorded mIPSCs in the
presence of tetrodotoxin (2 μM). Under these conditions, we found
that the frequency (Figures 1c and d; Saline, 1.08 ± 0.16 Hz, n= 15
cells from four animals; MIA, 0.64 ± 0.10 Hz, n= 15 cells from three
animals; t-test: Po0.05), but not the amplitude (Figures 1c and d;
Saline, 35.18 ± 2.70 pA, n= 15 cells from four animals; MIA,
33.96 ± 2.43 pA, n= 15 cells from three animals) of mIPSCs was
reduced in pyramidal cells from MIA offspring, suggesting
a presynaptic contribution to the loss of GABAergic transmission.
Prenatal MIA decreases GABAergic transmission between
PV-expressing interneurons and pyramidal cells in the mPFC of
adult offspring
Next, we sought to ascertain which interneuron population is
responsible for the deficits in functional GABAergic transmission in
MIA offspring. To measure functional GABAergic connectivity
between different populations of prefrontal interneurons and their
postsynaptic pyramidal cell targets, we selectively expressed the
light-sensitive cation channel, Channelrhodopsin2 (ChR2), fused to
YFP in PV, CR and SST-expressing prefrontal interneurons using
timed matings between floxed ChR2 females and PV-Cre, CR-Cre
or SST-Cre males. Pregnant females were injected on e9 with
either 1 mg kg− 1 of Poly IC or Saline, producing MIA and Saline
offspring on a PV-ChR2, CR-ChR2 or SST-ChR2 background.
We verified the selectivity of the PV-Cre mouse by performing
double immunohistochemistry for the ChR2-YFP fusion protein
and PV. Virtually all (97%) of ChR2-YFP positive neurons
co-expressed PV (Figure 2b and Supplementary Table S2).
Pyramidal cells were patched in slices containing the PrL mPFC,
held at − 70 mV while a 5-ms pulse of blue light (470 nm) was
applied to the field of view, and the resulting amplitude of the
inhibitory light-evoked postsynaptic current (le-IPSC) was used as
a proxy for PV–pyramidal cell functional connectivity. We
confirmed the observed le-IPSC was mediated by GABA, as it
was blocked by 20 μM bicuculline (Supplementary Figures S1A and
B). We found that the amplitude of le-IPSCs evoked by stimulation
of PV interneurons was significantly reduced in MIA offspring
(Figures 2c and d; Saline, 58.30 ± 6.71 pA, n= 26 cells from
9 animals; MIA, 21.99 ± 6.17 pA, n= 37 cells from 10 animals;
Mann–Whitney test: Po0.001). Under our recording conditions,
100% of the pyramidal cells patched from our Saline offspring had
a significant le-IPSC response (defined as a le-IPSC amplitude
42× the standard deviation of the baseline noise). However, only
63% of the pyramidal cells recorded from MIA offspring had
a significant le-IPSC (Figure 2e; Fisher’s exact test: Po0.001). This
loss of functional GABAergic transmission between PV and
pyramidal cells in MIA offspring was not due to a decreased
ability of ChR2 to activate PV interneurons in MIA offspring as
light-evoked spiking in PV-ChR2 cells was comparable in MIA and
Saline offspring (Figure 2f; Saline, 2.95 ± 0.21 spikes, n= 12 cells
from eight animals; MIA, 2.75 ± 0.12 spikes, n= 15 cells from eight
animals).
Prenatal MIA does not alter GABAergic transmission between CR
and SST-expressing interneurons and pyramidal cells in the mPFC
of adult offspring
To determine whether this change in functional connectivity was
selective for PV interneurons, we measured le-PSCs in MIA and
Saline offspring on a CR-ChR2 background. We first verified the
selectivity of the CR-ChR2 mouse by performing double immuno-
histochemistry for the ChR2-YFP fusion protein and CR. Virtually all
(92%) of ChR2 positive neurons co-expressed CR (Figure 2h and
Supplementary Table S3). Due to the possibility of overlap
between CR-ChR2-expressing neurons and SST or VIP expression,
we quantified the percentages of ChR2-expressing cells that
express either SST or VIP in CR-ChR2 mice. We found no
ChR2-expressing cells co-expressed SST although 36% of ChR2-
expressing cells also expressed VIP (Supplementary Table S3).
Using CR-ChR2 mice, the net le-PSC in pyramidal cells at a holding
potential of − 70 mV in response to 5 ms of blue light stimulation
of CR interneurons was surprisingly excitatory, rather than
inhibitory (Supplementary Figure S1C). This is likely due to
disinhibition of other interneuron populations. Disinhibitory
circuits have been described in PFC mediated by interneurons
that express VIP.50 These VIP interneurons primarily synapse onto
SST interneurons, and, to a lesser extent, PV interneurons,
resulting in a net disinhibition of pyramidal cells when VIP cells are
activated.50 While the local connectivity of CR interneurons has
not been studied, we have found abundant overlap between
somatic expression of CR-driven ChR2 and VIP, in keeping with the
results of prior studies.51,52 Thus, by stimulating CR interneurons
we may be activating the same disinhibitory circuit engaged by
activation of a subpopulation of VIP cells.
Although the net effect of activating CR interneurons is to
disinhibit pyramidal cells, it is possible to isolate inhibitory
connections made by CR interneurons onto pyramidal cells by
performing the CR stimulation experiments in the presence of
20 μM CNQX and 50 μM D-(− )-2-amino-5-phosphonopentanoic
acid at a holding potential of −50 mV, to maximize the driving
force on chloride. We confirmed that the observed le-IPSC under
these conditions was mediated by GABA by blocking it with 20 μM
bicuculline (Supplementary Figures S1D and E). Unlike the PV
interneurons, le-IPSCs from CR stimulation were equivalent in MIA
and Saline offspring (Figures 2i and j; Saline, 82.82 ± 11.18 pA,
n= 25 cells from six animals; MIA, 72.47 ± 10.33 pA, n= 22 cells
Table 2. Maternal and fetal outcomes following injection of Poly IC or Saline
Treatment Injected Maternal
deaths




Pups lost Average surviving pups/
litter
Saline 5 0 5 100 21 13 8 7 4
1 mg kg− 1 Poly IC 9 0 7 78 18 11 7 6 3
2.5 mg kg− 1 Poly IC 7 0 2 29 5 1 4 1 3
5 mg;kg− 1 Poly IC 8 4 0 0
Poly IC administered on embryonic day 9 dose-dependently increased maternal and fetal deaths.
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from four animals). In both MIA and Saline offspring, 100% of the
pyramidal cells tested displayed significant current responses
(Figure 2k). We also confirmed that light stimulation evoked a
comparable number of spikes in CR-ChR2 cells in MIA and Saline
offspring (Figure 2l; Saline, 1.90 ± 0.68 spikes, n= 5 cells from four
animals; MIA, 2.45 ± 0.47 spikes, n= 6 cells from two animals).
We also looked at light-evoked currents from SST cells, a third
population distinct from PV-ChR2 and CR-ChR2 positive neurons, in
a limited number of MIA and Saline offspring on an SST-ChR2
background. Similar to currents from PV-ChR2 cells, light-evoked
currents from SST-ChR2 cells were inhibitory at a holding potential
of − 70mV, although the size of the light-evoked current from
SST-ChR2 cells was smaller in amplitude. We did not detect
a difference in the amplitude of light-evoked currents from
SST-ChR2 cells between Saline and MIA offspring (Supplementary
Figures S2B and C; Saline, 22.03± 4.359 pA, n=7 cells from two
animals; MIA, 25.76 ±13.48 pA, n=10 cells from three animals). As
with PV and CR cells, light-evoked comparable levels of spiking in
SST cells in MIA and Saline offspring (Supplementary Figure S2E;
Saline, 2.67±0.67 spikes, n=3 cells from two animals; MIA, 2.0 ± 0.0
spikes, n=1 cell from one animal). Thus, GABAergic transmission
from PV, but not CR or SST, interneurons onto pyramidal cells in the
mPFC is selectively decreased in MIA offspring.
Prenatal MIA decreases release probability at PV interneuron–
pyramidal cell synapses in the mPFC of adult offspring
Decreases in functional transmission between PV interneurons
and pyramidal cells could result from anatomical or physiological
causes. To assess whether MIA offspring have less PrL mPFC PV
interneurons, we conducted stereological counts of PV cells in that
region from eight Saline and nine MIA offspring. We found no
reduction in the total number of PV cells in MIA offspring
(Supplementary Figure S3A; Saline, 1467 ± 122 cells, n= 8 animals;
MIA, 1362 ± 203 cells, n= 9 animals) or in their cell density
(Supplementary Figure S3B; Saline, 1.81 ± 0.09 cells/counting
frame, n= 8 animals; MIA, 1.73 ± 0.16 cells/counting frame, n= 9
animals). Similarly, when we quantified inputs from PV interneur-
ons to pyramidal cells by counting perisomatic puncta identified
with either PV or the presynaptically enriched GABAergic marker,
GAD65, we found no change in MIA offspring (Figure 3; PV
Punctal Number: Saline, 7.52 ± 1.78; MIA, 6.65 ± 1.40; PV Puntal Size
(μm2): Saline, 0.47 ± 0.03; MIA, 0.47 ± 0.05; PV Punctal Intensity
(AU): Saline, 853.2 ± 18.8; MIA, 826.5 ± 59.3; GAD65 Punctal
Number: Saline, 8.25 ± 0.99; MIA, 9.41 ± 1.11; GAD65 Punctal Size
(μm2): Saline, 0.42 ± 0.03; MIA, 0.43 ± 0.03; GAD65 Punctal Intensity
(AU): Saline, 1000.0 ± 8.4; MIA, 999.5 ± 15.5; n= 8 Saline animals
and 9 MIA animals). Cumulatively, these results suggest that the
loss of GABAergic transmission from PV interneurons in MIA
offspring is not the result of anatomical alterations in presynaptic
number.
Physiologically, a reduction in release probability at
PV–pyramidal cell synapses could result in decreased PV–
pyramidal cell functional connectivity. Therefore, we measured
release probability at PV–pyramidal cell synapses by recording the
le-IPSC amplitudes evoked by four 5-ms pulses of blue light
delivered at 20 Hz while holding pyramidal cells in the PrL mPFC
of MIA and Saline offspring on a PV-ChR2 background at a
membrane potential of − 70 mV. Although for this analysis we
only included cells where we were able to detect a significant
le-IPSC, we still found an overall reduction in the le-IPSC amplitude
in MIA offspring (Figure 3i; Stim 1: Saline, 72.93 ± 13.04 pA; MIA,
40.67 ± 15.80 pA; Stim 2: Saline, 28.18 ± 5.35 pA; MIA, 19.50 ± 7.18
pA; Stim 3: Saline, 19.16 ± 3.86 pA; MIA, 14.30 ± 5.02 pA;
Stim 4: Saline, 14.22 ± 2.11 pA; MIA, 8.19 ± 3.29 pA; n= 10 cells
from 4 Saline offspring and 7 cells from 3 MIA offspring; two-way
repeated measures ANOVA: effect of treatment, Po0.05). We
found that PV–pyramidal cell synapses in MIA offspring exhibited
reduced paired-pulse depression relative to synapses in Saline
offspring (Figure 3j; Stim 2 (% of Stim 1): Saline, 41.39 ± 5.75; MIA,































































Figure 1. Decreased sIPSC frequency and amplitude and mIPSC
frequency in mPFC pyramidal cells from adult MIA offspring. (a)
Example traces showing sIPSCs recorded using a KCl-based intracellular
solution in gap-free mode at a holding potential of −70 mV from
pyramidal cells from adult Saline or MIA offspring with 20 μM CNQX
and 50 μM AP5 in the bath. (b) The frequency and amplitude of sIPSCs
were decreased in MIA offspring. (c) Example traces showing mIPSCs
recorded using a KCl-based intracellular solution in gap-free mode at a
holding potential of −70 mV from pyramidal cells from adult Saline or
MIA offspring with 20 μM CNQX, 50 μM AP5 and 2 μM TTX in the bath.
(d) The frequency, but not the amplitude, of mIPSCs was decreased in
MIA offspring. *Po0.05, **Po0.01. Abbreviations: AP5, D-(− )-2-amino-
5-phosphonopentanoic acid, TTX, tetrodotoxin citrate.
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58.10 ± 16.44; Stim 4 (% of Stim 1): Saline, 22.41 ± 3.62; MIA,
37.05 ± 21.81; n= 10 cells from 4 Saline offspring and 7 cells from 3
MIA offspring; two-way repeated measures ANOVA: effect of
treatment, Po0.05), in line with decreased release probability.
Decreased release probability would result in a loss of functional
GABAergic transmission, and therefore potentially underlies the
PV functional phenotype in the MIA offspring.
One mechanism contributing to release probability is the
amount of presynaptic GABA available for release. The GABA-
synthesizing enzyme, GAD67, regulates the production of GABA,53
and a reduction of GAD67 in PV cells has been shown to decrease
both the frequency of spontaneous inhibitory currents in
pyramidal cells of the PFC54 as well as the strength of GABAergic
currents in pyramidal cells evoked by prefrontal electrical
stimulation.55 Furthermore, GAD67 expression has been repeat-
edly shown to be reduced in the PFC of post-mortem tissue from
patients with schizophrenia,9,11,56–60 especially in PV-containing
interneurons.10,27 Therefore, we measured GAD67 expression in
PV interneurons in the PrL mPFC in adult MIA and Saline offspring.
As GAD67 is expressed in both the cell soma as well as the
presynaptic terminals, we chose to measure GAD67 in the clearly
demarcated PV cell soma. We found a strong trend towards a
reduction in the intensity of GAD67 staining in PV interneurons in
adult MIA offspring (Figures 3k and l; GAD67 mean intensity (AU):
Saline, 704.6 ± 86.85, n= 7; MIA, 518.2 ± 37.32, n= 7; t-test,
P= 0.07), suggesting that physiological changes in GABA synthesis
may contribute to the deficit in GABAergic transmission from PV
cells in MIA offspring.
To assess whether alterations in intrinsic excitability of PV
interneurons contribute to this decrease in PV GABAergic transmis-
sion we measured active and passive membrane properties of PV
cells in adult MIA and Saline offspring (Supplementary Figure S4).
We found that the resting membrane potential, input resistance
and sag ratio of PV cells were unchanged in MIA mice, but that their
rheobase was decreased (Saline, 85.71± 7.68 pA, n=14; MIA,
59.44± 5.57, n=18; t-test, Po0.01) and their firing frequency as a
function of input current was increased (two-way ANOVA,
treatment by input current interaction, Po0.001), suggesting they
are more excitable. Rather than contributing to decreased
GABAergic transmission from PV cells, this change may reflect a
compensatory alteration in the cells to accommodate for their
decreased release probability (or vice versa).
Adult MIA offspring have intact spatial working memory but
impaired attentional set shifting and increased anxiety levels
Due to the hypothesized role of prefrontal PV interneuron
function in working memory, we investigated whether adult MIA
offspring show deficits in working memory tasks. We found that
adult MIA offspring do not show impairments in either the
delayed non-match to sample t-maze task (Figures 4a to c), or an
operant delayed alternation task (Figures 4d to g), both of which
probe working memory. In the delayed non-match to sample
t-maze, MIA and Saline offspring acquired the task equivalently,
reaching performance criterion of 70% accuracy on 3 consecutive
days within 7 days (Figure 4b; Saline, n= 8 animals; MIA, n= 9
animals). For all mice, performance decreased with increasing
intratrial delays, but MIA and Saline offspring performed
equivalently (Figure 4c). In the operant delayed alternation task,
we observed that MIA mice acquired the task faster than Saline
offspring (Figure 4e; two-way repeated measures ANOVA: trial day
by treatment interaction, Po0.05, Saline, n= 15 animals, MIA,
n= 18 animals). While accuracy for all mice decreased when the
intratrial delay was increased from 2 to 16 s, Saline and MIA
offspring performed equivalently at the 16 s delay (Figure 4f).
Similar to what was seen with initial task acquisition, MIA offspring





















































































































Figure 2. Decreased light-evoked PV GABAergic transmission onto
pyramidal cells in mPFC of adult MIA offspring. (a) Schematic
illustrating experiment in PV-ChR2 mice. (b) ChR2-YFP (green) is
expressed exclusively in PV interneurons (red; DAPI-labeled nuclei
are shown in blue). (c) Example traces showing inhibitory
postsynaptic currents (IPSCs) recorded in pyramidal cells from the
mPFC of adult Saline and MIA offspring evoked by 5 ms stimulation
with 470 nm blue light (blue bar) at a holding potential of −70 mV.
(d) The amplitude of the light-evoked IPSCs as well as (e) the percent
of pyramidal cells showing a significant light-evoked IPSC response
was significantly decreased in the MIA offspring. (f) The number of
spikes evoked by 5 ms of light stimulation of ChR2-expressing PV
cells in the mPFC of adult MIA offspring was unchanged. (g)
Schematic illustrating experiment in CR-ChR2 mice. (h) ChR2-YFP
(green) is expressed exclusively in CR interneurons (red; DAPI-
labeled nuclei are shown in blue). (i) Example traces showing
inhibitory postsynaptic currents (IPSCs) recorded in pyramidal cells
from the mPFC of adult Saline and MIA offspring evoked by 5 ms
stimulation with 470 nm blue light (blue bar) in the presence of
20 μM CNQX and 50 μM AP5 at a holding potential of − 50 mV. (j) The
amplitude of the light-evoked IPSCs as well as (k) the percent of
pyramidal cells showing a significant light-evoked IPSC response
was unchanged in the MIA offspring. (l) The number of spikes
evoked by 5 ms of light stimulation of ChR2-expressing CR cells in
the mPFC of adult MIA offspring was unchanged. ***Po0.001. Scale
bar= 20 μm (see also Supplementary Figures S1 and S2). Abbrevia-
tion: AP5, D-(− )-2-amino-5-phosphonopentanoic acid.
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reversed (Figure 4g; two-way repeated measures ANOVA: effect of
treatment, Po0.01).
Recent work has established a role for prefrontal GABAergic
interneurons in governing attentional set shifting, another
prefrontal-dependent cognitive task that is also impaired in
patients with schizophrenia.37,61 MIA and Saline mice reached
criterion in the initial acquisition (IA) portion of the task in a
comparable number of trials (Figure 4i; Saline, 16.63 ± 1.76 trials,
n= 8; MIA, 18.11 ± 2.29 trials, n= 9). However, in the set shifting
(SS) portion of the task the Saline mice reached criterion in a
significantly shorter number of trials than the MIA mice (Figure 4j;
Saline, 11.43 ± 0.72 trials, n= 7; MIA, 18.75 ± 2.34 trials, n= 8; t-test,
Po0.05; Note, 1 Saline and 1 MIA animal who completed the IA
portion of the task did not complete the SS portion because of a
loss of motivation to retrieve the rewards).
A role for prefrontal GABAergic interneurons in affective
behaviors has also been hypothesized.62 In keeping with this,
we found that adult MIA offspring showed enhanced anxiety-
related behavior (Figures 4k to m). Adult MIA offspring spend
significantly less time in the anxiogenic open arms relative to the
anxiolytic closed arms in the EPM. The open–closed arm time ratio
for all mice was normalized to the Saline average (normalized
open–closed arm time ratio; Figure 4l; Saline, 1.00 ± 0.52, n= 15
animals; MIA, 0.14 ± 0.02, n= 18 animals; Mann–Whitney: Po0.05)
in the EPM to facilitate comparison with the optogenetic
experiments where it was necessary to normalize to compare
results from 2 days of repeated maze testing (see below). The total
distance traveled by the mice was unchanged (Figure 4m; Saline,
5.70 ± 0.50 m; MIA, 6.31 ± 0.46 m).
We verified the anxiety-like phenotype in the MIA offspring by
using the open field task. MIA offspring spent significantly less
time and distance in the center of the open field relative to the
periphery as an indication of enhanced anxiety (Supplementary
Figure S5A for time; Saline, 0.16 ± 0.01, n= 15; MIA, 0.11 ± 0.01,
n= 18; t-test, Po0.01; Supplementary Figure S5B for distance;
Saline, 0.28 ± 0.02, n= 15; MIA, 0.21 ± 0.015, n= 18; t-test, Po0.01).
Optogenetically silencing prefrontal PV interneurons impairs
attentional set shifting and increases anxiety-related behaviors
To determine if impaired GABAergic transmission from prefrontal
PV interneurons is sufficient to impair attentional set shifting
and induce anxiety-related behaviors, we bilaterally injected































































































































































Figure 3. GAD65 and PV perisomatic puncta are not altered, but presynaptic release probability and GAD67 expression is decreased in PV cells
in the mPFC of adult MIA offspring. (a) Examples of PV/MAP2 staining of the mPFC of Saline and MIA offspring. (b) The number, (c) area and (d)
intensity of PV-expressing perisomatic puncta surrounding pyramidal cells in the mPFC are unaltered in adult MIA offspring. (e) Examples of
GAD65/MAP2 staining of the mPFC of Saline and MIA offspring. (f) The number, (g) area and (h) intensity of GAD65-expressing perisomatic
puncta surrounding pyramidal cells in the mPFC are also unchanged in adult MIA offspring. (i) Four 5 ms pulses of blue light were delivered at
20 Hz to slices of mPFC from adult MIA or Saline offspring expressing ChR2 in PV cells. The amplitudes of the postsynaptic currents evoked in
pyramidal cells by light stimulation were significantly smaller in MIA offspring. (j) The ratio of the amplitudes of the postsynaptic currents
evoked in pyramidal cells by the second, third and fourth stimulation with light compared with the first stimulation were significantly
increased in MIA offspring. (k) Examples of GAD67/PV staining of the mPFC of Saline and MIA offspring. (l) The mean intensity of GAD67
staining within PV cells exhibited a strong trend towards being decreased in MIA offspring. Scale bar= 20 μm. *Po0.05. #P= 0.07 (see also
Supplementary Figures S3 and S4).
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Figure 4. Adult MIA offspring are not impaired in tests of working memory but show impairments in attentional set shifting and increased
anxiety-related behaviors. (a) Diagram of the t-maze task. Each trial consisted of two runs. On the first run, mice are forced to either the left or
the right arm, where they obtain a food reward. After a predetermined delay, during the choice run, the mice are allowed to choose either
arm, but only selection of the opposite arm results in a food reward. (b) Adult MIA offspring learn the t-maze task comparably to Saline
offspring. (c) Adult MIA offspring perform comparably to Saline offspring as the working memory load is increased in the t-maze task. (d) Flow
chart of the delayed alternation task (see Supplementary Methods for details). (e) Adult MIA offspring acquire the delayed alternation task,
using a 2 s intratrial interval, more rapidly than Saline offspring (treatment by trial day interaction, *Po0.05). (f) Adult MIA offspring perform
comparably when the working memory load is increased by increasing the intratrial interval to 16 s in the delayed alternation task. (g) Adult
MIA offspring acquire the reversal rule faster than Saline offspring (**Po0.01, effect of treatment). (h) Diagram of the attentional set shifting
task. In the initial acquisition phase, mice must learn to associate an odor with the presence of a reward, irrespective of the bedding medium
that is present. Once the animal reaches criterion (8 of 10 consecutive correct trials), it proceeds to the set shifting portion of the task where
the animal must now learn that the bedding medium predicts the presence of a reward irrespective of the odor. (i) MIA and Saline offspring
acquire the task in an equivalent number of trials. (j) MIA offspring take significantly longer to reach criterion in the set shifting portion of the
task. (k) Representative paths taken by MIA and Saline offspring in the Elevated Plus Maze. (l) MIA offspring spend significantly less time in the
open arms of the EPM relative to the closed arms although (m) they travel an equivalent distance overall in the task (see also Supplementary
Figure S5).
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hyperpolarizing light-gated proton pump, eArch3.0, in a Cre-
dependent manner (AAV5-ef1α-DIO-eArch3.0; AP +1.8, ML ± 0.3,
DV − 1.8). We bilaterally implanted the mPFC with optical fibers
(AP +1.8, ML ± 0.3, DV − 1.2) and decreased mPFC PV interneuron
activity during behavior using green light stimulation. Control
mice were injected with a comparable GFP-expressing virus
(AAV5-hSYN-DIO-GFP). In the set shifting task, all mice performed
the IA portion with the light OFF. Directly following IA, half the
mice were randomized to have the light ON during the SS portion
of the task and half the mice to have the light OFF. On the next
day, the animals received IA followed by a second version of the
SS task counterbalanced for the light condition (Figure 5a). The
number of trials it took each animal to reach criterion for the SS
portion of the task was compared when they had the light ON
versus OFF. A comparison of the PV-GFP and PV-eArch3.0 mice in
the set shifting portion of the task under light ON and OFF
conditions using a two-way repeated measures ANOVA revealed a
significant effect of virus treatment (Figure 5b, PV-GFP OFF,
10.83 ± 0.75 trials, n= 6; PV-GFP ON, 11.67 ± 1.50 trials, n= 6;
PV-eArch3.0 OFF, 12.78 ± 1.50 trials, n= 9; PV-eArch3.0 ON,
18.22 ± 2.08 trials, n= 9; two-way repeated measures ANOVA,
effect of virus, Po0.05). A subsequent post hoc comparison
indicated that the PV-eArch3.0 ON group took significantly
longer to complete the task than the PV-eArch3.0 OFF group
(t-test, Po0.05).
We then tested the effects of inhibiting PV interneurons in the
EPM task. Animals were tested twice, on two separate days, once
with the light ON and once with it OFF, in a randomized,
counterbalanced fashion. Time in the open arms relative to the
closed arms was less for all animals on the second day of testing,
possibly due to habituation to novelty occurring upon repeated
maze exposure. Therefore, the open–closed arm time ratio for
each animal on a given day was normalized to the mean of the
GFP light-OFF group on that day to yield a normalized open–close
arm time ratio so that all animals could be analyzed under light
ON and OFF conditions. PV-eArch3.0 mice had a significantly
reduced normalized open–close arm time ratio in the EPM when
the light was ON relative to when it was OFF and this effect was
not seen in PV-GFP control mice (Figure 5d; PV-GFP OFF
1.00 ± 0.43, n= 10 animals; PV-GFP ON, 1.37 ± 0.52, n= 10 animals;
PV-eArch3.0 OFF, 0.92 ± 0.15, n= 17 animals; PV-eArch3.0 ON,
0.45 ± 0.09, n= 17 animals; two-way repeated measures ANOVA:
light by virus interaction Po0.05; paired t-test: PV-eArch3.0 Light
ON versus Light OFF, Po0.05). This effect was not due to an
overall change in movement as optogenetic suppression of PV
activity did not impact the total distance traveled (Figure 5e;
PV-GFP Light OFF, 4.35 ± 0.46 m, n= 10 animals; PV-GFP Light ON,
PV-eArch3.0 
OFF







































































































































































































Figure 5. mPFC PV interneuron dysfunction may mediate impaired
attentional set shifting and increased innate anxiety-like behavior in
adult MIA offspring. (a) Diagram of experimental set-up for the
attentional set shifting task. Mice were tested on two consecutive
days with the mice randomized to have the light ON during the set
shifting portion of the task on the first day or the second day. (b)
Mice expressing eArch3.0 in PV interneurons in the mPFC (PV-
eArch3.0) require significantly more trials to complete the set
shifting portion of the task when the light is ON then when it is OFF.
Light has no effect on the mice expressing GFP in PV interneurons in
the mPFC (PV-GFP) control group. (c) Representative traces of the
path taken by PV-eArch3.0 mice when the light is ON or OFF during
the EPM. (d) The ratio of the time spent in the open arms relative to
the closed arms (normalized to the GFP Light OFF average) is
decreased in the PV-eArch3.0 mice when the light is ON, relative to
when it is OFF, in the EPM. (e) Light has no effect on total distance
traveled in the EPM. (f) Mean gamma power (30–80 Hz) in the mPFC
of adult MIA offspring exploring the EPM is unchanged relative to
Saline offspring. (g) In adult Saline offspring, but not adult MIA
offspring, mean gamma power in the mPFC correlates with open
arm time in the EPM. *Po0.05 (see also Supplementary Figures S6
and S7). NS, not significant.
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4.23 ± 0.70 m, n= 10 animals; PV-eArch3.0 Light ON, 5.46 ± 0.40 m,
n= 17 animals; PV-eArch3.0 Light OFF, 5.74 ± 0.45 m, n= 17
animals) in the EPM.
Gamma power correlates with anxiety measures in control
mice and this correlation is disrupted in MIA offspring
As PV interneuron function has been causally linked to gamma
oscillations,32,34 we measured oscillatory activity in the mPFC
in mice performing the EPM test. We found that overall mean
gamma power (30–80 Hz) was not significantly reduced in
adult MIA offspring relative to Saline offspring in the EPM
(Figure 5f; Saline, 4.7× 10− 11 ± 0.6× 10− 11 V2/Hz, n= 5; MIA,
3.5× 10− 11 ± 0.6× 10− 11 V2/Hz, n= 8; t-test, P= 0.19). Strikingly,
there was a strong relationship between the power of gamma
oscillations and anxiety levels in the EPM in Saline mice
(Figure 5g). Higher gamma power was correlated with increased
open arm time in a linear fashion (Figure 5g; r2 = 0.84, Po0.05,
n= 5). We subsequently confirmed this correlation in a larger
independent data set of 129SvEvTac mice (Supplementary Figure
S6A; r2 = 0.53, Po0.01, n= 12). Gamma power was not different in
the open versus closed arms (Supplementary Figure S6B; mean
gamma in open, 1.73 ± 0.18× 10− 9 V2/Hz; mean gamma in closed,
1.77 ± 0.19× 10− 9 V2/Hz; n= 12), demonstrating that the correla-
tion is not simply a consequence of the difference in time spent in
the open arms. Notably, this correlation was disrupted in adult
MIA offspring (Figure 5g; r2 = 0.02, P= 0.71, n= 8). The correlation
in MIA offspring remained nonsignificant with an
r2 value lower than that of Saline mice, even following removal
of the MIA mouse whose data fell furthest from the best-fit line
(Supplementary Figure S7).
DISCUSSION
Histological studies of schizophrenia, bipolar disorder and depres-
sion have demonstrated abnormalities in interneurons that express
the marker PV, while a non-overlapping population that expresses
the marker CR does not appear affected.1,10,17,19,28,29,38–40,63 Despite
these changes at the protein and mRNA levels it is unclear whether
GABAergic transmission is altered in the PFC in these disorders, and
if so, whether the functional changes are restricted to particular
interneuron subpopulations.
Using optogenetics combined with slice electrophysiology, we
provide evidence that in an established risk factor model, the
MIA model, GABAergic transmission is reduced in the mPFC. This
reduction is due to a selective decrease in functional connectivity
between the PV class of interneurons and pyramidal cells, while
transmission from CR and SST interneurons to pyramidal neurons
remains unaffected.
These cell-type specific functional changes in GABA transmis-
sion from PV interneurons were observed in the absence of any
alterations in the number of PV-expressing cells or the number of
PV or GAD65-positive perisomatic synapses. This suggests that
these functional changes are not due to changes in PV cell
number or anatomical connectivity. In contrast with the lack of
anatomical changes, functional assessment of PV–pyramidal cell
synapses indicates that presynaptic release probability is reduced
in adult MIA offspring. Additionally, we observed a strong trend
for GAD67 levels to be reduced in PV interneurons in the mPFC of
adult MIA offspring. GAD67 regulates GABA production,53 and
microRNA mediated as well as genetic reduction of GAD67
expression in PV interneurons has been shown to decrease GABA
release.54,55 Decreased GAD67 levels may therefore provide a
mechanism to explain the reduction in functional GABAergic
connectivity and release probability we observed in PV cells in the
mPFC of adult MIA offspring. Moreover, this reduction in GAD67 in
PV interneurons is consistent with what has been observed in
histological studies of the PFC from patients with schizophrenia,
where expression of GAD67 has been repeatedly shown to be
reduced,9,11,56–60 especially in PV-containing interneurons.10,27
Cumulatively, our functional and histological studies in the MIA
model indicate that interneuron function can be compromised
under pathological conditions, in the absence of anatomical
alterations.
Previous work using a higher dose of Poly IC (5 versus
1 mg kg− 1) and looking at older animals (six versus three-month
old mice) found a decrease in histologically identified PV
interneurons in the mPFC in adult MIA offspring.47 The difference
between these results and ours may stem from the different doses
used or the age at which the brains were assessed. For example, it
is possible that impairments of PV functional transmission may be
at an earlier state in the disease process occurring before
alterations in PV manifest histologically. While we cannot rule
out the possibility that our histological methods were not sensitive
enough to detect subtle differences in PV synapse number, our
findings are consistent with those from the schizophrenia
post-mortem literature where the number of PV/GAD65 double-
labeled perisomatic puncta were unchanged in the PFC of
patients.64
Abnormalities in cortical PV interneurons have been extensively
discussed in the context of cognitive deficits in schizophrenia,
which include impairments in attentional set shifting and working
memory.3,61,65,66 Animal studies have demonstrated the role of PV
interneurons in generating gamma oscillations,30,32–34 which have
in turn been shown to be important for attentional set shifting in
mice37 and to correlate with working memory performance in
humans.36
We found that adult MIA offspring show a deficit in attentional
set shifting but not in another form of behavioral flexibility,
reversal learning, which was actually was enhanced. This finding is
consistent with findings by Cho et al.,37 who used optogenetic
tools to demonstrate the importance of medial prefrontal
GABAergic interneurons for attentional set shifting, but not for
reversal learning. Our optogenetic inhibition experiments
show that this holds true not only after pan-interneuronal
inhibition of mPFC interneurons but also after selective inhibition
of PV interneurons. We therefore conclude that the decrease in PV
GABAergic transmission observed in MIA offspring could be
causally involved in generating the attentional set shifting deficit.
Why reversal learning is enhanced in MIA offspring is currently
unclear. Reversal learning is typically associated with serotonergic
and dopaminergic signaling in the orbitofrontal cortex and
dopaminergic signaling in the striatum and alterations in these
systems in MIA mice may underlie the enhancement in reversal
learning.67–72
Despite the strong reduction in GABAergic transmission from PV
inhibitory interneurons in the PFC in MIA offspring, we did not
observe any impairment in two independent prefrontal-
dependent working memory tasks, the delayed non-match to
sample t-maze task and an operant delayed alternation task.69,73
Although surprising in light of the hypothesized relationship
between prefrontal PV interneurons and working memory,3 this
result is consistent with the findings from other groups
demonstrating that MIA in mid- (e12) or early- (e9) gestation is
not associated with later working memory impairments.47,74 In
contrast, MIA during late (e17) gestation has been found to impair
working memory.47,75–77 A dissociation between reduced PV
interneuron number and working memory impairments was also
found in one of the studies that utilized a higher dose of Poly IC
(5 mg kg− 1) than used here. Although this dose of Poly IC
produced histological deficits in mPFC PV interneurons in adult
MIA offspring when it was administered at e9 or e17, working
memory impairments were only seen at e17.47
Our in vivo LFP recordings did not reveal a significant change in
baseline gamma frequency oscillations (30–80 Hz) in the mPFC of
MIA offspring. As gamma frequency oscillations are known to be
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supported by PV interneuron function,32,34 this finding was
surprising. We may, however, not have detected changes in
baseline gamma power in MIA offspring because of homeostatic
compensatory changes in PV interneurons, such as the observed
increase in PV interneuron excitability. Although both attentional
set shifting and working memory are thought to depend on task-
induced gamma oscillations,3,37,78 so far this has only been shown
directly for attentional set shifting.37 Whether task-induced
gamma is altered during working memory or attentional set
shifting in MIA offspring will need to be addressed with future
experiments.
Alterations in prefrontal GABAergic transmission have also been
hypothesized to underlie affective symptoms, such as enhanced
anxiety.7,62,79,80 Indeed, benzodiazepines have been used as
adjunct therapy to treat anxiety in psychosis81 and recent
functional magnetic resonance imaging work suggests the PFC
of patients with schizophrenia is differentially activated by
benzodiazepine challenge during affective processing.62 While
healthy controls show decreased PFC activity compared with
baseline when administered benzodiazepines, patients with
schizophrenia exhibit a non-intuitive increase in PFC activity.62
Similarly, in depression, decreased prefrontal GABA correlated
with measures of anhedonia, and decreased GABA levels in the
cerebral spinal fluid were associated with increased severity of
anxiety, but not depressive, symptoms.7,79 Despite these intri-
guing clinical findings, relatively little preclinical work has
examined a relationship between prefrontal GABAergic circuits
and control of affective behaviors like anxiety.
We now provide several lines of evidence to suggest that
GABAergic transmission from prefrontal PV interneurons is
important for anxiety-like behavior. First, MIA offspring, who have
a deficit in prefrontal GABAergic transmission, show increased
anxiety-related behaviors. This finding is consistent with results
from other groups using MIA models, which have found increased
anxiety in adult MIA offspring.49,82–87 Second, optogenetically
silencing prefrontal PV interneurons increases anxiety-like beha-
vior. This result relates to a recent finding that this interneuron
population plays an important role in the regulation of fear
expression in cue-induced fear conditioning. Using an optogenetic
approach similar to our own, Courtin et al.88 demonstrated that
mPFC PV interneurons are required for normal fear extinction in a
fear conditioning paradigm. While learned fear and innate anxiety
are separate behavioral constructs, it is intriguing that both
findings suggest that mPFC PV interneuron activity serves to
suppress fear and anxiety. These results support a hypothesis
proposed by Taylor and Welsh (2014) that prefrontal GABAergic
abnormalities may be important for affective disturbances in
psychiatric disorders.7,62,79,80
In further support of a link between PV interneurons and
anxiety-related behaviors, we found that gamma oscillations—a
neurophysiological phenomenon that is known to depend on PV
interneuron function—are significantly correlated with anxiety-like
behavior as measured in the EPM in adult mice. In contrast, in MIA
offspring, the linear correlation between gamma and anxiety-like
behavior was disrupted. Our findings are interesting in the context
of other studies that showed impaired long-range neural
synchrony between hippocampus and mPFC in MIA
offspring,89,90 which may contribute to the anxiety and set
shifting phenotypes observed here.
At this point it is unclear how prenatal MIA leads to the
impairment in PV GABAergic transmission in adult MIA offspring.
The high metabolic demand that makes fast-spiking PV inter-
neurons particularly susceptible to oxidative stress may contribute
to this effect.91–93 Whether specific PV interneuron subtypes, such
as chandelier versus basket cells, are differentially functionally
altered in MIA offspring remains unknown, but is an intriguing
question given that these different cell types may have potentially
opposing functional effects on pyramidal cells.94,95 Future studies
could address this question using genetic tools that selectively
target chandelier neurons.96
In conclusion, this work provides evidence that the function of
PV interneurons is particularly vulnerable to MIA. MIA can lead to a
decreased release probability at PV interneuron–pyramidal cell
synapses, suggesting that a latent functional PV interneuron
deficit can be present even before the deficit manifests
histologically. Decreased PV to pyramidal neuron functional
connectivity is sufficient to cause deficits in attentional set shifting
and enhance anxiety-related behavior. We would suggest that this
vulnerability circuit may also be affected in human offspring of
mothers who were exposed to infections during pregnancy, with
consequences for cognitive and affective behaviors. In support of
this, schizophrenia patients with serological evidence of maternal
infection during pregnancy performed more poorly on a test of set
shifting behavior than those patients without evidence of
maternal infection.61 Our work suggests similar associations may
exist for anxiety-related behaviors, which should be investigated
in future epidemiological studies. Such deficits in specific
cognitive and affective symptoms in schizophrenia as well as
bipolar disorder may result from similar mechanisms as those
described here.
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