Abstract-Hidden Markov Model (HMM) is a technique highly capable of modelling the structure of an observation sequence. In this paper, HMM is used to provide the contextual information for detecting clinical signs present in diabetic retinopathy screen images. However, there is a need to determine a feature set that best represents the complexity of the data as well as determine an optimal HMM. This paper addresses these problems by automatically selecting the best feature set while evolving the structure and obtaining the parameters of a Hidden Markov Model. This novel algorithm not only selects the best feature set, but also identifies the topology of the HMM, the optimal number of states, as well as the initial transition probabilities.
INTRODUCTION
Diabetic Retinopathy (DR) is a complication of diabetes and if left untreated, vision loss is unavoidable. Micro aneurysms are one of the first visible signs of DR and it is known that quantities of this clinical sign can help diagnose the progression of the disease. Micro aneurysms are swelling of the capillaries that are caused by the weakening of the vessel walls due to high sugar levels in diabetes and eventually leak to produce exudates. In retina images, micro aneurysms appear as small reddish dots with similar intensity as haemorrhages and blood vessels. This particular sign is an important early indicator of the disease and can contribute to helping ophthalmologists identify effective treatment for the patient at an early stage.
The problem of scalable image recognition has long been a research issue. Accurate detection of micro aneurysms over large-scale data is a challenging task which have been the focus of many researchers for over the last decade [1, 2, 3, 4] . The main obstacles are due to the variability in the retina image caused by multiple factors such as degree of pigmentation of epithelium and choroid in the eye, size of pupil, illumination, disease, imaging settings (which can vary even with same equipment), patients' ethnic origin, and other variants.
Researchers have used standard image processing and classification techniques to deal with the ambiguity in detecting micro aneurysms (MA). Niemeijer et al. [2] and Sinthanayothin et al. [3] adopted image processing techniques to first extract useful features followed by recognition through a classifier. However, micro aneurysms are often mistaken as other similar visual content such as fine ends of the blood vessels or noise resulting in false positives. Hence, appropriate contextual constraints should be sought to minimize the ambiguity in the image analysis process. The question is which features should be used so as to capture the variation within the data set. When the scale of the application is large, (our ongoing project is currently dealing with overall 20,000 images with an ultimate goal of a consistent performance on millions of patients' images), it is more complex to determine suitable features that represent largely varied visual content. Adopting more features may cover variability but will be inevitably irrelevant or redundant for some situation apart from having high dimensional problems causing prediction errors. Thus, feature selection is seen as an important aspect of this research.
A Hidden Markov Model (HMM) is a statistical modelling approach and is highly capable of modelling the structure of an observation sequence. More importantly, they are capable of modelling the context dependent entities by allowing fine details to be learnt through the data by adjusting the transition probabilities and emission probabilities. While HMMs have been successful in many applications such as speech recognition [5, 6, 7] , DNA sequencing [8] and handwriting recognition [9] , very little research has been performed to statistically model and understand the high level context within images beyond pixel level. In speech recognition, HMMs can determine the statistical variations of utterance from occurrence to occurrence. Similar principle can be applied to understand the different context in which the feature appears within the image. In this work, HMM is to encapsulate the contextual information within the underlying sequential states to model the contextual information of features in diabetic retinopathy screening images.
In this paper, HMMs is used to model the context in which micro aneurysms appear. Traditionally, training a HMM can usually be carried out through the refinement of the HMM after each training. Such refinement includes changing the number of states, the initial distribution states and the transition probabilities before re-training the HMM. The most popular training algorithm for HMM is the Baum-Welch [10] algorithm; however, this algorithm is a hill climbing algorithm and heavily depends on the initiate estimates. While the use of HMM has proved to be generic in nature, there are a few issues surrounding the success of a HMM. Firstly, how to determine the topology of the HMM and secondly, what are the optimal model parameters for the model to best represent the observation. Lastly, the training of HMM is computationally intensive and there is no known method that can guarantee to obtain the most optimal model. Kwong et al. [11] and Bhuriyakorn et al. [12] have applied Genetic Algorithms to evolve the structure of the HMM for speech recognition. In similar work, Kyoung-Jae et al. [8] applied this technique to DNA recognition. However, in their research, only the optimal number of states and the structure of the HMM were obtained. No consideration was given to the transition probabilities of the HMM which are crucial during the re-estimating of the model in training process using Baum Welch algorithm, which heavily relies on good estimates. In other words, obtaining an optimal Hidden Markov Model requires a balance between a good topology and good initial parameters. Furthermore, most of these techniques use manually selected features. Automatic selection of features can potentially offer a better set of (combined) features which may not be easily observed manually but better suit the complex data. This is demonstrated in this work by a comparison between these two approaches.
Our previous work [13] has demonstrated the effectiveness of HMM in the detection of micro aneurysms as a contextual analysis model. This work is to further develop this method by integrating an automated feature selection process so as to enable the context model to maximise and generalise its understanding of the ground truth in the training data. We propose the use of Memetic algorithms to determine a suitable feature set whilst optimising the Hidden Markov Model. In Section 2, we give a brief description on the algorithm used. The technique used for optimising the HMM is presented in Section 3. Section 4 discuss the experimental results and we summarise our work in section 5.
II. HYBRID EVOLUTIONARY OPTIMISATION & HIDDEN MARKOV MODELS
Memetic algorithms are a class of hybrid searching algorithms that involves the integration of population-based approach and local improvement. Population based Genetic Algorithms have known to be slow in convergence because of their failure to exploit the information in the local regions. Memetic algorithms combine a population based global heuristic search strategy with a local refinement [14] . Such Memetic algorithms aim to achieve a balance between the exploration and the exploitation of the search space to maximise the search performance and have seen success in many areas.
The Memetic algorithm adopted in this research combines a population-based global heuristic search strategy to determine an optimum feature set for HMM as well as the structure of the HMM, and a Particle Swarm Optimization to obtain an optimised initial transition probability for a fully optimized HMM. The following sections provide details of this work.
A. Genetic Algorithms
Genetic algorithms (GA) are a type of evolutionary algorithms and are known for their explorative capabilities in problem spaces. GA is chosen as the mechanism used to evolve the feature sets and the structure of the HMM. At each generation of the GA, a new set of solutions is created by a process of selecting individuals according to their strengths (fitness) in the problem domain and genetically modifying them to produce offspring. This process leads to the generation of a new population of individuals that are better suited for the problem than the individuals that they are created from, eventually reaching an optimal solution.
B. Particle Swarm Optimisation
Particle Swarm Optimisation (PSO) is another evolutionary algorithm that differs from other population based optimisation techniques. Unlike GA that manipulates the individual, PSO relies on a one way sharing mechanism by using only the best particle to give out information as compared to GA that shares information among themselves. This is a parallel search algorithm that functions by propelling the individual solution (particle) through the search space with a velocity that is dynamically modified based on its own strength and the strength of other particles in the swarm. Hence, allowing PSO the capabilities to converge faster to an optimal solution [15] .
III. MEMETIC ALGORITHM TRAINING
In order to illustrate the use of evolutionary algorithms in this research, sub regions of particular diabetic retinopathy (DR) signs are represented using optimised Hidden Markov Models evolved through evolutionary computation. This integrated solution evidently not only automates the discovery of the appropriate feature set for DR signs, but also the HMM as well. The resulting model can also attain a better accuracy while avoiding over-fitting. Replace current transition probability with the new one endIf endFor endFor --end PSO --Performance Recombination to replace weaker solutions with fitter newly generated solutions --End GA HMM ----End GA for Feature SelectionendWhile In this research, the Memetic algorithms consists of two Genetic Algorithms and one PSO with one GA to determine the feature set and the other for evolving the structure of the HMM, while using PSO to optimize the Transition Probability Matrix. Figure 1 illustrates the pseudo code for this algorithm. Details of the key functions are further discussed in the next section. The GA will first perform the exhaustive search to determine the visual features for each solution. Each generated solution will then be passed to another GA which will evolve the structure of the HMM. PSO will be carried out on the fitter solutions to further optimise them. Ideally, when the termination criteria have been met, the final population would consist only of the best individuals which would be decoded as the optimised set of solutions.
A. Genetic Algorithm for Feature Selection and HMM structure
In this study, DR features such as micro aneurysms are modelled using HMM directly from the visual features rather than from classifiers. The candidate 33x33 pixels image region is divided into 9 smaller sub images as illustrated in Figure 2 . Image feature extraction is applied to each of these 11x11 smaller sub images and the selected features (as listed in Table  I ) are used as a sequence of observations for the HMM. Table I but represented by their index numbers in the chromosome, In a chromosome, there are also elements representing an ordered set of HMM state transition types as shown in Table II . The number of states as well as a transition probability matrix corresponding to the ordered set of state transition types are also included in the chromosome.
In HMM, there can be a few different kinds of transitions to be assigned to each state as listed in Table II . These transitions are randomly assigned to each state and encoded into the chromosome using its corresponding transition type code. Initial state transition probabilities are also randomly assigned between the initiating states and the transiting states. The training algorithm used is the Baum Welch (BW) algorithm. It performs the training by using the transition probabilities matrix as the parameters of the HMM. As the training procedure converges, it will adjust the parameters of the HMM accordingly so as to increase the probability of the model assigned to the training set. This is the reason why BW algorithm relies heavily on the initial transition probabilities.
1) Fitness Evaluation
In order to measure the generalisation capability of the HMM for recognising sub-images of micro aneurysm, a fitness evaluation mechanism to gauge the confidence level of each solution is used. The fitness evaluation throughout the whole evolution in this experiment is the same and is defined as the accuracy of the solution over an unseen image test data set, 2) Selection Selection is the phase used to determine which parents to choose for reproduction. Similarly, the selection algorithm used for selection parents is the same throughout this experiment and in this work, the Roulette Wheel Selection (RWS) is chosen as the selection algorithm. Each solution in the population will be assigned a probability of selection based on the fitness value it achieved. If solution k has a fitness value as in equation 1, the probability is calculated using:
where, n is the total number of solutions in the population. This procedure will normalise the fitness values and assign probabilities to each solution on the Roulette Wheel.
3) Crossover 1-point crossover is used throughout this experiment. The only difference for feature selection and HMM structure optimisation is the reference table used during the decoding stage to train the HMM. For example, if crossover is performed during feature selection, the corresponding codes in Table I will be used otherwise the content in Table II will be used. In either case, during crossover, if both parents have the same number of features/states, the creation of offspring is straightforward. However, if the two parents have different number of features/states, there must be a decision on how many features/states the offspring will have. For simplicity, it is assumed that the offspring shall have the average number of features/states between the two parents. To make up for the additional features/states, the offspring will adopt the additional features/states from the parent as illustrated in Figure 3 . 
4) Recombination
Recombination is the operation used to introduce the newly created solutions back into the population. For this experiment, new solutions with better fitness values simply gets introduced back into the population by replacing the weaker solutions.
B. Particle Swarm Optimisation -Local Search
As the Baum Welch algorithm is very sensitive to the initial model parameter, there is a need to obtain a balance between a good topology and good initial model parameters. PSO is applied on each solution passed from the GA algorithm in the previous stage to obtain better solutions. PSO is used to search for a parameter that alters the transition probability matrix for a better HMM. The global search for such parameter can be defined by: p 2 , …, p n ) and the velocity, v i = (v 1 , v 2 , .., v n ) of the particles, where the positions of the particles are calculated using: (4) where x i is the current position of the particle i and v i is defined as the velocity of particle i as represented using : (5) with g best being the global best position of the swarm and p best as the particle's best location it has encountered. While r 1 and r 2 are random variables generated between 0 and 1 for each particle.
In this algorithm, each individual particle, p, has a current position in search space x i , a velocity, v i , and a personal best position in search space defined as p best . Depending on the optimising function, the personal best position corresponds to the position in search space where particle p i had the best value as determined by the objective function. As we are looking at finding the maximum accuracy; the best value is again determined by the highest attained accuracy as in equation (1) . In addition, the position yielding the highest value amongst all the personal best is called the global best position.
At the end of the operation after 30 iterations, the new transition matrix generated by g best is returned to the chromosome in the GA operation where it overwrites its previous transition matrix. This hybrid procedure will ensure that for every structure of the HMM evolved by the GA, there is an optimised transition probability matrix with an optimal feature set.
IV. EXPERIMENTAL RESULTS

A. Data Set
All the sub images used in this experiment are of size 33 by 33 pixels. These training samples used to train the Hidden Markov Models are obtained from 300 retina images with micro aneurysms in them; all of which were obtained from various sources.
B. Training Samples
1614 background (BG), 1894 micro aneurysms (MA) and 1421 blood vessel (BV) sub images were used to train the model. In order to test the accuracy of the models, another 1000 sub image from each category were used as a test set.
C. Manually Drawn HMM
The manually drawn model consisted of a simple left to right model. According to a paper by Bakis [16] , the author concluded that the number of states for the model should be equal to the number of states in the sequences. For this experiment, since the feature set is made out of one 33 by 33 pixel sub image divided into 9 smaller sub images, the feature set used is considered to have 9 sequences. Hence, to test the condition set forth by Bakis [16] , the models drawn consist of 7, 8 and 9 states. Since, post analysis involves determining the sub image into the three categories, three different HMM were developed representing micro aneurysms (MA), blood vessels (BV) and the background (BG) category.
The performance of the HMM in this particular experiment is dictated by the accuracy over a test set obtained after the last re-estimation procedure determined by the Baum Welch algorithm. Naturally, to determine which models to use, the trained models with the highest accuracy is used. Table III illustrates the performance of the HMM used to model background, micro aneurysms and blood vessels. All the manually designed models with 9 states out performed its counter parts in terms of the accuracy achieved. This emphasizes that the number of states chosen should indeed be identical to the number of states in the observation sequences [16] . In the next section, this hypothesis is further tested with the various Memetic algorithms that were used to evolve the HMM.
D. Memetic HMM (M-HMM)
The Memetic Algorithm was run according to the parameters set in Table IV . In this experiment, due to the expensive executive times, we used relatively limited number of solutions and generations throughout this algorithm. We expect that if more numbers of solutions and generations were used, a better solution should be obtained. Also, usually the performance of the model is gauged through the Average Maximum Likelihood (AML), the higher the AML, the better the model. However, analysis from our previous work [13] shows that this is not necessarily true. This is the reason why the accuracy was used as the fitness evaluation rather than the average maximum likelihood. We also believe that by avoiding continuous training to obtain a better average maximum likelihood, over-fitting can be circumvented. The results in Table V illustrate the solutions at the different generations of the algorithm. Due to space constrain, the results are only shown at intervals of 5 generations. Table  V shows the solutions were increasing steadily through the evolution. This demonstrates that the algorithm used was capable of dynamically selecting the features and optimising the HMM based on the data it was presented with. At the end of the evolution, the best solution converged onto 3 features, which were decoded as the Discrete Cosine Transform, Uniformity and the Entropy of the sub image. We further analyse the results at stage 2 of the algorithm which was the evolution of the HMM structure. At generation 10, Table VI Through analysis of the results in Table VI, by the end of  the 10 th evolution, all but one of the solutions converged onto 9 states which was similar to a manually drawn HMM. This demonstrates that the algorithm is capable of determining the optimal number of states and structure of the HMM. At the end of the generation, this takes us to stage 3 where the best solution is sent to the PSO for Transition Probability Matrix optimisation. Since solution 4 (highlighted in Table VI) from the previous GA HMM evolution obtained the best results, it is used to illustrate the evolution of the Transition Probability Matrix in Table VII.   TABLE VII. THE ACCURACY DURING TRANSITION PROBABILITY MATRIX OPTIMISATION Similarly, by the 12 generation, the solution was further enhanced by optimising the Transition Probability Matrix of the HMM structure. The illustrated results suggests that by using this technique, the parameters for each solution are adaptive over the evolutionary process at each stage of the algorithm allowing for the determination of the feature set; the optimised structure of the HMM and its parameters. It also suggests that this technique reduces the risk of over-fitting the training data since the fitness evaluation is the accuracy rather than continuous training for the highest average maximum likelihood that may eventually cause over-fitting.
E. Memetic HMM (No Feature Selection)
We compare the results obtained with our previous work [14] , a Memetic HMM but without any form of feature selection (M-HMM-NF). The mechanism for this algorithm is similar to the work presented here with the exception of the feature selection module. The feature selected for this particular experiment uses the Discrete Cosine Transform. The experiment was re-run using the same training samples presented earlier.
Comparing M-HMM, M-HMM-NF and the manually drawn HMM in Table VIII, both the evolved HMMs obtained a better accuracy as compared to the manually drawn approach. However, through the automatic determination of the features, the M-HMM obtained better overall accuracy over the M-HMM-NF. The performance listed in Table VI, indicates that the optimal number of states obtained by the M-HMM is also identical to a manually trained HMM with 9 states. Naturally, for each model, the model with the highest accuracy was used.
Although the best solution gave an overall accuracy of only 81.5%, the method presented is highly capable of ensuring a fully optimised HMM. This HMM was developed as part of a micro aneurysms detector that includes a multiple classifier module. Its purpose was to provide post analysis to filter out the false positives (i.e non MA regions detected erroneously as MA) from the classification module. Figure 4 illustrates the detector's ability to detect micro aneurysms (labelled in black boxes). A novel method using Hidden Markov Models to model the context in which micro aneurysms appear was presented in this paper. The M-HMM was designed to separate the evolution of three different entities: the feature set, the HMM structure and the transition probability matrix for the HMM. Its goal was to determine whether it was possible to automatically determine the feature set based on ground truths while evolving the structure of the HMM as well as its transition probability matrix. Using this method, the HMM is able to filter out false positives caused by background noise during pre-processing and fine ends of the blood vessels.
A comparison was made between the two evolved HMM using Memetic Algorithms and the manually drawn HMM that was designed. Our results show that the evolved HMM converged to the same number of states as a manually designed HMM. Furthermore, both the evolved HMM produced better results as well, with the M-HMM performing better than the evolved model with no feature selection. Through analysis of the results at different stages of the evolution, it can be seen that the accuracy improved steadily through the various stages. The hybrid algorithm used to evolve the HMM also proved that contextual information could work together through an evolutionary process for feature selection. Using this technique, the evolved HMM obtained an overall accuracy of 81.5% with an individual accuracy of 83.18%, 77.2% and 83.07% for MA, BV and BV models respectively, outperforming both the M-HMM-NF and the manually designed HMM.
While the overall accuracy is only 81.5%, the HMM is part of a micro aneurysms detector which is integrated into a larger system. The goal of the system is to separate normal and abnormal DR screening images by obtaining information from multiple processors and dynamically fusing the information at the last stage for final image interpretation. Currently, we are testing the integrated system on diverse populations with each population over 10,000 images.
