We investigate the community structure of physics subfields in the citation network of all Physical Review publications between 1893 and August 2007. We focus on well-cited publications (those receiving more than 100 citations), and apply modularity maximization to uncover major communities that correspond to clearly-identifiable subfields of physics. While most of the links between communities connect those with obvious intellectual overlap, there sometimes exist unexpected connections between disparate fields due to the development of a widely-applicable theoretical technique or by cross fertilization between theory and experiment. We also examine communities decade by decade and also uncover a small number of significant links between communities that are widely separated in time.
I. INTRODUCTION
In this work, we study the community structure of citations within the Physical Review (PR) family of journals from its inception in 1893 until August 2007. The journal consisted of just the Physical Review through 1969 and then split into 4 branches in 1970: Physical Review A (PRA): atomic, molecular, optical physics; Physical Review B (PRB): solid-state, condensed-matter physics; Physical Review C (PRC) nuclear physics; Physical Review D (PRD): particle physics. In 1990, there was yet another split of Physical Review E (PRE): statistical physics from PRA. The journal also includes a letters section, Physical Review Letters (PRL), that was introduced in 1958, a review section, Reviews of Modern Physics (RMP), that was introduced in 1929, and two recent special topics journals. For PR publications, we ask: can articles be naturally grouped into distinct subfields, with a high density of citations among papers within a given subfield and sparser citations across subfields? By the very nature of physics research and also as revealed by the data, this partitioning into subfields is self-evident. While anecdotal information exists about the identity and evolution of some of the more prominent subfields of physics [1] , here we determine their quantitative properties, such as their size, time history, and citation impact. A related work recently studied the evolution of scientific fields through the PACS (Physics and Astronomy Classification Scheme) numbers of each article [2] .
There are a variety of compelling reasons for studying the community structure in complex networks. In social networks, the partitioning of acquaintances into communities represents a basic fact about human interactions [3] . In metabolic networks, community structure may help identify basic reaction modules [4] . In the web, community structure reveals connections to web pages on related topics [5] . For the citation network, its underlying community structure may help us understand both the obvious and the more subtle interrelations between subfields, as well as the growth and the ebb of subfields.
To identify communities within networks, a variety of methods have been developed, such as the Kernighan-Lin algorithm [6] , spectral partitioning [7, 8] , and hierarchical clustering [3, 9] . While these methods sometimes work reasonably well, they can fail to identify communities when applied to networks that lie outside of the domain of their immediate application [10] . More recent work has led to the formulation of new and powerful methods to detect communities in complex networks, both with undirected [2, [11] [12] [13] [14] [15] and directed [15] links. A systematic review of these developments is given in [13] . One particularly useful approach exploits the concept of modularity [16] . Compared to the earlier community detection methods, the use of this metric to identify communities requires no extra knowledge beyond the network structure itself, involves no subjective judgments, and can be applied to any type of network.
In the next section, we outline the modularity maximization approach that we use to resolve community structure. We test the robustness of this method by using an alternative bottom-up network community partitioning algorithm [17] . We also check the significance of our results by applying community detection to a randomized version of the citation network. In Sec. III, we apply this algorithm to the Physical Review citation network to resolve its major communities and the connections between them. In Sec. IV, we study the structure of individual communities. In Sec. V, we partition PR publications into eight decadal sets by year of publication: 1927-1936, 1937-1946, . . ., 1997-2006 to study the time evolution of physics fields. Finally, we summarize in Sec. VI
II. COMMUNITY DETECTION BY MODULARITY MAXIMIZATION
For detecting communities within networks, we want to determine sets of vertices that are more strongly connected to each other but less connected to the rest of the network. For this purpose, we use the modularity Q [23] , that is defined by
Here A i,j is the ij th element of the adjacency matrix (A i,j = 1 if a link exists between i and j and (A i,j = 0 otherwise), L is the total number of network links, k i is the degree of node i, and δ(i, j) equals 1 if i and j belong to the same group, and equals 0 otherwise. The modularity Q gives the difference between the number of links between groups in the actual network and the expected number of links between these same groups in an equivalent random network with the same link density. A modularity Q = 0 corresponds to a random network, in which two nodes are connected with probability that is proportional to their respective degrees. Empirical data indicates that a modularity value Q 0.3 is indicative of true community structure [24, 25] , and the largest modularity that has been observed in real-world examples is 0.7 [16] . Thus we use modularity maximization as the criterion to divide a network into communities.
For large networks it is computationally impractical to maximize the modularity over all possible partitions of the network and one must resort to approximate methods [26] . Here we apply the eigenvector approach of Newman [16] . Suppose that the network contains N nodes and L links. We first focus on dividing the network into two communities, and then generalize to an arbitrary number of groups. Denote the two communities as 1 and 2, and let s i = 1 if node i belongs to group 1 and s i = −1 if i belongs to 2. Eq. (1) can be rewritten as
In going to the second line, we use i,j A i,j = 2L, so that i,j A i,j − kikj 2L = 0. In the last line of Eq. (2), s is the vector whose elements are the s i , and B is the symmetric modularity matrix with elements
The sum of each row and column of B equals zero, so that (1, 1, 1, . . . , 1) is necessarily an eigenvector of this matrix with zero eigenvalue. Let u i be the complete orthonormal set of eigenvectors of B. We can then write s = i a i u i , with a i = u T i · s, so that the modularity becomes
Here β i is the (ordered) eigenvalue of B that corresponds to the eigenvector u i ,with β 1 ≥ β 2 ≥ . . . ≥ β n . To maximize the modularity, Eq. (3) suggests that we choose s to be parallel to u 1 . For the citation network, we need to extend the above approach to directed networks, in which all links are directed by virtue of publications being able to cite in the past. For this purpose, we use a generalization, also developed by Newman [27] , in which the modularity is now given by
where the elements of the directed modularity matrix B (d) are:
We thus maximize the modularity in Eq. (3) using the eigenvalues and eigenvectors of the directed modularity matrix.
Since the value of each s i can only be 1 or −1 by definition, s cannot be parallel to u 1 except for special conditions. A natural alternative is to choose the sign of s i according to the sign of its corresponding element in u 1 . For example, if the elements n 1 , n 2 , . . . , n j of u 1 are negative while all rest are positive, we choose s n1 = s n2 = . . . s nj = −1 and all other s i equal to +1. This partitioning then also determines the sizes of the two groups. As long as the largest eigenvalue is positive, there is a meaningful division of the network into subgroups. However, when the largest eigenvalue is zero, which corresponds to the eigenvector (1, 1, 1 Repeat steps 1-4 until Q reaches its maximum (or equivalently, all subgroups are as indivisible).
To check the robustness of the results, we also apply a bottom-up algorithm that was recently introduced by Blondel et al. [17] . Here each network node is initially assigned to a distinct community. Then, for each node i, the gain/loss of the modularity is calculated after assigning i to be in the community of one of its neighbors. Node i is then assigned to the community that maximizes the increase of the modularity. If there is no increase, then node i remains in its original community. A single pass through all network nodes defines the first stage of joinings. This joining step is iterated for each community in the network and continues, stage by stage, until a maximal modularity is achieved. This algorithm is computationally more efficient than the previous top-down approach, but has the disadvantage of requiring considerably more computer memory. Both algorithms successfully detect the same communities on simple artificial networks, such as a collection of complete graphs that are each weakly connected to each other. We also compared the results of the two algorithms when applied to the PR citation data. We find that approximately 87.4% of the nodes are assigned to same community by both algorithms. This result gives a sense of the resolution with which we can define communities.
III. COMMUNITIES IN THE PHYSICAL REVIEW CITATION NETWORK
Our PR citation network consists of 433,452 articles published between 1893 through August 2007 with at least one citation (the nodes) and 4,370,203 total citations among these publications (the links). To keep the scope manageable we restrict ourselves to well-cited PR publications, defined as those with more than 100 citations. This restriction reduces the network to N = 2, 920 publications and L = 11, 749 citations. All citations to publications outside this highly-cited set and citations from "external" PR publications to this highly-cited set are excluded. The mean degree for this subnetwork is 2L/N ≈ 8.05. This small value -smaller than the mean degree for the entire networkstems from most of the citations to highly-cited publications coming from articles outside this group. We also exclude RMP from the dataset because this journal is devoted to review articles and the citation pattern from such articles is quite different from other branches of PR. Generally, RMP papers contain many more citations and a much broader range of citations that all other PR publications. The effect of RMP articles is therefore to enhance citations between papers in disparate fields. For this reason, we exclude RMP when analyzing the community structure of citations. As modularity maximization is applied, the highly-cited (as defined above) PR citation network divides into subgroups and the process stops when the modularity no longer increases when additional division attempts are made.
The evolution of the initial citation network during these first few steps is illustrated in Fig. 1 . After the network has been divided once, it is, in principle, arbitrary which subnetwork to divide next. We always divide the subnetwork that leads to the largest increase in the overall modularity. At the end of the modularity maximization procedure, there are 274 distinct communities, and the network modularity is Q = 0.543 (Q = 0.514 if RMP papers are included). For these 274 communities, the largest has 191 members (publications) and the smallest has only a single member. The 10 largest communities (listed in Table I ) contain 1369 publications and comprise 46.9% of the highly-cited subnetwork. Figure 2 shows the 61 communities that consist of more than 5 publications; these are labeled numerically corresponding to the titles of the communities that are listed in Table VII in the appendix. We manually organized these communities so that publications in the eight major groupings that emerge after the first seven division steps of the PR network ( Fig. 2 ) are spatially clustered. To indicate the relative importance of these communities, the size of each symbol in Fig. 2 is proportional to the number of publications within this community, while the width of each link is proportional to its relative weight. The weight w ij of link ij is defined as w ij ≡ k ij /(n i n j ), where k ij is the number of citations between communities i and j, and n i is the number of nodes in the i th community. Thus w ij equals the fraction of all the potential n i (n i − 1)/2 links between communities that actually exist. The average value of the link weight for the 61 largest communities is 0.206, while the strongest crosslink between communities -with weight w ij = 0.056 -occurs between communities 19 (fractional quantum Hall effect, theory) and 33 (fractional quantum Hall effect, experiment). From the perspective of modularity maximization, it is almost immaterial whether these two communities are considered as separate or unified; joining them decreases the modularity by only 1.36 × 10 −5 . By the nature of the partitioning into communities, the links that remain between communities at the end of modularity maximization should be weak. In fact, only 17 out of 393 crosslinks have a weight that exceeds 0.01 (right side of Fig. 2) . Moreover, 16 out of these remaining crosslinks join communities within the same major groupings that emerged in the initial few division steps. The only crosslink between different groupings joins communities 39 (charge density waves) and 53 (Hubbard model) and it consists of 3 citations. These connections arise from the mathematical similarity between one-dimensional charge-density wave systems and domain wall motion in the hall-filled Hubbard model. Specifically, the equation of motion used in "Incommensurate antiferromagnetism in the two-dimensional Hubbard model" (PRL 64, 1445 (1990)) [18] and "Continuum model for solitons in polyacetylene" (PRB 21, 2388 (1980)) [19] (both from Hubbard model community) is same as the one used for domain wall motion in "Solitons in polyacetylene" [20] (PRL 42, 1698 (1979)) and in "Particle spectrum in model field theories from semiclassical functional integral techniques" [21] ( PRD 11, 3424 (1975) ). These latter two publications are both in charge-density wave community.
We also quantify the cohesiveness of each community by the intensity of intra-community links. We therefore define the intra-community link weight w i ≡ 2l i /[n i (n i − 1)] as the fraction of potential links that actually exist within a community. Here l i is the number of citations (links) inside community i. The largest value of the intra-community link weight is w i = 0.8 for community 59 (atomistic metallic contacts). The large difference between the inter-and intra-community link weights suggest that the partitioning that results from modularity maximization is meaningful. To test the significance of the communities found by modularity maximization, we also applied this algorithm to a randomized version of the citation network. We construct such randomized networks by randomly rewiring links so as to preserve the degree of each node (the number of citations to each publication) and the time ordering of the links. As illustrated in Fig. 3 , a single rewiring step consists of first selecting two links at random, AB and CS, and exchanging the targets of these two links so that the links become AD and CB. The rewiring step is performed only if citing paper A is earlier than cited paper D and C is earlier than B, so as to preserve the time-ordering of the links. This rewiring step is applied 10 × L times, where L is the total number of network links. Thus each link is rewired ten times, on average. In this way, we preserve the in-degree and out-degree of each network node, as well as the time ordering of every link, but mix the global connectivity pattern. Thus community structure will be significantly reduced by this repeated exchange of links.
Applying modularity maximization to these randomized networks, we find that the modularity ranges from 0.18 to 0.25 for 20 different networks that were randomized by rewiring. These values are significantly smaller than the modularity of Q = 0.543 for the actual PR network. Moreover, after the final division of the randomized networks into communities, the number of inter-community crosslinks is a factor 8.7 larger than that in the real PR citation network. Thus communities are much more cleanly defined in the PR citation network than in the randomized networks. This test strongly suggests that the community structure we find in the PR citation network is a real feature that arises from the correlations between citations.
IV. STRUCTURE OF INDIVIDUAL COMMUNITIES
The individual communities within the PR citation network have a wide range of structures, ranging from tightly knit to barely classifiable as a single entity. To illustrate this diversity, we again focus on the 61 most prominent PR citation communities that contain 5 or more publications (Table VII) . Apply modularity maximization to each community separately, we find modularity values that range from 0.16 to 0.50 for the communities that contain more than 25 publications. (A modularity value of zero does occur for 13 of the smallest communities; we ignore them because of their small size in the following discussion.) As mentioned in section II a modularity greater than 0.3 was empirically found indicate community structure within a network [24, 25] . Among the 61 communities listed in table VII, 23 of them have a maximum modularity larger than 0.3.
A. Most Cohesive Communities
Let us focus on the extreme cases. The most tightly-connected communities are high-temperature superconductivity (high-Tc), with a modularity value of 0.194 and Bose-Einstein condensation (BEC) with a modularity value 0.217. These two communities are illustrated in Fig. 4 , with the titles of the top-5 cited articles in each of them given in table II. The communities are visualized by the Kamada-Kawai algorithm [22] in which nodes are treated as identically-charged particles and the edges are identical springs and the algorithm arranges nodes to minimize the energy of the system. As is visually apparent in Fig. 4 , these two communities are strongly interconnected and they do not contain any visually discernible substructure. 
B. Least Cohesive Community
On the other hand, the communities with the highest modularity values are quite different in character. If these communities were treated as isolated entities in the absence of the rest of the network, modularity maximization would divide them into still smaller communities. The resulting large value of the modularity that is found after these communities are divided suggests that the substructure within each community is significant. The least-cohesive such example is community 6 (statistical physics, Monte Carlo methods, gauge theory, and quarks), with modularity 0.498. This community is shown in Fig. 5 and table III lists the top-5 cited papers for this community.
It may seem surprising, at first sight, that papers such as "Thermal fluctuations, quenched disorder, phase transitions, and transport in type-II superconductors" and "Dynamic scaling of growing interfaces" are in the same community as "Confinement of quarks". The origin of the connection between these publications is illustrated in Fig. 5 , where the community appears to have three distinct modules. Here we manually arrange the nodes so that the connections between these modules are highlighted. Statistical physics papers (SP) appear in the large ellipse are on the left, Monte Carlo and gauge theory papers (MC) are in the middle, and quark-related papers (Q) are on the right. There are 22 links between the SP and MC modules; for visual clarity, only the 6 most significant links (in which one or both of the link ends attach to a node with more than 500 citations) are shown. Also shown are all of the 6 links between the MC and Q modules. To highlight the connections between these modules, we focus on the subset of citations, marked by thick lines in Fig. 5 , that join publications across all three modules. We label the nodes at the ends of these links by SP1-SP3, MC1-MC8, Q1 and Q2, respectively, for statistical physics, Monte Carlo, and quark publications. The subscripts order these nodes by their number of citations. Among these highly-cited nodes, MC1, MC2, and MC6 are exceptional because they directly link modules SP and Q. In MC1: "New Monte Carlo technique for studying phase transitions" (PRL 61, 2635 (1988)) and MC2: "Optimized Monte Carlo data analysis" (PRL 63, 1195 (1989)), Ferrenberg and Swendsen introduced an efficient Monte Carlo technique to extract information at many temperatures from data that is generated at a single temperature. This technique is especially useful in the Ising model and in lattice gauge theory, where significant computational resources are needed. The former is a model of ferromagnetism and is widely used in statistical physics. The latter is an important tool for studying the confinement of color-charged particles (such as quarks). Publication MC6 "Order and disorder in gauge systems and magnets" ( PRD 17, 2637 PRD 17, (1978 ) showed that the renormalization-group equations of four-dimensional gauge theories (used in Q1) have the same structure as those of two-dimensional spin systems (discussed in SP2). Because of the shared techniques (large-scale Monte Carlo simulations) and similar mathematical structure (the analogies between gauge theories and spin models), the SP and Q modules, which might seem to belong to disparate physics fields, are actually connected by module MC. PRD 20, 2610 PRD 20, (1979 The example of the statistical physics, Monte-Carlo method, gauge theory, and quarks community suggests that the reducibility of a community by modularity maximization depends on the nature of its embedding in the rest of the network. When this particular community is isolated it is reducible, but it is irreducible when considered part of the entire citation network. It is worthwhile to understand this feature in an idealized example. Thus consider two complete graphs of 100 nodes each in which the fraction of all possible links between these two graphs is p. When this twinned complete graph is isolated, a value of p < 0.9 is sufficient to induce modularity maximization to divide this network into its two constituent complete graphs. However, if the double-graph system is embedded in a larger network, the value of p needed for division to occur quickly decreases with the size of the larger network. For example, consider four identical copies of the twinned complete graph, in which each such graph is connected to another by a single link (Fig. 6) . In this case, modularity maximization for the entire network immediately breaks all the single links, as one would naturally expect. However, the individual complete graph twins remain joined unless the value of p is less than 0.2. Thus there is a wide range of p values for which an isolated twinned complete graph will be split by modularity maximization, but will remain intact if this same twinned complete graph is part of a larger network.
V. TIME EVOLUTION
The community structure presented in the previous sections represents an integrated view of the PR citation network over the 114-year period 1893-2006. Physics is an evolving discipline, however, and it is revealing to study how the community structure of the citation network evolves over time. To this end we partitioned all PR publications into eight decadal sets by year of publication: [1927] [1928] [1929] [1930] [1931] [1932] [1933] [1934] [1935] [1936] [1937] [1938] [1939] [1940] [1941] [1942] [1943] [1944] [1945] [1946] , . . ., 1997-2006. Our choice of decades was dictated by 2006 representing the last year for which complete citation data was available. We also restrict our analysis to roughly the top-3000 cited papers in each decade. More precisely, we adjust the threshold for number of citations to make the total papers in each decade to be as close to 3000 as possible (the actual number in each decade ranged from 2751 to 3046). Because the Physical Review has been growing roughly exponentially with time since 1893 (with somewhat slower growth after World War II than before [28] ), each decadal snapshot represents a different fraction of the total number of publications in this period. Table V lists basic information about the publications in each of the eight decades. The fraction of publications that we analyze (column P ) becomes quite small in the last four decades so that our results from later decades are biased toward highly-cited papers. We did not analyze the period before 1927 because the number of papers is too small to resolve them into meaningful communities. We categorize these communities as belonging to PRA/E (atomic, molecular, optical, statistical), PRB (condensed-matter), PRC (nuclear), or PRD (particle). We treat Physical Review E (statistical physics) and Physical Review A (atomic, molecular, optical physics) together, since PRE was split off from the latter only in 1990. To assign communities to categories, we adopt the following procedure: after 1970, papers that appeared in PRA/E, PRB, PRC, and PRD can be unambiguously be assigned their subject category. For papers in the letters section (PRL) or for papers published before 1970, we count the fraction of their citations that come from PRA/E, PRB, PRC, and PRD. We then assign a paper the category of the plurality of its citations. Finally, a community can be categorized by the plurality of all the citations to its constituent publications.
There are some ambiguities with this procedure that should be noted. First, we can only use citing papers after 1970 (that appear in the four sections of Physical Review) to categorize papers that were published before 1970. Thus citations from papers that were published before 1970 are not used. Second, the categorization of some communities is not definitive. For example, the category fractions for community 401 (Pion & nucleon interactions) is 24%, 11%, 34%, and 32%, respectively, for PRA/E, PRB, PRC, and PRD. Since PRC has the largest share, the community is categorized as being part of PRC. Fortunately, for the 109 decadal communities in Fig. 7 , 101 of them have more than a 50% share in one category. 
; N is number of PR papers in each decade, M is number of decadal papers analyzed, P = M/N , and Q is the maximum modularity in each decade. The last 4 columns are the fraction of papers that belong to the categories PRA/E, PRB, PRC, and PRD (see text).
Decades
T Figure 7 illustrates these time-resolved communities decade by decade since 1927, showing both connections within each decade and connections between communities in different decades. Along the vertical axis, the communities are arranged according to the categories PRA/E, PRB, PRC, and PRD. There are 109 decadal communities with more than 50 publications and their subjects are listed in tables VIII to IX (see appendix). The node size again is proportional to the number of publications in each community. For visual clarity, we do not show links with weights wij ≤ 0.001. The strongest connections occur between communities within the same decade and between communities in consecutive decades. These short-range temporal connections are natural to expect because of the average citation lifetime is only 6 years [28] and because intellectually-close publications may be in neighboring decadal datasets. Because of the arbitrariness of the partitioning into decades, a single subfield may appear as multiple communities in adjacent decades. Consequently, links between communities in adjacent decades should be viewed as equivalent to links within a given decade. An indication that two communities in adjacent decades are really a single community is that their topics are similar and there is an above-average number of interconnecting links between them. Thus, for example, the communities "Conductance fluctuations/scaling" (703 in Fig. 7 ) from 1977-1986 and community "Conductance fluctuations" (labeled 814) from 1987-1996 are likely part of the same community. The intensity of citations (the number divided by the product of the two community sizes) between them is 10.2 times larger than the average intensity of citations between any two communities. There are a variety of interesting anomalies in the decadal data. During the decades 1927-36 and 1997-2006 atomic physics (PRA) was the largest field. From 1927-36, the activity in this field was likely due to the revolution in quantum mechanics. Between 1997 Between -2006 , the upsurge in atomic physics is due to the developments in Bose-Einstein condensation and in quantum information theory. Condensed-matter physics (PRB) is relatively stable throughout all eight decades, but with two noteworthy features. First, in 1987-96, condensed-matter physics represented 79.6% of all highly-cited papers in this decade (defined as more than 59 citations, see table V). Moreover 40.1% of all papers were related to high-temperature superconductivity. Second, during 1937-46, none of the communities shown in Fig. 7 belong to condensed-matter physics, while 51.4% of all papers in this decade were in nuclear physics.
The fraction of highly-cited nuclear physics publications reached a maximum during 1937-46, remained significant for the following decade, but then almost completely disappeared from the most highly-cited papers after 1967 (only 1 community in 1997-2006 can be categorized as belonging to PRC). Last, particle physics (PRD) has had a fraction of between 20% − −30% of the highest-cited papers, except for 1987-1996 (4.6%). The small share for this field between 1987-96 was caused by the upsurge in high-temperature superconductivity, Bose-Einstein condensation, and quantum information. Amazingly, these three topics comprised 63.1% of all highly-cited papers in this decade.
Another interesting feature that is visible in Fig. 7 is the existence of a very small number of long-range links in time. In fact, there are only five links that span more than two decades in time and have a link weight greater then 0.004 (table VI) . These long-range links are indicative of significant scientific developments. For example, links 1, 2, and 3 in Fig. 7 can be traced to the phenomenon of colossal magnetoresistance (CMR). Magnetoresistance is the change in electrical resistance of a material when a magnetic field is applied. In 1951, Zener explained the magnetoresistance of manganese oxides by the double exchange mechanism [29] . It was only in the mid-1980s, that advances in nanotechnology allowed experimentalists to create the types materials proposed in earlier theoretical studies. In fact, these materials exhibited "giant" magnetoresistance (GMR), a phenomenon that led to the development of modern hard-disk industry and to the Nobel prize in physics to Fert and Grunberg in 1988 for their discoveries in this field. Subsequent high-precision fabrication techniques led to the even more extreme phenomenon of "colossal" magnetoresistance (CMR). The three long-range links mentioned above owe their existence to the delayed experimental renaissance of theoretical ideas.
Links 4 and 5 can be attributed to two famous condensed-matter physics papers -"Self-consistent equations including exchange and correlation Effects" by Kohn and Sham (KS) and "Inhomogeneous electron gas" by Hohenberg and Kohn (HK). Link 4 consists of 33 citations between the communities "Correlated electron systems" and "Pseudopotentials", and 26 out of them are solely based on KS. This publication is, in fact, the most-cited in all Physical Review, with 4849 internal citations (citations from other PR publications to KS) as of the fall of 2009. Similarly link 5 consists of 25 citations between communities "Many-body systems" and "Pseudopotentials", of which 21 of them are due to HK. This publication is the second most-cited PR paper. These two papers continue to be heavily cited more than 40 years after publication because of the wide usage of the approximation methods for dealing inhomogeneous and interacting electron systems. 
VI. SUMMARY
The recent availability of large citation datasets has made it feasible to study properties of citation networks that were inaccessible even one decade ago. One of the goals of this work is to understand the structure of the citation network of the most prominent US archival physics journal -the Physical Review (PR) family of journals. Our goal was to determine basic properties of the subfields of physics -their importance, their interconnections, and their evolution -by focusing on citations rather than on the content of the publications themselves. To identify subfields within the PR citation network, we used an algorithm that repeatedly attempts to partition the network into well-defined communities by maximizing a measure known as the modularity. Using this approach, the PR citation network was found to possess an underlying community structure that corresponds to clearly identifiable subfields.
We also we studied the structure of the individual communities that were identified by modularity maximization. By treating each community as an independent network and again applying modularity maximization, we found that these individual communities were diverse in their structures, ranging from tightly focused to barely being identifiable as a community. The most weakly defined communities consist of a small number of well-defined modules that are typically linked by publications that emphasize techniques (as in the example of the Statistical physics, Monte Carlo method, gauge theory, and quarks community discussed in Sec. IV. These weakly defined communities -when isolated from the rest of the network -will be divided further by modularity maximization. However, modularity maximization leaves these communities intact when they are considered as part of the entire network, so that some of the communities do not appear coherently organized around a single theme.
We also studied the time evolution of the citation network and found five exceptionally long-lived links between subfields that are separated by more than two decades in time (compared to the average PR citation age of approximately 6 years). These long-range links arise from one of two mechanisms: either (i) a long delay between theoretical insights and the development of experimental methods to implement these ideas (links 1, 2, and 3 in Fig.7) , or (ii) the introduction of a widely-used new method (links 4 and 5). We also uncovered a number of anomalies in the evolution of the four major categories of Physical Review (PRA/E, PRB, PRC, and PRD) throughout the decades 1927-36 until 1997-2006 that can be traced to major historical events. The more prominent such examples include: (i) the flowering of nuclear physics in the period just before and just after WWII, where the share of PRC (nuclear physics) publications was maximal, (ii) the discovery of high-temperature superconductivity, where the share of highly-cited PRB (condensed-matter physics) publication rose dramatically in the 1980s, and (iii) the burgeoning of quantum information theory over the past decade, leading to a sharp increase in publications in PRA (atomic, molecular, optical physics).
TABLE VIII: Highly-cited publications by decades. The numerical label indicates the individual communities in Fig. 7 and N is number of publications in each community. Each is also categorized by its Phys. Rev. classification and by its topic. 
