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PREFACE 
This thesis is a reflection of the work which I have car-
ried out in the period of september 1974 to february 1979. The 
research has covered several fields within the theory of crystal 
growth. It has led to a number of papers and the present thesis 
consists mainly out of reprints of these articles. Three aspects 
can be distinguished. 
Firstly, some cases were almost directly inspired by cer-
tain experimental situations. Examples are the observed growth 
kinetics for growth from solution (2.1), molecular beam experi-
ments (4.3), and metal ion adsorption from electrolytic solutions 
(5.3) . 
Secondly, in the theory of crystal growth some simple 
models are used to describe approximately a number of different 
situations (1.2). Although they are simple, it is often diffi-
cult to compute the interesting quantities (growth rate, inter-
face structure etc.) with some precision. In such cases numeri-
cal methods have to be used (2.2, 4.1, 4.2, 4.4, 5.1, 5.2). 
Among them Monte Carlo simulations turn out to be a powerful 
too] . 
And third, it may happen that, although numerical methods 
lead to quantitative results, it is necessary to use analytical 
methods -in order to obtain a more fundamental understanding. Ex-
amples are the roughening temperature (3·1 and 3.2) and the sur-
face diffusion problem in the presence of a growth spiral (4.5 
and 4.6) 
As indicated these three aspects are present in this 
thesis. Every section of the chapters two to five is a reprint 
of an article. Consequently in some cases doublures are present 
and there is no fully consistent use of symbols. This desadvan-
tage is compensated by the fact that each section is self con-
tained and can be read separately. 
In the introductory chapter 1 an attempt is made to indi-
cate the interesting aspects of crystal growth on the basis of 
minimal a priori knowledge. Using this introduction, the next 
chapters, which are written on the present level of the science 
of crystal growth, will be accesible for readers with physical 
background. This second part is summarized in 1.5. 
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1.1 THE OBJECT OF THE THEORY OF CRYSTAL GROWTH 
Crystal growth is the formation of a crystal out of a 
mother phase, which may be a vapour, a solution, a melt, a flux 
etc. The basic process is the change of the mother phase which 
contains the building units for the crystal, in a low degree of 
ordering, to the highly ordered crystal phase. 
This process is a first order phase transition. This 
means that at conditions (temperature, pressure etc. ) at which 
the mother phase is in equilibrium with the crystal both phases 
are distinct, a situation which persists even (not too far) away 
from equilibrium. Due to this basic property of a first order 
transition the possibility exists of a mother phase which is in 
metastable equilibrium whith the crystal. This could also be ex-
pressed by the statement that the free energy of the system 
possesses not only the absolute minimum corresponding to the real 
equilibrium state of the system, but also a relative minimum 
corresponding to the supersaturated or the undersaturated state. 
It will take a finite time for the system to change from the me-
tastable state to real equilibrium. 
A consequence of this coexistence of two phases is the 
existence of an interface which separates the crystal and the 
mother phase. Generally speaking we mean with interface that part 
of the system which deviates both from the average mother phase 
and from the crystal. A more precise definition will be given in 
sect. 1.3· The atoms in the interface are neither in the equili-
brium state, nor in the metastable state. Therefore their contri-
bution to the total free energy of the crystal-mother phase sys-
tem always is larger then when they would belong to either of the 
two bulk phases. This is equivalent to saying that the interface 
free energy necessarily is positive. 
This positive interface free energy causes the nucleation 
phenomenon. Here and further on we mean with energies which are 
ascribed to planes energies per unit area, unless explicitly 
stated otherwise. To form a small aggregate of the equilibrium 
state out of the metastable state an interface has to be formed 
which is, for small partiel es ,1 arge compared to the equilibrated 
material in the volume of the aggregate. Indeed, there exists a 
critical size, such that only the formation of larger aggregates 
lowers the free energy of the system (i.e. is favourable for the 
system). The critical aggregate is formed by spontaneous local 
fluctuations of the system, 
Thus we conclude that due to the fact that crystalliza-
tion is a first order transition, the formation of interface acts 
as a kinetic barrier which height depends in general on supersa-
turation and on the interface free energy. It is precisely the 
object of the theory of crystal growth to explain how a supersa-
turated system overcomes this barrier. 
Having thus formulated the problem in general terms we go 
into more detail now. The crystal growth process involves on one 
hand atomic processes in the interface itself, on the other hand 
transport processes from the bulk of the crystal and of the moth-
er phase to the interface and vice versa. Examples for the latter 
ones are the transport of growth units from the mother phase to 
the interface and of heat away from the interface. 
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1.1 The object of the theory of crystal growth 
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1.2 The network model for crystal -fluid systems 
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1.2 The network model for crystal-fluid systems 
The first result of the PBC method is thus that those 
planes come into consideration to form crystal facets which are 
parallel to at least two PBC directions, and that their interface 
energy o(hkl) equals, at T=0, the sum of the interruption ener­
gies of the non-parallel PBC's. Indeed this hypothesis is sup­
ported by modern interface theories. The essentially new notion 
is however that such faces possess a roughening transition, i.e. 
even when they appear as facets at zero temperature they loose 
this property at a finite temperature Тд. We summarize the idea 
of surface roughening below, which will explain also what is the 
reason (and the precise formulation) of Hartmans second demand 
for F faces (the local confinement of the PBC's parallel to (hkl) 
within a slice of thickness d(hkl)). 
Burton, Cabrera and Frank [4] pointed out the similarity 
of a crystal surface and a two dimensional lattice gas. Since a 
second order phase transition is known to exist in the latter 
one, they conjectured that the character of a crystal surface 
would change from essentially flat to rough above a finite tem­
perature, and that this change over would have the characteris­
tics of a second order phase transition. This transition has been 
termed roughening transition and remained a central theme of in­
terest in the theory of crystal growth until now. 
Proceeding along this line Weeks, Gilmer and Leamy [7] 
gave low temperature expansions of several surface quantities 
which characterize surface roughness. Fade analysis of the coef­
ficients suggested singularities of these quantities at a tem­
perature close to the critical temperature of the two dimensional 
lattice gas. This result thus tends to support the conjecture of 
Burton, Cabrera and Frank. 
A second point of view to approach faceting was given by 
Temkin [8]. He argued that for a surface to remain flat it must 
be localized, i.e. the average distance of the interface and a 
fixed (hkl) plane must at any time equal an integer number of 
times the interplanar distance d(hkl) He studied therefore (in a 
mean field approximation) the occurrence of minima in the free 
energy of the system for such average interface positions. Indeed 
these minima virtually disappeared above a finite temperature. 
Monte Carlo simulations of the localization of the interface are 
described in the thesis of van Leeuwen [9] and support this con­
clusion. Based on this presupposition of interface localization 
below T R I developed a computational procedure to estimate Tp for 
a number of different interface models [sect. 3.1]. 
A third approach uses the occurrence of steps on a sur­
face (a monolayer step separates two regions of the interface 
whose distance to a reference (hkl) layer differ by d(hkl), the 
interplanar distance). In sect. 1.4 it will be shown in general 
that an (hkl) plane will appear as a facet on an initially spher­
ical crystal if steps along all directions in the (hkl) plane 
have a non zero edge free energy (edge free energy is the one di­
mensional analog of the interface free energy defined in sect. 
1.1). Starting from this point of view Leamy, Gilmer and Weeks 
[10] carried out Monte Carlo simulations on stepped surfaces. The 
results suggest strongly the vanishing of the edge free energy at 
- 9 -
1,2 The network model for crystal - f1uid systems 
a finite temperature. They mentioned an analogy with the 
behaviour which has to be expected for a second order phase tran­
sition, More accurate simulations by Swendsen and Mueller-
Krumbhaar [11], however, showed that this analogy was removed by 
larger computational precision. 
The question about the character of the roughening tran­
sition has been solved recently. After the exact results obtained 
by van Beyeren [12] for a special interface model, and the shown 
equivalence of the most common interface models and planar XY 
models (by Knops [13] and simultaneously by Jose, Kirkpatrick and 
Nelson [14]) it became clear that the roughening transition is a 
textural transition. Upon varying the temperature in equilibrium 
systems the transition appears not as a second order but as an 
infinite order transition (i.e. the singularities are of the 
weakest possible type). Changing, however, from supersaturated 
to undersaturated mother phases a first order transition appears 
below Тд. It is shown in sect. 3.2, and independently by 
Swendsen [15] that the edge free energy behaves as the spin-spin 
correlation length in the planar XY model. Thus it could be con­
cluded that the edge free energy vanishes above TR in a smooth 
way, which is precisely what is indicated by the precise Monte 
Carlo simulations [11]. 
Summarizing, (hkl) faces will become facets on initially 
spherical crystals if edge energies of steps along all directions 
in this face are non zero. Moreover, if this condition is met 
such faces possess a roughening temperature above which the edge 
free energy vanishes and the facet disappears, 
The resemblance of the present textural phase transition 
and the Ising transition of the two dimensional lattice gas is 
the fact that in the tempérâture-supersaturation plane the inter-
val of the temperature axis between 0 and TR is a line of first 
order phase transitions. The difference is that, moving along 
the temperature axis, a second order transition is obtained in 
the two dimensional lattice gas and an infinite order transition 
for the textural transition. 
Let us now investigate how the roughening transition is 
related to the F face definition of Hartman. It is sufficient to 
investigate which faces steps have a non zero edge energy at T=0. 
Such faces will, below their roughening temperature, lead to 
facets. At T=0 any F face would be perfectly flat, i.e. all non 
parallel PBC's are interrupted just above the (hkl) plane. A 
step could be created on such a face by the addition of a semi 
infinite layer on top of this flat face. A non zero step energy 
is obtained when the total number of interrupted PBC's increases 
during this process (this follows from the definition of edge en-
ergy as the interfacial energy difference of an interface with 
and without step). Some reflection shows that this is equivalent 
with the statement that an infinite (hkl) layer is "strongly con-
nected", i.e. can not be divided in two parts without interrupt-
ing strong bonds. This in turn leads to the F face definition of 
Hartman, which could be reformulated as follows: 
An (hkl) face is an F face if the particles between succes-
sive (hkl) cleaving planes are organized in a strongly con-
- 10 -
1.2 The network model for crysta]- f1uid systems 
nected 1attice. 
Note that here the second fundamental concept of the PBC method 
is redefined: the slice between successive cleaving faces, which 
may have dips on the scale of the crystal particles. From a 
given cleaving face the next one is in general not obtained by an 
elementary translation over d(hkl), but by the combination of 
this operation with an element of the point group of the crystal . 
Therefore, although the average thickness of the slice is d(hkl), 
the thickness may vary locally. 
In passing we note that in some cases successive cleaving 
faces have an average distance less than d(hkl). This happens 
when different stoichiometric slices (which automatically have an 
average thickness d(hkl)) can be defined with the same orienta­
tion (hkl), and when, moreover, these have the same attachment 
energy. In such a case the slice between successive cleaving 
faces is only part of the stoichiometric slice. The case that 
the attachment energies of different stoichiometric (hkl) slices 
have slightly different attachment energies has to be investigat­
ed further. 
The analysis of the so defined two dimensional network 
can be used not only to determine the F character of an (hkl) 
face. Indeed, although the presence of many parallel (hkl) 
planes is shown to change the type of critical behaviour close to 
TR, the present evidence points towards the conclusion that the 
position of the critical temperature is hardly influenced. This 
implies that the critical temperature of the lattice gas on the 
two dimensional network between successive cleaving faces gives a 
reasonable estimation of the real roughening temperature. 
Here I want to make a remark on a certain incompleteness 
of the classical PBC method. The fact that only a few orienta­
tions lead to F faces is caused by the neglect of all but the 
"strongest bonds". This can be seen as follows. Take the cry­
stal particles between successive, arbitrary, (hkl) cleaving 
planes. In general these will not form a connected lattice in 
the PBC sense. In reality, however, they are connected by (weak­
er) bonds which makes this slice indistinguishable from a real F 
face. The classical PBC method is missing a physically accept­
able justification to neglect weak bonds for the prediction of 
facets. The obvious reason why on real crystals rarely facets or 
layer growth mechanisms are found which do not correspond to F 
faces is that weakly connected faces have low roughening tempera­
tures, in practice usually below the crystallization temperature. 
Stated alternatively, the distinction between F, S and К faces is 
that the first have a high, the latter two a low roughening tem­
perature (Tjt - 0 for S and К faces when only "strongest bonds" 
are taken into account). We thus see that the notion of the 
roughening transition is in a sense underlying the predictions of 
the classical PBC theory. 
In this section it is shown that at present network 
models are the appropriate instruments to discuss crystal growth. 
The most important results of the theoretical study of these 
models in recent years have been obtained in the field of the 
roughening transition. On one hand the theory on this subject 
- 1 1 
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ween crystal particles, 
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e taken up by the mother phase) , 
mother phase to the interrupted PBC, 
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ion and bond reconstruction at the crystal 
do not depend on the interface and may be 
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called bulk effects therefore. The last three depend not only on 
the PBC which is interrupted, but on the whole (hkl)face under 
consideration. In general these interface effects are not in-
dependent, e.g. the adhesion properties will vary with the 
stoichiometry of the PBC end. 
For T>0 temperature effects can not be neglected. Each 
of the energy effects mentioned above has an entropy effect as 
counterpart : 
1) internal entropy of crystal particles, 
2) internal and configurâtional entropy of mother phase parti-
el es , 
3) loss of configurational entropy of mother phase particles 
which are adsorbed to the crystal surface, 
M mixing entropy of crystal particles at the interface, 
5) partial release of degrees of freedom of crystal particles 
at the interface. 
Again the first two effects are bulk effects and the last three 
interface effects. 
As a matter of fact we are interested in the interface 
quantity ф[и ]. In most cases, however, much more is known about 
bulk properties. Recipes, therefore, to estimate (|>[uvw] attempt 
to express φ in terms of bulk quantities. This is possible only 
if somehow an ad hoc assumption is made of a relation between 
bulk phases and interface (in the absence of precise knowledge of 
interface properties). We now proceed to show examples of such 
assumptions, the assumptions of complete and equivalent wetting. 
A widely used recipe is historically due to Jackson [16]. 
It is useful to sum the φ[uvw] of those PBC's which have to be 
interrupted in order to cut a growth unit out of the (hkl) slice. 
In the case of different growth units take the average. The 
resulting quantity, divided by kT, was termed a(hkl) and is con­
veniently written in the form: 
o(hkl) = C(hkl) L/(kT) 
Here ξ is the ratio of the slice energy to the total bond energy 
of the crystal, and L is the differential heat of formation (all 
per stoichiometric unit) in equilibrium. The value of a gives" an 
impression of the values of the φ[uvw] of the PBC's in the slice 
and hence of the character of the (hkl) face. The roughening 
transition occurs at a temperature for which α is of the order of 
the number of connected neighbours of a growth unit in the slice. 
A more logical definition of ζ would be the ratio of a and a + f. 
Here f is the interface free energy per growth unit, 
f(hkl) = o(hkl) χ M(hkl) / N 
where N is the number of growth units per unit cell, and σ and M 
are, as before, the interface free energy and the mesh area. 
This usage of ξ is an application of a rather general approxima­
tion 
f(hkl)/(kT) + a(hkl) constant 
which is a generalization of the statement of Hartman that the 
crystallization energy is the sum of the attachment and the slice 
- 13 -
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combined crystal-mother tion, the only entropy change of the 
phase system is due to ordering of the crystal particles. This 
is, at least to first approximation true for growth from simple 
melts (where X
s e
q is close to unity), and for ideal solutions 
and perfect gas mixtures (where X
s e
q << 1.). As explained 
above, the generalized recipe applies moreover in some cases 
where a strong cry stal-sol vent interaction is present. 
It is important to stress once more the special property 
of both Jackson's and the generalized recipe, that they relate 
the inter phase quantity α to bulk quantities (ζ, L, Sdis^· '^ 'le 
validity of the assumptions of complete or equivalent wetting 
must be seen as a lucky coincidence. For each particular crystal 
growth situation it must be reconsidered whether such an assump­
tion is reasonable before either of the recipes is applied. 
Let us shortly discuss some effects which violate the 
wetting assumptions. If such an effect becomes important a new 
recipe has to be developed for the estimation of the ф[и ы] or 
the a(hkl). 
1) Surface reconstruction. 
This occurs frequently on the surfaces of crystals growing 
from the vapour. At the surface the bisection of a PBC is 
partially compensated by the strengthening of some bonds 
parallel to the (hkl) plane. α increases and the interface 
free energy f(hkl) decreases. 
2) Surface enrichment. 
An important effect for metal alloys. The crystal particles 
near the surface are rearranged in such a way that less strong 
bonds and more weak bonds are broken than from the bulk struc­
ture had to be expected. Both α and f decrease. 
3) Specific adsorption, of impurities or mother phase parti­
cles. 
Since bisection of all PBC's is partially compensated both a 
and f decrease. Often adsorption acts as surface poisoning, 
decreasing the speed of the crystal growth process. An example 
of the opposite may occur in the chemical vapour deposition 
(CVD) of CuInS2, where presumably a liquid layer of Cui is 
formed on the (112) face, such that that the fast VLS 
(vapour-1iquid-solid) mechanism operates there. 
4) Clustering of crystal particles in the mother phase. 
This may be association or complex formation in a solution, 
chemical compounds in a vapour phase etc, as long as they do 
not occur in the same form and with the same probability in 
the interface. Analyzing this situation in the same way as 
our generalized recipe was obtained, it follows that less in­
terface energy is involved in the removal of the crystal par­
ticle from the crystal, hence less disordering entropy is 
necessary to compensate. Both a and f increase. 
5) Partial incorporation of large molecules. 
An example is che growth of polymer chains from the melt. The 
main contribution to the disordering entropy comes from the 
partial release of many degrees of freedom of a polymer 
molecule. If the mother phase flows, velocity gradients will 
reduce its entropy which causes its supersaturation. The 
- 16 -
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where φ is the angle between η and the unit vector perpendicular 
to the step edge (i.e. in the direction si. χ л ) . Upon combining 
the above two equations the following relation is found 
df = f(n,s,d) sin φ dn 
growth piots . 
free crystals. 
The angle φ is different from zero (in many cases φ will be an 
almost right angle). A cusp for a certain direction in the Wulff 
plot corresponds to positive changes of f for any (small) devia­
tion from this direction. The expression we obtained thus shows 
that this is the case if, and only if, all edge free energies are 
positive. Since this is exactly the characteristic of an F face 
below its roughening temperature, we have established the 1-1 
correspondence between facets on the equilibrium form and F faces 
below their roughening temperature. 
Next we proceed to obtain analogous information about the 
As before we restrict ourselves to dislocation 
The first important thing to note is that the ad­
vance velocity of monolayer steps is roughly proportional to the 
super saturât ion and varies smoothly with step orientation. The 
growth of an F face below its roughening temperature takes place 
by two dimensional nucleation, a mechanism which is studied in 
detail in sects. 4.1 and Ц.2. The growth rate decreases rapidly 
with decreasing supersaturation : the logarithm of the growth 
rate is inversely proportional to the super saturation (which is 
given as Δμ/(1<Τ) , Δμ being the difference in chemical potential 
of growth units in the mother phase and in the crystal) The pro­
portionality constant is, apart from a numerical constant, minus 
the square of the edge free energy. The value of the numerical 
constant is usually close to 1. and is discussed by Van Leeuwen 
and Bennema [19]. When the F face becomes slightly misoriented , 
steps necessarily appear with a density proportional to the 
misorlentation dn. These steps will at low enough values of dn 
and of Δμ, hardly interact with the steps produced before by the 
nucleation process. The difference in growth rate between the 
actual and the misoriented face is thus proportional to dn which 
means that a cusp in the growth plot is present. Above the 
roughening temperature the edge free energy vanishes, a lot of 
steps are present on the F face itself and the introduction of 
some additional steps due to misorlentation has negligible influ­
ence on the growth rate, such that the cusp disappears. Monte 
Carlo simulations which we carried out on a special purpose com­
puter [sect. 4.1] confirmed this qualitative arguments. 
It can be observed that the present reasoning leads to 
the same facets on growth and equilibrium sphere experiments. 
Their relative importance and thus their occurrence on the (fi­
nal) equilibrium or growth form are not necessarily the same 
is conceivable, e.g., that on an F face with a high α factor 
It 
and 
low interface free energy, the interface processes (surface dif­
fusion etc.) are fast, thus leading to a large growth rate. In 
such a case the cusp in the Wulff plot would be deep and in the 
growth plot shallow, such that this facet might appear on the 
equilibrium form but disappear on the growth form. 
The appropriate method to obtain a growth plot for per-
- 19 -
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feet, faceted crystals is, therefore, to take the growth rate ex­
pression for the mechanism of two dimensional nucleation. 
The actual growth mechanism, however, of F faces is usu­
ally by means of growth spirals, i.e. steps emerging from a screw 
dislocation. Due to these spirals growth hillocks are formed on 
top of F faces. Consequently the exact F face orientation does 
not appear on real crystals. For the growth plot this means that 
the cusps are replaced by smooth dips in the pseudo F face orien­
tation, The faceting of the crystals is thus less pronounced, 
and a direct microscopical observation may be necessary to deter­
mine the F face character of the facet. It is shown by Burton, 
Cabrera and Frank [4], and in a more fundamental way in sects 4.5 
and 4.6 that in the spiral growth regime the growth rates are 
given by 
R(hkl) = R W F Uu/AM*(hkl ) ) tanh ( Δ u* ( hkl )/Δμ ) 
where Ryp is the maximal or Wilson Frenkel growth rate and Δμ* is 
a scaling factor for the supersaturation Δμ. Δμ· is proportional 
to the edge free energy and inversely proportional to the mean 
free path of growth units on the surface. The orientation depen­
dent factor approaches unity for large supersaturations. In that 
case both the growth plot and the growth form would be spherical. 
In the opposite case of small supersaturations the orien-
tational factor is inversely proportional to Δμ*. In order to get 
a rough idea of the growth plot we might assume the following 
1) the edge free energy is proportional to a, 
2) the activation energy for surface diffusion is about one 
fourth of the interface free energy [4], 
3) the sum of a(hkl) and f(hkl) is constant [sect. 1.2]. 
Combining these assumptions we find that the growth rate is pro­
portional to 
1/Δμ* - {exp(-a/8)} / a 
and it is this relation which could replace Hartmans working as­
sumption that the growth rate is proportional to the attachment 
energy. The exponential part is due to the mean free path of 
growth units, which is proportional to the square root of the 
surface diffusion constant. Note that for small α values the 
growth rate is inversely proportional to a, for large a values an 
exponential fall off is obtained. Thus both the growth rate and 
the interface free energy decrease with decreasing a. The formu­
la above shows that the growth rate decreases faster, in general 
faster than with Hartmans working hypothesis too. Therefore the 
growth form will be poorer (contain less facets) than the equili­
brium form, even though the same a priori facets appear in a 
sphere experiment. 
1.5 SUMMARY OF THE REPRINTED PAPERS 
Since september 1974 I have worked in a laboratory in 
which crystal growth is studied both experimentally and theoreti­
cally. The next chapters of this thesis reflect the work done 





Summary of the reprinted papers 
siderable progress in the last five years. Therefore the point 
of view of the earliest papers would have been slightly modified 
if they had been written today, especially where surface roughen­
ing is involved. Nevertheless these articles still seem to have 
their value and are reproduced here. 
It will be noted that in many papers Monte Carlo simula­
tions play a central role. Indeed they turn out to be a most 
powerful tool to obtain qualitative and quantitative information 
about network models. In oh.2 two survey papers are given which 
illustrate this point. They both show how such simulations can 
be set up, on the basis of statistical mechanics for lattice 
The first paper (2.1) continues with the determination 
basic parameters α and Δμ for growth from solution (this 
developed further in sect.1.3) and concludes with a com­
parison with experimentally observed growth kinetics. The second 
paper summarizes and compares most of the Monte Carlo simulations 
which have been reported in the literature in 1972-1979. 
Ch.3 is devoted to the theory of the roughening transi­
tion in equilibrium systems (see also 1.2). A practical method 
to estimate roughening temperatures for several lattices is 
described in 3.1. It is, however, not yet clear whether the for­
mulation of interface localization which underlies this method, 
can be justified from a fundamental point of view. A step to­
wards the discovery that the roughening transition is a textural 
transition was 3.2, where the edge free energy was identified 
with the inverse of the spin-spin correlation length in the 
pianar XY model . 
In Ch.li kinetic results are reported. Extensive simula­
tions carried out on a special purpose computer are reported in 
4.1. The Monte Carlo data were used to study the transition from 
nucleation to normal growth, not only close to equilibrium, but 
also, below the roughening temperature at a finite Ли value. In 
4.2 the nucleation and growth of small clusters, just below the 
transition temperature, was studied. The spreading rate of small 
supercritical clusters was shown to deviate from the behaviour at 
lower temperatures. In 4.3 an example is given of the direct use 
of numerical methods (in this case the solution of a set of dif­
ferential equations) for the interpretation of the evaporation of 
KCl in a molecular beam experiment. The regular structure of a 
two component crystal may be destroyed if the crystal is grown 
too fast. An example of this dynamic disordering is studied in 
4.4. So far the papers used models on an atomic scale. It is of 
principal importance, however, for real crystal growth to study 
the crystal surface on a larger (say micron) scale as well. Far 
enough below the roughening temperature the distribution of 
growth units over the surface may be considered as a differenti-
able diffusion field in the presence of di fferentiable, curved 
boundaries (the steps). In 4,5 and 4.6 the diffusion problem for 
a steadily rotating growth spiral is treated in a fundamental, 
new way. 
The adsorption of particles on a crystalline substrate is 
the subject of ch.5. The Monte Carlo simulation technique was 
used to interprete experimental situations for which network 
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CRYSTAL GROWTH FROM SOLUTION DEVELOPMENT IN COMPUTER SIMULATION 
Ρ BENNEMA and J Ρ VAN DER EERDEN 
R/M Laborator) of Solid Srate Chemistry Faculty of Science, Catholic University Toernooiveld, Nijmegen, The Netherlands 
It is shown in this paper that progress has been made in the ипаск1алаіп§ of crystal growth mechanisms of organic crystals 
growing from organic solutions or aqueous solution 
The main part of this paper is devoted to the statistical mechanical background of the simulations It is shown that it follows 
from the same formahsm from which the transition probabilities of the computer simulations are derived that (i) crystal growth 
from solution is an allowed interpretation of the simulations (n) expressions for the surface energy factor α and the driving force 
for crystallization bulkT can be derived for a real system 
1 Introduction 
In a previous survey paper presented during the 
ICCG 4 Conference in Tokyo, three years ago [1], it 
was shown that, in the subfield of crystal growth 
from solution (out of the whole field of crystal 
growth), generally applicable crystal growth models 
can be adapted to growth from solution In addition, 
it was shown that in crystal growth from solution, a 
set of loosely coupled complementary crystal growth 
models ought to be confronted with a set of coupled 
crystal growth and characterization experiments 
In fig 1 a scheme is presented with static and 
dynamic models, which are suited to be confronted 
with a whole set of complementary experiments [1] 
(See also fig 1 in ref [2] ) The scheme speaks for 
itself and is similar to the scheme presented before 
[1] We only mention that morphology is defined as 
the subscience of crystal growth m which the order of 
morphological importance of crystal faces on the 
crystal growth form is described from the viewpoint 
of the classical morphological theory [3] and the 
Hartman -Perdok theory [4] 
In the last three years elapsed since the Tokyo 
Conference real progress has been made concerning 
(i) The interpretation of new data of measured rates 
of growth in dependence of the supcrsaturation of 
organic (and metal organic) crystals growing from 
aqueous or organic solutions with the aid of statisti­
cal, thermodynamic and computer simulation studies 
on one hand and the BCF and two-dimensional nucle-
ation models on the other hand 
(n) The role of hydrodynamics in the kinetics of crys­
tal growth from solution concerning (a) the influence 
of the flow velocity on the crystal growth rate (see 
ref [2]), (b) the influence of the hydrodynamical 
regime around a crystal on the formation of fluid 
inclusions (see ref [2]), (c) the stability of growth 
forms and the formation of dendrites in relation to 
spiral growth and two-dimensional nucleation 
(ш) Preliminary interpretation with the aid of the 
BCF theory of new measurements of rates versus 
supersatura lion data of slightly soluble salts 
The subject (i) will be discussed briefly The sub­
jects (n) and (in) will not be discussed in this paper 
We just mention that papers on the subjects u (b), u 
(c) and (in) will be presented during this conference 
(see refs [5], [6] and [7] respectively), and a paper 
on the role of hydrodynamics will be presented else­
where [8] 
One of the most intriguing problems of the last 
three years was raised by Bourne and Davey [9,10] 
This problem concerns the interpretation of rate ver­
sus supersaturation data of hexamethylene tctramine 
(HMT) crystal growing from an aqueous and an ethyl-
alcohol solution These authors found a more or less 
linear R (rate) versus a (relative supersaturation) 
curve for growth from an aqueous solution and a BCF 
like curve for growth from an alcoholic solution 
These results were explained with the aid of the com-
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hig. 1. Survey of crystal growth models and experimental techniques 
puter simulations of the crystal growth process car­
ried out by Gilmer and Bennema [11] (see also ref. 
[12] and refs. [13—18]). Since a lot of quite interest­
ing detailed problems arise upon applying computer 
simulation experiments - based on cell or hing like 
models - to growth from solution, the largest part of 
this paper will be devoted to an investigation of the 
statistical mechanical and thermodynamical back­
ground of the computer simulations and to their 
applicability to growth from solution. It will be 
shown ш section 2 that: (i) crystal growth from solu­
tion is an allowed interpretation of the computer 
simulations, (u) from the same formalism from which 
the creation and annihilation probabilities are 
derived, the proper expressions for calculating the a 
factor and Aß/kT for a real solid solvent system can 
be obtained. 
The structure of this paper then is as follows after 
the introduction in section 1, the background of the 
computer simulations and the applicability to growth 
from solution is investigated in section 2 and inter-
preted kinetical data of organic crystals are reviewed 
briefly in section 3. 
2. Statistical mechanical backgrounds of computer 
simulations and its implications for growth from 
solution 
2 1. Roughening temperature 
One of the most important results of recent com-
puter simulation studies is the "discovery" and devel-
opment of the concept of roughening temperature 
[11-22]. 
From the point of view of crystal growth kinetics 
the roughening temperature can be considered as the 
temperature above which continuous growth occurs 
25 
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(the rale of growth being proportional to the driving 
force of crystalli/ation Δμ) and below which a layer 
growth mechanism occurs (the rate of growth being 
proportional to (Δμ)2 for a spiral growth mechanism 
or to exp( C/Δμ) for a nuclcation mechanism) 
The concept of a roughening temperature was 
treated by Burton, Cabrera and Frank [23], where 
they considered the interface solid-vapor as a two-
dimensional phase in which - according to Onsager 
[24] - a phase transition occurs This phase transi­
tion was defined as the roughening temperature 
Applying the mean field approximation to the same 
two-dimensional phase Jackson [25] introduced a 
recipe to calculate the critical α factor and a criterium 
for the roughening temperature This recipe was 
applied in a successful way to growth from the melt 
In recent years, it was found that also for a multi­
layer SOS (solid on solid) interface model a kind of 
roughening temperature occurs This whole problem 
is now being reinvestigated using both powerful theo­
retical methods developed by theoreticians in the ñeld 
of critical phenomena and Monte Carlo simulations 
[19 22] There is now very strong evidence that in a 
SOS interface of a Kosscl crystal a roughening tem-
perature occurs, which differs very little from the 
roughening temperature defined by BO [23] 
We note that the roughening temperature can be 
either expressed with the aid of a, which will be 
defined below in subsection 2 7, which is a factor 
characterizing the bond strength of the surface 
divided by the temperature or by some critical 
dimensionless temperature which is proportional to 
the temperature divided by the bond strength [27] 
In a forthcoming survey paper on computer simula-
tions [26], we will introduce this last convention and 
use as a unit of temperature the exact transition tem-
perature expressed as temperature over bond strength 
of the two-dimensional phase [24] 
2 2 Probability of a configuration m a canonical 
ensemble 
The probability H^f,) for the occurrence of an 
arbitrary surface configuration Ψ; is given by 
ΛΨ,) = ( Γ 1 exp{ [ΣίΚ-Νρρφρρ + Nph„) 
ρ 





Here β = ì/kT, Npq is the number of pq bonds where 
p. q = s(solid), f(fluid), or g(gas) Np is the number of 
cells -0S S is potential energy of a solid solid nearest 
neighbor interaction, -фц is the average polential 
energy of interaction between the average contents of 
two neighboring fluid cells F-or reasons which will 
become obvious we add a gas phase lo the system on 
top of the fluid The gas is assumed not to be in con­
tact with the solid Thercfoic, ф(
е
 bonds need not be 
taken into consideration Fp is the internal free 
energy of a ρ cell, which as a consequence of the cell 
or Ising approximation is supposed to be equal for 
each of the different types of s, f and g cells and 
independent of the bonds It is formally given by 
Fp = -kT\n ƒ exp [ -ßF,m à 'І}р, (2) 
ρ 
where the integration is carried out over all degrees of 
freedom ξ of an isolated ρ cell Q is the partition 
function given by 
ß = E e x P [ fl£-(*,)J, (3) 
ψ/ 
where the summation is over all possible energies cor­
responding to the configurations Ψ ;, keeping the 
number of solid, fluid and gaseous cells constant 
together with the atoms and molecules within it 
We assume that each of the phases solid, fluid and 
gas are completely homogeneous and that within 
these phases all cells (and their contents) are in equili­
brium with each other We apply the concepts of 
equilibrium statistics and thermodynamics to these 
phases having in mind the possibility of abscence of 
equilibrium between the solute and solid particles In 
what follows we will use the partition function of a 
canonical ensemble if the number of cells and their 
contents remain constant If the number of cells and 
particles changes, we will use the partition function 
of the grand canonical ensemble 
2 3 Broken bond convention 
In order to simplify cq (1) we will introduce the 
so-called broken bond convention Applying this to 
the simple cubic Kossel crystal with only first neigh­
bor interactions we obtain the following relation 
between the number of cells of type ρ and the num-
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bet of pp and pq bonds or "contacts:" 
3Np = Npp + \T,Npq. (4) 
If there were only a one-dimensional crystal with a 
system of bonds in only one direction it is easily 
seen that, using periodic boundary conditions the fac­
tor 3 in the left hand side of eq. (4) must be replaced 
by unity. For three symmetrically equivalent direc­
tions of interaction the factor 3 needs to be intro­
duced. It is easy to see that eq. (4) can be generalized 
for any structure, containing different growth units 
and different types of bonds corresponding to dif­
ferent pairs of interactions. Upon substituting Nppt 
using eq. (4), into eq. (1) we obtain: 
PWi) = Q- ' exp [-M/Vsf - /EVp(F p - 3 V ) l (5) 
ρ 
where 
and again ρ = s, f, g; φ{„ = 0. 
(6) 
2.4. Chemical potentials of cells; solids and solvent 
particles 
The "thermodynamic potential of a ρ cell", μ
ρ
, 





where £"(%) is given by the term between brackets of 
eq. (5). It follows from eq. (7) that 
HP = FP Зф
рр
, (8) 
where for the time being we assume that the number 
of solid—fluid bonds, which mainly occur on the sur­
face, is not influenced by Np. We come back to this 
question in subsection 2.5. It can be seen from eq. 
(8) that "the chemical potential of a cell" is given by 
(i) the internal free energy of a cell and (ii) the bond 
energy of a ρ cell in the ρ phase (p = s, f, g). Substi­
tuting eq. (8) into eq. (5) gives: 







In order to check the applicability of the simula­
tions to growth from solution we change from the 
"thermodynamical potential of a cell" to the thermo-
dynamical potential of atoms or molecules - to be 
called particles in what follows — in the solid state 
and particles in the fluid state - to be called solution. 
The solution will be considered as a binary mixture 
consisting of solute and solvent particles. (The limita­
tion to one type of solvent particles is not necessary.) 
It is clarifying in this connection to compare three 
different types of cell models, which are used in this 
section. 
In fig. 2a the solid—fluid lattice model is presented 
using the solid on solid (SOS) condition, which 
excludes overhangs and vacancies of one phase in the 
other. The cells are either in a solid (black) state or a 
fluid (white) state. If we allow the cells of the fluid 
state (having the same size and shape as the solid 
cells) to be an average mixture of solute and solvent 
particles we change from a solid—fluid (or black-
white) model to a what will be called "grey sea 
model," where the grey sea refers to the solution. In 
subsection 2.8, we will again use another model, 
where we dissolve in a reversible way solid particles 
(black cells) in a saturated solution and allow the 
black cells to move and rotate freely in the solution. 
This will be called the "chaos model". 
We will assume for simpUcity — this is again not a 
necessary condition - that there is a one to one cor-
• • 
Fig. 2. (a) Solid-fluid model with energies 4%$, ф({ and «^ f 
bonds between solid-solid, fluid-fluid and solid-fluid pairs 
of neighboring cells, (b) The "grey sea" model with fluid ceDs 
having the average composition of x
s
 solute and 1 - x%, sol­
vent molecules. The "chemical potential of a cell" is given by 
eq. (11), the average energy between fluid cells being deter­
mined by eqs. (38) and (39). (c) The "chaos model". The 
solute particles are allowed to move and rotate freely through 
the solution. 
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respondence between the contents of a solid cell and 
the solid particles, which makes 
μ,(ΰεΐΐ) = ¿is(sohd particle), (10) 
and we will not distinguish the two ß^'s in what fol 
lows 
For the solution we write using the idea of the 
grey sea model 
M f(cell)=x^ + (l-.x,)Mr, (H) 
where xs is the fraction of solute particles m the solu 
lion and consequently, (1 - xs) is the fraction of sol 
vent particles μ' is the thermodynamical potential of 
a solute particle and μ£ of a solvent particle 
We write 






+кТН\~х,), ( l ib) 
where the iip
s
i's are constants defined with reference 
to a standard state The expressions (1 la,b) hold for 
ideal (dilute) solutions For non ideal solutions activ 
ity coefficients must be introduced Upon substitut 
ing eqs (lla.b) into cq (11) the expression for an 
ideal mixture is obtained This is due to the fact that 
the thermodynamical potentials are assumed to be 
additive 
The concept of a "chemical potential of a fluid 
cell" consisting of fractions of д'з from solvent and 
solute is somewhat artificial, which is inherent to the 
use of the cell concept in the fluid phase It can be 
justified, however, since the "thermodynamic poten 
tial of a fluid cell" is nothing else than the free energy 
of a homogeneous solution with a volume V divided 
by Nf, the number of cells in the (luid phase (solu 
tion) (see eq (7)) The solute and solvent particles 
may wander freely through the solution and are not 
confined in a cell This concept of freely moving par 
tides will be used explicitly in section 2 7 when the 
concept of communal entropy is introduced There 
the chaos model will be used 
The basic assumption behind a cell description in 
the grey sea model is that one may calculate the free 
energy, interaction energy between cells in the fluid 
state and the solid state etc using the average content 
of the cells That the solution is homogeneous down 
to cells, with dimensions of a few tens of an A', may 
be justified if it is taken into consideration that the 
exchange kinetics of solute and solid particles pro 
gresses much slower than the diffusion processes in 
the solution So the crystal surface may only "see" 
homogeneous fluid cells These fluid cells are trans 
formed in solid cells and vice versa (see ref [12]) 
Upon substituting eq (11) into eq (9) we find 
IK*/) = G"' exp[ N
sfu - ÍWSMS -βχ,ΝφΙ 
-Kl -*s)JVfMÍ №Vg] (12) 
2 5 Transition probabilities 
In order to show that the kmetical coefficients for 
creating and annihilating growth units on the surface 
used in the computer simulations [11,12] can be 
derived from the formalism, and to make the charac 
ter of the driving force more explicit, we will first 
introduce the condition of conservation of solid and 
solute particles in the system under consideration 
Since x
s
Nf is the number of solute particles in the 






where the constant Cis the total number of solid and 
solute particles Upon replacing Nf using eq (13) and 
substituting this in turn in the third term of the 
expression between brackets of eq (12), we find 
ΛΦ ;) = ρ - ' exp [ Ν,,ω + /W, Δμ - ßCnrs 
- f l O - J Ü J V f í ' f - f l V g ] , (M) 
where 
Δμ = μί μ5 (15) 
In order to derive the relations between transition 
probabilities used in the computer simulation, we will 
compare the probability of configuration Ψ/(Λί8, Nf, 
Nç) with the probability of a configuration ψ*(Λ/,+ 1, 
Nf, yVg) having one more solid cell and having the cor­
responding different numbers of fluid and gas cells 
Nf and /Vg respectively The probabilities of these two 
terms are terms of the partition function of a grand 
canonical ensemble with varying numbers of cells and 
particles in the different phases This partition func­
tion is given by 
Ξ = Σ ехр{-ДЕ[Ф;(ЛГ,, Nf, Nt)] } (16) 
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Since we want to compare the probabilities of ton-
figurations within a grand canonical ensemble, we will 
replace probabilities given by eq (14) by probabilities 
of the same form as eq (14), but divided by Ξ instead 
of Q The probability for the configuration Фк(Л ц , 
Nf, N'
e
) is given by 
P{*k(Nt + 1, Nl, Ng)} = Ξ ' exp[-(N,r + ANsf) ω 
+ |3(Λ',+ 1)Δμ -(ЗСд5г 
- /3(1 - xJOVf - llx,) ß[ ß(Nt + ν) ц
е
] , (17) 
where AN
s
f is the increase in the number of sf bonds 
as compared to N
s
( in Ψ; and Δμ is given by eq (IS) 
In what follows we will assume that if one solid cell is 
formed, l/x
s
 fluid cells arc transformed into one solid 
cell and that 1/χ8 — 1 fluid cells arc transformed 
into y gas cells The reverse will also be assumed to be 
valid II we assume such a transformation and in addi­
tion that the following "equilibrium" condition holds 
between the solvent pai tides and the gas cells 
(llx,- 1) μ',^γμ^ 








f) ω + ß(Ns + 1) Δμ 
0€μ[-β(\ χ,Υί,μ'ί-βΝ^] (17a) 
As a matter of fact, we assume that the crystallization 
or dissolution process which is simulated occurs in a 
crystalli7er in which the thermodynamical potential 
of the solute particles and hence the super or under-
saturation is kept constant by "evaporating" or "con­
densing" solvent from or into the solution from the 
gas reservoir (or any other reservoir) 
Applying the principle of microscopic reversibil 
ity — we assume that this principle also holds for non 
equilibrium - we write 
^ Φ * ) Ρ ( Ψ ^ Ψ / ) = ^ Ψ , ) Ρ ( Φ , ^ Φ * ) , (18) 
where ρ(Ψ^ ·+ Ψ;) and ρ(Ψ; -• Ψ*) are the transition 
probabilities per unit time for the change from 
state Ψ/t to Ψ, and vice versa respectively ρ(ψ ; -» ΨΑ) 
is the transition probability for creating or condens­
ing a growth unit and ρ(Ψ* -» Ψ ;) for annihilating or 
evaporating it Substituting eq (17a) and eq (14) 
into eq (18) (somewhat modified for the grand 
canonical ensemble), we find 
ρ(Ψ, - Ψ*ΜΨ* "* *,) = Я * 0 № , ) 
= εχρ(-Λν,
Γ
ω + 0Δμ) (19) 
We have neglected that from a theoretical point of 
view there is a slight difference between the chemical 
potential Δμ(Νς) of a canonical ensemble exis­
ting of yV
s
 solid cells and the same quantity of a 
canonical ensemble of TV, + 1 solid cells Substituting 
the eq (14) into eq (3) and differentiating the result 
with respect to N, one gets 
МЮ = Δμ + Σ (^Щ εχρ(-Λ^ω) 
Ф; \ dNs/ 
X [Eexp(- JV srw)]- 1 
where the expression between brackets means the 
average of the derivative of /VSf 




f bonds only (or mainly) occur on the interface, 
this will always be the case if the SOS condition (i e , 
the solid on solid condition which excludes overhangs 
and vacancies in solid and solution) is used 
(n) The average number of sf bonds in the interface 
does not change if solid cells are added to the surface 
(in) That the μ'5 are bulk properties which are 
independent of the interface This means that the 
number of particles, which are either in the bulk of 
the solution or solid are large as compared to the 
particles in the surface 
We note that it is a consequence of the Ising like 
character of the simulation models that the contents 
ot a cell are cither in a solid or a fluid state (In fact, 
the surface cells have a content of a solid cell or a 
fluid cell ) Only the bonds 0
s
f determine whether the 
cells are in a solid or a fluid state 
- 29 -
Ρ Beiwema J Ρ van der berden / Crystal growth from solution 
2 6 Transition probabilities forKossel like crystals 
Upon using eq (19) for a Kosscl crystal intro­
ducing the SOS condition where the blocks on the 
(001) surface have ί = 0 to 4 or five possibilities - ι 
refers to the number of lateral solid cells - we find 
ДЛ',
г
 = 2 0 - 2 ) , (20) 
which gives the following mutual relations between 
the five creation and annihilation probabilities 
? ( * , - * * ) = # . Ρ ( Ψ ^ *,) = *b 
fc,7*, = ε χ ρ [ 2 ( ι - 2 )
ω
 + 0Δμ] (21) 
It can be seen that for ι = 2 and equilibrium (Δμ = 0) 
¿2 = *2 This shows the particular property of the 
kink site (repeatable step, or in German Halbkristal 
lage), introduced in the thirties by Kossel and 
employed by Stranski and Kaischev, that the chances 
of creation and annihilation of a solid umt are equally 
probable In the derivation given by Gilmer and 
Bennema [12], eq (21) was obtained as the result of 
three presuppositions 
(i) The principle of microscopic reversibility applied 
for equilibrium 
(n) The special property of a kink ki = A2 
(111) In case of non equilibrium it was assumed that 
the chances for creation are ехр(АцІкТ) higher than 
for annihilation 
Eq (21) is now obtained as a result of (1) simple 
statistical mechanical arguments, (11) the principle of 
microscopic reversibility which is supposed to be also 
valid for non equilibrium situations This is justified 
because for fluctuations giving rise to local deviations 
for non equilibrium the principle of microscopic 
reversibility is also supposed to hold Whether Αμ 
occurs due to fluctuations or is imposed by a crystal 
li/er does not make any difference In case the cubic 
symmetry of the (001) face is reduced so that the X 
and Y directions are not equal we must distinguish 
ω
χ
 and cjy, 
_ { 1 / 2 ( ^ + 0 ^ ) - ^ } , 
C j j . - — . 
kT 
and the same for ω
γ
 We then find the following 
relations between the creation and annihilation coef 
ficients 
k^lk,/ = exp[2(i - 1) ω* + 2(j - 1)ω>. + βΔμ] , (21a) 
where 1 and / run from 0 to 2 Eq (21a) was used in 
recent computer simulations of an "orthorhombic 
Kossel crystal" with the aid of a special purpose com 
puter [15] 
If the SOS condition in eq (21) is abandoned, 
then the factor 2 must be replaced by 3 and in eq 
(21a) a term 2(k - 1)ω
ζ
 must be added (assuming 
ω
ζ
 Φ ω^ and ω^), where again к runs from 0 to 2 
It follows from the formalism presented above 
that the computer simulations carried out so far for 
cell like or Ismg like solid fluid models allow for an 
interpretation which corresponds to growth from 
solution bot a system, which consists of one type 
of solid particles and a binary solution consisting of 
solute and solvent particles the following independent 
parameters determine the simulations (here specified 
for a Kossel crystal) 
α = 4[l(0ss + 0ff) - Ф>
г





Since it is assumed that the solid phase is in equili­
brium, we may assume that the thermodynamic 
potential of the solute μ5 equals the corresponding 
potential of the solid p
s
 This gives eq (15a) from 
eq (15) 
We note that the interpretation from the point of 
view of solution growth is certainly not the only 
allowed one hirst of all we may consider the solution 
also as a flux or a vapor Llectrocrystallization from 
a solution is also a possible interpretation 
If we take χ·, = 1, it can be seen from eq (11) that 
the fraction of solvent particles becomes zero, so that 
the fluid cells only contain one type of particle The 
difference in fluid and solid cells can then either be 
interpreted as spin up, spin down or solid atoms being 
in phase 1 and the same (solid) atoms being in phase 
2, where phase 2 may be considered as a melt or a 
solid This interpretation is somewhat artificial, how­
ever, since it is difficult to see how the same particles 
havmg the same volume can belong to different 
phases 
2 7 Calculation of the a factor for a real solui-solu 
non system 
Equation (22) can be rewritten in the following 
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way 
a = | (¿ 1 -6A0, f ) / fcr (23) 
where 
¿ ' = 3 0 3 , - 3 0 ^ , (24) 
and 
Д0,г = 05г-0гг (25) 
Only if the condition of "complete wetting" is intro­
duced, ι e , 0,f = 0ff and A0
s
f = 0 do we obtain 
Jackson's α factor [27] 
a = tL4kT, (22b) 
where { is the surface amsotropy factor defining the 
number of bonds within a slice over the number of 
bonds m the crystal (i e , the crystalli7ation energy in 
reference to vacuum) and L1 is the "heat of dissolu­
tion" if a solid cell is transformed in a fluid cell If 
the interaction between the solid cell and the fluid 
cell is stronger than the interaction between fluid 
cells the real α becomes less than Jackson's α and in 
the reverse case the real a becomes higher than Jack­
son's a 
The argument given above can be easily general­
ized to an arbitrary face (hki) of an arbntrary struc­
ture 
<*ш=Т;Ц(Ф» + 0ff) - 0sr1r , c 7 * r , (26) 
г 
where г is the distance between two pairs of cells, 
which characterize a set of 0SS, 0ff and 0sf bonds If, 
as shown before [27], we introduce the assumption 
that 
ff™ _ Eft0' ¿li"* 
¿ss Eff Esí 
where 
Γ ρ , ¿-"Ppq 
г 
with ρ, q = s, f, the slice energy of the face (AW) 
having a thickness dÄW, the interplanar distance as 
used in the Hartman Perdok theory [4], (see also 
re f [27]) and 
where the summation is now over all pairs of interac-
tion, so that Fpq can be considered as the crystalliza-
tion energy of the sohd phase from vacuum, the 
crystallization energy of an ff crystal and the "crys-
tallization energy" of a solid cell in the kink of an ff 
crystal (or the crystallization energy of a fluid cell in 
the kink of a solid crystal) respectively, we find from 
eq (26) 
a = | ( ¿ 1 Δ0')/ΛΓ, (23a) 
where 
« = £ · " " / £ . . . (26) 
i 1 = E ( 0
s s
- 0 f f ) r , (24a) 
Γ 
Δ 0 Ι = Σ 2 ( 0 8 Γ 0 fr), (25a) 
r 
ξ and Ll have the same significance as given above 
In order to change from the heat of dissolution of 
cells to the heat of dissolution of solute particles we 
will introduce a somewhat different cell model, which 
was called the "chaos model" (see fig 2c) Within 
this model we will transform in a reversible way 1 
mol of solid particles (cells) into 1 mol of solute 
molecules dissolved in an infinite large reservoir of 
saturated solution Upon dissolving the solid particles 
in such a reservoir the solution itself does not change, 
only the bond energy and the internal free energy of 
the sojid particles changes due to this translormation 
This is the only relevant change for crystal growth 
from solution and the only change, which is taken 
into consideration in computer simulation models of 
the crystal growth process We cannot simply take the 
heat of melt or dissolution to calculate a with the aid 
of eq (22b) (Among others, the heat of dissolution 
released when solid particles dissolve in a saturated 
solution is probably not known ) We, therefore, will 
try in what follows to work out a recipe to calculate 
a relevant "heat of dissolution" from the saturation 
concentration using the chaos model This will be 
called L" 
The thermodynamical potential of a solute particle 
in reference to vacuum (μ
ν
 = 0) is given by [28] 
μί =/-/JV, =-fcTMn Qf 
= i-kT/N) ln(V»/N(< F™) - (60
s
f
f - 30ff) , (28) 
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where V is the volume of the saturated solution, Vf 
the number of solute particles and /
 s
 the free energy 
of a solute particle in a fluid "cell" having a volume 
Uf = V/Nf , (29) 
and φ\{ is the potential energy of a bond of a solute 
particle in a saturated solution We assume that the 
solute particles can freely move through the solution 
-<íiff is the potential energy of a solvent-solvent pair 
(see also section 2 8) Since the solute particles 
are supposed to move very fast through the solution, 
they are indistinguishable, hence the factor /Vf is 
added to eq (28) Upon applying the Stirling formula 
In jVf ' = /Vf In /Vf /Vf we find 
4 = -kT In jjj - kT - (Ьф[, - 30ff) (30) 
s 
The extra kT term is due to the communal entropy 
resulting from the /Vf1 term [28] For the thennody 
namical potential of a solid particle, which is con­
fined in one cell (since the time of making diffusion 
jumps within the solid is very high as compared to the 
times of the exchange kinetics and diffusion in the 
solution) we write (in reference to μ
ν
 = 0) 
μ5 = -Α:7Ίηρ5 = -Α:7· |ηί^. |-30« (31) 
Here no communal entropy term occurs since the 
particles within the solid are distinguishable u
s
 is the 
volume of a solid cell and /", the internal free energy 
of a solid cell 
For equilibrium ¿ = μ,, so that 
r = 30
s s
 + 30Íf бФІ, 
= -kT 1η(υ,/υ
Γ
) - kT In(í;f/Fb) + kT (32) 
1/Uf and l/us represent the number of solute and 
solid particles per unit volume in the solution phase 
and the solid phase Л/5 and JVS respectively We then 
can write 
vjv, = N'JNS = NlvJN^ = x, e q , (33) 




 = 1) 
of fluid occupied by solute particles, assuming that 
the "molecular volumes" of solute and solvent par 
tides, equal υ, This makes JC, of eq (33) equivalent 
locqs (11) and (38) (section 2 8) 
If we use the picture of one solid or solvent parti­
cle in an infinite deep square potential well it follows 





which means that the second hand term of eq (32) is 
zero (m is the mass of the particle, h Planck's con­
stant) For simple molecules, we may assume that the 
vibrational entropy for solvent and solute are equal 
Also the entropies due to the movement ol the center 
of gravity (see eq (34)) may be equal (Fxcept for 
the volumes Uf and υ) which are taken care of in eq 
(32) ) However, the molecules in the solution may 
more or less rotate freely as compared to the mole 
cules in the crystal In that case is//·! equals 
FJFÍ = ( T r ' / V ' V X ^ / M B e c ) " 2 · (35) 
where 9AiD ς are characteristic temperatures for rota­
tion corresponding to three moments of inertia, of 
the molecule, o' is a symmetry number close to unity 
Assuming that Т^
 А
 - 0 в — " с , л1'2/»' - 1 we then 
find In Z·,//^ = 3/2 (e is the base of the natural loga­
rithm) We assumed that the solute molecules move 
freely in the solution, which also may not be true On 
the other hand,
 Л
 в с may be (much) smaller then 
the temperature of the solution Τ 
With so many uncertainties it is necessary to study 
the thermodynamics of each solution in more detail, 
but for the time being we will write for eq (32) using 
eq (33) and considering cqs (34), (35) 
Л" = * П - І п х ,
е ч
 + Д/г,), (36) 
where 
1 < Δ /
Γ
, < 2 5 (37) 
is due to the difference in internal free energies of 
solute and solid particles For a saturated solution 
•Xscq and A/f
s
 can in principle be determined experi­
mentally 
2 8 Comparison of heat of dissolution of chaos 
mode! and solid fluid model 
Since we presuppose a solution which can be par­
titioned in (cubic) blocks with a fraction of x, solute 
and (I - x
s
) solvent particles the bond energies 0ff 
between neighboring fluid cells can be written as a 
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consequence of the grey sea model (fig 2b, subsec 
tion 2 4) using a mean field approximation 
0
rf(cells) = xUls + 2xs(l xs) фі, 
+ ( l - *
s
) V f f , (38) 
0ss(= 0ss) 1S 'he average interaction energy of two 
solute particles (in neighboring cells) and 0
s
f and фц 
the corresponding solute solvent and solvent-sol­
vent interaction energies 
Using the same considerations we find directly for 
the 0
s
f bonds between cells 
0,f = * 5 0Í ,+( l -x 5 )0 , r f (39) 
Upon substituting these values in the value of α given 
by eq (22) we find for the (001) face of a Kossel 
crystal 
а
 = ( 1 - л 5 е ч ) , (40) 
where orf is given by 
ûf = 4 ('0SS + i ^ r <ώ), (41) 
which can be rewritten as 
a
f
 = (2/3) L"lkT (42) 
Upon substituting for L" the expression given by eq 
(36) we find 
« = ! 0 - * S eq)' ( - ІП X, eq + Afsf), (23b) 
where for the (001 ) face of a Kossel crystal 
f = 2/3 
It follows from eq (23b) and the presuppositions of 
average bonds between a solid and fluid and fluid and 
and fluid cells, which arc expressed in bonds between 
solute and solvent particles that in the a factor a 
"heat of dissolution" L" for the transformation of 
solid particle in a solute particle in a saturated solu 
tion can be used provided a correction for the con 
centration isused bq (23b) gives the relation between 
a - used in the computer simulations - and the solu 
bllltyjCj
 e
q and ξ 
It is interesting to note that eq (23b) has the imph 
cation the lower the saturation concentration the 
higher a It is very worthwhile to check in future 
research the validity ofeq (23b) (Sometimes it seems 
to hold [9,10]) 
2 9 Interpretation of supersaturation 
Since the chemical potential μ\ can be given by 
μ{ = μ{„ +kTìnyxs, (43) 
where μ8 s t refers to a standard state and γ is an activ­
ity coefficient (due to the mutual interaction of 
solute particles) We have chosen here for the concen­
tration AS the fraction of solute molecules or the 
molar fraction ц[
гх
 and y have values, which cor­
respond to this particular choice The concentration 
can be expressed in different units, but then y and 
μ5 st must be adjusted to this choice of the units 
Upon substituting eq (43) into eq (15a) we ob 
tain 
Δμ/*Γ=1η[γΛ:5/(γχ,)*4] ('5b) 
If we assume (i) y — 7
c q and (n) the supersaturation is 
small, we find by writing x
s
 = jr
s e 4 + Δι 5 and a = 
Axs/jreq, where σ is the relative supersaturation 
ΔμΜΤ^σ, (15c) 
It follows from this section that the most general 
expression for the driving force for crystallization is 
given by eq (15b) This means that in principle the 
activity coefficients must be known by measuring 
and/or calculating them for super- or under-saturated 
solutions In most cases y values are not available 
from literature For dilute solutions γ is close to 
unity and condition (i) may be fulfilled 
It follows from this section that only if conditions 
(ι) and (u) are fulfilled the driving force for crystalli­
zation becomes equal to the relative supersaturation 
σ In experiments for growth from solution, this 
quantity is usually chosen as the driving force for 
crystallization 
Upon comparing driving forces reported by dif­
ferent authors in the literature one must check how 
the concentrations are expressed, because different 
ways of expressing concentrations may lead to dif­
ferent values of σ This is demonstrated by Mullin, in 
his book on industrial crystallization, who showed 
that for the same supersaturated aqueous solution of 
sucrose (characterized by the same ΔμΙΙεΤ), о varied 
from 8 to 18%, depending on how the concentration 
was expressed [29] 
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3 Growth kinetics of organic crystals 
3 1 Growth of HMT/hexamethylenetetramme from 
aqueous and alcoholic solution, calculation of a 
As mentioned in the introduUion and in section 
2 1, Bourne and Davey [9,10] found linear growth 
kinetics for growth from an aqueous and a BCF like 
growth law for growth from an alcoholic solution 
The authors tried three different ways to calculate α 
(ι) Using eq (26) (subsection 2 7), taking Δψ^ = 0 
and for J = 1/2 which corresponds to the (110) face 
of the HMT body centered structure (instead of ξ = 
2/3 for a Kossel crystal) В and D found that the 
recipe eq (22b) failed for the aqueous solution 
because L is reported to be negative Hor an alcohol 
solution, however, В and D found 
<W = 3 2 
Since the roughening temperature occurs at a — 2 95, 
it is suggested that for alcohol the surface "tempera­
ture" is close to the roughening temperature [301 
(n) brom thermodynamic data by adding the entro 
pies of fusion, and mixing We believe that this calcu 
lation is incorrect, the obtained values of a = 0 9 for 
an aqueous and a = 5 4 for an alcoholic solution 
probably have no meaning 
(ui) brom the surface free energy by correlating the 
"real" heat of dissolution L with the measured sur 
face free energy (obtained from nucleation data) 
using the expression 
F = Ll2a2b, 
where a2 is the surface area and b is defined in the 
following way, using the concepts of the Hartman-
Perdok theory [4] 
* = * „ / £ " • " 
Recalling, that 
we find b = 3 for a (001) face of a Kossel crystal and 
6 = 2 for the (011) face of a bec crystal Using mea­
sured data for an aqueous solution and data reported 
in the literature for F the following α values were ob 
tamed 
<ïaq = 0 1, a a i c =5 2 
(iv) In this connection it is interesting to try the 
recipe given by eq (23b) assuming ДДг = 2 Using 
x
s
 = 0 100 for an aqueous solution and x
s
 = 0 0110 
for an alcoholic solution we then find 
а
а ч
= 0 3 5 , a d l c = 2 84, 
If we take A/Sf = 2 S we find 
a H q = 0 6 5 , (*,,,. = 3 08 
With so many uncertainties in the calculations it is 
suggested that for an aqueous solution due to the 
strong interaction between the HMT molecules and 
water, which also makes x
s e q high - a is much lower 
than a for an alcoholic solution and that in the first 
case growth takes place above and in the second case 
slightly below the roughening temperatures This 
seems to be consistent with the linear and non-linear 
growth kinetics 
One intriguing problem, however, remains un­
solved It is to be expected that if a crystal face grows 
far enough above the roughening temperature, it will 
grow without facets It is a well know fact, however, 
that the HMT crystals grow as beautiful rhomben-
dodecahedra from an aqueous solution It follows 
from the computer simulations [10-16] that even 
above the roughening temperature the maximal linear 
Wilson-Frenkel law is not reached (This depends 
also on the surface diffusion ) If the "temperature" is 
slightly above the roughening temperature (or a 
slightly lower than 2 95) a certain amsotropy obvi 
ously occurs and the crystal obviously does not grow 
like a sphere This amsotropy does not imply, how 
ever, that no visible roughening should occur It is 
interesting to note in this connection that Bourne and 
Davey found a different type of layer growth for 
growth from an aqueous solution as compared to 
growth from an alcoholic solution [31] Crystals 
growing from an alcoholic solution developed better 
glittering faces and showed much less tendency for 
the formation of solvent inclusions In future long 
runs on a large special purpose computer will be car-
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ned oui to investigate growth and dissolution above 
and below the roughening temperature in order to 
investigate this problem (work in progress). 
We note that the obtained (R,o) curves were care­
fully interpreted by В and D with the whole body of 
available growth models, after correcting for volume 
diffusion The authors arrived at the conclusion that 
the maximal W—F law is not reached for water and 
that for growth from an alcoholic solution a coupled 
volume and BCF surface diffusion process occurs as 
described by the theory of Gilmer, Chez and Cabrera 
[32] (see also refs. [33] and [34]). This is the first 
example of such a coupled process reported in the 
literature. 
3.2. Growth of paraffin crystals growing from organic 
solutions 
In the last years very important work has been car­
ried out concerning the growth kinetics of paraffin 
crystals growing from organic solutions by scientists 
of the "Laboratoire des Mechanisms de Croissance 
Cristalline" in Marseille—Aix headed by Professor 
Kern, Drs Boistellc, Simon, Aquillano, Grassi, Dous-
soulm.Madsen and others [35—39]. 
The following remarks can be made: 
(i) Grey sea and/or chaos models of the ideal solute-
solvent solutions are applied (see subsection 2.4) with 
great success. <t>ff and 0ьь bonds of "orthorhombic 
cells" are equal. Calculations carried out by В and D 
of СзбН74 paraffins show that the a values are very 
high (a — 30). This also follows from calculations 
using eq. (41) in subsection 2.8. 
(π) Simon et al [35,36] and Grassi [37] found for 
slow moving side faces of Сэ6Н74 paraffin crystals 
that the (R,a) curves could be described in a satis­
factory way with the aid of the two-dimensional birth 
and spread model. The calculated edge free energies 
were m good agreement with the energy obtained 
from the experimental growth rate versus supersatu-
ration measurements. 
(in) Boistelle et al. [38] and Doussoulin [39] found 
for the fast growing side faces of СгвНчв paraffin 
crystals a parabolic law R = Co2. As a result of an 
extensive and complete analysis where the chaos 
model (without rotation) was employed together with 
a consideration of all possible growth mechanisms the 
authors arrived at the conclusion that a BCF mech­
anism in which surface diffusion plays a certain role 
gave a consistent interpretation of the measured (R, 
a) curves and all other available thermodynamic data. 
(iv) Recently the kinetics of the top face (001) on 
which spirals where observed and which grow with a 
parabolic BCF law was investigated, together with the 
formation of double layers and twinning [39]. 
It would be quite interesting to compare the 
results of recent computer simulations of anisotropic 
crystals [15,16] with the experimental data of the 
Marseille group. 
3.3. Growth of metal organic crystals 
At the end of this section we want to mention that 
recently extensive research has been carried out on 
(C2Hs(NH3)2) СиСЦ and isomorphous compounds 
concerning [40]. 
(i) The rate of growth in dependence of the super-
saturation of the side faces of these crystals. It was 
found that side faces either grow very fast with, what 
may considered as a second linear BCF law [27], or 
much slower with a BCF like law, with a large 
influence of volume diffusion. 
(n) The occurrence of kinematic waves on the (001) 
faces and other surface phenomena among others 
with a laser interference microscope. 
(iii) The interpretation of the morphology with the 
aid of the Hartman-Perdok theory [41]. 
(iv)The crystal perfection, with the aid of among 
others Lang topography. 
4. Conclusion 
A few examples were given, which show that in 
the last three years since ICCG4 real progress has 
been made in understanding crystal growth mech­
anisms for growth from solution of organic crystals. 
It was shown that computer simulations allow for 
an interpretation for growth from solution and that 
a and Aß/kT can be derived from the formalism 
which determine the rules of the simulation. 
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During the Suinmerschool in Erice one of ue (P.B.) presented a series of five lec­
tures in which a survey of crystal growth theories and a comparison with experiments 
was given. 
In this chapter we only will give an updated survey on computer simulations» which 
are mlevant for crystal growth since surveys on the other subjects are published 
elsewhere. 
Thanks to an exchange program between the Soviet Union and the Netherlands Mrs. 
Dr. T. A. Cherepanova spent a year in Delft, which enabled us to present this 
joint survey paper. 
LIST OF FREQUENTLY USED SYMBOLS 
A(öjXQ) probability that a particle reaches an active site on the surface, 
A
 L(0,XS) probability that a particle reaches an active site on a step, 
Л0( ) » А( ,0) density of active sites, 
α as subscript: refers to a type of particle, 
$ = I/kT (к Boltzmann's constant, Τ absolute temperature), 
ch subscript, referring to the chaos model (Section 10), 
γ0 specific edge free energy of a nucleus, 
E interaction energy (enthalpy) o f the system, see eq.(5), 
E, broken bond energy (enthalpy) see eq. (8), 
GjCP free enthalpy of the system, of a p-cell, 
$Ç7 potential energy of a p- and q- cell which are I* apart, 
r 
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φί^ *_• ~ іУ y " і ^ generalized interaction energy, 
r τ V V 
ƒ superscript, referring to a fluid cell, 
H Hamiltonian (in Section 2 ) , or enthalpy (elsewhere), 
I normalized nucleat^on rate, 
fe ,/c attachment and detachment frequencies for single cells, 
L surface enthalpy of an isolated solid cell, see eq. (26) and Section 10, 
Lj heat of melting, evaporation or dissolution, see eqs. (46) and (47), 
ΐΡ lattice enthalpy of a pure p-phase, see eq. (9), 
liP. μΡ actual and equilibrium chemical potential of a p-cell, 
eq 
VP number of p-cells in the system., 
\+ number of p- and 17-cells which are r1 apart, 
Ρ(Ψ) probability of a state Ψ, 
p(f •+ Ψ') transition frequency from Ψ to 4" , 
р3д as a superscript, running parametors for the type of a cell, 
R growth rate, as a subscript it refers to the roughening transition, 
R
n
 n-th pseudo-random number, /?
n
G(0,I), 
г vector of the crystal lattice wich positive coordinates, 
Γ
σ
 interface roughness, 
3 superscript, referring to a solid cell, 
π relative supersaturation, as a buperscript it refers to the interface, 
6 dimensionless temperature, see eq. (26), 
V velocity of a monatomic surface step, 
X mean surface diffusion distance, 
ratio of lateral to total binding energy of a crystal cell , see Section 10 
Ψ state of the system, configuration of cells. 
1 INTRODUCTION 
In this survey we give a survey of the role of Monte Carlo (MC) simulations in the 
science of crystal growth. Characteristic for MC simulation is its stoichastic na­
ture: random numbers will determine whether and how a system changes its state. 
This should be done according to transition probabilities which are determined from 
a model of the physical system of interest Fluctuations are automatically included, 
in contrast to most other theorie which are deterministic and give, therefore, only 
the average time development. 
As MC simulations are now a tool which is used in a wide variety of fields, ranging 
from mathematics ("experimental mathematics") to industrial management, we shall 
restrict ourselves with respect to the systems which we want to discuss 
Firstly we assume that the changes in the system (e.g. particles attaching to the 
crystal) take place so fast that intermt-diace states can be neglected. Therefore 
we restrict оигзеЧ ез to discrete simulation, i.e. simulation of a system with a 
discrete set of states. 
Secondly we intend to describe crystals, growing from some surrounuing phase which 
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nay be fluid or gaseous This allows us to define a lattice with the crystal symm­
etry, whose cells are either solid or belong to the ambient phase. We shall not go 
into detail concerning the ambient phase. We assume that it is homogeneous and that 
the concept of the chemical potential of a particle which is going to join the crys­
tal can be used. 
The aim of simulation is to describe the time development of a system when the pro­
babilities of some "elementary events" are known. In our case three types of ele­
mentary events come into consideration: addition (also called attachment» condensa­
tion or creation), subtraction (detachipent, evaporation, dissolution or annihilation) 
and migration (diffusion) of single solid cells 
Discrete Monte Carlo simulation has a number of different aspects and can therefore 
be used for several purposes 
(i) It can be seen as an ideal experiment with a simple, perfectly known system. 
Several effects can be studied independently, e.g. nucleation, growth spirals, sur­
face diffusion, temperature, crystal structure etc. 
(II) It solves the master equation of the system (which governs its time evolution), 
numerically. Usually both high and low temperature approximations tail close to 
transition temperatures, such that MC simulations may be the only possibility which 
is left 
(III) In addition to (11) it can be used to show that the results of analytical 
theories are often applicable, even when their presuppositions are already valid. 
Their domain of validity is» in such a way, checked and even extended 
(iv) Simulation of a concrete physical experiment may give a better insight to the 
relevant atomic processes and may stimulate further experimental investigations and 
the development of new ideas and models. 
(v) Observation of a fluctuating system may reveal unexpected effects which may have 
general implications. The no man's land between theory and experiment can be reduced. 
On the other hand there are some limitations 
(i) Simulations uo not give insight by themselves and are therefore useful only if 
they are accompanied by thorough interpretations. 
(11) Becaust long computational times are invariably necessary, it is impossible to 
study complicated systems (e.g. large X
s
 or low T) long. Even a special purpose com­
puter (a hardware model, constructed for crystal growth simulations only) can only 
partly overcome this difficulty. 
The organisation of this survey will be as follows. In Section 2 we give a statis­
tical mechanical description of the system which will lead to expressions for the 
energy and the chemical potentials of the different particles. With the help of the 
principle of microscopic reversibility, relations between transition probabilities 
are derived. Complete understanding of this is not strictly necessary for reading 
the rest of the chapter. Section 3 contains a survey of the simulations which will 
be discussed and the definition of a standard temperature Θ, which will be used to 
compare different systems In Sections 4-7 we discuss equilibrium aspects and dif­
ferent growth mechanisms. Section 8 concentrates upon film growth on a substrate, 
and Section 9 deals with two-component crystals. Discussion of results, implications 
for experiments and open questions are briefly commented on m Section 10. Defini­
tions of frequently occurring symbols and quantities are given above. 
2 ELEMENTARY TRANSITION PROBABILITIES 
In this section we develop a generalized lattice gas model which can be used to de­
scribe a system containing a crystal phase and a completely homogeneous fluid phase. 
The lattice is defined by the symmetry of the crystal. It may contain solid cells of 
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different types, containing one or more particles each, as shown in Fig. I. The 
fluid phase can be interpreted as melt, solution or vapor, in which gradients in 
temperature, density etc. can be neglected. In this section we will use the termi­
nology of growth from the solution. When we discuss, however, the work of other 
authors we shall use their interpretation. 
Fig. 1. Example of an interface: two types of solid cells, 
containing α, В and γ particles, the fluid cells 
also contain 6 particles. 
In Section I we noted that we consider here discrete simulations. This means that, 
at each moment, the system is completely described by the distribution Ψ of solid 
and fluid cells over the lattice which we imagine to be extended to the fluid phase 
as well. We are interested in the time evolution of the system as a whole. The Monte 
Carlo simulations are a way of studying this evolution. The elementary transition 
probabilities piT •+ Ψ') that the system changes its configuration from Ψ to Ψ' in a 
certain time interval τ are chosen in such a way that at most one (for condensation 
and dissolution) or two (surface diffusion) cells change their type. 
We shall derive the elementary transition probabilities ρ(Ψ -*• 4 м) from the equili­
brium probability ΡίΨ) using the principle of microscopic reversibility. The use of 
these ρ(Ψ ·* V*) for non equilibrium as well, is justified by the regression axiom 
of Onsager (1,2) which states that the way in which the system goes to its equili­
brium state is indépendant of how the actual state is reached. For our case this 
means that the system will behave the same under the influence of a non equilibrium 
chemical potential, whether it is caused by spontaneous fluctuations around equili-
brium, or by external influences. 
For Ρ(Ψ) we shall use the Boltzmann distribution (3). If Η is the Hamiltonian of 
the system then #(Ψ {Ç}) is the energy if Ψ is the configuration of cells and (ξ} 
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denotes the other degrees of freedom (impulses and relative coordinates of the par­
ticles belonging to each cell). The following expression then holds for P. 
P(t) * fAtt) pxp - MtfCMU) - E uP Л^ СЮ]
 f (1) 
p e q 
where the integration is over all {ξ] which are compatible with Ψ, and the summation 
is over all types of cells. The probability distribution Ρ will be normalizable 
only for finite systems. We shall not worry about finiteness in this section, but 
simply assume that we have a finite system which is so large that we can regard it 
as if the thermodynamic limit has been reached. The free enthalpy of the system is 
then, at a pressure P03 
G(P
otT,{№})= -kT In Z{NL } Ρ(Ψ) exp - &\ζ /^(Ψ), (2) 
where the summation is over Ψ with NP p-cells. 
We assume moreover that //(Τ,ίξ}) can be written as the etira of interactions £(40 be­
tween the cells and internal parts ^({ξ}) for each cell ¿ separately. In that case 
we can define the internal free enthalpy (P of a p-cell by 
G? = -kT In ƒ d{Ç} exp - еЯ.СЦ} ) (3) 
P P ι Ρ 
where the integration is over all degrees of freedom of an isolated p-cell and the 
integrand is the factor of eq. (1) which refers to a given p-cell. Upon inserting 
eq. (3) in eq. (1) we find: 




The interaction energy E is given by contributions φ"" which depend on the types of 
cells in a pair and on their relative positions: г 
EW - i l + Φ W if? (Y) + Σ^ φΡρ ΛζΡ (Ψ) , (5) 
р^
л
 r r r PJ Г Г Г 
where the sunmations are over all types of cells and over all r. In this expression 
we can easily take into account that the Νψ* are not independent: if at a position 
?! a p-cell is present then at r-^+r* a cell is present which is either again 
of type ρ or of a uifferent type q. Therefore: 
Л^  = NÇP + i Σ ΐξ4, for all ρ, t . (6) 
r
 ?*р г 
Equation (6) can be used to el iminate the Ziri- from eq. (5) and we f ind: 
E ' E,. + Σ iPlP . (7) 
bb ρ о 
Here ¿"bb ^ s tlie so-called broken bond energy, as it involves only interactions be-
tween different cells: 
f - i Σ (•δ? - ! φΡρ - ι •2?>*5? м ι . . • » * ? (β) 
Ь Ь
 ptq.r т * r r r*q,r r r 
and ІЛ is the lattice enthalpy of a pure phase, containing only p-cells: 
(9) 
" г r 
Expression (7) can also be interpreted as follows. The second terra is the energy of 
the system if all cells are combined in pure p-phases and the first term gives a 
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correction ЕфРЗ for each exchange oí cells between the p- and q-phase which is nec-
essary to reach the actual configuration Ψ. It may be instructive to see that for 
a simple cubic, one-conponent crystal with nearest neighbour interactions only, 
eq (7) reduces to 
E - tNsf + ЗЛ/ 3 + Э* Л φ = фЯ^ - % φ3β - h /f . (10) 
The next step to simplify eq. (A) is to make the role of the chemical potential, 
and therewith the role of the supersaturation, more explicit. By definition the 
chemical potential of a p-cell is 
μ Ρ = bG/WP = <ЪН/м/>> . (M) 
The second equality follows from eqs. (1) and (2), < ..> denotes the ensemble aver­
age, and for any configuration Ψ wc mean with ~—p (Y) the average decrease in 4 if 
one p-cell is removed from the system. If we now use eqs. (2), (3) and (7) we find 
an explicit form for eq.(ll): 
μΡ = (f + LP + <^../Э Р> , (12) 
О DD 
which can be used to rewrite eq. (4): 
Ρ * exp - В [F.. + Τ tP(\iP- μΡ - <ЪЕ..ІЪ!р>)\ . (13) 
bu eq bb 
Ρ
 H 
Finally, we can use the fact that a configuration is completely determined, as «oon 
as the configuration of solid cells is given. Indeed, Лк can be eliminated from eq. 
(13) which then reads: 
Ρ * exp - 0 £L1_ - Τ tFf ]t (U) 
Ь Ь
 Pif 
where № is a constant whose interpretation depends on the simulated system We men­
tion however, that the interpretation does not affect the simulations themselves. 
There are two, principally different ways to carry out the elimination of li" and 
therefore to interprete ίΛ, 
The first, and at first sight most natural approach is to assume that the total 
number of cells Σ Ν? m the system is constant. This, implies that one p-cell will 
be transformed into one fluid cell, and therefore ν? ~ μ^ η The following result 
is then found from eqs. (13) and (14): 
βΡ , / - μΡ + Off /dNP> (15) 
bb 
This approach is useful in magnetic Ising models, but for crystal growth it has an 
important disadvantage In general the number of particles is not conserved if one 
solid cell (which contains an integer number of particles) is transformed into one 
fluid cell (containing a concentration of particles which may be quite different). 
Therefore we propose an approach which is based in the conservation of particles, 
rather than of cells. Let CP be the number of a-particles in one p-cell, then the 




 is constant. Dissolution of a 
p-cell means in this interpretation that a-particles go from a p-cell to the fluid 
phase, and therefore μ£ eq =μΡ
α
 eq. In general we define the contribution ÇPa of 
a-particles to a quantity Q? for a p-cell, in such a way that 
cP = zcPf (16) 
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Using t h i s equat ion to decompose IT., \i^„ and <9E /Э/r > in c o n t r i b u t i o n s of the 
d i f f e r e n t type of p a r t i c l e s , and applying the c o n a i t i o n t h a t Σ С? N? i s cons tant 
we get the fol lowing i n t e r p r e t a t i o n of BP from e q s . (13) and ( 1 4 ) : 
fiP = Σ <?(/ - μΡ + O f . . /ЭЛ^> ) Ξ Σ (?{ΔνΡ + Off.. /ЭЛ^> 
α α α bb α α α bb α (17) 
where Δμ^ is the supersaturation of α-particles in the solution, respective to their 
situation in a p-cell. 
In order to reach the object of this section, we use the principle of microscopic 
reversibility 
Р(1С)р(Н' -»• Ψ') - РСГЭрСГ •* Ψ) , all ψ,ψ' (18) 
to obtain a relation between the probability of a certain process and of the inverse 
one : 
ffi.V«) " e x p { " 8 [ / Г Ь Ь ( Г ) " ^ bb ( ψ ) " Σ ^ ^ C i " ) - A^Cï))] H19) 
Obviously, this relation is not sufficient to determine all transition probabilities. 
Λ further choice has to be made, inspired by considerations about the physical sys­
tem of interest. Often the frequency with which particles are attached to the crys­
tal is chosen proportional to exp ΘΔμ and independent of the subsequent bonding. 
The probability of a surface diffusion jump is taken proportional to the detachment 
frequency from the present site and to the equilibrium attachment frequency. 
Such assumptions lead to expressions for the detachment frequencies because the ra­
tio k+/tC of the attachment and detachment frequencies is given by eq. (19). For 
some characteristic cases we shall give this expression in an explicit form. The 
interactions in a simple cubic lattice are combined into the parameter Φ given in 
cq, (10), so 
fe+/ft' = ехр[е(Ду - ІФ)] . (20) 
Here I is the decrease in the number of solid-fluid (sf) neighbours upon detachment, 
and related to the number i of broken solid-solid bonds by t = 6-2г. Upon intro­
ducing the solid on solid (SOS) restriction (i.e. solid cells are allowed only above 
other solid cells) we get the so-called Kossel crystal. There only the number г' of 
lateral bonds changes, and again (20) holds with 1 = 4-2г|. The same is true for 
the SOS (100) face of a f.f.c. structure and for the unrestricted (111) face we 
again have eq. (20) but now I = \2-2i. The Kossel crystal becomes orthorhombic if 
the lateral bonds are different and 
k+/k -- οχρ[8(Δμ - î * - IJ) ] . (21) 
The growth of a film on a substrate can be simulated by eq. (20) for the second and 
higher layers of tho film, and by a multiplication of the detachment frequency for 
atoms from the substrate with exp βΛφ, whçre Δφ = φ (film-vapor) + φ (filnr-substrate) 




 A a ab «ab ab 1af ,af nbf .ЬД ,-*, 
к /к = exp 0 (Дц + γ φ - Ι Φ - l ' ^ - l b ) · (22) 
These, or similar, expressions are used in most of the investigations which we are 
going to discuss. 
A slightly different derivation of eq. (20) has been given by Gilmer and Bennema 
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Kb). They first gave an expression for equilibrium, using the principle of micro­
scopic reversibility, the Boltzmann distribution for closed systems and the concept 
of a kink site (halb Kristallage) where attachment and detachment should be equally 
likely, ι e £-0 in eq (20) Non-equilibrium expressions are then introduced using 
expressions inspired by the absolute rate theory of Eyring 
Finally we want to mention some general restrictions. As stated in the beginning 
of this section the system should be quite large in order to be justified in using 
a thermodynamic description. Concerning the boundary conditions, two cases can be 
distinguished. If a solid on solid restriction is preferred then periodic boundary 
conditions in the lateral directions (i.e parallel to the interface) are chosen, 
and the height of each column can in principle vary from -•» to +· In an unrestric­
ted model either a minimal and a maximal height is chosen where the layer is com­
pletely solid or fluid, respectively, or periodic boundaries are also applied in the 
vertical direction. 
3 SUMMARY OF MC RESEARCH 
Monte Carlo simulations in the field of crystal growth have been proved very use­
ful in the study of equilibrium surface properties and growth mechanisms like nor­
mal growth, nucleation growth, spiral growth etc The first simulations were carried 
out by Chernov (5,6) and Binsbergen (7,8) between 1966 and 1971 After 1971 the 
number of people involved with simulations increased rapidly and Table 1, which 
collects all investigations which have to our knowledge been reported since 1971 
(including surveys of refs (5-8) in refs (9) and (10) gives a complete picture of 
the present state of the investigations. 
Ψ = INITIAL STATE 
— © — i f \ 
DETERMINE (»-» Φ) | 
•• ( R Î ) - » ^ 
Fig. 2. Flow diagram for Monte Carlo simulations. 
Before discussing this list in detail we make a few general remarks In Fig. (2) a 
general design for a simulation programme is shown. First an initial state Ψ is 
given, then one or more random numbers /?l are used to determine a process (attach-
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J. P. van der Eerden et at. 
ment, detachment, diffusion jump). A next random number determines whether the pro­
cess is really carried out and the cycle is again initiated. Oatput in the form of 
growth rates, surface structure etc. is given after a certain number of cycles or 
events has been carried out. 
A sequence (R\t 7?2 ··) 0^ random (more precisely pseudo-random) numbers can be ob­
tained conveniently by the following procedure. 
V , - W ' m a x <«> 
Z





 ( 2 4 ) 
Here imax 1 S ^ e l a rg e s t integer number which can be represented in the computer, 
JQ IS an arbitrary number which is chosen m such a way that two successive numbers 
become independent Indeed, it can be shown that the correlation cocificient 
<R ^.R > - <R ^.><R > , . I 
v+l η n+l η 1 _ l о /7[-\ 
" 37 I I 
<R , , > < „ > о max max 
rz+l R 
η 
which vanishes for I0 *= /Г т а х/3. Since the cycle length of this generator is ì -^max 
« 230 for IBM 370/55 many different Rn are generated. In practice it turns out that 
this very simple generator is good enough for all purposes. 
It can be noted that interactions and temperatures do not occur separately in the 
simulation, but only as ratios. There is, however, in the literature no consistency 
in the use of such ratios to characterize the range of temperatures and interactions 
which is considered. For didactical reasons we think it is best to use a temperature 
representation. Therefore we shall choose such a ratio (denoted by Θ) with the fol­
lowing properties: (i) for a given system 0 is proportional to T, (n) different 
systems at the same temperature and with the same average potential energy between 
two cells have the" same Θ; (in) θ is scaled in such a way that the critical tem­




Point (n) is inspired by the assumption that a system with complicate interactions 
can, to some extent, be approximated by a system with nearest neighbour interactions 
only, which are such that the total lattice energy is the same We refer to θ as 
standard temperature from now on. 
Let L be the difference in enthalpy per solid cell, to be obtained from eq (10), 
between one state in which all solid cells are so far away from each other that they 
have no mutual interaction any more, and another state where these cells are com­
bined in a completely solid crystal. Then we define θ by 
θ * 0.88138 ekT/L (26) 
where з is the number of nearest neighbours in the lattice. For convenience of the 
reader we give in Table 2 and Fig. 3 the relation of θ with the interaction para­
meters ω, ε, α, γ and L/kT which are used by other authors. 
Turning next to the list in Table 1 we see that most attention is given to the (100) 
face of a Kossel crystal (i.e. a simple cubic lattice with the SOS restriction), 
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Fig. 3. Standard temperature vs interaction parameters of 
other authors (see also Table 2). 





24,25,26) and growth mechanisms (4,10,14,15,22,23,24,28,33,34,35,38,39) are studied 
in dependence of temperature. Special attention has been given to the transition 
from normal growth to some mode of step growth (11,14,16,23,24,30,39). A dynamic 
approach to the critical phenomena occurring at this transition (16) and at the 
critical temperature of the three-dimensional Ising model (18) revealed a number of 
similarities. Steps generated by high index faces or by screw dislocations have 
Table 2. Relation of Θ with interaction parameters of other 
authors 





























been studied concerning their structure (31,32), their contribution to be overall 
growth rate (4,15,28,33), the influence of elementary processes (29) and their edge 
energy (30). The effect of different types of solid cells and the corresponding or­
der-disorder transition are discussed in refs (9,34,35,38). Growth of a film is 
simulated by choosing different particles below a certain level (i.e. the substrate) 
which are not allowed to take part in the elementary processes (36-39). 
As mentioned in Section 2 the elementary processes are attachment, detachment and 
surface migration of solid cells, they are denoted by +,- and J respectively in 
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Table I. Equation (19) states that each elementary process should be accompanied 
with a reverse one. Sometimes however, the reverse process is so unlikely that it 
is omitted (19,37). In ref. (17) attachment and detachment always occur simultane­
ously. In ref. (26) vapour molecules have a Maxwel1-Boltzmann distributed kinetic 
energy. If they hit the crystal they will stay there if the gain in bond energy is 
larger. 
Among other computer simulations which are of interest for crystal growth we men­
tion especially free energy computations of small molecular clusters (40,41) and 
the growth of a thin polymer film on a rough substrate (42). 
4. EQUILIBRIUM 
A characteristic property of surfaces which is intensively studied, is their rough­
ness Γ
σ
, defined as the interface contribution to the total number of solid-fluid 
neighbours, per surface particle. For a solid on solid model this is the total num­
ber of such pairs, for unrestricted models one has to correct for solvent inclusions 
and solid islands in the bulk phases. 
10 20 30 
Fig. 4. Interface roughness as function o£ temperature for 
different crystal structures: orthorhombic (21), 
Kossel (11), unrestricted (17), f.c.c. (100) (24) 
and f.c.c. (Ill) (25). 
The surface enthalpy ΕΓ and free enthalpy G are closely related to r . For example, 




 - φ Γ
σ
 (27) 
Ga - i ƒ E dT = Φ/Τ ƒ r0dT . (28) 
о о 
for a I .. crystal one can use eq. (27) again if from r and E the contribution at 
T=0 (i.e. a completely flat surface) is substracted. Equations (27) and (28) give 
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then the contribution of lateral broken bonds. For more complicated systems one 
has to take into account that different фЕЯ exist. 
p 
In Fig. 4 the variation of r with temperature is shown for different crystal struc­
tures. The Kossel (100) (II) and f.c.c. (100) (24) faces have the same lateral struc­
ture, a square lattice with isotropic nearest neighbour interactions. Therefore their 
ν are similar at low temperatures. Athigher temperatures, however, the difference 
becomes more important, mainly because the SOS condition for the f.c.c. (100) is a 
much stronger restriction than for the Kossel (100) face). 
Also the unrestricted sc (100) face (17) is equivalent with the Kossel (100) face 
at low temperatures. Upon increasing the temperature, however, the solid and fluid 
phases become less and less distinguishable until, at the critical temperature 9 ^ _ 
2.00 of the three dimensional Ising model, the interface vanishes and r0 ΐ 0. 
The orthorhombic crystal (21) has, at the same temperature Θ, stronger bonds in one 
lateral direction (weaker ones in the other) than in the Kossel crystal (here Ф^/фу 
= 3), which leads to many sf neighbours parallel to the weak interactions. Therefore 
in Fig. 5 long shaped clusters, oriented parallel to the strong interactions can be 
seen. Low temperature expansion of several physical quantities can be obtained from 
eq. (14) by collecting the configurations with the same (small) broken bond energies 
in one term (43). The first term corresponds to an empty surface, the second to mono­
mers, the third to dimers etc. For example, when only three terms are considered, 
one obtains for ra the following expression: 
r
a
 = S exp (-2β(φ + φ ))[ 1 + 3 exp(- 2βφ ) + 3 ехр(-26ф ) 1 (29) 
χ у χ у 
Fig. 5. Example of the interface of an orthorhombic structure 
at θ = 0.8 (21) . 
Due to the convex shape of the exponential function the roughness is in the orthorh­
ombic rase (фд. τ фи) higher than for the Kossel crystal at the same temperature θ 
(i.e. at the same φ +φ ). 
χ у 
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The f.cc, (III) face (25), finally, has a triangular structure, such that cells 
are more strongly bound in the lateral direction, which is also reflected in the 
higher critical temperature B J ^ = 2.07 of the two - dimensional triangular Ising model 
and a much smaller roughness. 
The roughness of a face is of major importance for the growth mechanism. Roughly 
speaking, normal growth takes place on rough surfaces, on smooth surfaces steps 
have to be generated (high index faces, nucleation, growth spiral). Therefore the 
roughening transition from "smooth" to "rough" faces has received much interest. 
We suiranarize the development in the ideas and understanding of the roughening tran­
sition. 
Burton et at. (44) suggested that the first order phase transition in a two dimen­
sional Ising model (which is equivalent to a one layer surface model) would have a 
general equivalent for η-layer models (with η f тУ » Namely, there would exist a 
transition temperature ^ below which the adatoms present on the surface tend to be 
collected in large, flat clusters, thus leaving the surface with a small roughness. 
Moreover they suggested that θ/j was the temperature at which the surface energy 
has a point of inflection. Consequently, they computed this inflection point for 
several η-layer models (r.=I,2,4) in the Bethe approximation. They found Од * 1,10. 
Fig. 6. Interface structure at different temperatures (43), 
showing the "disappearing" of a (10) step at tem­
peratures above Qfí on a Kossel (100) face. Tempera-
ture θ (left to right, top to bottom): 0.75, 0.96, 
1,01, 1.06, 1.11 and 1.18. 
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Using the same analogy with the two-dimensional Ising model. Leamy and Gilmer sup­
posed that at д the excess edge energy and free energy of a surface step would 
vanish and their Monte Carlo simulations (13) indicated QR = 1.11. From their series 
of stepped surfaces at increasing temperature, shown in Fig. 6, it is seen that at 
high temperatures the steps are almost indistinguishable from the rest of the sur­
face. 
Recently, however, it was shown by more precise Monte Carlo investigations (45) 
that the excess edge energy does not vanish completely at 6=1.13, but seems to de­
crease smoothly. Low temperatures series up to ninth order (eq. (29)), is only up to 
third order) indicate (43) that the interface slope, width and the fourth moment 
of the height may diverge at 9=1.08, 1.15 and 1.16, respectively. If it is accepted 
that the interface "diverges" at and above θ/? then these temperatures also estimate 
6ft. Clearly, more terms are necessary to give a definite answer for the problem. 
As the static considerations mentioned so far are not able to determine θ# satis­
factorily, it becomes somewhat doubtful whether they give a correct insight in the 
roughening transition. Swendsen (1Θ) then studied the dynamic aspect, determining 
relaxation times τ£ and т { 2 , which estimate the average time that fluctuations in 
surface energy and height persist. It should be expected that the relaxation times 
are small both below Bp (because there is a strong tendency to make the surface 
flat) and above д (where the surface is not rigid and fluctuations damp quickly), 
and as a consequence they will show a maximum at Bft. Such a behaviour is indeed 
found, but the unexpected thing is that with this method Ofl may coincide with Q¿ 
Ξ I, namely 9ft » 1.01 І 0.04. A strong dependence of the relaxation times on the 
system size is found at θ £ д, which reflects the importance of long wavelength 
perturbations of the surface. 
In conclusion we may say that, although there is still no definite solution of the 
roughening problem, there exists a transition from flat to rough surfaces at a tem­
perature, close to the critical temperature of the Ising model ,-. ~ 1 . As atomically 
smooth surfaces will lead to macroscopic facets and a crystal, we expect that the 
equilibrium form of a crystal will be faceted below θ/? and rounded off or even iso­
tropic above 6fl. Two difficulties from an experimental point of view should be noted. 
Firstly, very often the growth form of a crystal, especially close to $ftf will be 
quite different from the equilibrium form. Secondly, the wavelengths of the spont­
aneous oscillation of the crystal surface at θ £ θρ may be so large that they ex­
ceed the crystal size, such that it still looks faceted. 
The study of a monatomiс step (31) at temperatures varying from θ •= 0.6 to 0.9 
also revealed long wavelength undulations which will be visible in electron micro­
scope observations. A transition to faceted step shapes should not be expected (and 
was not found) because the one - dimensional Ising models do not possess a phase tran­
sition except at θ - 0. It was shown that the overhang density varied from 1 to 10%, 
therefore the exact theory for overhangless steps (43,44) is valid for 6 5 0.9 Bft. 
We want to remark that from eq. (14) a symmetry property for one component crystals 
in equilibrium can be derived, which is used sometimes (4,24) to check the correc­
tness of a simulation program. Namely, the probability Ρ(Ψ) of a given configuration 
Y is equal to Р(^) where ψ is the configuration in which the solid and fluid cells 
of Ϋ are interchanged. 
A simple consequence (holding also for multicomponent crystals) is that the equili­
brium surface concentrations of adunits and vacancies should be equal, as they in­
volve the same number of solid-fluid neighbours. 
Because equilibrium is principally determined by thermodynamics it has to be expec­
ted that the static quantities mentioned above (r0, E"0, f*^  Qft and symmetry) are not 
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influenced by the choice of elementary events. In particular we expect no influence 
of surface diffusion. Evidently, the kinetics may, and probably will, influence the 
dynamic quantities like the relaxation times τ{ and T ¿ 2 f o r fluctuations 
Ostwald ripening is a process which controls the growth and dissolution of small 
crystalline particles in equilibrium with a solution As the surface of a small 
particle is more curved that that of a large one, the smaller particles will, on 
the average, dissolve and the larger ones grow. This process has been considered, 
assuming that the crystals are spherical and that evaporation of atoms from a flat 
surface is unlikely These conditions will be satisfied at temperatures close to 
θ/?. It was found that in the case of two or four crystallines with a total of 100 
particles, the deviation from a deterministic theory, consisting in the solution 
of a set of differential equations is small. 
5 NORMAL GROWTH 
Other current names for this growth mechanism are continuous growth and liquid-like 
growth. It takes place on relatively rough surfaces and a characteristic feature is 
that the growth rate Я depends linearly on the supersaturation for small super-
saturation. Throughout th*s paper we define ff as the number of layers added to the 
crystal per unit time and we normalize it usually by dividing R by the frequency к 
of attachment. 
It can readily be shown (4) that, if the surface of a mono-component crystal retains 
its equilibrium structure then 
R/k+ = 1 - exp(-ßuu) (30) 
This equation is known as the maximal or Wilson Frenkel law. The linear behaviour 
for small ΒΔμ is immediately found from a Taylor expansion of the exponential func­
tion In Figs. 7 and 8 it is seen that we have linear growth curves for θ £ θρ- 1 0 
but they are below the maximal law eq (30). 
Fig. 7. Growth rate of a Kossel (100) face at different tem­
peratures (4,33) for θ < 9/f a "nucleation dip" at low 
supersaturation ΒΔμ is seen The symbol I denotes the 
«randard deviation. 
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Fig. 8. The influence of surface diffusion and of the crys-
tal structure on the normal growth rate. The dashed 
curves are computed with eq. (32). The open circles 
and solid curves are measured. Kossel: ref, (4), 
f .cc. : réf. (24)
 f ionic: ref. (35) and alloy: ref. 
(34). 
It is clear that the surface cannot retain its equilibrium structure during all 
stages of growth, unless it is very rough. In Fig. 4 it can be seen that at Op the 
roughness is 41.3 which is considerably below e.g. the maximal roughness 2.0 per 
layer, so the surface structure will still play an important role. 
The right hand side of eq. (30) is exactly the rate 'of growth of a kink site (Ger-
man: halb Kristallage), i.e. a site at which addition or subtraction of a solid cell 
does not change the broken bond energy ¿^b ^or a Kossel crystal this means that 
the number of solid-fluid neighbours remains constant). Figures 5 and 6 suggest that 
eq. (30) should be modified into 
R/k* = Аів, X3)(\ - exp[- 6Δρ]) (31) 
and we propose the following interpretation of the proportionality constant Az 
Л( , X) = A (0) xl 
XU ( ) 
s о 
(32) 
The first factor describes the growth rate when surface diffusion is absent and we 
see that it increases from 0.4 at the roughening temperature θ = 1, to 1 ,0 if θ -»• «. 
We suppose that it is proportional to the contribution of sites which are suitable 
for growth. Let us call these generalizations of kink sites, active sites, then A0 
should be the concentration of active sites on the surface (which is considerably 
larger than the concentration of kink sites (4)). 
The effect of surface diffusion is that an atom which was not deposited on an active 
site may still reach it by surface migration. This effect can, for θ>θ^ easily be 
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computed s i n c e the a c t i v e s i t e s are randomly d i s t r i b u t e d over the (rough) s u r f a c e . 
In t h a t c a s e , the p r o b a b i l i t y pyy that an a c t i v e s i t e i s reached a t the /l/-th jump i s 
A0 ( t h e p r o b a b i l i t y t h a t the /V+lst p o s i t i o n i s a c t i v e ) m u l t i p l i e d with {\-AQ)N ( t h e 
p r o b a b i l i t y t h a t a l l preceding s i t e s were not a c t i v e ) . Then the p r o b a b i l i t y Wf/j t h a t 
a p a r t i c l e reaches an a c t i v e s i t e i n , a t most, M jumps i s 
M M 
Ν M+l 
wM = Σ ρ„ - Σ Λ (І-Л Γ - Ι - (1-Λ ) (33) 
Μ „ Ν „ ο ο ο //=ο Ν=ο 
where a f i n i t e geometric s e r i e s i s summed. If B0 i s the p r o b a b i l i t y that an adatom 
evaporates then the p r o b a b i l i t y q^ t h a t i t makes M jumps i s B0(i-B0)M. The average 
d i f fus ion d i s t a n c e X
s
 i s r e l a t e d to B0 by the genera l proper ty of random walks 
V2 = <M> = I MB (l-B ) M = (l-B )/B -* В * (Ì+X2)~] . (34) 
s ,. о о о о о s 
М=о 
The p r o b a b i l i t y A can be found from qf. and w» by 
A Ζ Э (1-4 ) A 
A = Σ _ . о о о Μ ς ί 
М=о
 qM M " 1 - (l-B ) ( I - A ) " A + В - A В K^) 
о о о о о о 
where two geometrical series have been summed. Upon inserting the expression (34) 
for B0 into eq, (35) one gets eq. (32). 
It can be noted that this equation satisfies the intuitively expected limitation 
behaviour: (i) eq (32) reduces to the maximal law 4=1 if the rate is maximal for 
X3 - 0 (i.e. if 4 0=l) t(ii) the same happens if X3 -*· ·, (iii) if X3 = 0 then A*A0 
and (iv) if no active sites would be present (Л0 = 0) then no growth takes place 
since 4-0. In Fig. 6 it is seen that eq. (35) predicts the influence of surface dif­
fusion within the accuracy of the measurements, which is also the case for the meas­
urements in ref. (9) which are not shown here. 
An analytical theory to determine the normal growth rate in the absence of surface 
diffusion (i.e. a theory to determine 4 0) is the mean field theory. Especially the 
second order version, known as the pair approximation, has been found to give fairly 
accurate results, refs. (23,46,47). Mean field theories are high temperature (more 
precisely high roughness) approximations. Therefore they can be seen as the counter­
parts of the low temperature expansions in the preceding section. The basic idea is 
to determine a set of differential equations for the time development of the prob­
abilities Р(г) that the crystal has, at a given site, the height г. This set, the 
master equation, corresponds to the given kinetics in the actual or Monte Carlo pro­
cess. An approximation which makes the numerical solution possible, is to approximate 
the actual detachment probability by the same probability if the cell (first order) 
or pair of cells (pair approximation) would have been surrounded by the average sur­
face as determined by the P(.i). The form of the equations involved can be found in 
refs. (23,46). 
For the f.c.c. (100) face growth is much slower than for the Kossel (100) face. This 
is again a consequence of the solid on solid condition which prohibits attachment 
and/or detachment at several surface sites. In such a way the number of active sites 
is reduced. That the ionic crystals grow slower is obviously a consequence of the 
fact that sites which would have been active on a Kossel (100) face (i.e. which have 
the desired geometry), are inactive for at least one type (+'or -) of particles, due 
to the particular types of cells which form the possibly active site. For example, 
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This effect also explains why the alloy, described in Section 9 and ref. (9), even 
at θ » θρ still does not grow according to the maximal law, 
6. NUCLEATION GROWTH 
The main difference between normal growth and the various types of step growth (nu-
cleation growth, spiral growth, growth of high index faces) which we are going to 
discuss in this and in the next section, is that the active sites for growth which 
were interpreted in the preceding section are not randomly distributed over the sur­
face any more. Indeed they are present at step edges only. Moreover, they will be 
more similar to the classical kink sites. On perfect faces steps are generated as 
the edges of large solid clusters. The number of active sites (or kinks) on a step 
will depend on its curvature: in a slightly supersaturated environment a straight 
step will always grow, a strong curved step will even tend to dissolve. A cluster 
whose edge is such that it is in equilibrium at the given supersaturation, is called 
a nucleus. Large clusters will tend to grow, smaller ones to dissolve. 
The size of a nucleus obviously depends on the supersaturation, therefore the factor 
A in eq. (31) is now dependent on 0Δμ too. Nucleation theories determine the rate i" 
with which nuclei are formed. When attachment and detachment are the only elementary 
processes one finds (15) that even on relatively rough surfaces (Θ = 0.88) I is given 
quantitatively by the theoretical formula: 
I/k* = ζ С /Ш exp - πβς2γ2/Λιι , (36) 
о о 
where С0 is the concentration of adeorption sites on the surface, ζ is a shape fac­
tor varying from 1.07 for a square nucleus (at θ=0) to 1 for a circular shape (at 
θ
 Ä
 0.9) (48), and γ0 is the edge free enthalpy of the nucleus per unit length. The 
overall growth rate combines I with the spreading velocity of a supercritical growth 
cluster. Usually a power law dependence of the size of a cluster with time is as­
sumed: 
nit) = a(t - t ) a fr > t (37) 
о о 
here t0 i s the time t h a t the nucleus was formed, a and α are phenomenological p a r a ­
m e t e r s . The Kolmogoroff-Avrami-Vetter theory (15) g ives for t h i s case 
1 
m
+ -SLiL- ( i^V + ' (38) 
r<d-r> 
where Γ is the gamma function. If a constant radial velocity V of the spreading 
cluster is assumed (α = πυ2, a - 2) then eq. (36) reads: 
R/k* = 1.137 ίΊϋ* (39) 
If, on the other hand, the spreading of a cluster is neglected (a • n0t the size of 
the nucleus, and a = 0) we get 
R/k+ ' I n . (40) 
о 
A careful observation of Monte Carlo data in ref. (15) revealed that on relatively 
rough surfaces (at θ ~ 0.88) an intermediate case a * 1 occurs which leads to 
R/k+ = 0.789 /To". (41) 
If we insert eq. (36) into eq. (38), or into any of the eqs. (39-41) then the super-
saturation dependence of R is found to be of the forra 
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Ä/fe+ = ^(ΒΔιΟ exp(- >13βγ2/Δμ), (42) 
where -41, Α2 a n d ^ are numerical constants which depend on the choice of the elemen­
tary processes and the spreading mechanism. The dependence of the second factor on 
ΒΛμ is much weaker than that of the exponential term. Therefore, upon plotting \ъЯ/к 
versus the reciprocal of 0Δμ, one finds for small 0Δμ a straight line with slope 
-4эВ2 и. In such a way the edge free energy γ 0 and the activation energy πξ
2
γο/Δμ 
can be determined experimentally. 
In Fig. 9 such plots are given. It should be noted immediately that one needs very 
accurate values for the growth rate at very small supersaturation to be able to de­
termine the linear part of the curves and therewith to find the parameters A\ and 
YQ . Unfortunately this requires much computer time, more than is usually avail­
able for such investigations. On the other hand, no definite conclusion can be drawn 
from measurements at high supersaturations only: the nucleation dip, present in the 
direct curves of Fig. 7 for θ < 1.0 gives only an indication that something else 
than normal growth occurs for small Λμ. A special purpose computer built in Delft, 
is able to simulate growth on a Kossel (100) face about 100 times faster than a 
fast general purpose computer like the IBM 370/55 (22,23). In Fig. 9 it is seen 
that in fact only the measurements on this SPC give quantitative information. 
005 007 01 02 10 
Fig. 9. Growth rates of different faces and different tem­
peratures, the Kossel and orthorhombic crystals are 
from SPC measurements (23), except at θ = 0.44 (33). 
The f.c.c. data (. and o) are from ref. (24). The 
scaling on the axes is linear in Inff and in (Δμ) - 1. 
Upon comparing the curves in Fig. 9 with theoretical predictions about the size and 
shape of the nucleus one finds satisfactory quantitative agreement. It turned out, 
however, to be impossible to discriminate between eqs. (39-41) on the basis of 
rate curves alone (23). Also qualitative results are reported: upon increasing the 
temperature, it can be seen that the edge free energy (given by the slope of the 
linear part of the curves) decreases until at θ £ ^ *» 1.0 no linear part is found 
anymore, corresponding to the fact that the edge free energy is supposed to be zero 
for θ > θ#. The edge free energy is smaller for an orthorhombic (100) face, there-
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fore the nucleus і smaller and growth faster. The f.c.c. (100) face grows more 
slowly than the Kossel (100) face but, as explained before, on the basis of the 
measurements we cannot decide whether this is due to α larger edge free energy or 
to different factors 4] and for /^ which may be influenced by different kinetics 
in these two cases. 
Surface diffusion changes the kinetic processes, but in principle not the size and 
shape of the nucleus. Therefore, the dip in the direct curve and the slope of the 
linear part in the Ini? vs 1 /Διι curves will remain unaltered. The other character­
istic properties of the curves, however, are influenced, as they are determined by 
Αγ and ¿2· Especially at high supersaturation, where the surface is so rough that 
normal growth takes place (23), the growth rate increases considerably. Nevertheless 
a slight influence of surface diffusion on the nucleus itself has been reported (15). 
This was interpreted as a consequence of the fact that at temperatures just below 
6fl quasi-equilibrium is not reached during the growth process, and therefore the 
nucleus has a higher edge free energy than predicted by statistical theories (48). 
Surface diffusion brings the system closer to equilibrium, and gives therefore a 
lower edge free energy. 
For high supersaturations normal growth occurs again. This has led to a surprising 
effect for the orthorhombic (100) face. At small supersaturations it grows faster 
than a Kossel (100) face at the same temperature, due to a smaller nucleus (48). At 
high βΔμ the opposite is the case, due to an increased backflux: from surfaces with 
the same roughness it is easier to detach particles in the orthorhombic than in the 
Kossel case. This is again (like with eq. (29)) to be ascribed to the convex shape 
of the exponential function. The corresponding intersection point of the rate vs 
supersaturation curves gave an estimation for the roughening transition in the non-
equilibrium case. 
Finally we mention that a convenient and accurate method to determine the nuclear 
size is to investigate a step connecting two screw dislocations of opposite sign. 
As long as their distance is smaller than the diameter of the nucleus, a waiting 
time exists for growth. Simulations (15) of this effect showed that the continuum 
approximation for the edge of the nucleus or of a step (48) predict the size of a 
nucleus correctly if it contains more than about 50 particles (15). For smaller nu­
clei the basic ideas and concepts of classical nucleation theory, like edge free 
energy, Zeldovich fluctuation region and critical size, can be used still. However, 
neither a continuum approximation nor an equilibrium statistical mechanical treatment 
lead to quantitatively reliable results. 
7. STEP GROWTH 
Strictly speaking« the spreading of nuclei, discussed in the preceding section is 
an example of step growth, i.e. growth due to attachment of solid cells to step 
edges. Other examples, which will be discussed in this section, are steps generated 
by screw dislocations and by the inclination of a high index faces. 
As a one-dimensional Ising model has no critical temperature (except θ - 0) we ex­
pect that a roughening transition does not exist either and that as a consequence, 
step nucleation is never necessary. Therefore, we expect that the step velocity V 
will behave analogous to the normal growth rate eq. (31). 
V/k+ - ¿ g t i G ' V 0 " e X P [ " В Л У ! ) j ( 4 3 ) 
where A
st is the probability that an active site on the step will be reached by an 
attached cell. If surface diffusion is absent (X
s
x0) or the distance L between steps 
so large that the diffusion fields of neighbouring steps do not overlap (L » X
s
), 
then this probability is proportional to the step density on the surface. The cor-
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responding proportionality for the overall growth rate was found indeed in ref. (29). 
Under these conditions the following expression was derived and found to be con­
sistent with simulation moasureraents (see ref (4) and Fig.(10)). 
2X 
1 + , . ,*v . (W) st s 1 TTT 
Here the equilibrium structure for a step without overhangs was assumed during 
growth. Consequently there is no temperature dependence. At a temperature just be­
low ^ and high supersaturation (θ - 0.88, 0Δμ > 0.3) the actual velocity is even 
higher than eq. (44) predicts, which is obviously due to the fact that overhangs 
introduce additional active sites. For lower temperatures overhangt, almost disappear 
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Fig. 10. Advance velocity of a monatomic step. Solid curves 
are measured θ = 0.80 in ref (29), θ = 0.88 in 
ref (4) and the binary chain (inset) in ref. (9). 
Dashed curves are computed with eq (44). At θ -
0 80 adumts could enter the step from both sides 
(upper curve) or from the lower side only (lower 
curve). 
When X8 is of the order of the step distance the diffusion fields overlap, a smaller 
area than assumed in the derivation of eq. (44) supplies adumts to each step. In 
this case the second term in eq. (44) should be multiplied with a factor tan/г l,l</2X3 
in order to account for the disturbance of the adumt concentration in the neigh­
bourhood of each step due to the presence of other steps at a distance L (44). 
2X 
Α „(Θ,ΛΤ ) 
st s 1 4/* tanh /¿ * («) 
The investigations of ref. (29) showed indeed that if ^ s is comparable with L, then 
deviations from eq. (44) in the direction of eq. (45) occur. From eq. (45) it fol-
lows that spontaneous fluctuations of step distances reduce their average velocity 
and consequently the overall growth rate as well, which was confirmed in the simu-
lations. 
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Again in réf. (29) a suggestion of Schwoebel was investigated. Adunits were inhibi-
ted from reaching the step from the higher side. As predicted by continuum theories 
the step velocity decreased and a tendency of step clustering (the initial state of 
kinematic wave formation) was observed. The velocity of a step on a mixed crystal 
(φ α ο = ф ^ = іф12^) growing from the melt has been estimated from data for the ad­
vance rate of a kink (9). In this case the supersaturation 
&li = Ljb.T/T (46) 
where Lj is the heat of fusion and ΔΓ - T
m
-7 is the difference in temperature with 
the melting temperature 2^. The relation between the step velocity and ΘΔρ was found 
by multiplying the advance rate of the kink with the equilibrium density of kink 
sites on a step. At θ = 0.57 the active sites will be almost only kink sites and 
overhangs will be rare. It is seen that this step velocity is far below the maximal 
one for two reasons. First, a kink site is an active site for one type of particles 
only» and second, the temperature of the whole system decreases, so the step con­
tains less kink sites. The discontinuity of the V vs ßuu curve reflects the trans-
ition from ordered to disordered growth. 
The shape of a growth spiral has been computed by continuum theories, first with 
isotropic step velocities both approximately (44) and exactly (49), and recently 
also in the anisotropic case (direction dependent velocities) (50). This shape is 
also investigated with Monte Carlo (32) simulations and compared with the results 
of the general theory in ref. (50). In accordance with the theory it is found that 
at high temperatures the spiral is isotropic and tends to an archimedean shape at 
large distances from the centre, at low temperatures the symmetry of the crystal is 
reflected and the spiral becomes polygonized. 
Fig. II. The influence of surface diffusion on the three 
different growth mechanisms of a Kossel (1Û0) face. 
Data at θ = 1.15 from ref. (4), at θ - 0.44 from 
ref. (33). 
The distance № between the arms of the spiral is proportional to the radius of the 
nucleus (and therefore inversely proportional to ΘΔμ), the proportionality constant 
being ΙΘ.9Θ for high temperatures, 8.0 for low temperatures. The change over between 
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these values occurs simultaneously with the change from isotropic to polygonized 
spirals between θ * 0.1 and θ % 0.88 . It was shown indeed that the produce ΘΔΓΔμ ie 
constant up till supersaturations which are so large that the size of the nucleus 
is of the order of magnitude of the lattice constant. As the advance velocity of a 
step is supposed to be linear in Δμ (eq. (43)), the overall growth rate, being the 
product of step density and step velocity should be quadratic in @Лу . This second 
prediction is also valid over the same range of Au. It should be mentioned, however, 
that in these simulations attachments and detachments were allowed at the spiral 
only, so nucleation between spiral steps was automatically inhibited. This will be 
a reasonable approximation at small supersaturations and at long surface diffusion 
distances, but not so long that the distance between the arms is exceeded since 
that would lead to a decrease in R/k+ and eventually to a linear law (51). 
The competitive effect of spiral growth and nucleation growth is considered in ref. 
(33). In Fig. 11 it is seen that at low supersaturations spiral growth is dominant, 
whereas, upon increasing Δμ, nucleation is enhanced and at large supersaturation 
the surface is so rough that no distinction can be made between the perfect and im­
perfect surfaces any more. As it should be expected for the rather smooth surfaces 
at θ • 0.44, well below ^, there is a large influence of surface diffusion. 
8. THIN FILM GROWTH 
In this field some simulations have been carried out to investigate different ex* 
perimental facts. The substrate is assumed to be atoically smooth and to have 
an interaction with the atoms which are going to be deposited, which is different 
from the mutual interaction between deposit atoms. An equilibrium absorption layer 
is formed if the environment is undersaturated for the film material. The concen­
tration of particles in the adsorption layer as function of the supersaturation 
(i.e. vapour pressure ) is commonly called adsorption isotherm. In ref. (36) they 
have been measured for a simple cubic deposit material, condensing in a square lat­
tice with nearest and next nearest neighbour interactions (computed with the Van der 
Waals-London potential). The temperature if the film varied from θ = 1.0 to 2.0 
and the interaction with the substrate was kept constant at \ kT. The Langmuir ad­
sorption isotherm neglects lateral interactions of the film particles. The effect 
of such interactions is taken into account by Fowler and Guggenheim (52) in the 
mean field approximation, and by Honig (53) in third order cluster variance approx­
imation. It was shown that the first theory agreed qualitatively, the second one 
even quantitatively over its range of temperatures. 
The simplest case of film growth is to assume that atoms are deposited stay on the sub­
strate and do not migrate. This case was considered in ref. (37) which was intended 
to explain the behaviour of the electric resistance of a metal film on an insulating 
substrate. It was shown that a statistical description of this system could be giv­
en which is exact in the limit of large systems. The simulations (on a 60 χ 60 lat­
tice) agreed closely with this theory and also qualitatively with experiments. 
If lateral interactions are included, a nucleation growth mechanism will operate in 
the adsorption layer if θ < QR. This was studied in ref. (38) for θ = 0.10, 0.13, 
0.16, and including surface diffusion (X3 = 5.6, 3.9, 3.0). The values of the inter­
action parameters were taken from estimations for the deposition of silver on sodium 
chloride. The large deviations from the theory of Zinsmeister for two-dimensional 
nucleation if Xd » 1 show that the contribution of direct attachment from the sur-
sounding phase to the clusters cannot be disregarded under these conditions. 
The influence of supersaturauon on the shape of a growing film was studied in ref. 
(39) for θ • 0.68, omitting surface diffusion, and with a substrate-deposite inter-
- 60 -
Monte Carlo Simulations 
action which is smaller than or equal to the mutial interaction deposite particles. 
At small supersaturation» nucleation is necessary in all layers and most difficuly 
in the adsorption layer, therefore many particles will attach on top of growing 
clusters before they touch each other. Consequently, the film will be rough. At 
high supersaturation nucleation is not necessary any more and a relatively smooth 
film will develop The results of the simulations were found to be in quantitative 
agreement with the theory of Kashchiev for layer growth (54). 
Under the same conditions the movement of clusters of particles has received exper­
imental interest (55) A recent simulation of one of the possible mechanisms for 
this movement (morphological changes) revealed (56) that the existing theory was 
unable to predict quantitatively the mobility of small clusters (up to at least 20 
particles) Indeed, the influence of stable cluster-cores is dominant and plays a 
central role in an improved description (56) 
9. TWO COMPONENT CRYSTALS 
In this section we describe briefly some very recent results in the simulation of 
the growth of two-component crystals Until now, three cases have been considered 
(i) Chernov (9) studied attractive interactions between all solid cells, the strong­
est between different ones ($aa - 4p° - І Ф ^ . С і і ) in Riga (34, 56) again only at­
tractive interactions were assumed, but now the b-h bonds are emphasized ($aa -
ф ^ --ІфЬЬ)^
 an(j ( m ) i n Delft (35) pseudo-iomc interactions are used (φ 0 0 = 
ф ^ * - ißb > 0) In case (ι) the surface of the crystal was artificially kept com­
pletely flat except for one monatomic step, containing one kink site, in ( n ) and 
(in) the solid on solid restriction was used These resrictions are, at the tem­
peratures θ which are considered, clearly unphysical Therefore the relevance of 
these simulations is assured only if an additional overall force towards the centre 
of the crystal can be assumed to replace the actual long range interactions in the 
physical crystal (it was shown in (35) that such an interaction does not change the 
expression (eq (22) for the transition frequencies) In cases (i) and ( n ) the 
supersaturation was caused bv a decrease in temperature of the system growth from 
the melt (ΛμΡ » LPLT/T) with possibly different heats of melting ΐ¥ for a and b 
particles, and in case (.in) the ΔμΡ were changed independently (growth from solu­
tion) 
The major difference between one- and two-component crystals obviously lies in the 
structure of the solid phase Therefore special attention has been paid to structu­
ral transitions since Chernov (9) argued that the building up of the crystal phase 
is a cooperative process, such that a kinetic phase transition should be anticipa­
ted. Indeed a transition from a regular NaCl structure at small supersaturation to 
a disordered structure at high supersituration was found in cases (i) and ( i n ) . 
This led to a cusp in the growth rate vs Δμ curve (see Fig 10) and to the formation 
of domains with an internal regular structure (Fig 12). It can be considered as a 
remarkable result that the tendency to form a regular structure is so strong that 
only very high supersaturations can destroy such a structure. The additional long 
range Coulomb interaction, which plays a very important role in physical situations 
will even amplify this tendency This result seems to agree with experimental find­
ings For example, the needle shaped crystals of gypsum (CaSO^ .2H2O) —which grow 
almost only at their rough (so 0 > д and/or very high Δμ there) end faces — never 
show irregularities in the alternating structure of positive and negative ions 
Thus we see that both for the partly ionic — case (1) — and for the completely ion­
ic — case (111) — types of interaction a NaCl structure arises such that the con­
centration of a and b particles in the crystal will be equal. 
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Fig. 12 The structure of a two-component crystal with pseudo-
lonic nearest neighbour interactions (a) grown at 
low and at moderate supersaturations, (b) grown at 
very high supersaturation, and Δμ + >ΰμ~. 
For the non-ionic interactions — case (11) — this is not necessarily the case Here 
decreasing the growth rate will lead to increasing sizes of domains containing mere­
ly b-particles. Therefore, there is no direct correlation between the number of a 
and b particles in the crystal, and the crystal composition will be determined by 
the properties of the melt A convenient way to represent such a relation is to use 
phase diagrams as in Figs. 13 and 14. In order to obtain the fluidus curves it was 
assumed that the attachment frequencies k+a and к*** were proportional to the con­
centrations of a and b particles, respectively in the melt. When the heats of melt­
ing La and L" are equal (therefore k*^ = k™. as well) a monotonie increase of the 
solidus and liquidus is found from the temperature at which a pure α-crystal is 
formed, to the temperature at which a pure ¿-crystal is formed In the equilibrium 
diagram (Я*0) these temperatures are the melting temperatures θ of a- and ^ of 
¿-crystals, respectively If, however, La 4 L" (as should be expected when a and b 
particles interact differently with the crystal) the diagrams are more complicated. 
They show at each temperature θ a coinciding minimum for the solidus and the fluid­
us. At that temperature (the eutectic temperature) both phases have the same (eutec-
tic) composition, such that the melt can crystallize completely into a homogeneous 
crystal. The results indicate moreover that this kinetic eutectic composition is 
nearly independent of the growth rate ( or undercooling), so it will not differ 
much from the equilibrium eutectic composition. 
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Fig. 13. Equilibrium and kinetic phase diagrams for an alloy 
(case iii Section 9), with equal heats of melting 
L^ = bk. = kT. The upper line (fluidus) gives the con­
centration in the melt, the lower one (solidus) in the 
crystal. 
Fig. 1A. Kinetic phase diagrams (case iii Section 9) with 
different heats of melting L^ - ЬуЪ = kT, 
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10. RELATION WITH EXPERIMENTS 
In order to be able to compare experiments and simulations, one should relate tem­
perature, interactions and supersaturations of the complicated experimental system 
with those of the simplified simulation model. Let us first consider the temperature 
and interactions, i.e. the determination of the standard temperature θ for a physi­
cal system. As a first attempt Jackson (57) defined for each face (hkl) a factor 
Oj(hkl): 
V - «jttj > (47) 
where the geometrical factor ξτ is the ratio of the energy of the bonds parallel 
to the (hkl) face and the total bond energy, and L ,is the differential heat of mel­
ting, dissolution or evaporation. Bennema and Gilmer (58) proposed to use another 
parameter α which is more closely connected with the simulations 
о = 2 β ï ( h k l ) Φ = 8 L C h k l ) Ξ ÇBL . (48) 
Here L is the broken bond enthalpy of theLi(hkl) face, often referred to as ( h k l )  r 
slice energy". The geometrical factor ξ = £("*!)/£
 c a n b e estimated with the 
Hartman-Perdok theory (59). Clearly, this expression can be used if L = Zy, which 
is true if solid-fluid and fluid-fluid interactions can be neglected (e.g. ideal 
gas, perfect solution). Otherwise L = Lj only if (i) complete wetting ( ф ^ » Ф ) 
r r 
is assumed, and (ii) ξ^ is equal to an analogous factor for fluid-fluid interactions. 
Let us consider solution growth, then both assumptions will be often invalid, such 
that L φ Lj. Convincing examples of this statement are found in cases where Lj is 
negative. A general recipe to estimate L has been developed recently (60,61) on the 
basis of what we called "chaos model". Here the fluid part of the lattice gas model 
of Section 2 is replaced by a homogeneous solvent in which solute particles are 
randomly distributed (no lattice restrictions). Moreover, these solvent particles 
have the same surface characteristics as the crystal particles. In equilibrium the 
enthalpy and entropy increases when a crystal cell dissolves, compensate each other. 
The entropy contribution is given by 
AS
c h = Xfe - i: In οζ + S? - S
3
 . (49) 
Here yk is the entropy due to the absence of lattice restrictions for the solute 
(χ = 1 for an isotropic particle, additional terms * %к arise from each additional 
degree of, freedom of the solute particle (62)). We used the notation of eq. (16) to 
denote C^ for the fraction of the solution cells which is occupied by solute par­
ticles. Experimentally cf can be found from the molarities m f of the solute and m
s 
of the crystal particles (in mol/cm3), or from the densities Cr and C3 in (g/cm
3). 
Namely CT = nif/m
s
 - CV/Cg. The last two terms describe the difference in internal 
entropy of solute and crystal particles. 
The enthalpy increase, on the other hand, is given by 
b H ^ - L . + f í f - l f - z e b L j . (50) 
eh eh s οΎ J 
Here L
c
h is the surface enthalpy of a solute particle, W - if is the difference in 
internal enthalpy of solute and crystal particles and the last term gives, for el-
ectrocrystallization, the potential energy increased of an ion of charge z eQ when 
the solution has a Galvani potential φ respective to the metal (63). 
Combining eqs (49) and (50) with the equilibrium condition Д/У = TkS we get 
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fl¿ . - χ - In (f + 8(С5 - i/) + ßZe φ . (51) 
en S ß о 
Often this expression can be simplified. When the particles are hardly deformed in the 
crystal we have G3 *> çf ψ
οτ n o n
 electrolytic solutions φ=0, so 
e £
ch = * - , η (Φο„ · <52> 
This means that £
c
h is given by the solubility For electrolytic solutions an equil­
ibrium Galvani potential φ exists for all ion concentrations, given by (63): 
• • *st + 77 l n ^ · ( 5 3 ) 
О 
In the 'Nernst equation", the standard potential φ 5 ΐ : is known to be almost indepen­
dent of the specific solution. Combination of eqs (51) and (53) gives: 
βΖ, - χ + fiZe φ (54) 
eh o s t . 
It is important to note that it follows from this equation the L is charac­
teristic for a given metal. Unfortunately» till now it is impossible to meas­
ure Galvani potentials directly, but an indirect determination with one of the 
methods we mention below can bo used for other cases ач well. 
The surface enthalpy L of the generalized lattice gas can be found from L
c
^ if we 
conceive the fluid phase as a statistical average of the solvent-solute mixture in 
the chaos model (60)* 
L - (I - αζ)2 L
ch (55) 
which value can then be used in eq. (26) to find 9 or eq. (4Θ) for a. 
Fquation (50) implies that L^ is the surface contribution to Lj. Therefore we can 
substitute Lj for L^ in eq (55) and then m eq (48) only if φ=0 and internal 
changes are negligible 
Let us consider, as an illustration, the work of Bourne and Davey (59) who studied 
the growth of a hexamethylene tetramine (HMT) crystal from aqueous and ethanolic 
solutions. They found a normal growth mechanism in the first case and spiral growth 
or nucleation growth in the latter case Comparing this result with the simultions 
of Gilmer and Bennema (4), they expected that θ was above and below the roughening 
temperature, respectively As the heat of solution of HMT in water is negative it 
was clear that the recipe of Jackson, eq. (47) was useless in their case. Consequently 
they attempted to estimate AS from data about the activity of HMT in the two solu­
tions. They found 3.5 cal.mol-1 0K for the aqueous and 21.2 cal.mol-1 0K for the 
ethanolic solution, which leads to θ - 4.0 and 0.66, respectively (HMT has a 
b.c.с structure, therefore s=8). 
Their results however, probably have no physical meaning since a complete computa­
tion should still give TûS • Lj < 0. Usine, therefore, solubilities (with χ • 2.5) 
in eq (53) we get for aqueous solution CZ • 0 39, α » 0.65 and θ » 5.45 and for 
the ethanolic one c£ • 0.0199, α - 3.08 and θ - 1.14. These results are in agreement 
with the observed growth mechanism since for a b.c.c. (100) face the roughening tem­
perature is about д « 1.20 (aR - 2 95) (65). 
It can be noted that a direct estimation or computation of &S to determine θ is 
often cumbersome, or even impossible because the fluid chemistry (activities) should 
be well known. Approximations can be obtained in different ways. One way is to go 
back to the proposal of Jackson, using L » T&S which will be good for growth from 
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Che vapour phase, from a perfect solution or from a melt where differences in molar 
volume can be neglected. An alternative way is to use surface free enthalpies G0t 
obtained from homogeneous nucleation rates. It may be expected that below the rough-
ening temperature ¿7° * HG ** ζ£, such that 
θ * 0.88 ξ s кТ/Иа θ < 0.8 д (56) 
an ζ e will be approximately equal to the number of lateral nearest neighbours. 
Bourne and Davey also investigated this possibility and found that eq. (56) gave 
about the same θ for ethanolic solution (Θ = 0.68) but a much larger value (Θ « 47) 
for the aqueous one. This shows that the restriction in eq» (56) with respect to 6 
is essential. 
Another example can be taken from electrocrystallization. The nucleation experiments 
of Budevski et at. (66) show that the edge free energy of a two-dimensional nucleus 
on (100) surfaces of SiIver-monocrystals is 2.1 χ 10-° erg cm-1. Since the nearest 
neighbour distance for Ag is 2.89 x IO-8 cm and the edges of the nucleus were along 
(110) directions we can estimate α ** ή.9 and θ * 0.60. In view of eq. (54) we can 
consider these values as reasonable estimates for all (almost) ideal electrolytic 
solutions with Ag electrodes. 
From these two examples we expect that the parameters of solution growth systems 
are such that interesting comparison of simulations and experiments will be possible 
in future. 
Turning next to the supersaturation Δμ/W we can distinguish several cases. First 
we consider mono-component crystals. For growth from the vapour the driving force 







E — « eq (57) 
kT l n ρ ρ » 0 / ; 
r
eq eq 
where the last equality is an approximation for small &\i/kT. For solutions, the ac­
tivity a plays the role of the partial pressure: 
c-c 




 l n f V - ~ c = σ - <58> 
eq eq eq eq 
where ƒ and о are the activity coefficient and the solute concentration, respectively. 
In principle many different units are suitable for the concentrations (e.g. gem , 
BE »пюі mol~]etc.)'It- is convenient to make the choice that makes the activity 
a as well as possible proportional to a (i.e. ƒ *» constant). Only then can h\i/kT 
be approximated by the relative supersaturation σ for small Δμ/kT. For electrolytic 
condensation the over-voltage Δφ is the driving force : 
Δρ = ze Δφ , (59) 
о 
where ze0 is the electric charge of the ions. For growth from the melt, finally we 
repeat eq. (46) 
Δμ - Lj&T/T™ (60) 
For the growth of two-component crystals it is seen from eq. (22) that two different 
driving forces Δμα and Δμ0 have to be given. For growth from the melt and electro­
lytic solution this is achieved by a straight forward generalization of eqs (59) 
and (60). namely the introduction of heats of melting Lj and Lj and different charges 
za and z^. For the other cases there seems to exist some arbitrariness because it 
is well known that different combinations of solute concentrations will result in 
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an equilibriuir system as soon as their ion products are equal. Consequently there 
are different combinations (\ia,]i ) which lead to equilibrium, therefore Δμ and Δυ 
are not ambiguously determined, and it seems that eq (22) cannot be used. This dif­
ficulty is only apparent because Δρ and Ли^ alone are not sufficient to determine 
the kinetic model completely, also the ratio ¡^ín/^ eq ^ a s to ^e Êlven, and to each 
equilibrium crystal structure belongs one value of this ratio, namely the ratio of 
dissolution irequencies of a and b particles from a kink site. 
After the correspondence between the characteristic parameters of the simulation and 
the experimental system has been established, the two systems can be compared and 
the simulation results can be used to elucidate experimental results. One possibility 
which we mentioned already is to compare growth rate, and, in particular, growth 
mechanisms, wh^ch show an encouraging agreement. Also the study of step patterns of 
growth spirals and etch pits are open to study both for experiments and simulations. 
A fruitful cooperation in this field may be expected, especially if the simulations 
can be modified in such a way that lower temperatures (say 0 < 0.5) and longer sur-
face diffusion distances (say at least ten lattice sites) are allowed. A third field 
of interest are the structural changes in a two-component crystal, induced by the 
kinetics. Not only the order-disorder transition in alloys is of importance but al-
so point defects (vacancies, impurities) in a one-component crystal can be easily 
included An obvious omission in the crystal structures which have been simulated, 
is the diamond structure. Tins is probably due to larger programming difficulties 
but nevertheless a certain certain effort in this direction seems worthwhile to over-
come these problems. 
Finally it seems useful to investigate the roughening transition further, especially 
a fast special purpose computer can possibly help to complete our understanding of 
this phenomenon such that ultimately it can be used to be confronted with experiments 
as well. 
At this moment, the basic technical problems about Monte Carlo simulations seem to 
be solved and it may be expected and hoped that in the future MC simulation will 
not remain restricted to theoreticians but will become useful to experimentalists 
as well. 
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Roughening transition in mean-field and pair approximation of Ising models 
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It is shown that the macroscopic phenomena of the roughening transition in an Ising interface model can be 
connected with a property, corresponding to a second-order phase transition, of the local thermodynamic 
potential for interfaces with an even symmetry Using this connection a method is developed to evaluate the 
roughening temperature in first- and second-order mean-field approximations of a simple-cubic crystal These 
values are compared with Monte Carlo results and with values found from the fundamental assumption that 
thermodynamic quantities such as the specific heat should have singularities at the transition temperature It 
turns out that the second-order results are very accurate Finally then, the method is generalized to give 
results for fee, bec, and hexagonal structures 
I INTRODUCTION 
Below i ts cr i t ica l t e m p e r a t u r e an Ising system 
has two possible bulk phases . An interface model 
descr ibes the sys tem if the two bulk phases a r e 
simultaneously present . At very low t e m p e r a t u r e s 
such a two-phase sys tem will contain both phases 
separa ted by an almost flat surface. At higher 
t e m p e r a t u r e s this surface will become m o r e and 
more rough until at the cr i t ica l t e m p e r a t u r e the 
two phases become identical and the surface is no 
longer p r e s e n t . 
At a certain t e m p e r a t u r e TR below the cr i t ica l 
t e m p e r a t u r e the surface becomes so rough that 
t h e r e is no longer any tendency to form surfaces 
that a r e oriented along crystal lographic d i r e c ­
t ions. We shall call this t e m p e r a t u r e the rough­
ening t e m p e r a t u r e and the corresponding phenom­
enon the roughening t rans i t ion of the Ising model. 
In the following wc se lect from the possible ap­
plications of the Ising model the solid-fluid lattice 
model, i .e., each cell of the lattice is e i ther solid 
or fluid. This interpretat ion is very useful for the 
science of the growth and s t r u c t u r e of c rys ta l s u r ­
faces because it descr ibes var ious s y s t e m s such 
a s crys ta l-mel t , crysta l-vapor, or crys ta l-so lu­
tion. Also, the roughening t e m p e r a t u r e is prob­
ably bes t visualized with the morphology of a 
crys ta l : Below the roughening t e m p e r a t u r e a 
crys ta l is bounded by low-index a r e a s that a r e al­
most flat on atomic scale, above TR the whole sur­
face becomes rough and the edges between the 
originally flat regions become rounded off. The 
growth mechanism at low supersaturat ion a lso 
changes at Т
я
. Below TR the crys ta l grows by 
attachment of new atoms to step edges (i.e., nu-
cleation or dislocation growth), above T
a
 these 
s teps a r e hardly recognizable because smal l and 
large c l u s t e r s are p r e s e n t all over the surface. 
F r o m this reasoning it is c lear that different 
roughening t e m p e r a t u r e s belong to each surface 
orientation. The roughening temperature of the 
c r y s t a l is the highest of these t e m p e r a t u r e s . 
The idea, however, of a roughening transi t ion 
is general and applies a l so to other Ising-type 
models such as the magnetic Ising model and the 
binary s y s t e m s used in metallurgy. 
Although these macroscopic phenomena a r e 
quite c lear and general ly accepted it turns out to 
be r a t h e r difficult to re la te them to quantit ies in 
the microscopic s tat i s t ical-mechanical theory. 
Burton, Cabrera , and Frank 1 pointed out that at 
the t ransi t ion some thermodynamic quantit ies ex­
hibit s ingular i t ies . They found in 1951 that the 
roughness v e r s u s temperature curve has a point 
of inflection and the specific heat, therefore, has a 
maximum. Temkin 2 found the same in his model 
in 1966. They associated this point with the 
roughening transi t ion but neither of them proves 
directly that it i s real ly re lated to the morpholog­
ical change mentioned above. 
Leamy, Gilmer, and Jackson 3 re la te the rough­
ening t e m p e r a t u r e with Monte Carlo data by look­
ing for a t e m p e r a t u r e where the excess edge en­
ergy of a s tep vani shes . In this way they d e t e r ­
mine the cr i t ica l t emperature for phase s e p a r a ­
tion in a layer. On the other hand they associate 
the roughening t rans i t ion with what they call a 
divergence of the interface. Above the roughening 
t e m p e r a t u r e the surface is free to move up and 
down, therefore the interface width will become 
infinite at Т
я
. This divergence, however, is of 
long-range type and therefore it is not surpr i s ing 
that such a behavior is not found in s ta t ic-mean-
field-type models, as was proved recently by 
Weeks and Gilmer. ' 1 · 5 Their conclusion, however, 
that these models p o s s e s s no roughening t r a n s i ­
tion is p r e m a t u r e . 
To overcome these difficulties we make a new 
s t a r t . We shall define a local potential function 
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depending on the concentration of the central layer 
between the two phases only (by minimizing the 
model grand potential function with respect to all 
other independent variables). Below TR this func­
tion will have certain maxima and minima, indi­
cating that some concentration profiles (namely, 
those who lead to flat surfaces) are favorable 
while others are not, and that, therefore, flat sur­
faces probably occur in the interface. At and 
above Τ g the function will be constant and there­
fore the interface is free to move. 
Using this criterion we give a method for com­
puting the roughening temperatures in mean-field 
approximations of Ising models. In such a way we 
have succeeded in constructing a logical connec­
tion between the macroscopic definition and a the­
oretically and numerically accessible method for 
computing TK. 
Two types of lattice models are frequently used, 
the sohd-on-solid (SOS) model, where each solid 
cell is situated above another solid cell (crystal 
science), and the unrestricted (unr) model, where 
each distribution of solid cells over the lattice is 
allowed (metallurgy, magnetism). The roughening 
temperatures of the first- (MFA, mean-field ap­
proximation) and second- (pair) order approxima­
tions for these two types of model are given The 
assumption that the two types are equivalent up to 
the roughening temperature is confirmed. Pos­
sible generalizations of the method could be other 
crystal symmetries and longer-range interactions. 
II EXPRESSIONS FOR THE GRAND POTENTIAL 
The state of a simple-cubic crystal is described 
by the distribution of solid and fluid cells over the 
cubic lattice We number the lattice layers per­
pendicular to the ζ axis with the parameter г and 
use the following variables for an approximate 
(mean-field-type) description of the system W{ 
number of cells of type ρ in layer г, JVM™ number 
of cells of type ρ that have a cell of type q as their 
neighbor in the positive a direction, p -S (solid) 
or F (fluid), a -x, у от г. 
An example of the use of the variables is given 
in Fig. 1. From simple geometric arguments it 
can be seen that it is possible to express these 
dependent variables In terms of the independent 
variables JVf and N*Fa (N is number of cells in a 
layer) 
Nfs" =NÏra , 
Ns,Sa=NÏ-Nslr«, 





FIG 1 Example of an unrestricted Interlace (only 
x-z plane shown) Nf=i, N , " ' = 1 , Λ , 0 Ϊ Λ =4, Νξ$' = 2, 





In general there are nonzero interactions φ*" 
between cells of both types. We shall restrict 
ourselves to nearest-neighbor interactions depen­
dent on the direction α and on the types ρ and я of 
cells whose interaction is considered. In such a 
case it is useful to define a generalized interac­
tion parameter ω = (ω*, ω", ω'),6 thus establishing 
the equivalence of a solid-fluid lattice model and 
a lattice gas model (each cell of the lattice is 
either empty or occupied), where only interac­
tions between the occupied cells are considered 
ω" = (і/гктКФ**· + Φ " " - 4SF"). (8) 
The total interaction energy E can be simplified, 
Ι - . · α ι 
and the equilibrium value of the chemical poten­
tial is the opposite of the interaction energy per 
cell of a totally solid lattice,3 
μ./*Γ = -2ω*-2ω»-2ω*. (10) 
From straightforward combinatorial computa­
tions the entropy S of the system is found to be7 
rΣΗ:, η A f jFra 
( H ) 
The proper potential function for this open sys­
tem at constant temperature is the grand poten­
tial, and divided by NkT it is given by 
Ω = NkT 
_S 
*Nk 
-L__üi_ у Af 
А* А*Т ¿^ ' (12) 
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In the following we will use concentrations Cf 
=JVÎ/N, Cf° 'N^/N, which leads to the follow-
ing expressions for the grand potential in the 
cases we want to consider 
The unrestricted pair formula is found by substi-
tuting (4) and (7)-(ll) in (12). 
Ω
ύη,' = ¿ ( ¿ 2u.°C?"' - 5Cf InC? - 5Cf InCf + ¿ ¿ Cf InCf *) . 
The SOS restriction Is built in by substituting Cfs*-0+ in (5) and (13) 
(13) 
:;=2u.*+ ¿ (2ш*С?" + 2щ'С?"-4^1пС?-4СГіпСГ+е ¿ Cf" InCf0 ) + (С?-С?.1)1п(С?-С^І). 
(14) 
Substituting Cf" =CÍCÍ if a = x or ji and C?" = C;c} t l in (13) we get the mean-field expression8 
n»,A= ¿ [ г ^ + и^ю^сГ+гш^сГ^+^іпС^+с^іпсГ]. 
ι---
Finally the SOS-MFA expression2 is again found from (14) by Cf1* ^CfC? 
«sis = 2 «' + Σ [2(ll.' + u,'')C(scrt(Cf-Cf<1)ln(CÎ-CÎtl)]. 
In the SOS-type models the first term 2ω' re­
sults from the boundary condition C„ = 0 and C.« 
= 1. Therefore, it has no influence on the struc­
ture of the surface (therefore, neither on the 
roughening temperature) This is the consequence 
of the SOS restriction in which the bulk phases 
contain either only solid or only fluid cells. Such 
phases are only relevant for physical application 
at 7 = 0, and we have to realize that these mod­
els are in themselves interface models The 
functions given in (14) and (16) are, therefore, 
surface quantities The term, then, enables us 
to estimate a limiting temperature below which 
the model can be used If the total expression 
(14) or (16) becomes negative the surface tension 
also becomes negative, therefore, the tempera­
ture at which this happens is referred to as the 
critical temperature of the model 9 
III DERIVATION OF THE MICROSCOPIC CRITERION 
The equilibrium values of the variables we de­
fined are those for which the grand potential is 
minimal Taking, therefore, the first-order par­
tial derivatives equal to zero gives for each mod­
el a set of equations for the independent variables 




4 1 п %
 + 1п^к§^ + 1п і^і=0, 






) + 2 ы ' ( 1 - С







 + 1 п ^ ~
С
' ; > (17f) 
From these equations it can be seen that two 
types of solution are possible (b = í , F = S) 
odd solution 





rF nSSx pSSy ^SS* ^PSM 
C I ^i ι ' ' ι ^ i ^ i - l 




Thus the solutions possess a mirror symmetry 
leading to either an atom-center boundary (odd 
solution) or an interstitial-center boundary 
(even solution) as they were named by Kikuchi 
and Cabin , 0 
In the atom-center boundary the central layer 
is half filled, therefore, the roughness of the 
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interlace will be high, whereas the interstitial-
center boundary corresponds to a more flat sur­
face. So the crystal will have flat surfaces if the 
even solution has a lower potential than the odd 
solution. At low temperatures this condition will 
be fulfilled (at T = 0 the interface i s given by C . ( 
= 1, C U l = 0, ι г 0, which is an example of an Inter­
stitial-center boundary) The roughening temper­
ature is thus the temperature where the grand po­
tential of the interstitial boundary becomes equal 
to the grand potential of the atom-center bound­
ary. At temperatures below TR the even solution 
corresponds to a minimum in the potential, the 
odd solution to a saddle point. 
Upon minimizing Ω with respect to all indepen­
dent variables except the concentration C0 of the 
central layer [i e , solving all the equations (17) 
except the one derived from ЭП/ЭС0 = 0] these 
other variables are expressed in terms of C0. 
Substituting these values back in the expressions 
for the grand potential (13)-(16) one defines a 
probability function for C 0 




 is the grand potential of the even solu­
tion The shape of this probability function below 
TK is given schematically in Fig 2 When C 0 is 
equal to any concentration of the even solution all 
the other concentrations will be such that an inter-
stitial-center boundary is formed, so these values 
lead to minima m Ω* On the other hand when C0 
equals one of the concentrations of the even solu­
tion an atom-center boundary will result and 
these values correspond to maxima in SlT When 
Τ r i ses towards Т
я
 the difference between the 
minimal and maximal value will shrink down until 
at Τ г TR the function i s constant 
To get a criterion which is more accessible for 
numerical calculation of the roughening tempera­
ture we go one step further. Again we minimize 
Ω with respect to all variables except C,, but now 
subject to the constraint that the boundary should 
be of the atom-center type for all concentrations 
except for C 0 
Ω
Ι
.(ϋ0) = Ω(Γ,Ο 0 ,Ο ( (Ο 0 ) ,εΪ" , (Ο 0 ) )-Ω, γ „(7' ) , 
С ( + С., = 1 if 1*0. 
(21) 
The shape of this potential function is given in 
Fig. 3. For T<TR the function has two minima 
corresponding to configurations where the even 
solution is best imitated [C.l - C0 = ( C 0 - C,),,^ or 
c
o -
 c i - ( c o - CI)CT™> these layers give the mam 
contribution to the potential]. At C0 = i a relative 
maximum is present and the whole boundary is of 
the atom-center type At temperatures above TK 
the interface is by the symmetry restriction forced 
towards the atom-center boundary, so then 
C0 = | is a minimum. We now have a simple cri­
terion for the roughening temperature 
n"Tfi) = 0 (22) 
This property of Ω can easily be transformed mto a 









ЭС0 3C| dC0 0 , (23) 
» Î Î C H O i f Т г Г
я 
(20) 
and the dependence of the С, and C f * on C0 is 
given by the solution of the Eqs. (17) under the 
symmetry constraint. The partial derivatives have 
to be computed for the odd solution. 
The method of finding the roughening temperature 
is (i) derive the minimization Eqs. (17), (n) com­
pute (dC (/dC0) c . 1 / a and ( d C f */<fC0)e . , / , from 
00 05 
FIG 2 Lnconstrained local thermodynamic potential 
FIG 3 Evenl} conBtrained local thermodynamic po­
tential 
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these equations; (ш) solve from the minimization 
Eqs. (17) and the roughening Eq. (23) the interface 
profile (... ,C.,,C0,CX, . . . ) ; (iv) determine the 
temperature TR for which this is a physical inter­
face. 
IV APPLICATION TO THF MODELS 
The first step of the method has already been 
carried out, so now we will look at the second. 
Because of the symmetry constraint we have 
dC,
 | dC_, 
dC* dC, -0, ¿ = 1 , 2 , . (24) 
This property makes the last term in (23) zero, 
so ш the MFA models only the first term survives. 
From the second term only the horizontal pairs 
m the zeroth layer and the vertical pairs m the 
zero and minus one layer are nonzero in the ex­
pression. For horizontal pairs the equation 
8 i i / 8 C | f ' , = 0 can be solved easily, giving in the 
case that C 0 = Ï : 
C0SSe = C f " = Clr"e»° = i(l +«-"")· 
dCgF° 
dC0 
'0 , a = x or y . 
a = x or y 
(25) 





_( 1 1 \( 1 1 ^ _ 1 y 
\cfs' cfsvVcfs'+cfs«+cf'r'+ cfV ' 
(26) 
Applying this and the symmetry constraint to lay-
er s zero and minus one gives 
dC 
dca + % - = ° · <"> 
The roughening equations then are 
pair-unr-
- 1 2 + 4e•"" + 4e·u , ' 
+ 4Cf Cf(C£'s'Ci''r'+ C0"'C0SF«)- ' = 0 ; (28a) 
pair-SOS: 
- 8 + 4e-"* + 4e_",'+ 2(5 - C,)" ' = 0 ; (28b) 
MFA-unr: 
4 - 4 ω » - 4 ω > , = 0 ; (28c) 
M FA-SOS: 
- 4 u ; r - 4 u J ' + 2 ( J - C 1 ) _ I = 0 . (28d) 
The roughening temperature for the mean-field 
unrestricted model i s directly found from (28c) 
Г
я
 = (1/2*)(ψ 5 ΐ , ί + φ 5 5 » + φ " 1 * φ " » - 2 ф ^ » - Ζφ*"*) 
=<t>/k, (29) 
where we defined the average interaction strength 
φ by the last equality. From now on we shall only 
consider the isotropic case іі? = ш'= ω* (anisotropic 
results will be given in a paper about the Monte 
Carlo simulation of such systems") and use this 
definition of φ. For the SOS models Eq. (28) can 
be seen as an equation for (.',. In the pair-unr 
model Eq. (28) together with ЭП/ЭС^'* = 0 forms a 
set of two equations in the two unknowns, C, and 
C*F*. So in all cases C0 and Cj are known for each 
temperature and the structure of the set of equa­
tions (IT) i s such that the whole concentration pro­
file is found easily by a numerical procedure. This 
profile, however, will only be physically relevant 
if it meets the proper concentration boundary con­
ditions. This will happen for only one temperature 
(Figs. 4 and 5), which is therefore the roughening 
temperature. 
V RESULTS AND DISCUSSION 
Table I gives the critical temperature, the roughen­
ing temperature as computed with our method, the 
temperature where the roughness curve has a 
point of inflection, and the two-dimensional criti­
cal temperature. The first thing to mention is that 
the roughening temperature is predicted very ac­
curately in the pair approximation. 
The next important remark is that the roughen-
mg temperature agrees within the given accuracy 
of the transition temperature computed from the 
roughness curve. This also holds when the inter­
face is restricted to a finite number of layers 
(this can be achieved by replacing the proper 
boundary condition C„ = C b u l k by C, = C b u l k for i 
greater than a certain number ή). Therefore it 
seems legitimate to identify the two transitions, 
although a rigorous proof of this statement has not 
yet been found. On comparing then the two ways 
to compute the transition temperature our method 
has not only the advantage of the clear correspon­
dence between the macroscopic and microscopic 
phenomena but also requires l ess effort to com­
pute the temperature to a great accuracy. 
Often the critical temperature of the two-dimen­
sional lattice is used as an estimate for the rough­
ening temperature. This estimate is based on the 
idea that below the roughening temperature the in­
terface mainly consists of only one layer. The 
roughenmg equations for a one layer interface 
(constructed by the boundary condition Cf = 0 ^ = 0) 
are indeed the equations for the critical tempera­
ture of the two-dimensional lattice! From the 
table it is seen that this estimate leads to a 12% 
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TABLE I. Transition temperature in several models 
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1.235 Ь 
1.136 е 






- 0 . 6 
«•.„г'* 
0 . 6 2 * 0 . 0 5 ' 
0.64± 0.021! 
d 




0 . 7 1 9 ь 
0.719^ 
0 . 5 6 8 h 
0 568 ь 
'' Comment, see below Eq (16), values from Ref. 9. 
ь
 Exact formula с g. In Ref. 12. 
c
 Monte Carlo result in Ref. 13. 
d
 Low temperature expansion in Ref. 4. 
e
 Monte Carlo result in Ref. 3, low temperature expan­
sion: rR = 0.62. 
f
 Value given in Ref. 2. 
' Recalculation from the Bethe method in Ref. 1 which 
is equivalent to the pair-SOS model. 
11
 Exact formula from Onsagers method (Ref. 14). 
lower transit ion t e m p e r a t u r e indicating that the 
third dimension tends to stabil ize the surface. 
Note, however, that in the mean-field-type ap­
proximations (to the same order) this o r d e r is r e ­
versed. This effect should be mainly attr ibuted to 
the fact, however, that the two-dimensional c r i t i ­
cal temperature is not very well approximated 
even in the pair model. 
F r o m Table II the convergence from the unr 
model to the SOS model can be seen in the pair 
approximation. This behavior corresponds of 
course to the well-known fact that the SOS model 
is equivalent to a unr model with infinite ver t ica l 
interact ions . The only 4% difference m Т
я
 justifies 
the use of SOS models for t e m p e r a t u r e s below TR. 
The whole method can easily be general ized to 
m o r e complicated bond s t r u c t u r e s . If there a r e h 
direct ions for the horizontal bonds and υ for the 
vert ica l ones the pa i r equations in (17) and (28) 
a r e modified into 
p a i r - u n r : 
(2й






TABLE II. Dependence of TR on the bond strength in 
the vertical direction. 
- 0 2 0 0 0 2 0 4 0 6 0 10 


















J . P . VAN D E R E E R D E N 
-4(2А +
 и
- 1 ) + 4 ^ е - » ° 







' " + C
o
s s t J " ) - 1 = 0 ; (28a') 





( П с ' ) 
(17d') 
-4(ft + ! ; - l ) + 4 ^ e - u ° + 2 t ) ( è -Cf ) - 1 = 0 1 (28b') 
a 
where β runs over all vertical pairs and a over all 
horizontal ones. With these equations we evaluated 
the results of Table ΠΙ, again assuming all ω to be 
equal. From Table Ш we see that in general the 
horizontal structure determines TR mainly and 
that the stabilization from the third dimension i s 
the largest at the addition of the first vertical 
bond. In view of this result (and also on intuitive 
grounds) we assume that growth below the rough­
ening transition (nucleation and spiral growth) will 
a lso depend mainly on horizontal bond structures. 
Another tendency which is shown in the table is 
Tvpe 
Square 




(100) hex ' 
(100) hex * 




































 Triangular layers can be packed In different ways to 
form one, two, or three nearest-neighbor bonds per atom 
between layers. 
the closer correspondence between unrestricted 
and solid on solid models if the number of vertical 
bonds increases. This is another consequence of 
the fact that the SOS model is a limiting case of the 
un г model, as we mentioned above. 
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An exact relation is proven between the two point correlation function of the classical XY model and the free energy of 
a step associated with two screw dislocations on a crystal surface described by a solid on solid model This result suggests a 
way to obtain the XY critical exponent т}
с
 from Monte Carlo studies of the solid on solid model 
Recently, it has been shown [1,2] that the solid-
on solid model (SOS model), used in the theory of 
crystal growth to describe the crystal surface, can be 
translated into a (classical) AT-model Monte Carlo 
simulations of the SOS model [3,4] show a transition 
from nucleation growth at low temperatures to linear 
growth at high temperatures This so-called roughening 
transition should then correspond to a magnetic 
(Standley-Kaplan) transition [5] in the AT model 
It has become clear that the nature of this latter tran­
sition is rather special, there is no obvious order param­
eter and the critical exponents vary continuously with 
temperature [2,6-8] as exemplified by the asymptotic 
behaviour of the two pomi correlation function given 
by 




In this formula ξ(Γ) denotes the correlation length, 
this length becomes infinite for Т<Т
С
 and a power 
law decay described by the critical exponent ціТ) 
takes over While most theories agree on this general 
picture, large differences remam in the details In parti­
cular the renormahzation theory of refs [2,8] implies 
an universal value т)
с
 = 1/4 (i e the Ising value) for the 
exponent η(7*) at Τ - Τ,., whereas the theory advocated 
by Luther and Scalapino [9] predicts a non universal 
result for 7)
c
 and Zittarz [8] finds 77
c
 = 2 It is there 
fore of interest to investigate which quantity corre 
sponds to 77
c
 in the models connected with the XY 
model Such a correspondence was recently reported 
by Nelson and Kosterhtz [10] forsuperlluid helium 
films which is another system known [11] to be related 
with the XY-moàe\ They showed that 77c can be ob-
tained from a jump in the superfluid density 
In the present letter we want to establish the ana-
logous relationship for 7¡c (or more generally Ε(Τ)) in 
the case of the duality transformation from the XY 
model to the SOS-model Consider a XY model (de 
fined on a square lattice) with a nearest neighbour 
interaction 
(2) 
where V is periodic with period 2π and 0, represents 
the angle of spin ι with an arbitrary axis Following 
ref [ 1 ] we mtroduce for every bond a new variable 
) = Φ,-Φ, (3) 
A description of the model in terms of these variables 
would increase the number of degrees of freedom from 
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TV to 2JVSO that one should take into account TV con­
straints which can be expressed by demanding that for 
every elementary square 
Φα ;>+ \k>+ <¡><k I) + Φ« ι) = m o d C O . (4) 
where /, /, к and / are the corners of the square This 
constraint is fulfilled if we introduce for every elemen­
tary square a factor 
( г*) " 1 Σ ε χ ρ [m; (0 ( 1 > / )+0 (. t ) + 0(A ; )+0 ( / , Λ ) ] , (5) 
"I 
in the partition sum The integers η may be associated 
to the centers of the squares (numbered by / ) which 
form the dual lattice The partition sum of the XY 
model may be transformed by integrating over the 
decoupled variables 0(, ^ to a partition sum over the 
variables n. 
ZXY{V)^P exp Σ Vin, - я ) = Z S 0 S ( K ) , (6) 
where the interaction V is related to V by a simple 
Fourier transform as 
27Г 
exp V(n) = (27Г)-1 ƒ d0exp [K(0) + i«0] (7) 
0 
Formula (6), which was already obtained in ref [1], 
expresses the partition function of an XY model with 
interaction V as the partition sum of an SOS model, 
defined on the dual lattice, with an mteraction F (the 
mtegers ny represent the number of atoms at the site 
/ above a reference layer for the crystal surface) It 
should be noted that the relation between V and V is 
such that the high temperature region of the SOS 
model is mapped into the low temperature region of 
the XY model and vice versa Consider now the XY-
correlation function for two spins at sites 0 and и 






In order to apply the same transformation as used 




 as a sum over 




The correlation function g(r) can therefore be expressed 
as 
, ( r )= (exp ( ^ g / , , , ) ) ХГ-г?
г
&)/Піф, 
Х е х р ^ Е к ^ + і ^ Е ^ ] (10) 
It is clear from this formula that the problem, when 
expressed in terms of the variables 0(1 л, again factorises 
Integration over 0 ( I,,, taking into account the constraint 
(4), transforms the numerator of eq (10) into a partition 
sum of a modified SOS model 
g(r) = ZSQS(,V,r)IZS0S(.V) (11) 
In this formula Z S os(^, Ό represents the partition sum 
of an SOS model with an interaction given by V(n) for 
bonds (which are now located on the dual lattice) that 
are not intersected by the path K, while bonds that 
are intersected contribute V(n + 1) to the interaction 
(the sign depends on the orientation of bond direction 
and path direction) The partition sum of such a model 
does only depend on the distance of the end pomts of 
the path A path К can be moved to a path K' by a 
shift in all SOS-spins located within the closed contour 
K + K' 
Some reflection shows that the interaction defined 
above is precisely the appropriate interaction for an 
SOS model with two screw dislocations (of Burgers 
vector +1 and - 1 , see fig 1 ) at a distance r On real 
crystals such paired dislocations occur when the crystal 
surface intersects a dislocation loop perpendicularly. 
The dislocations have to be connected by a step of 
minimum length r Its free energy y(r) (per unit length) 
Fig 1 Schematical drawing of a step emerging from a screw 
dislocation with Burgers vector +1 
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is given by 
ßy(r) = Г(г) = - г - Ч п ( Z S 0 S ( K , r ) / Z S 0 S ( K ) ) (12) 
From eq (11) we conclude that this step free energy is 
related with the correlation function of the XY model 
by 
r(r) = -r-Ung(r) (13) 
The step free energy у = fi"0) plays a central role in 
crystal growth theories It is defined as the excess free 
energy (per unit length) of an infinitely long step rcla 
live to a surface without steps If a driving force Αμ > 0 
is present the crystal tends to grow but only aggregates 
of particles which are larger than a critical nucleus are 
more likely to grow than to disappear A theorem due 
to Wulff [12) shows that the diameter ofthat nucleus 
is given by d = 2γ/Δμ If γ Φ 0 then d Φ 0 and a 
(nucleation) barrier exists for growth The transition 
from nucleation growth at temperatures T<TR to 
linear (barncrless) growth at Τ > Гц should be related 
to the vanishing of γ for T> TR Note that for T>T^ 
not only the step free energy γ = 0 but the step entropy 
(= ду/дТ) and step energy (= ЭГ/Э/3) vanish as well 
Indeed, Monte Carlo simulations of Leamy and 
Gilmer [13] and of Swendsen [4] indicate that the step 
energy of a step extending over the whole surface, 
vanishes above Гц Since temperatures above the 
roughening temperature correspond with temperatures 
m the XY model below Т
с
 one can test this prediction 
by using eq (la) toi g (r)m eq (13), yielding 
Г(г) = 7,(Г)1п(г)/г ( r > 7 ' R ) (14) 
One concludes that Γ(7·) -»• 0 as r -* <» and that η(Τ) 
(and in particular η) can be obtained from the way in 
which Г(г) vanishes as r -• » On the basis of his Monte 
Carlo data Swendsen [4] was already led to the conclu­
sion that Г(г) vanishes slower than 1/r Work is in pro­
gress to obtain η(Τ) from eq (14) by Monte Carlo cal­
culations of Г(г) on a special purpose computer 
When T<TR the step free energy does no longer 
vanish as r -• »o From eq (lb) we conclude that its 
value equals the inverse correlation length 
Г = Г(~)=1/І(Г) ( r < r R ) (15) 
The step free energy ΓΟ») has been calculated 
exactly by van Beyeren [14) for a special SOS model 
that could be transformed into a six-vertex model He 
finds that when Τ approaches Гц (from below) the 
step (free) energy vanishes as 
r = e x p ( - e | r - r R | - l / 2 ) (16) 
This result agrees precisely with the prediction of 
Kosterlitz [7] that the correlation length of the XY 
model should diverge, when T
c
 is approached (from 
above), as 
t(T)^cxp(ß\T-Te\-V2) (17) 
The authors wish to thank Dr Ρ Bennema tor 
stimulating discussions 
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We simulated the growth of a (001) Kossel crystal surface on a special-purpose computer Diflerent 
nearest-neighbor bond energies in the two lateral directions of our solid-on-solid model were possible 
(anisotropy) The values which we obtained for the growth rate are much more accurate than previous 
results on a general-purpose computer The supersaturation dependence of the growth rate was compared 
with predictions of mean field and nucleation theones and it was shown that the latter, if properly 
adjusted, apply even for relatively rough surfaces The anisotropy dependence of the growth rute was used 
to determine the transitioit from step growth to continuous growth 
PACS numbers 6IS0Cj, 82 60 Nh, 82 65 Dp 
I. INTRODUCTION 
In this paper we will describe a crystal-solution 
system in the solid-fluid lattice model. This means 
that a lattice, corresponding to the symmetry of the 
crystal, is defined. A point of this lattice corresponds 
to a unit cell and can be either solid (S) or fluid (F). The 
model implies that we ignore gradual changes from 
solid to fluid and also the internal structure of a unit 
cell. The model can also be used for approximate 
descriptions of growth from the vapor and from the 
melt. Moreover, it can be shown to be equivalent with 
the three-dimensional Ising model with spins equal to 
i i as described, e.g., by Hill. ' 
The configuration of the system is given by the dis­
tribution of solid cells over the lattice. Therefore, we 
define a vector S = (Sj, S ) where S, = 0 or 1 if the 
ïth cell is solid or fluid, respectively, and i runs over 
all cells of the system. Alternatively, the configura-
tion of the system can be given by the distribution of 
clusters of solid cells over the lattice. Binder et al.2 
used this description to study the critical properties 
of the system. 
The time evolution of the system is given by the 
transition probabilities p(S~S'). Here p (S-S ' ) is the 
probability that the system will be found at time < + τ 
in configuration S' if it was In configuration S at time 
t. It can be noted that (i) the transition probabilities 
are assumed to be independent of time and of previous 
states and (ii) the existence of a characteristic time 
τ is assumed. The first assumption means that we con­
sider the time evolution as a Markov process. The 
characteristic time r is chosen so small that, on the 
average, the configuration of the system will not 
change during this interval (because only discrete 
changes in the configuration are allowed such a change 
that will take a finite time). Given the transition prob­
abilities p{S — S'), the time-dependent probabilities 
0,(5) (to find the system at time ( in configuration S) 
satisfy 
P„(S) = Zp,iS'WS'-S). (1) 
s' 
We are particularly interested In the behavior of the 
system under nonequlllbrium kinetics, i. e., crystal 
growth and dissolution. Burton, Cabrera, and Frank3 
developed a theory for crystals whose surfaces are so 
flat that the movement of step edges determines the 
growth rate completely. For rougher surfaces this 
theory is not applicable and, therefore, Monte Carlo 
simulations were carried out, e.g., by Gilmer and 
Bennema.4 In this paper we extend these measurements 
and some more physical interpretations are given. 
We restrict ourselves to the simulation of a lattice 
of cells in which each cell has four horizontal and two 
vertical neighbors. We consider only (possibly dif­
ferent) horizontal interactions between neighboring 
cells and adopt the solid-on-solld condition (or, 
equivalently, assume that the vertical interactions are 
infinitely strong). The lattice is then equivalent to a 
cubic one, and, therefore, we will refer to the system 
as a Kossel crystal. 
The object of our investigations is (i) to find the 
growth rate of a Kossel crystal for different tempera­
tures and supersalurations and to study the effect of 
anisotropy in the nearest-neighbor Interaction energies 
and (il) to compare these results with predictions of 
nucleation theories and mean field type theories and 
connect them with the notion of a roughening transition 
in the Interface. 
For (i) we performed Monte Carlo simulations on a 
hardware model especially built for this purpose and, 
therefore, generating new configurations about 200 
times faster than the IBM 370/55 gene ral-purpose 
computer. We shall refer to these computations by 
SPC (special-purpose computer). Concerning (il), we 
were interested especially In the ranges of validity of 
these theories. Classical nucleation theories assume 
large nuclei (* 100 particles) on flat crystal surfaces. 
Mean field theories, on the other hand, assume rough 
surfaces. The Monte Carlo technique provides the only 
way to describe Intermediate cases. 
II. EXACT THEORY AND MONTE CARLO METHOD 
In equilibrium the probabilities Ρ,(5) are given in the 
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grand canonical ensemble (because we assume constant 
temperature, volume, and equilibrium concentrations 
In the solution, but the number ol solid particles may 
vary, 
/>,(S) -exp{-(l/*r)[£<S) - μ, '* '» ) - μ > ' ( $ ) ] } , (2) 
where EIS) Is the total Interaction energy In the system, 
N'{S) and Nr(S) are the numbers of solid and fluid cells, 
respectively, and μ* and μ ' are the corresponding 
chemical potentials, In which the Internal partition 
functions are contained. ' We denote by W*" the number 
of cell pairs of type a containing In one cell a particle 
of type /> (S or F) and in the other a particle of type 
q (S or F), and by -Φ*", the corresponding potential 
energy. The energy Is then given by 
£ = - i Σ * ' · · № ' · · + Σ ΑΓΆ', (3) 
where A' Is the Internal free energy of a p cell. 
Introducing periodic boundary conditions we have the 
following geometrical relations: 
lNsr.=Ni_Nss.=Nr_Nrr. (4) 
Л*+А* = const., (5) 
and It Is possible to rewrite Eq. (2) as follows: 
p,(S)-exp[-¡¿(Ztfs"(U"· + W - Φ s") 





where we defined dlmenslonless interaction parameters 
ω* and the parameter & to which we shall refer as 
supersaturation for reasons which will become clear 
later on. 
To derive formulas for the transition probabilities 
p(S—S') we assume microscopic reversibility 
p )(S)/>(S-S')=í> l(S')í(S'-S) (7) 
which expresses the fact that the system will go as 
many times from state S to state S' as reverse. This 
leads to the following expression: 
É | í § = «,(ÍAW-CB-AN-), (8) 
where AN' and AW"" are the differences In number of 
solid particles and solid-fluid pairs between the states 
S a n d s ' . 
Strictly speaking, we derived Eq. (8) only for 
equilibrium, but we shall assume that it also holds for 
nonequilibrium, I . e . , for supersaturation and under-
eaturaüon. The actual values of the chemical potentials 
μ* and μ ' are given by the energies In the solid and 
liquid phase, respectively, as given In Eq. (3), 
Combining this expreseion with the equilibrium con­




which explains why we call Э the supersaturation. 
We see from Eq. (6) that for Э = 0, the probability 
of a configuration S is equal to the probability of the 
Inverse configuration (where each solid cell is re­
placed by a Quid one and reverse). This Is precisely 
the a priori condition which Leamy et al. ' use for 
equilibrium. Another consequence Is that equilibrium 
surfaces will contain, on the average, as many iso­
lated adcells as isolated vacancies on the Interface. 
Further on we restrict ourselves to a Kossel crystal, 
1. e . , a simple cubic lattice In which the solid cells are 
restricted to be present only above (1. e., In the ζ 
direction) other solid cells, The interactions are of 
the nearest-neighbor type only but may be direction de­
pendent. Because the number of solid-fluid pairs In the 
ζ direction Is constant, the system has three Indepen­
dent parameters ω, б, and fi, where 
ώ = ¿ ( ω ' + &>'') (Π) 
gives the average Interaction and β the anlsotropy, 
δ = ω»/ω·. (12) 
In this model we are free to choose expressions for 
the transition probabilities as long as they satisfy 
Eq. (8). We describe processes In which single solid 
cells are added to and subtracted from the crystal, 
and, moreover, we assume that the probability p' to 
add a cell Is independent from the local configuration 
at the site where it is added. These processes neglect 
any structure In the fluid phase (like clustering, dif­
fusion fields, etc. ) and are, therefore, appropriate 
only for homogeneous solutions and vapor. The prob­
ability p', ι to subtract a cell from the crystal if It has 
i neighbors in the χ direction and j in the y direction 
contains the structural information 
Р*=кехр0, 
ri.i -. гехрІгшЧі - 1)+ 2ω'(< - 1)], 
(13) 
(14) 
where κ is a characteristic frequency for the material 
in consideration. These probabilities, then, can be 
used directly for a Monte Carlo simulation. A two-
dimensional lattice specifies the height of the column 
of solid cells at a given site. First, one of these 
columns is chosen at random, then a cell is added or 
subtracted with a probability given by Eqs. (13) and 
(14). However, in the SPC the columns were not 
chosen at random but in a certain order. For a more 
precise description see the Appendix and Ref. β. This 
procedure Introduces some correlation between sub­
sequent events, but this effect was suppressed by 
neglecting at random about 60% of all columns (also seo 
the Appendix). A statistical test showed no significant 
difference between simulations performed on the SPC 
and on the general-purpose computer where columns 
were chosen at random. 
If we want to compare the growth rate R (height In­
crease per unit time) of a physical experiment with 




















FIG. 1. The supersaturation dependence of the stick fraction. 
At a sufficiently low temperature, here ω - 1.1251 both iso­
tropic (* = 1, solid curve) and anisotropic (5 =0. 2, dashed 
curve) systems show a nucleation depression. For low super-
saturation the Isotropic system grows slower, whereas for 
high supersaturation it grows faster than the anisotropic sys­
tem. The curves in Figs. 1—3 are smoothed results of simu­
lation experiments with the hardware model, 
tions (or the frequency v. However, in this paper we 
will only give values for the stick fraction ъ (number of 
layers added to the crystal per addition per column). 
This means that we use the average time between two 
additions to the same column as unit time. The stick 
fraction ζ is related to the growth rate R, but not 
uniquely, e.g., for vapor growth and growth from di­
lute solutions the relation will be approximately4·7 
Д = №/т)ехр0, (15) 
where d Is the distance between successive layers and 
τ Is the average time between additions to the same 
column in equilibrium. 
III. QUALITATIVE INTERPRETATION OF GROWTH 
CURVES 
In Figs. 1 — 3 results are shown of Monte Carlo simu­
lations on the SPC in the case of growth for three dif-
"655 510 56 
FIG. 2. For ω = 0. Θ75 the growth curve of the Isotropic system 
shows a nucleation depression, whereas the growth curve of 
the anisotropic system does not. (Λ = 0.2, dashed curve, 
Л= 1, solid curve.) 
FIG. 3. At high temperature both isotropic and anisotropic 
growth curves show no nucleation depression anymore (Zi 
- 0 . 7 5 , dashed curve, Л ^ 0 . 2 ; aolid curve, Л = 1). 
ferent temperatures (i e . , three different values of the 
average interaction parameter ω). At the lowest tem­
perature (ω - 1.125, see Fig. 1) we see that both for 
the isotropic and the anisotropic case the growth curves 
show a nucleation depression at small supersaturations 
(0<1.O). In the region of the depression the anisotropic 
crystal grows faster than the isotropic one. At higher 
supersaturations, on the other hand, the isotropic 
crystal grows faster, until at very high supersatura-
tion the stick fraction approaches its maximal value of 
unity for both cases. 
In Fig. 2 the behavior at a higher temperature 
(ω = 0.875) is shown. It can be seen that the anisotropic 
growth curve shows no nucleation depression anymore, 
and we can still distinguish a region (3 < 0. 65) where 
the anisotropic crystal grows faster and another 
(0 >0.65) where the isotropic grows faster (not shown). 
In Fig. 3, finally, we see that at a still higher tem­
perature (¿J = 0.75) the nucleation depression has disap-
peared for both curves and that the isotropic crystal 
grows faster for all supersaturations. 
We can explain this behavior with the notion of two 
different growth mechanisms, a nucleation mechanism 
for flat surfaces and a continuous (or normal) growth 
mechanism for rough surfaces In this context we use 
the adjectives rough and flat as corresponding to sur-
faces above and below the roughening supersaturation 
FIG. 4 . The interface of a growing crystal becomes rough 
even below the roughening temperature (here, 73 = 1.125 and 
fi = 1.0) when the supersaturatlon is sufficiently high (here, 
0 = 3.0). 
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β*, respectively In Fig. 4 an example of a rough sur­
face generated during the simulation is shown. 
In the nucleation regime the growth is limited by the 
nu cleat ion time lag3 (the average time necessary for 
the formation of a nucleus), and it is shown8 that this 
time lag is shorter in the anisotropic case because 
there the activation free energy for the formation of a 
nucleus is smaller. 
In the continuous regime the growth is determined 
by the concentrations с
і і У
 of cells with ι and ) solid 
neighbors in the χ and y directions, respectively. The 
impingement rate J* ia not affected by anisotropy If 
we assume that the concentrations c, , are only slightly 
affected by the interactions and in particular that they 
are independent of anisotropy, then the difference ùJ" 
between the backfluxes In the anisotropic and the iso-
tropic case is found from Eq. (14), 
J"*« - ¿Is - vco.ii exp(-2ui *) + βχρ(-2ων) - 2 βχρ(-2ω)] 
+ t/Ci
 2[exp(2u>') + exp(2a)v)-2exp(2ci>)).(16) 
Due to the convex nature of the exponential function, 
this contribution is always positive and because 
the stick fraction is larger in the isotropic case then 
in the anisotropic one. 
Another qualitative difference between the two growth 
mechanisms follows from the shape of the growth 
curves the continuous growth curve is linear for small 
0, whereas the nucleation curve shows a depression. 
Using these two criteria, we see that Figs. 1—3 
show a transition from a nucleation mechanism at low 
temperatures (Fig. 1) to a normal growth mechanism at 
high temperatures (Fig. Э), and also that this transition 
takes place at a higher temperature in the isotropic 
case than in the anisotropic case (Fig 2). The depen­
dence of the roughening temperature on the anisotropy 
can be derived theoretically using a local thermodynami 
potential as outlined in Ref. 9. The results of this 
method are given in Fig. 5. They Indeed show a higher 
transition temperature m the isotropic case. At tem­
peratures below the roughening temperature the growth 
mechanism will change from nucleation at small β to 
continuous at a value 0* of the supersaturation. An 
estimate of this transition value Is the point where the 
Isotropic and anisotropic curves intersect (In general 
there will be different intersection points for different 
anisotropics, and wc take for β* the limit of these 
points for ñ + 1). In Fig. 6 we show the dependence of 
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to the method outlined In 
Hef. 9. 
0 05 10 
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FIG. 6. The temperature dependence of the value 0* of the 
supersaturation for which the isotropic and anisotropic stick-
fractlon Intersect, β* estimates the transition from nuclea­
tion growth to continuous growth. 
which are not presented here. The value of ω for which 
/3* = 0 agrees with the transition value а>
я
 — 0.78, which 
was also found in other theoretical9 and simulation1 0 
investigations. 
IV. APPROXIMATE QUANTITATIVE THEORIES 
Usually we are not interested in the precise structure 
of the interface, but In some concentrations, if we want 
to describe rough surfaces we use the concentrations 
c, j In Eq. (16). For flat surfaces we are interested 
m the concentrations с
Л і Я
 of clusters of solid particles 
with a given size η and shape s on the surface. 
In principle, the time development of these quantities 
is given by the basic equation (1) with the transition 
probabilities in Eqs. (13) and (14). However, approxi­
mate expressions are found if we divide the set of all 
possible configurations of the interface in classes of 
configurations in which the concentrations are equal. 
Equation (1) should then be replaced by an equation for 
these classes. In this way we will derive expressions 
for time evolutions on rough and on relatively flat sur­
faces. The first type of equations we shall refer to as 
mean field theories (in particular, we use the second-
order theory, the pair approximation) and the second 
type as nucleation theories, although there is no princi­
pal difference between them. 
A. Pair approximation 
The pair approximation describes the time evolution 
of pairs of neighboring columns The central variables 
are the concentrations P'itj) and Fiij) of pairs of 
columns with height ι and j and being neighbors in the 
χ and the ν direction, respectively. Other structural 
information can be found from these variables. For 
example, the concentration c0 0 of adatoms is given by 
c0t0= t( Σ P ' M Y Σ P W . (18) 
Ι.--λ; — / *.— 
and the average height (г) can be expressed as 
<i>=Z ί ^ ( ν ) = Σ ip'iij) (19) 
a— » — 
The time evolution of p* is given by 
- £ ^<у)=/>*[/>'<'-1;)+/>'(*;-1) - 2/>(y)] 
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+ Pl.,\p'li + l}) f f i + l ) t"(«4 i)a **(« +1 -}) 
where 
+ P'(ij+l) fO+D ГО+1)г x*(«-;-i) 
-A*(«j)[t*(«) t'(tj» X'(,-;) 
+ f ö) t'O)3 χ'O-«). 




The terms In Eq. (20) involve exchanges of cells on 
top of one of the two columns in the pair we consider. 
The Interactions within the pair are given exactly with 
help of the factor \', which gives a contribution 
ехр(-2ш*) to the probability if a bond should be broken. 
The interactions with the three other neighbors are 
approximated by average contributions (' and ζ'. Dif­
ferential equations for the pairs in the у direction are 
obtained by replacing χ by ν and reverse In Eqs. (20— 
(22). The same equations were obtained by Gilmer" for 
the case of an Isotropic crystal. We solved the set 
[Eq. (20)] of coupled differential equations numerically, 
using columns of height 1,2 20 and periodic 
boundary conditions. From the solution, the stick 
fraction Is easily found, 
^ ^Ч-ІЛ^- (23) 
In Fig. 7 we compare this stick fraction with Monte 
Carlo results and we find excellent agreement for the 
growth of rough surfaces. Even the Intersection of the 
isotropic and anisotropic growth curves Is represented. 
This result expresses that the pair approximation is 
able to describe the onset of long-range correlation 
phenomena (like nucleation). The pair approximation, 
however, shows no further growth if the nucleus con­
tains more than two cells (according to the statistical 
thermodynamlcal computations in Ref. 8). 
The Σ-vs-height curves, given In Fig. 8, also show 
an analogy with the nucleation mechanism. For super-
saturations below the transition value β*, these curves 
I 2 
FIG. 7. Compuleon of Monte Carlo etlck fractions (eolld 
curves) with data obtained from the pair approximation model 
w-1.125; +, pair model Л-1; О, pair model β-0.2. 
FIG. 8. The height dependence of the stick fraction Τ as ob­
tained In the pair approximation. All curves ñí = 1.125; 
solid curves, δ =0.2; dashed curves, Λ = 1. Whenfl=2.0, 
I.e., β >s* the Isotropic system grows faster than the aniso­
tropic one (upper curves). When /3 --ß* to = 1. 0 for the lower 
curves), the average stick fractions are almost the same but 
a difference In time-dependent behavior can be seen. 
show a minimum when a layer is about filled (and 
therefore relatively flat) and a maximum when the layer 
is about half-filled (and relatively rough). The amplitude 
of this oscillation diminishes strongly above 0*. 
It can be mentioned that analogous investigations for 
evaporation (i. e . , negative values of &) showed a good 
correspondence with experimental data obtained from 
molecular-beam experiments on NaCl crystal sur-
faces. u 
B. Nucleation theories 
In nucleation theories the state of the Interface is 
given by the concentrations с
П | в. They are useful If 
these concentrations are small. In general, the clusters 
can grow and dissolve by addition and subtraction of 
single atoms or of other clusters. The latter two pro­
cesses are generally (an exception was given in Ref. 2) 
omitted. To obtain formula (28) for the stick fraction 
to a growing crystal, we recall briefly the arguments 
of the classical nucleation theory. For a more explicit 
derivation and a discussion about some physical param­
eters we refer to Ref. 13. 
A further simplification is made by averaging over 
all possible shapes s of clusters with size n. Under 
these conditions a steady-state nucleation rate / will be 
reached, given by" 
W = tfc^mvi-wl/m, (24) 
where (, Is the shape factor 
Ъ = гЛЦ^е0), (25) 
Involving the number n^ of atoms In the nucleus and its 
perimeter e0, c, is the concentration of adatóme 
( с 1 = с 0 ( ) ) , and у,, Is the specific edge tree energy of the 
nucleus. 
Because It was shown In Ref. 13 that supercritical 
clusters spread with constant velocity u at tempera­
ture ω = 1.0, we shall assume the same dependence 
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for all our measurements. The stick fraction Is then 
given by 
Ζ = 0.798[(///.Μ(»/Ρ·)],/' . (26) 
The growth velocity u turned out to be proportional to 
ß', 
и = щр, (27) 
so we get the following eTpresslon for Σ 
Σ = 0.79β ί 2 -
, / 2 (ε 1 « 0 )" 3 3 5 ' 4 βχρ(-πνΐ/2ξ^). (28) 
Using for ( 3 the expressions given in Ref 8 we find 
the parameters с,«, and y0 from a least-squares fit 
of our measurements to Eq. (28) The results are 
given in Table I. An example of fitted curves is shown 
in Fig. 9 It should be noted that the functional depen­
dence of Σ on 3 is mainly determined by the factor in 
the exponen^ therefore, y,, is found rather accurately, 
but the preexponential factor ( c , ^ ) 1 " only up to a factor 
of about 2, The same inaccuracy, however, is found 
In physical experiments. It should be noted that Eq. (28) 
deviates from the usual expression at two different 
points (1) the exponent of 0 is usually - and (ii) the 
exponential part usually Is of the form ігу|/3^0. This 
more common formula was used to fit the first mea­
surements on the SPC.' The reason for the discrepancy 
is in Eq. (26) where one uses a cubic root and Eq. (27) 
where other dependences on the supersaturation are 
possible. Our equation improves slightly the fitting 
procedure (somewhat smaller standard deviations) but 
was chosen mainly because the separate measurements 
in Ref. 13 strongly indicated this choice. 
To get an idea of the consistency of our treatment, 
we can compare the value of y0 of Table I with the one 
measured directly in Ref. 13 y0 = 0. 52 ± 0.05 for 
3 = 1.0 and 4 = 1.0. 
As mentioned in Ref. 13, the value of y0 found from 
direct measurement is higher than the thermodynamical 
value because It is determined from the production rate 
of clusters which are very likely to grow, whereas it 
should in principle be found from the nucleation rate 
(a nucleus is a cluster with equal probability to grow or 
to dissolve). 
TABLE I. Preexponential factor c^g and specific edge free 
energy of the nucleus under di Herent growth conditions. 
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FIG 9 The solid lines g l ie the results of fitting the data 
obtained with the hardware model with the nuclear formula 
(Eq. (28)1. For all curvea Γι- 1.0. О, »•= 1, Δ, « = 0.5, -ι-, «, 
0.Л, χ, i i -0.25, and <•, Λ-0 2. To account for the small 
matrix size we did not fit data points In the regions when the 
• urves are dashed. 
•From fitting with Eq. (28). 
bFrom statistical mechanical computations, lief. E 
c
 From measurement on vicinal surfaces Ref. 11. 
Gilmer and Leamy measured10 the roughness of 
vicinal surfaces, and It Is possible to extract values 
for Vd from their measurements. These results to­
gether with theoretical values found from Wulffs 
theorem and statistical thermodynamics* are also 
shown in Table I. Both these computations have a static 
nature and we see that they agree rather close, es­
pecially at lower temperatures. The values, however, 
found from fitting growth curves or from direct mea­
surements are of dynamic nature and are larger in 
general 
Turning next to the preexponential factor (c1a l ))1 / ,, 
we see already from the values given in Table I that 
only those corresponding to relatively high values of 
y0 show a significant trend. This corresponds to the 
fact that one of the basic assumptions for the deriva­
tion of Eq. (24) (the growth of clusters takes place 
mainly by addition and subtraction of single cells) is not 
valid anymore. Therefore, we have some confidence 
in the values for ω = 1.0 and ώ = 1.125 only. Now, 
CjK,, Is about 2.5 times smaller for ω = 1.0 than It la 
for ώ = 1.125. This will be caused by a smaller adatom 
concentration (low-temperature series expansion pre­
dicts a factor of 1.65) and a smaller spreading velocity 
u^
2
 Finally, It can be mentioned that the preexponen­
tial factor found from direct measurements" agrees in 
order of magnitude with the value given In Table I. 
APPENDIX: THE SPECIAL PURPOSE COMPUTER 
The SPC is able to carry out the simulations about 
200 times faster than a general-purpose computer like 
the IBM 370/55. An important reason for this gain In 
time is that many operations occur parallel In the SPC. 
Moreover, the operating costs per unit of time are 100 
times less. 
The hardware model representing the 20x20 hori­
zontal lattice describing the surface of a crystal has 
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been built up by integrated circuits. The height of the 
crystal at each position is stored in a shift register 
containing 400 four-bit binary numbers (four bits are 
sufficient to describe the maximal roughness of the 
crystal). With a shift register a fast change in the 
crystal surface can be obtained without the complica­
tion of proper addressing in random access memories. 
Shift registers can be "folded" to fill any two- or 
three-dimensional configuration. The four nearest 
neighbors of the nlh position are found at positions 
n - 1 , H + l , M-20, andw + 20. In such a way we Intro­
duce pseudoperlodlc boundary conditions, see also 
Hef. 6. The way in which positions are chosen suc­
cessively introduces some correlation between events 
on neighboring positions. To suppress this effect, all 
transition probabilities are multiplied with a factor 
smaller than 1, we took 0.4, and as a consequence 
бОУ of the whole random-number field will never cause 
an event. The SPC is coupled to an IBM 1130 general-
purpose computer which computes the transition prob­
abilities. These probabilities are then stored in 
memories in the SPC. 
The crystal-growth process is simulated as follows: 
first the number of neighbors of the nth cell Is deter­
mined, the corresponding transition probabilities 
are compared with a random number, and it is decided 
in the usual way whether a transition takes place. Next, 
the shift register shifts one position and the whole pro­
cedure is repeated. The number of creations and an­
nihilations are counted in two counters of the SPC. 
After having treated about 65 000 surface positions, 
these two numbers are transmitted to the IBM 1130 
which computes the stick fraction. For each 2 (β) point 
this sequence was repeated 2000 times. 
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NUCLEATION GROWTH PROCESSES A MONTE CARLO SIMULATION 
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We simulated the growth of a (001) Kossel crystal surface under nucleation growth condì 
tions using the Monte Carlo technique We obtained data for the nucleation rate, the spreading 
rate of super critical clusters and the size of the clusters at the initial moment of spreading 
These results are confronted with classical nucleation and nucleus theories It was found that 
the small clusters in our simulations do not grow with a constant radial velocity, but propor-
tional to their number of growth regions It is shown that the diameter of the nucleus can be 
detenmned very well by simulating the ledge between two screw dislocations of opposite sign 
1 Introduction 
At low temperatures the surface of a perfect crystal in equilibrium with a sur-
rounding phase (vapour or solution) is almost flat, only a small concentration of 
adatoms and vacancies being present If a small supersaturation is built up around 
the crystal, the number of adatoms will increase and the number of vacancies 
decrease Also the larger number of adatoms will rearrange themselves and tend to 
form larger clusters During this process nuclei will be formed clusters with equal 
probability to grow and to dissolve Larger clusters are more likely to grow (super-
critical clusters) and smaller ones are more likely to dissolve (embryos) 
At this point it should be noted that a general theoretical consideration of the 
kinetics of the nucleation process [1] revealed that the fluctuations of clusters 
whose size is rather close to the critical one n0 (i e clusters in the so-called Zeldo-
vich fluctuation region) show almost no tendency to grow or to dissolve The 
largest cluster in the Zeldovich region we shall call growth cluster and we denote its 
size by M+, its formation time by τ+ Larger clusters will show a clear tendency to 
grow 
From this definition it follows that for kinetic effects, such as spreading of clus­
ters and overall growth rate of the crystal, the growth clusters play the most im­
portant role On the other hand, thermodynamic considerations will describe 
properties of the nucleus By convention, throughout this paper we will use the sub­
script 0 for the nucleus and the subscript + for the growth cluster 
* Present address RIM Laboratory of Solid State Chemistry, Catholic University of Nijmegen, 
Nijmegen, The Netherlands 
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A steady state production of nuclei will be reached if many nuclei are formed 
before one atomic layer is filled and, moreover, the concentration of supercritical 
clusters is small during the process. In this case the time τ between the formations 
of two nuclei is given by a Poisson probability distribution function Ρ [2] : 
f(T) = (l/To)exp(-T/To). (1) 
Here τ0 is the average nucleation time. This time is related to the nucleation rate 
per unit area / and the total area A of the crystal surface by 
το = (ΙΑ)-1. (2) 
In the simulation we study only the birth and spreading of the first few growth 
clusters. Therefore we measure the formation time of the first growth cluster in­
stead of the time interval between two successive formations. In our case, however, 
the transient effects are negligible, such that we may assume that we have a Poisson 
process from the first beginning, and that the first formation time is equal to its 
time constant. 
Another important parameter is the spreading velocity и of supercritical clusters, 
which is usually assumed to be related with the advance velocity of a straight step 
and the curvature of the edge of the supercritical cluster (eq. (34) in ref. [3]). 
In 35 Monte Carlo experiments we investigated the supersaturation dependence 
of the number n+ of particles in the growth cluster, the formation time r+ and the 
spreading velocity u. Comparisons between the properties of the nucleus and the 
growth cluster are given throughout the text. In 10 other experiments we investig­
ated the influence of surface diffusion qualitatively. 
Finally following a suggestion of Burton, Cabrera and Frank [3], we related the 
diameter of the nucleus with the metastable behaviour of a monatomic step on the 
surface, which connects two screw dislocations of opposite sign and with Burgers 
vectors 1 and — 1. 
All experiments were carried out at a constant temperature which was only 22% 
below the roughening temperature [4]. The simulations can be seen as a test on the 
validity of the classical nucleation theories in the limit of small nuclei on relatively 
rough surfaces. Another reason for our investigations is the need of independent 
measurements of the processes during growth: nucleation, spreading of supercritical 
clusters and their coalescence in the final stage of filling a layer. These results can 
be combined to give an overall growth rate of the crystal, as measured, e.g. on a 
special purpose computer [5,6] built in Delft. 
2. Simulation of the growth process 
We use the same transition probabilities for addition, subtraction and diffusion 
of particles in the interface as Gilmer,and Bennema [7]. All the experiments are 
carried out at a temperature Г given by: 
и> = фІ2кТ= 1 , (3) 
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where ω is the dimensionless energy parameter associated with a solid-fluid nearest 
neighbour bond [8], and φ is the standard bond energy. This temperature is far 
enough below the roughening temperature [4], 
кТц/ф = 0.649 (4) 
to show nucleation effects and not too low to remain within reasonable computa­
tion times. At this temperature measurable nucleation effects were found if the 
supersaturation parameter, 
β=ΔφΤ, (5) 
was chosen between 0.10 and 0.15, which corresponds to relative supersaturations 
between 10.5% and 16.2% for perfect solutions. In this region the nucleation times 
are so long that on the surfaces we used (with areas of 18 X 18, 21 X 21, 28 X 28 
and 38 X 38 unit cells) usually no second nucleus is formed during the growth of 
the first supercritical cluster. 
We applied periodic boundary conditions. This will affect the behaviour of the 
surface if one or more clusters are present whose size is of the order of magnitude 
of the total surface. Therefore, we usually stopped the simulation when 50% of the 
new layer was formed. 
The time development of the number of particles in the largest cluster present 
on the surface, and of the total number of particles (coverage) is shown in fig. 1. 
The three stages of the nucleation process are readily visible. First the coverage in­
creases from an initial value to the value in the metastable state, corresponding to 






l-'ig. 1. Time development of the relative size и of the largest cluster relative to the total surface 
(b) and the coverage q, (a). After a transient time Tt a constant coverage remains Ы1т+. In this 
period (he adunit concentration c¡ is about constant (dots, dashed line). This graph is typical 
for nucleation growth in our experiments: ω = 1.0 β = 0.12, 40 Χ 10 matrix. 
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Fig. 2. Time development of the relative size η of the largest cluster (curve b) and the coverage 
qi (curve a) under continuous growth conditions: ω = 1.0, |3 = 0.5, 40 X 40 matrix. 
which on a large surface steady state nucleation would take place. Then, during the 
metastable period, the number of particles in the largest cluster grows steadily till 
finally, at time τ+, this cluster becomes supercritical and starts growing rapidly. 
An unexpected feature of these curves is the linear time dependence of the area of a 
supercritical cluster, which contradicts the usual assumption that growth is propor­
tional to the perimeter of the cluster. 
Increasing the supersaturation, the nucleation time decreases until at a transition 
value β' the growth gets a continuous character (normal growth). An example is 
shown in fig. 2. The largest cluster curve remains far below the coverage curve, indi­
cating that many clusters are formed at the same time. Finally, all these clusters 
coalesce and the layer is filled. 
l-ig. 3. Surface obtained after 100 creations per site for ω = 1 and β = 0.07. The distance 
between the screw dislocations is d = 5. Initially, the surface was flat and the edge straight. 
Clearly, the nucleation barrier has not yet been passed. 
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Fig. 4. Surface obtained after 100 creations per site for ω = 1 and 0 = 0.07. The distance 
between the screw dislocations is d = 12. Initially, the surface was flat and the edge straight. A 
considerable spreading of the ledge as compared to fig. 3 can be seen. 
As mentioned in the introduction we also measured the nucleation process of a 
ledge connecting two screw dislocations. We introduced the dislocations (opposite 
sign, Burgers vector 1 and - 1 , no strain at the center) by defining neighbours of the 
cells surrounding the dislocations in a proper way. In figs. 3 and 4 dislocations on 
the surface are shown with distances smaller and larger than the diameter of the 
nucleus, respectively. The figures illustrate that after elapsing of the same physical 
time the initially straight ledge grows immediately only, when the distance between 
the two dislocations exceeds a critical value. It turned out to be possible to 
determine the diameter of the nucleus with this method more accurately in less 
computation time. 
For the interpretation of the simulation results we shall use the average number 
of collisions of particles onto the area of one unit cell as time parameter. Usually 
[6] this parameter is proportional to the physical time. 
3. The size of the nucleus and the growth cluster 
The number.и+ of particles in the growth cluster is estimated directly as the size 
of the largest cluster at the moment τ+ (see fig. 1). The Wulff theorem and the 
Gibbs-Thomson formula [3,9] predict я0/32 to be constant. In fig. 5 we give и+ 
versus β
- 2
. The proportionality constant found is 
и+/?
2
= 0.39 ±0.07. (6) 
The introduction of surface diffusion gives only a minor deviation from eq. (6), 
which is in agreement with the thermostatic character of the fluctuation region. 
The tendency that n+ is smaller if there is surface diffusion indicated that diffusion 
brings the system closer to thermostatic equilibrium. 
The diameter of the nucleus can be found from the behaviour of a step connect-
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8 10 13 oo 
Tig 5 The number of particles n* in the growth cluster in dependence of ( J - 2 ω = 1, (+) 
without surface diffusion, (o) with surface diffusion, *
s
 = 1 [7] 
Tig 6 A step between two screw dislocations of opposite sign starts growing almost immediately 
when the distance d between the dislocations exceeds a critical value, ω = 1, 0 = 0 0488, growth 
kinetics as discussed in ref (19] to keep β constant The horizontal scale is linear in d _ 1 
ing two screw dislocations of opposite sign Such a system will have a time lag for 
growth only if the distance between the dislocations is smaller than the diameter 
of the nucleus [3] big 6 gives this time lag for /3 = 0 05 and the critical diameter is 
d0 = 10 5 ± 0 5 At ω = 1 0 the nucleus is assumed to be almost circular [9] and we 
find 
Ио0 - 0 21 ± 0 02 (7) 
which agrees with the value 0 20 given by Wulffs theorem [9] The value β* for 
which each particle is a nucleus is found from (7) 
«0(0*)= 1 ->·0* = Ο45±ΟΟ3 (8) 
To confront the transition value for 0 with the results of our nucleation measure­
ments we put и+ = 2 in eq (6) as the size of the growth cluster is two when the size 
of the nucleus is unity The result, 
0* = о 44 ± 0 04 (9) 
is in agreement with the value obtained above (eq (8)) Both are smaller than the 
supersaturation /3 = 0 9, which corresponds to the change over from nucleation 
growth to continuous growth as detected from measurements on the special purpose 
computer [6] However, determining this transition involves taking a limit, and a 
necessary approximation tends to overestimate this transition value 
Finally we can remark, that we find that the number of particles in a growth 
cluster is almost twice the number in the nucleus This same factor was also estim­
ated in the theoretical consideration about the kinetics of the process [1] 
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4. The nucleation rate 
In fig. 1, the time which the crystal surface needs to reach the metastable struc­
ture is much shorter than the nucleation time. This is the case for all our experi­
ments. We can therefore neglect the transient time and assume that the probability 
of a nucleation time τ is given by eq. (1). Although the surface is so small that in 
general not more than one or two nuclei are formed, the average nucleation time 
r 0 is related to the steady state nucleation rate by eq. (2). 
In general a nucleus is built up l?y reactions between all types of clusters which 
are present on the surface. Although it will turn out that additions of clusters to 
other clusters are important for the spreading of clusters we shall assume that the 
main contribution to the growth of clusters comes from the addition of single 
atoms to the clusters. This assumption is justified a posteriori because the effect of 
clusters is mainly to induce new growth regions (see section 5), where again single 
atoms are added. 
Defining c
n
 as the concentration of clusters containing и particles, the steady 
state nucleation rate is given by 
i = PnCn-pñ+\cn+\ , и = 1 , 2 , . . . , (10) 
where р^ and pñ are the probabilities that one atom is added to or subtracted from 
a cluster of η particles. 
The set of linear equations for the c
n
, eq. (10), can be solved [10] if the transi­
tion probabilities p^ and pñ are given. These transition probabilities should at least 
satisfy the condition 
PÜPÍH =ехр[ДС(и) - AG{n + 1)] , ( Π ) 
where AG(n) is the increase in Gibbs free energy (in units of kT) of the system 
when η particles from the ambient phase form an «-cluster on the surface, i.e. 




Pn Pi -Pn 
Summing all resulting equations gives for the boundary condition c« = 0: 
/ { Σ 1/ |р:ехр(-ДС(и))]}=с,. (13) 
n = l 
When AG(n) has a maximum for η = η0, the «0-th term gives the major contribution 
to the sum in eq. (13). Combining the contributions of all other terms in one factor 
Z, the Zeldovich factor, one gets: 
I = Zpí0CiexP( Δ ^ ( " ο ) ) · О 4 ) 
In most cases nQ is so large that AG can be conceived as a differenliable function. 
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Frenkel [11] was the first to show that under this condition the Zeldovich factor is 
given by 
Z 2 = _ _L
 a 2 A G 
2π on2 05) n=no 
So far the reasoning is general for two- and three-dimentional nucleation. For two-
dimensional nucleation eq. (15) can be written as [10,12] 
Ζ
2
 = Δ(7(«ο)/4π/ΐ§ . (16) 
Upon specifying a model for nucleus formation we assume PnQ to be proportional 
to the perimeter eQ of the nucleus and to the creation probability &
+




«о- O 7 ) 
Assuming the usual [3] parabolic dependence of ДС on \/n, we find a relation 
between the free energy and the size of the nucleus 
AG(«o) = /3"o· O 8 ) 
The Gibbs-Thompson relation [9] connects the specific edge free energy γ 0 of the 
nucleus with its dimensions: 
2«o0 = eo7o. ( 1 9 ) 
Combining eqs. (14)-(19) we find the following expression for the nucleation rate: 
I/fc+ = 0 / Ы ci\/0 6χρ(-πγ5/0ξ2) , ( 2 0 ) 
where we used the shape factor 
£2 = lyfññoleo , (21) 
which was introduced in ref. [9]. The nucleation time is now found from (2): 
ATO = (b/ci) Γ 1 / 2 εχρ(πγ§/0ξ!). (22) 
ATQ is the total number of creations necessary to form a nucleus, independent of 
the size of the system. This corresponds to the fact that the physical time interval 
between "the appearance of nuclei is inversily proportional to the size of the system. 
Since in the steady state / is independent of η (cf. eq. (10)), it follows thatT+ = τ0. 
We measured the number iV* of creations to form the first growth cluster for 
several system sizes. The results are presented in fig. 7. To interpret these data we 
assume that Λ'4" has the same (3 dependence as ATQ, i.e. 
ЛЛ = 03-1/2/с1)ехр(я7?//3). (23) 
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Fig. 7. The / 3 _ 1 dependence of the number of creations required to form a growth cluster, i.e. 
to reach r + in fig. 1 : ω = 1. 
Note that we put ξ2 = 1. This is a good approximation when ω = 1 [9]. We find 
γ + = 0.52 ± 0.05 , (24) 
cj = 0.12 ±0.15 . (25) 
The monomer concentration can only be found in order of magnitude because it 
follows from an extrapolation of the curve in fig. 7 and depends very sensitively on 
the slope of this curve. Nevertheless, the order of magnitude is correct. The value of 
7+ is considerably larger than the specific edge free energy 7 0 = 0.22, computed [9] 
for the nucleus. The measurements of the overall growth rate, carried out on the 
special purpose computer [6j also indicate a higher value of γ 0 than the theoreti­
cal one, but lower than the value 7+ we found here. This result indicates that the 
growth cluster has a more rough periphery than the nucleus. This is not unexpected 
because the nucleus is in the Zeldovich fluctuation region and has therefore time to 
get the equilibrium shape (i.e. to reach thermodynamic equilibrium with the sur­
rounding interface). The growth cluster, on the other hand, has a growth shape. 
5. The spreading of a supercritical cluster 
As stated in section 4 a supercritical cluster grows mainly by the addition of 
single atoms. If, during this process the cluster would have a constant shape, then 
the number of particles in the cluster would increase quadratically in time. However, 
in our measurements we always find a linear dependence: 
n(t) = m + u(t τ) for t > τ , (26) 
where τ is the observed nucleation time and и the spreading velocity. Moreover, the 
observed values of и show a very large scatter if one assumes that u depends on β 
only (see fig. 8). 
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I ig 8 The area increase of a growing cluster per time unit ri appears to be proportional to β 2 
The three proportionality constants are interpreted as being due to the number of growth 
regions The dots correspond to the overall slope in figures like fig 1,2 and 10 ω = 1 Points 
marked with a cross resulted as averages after division of data by 1, 2 or 3 
A more thorough inspection of these measurements suggests that they can be 
divided in groups with a considerably smaller scatter. Indeed, assuming equidisant 
levels u, 2u and Зм gives a decrease of the standard deviation per point from 71% to 
30% Of course, other probability distributions of the spreading velocities would 
f ig 9 The tune development of an initially "straight" <11> step, which is constrained by the 
boundary conditions on a 40 X 60 malrix ω = 1, β = 0 1 Step patterns after 100 and 200 
creations per site show фе tendency to facet during growth 
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also show a decrease in the standard deviation with this procedure, but e g a Gaus­
sian or a uniform distribution would give a decrease to only 59% or 60% respectively 
Both these observations are in contradiction with the classical assumptions 
Therefore, we propose the following alternative The advance velocity of any 
curved edge is controlled by two different mechanisms (i) the edge tends to form 
facets and (11) the growth takes place mainly in concave parts of the step (growth 
regions) The first assumption is supported by the behaviour of a step which was 
originally straight, along the (11) direction. The tendency to form facets is clearly 
visible in fig 9 
If the tendency to form facets is also present on the edge of supercritical clusters 
it is clear that usually only a few concave parts can be present, due to the small di­
mensions of the clusters In view of assumption (n) we can associate now the 
growth levels with the presence of one, two or three growth regions on the edge of 
the cluster 
Also d third observation which cannot be understood by the classical treatment is 
now easily explained In fig 10 we show the growth of two supercritical clusters 
where discontinuities in the spreading velocity are seen One cluster first grows 
rapidly, then very slowly (disappearance of a growth region) and after some time it 
starts growing again (appearance of a new growth region) The other cluster first 
grows by a certain spreading velocity and at a certain time this velocity increases 
abruptly with a factor 2 (addition of a new growth region) 
Finally, it should be noted that growth regions will become filled up after some 
time However, addition of other relatively small clusters will in general induce 




I ig 10 Time evolution of the size (n) of the largest cluster It can be seen that spreading may 
slop tor a while (curve a dissappearance --Γ the growth region) or that the spreading rate in­
creases by a factor 2 (curve b appearance of a second growth region) (a) ω = 1, β = 0 125, 
40 Χ 40 matrix, (b) ω = 1, (3 = 0 1, 40 Χ 40 matrix 
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In the case of surface diffusion we find qualitatively the same behaviour, but all 
levels are about a factor 5.4 higher (forx
s
= 1) 
6. The growth rate 
In the previous sections we obtained numerical data for the rate of nucleus 
formation and the spreading velocity of supercritical clusters. Here we will compare 
these data with the average (overall) growth rates obtained from Monte Carlo 
simulation experiments with a hardware model [6]. Kolmogoroff [13] and Avrami 
[14] considered the problem of covering a flat surface by spreading of point-nuclei 
(n+ = 0), formed with a rate I(t) (per unit area), also accounting for coalescence in 
the advantage stages of the process In the Russian translation of his book, Vetler 
[15] showed that this theory can be extended to a multi-layer model Generalizing 






(t) > qn+\(t) (solid on solid condition), (27) 
and 
<7-(f) = 1 and q„(t) = 0 . (28) 
The {qn(t)} satisfy a set of coupled equations 
dqn,,, 
о 
Япы ) - qn*№ = Ы 0 ) - W O ) ] FU, 0) + ƒ ^ г Я л r) dr , (29) 
where 
t 
Я/, г) = 1 - exp[-Jl(t')A (t' - T)d/'] (30) 
In the Avrami—Kolmogoroff equation (eq. (30)), A(t' - τ) is the area covered at t' 
by spreading of a free growing cluster formed at τ Hence eq (29) reads the cover­
age ol the (n + l)-th layer at t with respect to its coverage at / = 0 is due to covering 
already existing - but not covered — area at t = 0 and in addition due to covering 
area formed in the /i-th layer during the interval (0,/). 
Summation of all equations (29), using the boundary condition eq. (28) and the 
definition of the growth rate R(t) 




ƒ Я(т) [ 1 - ЯЛ r)] dr = ЯЛ 0 ) . (32) 
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If the process physically converges in time to a steady state growth rate R, then R 
can be found from eq. (32) since the integrand is only sufficiently large if τ is close 
to i : 
t 
lim Λ f {1 - Я ? , τ)} dr = 1 . (33) 
Upon assuming a stationary nucleation process and some powerlaw for the spread­
ing of a supercritical cluster, i.e., 
ƒ ( / W - r) = M r ' - T)m , (34) 
with a and m > 0 constants, eq. (33) becomes: 
_ m + 1 / αϊ Χ ' * - » 
"• r[l/(m + l ) ] U + l / ' ^ 
where Γ denotes the gamma function. The exponent m distinguishes different types 
of growth kinetics: m = 0 layers are filled by deposition of nuclei of size n0 = a, 
which do not grow (poly-nuclear model [16]). This is in conflict with the assump­
tion of point-nuclei and indeed the same result is obtained as in a model disregard­
ing coalescence [17]. The steady state growth rate is given by 
Ro = ino • (36) 




Ri = 0.789 (lu)112 . (38) 
m = 2 this case was also found by Stoyanov [18] who used another approach. The 
area of point-nuclei increases quadratically with time. This corresponds to the 
classical case of spreading of (circular) nuclei with a constant radial velocity υ. The 
steady state growth rate in this case becomes 
Ä2= 1.137 (/υ 2) 1 / 3 · (39) 
By relating the separately determined constants / and a obtained above with the 
overall growth rate obtained before [6], we can determine the type of growth kine­
tics, independent from any specific assumption about the supersaturation 
dependence of the nucleation rate and the constant a. 
It is seen in table 1 that for low supersaturations the power m = 1 gives the best 
correspondance. At higher supersaturations, however, this power law predicts a too 
high growth rate. We interprete this as follows. At low supersaturations there is a 
strong tendency to form faceted clusters because the average length of facets is at 
(37) 
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Table 1 
Determination of the growth mechanism (m = 0, 1 or 2) by comparing R
m
, as calculated from 
our data, with the overall growth rate R obtained with the SPC, clearly, »i = 1 gives the best 
correspondence 






























































least of the order of the linear dtmentions of the clusters, and the spreading velocity 
is so small that these facets remain present on the growing cluster At high super-
saturations, however, the spreading is so fast that a constant average shape results. 
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A pair approximation model was used to describe the kinetics of an evaporating Lrystal Relaxation effects were induced 
by suddenly suppressing the incident Лих of particles towards the surface 
It was pointed out [1] that the molecular beam 
method is one of the most convenient possibilities to 
compare theory and experiment in crystal science The 
purpose of the model computations described in this 
paper is to study the behaviour of evaporating crys­
tals at high underpressure and to test the relevance of 
the pair approximation model for evaporation We 
particularly wanted to study the relaxation effects, 
which occur when the condensation on a surface in 
equilibrium is suddenly suppressed From the experi­
ments of Dabrmghaus and Meyer [2 4] we expect to 
find thai the growth rate versus time curves show a 
damped oscillating behaviour 
Dabrmghaus and Meyer used the molecular beam 
method to sludy these effects A crystal is placed in a 
heated holder in a vacuum chamber Then the crystal 
is brought in equilibrium by inserting particles of Ihe 
same chemical composition on the surface When this 
molecular flux is suddenly dropped to zero free evapo­
ration takes place. The flux from the crystal is record­
ed to give the evaporation rate 
To simulate these experiments we used the pair ap­
proximation model For a simple cubic lattice with 
nearest neighbour interaction this pair approximation 
model consists of a set of coupled differential equa­
tions, describing the changes on the crystal surface We 
exclude overhangs, thus allowing the surface configu­
ration to be specified by the number of atoms in each 
column The influence of neighbouring columns on the 
evaporation probability is given by a second-order ap­
proximation The model is desenbed in detail by Gil­
mer, Leamy and Jackson [5] Comparison of Monte 
Carlo simulations of crystal growth shows in general 
an excellent agreement with the results of the pair ap 
proximation if the surface is relatively rough [6]. Ad­
ditional measurements for evaporation (unpublished 
data) show the same tendency Fspccially, for the 
temperatures we are dealing with in this paper, the pair 
approximation describes the processes on the crystal 
surfaces accurately 
The behaviour at the crystal surface is controlled by 
the transition probabilities For adatoms we have a cre­
ation probability Л+ and an annihilation probability k~ 
For other surface atoms the annihilation probability 
depends on the number of bonds with neighbours 
These transition probabilities can be calculated from 
two parameters (ι) β = Δμ/kT, where Δμ is the differ­
ence in chemical potential induced by the supersatur 
ation, and (n) an energy parameter ω The lattice en­
ergy in our model is given by бкТи and we will equate 
this to the experimental heal of evaporation, even for 
ionic crystals like potassium chloride From these pa­
rameters the transition probabiht es can be calculated 
using the formulas 
k+ = l / [ l + e x p ( 4 u - / } ) ] , (1) 
* - = l/[ l+exp(0-4co)] (2) 
These are the normalized transition probabilities given 
by Gilmer and Bennema [7] 
At small underpressure the evaporation rate varies 
periodically, each period corresponding to the evapo­
ration of one atomic layer If the underpressure in-
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creases the amplitude of this oscillation decreases, 
whereas at very high underpressures the oscillations 
damp out completely. 
We also measured the thickness of the interface, i.e. 
the standard deviation in the height of the surface. At 
small values of \ß\ the thickness of the interface oscil-
lates with the same frequency as and in the same phase 
with the growth rate, while at high values of |(J| the 
thickness of the interface increases steadily. At high 
interface thicknesses the surface is very rough and 
more layers are growing at the same time. The growth 
of one layer is not necessarily in phase with the growth 
of others, which explains why no oscillations are found. 
The main difference is that in case of evaporation oscil-
lations occur at higher values of |ß|, because at negative 
β terraces are formed (cf. fig. 1). 
All computations were carried out at ω = 0.875 and 
ω = 1.000, which for potassium chloride corresponds 
to temperatures of 600 and 500oC, respectively. The 
experiments were carried out at temperatures ranging -
from 400 till 300oC. Our computations were performed 
at somewhat higher temperatures to save computation 
time. 
Both the experiment and the simulation can be di­
vided into three parts: We started with a completely 
flat surface at equilibrium pressure until the equilibrium 
structure was reached. At time i[ the creation probabi­
lity k+ was suddenly suppressed to k* = Sfc* where 
eq 
S is the saturation ratio. After the evaporation of a few 
monolayers a steady state evaporation rate was reached. 
Hnally, at time fj, the creation probability was changed 
to fc+q again. 
As will be shown below, eq. (4). the physical evapor­
ation coefficient a is proportional to the ratio Σ of the 
number of evaporated atoms and the number of atoms 
evaporating from a kink site, both per unit time. The 
latter number equals the number of creations at equi­
librium and therefore is independent of the saturation 
ratio. 
Imtrediately after the creation probability is drop­
ped, rapid evaporation occurs, because at first all the 
isolated adatoms evaporate (cf. figs. 2 and 3). Then we 
have a very flat surface and thus very slow evaporation. 
During the evaporation of the first atomic layer the 
surface roughness increases until this layer is complete­
ly evaporated and the surface again is rather flat and 
therefore evaporation is slow. Nevertheless, the ampli­
tude of the oscillation decreases, because the surface 
will never be as flat as at the start of the evaporation. 
After some cycles a steady state value of the amplitude 
is reached. At very high undersaturation the amplitude 
converges to zero. Fig. 4 shows that the decrease in the 
amplitude of the physical evaporation coefficient de­
pends linearly on the saturation ratio 5. The mean value 
of α is almost independent of 5. In fig. 4 the effect of 
temperature changes is shown. At the lower tempera­
ture the steady state amplitude is higher. Also the crit­
ical saturation ratio, below which no oscillations are 
found, will be lower at lower temperatures. This could 
be expected, since the surface is flatter at lower tem­
peratures. 
After the creation probability is changed to A:* 
during a short period of time the crystal grows rapidly. 
Thereafter the growth rate returns to its equilibrium 
value. The height of the growth peak depends on the 
configuration of the interface: the rougher the surface, 
the higher the growth peak. On a very rough surface 
many holes can be filled up, while on a flat surface less 
Fig. 1. Structure of the surface after the evaporation into vacuum of six atomic layers in a Monte Carlo simulation (LJ = 1.0). 
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Pig. 2. Slick fraction (curve a) and inlerface thickness (curve 
b) versus lime (arbitraiy ищи), at high underpressure (w = 
0.875 and S = 0.0001). 
holes arc present. For (he same reason the growth peak 
is higher at lower saturation ratios. 
Dabringhaus and Meyer defined the evaporation co­
efficient by 
-A//</B On,«!·' ' (3) 
where Д/ is the fraction of the incident molecules that 
remains on the surface,/,,,, is the (lux onto the surface 
and/
o n i e q is the flux onto the surface to reach equi­
librium. Using the definitions a can be related to Σ by 
the formula 
a=r/(S-l ) . (4) 
The incident beam can be regulated by a shutter, which 
corresponds to a change in the creation probability in 
our model. If we compare the results of our computa­
tions with the result from Dabringhaus and Meyer's ex­
periments, we see that, apart from the growth peak af­
ter the shutter is opened again, there is a good qualita­
tive agreement. However, there are three quantitative 
differences: 
(a) The relaxation time in the molecular beam expen-
Fig. 3. Stick fraction (curve a) and interface thickness (curve 
b) versus time at inlermediate underpressure (ω = 0.875 and 
S = 0.2). 
Pig. 4. Steady state amplitude of a versus the saturation ra­
tio at two different temperatures, (a) ω = 0.875 and (b) ω = 
1.000. 
ments is longer. This is because at the lower tempera­
tures in the experiments the surface is more flat. This 
means that it takes a longer lime for the surface to 
roughen up. Also in our simulations we found a longer 
relaxation time at the lower temperature. 
(b) The experimental oscillations have a larger ampli­
tude. This is partially due to the influence of lower 
temperatures in the experiments. This is in agreement 
with our simulations (cf. fig. 4). This effect is ampli­
fied by the back stress effect [8,9]. The adatoms on 
the surface probably have a large mean diffusion dis­
tance [10]. Therefore it is difficult to form a new 
hole nucleus when the first layer has not yet evapor­
ated, because the adatoms can easily fill up a newly 
formed hole. 
(c) The oscillation does not damp completely in the 
experiments. The oscillations would damp if several 
atomic layers were evaporating at the same time. The 
back stress effect tends to keep all parts of the surface 
in phase. Also a small remaining vapour pressure would 
stabilize the oscillations. 
Therefore we have carried out some simulations at 
saturation ratios not equal to zero (i.e. corresponding 
to a small remaining vapour pressure). Under these 
conditions we found that the oscillation does not 
damp completely (cf. fig. 3). In fig. 5 we see that the 
amplitude decreases to a steady state value at higher 
saturation ratios, but the amplitude decreases steadily 
to zero at 5 = 0. 
After the shutter is opened again, corresponding to 
changing k* = Sk* to A:+ = k* Dabringhaus and Meyer 
find no growth peak. This may be attributed to a flatter 
surface at lower temperatures, too. 
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Fig 5 The amplitude of Σ versus the number of evaporated 
layers for various underpressures; ω = 0 875 and (a) S = 0 20, 
(b)S = 0 15, (c)S = 0 10, jnd(d)S = 0 00 
From the molei.ular beam expcnmenls, our model 
compulations and the surface structure from Monte 
Carlo simulation (cf fig 1) we expect the evaporation 
mechanism to be the spreading of holes (German Loch· 
keimbildung) A few holes (negative nuclei) are formed 
and on the edges of these nuclei evaporation takes place 
The nuclei grow and eventually form several large holes 
If one atomic layer has evaporated the process starts 
anew At high underpressure in the first holes new nu­
clei can be formed, which is one reason why the oscil 
lation damps out Another reason for the damping of 
the oscillation is that the nuclei are not necessarily 
formed at the same time At low underpressure a new 
nucleus is formed after one complete atomic layer has 
evaporated However a relaxation effect can be ob­
served at all underpressures This is because the first 
vigorous evaporation is from the adatoms always pres­
ent on an equilibrium surface The first atomic layer 
always evaporates at a slower rate, because the surface 
is very flat after the first vigorous evaporation, while 
after the evaporation of one atomic layer it is somewhat 
rough, except perhaps at very low underpressure Even 
at very high undersaturation evaporation still takes 
place by spreading of holes Contrary to evaporation, 
no nucleation has been observed on growing crystals 
at high overpressure This is because it is easier to cre­
ate an adatom on, than a vacancy in a flat surface 
The authors wish to thank Dr Ρ Benncma for care­
fully reading the manuscript 
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We allow the cells of a Kossel crystal in contact with a fluid phase (0 to be of two different types. + or - . The model is deter-
mined by: (i) three energy parameters for the (+, - ) , (+t 0 and (-, 0 nearest neighbours, (u) two supersaturation parameters m 
the solution, and (ni) two equilibrium frequencies for the attachment of new particles to the crystal brom physical experments it 
is known that ionic crystals retain internally a regular (NaCl-like) structure, even if their surfaces are rough, which we found 
indeed. Different attachment frequencies will give rise to an excess number of one type of particles only at the surface We investi-
gated the supersaturation dependence of short and long range order parameters At very high supersaturations the regularity of 
the crystal phase diminishes by the formation of small internally regular domains. 
I. Introduction 
During the last five years considerable progress has 
been made in the development of theories for crystal 
surfaces and crystal growth of Ising like models, 
employing Monte Carlo methods [ 1 - 1 2 ] . Crystal 
growth theories, developed for monocomponent 
crystals, have been applied even to such complicated 
systems as ionic crystals growing from the solution 
[13], both theoretically [14 -16] and to explain 
experiments [17,18]. 
Chernov and Lewis [19 21] studied binary chain 
growth, which corresponds to step growth where 
exchanges of particles (attachment or detachment) 
take place at kink sites only. They showed that at 
small exchange frequencies the resulting crystal struc-
ture is regular whereas at larger frequencies it is dis-
ordered. 
Cherepanova, Borisov, Shirin and Kiselev [22 -27] 
removed the restriction of kink exchange and gave a 
more genera] description of the model which is appli-
cable to growth from the melt. For the case of attrac-
tive interactions between all particles they obtained 
equilibrium and kinetic phase diagrams, and they 
studied interface properties (width, energy, roughness 
and atomic structure). They described quantitatively 
the degree of ordering in the crystal phase and in the 
interface with correlation functions and a short range 
order parameter. 
Recently we derived [28,29] the transition pro-
babilities for a multicomponent lattice gas. Here we 
obtain analogous results for a two component, tetra-
gonal crystal. Our purpose is to obtain qualitative and 
quantitative results for the growth and internal order 
of SOS crystals with nearest neighbour pseudo ionic 
interactions. Although equilibrium phase diagrams for 
such systems are not available our results show clearly 
that for our choice of interaction strength we are in a 
region where the crystal phase is well ordered in 
equilibrium, and this order can be broken only by 
very large supersaturations. 
It is to be expected that our results apply qualita-
tively to the growth from solution of tetragonal ionic 
crystals with strong bonds in the growth direction. 
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Macroscopically this implies [30] that we consider 
the top faces of needle shaped crystals 
2 The model 
The model which we use belongs to a class of lat­
tice gas models for crystal growth We consider a 
cubic lattice of cells which may be fluid (0 or, if they 
are solid, of type a or b As usual we adopt the solid 
on solid (SOS) restriction, such that an f cell is never 
below an a or b cell The fluid phase is assumed to be 
completely homogeneous and each f cell represent its 
average Although this is not essential, we assume that 
a and b cells contain only one particle 
The parameters of our model are nearest neighbour 
interaction 0 p q between two cells of type ρ and q 
(throughout this paper ρ and q are a, b or f) and two 
supersaturations Δμ? and Δ/ur These are the devia­
tions of the chemical potentials μ? and дг of solvent 
a and b particles from that equilibrium solution 
where the attachment frequencies of both types are 
equal We return to the question of different equili­
brium solutions in the next section It is well known 
[29] that the interactions 0Р Ч occur only in combina­
tions ω , ω and cj b r, defined by 
ω
Ρ 4 = β ( 0Ρ4_·0ΡΡ_·04 4 ) ) (i) 
where 0= 1/kT scales the energy The total broken 
bond energy 
ß£*b
 = jVabÙJab + jy^af + yyb^bf _ (2) 
where N™ is the total number of neighbouring ρ and 
q cells in the system Since the crystal contains no 
fluid cells all af and bf pairs are to be ascribed to be 
surface, ab pairs, however, are present inside the 
crystal as well The contribution of these pairs to £' b b 
is conveniently desenbed with parameters y' and y 
(JV IS the number of ρ cells) 
7 P = O A ^ / a i V ) , (3) 
where ( ) denotes the ensemble average, to which 
only the bulk phase can contribute The value of γ11 
may vary between 0 for completely separated a and b 
phases and 3 for a completely ordered (NaCl) struc­
ture 
Using the thus defined parameters and the prin­
ciple of microscopical reversibility, the general theory 
gives us a relation between the frequencies k^ and 
k~p of attachment and detachment of ρ particles 
*
, 7 * - p = e x p [ ^ [ ' - ( / a b т У " а Ь 
_ / » f w a f - / b f u , b f ]
 >
 (4) 
where /р ч is the decrease of (he number of pq bonds 
during the detachment, and i£ 4 is the value of 7
P
 in 
the equilibrium solution 
Let us discuss shortly some consequences of eq 
(4) When a and b particles are equal, eq (1) implies 
that u) a b = 0 and ω 3 ' = w b f such that eq (4) reduces 
to the well known relation for a 1 component crystal 
If the crystal retains the equilibrium structure during 
growth then /ab will be 7^, on the average such that 
Δμρ is the supersaturation Δμρ which is felt by the 
particles (since </t+p/*-p> Ξ exp /3Δμρ and </af> = 
(/bf> = 0) If the growing crystal, however, has a dif­
ferent structure, ι e (/ab) = 7P φ y%4 then the defini­






р + ( 7 р ) - 7 р ) а а Ь (5) 
We may interpret Δμρ as the effective supersaturation 
We see that if the ordering in the growing crystal is 
less then m the equilibrium crystal then Δμρ is 
smaller than the "applied" supersaturation Δμ^ 
Indeed, if ш а Ь > 0 then a and b phases tend to sepa 
rate Thus 7«, is small and less order means 7 > 7eq яг 
0 If, on the other hand üjab < 0 the crystal tends to 
an NaCl structure and less order means 7 < 7eq * 3 
In the usual way [5,29] we have earned out Monte 
Carlo simulations for a model in which attachment 
and detachment of single particles are the only 
allowed processes 
As usual we assume that the attachment of a parti-
cle is not influenced by its future neighbours but only 
by the supersaturation Δμ^ 
*
+ ρ
 = ^ εχρ/3Δμρ, (6) 
and hence the detachment frequency is given by 
/ Г р = '
τ
ν exp[(/a b - 7 ^ ) ш а Ь + / a f c j a f t / b f c j b f ] (7) 
Here ν is the equilibrium attachment frequency for 
any type of particle 
From these two equations we see that the following 
parameters arc necessary to carry out the simulations 
(1) the three energy parameters coab, ω'! and u>bf, (11) 
two supcrsaturation parameters Δμ? and Δμτ which 
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are chosen relative to a standard equilibrium state 
where k*" = k*b = \ ν The constant f fixes the lime 
scale and does not enter the simulations itself but is 
necessary to relate dynamical results of the simula­
tion model with physical systems, y^ is found self 
consistently with eq (3) 
3. Physical relevance of the simulations 
Our simplified model of the (luid phase allows in 
principle an interpretation as solution, melt or vapour 
We omit, however, surface diffusion of crystal parti­
cles and to keep the fluid phase homogeneous, the 
volume diffusion has to be much faster than the inte­
gration of cells into the crystal Therefore we think 
that our results may apply to growth from solution 
and possibly from melt Of course, the neglect of 
more than nearest neighbour interactions (except an 
overall interaction to maintain the SOS condition) 
is also a major simplification. 
We have chosen ion like interactions 
0 ϊ ί = ψ Η Γ





» ί = 4
ω
« = _ 2 ) (8a) 
and equal characteristic frequencies for a and b parti­
cles 
*% = k**=v (9) 
From the simulation results which we will present in 
section 4 it will be clear that under these conditions 
the equilibrium crystal structure is of the NaCl type 
so that we may take γ | 4 = 7eq = 3. 
It turns out that the interface is very rough so that 
the solid on solid restriction is only justified if we 
may assume additional strong homopolar bonds in 
the vertical direction Fortunately, such interactions, 
provided that they are equal between aa, ab and bb, 
particles do not change the basic kinetic equation eq. 
(4) As a matter of fact, if we would have allowed 
direction and distance dependent interaction energies 
ψ? 4 between pairs of cells which can be connected by 
a vector r, then eq (4) would have read [28] 
Ä+p ΓΔμρ 





 ( Ι 0 ) 
where the subscripts r refer to analogous variables 
used previously If we now add a homopolar vertical 
mteraction φ to the isotopie ones in eq (1) we get 
0РЧ = 0РЧ = 0РЧ + φ
 ι
 p, q = aorb (11) 
Hence cj ! b is not affected but 0/2*7" is subtracted 
from ( j f and ω?' However, due to the SOS restric­
tion, 
/ 2
a f +/ 2
b f
=0 (12) 
Therefore eq (10) is in this case equal to eq (4) and 
the isotropic SOS model is apparently equivalent with 
a SOS model with additional strong vertical inter­
actions, and such a model is in turn equivalent to an 
unrestneted model with strong vertical interactions 
On the basis of the Hartman-Perdok theory [30] it 
is to be expected that such interactions lead to needle 
shaped crystal habits A physical realization of our 
model may be, therefore, the top faces of gypsum 
crystals, where faceting disappears during growth 
from a highly supersaturated gel [31 ] 
We define dimensionless growth rates Rp for 
p-particles as the number of p-cells which is added to 
the crystal per unit time (for which we chose the 
average time v~l between successive attachments of 
cells in equilibrium) and per side 
V P - V P 
R' = ^ .
 + ^ ь (i exp MM? + i exp <ЗДмгь), (13) 
where Л^Р and Ν~ρ are the number of attached and 
dissolved p-particles during the simulation experi­
ment ЯР is related to the growth rate V^ in m/sec 
and the lattice constant a by 
ЛР=(Л>/и2 (14) 
If the growth is stationary, the interface energy 
will be constant in time which, in view of eq (2), 
means 
O p " a b + <Ρ\ ω1'* аь\ ω Μ = 0 , (15) 
where ( ..)p denotes the average over all exchanges 
(attachments and dissolutions) of p-particles The 
total number of broken ab bonds is 
(/"• У + О р . (16) 
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therefore γ ρ can be determined from the numbers of 








 + </ar)p ω3( + </bf)p ω " (17) 
A geometrical argument [29] can be used to 
replace /af and /bf in eq (7) by /aa and /b b In that case 
eq (4) would have been 
^
rF=exp[(3AMfp + 7§qa ) a b 
+ (11™ - 6) c j p f - /а а Ь - u a f - ω Μ )] , (18) 
where k'" = к~р(1'ъ, /p p) involves only solid solid 
bonds This expression determines 2 attachment and 
40 dissolution frequencies and was used in the simu 
lations 
It can be noted that we can choose such inlerac 
tion that the system reduces lo I-component crystal 
fluid Indeed, if we choose φ™ = 0 a b = 0 b b then ω * = 
0, cj a f = a>br = ω, Δμρ = Δμ and eq (4) is the kinetic 
equation used с g by Gilmer and Bennema [4,5] 
For growth from solution the driving force AG = 
Aß( + Δμ? is given by the activities a" and ab of sol 
vent particles Indeed, equilibrium results if the pro­
duct of a' and ab equals the solubility product / 
|3Δμ? + ^ М ф 7(Л Ь )е
Я
] 
= ln(aaab//) (19) 
In order to find another relation for the Δμ' and Δμ? 
we employ the special equilibrium solution which we 
chose as a standard Namely, we chose that solution 
for which both AG = 0 and * + a = A:+b This led us to 
eq (6) and so 
0Δμ? - (3Δμ? = ln(* + 7* , b ) * ln(uV/ubah), (20) 
where Da and ub are the drift velocities of a and b par­
ticles respectively, quantities which are accessible to 
experimental determination Upon combining eqs 
(19) and (20) we find 
0Δμ? = ln(aa/V0 + г ln(u a/U b), (21 ) 
Μμ? = K a V / ) + ì ln(ub/ua) (22) 
So we see that the splitting of the driving force (19) 
by the choice of a standard solution into parts for a 
and for b particles involves not only activities (first 
term in eqs (21) and (22)), but the relative mobilities 
as well 
In the case of growth from the melt the system is 
brought from the melting temperature re q to a lower 
temperature Т=Т
ея
 — АТ which induces a super-




ρΔΓ Γ3(*" W „ΙΔΓ 
kT kT Τ L kT 7 е ч J Τ ' ( ' 
where £ ρ is the heat of melting for a ρ particle Fq 
(23), combined with the assumption of complete wet­
ting ( 0 p f = 0 f f ) leads to the transition probabilities 
used in refs [22—25] 
4 Simulation results 
As mentioned in section 3, we used ion like inter­
actions for the simulations and equal equilibrium 
attachment probabilities for the two types of parti­
cles, whence we use the notation " + " and " " for 
the solid particles We studied the influence of the 
supersaturations Δμ* and Δμ" at constant temperature 
(i e constant ω + - and ω + Γ = ω ) We used a lattice 
of cells with periodic boundary conditions in the two 
lateral (x,y) directions, such that we gol a surface of 
18 X 18 lattice units The height k(r) of the crystal at 
r (a vector lying in the x—y plane whose length is 
measured in lattice units) could vary from 1 to 80 
We used a flat ordered crystal face as starting configu­
ration Data of the first few layers were not used in 
order to avoid possible influence of (he initial state 
The structure of the crystal/fluid interface is des­
cribed with the correlation function g(Ar) of the 
crystal heights at equal time, as suggested in re f 
[22] 
(*(*·) k(r * Ar)) 
gl Ar) = —>=—= gy
 ' (k(r)k(r)) 
= ? ík(rl --k)] [к(Ч ^ r J ^ l (24) 
[к(г)-Ш}\к(,г) Ш] 
Here ( > is the average over the surface, k(r) is the 
deviation of к from the average value (k), the summa 
tion is over the 18(18 - Ar) lattice positions г which 
are such that both г and г + Δτ are within the system 
In fig 1 we show the correlation function for Δμί = 
ΔμΓ = 1 7 kT as an example, the vector Ar was 
chosen along the two coordinate axes It is seen that 
the correlation length is very small, less than two lat-
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Fig 1 Nonnalized correlation function of the surface height 
tice units, therefore onnly very small clusters are 
present and the surface is very rough (like for a 
metal-melt interface) Nevertheless, for Δμ? = ΔμΓ 
we always find after some transition time a stable 
interface and constant growth rate 
As it should be expected, we have found that the 
distribution of + and - cells over the surface is dis­
ordered Moreover, different supersaturations result 
m different surface concentrations of + and — cells, 
e g for Ддг = 0 7 kT and ΔμΓ = 1 7 kT we found a 
considerable surface enrichment of - particles (2 5 
times as much - as + particles) In physical experi­
ments this effect could easily lead to the development 
of double layers in the crystal-fluid interface 
The surface properties which we mentioned above, 
do not show any qualitative difference when we vary 
the supersaturations Δμ
Γ
 and ΔμΓ within the range 
where the interface is stable At the same time, howe­
ver, the volume properties which we discuss next do 
show a distinct difference at high and at low super-
saturations. 
An example of the crystal phase at low supersatu­
rations is shown in figs 2 and 3 Although the surface 
is rough the volume has a completely regular struc­
ture, of the NaCl type, even if the two supersatura-
tions Δμί and ΔμΓ arc considerably different 
Increasing the supersaturation leads to a break 
down of this ordered structure by the formation of 
domains which have internally still a regular structure 
but these structures do not match at the domain 
boundanes, as shown m figs 4 and 5 The average 
size of these domains can be found from a correlation 
-
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f-ig 2 Horizontal cross section of the crystal solution inter­
face, showing the distribution of +, - and fluid (empty) cells, 
for small supersaturations Δμ^  = 07 kT, Δμρ = 1 7 kT The 
solid part is almost completely regular 
function within each layer In this way we found that 
the domain size decreases smoothly with increasing 
supersaturation 
Numerically, the degree of ordering of the solid 
phase can also be described with the short range order 
parameter as defined by Chernov and Lewis [20] 
7)+ = (^Л+ /W* N^N-l^y^N /Ν*1), (25) 
where Λ7* and JV55 are the number of solid cells and 
solid—solid neighbours respectively For the NaCl 
structure 7)+_ = 1 whereas 7j+ - = 0 for a random 
mixed crystal phase In fig. 6 the supersaturation 
Fig 3 Vertical cross-section under the same conditions as 
fig 2 The regular crystal structure is again clearly visible 
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fig 4 Horizontal cross section at higher superSaturation 
Δμ^ = Δμ^ * = 3 2 кГ The solid phase is now divided in many 
domains which .have a regular internal structure In this 
example the domain size, ι e the correlation length of the 
regular structure, is 4—5 lattice units 
dependence of T)+~ is shown for Δμ? = ΔμΓ Aver­
ages and standard deviations were obtained from mea­
surements in each layer separately It follows imme-
dialely that for small supersaturations the crystal has 
a regular structure, whereas for Δμί = Δμϊ" й 2 0 кТ 
deviations become more frequent until at Δμ? = 
+ 
; Δμ" = ΐ7ΐ<Τ 
Ι ig 5 Vertical cross section at Δμ^ = Э 2 kT, Δμ
Γ
 =17*7" 
Again the domain structure is seen 
fig 6 Dependence of the short range order parameter r)*-
on supersaturation (Δμ^ = Δμρ"), showing the change from 
regular (7i+_ = 1 0) to disordered (τι+- = 0 0) structure of 
the crystal phase The curves with г and л refer to our and to 
the "kink exchange" kinetics of Chernoc and Lewis [20] sec 
also section 5 Here and in the following figs standard devia 
lions arc indicated by symbols I if they exceed the size of the 
indicator symbols or the line thickness 
ΔμΡ » 6 0 kT the cells are almost completely mixed 
As mentioned m section 2 deviations of the solid 
phase from its equilibrium structure lead to a 
decrease of the effective supersaluration which is 
determined by the factors γ* and y in eq (S) In 
fig 7 we show the supersaturation dependence of 
У = y' for Δμί = Δμί", and how this influences the 
dependence of the total supersaturation Δ μ ρ on the 
supersaturation of the solution Δμ^ For small super-
saturations y has the value for a regular structure (γ = 
Fig 7 Dependence of the structure parameter γ* = γ -
(circles) and ΔμΡ/Δμ^ (dots) on supersaturation (Δμ^ = 
Δμρ) yP changes from 7 = 3 0 (ordered structure) to 7 = 1 5 
(random mixed structure) 
no -








10 20 30 
Fig 8 Growth rate for small supersaturations (Δμ^ = Δμρ) 
7eq = 3) and therefore Δ μ ρ = Δμ^ For Δ μ ^ > 2 0 
deviations from 7 = 3 0 suddenly become important 
and a large part of the supersaturation of the solution 
is "frozen in" in the solid phase Further increase in 
Δμ^ induces a gradual decrease to the value 7 = 1 5 
for a completely mixed phase This decrease in 7P 
leads to a reduction of the total supersaturation 
Δ μ ρ (which cannot exceed 1 5 cuiab) and therefore to 
a minimum in Δμρ/Δμ^ 
In figs 8 and 9 the growth rate is shown for equal 
supersaturations It is seen that for high supersatura-
tions the dependence is exponential (normal or liquid 
like growth, ι e 
R « ехр(Дд?/А:7*) 1 
If the two supersaturations are different (Δμ? > 
ΔμΡ) fig 10 shows that for small values still R*'-
R' but the growth rates are now much less than in the 
Tc 55 6Ö 65 
1 ig 9 Growth rale for large supersaturations ( Δ μ ^ · 
Δμ/кГ 
Tig 10 Dependence o f R* and R~ on the supersaturation 
for positive particles if Δ μ ~ is kept constant The horizontal 
scale is exponential m Δ μ ^ (see ñg 9) 
case that Αμ( = ΔμΓ At higher supersaturations the 
crystal docs not grow in a stoichiometric way any­
more (Л*>Я"), corresponding to the formation of 
(positively charged) domains At the same time, 
however, the simulations lose most of their physical 
relevance, because the interface becomes unstable and 
consists mainly of high columns (like the one in 
fig 5) at alternating positions These "hairs" contain 
mostly positive particles and therefore the positions 
between them can be filled almost only by - particles 
which, however, arrive less often on the surface 
Δμ,") 
The horizontal scale is exponential in Δμ^, therefore linear 
in the activities «P when eqs. (21) and (22) hold 
I-ig 11 Dependence of the concentration of solid particles 
(C 5 ) on the layer number of an unstable interface (Δμf = 0 7 
kT Δ μ ^ = 5 2 к Τ) at three successive times In the inset the 
linear time dependence of the interface width 2 [ £ ( 0 ) ] 1 / 2 is 
shown 
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Indeed in fig 11 it is seen thai only half of the layers 
is filled and that the interface width increases linearly 
with time (independent growth of the hairs) 
S Conclusion 
We found different mechanisms of crystal growth 
for large and relatively small supersaturations The 
singularities, however, which Chernov and Lewis [20] 
found at the transition point for the order parameter 
7 ) + _ , the domain size and the growth velocity arc 
absent in our simulations Their simulations differed 
at three points from ours (i) they exchanged cells 
only at kink sites, (n) they used the "melt interpreta­
t ion" eq (23) and (in) they chose non-ionic inter 
actions ( 0 ω = 0 h b + J 0 3 b ) The triangles in fig 6 
show how n*~ varies with their kinetics It is seen 
that in this case there is more order (as expected 
because this method includes correlations in the 
kinetics), but still the dependence is not singular 
Also the melt interpretation does not result in singu 
lanties Wc were not able to investigate larger systems 
because of limitations of the available computation 
time Nevertheless we suppose that upon increasing 
the system sue curves like in figs 6 and 7 would 
become singular 
Even for rough surfaces, where we find a normal 
growth mechanism, the order of the crystal is not 
broken up till very high supersaturation An analogous 
observation can be done on the growth of gypsum 
crystals from an aqueous solutions [31] Growth 
takes place at the top faces of long needles Under 
certain circumstances these faces are not faceted such 
that the temperature is presumably above the 
roughening temperature No indication of irregulari­
ties in these crystals has ever been found 
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Abstract 
The r e s u l t s o f an a n a l y t i c a l theory f o r the sur face d i f f u s i o n problem 
on a surface which conta ins a s i n g l e growth s p i r a l are d iscussed. D i f f e r e n t 
regimes f o r the s p i r a l growth mechanism are i d e n t i f i e d and the supe rsa tu ra t i on 
dependence o f the growth ra te and o f the slope o f the s p i r a l h i l l o c k are 
given f o r each o f the regimes. An i m p l i c i t equat ion f o r the s lope i s given 
which replaces t he , p a r t i a l l y ad hoc, es t ima t ions o f the prev ious back fo rce 
t h e o r i e s . The ro le o f t ape r ing of the s p i r a l h i l l o c k is discussed and i t is 
argued tha t i t s in f luence i s probably n e g l i g i b l e f o r most exper imental 
s i tuât ions . 
1 INTRODUCTION 
In c r y s t a l growth theory much a t t e n t i o n has been given to the sur face 
d i f f u s i o n o f growth u n i t s . Bur ton , Cabrera and Frank (BCF) [ i j showed t h a t , i f 
the growth u n i t concen t ra t ion can be descr ibed by a cont inuous f unc t i on c, 
then i t s a t i s f i e s the equat ion o f the Helmholtz t ype , given in the next 
s e c t i o n . 
BCF [ 1 J solved t h i s equat ion in the case where step i n t e g r a t i o n k i n e t i c s 
can be neglected f o r p a r a l l e l s t r a i g h t steps and f o r concen t r i c c i r c l e s 
by s t r a i g h t forward s o l u t i o n . Step i n t e g r a t i o n k i n e t i c s can be cha rac te r i zed 
by a length λ and were s t u d i e d by Chernov \_Z j (where λ = 2D/ß ) and by 
Bennema and Gilmer [ З ] (where λ * = г О т . / а ) . Surek, Hi r t h and Pound [ ' t , SJ 
p o i n t e d out that s u r f a c e di f f u s i o n i n f l u e n c e s the n u c l e a t i o n r a t e at repeated 
n u c l e a t i o n s i t e s (by the s o - c a l l e d back f o r c e e f f e c t ) . Upon a p p l y i n g these 
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r e s u l t s to the growth s p i r a l they argued that the s p i r a l growth r a t e given 
by BCF had to be m o d i f i e d in e s s e n t i a l l y the same sense as was p r e v i o u s l y 
c o n j e c t u r e d by Cabrera and С о і е т а п ^ б ] . Mü l le r Krumbhaarsol ved the case o f 
e x c e n t r i c c i r c u l a r steps in a l i n e a r l y va ry ing supersa tu ra t i on ^7.,· 
The aim o f the present paper is to ob ta in the s p i r a l growth rate f o r 
the sur face d i f f u s i o n mechanism, tak ing step i n t e g r a t i o n k i n e t i c s i n t o 
account. The e s s e n t i a l d i f f e r e n c e w i t h previous treatments is that a t the 
same time sur face d i f f u s i o n is taken i n t o account and the s p i r a l is t r ea ted 
as a semi i n f i n i t e curve , whose prec ise shape may vary w i t h s u p e r s a t u r a t i o n , 
sur face d i f f u s i o n l e n g t h , s tep re ta rda t i on f a c t o r and edge f ree energy. 
The paper i s w r i t t e n in the language o f growth but i t is equa l l y w e l l 
a p p l i cab l e to d i s s o l u t i o n (or evapora t i on , e t ch ing e t c . ) . The on ly 
m o d i f i c a t i o n is t h a t Δμ/kT i s n e g a t i v e . I t i s shown in r e f . [_8] t h a t a change 
o f s i g n o f Δμ/kT leads t o a l i n e r e f l e c t e d s p i r a l r o t a t i n g w i t h the same 
frequency in the o p p o s i t e sense. 
The most fundamental problem which is overcome in the present a n a l y s i s 
is t o t r e a t the spi r a l c e n t r e p r o p e r l y . I t cannot be approximated by a ci rcle^ which 
is never the less done ¡ n a i l prev ious t reatments . However small the d i f f u s i o n 
length i s , the end po in t ' fee ls ' a d i f f u s i o n f i e l d which is e s s e n t i a l l y 
d i f f e r e n t from tha t o f a c losed s tep. 
2 MATHEMATICAL FORMULATION 
Here we formulate the s p i r a l problem under the f o l l o w i n g p resuppos i t i ons : 
( i ) The app l i ed supersa tu ra t i on Δμ is constant in space and t ime 
( i i ) The d i s c r e t e nature o f step and surface can be neglected 
( i i i ) The problem i s i s o t r o p i c 
( i v ) Stress can be n e g l e c t e d ( f o r an e x t e n s i v e t reatment see e . g . r e f \_9j) 
(v) Step v e l o c i t i e s are small compared to d r i f t v e l o c i t i e s o f growth u n i t s 
( v i ) Growth u n i t s f r e q u e n t l y cross the step w i t h o u t being captured at k i n k 
s i t e s . 
B u r t o n , Cabrera and Frank L l J have shown t h a t f o r the c o n c e n t r a t i o n с 
o f growth u n i t s on the s u r f a c e , c o n d i t i o n s ( i i ) - ( i v ) lead t o 
Х
2 г
с = с - с , (1) 
oo 
where λ is the mean displacement along a given d i r e c t i o n d u r i n g the stay o f 
a growth u n i t on a step f ree s u r f a c e (erroneously λ was set equal t o the 
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total mean displacement х^ ¡η ref [l], whereas the correct relation is 
χ = УТх). On such a surface a constant (due to (i)) concentration с 
would result, given by 
Cœ = c e q e x p (^/kT) = ceq e xP <-r]/rc) ' (2) 
where с is the e q u i l i b r i u m (Δμ=ο) growth unit c o n c e n t r a t i o n , r. = eq \ 
ya/kJ measures γ, the edge free energy of a step (per growth unit of 
length a), and r is the radius of the (critical) nucleus fi]. 
Note that ^ is the radius of the nucleus at Δμ/kT = 1. 
Apart from the Helmholtz equation (1), the presence of steps, which 
may be considered as immobile due to (ν), imposes boundary conditions. In 
order to formulate these we introduce the notation [f ] for the difference 
between the value of an arbitrary function f (defined between steps) at 
the positive (lower), and at the negative (higher) side of the step. Then 
[c] = (3) 
с - c
eq exp (Γ,/ρ) + λ * Γ ! ^ (if) 
hold on the step. The first condition states that the concentration varies 
continuously upon passing the step. This will be true if growth units cross 
the step frequently w i t h o u t being captured at kink sites ( v i ) . This 
m e c h a n i s m tends to suppress a possible Schwóebel effect [_8] w h i c h a 
priori assumes independent concentration fields on both sides o f the step. 
The second equation states that the deviation of the actual step 
concentration с from the stationary value с exp (^/ç) at the given radius of 
curvature is proportional to the step veloci ty ν in the normal di reet i on : 
ν = f D f ^ l . (5) 
o l 9n J 
F o l l o w i n g Bennema and Gilmer ι З] we use f (german Flachenbedarf) f o r the 
area occupied by a growth u n i t . 
I t is s t r a i g h t f o r w a r d t o solve t h i s d i f f u s i o n problem f o r a set 
o f p a r a l l e l s t r a i g h t steps at a mutual d i s t a n c e d, who t u r n out t o move 
w i t h a v e l o c i t y v : 
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ν = 2 f o ( D A J ^ Í C ^ - c e q ) tanh (d/2X) , (6) 
where the step r e t a r d a t i o n f a c t o r Т^ ¡s given by I 3 
1 / ϊ = 1 + 2 (λ*/λ) tanh (d/2A) · (7) 
The maximal, or Wilson Frenkel.growth rate ] 3 I R is approached 
3
 L -i max r r 
when adsorbed p a r t i c l e s are l i k e l y to reach a s tep d u r i n g t h e i r stay on 
the s u r f a c e . T a k i n g , t h e r e f o r e , the l i m i t d -»• о in the growth r a t e R = 
v d ( h k } ) / d ( d ( h k l ) is the th ickness o f a growth l a y e r ) we f i n d 
R m a x = f o ( D / X 2 ) d ( h · " ) ( S . " ' e q > Ξ ς σ - (8) 
where the q u a n t i t y С d e f i n e d in r e f 3 1 , i s the e q u i l i b r i u m exchange 
f l u x o f growth u n i t s between the surface and the mother phase, m u l t i p l i e d 
by the volume f d ( h k l ) o f a growth uni t , and σ = exp (pH) - i ¡ s the r e l a t i v e 
s u p e r s a t u r a t i o n . 
Let us now consider the case o f a growth s p i r a l , r o t a t i n g w i t h 
a s t a t i o n a r y shape and an angular v e l o c i t y ω. The growth r a t e R normal to 
the s u r f a c e on which t h i s s p i r a l i s located is r e l a t e d t o ω by 
R = ü>d(hkl)m . (9) 
The spi ra l curve R can, a t any time t , be parametr ized by 
3 t ( p ) = r ( p ) ( cos (θ(ρ) - ut), s i n ( θ ( ρ ) - ω θ ) , (10) 
where the parameter ρ runs through a l l p o s i t i v e real numbers and r and θ 
are p o l a r c o o r d i n a t e s . I t is a matter o f s t r a i g h t forward d i f f e r e n t i a l 
geometry [_ 11 / to compute the normal component o f the step v e l o c i t y —κ ( ρ ) . 
^ a t t 
S e t t i n g t h i s equal t o eq (5) a t h i r d boundary c o n d i t i o n is o b t a i n e d : 
f d ( h k l ) D | ^ = ( o r r V s 1 , ( H ) 
О d n ν • • / 
where primes denote derivatives with respect to ρ and where S is the arc 
length, in polar coordinates: 
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Si = / ( r 1 ) ^ (г М 1 " . (12) 
The problem ¡s to f i n d a curve R , a number ω, and a c o n c e n t r a t i o n f i e l d с 
such t h a t eqs ( 1 ) , ( 3 ) , ( Ό and (11) are s a t i s f i e d . 
The equat ions are somewhat s i m p l i f i e d by d e f i n i n g φ and ω as f o l l o w s : 
Φ = К - с)/(с,, - ce q) (13) 
i s a f u n c t i o n w i t h values between о and 1, and ω the f r a c t i o n a l growth r a t e 
ω = R/R = ωλ 2 /(2π ί D(c - c ) ) (I1») 
о max o o eq 
is a number between о and 1. 
With these d e f i n i t i o n s eqs ( 1 ) , ( 3 ) , W and (11) are transformed i n t o 
Х
2 г
ф = φ , (15) 
г





/ρ) *гЩ _ _ с * г 3 £ j 
1
 1 - е х р ( г 1 ^ с ) л l-anJ Ç L 3 n J 
λ
2
 g l --гш^г з1 , (18) 
where i t is understood t h a t eq (15) holds on the s u r f a c e between the steps and 
eqs (16) - (18) a t the s t e p s . The second e q u a l i t y in eq (17) f o l l o w s i f 
r . / r < < 1 , which is the case on which r e f s [ l ] and [ з ] have c o n c e n t r a t e d . 
We s h a l l , however, not use t h i s s i m p l i f i c a t i o n , s ince in many cases, e . g . 
growth from the vapour phase and growth from s o l u t i o n o f s l i g h t l y s o l u b l e 
s a l t s large Δμ/kT values are i n v o l v e d . 
At t h i s p o i n t we stop the treatment o f the problem f o r m u l a t e d above 
and t r a n s f e r the mathematical t reatment t o a separate paper f 8 j . Instead 
we use the r e s u l t s o f t h a t approach and discuss the p h y s i c a l l y most 
r e l e v a n t r e s u l t s below, in o r d e r to avoid t h a t the mathematical complex i ty 
would cause the loss o f t ransparency o f the present paper f o r readers who 
are mainly i n t e r e s t e d in the p h y s i c s . We s h a l l f u r t h e r on t a l k about growth 
s ince i t f o l l o w s immediately from eqs (10) and (15) - (16) t h a t s p i r a l s 
f o r oppos i te Δμ/kT are symmetric and r o t a t e w i t h the same frequency in the 
o p p o s i t e sense (see a l s o r e f [ 8 j ) . 
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3 PHYSICAL IMPLICATIONS 
The e s s e n t i a l r e s u l t s o f r e f [ 8 _ , can be summarized by the behaviour 
o f the f r a c t i o n a l growth r a t e ω and a s o - c a l l e d t a p e r i n g f a c t o r T, d e f i n e d 
as the r a t i o o f the slopes o f the s p i r a l h i l l o c k at the top and a t the base. 
Also the d i f f e r e n t behaviour o f these q u a n t i t i e s in d i f f e r e n t parameter 
regimes can be s t u d i e d . Here we s h a l l d iscuss these r e s u l t s and present 
the consequences f o r the two q u a n t i t i e s which are the most a c c e s s i b l e to 
a c t u a l measurement, i . e . the growth r a t e and the slope o f the h i l l o c k at 
the base. Meanwhile we compare them w i t h the p r e d i c t i o n s o f o l d e r t h e o r i e s . 
The f r a c t i o n a l growth r a t e ω is r e l a t e d to the radius o f c u r v a t u r e s
 о 
o(o) in the c e n t r e o f the s p i r a l by 
1 - e x p ( r i / p ( o ) )
 ( . 
ω
° ' 1-ехр(Лц/кТ) U y ; 
This relation has no equivalent in the older theories and could be 
derived with the potential theory approach [il]. It shows that, since 
ω is, due to eq (14), always positive, p(o) > r (remember Δμ/kT = I/r ) 
and the deviation of ç{o) from r determines in a sense the fractional 
growth rate. It is seen that ω •+ o i f ρ(ο) ->• r and ω -»-1 if ρ(ο) -»• °° 
faster than r . We shall define the back force regime as that parameter 





> 1 . 
The fractional growth rate ω is not only related to o(o) but 
also to the interstep distance Sr far from the centre by 
In contrast to eq (19) this relation was obtained before [\, 3 , using the 
approximation of the spiral by straight equidistant parallel steps in that 
region. 
The third result is the determination of the tapering factor T. As 
mentioned before it is the ratio of the slopes of the spiral hillock at the 
base and at the top. If φ is the angle between the tangent plane to the 
hillock and the crystal face we mean with slope tgφ. At the base t g φ = 
d(hkl)/6r whereas at the top some elementary differential geometry shows 
- 1 1 8 -




For an archimedian spiral Τ = 1 and hence Τ - 1 ¡s a measure for the deviation 
from archimedici ty. The analyis shows that for Δμ-нэ the tapering factor 
approaches 1 + ¡.(1 +/»λ*/λ)/(6 + 12λ*/λ)]* whereas for Δμ-«> Τ -»• 1 and the 
archimedean shape is obtained. The change over from the first to the second 
limiting case may be a monotonical decrease but also a maximum in between 
is possible. In fig (l) the supersaturation dependence of Τ is given for some 
characteristic cases. 
10 
. τ 6r/eo) 
U | . ¡ / A . 0 l | 
AWkT 
1 1 1 1 1 1 
l a . The taper ing f a c t o r Τ as a f u n c t i o n o f s u p e r s a t u r a t i o n f o r r / λ = o . l 
and d i f f e r e n t values o f λ / λ . This f i g u r e is the same as f i g 2a o f 
ref [ 1 0 ] . 
l b . The t a p e r i n g f a c t o r Τ as a f u n c t i o n o f s u p e r s a t u r a t i o n f o r λ*/λ = 1.0 
and d i f f e r e n t values o f ï "^ /A.This f i g u r e is the same as f i g 2b o f 
re f [ i o ] . 
Upon equat ing eqs (13) and (20) and e l imi nat ing 6 rby means o f 
eq (21) an equat ion f o r ç(o) is ob ta ined : 
1 _ 1 - e x p ( r i / p ( o ) ) = λ 




Once a value f o r Τ is s u b s t i t u t e d eq (22) i s an i m p l i c i t equat ion f o r e ( o ) . 
I t is t h i s equat ion which i s the c e n t r a l new r e s u l t o f t h i s t r e a t m e n t , and 
i t w i l l be the basis o f our f u r t h e r i n v e s t i g a t i o n s . Analys is o f t h i s non­
l i n e a r equat ion shows t h a t ρ (o) d i f f e r s c o n s i d e r a b l y from r only i f r ^ / r c i 
r./X,2X*/\ and 2тгТг /λ are a l l small q u a n t i t i e s . Thus, f o r given (smal l ) 
values o f ^ / X a n d λ A the back force regime extends f r o m r . / r = 2ттТг.А t o 
r . / r * 1. Outside t h i s parameter range ω is given to a reasonable 1 с r о 
approx imat ion by the r i g h t hand s ide o f eq ( 2 2 ) , using г in stead o f ρ ( ο ) . 
In the next s e c t i o n we discuss how t h i s o u t e r region can again be s u b d i v i d e d . 
Here l e t us compare eq (22) w i t h the b a s i c equat ions o f the c l a s s i c a l 
back f o r c e theory where λ = о was considered o n l y . Cabrera and Coleman [ 6 J 
who f i r s t used the word back s t r e s s e f f e c t , and Surek,Hi r t h and Pound [ Ι , 5 J 
argued t h a t the s p i r a l centre f e e l s a s m a l l e r s u p e r s a t u r a t i o n Δμ than the 
a p p l i e d one Au, due t o the r e s t o f the s p i r a l step which a l s o absorbs growth 
u n i t s . Since ç ( o ) is i nve rse ly p ropo r t i ona l to Δμ t h i s gives immediately an 
i m p l i c i t e q u a t i o n f o r ρ ( ο ) . Cabrera and Coleman g i v e an expression f o r the 
r e s u l t i n g p(o) in terms o f the Bessel f u n c t i o n I 
ι -
 Г с
 - ι "
1
 íhlLíÍ2l\ (T,x\ 
1
 ё^т " Ό
 (
 x — ) (22a) 
and the more p r e c i s e d e r i v a t i o n o f Surek, H i r t h and Pound leads to 




Moreover an ad hoc estimate of Τ had to be made. In ref [6] the value Τ = 1.51 
for the direct integration mechanism [l2j was taken, in ref \h\ one took 
Τ = 1.0. The most serious desadvantage of eqs (22a) and (22b) is that in their 
derivation the concentration field in the spiral centre had to be 
approximated by the field of one ^ or two h_ circular steps, whereas in 
eq (22) no such approximation had to be used. The left hand sides of eqs (22), 
(22a) and (22b) are similar (i f r /p(o) « 1 and r /r « 1 eq (22) reduces to 
eq (22a) and if r ΛπΤρ(ο) „ о eq (22b) coincides with eq (22)). The right 
hand sides of eq (22), (22a) and (22b) approach 1 and о if ρ(ο)/λ approaches 
0 or «> respectively. The manner in which these limits are reached is, however, 
different. Indeed, to lowest order eq (22) gives for small (3(ο)/λ 
1 - 1/3 (2πΤρ(ο)/λ)2, eq (22a) leads to 1 - (2ττΤρ(ο)/λ)2 and eq (22b) implies 
1 - ((2TTT-1) ρ(ο)/λ)2. For large ρ(ο)/λ eq (22) shows an inverse 
(22b) 
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p r o p o r t i o n a l i t y (2-πΤρ(ο)/\) .whereas eqs (22a) and (22b) p r e d i c t an 
exponent ia l f a l l o f f . w i t h
 ν
/8π 2 Τρ(ο)/λ , θχρ - (4ттТс(о)А) in eq (22a),and 
w i t h ИЙГГ exp - ( ( Ί π Τ - ΐ ) ρ ( ο ) / λ ) in eq (22b) . 
We conclude, t h e r e f o r e , t h a t the present theory roughly c o n f i r m s the prev ious 
back f o r c e r e l a t i o n s b u t , both w i t h respect t o accuracy and t o t h e o r e t i c a l 
f o u n d a t i o n , eq (22) is s u p e r i o r t o the o l d e r b a s i c e q u a t i o n s . Fur ther 
advantages are t h a t the step r e t a r d a t i o n is taken i n t o account and t h a t the 
exponent ia l f u n c t i o n in the new expression i s somewhat e a s i e r a c c e s s i b l e t o 
a n a l y s i s than the Bessel f u n c t i o n s I in the o l d ones. 
' о 
As an example o f the i n f l u e n c e o f the present m o d i f i c a t i o n on the 
growth s p i r a l s themselves we show i n f i g (2) growth s p i r a l s p r e d i c t e d by 
the BCF theory (p(o) = г , Τ = 1 ) , by the o l d back f o r c e t h e o r y , eq (22a) o r 
eq (22b) (which v i r t u a l l y c o i n c i d e ) , and by the present t h e o r y . 
2. Example o f the p r e d i c t i o n o f a growth s p i r a l by d i f f e r e n t t h e o r i e s , 
the c l a s s i c a l theory o f B u r t o n , Cabrera and Frank ^1 J, the o l d back 
f o r c e theory ['t - 6 , and the present t h e o r y . 
F i n a l l y , in order t o f a c i l i t a t e the comparison o f the present theory 
w i t h the c l a s s i c a l BCF theory we can w r i t e the f r a c t i o n a l and t o t a l growth 









R = C { e x p ( £ H ) - 1 } ^ - t a n h ^ (2k) 
K
' Δμ Δμ 
where we defined the characteristic value Δμ of Δμ by 
Δμ _ Δμ ¿r 2πΤΓ1 g(o) (25) 
кТ кТ · 2λ " λ r
c 
In the BCF theory [3] Δμ*= 9.5 г^/\ is constant, here it depends on the 
supersaturation, both through the tapering factor (a slow variation) and 
through the ç(o)/r ratio ( in the back force regime). 
h FOUR SPIRAL GROWTH REGIMES 
In this section we divide the parameter space, i.e. the possible sets 
of (r.A.r./r ,λ /λ) values in four parts. In each of these one physical 
process is rate determining. Of course, the transition from one regime to 
another does not occur suddenly and close to boundaries between two parts 
both physical processes have to be taken into account usually. For each of 
the regimes we give the fractional growth rate ω , the total growth rate 
R = Саш and the slope of the spiral hillock tgψ= d(hkl)/6r. 
The partitioning of the parameter space is given in fig (3). We 
distinguish between the back force regime (the half cube), the step 
retardation regime (above the curved plane), the edge energy regime 
(the region below the curved plane and above the plane which bounds the half 
cube above), and the Wilson Frenkel regime (the rest of the parameter 
space). 
In the back force regime f>(o) deviates considerably from r . The 
interstep distance d can be conveniently represented in the form 
f = (A ^ ) a (»!)ß ,
 (26) 
where Α, α and β are f u n c t i o n s which vary o n l y s l o w l y through the back f o r c e 
regime. E.g. f o r r / r ->· о and λ /λ « 1/6 /Tit is found t h a t A ~ λ / (^ВттТг- ) , 
α = -1/3 and β = Ό , whereas f o r r . / r l a r g e r than ШгА2 Á 1 / 1 2 ) 2 A * S 
1 С I À 
one ob ta ins А
 г
 X/ (8ï ïTr ) ,α = - ¿ , ß = " έ . 
As a comparison, Cabrera and Coleman's t reatment leads t o constants values 
A = λ / ( і б т г Т г . ) , α =-1/3 and ß i s undetermined ( there on ly λ /λ = о was 
c o n s i d e r e d ) . Since the slope t g ψ i s i n v e r s e l y p r o p o r t i o n a l to S r i t f o l l o w s 
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гА\ 
3. The p a r t i t i o n i n g o f the parameter space in f o u r r e g i o n s . The curved 
face is given by 6r λ = λ 2 , the face bounding the semi cube above by 
6r = Ζλ ( with fir = k-nJr ) . 
с c c 
t h a t the s u p e r s a t u r a t i o n dependence o f the slope a l lows to determine the 
exponent a , and, c o n v e r s e l y , i f α ^ -1 t h i s should suggest t h a t the 
experiment takes place in the back f o r c e regime. Since r . / r < 1 the f r a c t i o n a l 
and absolute growth r a t e are approximately given by 
r 
ω_ 





» • ' » o f r - ' ^ W í A f t ) - ^ , - * } . 
(27) 
(28) 
The growth ra te R i s thus e s s e n t i a l l y l i n e a r in -τγ w i t h a c o r r e c t i o n 
p r o p o r t i o n a l t o (-¡-γ) α . 
In a l l o t h e r regimes ρ(ο) ~ r . Formally t h i s can be expressed by 
t a k i n g A = Х/(1»тіТг1 ) , α = -1 and β = о in eq ( 2 6 ) , which equat ion then 
simpl i f i e s to 
fir = ífirTr (29) 
In the step r e t a r d a t i o n regime the i n t e g r a t i o n o f growth un i t s in the 
step is rate de te rm in ing . 
The regime is charac te r i zed by small ω and small Jf va lues. A f t e r some 
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r e f l e c t i o n i t turns out t h a t t h i s is the case i f 
* . * Ί ΙΓΤΓ λ * 
,2 ~ 1 > 1 ' (30) 
which d e f i n e s the region above the curved plane in f i g 3· In t h i s regime the 











 7 Т ~ ^ " кг ' ( 3 1 ) 
λ δ r w T r . X 
Κ
=
_ ^ Δ μ
 ( β χ ρ φ . ìh (32) 
i t ï ï T r ^ * kT 
The growth ra te is thus quadra t i c in ттр f o r small -¡-γ and f o l l o w s an 
e x p o n e n t i a l dependence at large -¡-γ. The p r e f a c t o r is i n v e r s e l y p r o p o r t i o n a l 
t o λ and hence t o the step r e l a x a t i o n t i m e . 
In the edge energy regime again ω << 1 but now Cf» 1. 
This corresponds to 
InrTr" λ * 2ïïTr 
^ < 1 and > ι , (33) 
which d e f i n e s the pocket shaped region in f i g 3· In t h i s regime the 
f r a c t i o n a l and t o t a l growth rates are given by 
» ο = ! 7 = 2 ^ · & - (34) 
"=Ш77 UM'"«' Φ - 1 > · (35) 
Note that these equations have the same supersaturation dependence as the 
ones in the edge retardation regime, the only difference being a factor 
2λ*/λ. 
In the Wilson Frenkel regime, finally,the maximal law holds: ω ~ 1 
and this regime covers the rest of the parameter space in fig 3· 
The fractional and total growth rates are given for completeness: 
ω 0 - 1 , (36) 
R = C(exp(£H) - 1) . (37) 
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I t can be noted t h a t , s t r i c t l y speaking, the l i n e a r law ( l i n e a r R - Δμ 
r e l a t i o n ) , which was d e f i n e d in ref [ 3 ] does not o c c u r . The region where i t 
would apply i s diveded in the back f o r c e regime, where the R - Δμ depence 
i s slower than l i n e a r , and the Wilson Frenkel regime where i t is f a s t e r . 
5 CONCLUSION 
In the preceding s e c t i o n s we have shown how the parameter space o f the 
s p i r a l growth mechanism can be d i v i d e d in d i f f e r e n t regions and how the 
slope o f the s p i r a l h i l l o c k and the f r a c t i o n a l and absolute growth rates 
can be approximated roughly i n the d i f f e r e n t regimes. To i l l u s t r a t e t h i s 
f u r t h e r we now give some r e s u l t s o b t a i n e d from a d i r e c t numerical s o l u t i o n 
o f eq (71) in r e f [ l 8 j . This equat ion is s i m i l a r t o eq (22) but now a lso 
Τ is expressed in terms o f 6r/2X through a r a t h e r i n v o l v e d set o f 
e q u a t i o n s , which we s h a l l not reproduce here. 
h. The slope t g φ = d ( h k l ) / f i r o f the s p i r a l h i l l o c k as a f u n c t i o n o f 
s u p e r s a t u r a t i o n , f o r r^/X = 0.1 and d i f f e r e n t values o f λ * / λ . 
In f i g k the slope o f the s p i r a l h i l l o c k i s given f o r a small value o f 
r ^ X . F o r small s u p e r s a t u r a t ions,where we are in the edge energy or the 
step r e t a r d a t i o n regime , 6r v a r i e s l i n e a r l y w i t h г , hence λ /ár l i n e a r 
w i t h βΔμ = r 1 / r c . The slope o f t h i s l i n e a r r i s e is Л/(і»7тТг ) , which is і(0-60 % 
- 125 -
below the arch i medean val uè λ/(4πι-..), due to the h i g h e r Τ values (see f i g 
1 ) . At h i g h e r s u p e r s a t u r a t i o n s the back f o r c e regime is entered f o r λ*/λ 
< 1 (see f i g 3) and indeed a n e g a t i v e d e v i a t i o n from the l i n e a r r e l a t i o n 
is seen between 3Δμ s 0.2 andßApaZ.O. For s t i l l h igher supersa tu ra t ions the 
s lope increases again and t h i s r e f l e c t s the i n f l uence o f the Wilson Frenkel 
regime. Note again t ha t these resu l t s con f i rm the g lobal p i c t u r e o f f i g . 3, 
whose boundaries should not be understood as very sharp. 
The slope tg Φ = сНЬкіУбг o f the s p i r a l h i l l o c k as a f u n c t i o n o f 
s u p e r s a t u r a t i o n , f o r r ^ X = 0.1 and λ*/λ = 0 . 1 , p r e d i c t e d by d i f f e r e n t 
t h e o r i e s , the BCF theory [ i j , the present theory w i t h o u t t a p e r i n g 
(T = l ) and the present theory w i t h v a r y i n g t a p e r i n g . 
In o r d e r to i l l u s t r a t e the use o f eq ( 2 2 ) , in the approximat ion 
Τ = 1 we compare in f i g 5 the slope as p r e d i c t e d w i t h eq (22) w i t h the 
more s o p h i s t i c a t e d t reatment i n r e f J j . I t i s seen t h a t the q u a l i t a t i v e 
behaviour is found in t h i s a p p r o x i m a t i o n , i n c o n t r a s t to the BCF theory 
which o n l y p r e d i c t s a l i n e a r dependence. 
The growth r a t e as a f u n c t i o n o f s u p e r s a t u r a t i o n has the same 
q u a l i t a t i v e f e a t u r e s as in the BCF t h e o r y . F i r s t a s low, p a r a b o l i c 
dependence o f the r a t e on s u p e r s a t u r a t i o n , n e x t , f o r Δμ > Δ μ
 3 ΣττΤ^/λ 
(see eq (25)) a maximal law behaviour. The dependence o f the absolute value 
o f R on the step r e t a r d a t i o n c o e f f i c i e n t λ / λ i s c l e a r l y seen in f i g 6 
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6. The a b s o l u t e growth r a t e R as a f u n c t i o n o f s u p e r s a t u r a t i o n f o r 
r . / λ = 0.1 and d i f f e r e n t values o f λ / λ . 
7. D o u b l e - l o g a r i t h m i c p l o t o f the growth r a t e vs s u p e r s a t u r a t i o n . 
For l a r g e s u p e r s a t u r a t i o n s the Wilson Frenkel 1 aw i s approached, 
f o r low s u p e r s a t u r a t i o n s a power law approx imat ion is v a l i d . 
whereas the t r a n s i t i o n from the p a r a b o l i c to the maximal law i s b e t t e r 
v i s u a l i z e d in the d o u b l e - l o g a r i t h m i c p l o t in f i g 7. Note a lao t h a t in these 
examples, and probably i n many exper imental cases as w e l l , when the 
maximal law i s reached i t i s a l ready n o n - l i n e a r , such t h a t a real l i n e a r 
R - Δμ law [ З І does not o c c u r . 
In conclus ion we may say t h a t the present a n a l y s i s leads to the 
f o l l o w i n g suggest ions f o r exper iments. F i r s t i t turns out to be usefu l 
t o measure both the s lope o f growth h i l l o c k s and the normal growth r a t e 
o f a c e r t a i n c r y s t a l f a c e . Upon f i t t i n g the r e s u l t s w i t h eq (22) ( e . g . w i t h 
Τ = 1 f o r l a r g e $Λμ o r w i t h Τ = 1.5 f o r small βΔμ) and eq (25) r e l e v a n t 
e s t i m a t i o n s o f r ^ X a n d λ /λ can be made. A f i r s t , s i m p l e , e s t i m a t e can 
always be made i f , f o r βΔμ S 2, a s lower than l i n e a r dependence o f the 
slope on s u p e r s a t u r a t i o n i s observed. For t h i s i n d i c a t e s a back f o r c e 
mechanism and hence (see f i g (3)) 2λ / λ S i and2Trr. .A< 1. I f , on the o t h e r 
hand such a behaviour is absent e i t h e r step i n t e g r a t i o n is d i f f i c u l t : 
2λ /λ > 1 o r the edge energy is r e l a t i v e l y large litr./X > 1. 
Only i f very accurate d e t e r m i n a t i o n s o f s lope and growth r a t e are 
a v a i l a b l e i t may be usefu l t o go beyond eq (22) and to use the f u l l 
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(71) o f r e f [lOJ to o b t a i n b e t t e r ( s u p e r s a t u r a t i o n dependent) values 
the t a p e r i n g f a c t o r T. 
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On the d i f f u s i o n problem f o r a r o t a t i n g s p i r a l shaped boundary 
J . P . van der Eerden 
RIM Laboratory o f s o l i d s t a t e chemistry 
C a t h o l i c U n i v e r s i t y o f Nijmegen 
Toernooi vel d , Nijmegen 
The Netherlands 
A b s t r a c t 
The diffusion problem of growth units on a crystal surface which 
contains a single screw dislocation is studied. An exact relation is 
obtained between the central radius of curvature of the spiral and the 
interstep distance at large distances from the centre. A second, 
approximate, relation is obtained, using the Taylor and asymptotic 
expansions of an integral equation for the spiral shape, and assuming 
a smooth transition from the central to the outer regions of the spiral 
shape. 
1 INTRODUCTION 
In this paper the potential theory approach is discussed for the 
surface diffusion problem on a crystal surface containing a semi-infinite 
step under steady state conditions. Both the transformation of the physical 
system into the mathematical problem and the implications of the solution are 
given in a separate paper [ij. Thus we have to investigate the following 
problem. 
Find in the two dimensional real space a curve R 
ρ и- R(p) = R(p) (cose(p), 5ϊηθ(ρ)), (1) 
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a f u n c t i o n φ : R2 ->• £ o , l J , a n d a number ω É ( 0 , 1 ) , such t h a t : 
( ¡ ) φ s a t i s f i e s , except on R, the homogeneous Helmholtz equat ion 
Х
2 2
ф = φ , (2) 
(i i) φ is continuous at R 
[φ](ρ) = о . (3) 
(iii)the discontinuity of the normal derivative is related to the curve by 
λ
2[^](ρ) = -2mQR(p)R4p)/Sl(p) , and (Ό 
(iv) a further relation holds on the curve (g is a function to be given below): 
Φ(Κ(Ρ)) = 1 - g (f(p))+ λ*[!£](ρ) (5) 
Here square b r a c k e t s denote a jump: f o r a f u n c t i o n f , d e f i n e d on both s ides 
o f R we have by d e f i n i t i o n 
[f](p) = è ίο + í f (* (p) + " ( ρ ) " f ( í (p ) " Е г Г ( р ) ) } (6) 
where η (ρ) is the normal to the curve a t R(p) , S is the arc l e n g t h : 
S1 = / ( R 1 ) 2 + ( R e 1 ) 2 ' . (7) 
γ(ρ) is the radius o f c u r v a t u r e a t R(p) 
ρ = ( S 1 ) 3 / ( 2 ( R 1 ) 2 e I + R 2 ^ 1 ) 3 + R R ^ 1 1 - R R 1 ^ 1 ) , (8) 
and quotes denote d e r i v a t i v e s w i t h respect t o p. The constants r and λ are 
real and non-negat ive real numbers r e s p e c t i v e l y . 
At t h i s p o i n t we s h o r t l y mention the p h y s i c a l meaning o f the q u a n t i t i e s 
e n t e r i n g the problem. The f u n c t i o n φ determines the c o n c e n t r a t i o n o f growth 
u n i t s between the s p i r a l edges, λ is the mean f r e e path o f growth u n i t s 
d u r i n g t h e i r s tay on the s u r f a c e , λ is p r o p o r t i o n a l to the i n c o r p o r a t i o n time f o r 
- 130 -
growth uni t s In the edge, and ω is the f r a c t i o n a l growth r a t e , p r o p o r t ¡onal to the 
angular frequency o f the r o t a t i n g growth s p i r a l . The f unc t i on g i s the 
c o r r e c t i o n , due to c u r v a t u r e , to the f l u x o f p a r t i c l e s which leave a s tep . 
I t is given by Bur ton , Cabrera and Frank as 
1 - e x p t ^ / p ) 
^
( f ) = 1 - e x P ( r / c ) (9> 
where r and r are the radi i o f curva tu re o f a s t a t i o n a r y c i r c u l a r step at 
the actual and at u n i t r e l a t i v e supersa tu ra t i on r e s p e c t i v e l y . 
I t can be noted tha t a c i r c u l a r step w i t h radius r leads to the 
r
 с 
trivial solution φ Ξ о and ω = o . This circular step is precisely the 
critical nucleus. 
Another observation which can be made is the symmetry between growth and 
dissolution. If the sign of the supersaturation is reversed, this leads to an 
opposite value of r . It can be checked easily that from a solution for a 
certain г value, a solution for the value -r is obtained by a change of 
sign of θ(ρ) and hence of (p), i.e. a reflection in the y-axis. Both solutions 
have the same ω . 
0
 * 
It is also clear that if a spiral R has been found, rotations and 
translations of the coordinate system give other spirals. In order to find 
a unique solution we, therefore, requ i re that it satisfies 
R(o) = θ(ο) = о . (10) 
Another requirement which has to hold is that the radius of curvature is 
ei ther pos i t i ve or negative for all ρ 
0 < p ( p ) < o o o r 0 > p ( p ) > - « > f o r a I l p (11) 
It has been shown for a similar problem |_2 J that physical spirals arise 
if and only if eq (11) is satisfied. 
The problem presumably is unsolvable by direct methods. Therefore 
the problem is reformulated as an integral equation in section 2, using 
potential theory. Subsequently an approximate numerical analysis of that 
equation will be carried out. In sections 3 and k the behaviour of the 
equation at small and at large distances from the origin is studied, which 
information is combined in section 5 in order to construct a global 
spi ral shape. 
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2 POTENTIAL THEORY 
Mathematical p o t e n t i a l theory [3] s t a r t s from a fundamental s o l u t i o n , 
d e sc r i b i ng the a da torn d i s t r i b u t i o n on a sur face con ta i n i ng no absorbing 
po in ts except a s i n g l e po in t where a u n i t f l u x is absorbed, i . e . the f l u x 
towards a u n i t area under e q u i l i b r i u m c o n d i t i o n s . When the absorbing 
p o i n t is a t r , the fundamental s o l u t i o n solves the f o l l o w i n g problem: 
X2V2F(Ï / ÏO) - F(?/?O) - -δ £фа. , ( 1 2 a ) 
l i m F ( г / г ) = о (12Ь) 
Г-хю О > 
F is r o t a t i o n a l symmetric around r . (12c) 
' о 
(Where б denotes the two di mens i tonal Di гас d e l t a f u n c t i o r ) . 
The l a s t c o n d i t i o n reduces eq (12a) to an equat ion o f the Bessel type f o r 
r f г . Consequently the problem is e a s i l y so lved 
F ( ? / ? 0 ) = U T T ) - 1 Κ ο (Δ Γ /λ) , (13) 
where К is the m o d i f i e d Bessel f u n c t i o n o f o r d e r zero and imaginary 
о 
argument and Δ Γ is the d i s t a n c e between r and r : 3
 о 
Дг - | r - r o | (14) 
With the fundamental s o l u t i o n the value o f φ can be expressed in terms o f 
i t s Cauchy data ( i . e . the value o f φ and i t s normal d e r i v a t i v e at the 
b o u n d a r i e s ) . 
In o r d e r t o f i n d t h i s r e l a t i o n m u l t i p l y eq (2) by F ( r / r ),en (12a) by 
ф(г), and i n t e g r a t e the d i f f e r e n c e over a l l r to o b t a i n 
./•(Р 2 ф-ф 2 Р ^ 2 г - ф ( г
о
) (15) 
The surface integral is transformed into a line integral with the help of 
Greens theorem since the integrand is the divergence of the vectorfield 
Р ф - ф Р. The line integral should be taken along a boundary enclosing a 
surface region without steps. In the present case this contour consists of 
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three p a r t s . F i r s t , s t a r t i n g at the o r i g i n , i t f o l l o w s the s p i r a l i n f i n i t e l y 
c lose to i t s n e g a t i v e s i d e d u r i n g a large number (say N) o f t u r n s , second i t 
crosses the step f r e e region perdendi c u l a r l y to the ( N - l ) t h t u r n , and 
t h i r d i t f o l l o w s the s p i r a l i n f i n i t e l y c lose t o i t s p o s i t i v e s ide back 
to the o r i g i n . In such a way the step f ree region up t i l l N-1 turns is 
enc losed. F i n a l l y i f N approaches i n f i n i t y the e x p o n e n t i a l f a l l o f f o f 
the Bessel f u n c t i o n eq (13) a t large Дг assures t h a t the i n t e g r a l 
converges to a value where the c o n t r i b u t i o n o f the second ( c r o s s - o v e r ) 
p a r t o f the contour v a n i s h e s . Greens theorem then s t a t e s t h a t the l e f t 
hand s ide o f eq (15) equals the l i n e i n t e g r a l o f η (Р ф - ф Р) over the 
f i r s t and t h i r d p a r t o f the c o n t o u r . In both cases the contour approaches 
the curve R but the o u t e r normal n 0 is equal and o p p o s i t e t o the normal 
η o f the s p i r a l f o r the f i r s t and the t h i r d p a r t r e s p e c t i v e l y . Therefore 
eq (15) becomes 
- ? { [ F | J ] (ρ) "[φ ! £ ] ( p ) } dS(p) - ф(г
о
) . (16) 
In this equation we can substitute eq (13) for F, the boundary conditions 
eqs (3-5) and [ F ] - [ЭР/Эп] = о to get 
ω
ο









where the point г has been chosen on the spiral at R(p ), and it has been 
used that ds = S ^ p by definition of the arc length. For further use we 
give the distance Дг in polar coordinates 
Ar(p,p
o
) = [ R ( P ) 2 + R ( p
o
) 2 - 2R(p)R(p
o
) cos (θ(ρ) - (р
о
))] і (18) 
by the cosine rule. 
Summarizing this section we have transformed the original differential 
equation eq (2) with the boundary conditions eq (3-5) into a single 
integral equation eq (I7) which has to be solved for functions R(p) and 
θ(ρ), with the restriction that eqs (10,11) have to hold.Again this equation 
seems intractable by standard methods, hence an approximate method is 
treated in the next sections. 
In previous theories a differential equation for the spiral shape has 
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been given. This equation is known to hold for the case of direct integration 
and hence it is supposed to be relevant in the case λ >• о. It is therefore 
natural to investigate whether eq (17) reduces to this differential equation 
in the limit that λ tends to zero. Consider then 
IIS F<4> = і6Ф w 
Upon s u b s t i t u t i n g eq (19) i n t o eq (16) the f o l l o w i n g r e l a t i o n r e s u l t s : 
2тг( і + λ * / λ ) ^ - = 1-g(e) (20) 
where it has been used that dS = d(Ar) in this limit (since differences in 
the distance measured along the curve (dS) or directly (Дг) are of second 
order and give negligible contributions to the integral). 
It is precisely this equation which has been studied earlier for the case 
λ = о and г. -»· 0 [2, k, 5 J (wi th the parame tri zat ion R(p) = ρ, R1 (ρ) = 1). 
In view of the present derivation it is seen that eq (20) is valid if (i) 
r the smallest radius of curvature of the resulting spiral, is much larger 
than λ, and (ii) R(p)»X. The first condition is well known and is 
generally believed to be the condition for which spirals with and without 
surface diffusion mechanism become equivalent L^t S, 6J. So far it seems 
that eq (20) could be used indeed in the limiting case λ-*ο. 
The second condition, however, shows that series expansions (which form 
the basis of those analyses) around R(p) = о are invalid, even for arbitrarily 
small λ. Indeed, upon observing that when R -* о only one "wing" of the function 
Κ (Δ Γ / Χ ) contributes to integrals of the following type, one obtains 
lim lim - (lÍLEbL) f(R)dR - i ,0îm \'ш /К (1*і5й1)
 f ( R ) d R 
λ-ю R - > o o n λ z R - > o λ^ο o n λ 
о о 
f o r any o r d e r π o f the Bessel f u n c t i o n and f o r any f u n c t i o n f f o r which 
the i n t e g r a l e x i s t s . C l e a r l y , the l e f t hand s i d e represents the p h y s i c a l l y 




f u n c t i o n s , i t f o l l o w s t h a t , in o r d e r t o o b t a i n s e r i e s expansions f o r small 
R(p) one should not use eq (20) but instead the s l i g h t l y d i f f e r e n t expression 
2π(4 + £ ) У^г-- 1 - g(e) (20a) 
- 13«» -
In the spirit of the previous theories it is possible now to study the 
spiral shape in case λ -»• 0 by the combination of a Taylor expansion of eq (20a) 
and an asymptotic expansion of eq (20). 
The difference of eqs (20) and (20a) is the mathematical consequence of 
the physical difference between steps with and without end points. The latter 
ones have a larger effective area from which they can absorb growth units. 
3 THE SPIRAL CLOSE TO THE CENTRE 
In this region of small | R | values i t is conven ι ent to parametri ze 
the curve R by its distance to the origin, using λ as the unit of length: 
R(p) = ρ λ , н Ч р ) = λ , S1 (ρ) = λ / Μ θ Μ ρ ) ? ) 2 (21) 
Eq (17) is a n o n - l i n e a r i n t e g r a l equat ion f o r θ ( ρ ) , which can be s t u d i e d 
by the T a y l o r expansion in the v a r i a b l e ρ o f the f o l l o w i n g e q u a t i o n : 
ω
ο К Ф ^ = 1-9(β(Ρ0)) - 2πωο£ P0/S4po) (22) 
The f i r s t term o f the expansion is found by s u b s t i t u t i o n o f ρ = о . This gives 
ΔΓ = ρλ by eq (18) and ç(o) » λ ί Σ θ ' ί ο ) ) " 1 by eq ( 8 ) , and hence 
ω
ο
 7K o (p)pdp = 1-g(ç(o) ) (23) 
The i n teg ra l i s standard [7J and equals u n i t y . Hence eq (23) gives a r e l a t i o n 
between the f r a c t i o n a l growth ra te ω and the c e n t r a l radius o f c u r v a t u r e p ( o ) . 
ω 
J0 = i-g(ç(o)) (г*) 
Note that in this relation λ does not occur, that hence the step integration 
kinetics do not influence the central radius of curvature directly (only 
through their influence on ω ). 
The second term of the Taylor expansion is found by differentiation of 
eq (22) with respect to ρ and putting ρ = о afterwards. Upon using ЭДг/Эр = 
-Xcose(p ),Эс(о)/Эр = -З 1 1(о)с(о) 2/Х and К ' = -K1 one obtains 
ω
ο




In o rder to get an idea o f the value o f the l e f t hand s ide o f th i s equat ion 
l e t us assume tha t in the region which c o n t r i b u t e s to the i n teg ra l the s p r i a l 
can be approximated by an archimedean one w i t h an e f f e c t i v e cen t ra l radius 
o f curva tu re ç
 f f ( ο ) Ξ\/(2θι(ρ)). Then the i n t e g r a l is [ 7 ] . 
¿ Κ , ί ρ ί ρ cos E¿




f f ( o ) 
Let us now consider the classical limit λ + ο. Since g is a monotoni cal ly 
increasing function with g(r ) = o, it follows from eq (2k) that p(o) > r . 
С t с 
Below it will be shown that p(p) is increasing as well, such that 
p
e
ff( 0) >Ç(o). These inequalities guarantee that λ/ρ
 ff(o)->-o if λ ->• о 
such that in this limit eq (25) reads 
ττω
ο
(ί + 2λ*Α) - З ^ Ы р Ы СеКоПЛ (27) 
When we would have constructed Taylor expansions in ρ of eqs (20) and (20a) 
eq (27), multiplied by p, would be the linear term in eq (20a), not in eq (20). 
This again illustrates that, close to the centre, eq (20a) is the correct 
differential equation as soon as the surface diffusion mechanism operates. 
¿t THE SPIRAL FAR FROM THE ORIGIN 
Far from the origin the spiral steps become straight and their 
velocity depends on the mutual distance to the preceding and succeeding 
step. A set of parallel equidistant steps moves stationary. This means 
that at large distances the spiral tends to an archimedean shape. 
We denote the interstep distance by d (not by 6r as in ref [l] in order 
to keep the formulae transparent). In view of this we are led to 
consider an asymptotic representation of the spiral shape of the 
following form (a gives the deviation from the archimedean shape): 
R4p)/e4p) = A ( 1 + _ ^ . + . . . ) (28) 
Before t u rn i ng to the asymptot ic representa t ion o f eq (17) we perform 
some d i f f e r e n t i a l geometry manipu la t ions in order to ob ta i n asymptot ic 
expansions o f some re levan t f u n c t i o n s . See f i g . 1 f o r the f o l l o w i n g 
e x p l a n a t i o n . 
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1. The geometr ica l r e p r e s e n t a t i o n o f the q u a n t i t i e s d e f i n e d in the t e x t . 
Counted from R = R(p ) the - 1 - t h , o - t h , 1-st and 2nd s p i r a l t u r n are 
shown as w e l l as the o s c u l a t i n g c i r c l e s w i t h r a d i i ρ , ι Ρ > Ρ, andfL, 
and d i s t a n c e d , , d , d , and d , from к , and Δ r - Дг determines the 
- l o i 2 ο ' η 
e r r o r in the i n t e g r a n d o f eq (17) . 
The f i r s t t o consider i s the arc length S, o r r a t h e r i t s d e r i v a t i v e 
S M p ) . given i n eq ( 1 7 ) · Using eq (28) we f i n d 
sVe1 Rd + i ( ^ Ö ) 2 + 4 (^ ) 2 + · · · ) 
'2 ITR' R V 2UR' 





 ) (30) 
The d i s t a n c e Id ( from the f i x e d p o i n t R = R(p ) to the n-th s p i r a l t u r n 
η о о 
a f t e r R is going to play an important r o l e in the d i s c u s s i o n below. This 
n- th t u r n is d e f i n e d as t h a t p a r t o f the s p i r a l f o r which θ(ρ) - θ(ρ ) is 
betvreen (2π + ΐ ) π . 
Let R = R(p ) be the projection of R on this turn, and Τ and N the 
η η ο η η 
tangent and normal vectors at R . The following relations then hold: 
($. - S ) . Τ = о 
η ο η 
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(31) 
[t - ί ) . Ν = d (32) 
η ο η η 
Upon using eq (1) to express Τ and N in terms of R = R(p ) and θ = θ (ρ ), 
K s ч r
 η π η
 r
n η η 
eq (28) together with eq (31) show that 






* - ) . ( 3 3 ) 
о 
о 
and s u b s t i t u t i n g t h i s in eq (32) gives 
dn = dn(1 +•£- + ... ) (35) 
η к 
о 
In the following it is useful to parametrize the spiral with the arc 
length S, whose derivative with respect to the general parameter ρ is given 
by eq (7). If S = S(p ) is the arc length at the point R , the n-th spiral 
turn is, to order (S-S i1*, given by L8j: 
*(s) = t + (s-s ) f
 +
 ^ ^ - 1 * Slilsúl (¿ й -ΐ )
 + 











n η ' 
where ρ =P(S
n
) anc' dots above symbols denote derivatives with respect to S, 
e.g. 
Ρ π - £ ί * „ > - $ 3 Ε - 2 Α - < 1 + ΐ Γ + · · · > · ( 3 7 ) 
r
 η η 
The l a s t e q u a l i t y f o l l o w s from eqs (28) - ( 3 0 ) . In o r d e r t o o b t a i n an 
asymptot ic express ion f o r eq (17) we approximate the n-th s p i r a l t u r n by 
the o s c u l a t i o n c i r c l e a t R , (see f i g . 1 ) . I f t h a t c i r c l e is parametr ized w i t h 
the arc length t o o , i t s p o i n t s ? n (S) are g i v e n , t o o r d e r (S-S )'^ , by [ β ] 
î n ( S ) = \ + (S-SJÎ + Щр^ iï - iS^çli ΐ
 + i l l l a i : rJ (38) 
η η η η 2ρ
η
 η 6çh π 2/»Ρη π 
Note t h a t , a r b i t r a r i l y , the arc length at the o s c u l a t i o n p o i n t R i s taken 
as S . 
η 
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The approximation which we shall use in eq (20) is to replace the 
actual distance Дг * |R - RÍS)!, between R and the running point R(S) 
on the spiral, by the distance 
V= IWS>I (39) 
between R and a point on the osculation circle with the same arc length to 
R . Upon using eq 
the lowest order 
eqs (36) and (38) in eqs (18) and (39) it can be derived that 
u 3én / 6Pn 2 for n * 0 ' 
Дг - Δ r *" ч" (АО) 
η 
= 5ицс /г^р э for η = о , 
where u = S-S . 
η л л 
The error in replacing К (-^ ) by Κ (—Ρ—) in the region around R is, to lowest 
β
 Ο Α Ο Α Π 







 л r м 
-%£*№ ( i f " - 0 ) · 
To evaluate the integral in eq (17) we integrate each turn separately and 
approximate its contribution by an integration over the corresponding osculation 
circle. In stead of the general parameter ρ we use the arc length S and 
approximate the integrand to second order in u for each С : 
7к (^ЖрЖЧрНрзЕ ƒ Κ φαί) {RnRn + u(Rn2+Rn*R' ) + u2 ^ R ' R + R ' R ) }dS (42) 
ο ο λ - ο λ n n n n n n n n n 
η С 
• η 
where G, are geometrical factors, depending on the radius p of С and the 
distance ρ of î to the centre of С which i s , to order 1/R2 given by r o ο η 
ρ * = Ρ - d
 и
 R . (M) 
Го
 Γ
η η о 





4 ( Χ . У) = / Κ ( / x 2 + y 2 - 2 x y cos θ') к о (1»5) 
-TT 
I t ¡s seen immediately tha t G. = о f o r odd values o f k, such that the second 
term in eq (1(2) vanished i d e n t i c a l l y in eq ( 4 3 ) . The f a c t o r G, can be found 
using Neumann's a d d i t i o n theorem 
К ( / х ' + у ^ - г х у cos θ') = Σ Ι (Ζ )K (Ζ ) cos m θ , (46) 
ο m * m + 
m=-<D 
where Z_ and Ζ are the s m a l l e r and the l a r g e r o f χ and y r e s p e c t i v e l y . 
For к = о only the m = о term o f eq (46) c o n t r i b u t e s to eq (45) such t h a t 
G o ( x , y ) = 2тг l o ( Z _ ) K o ( Z + ) . (4?) 
For к ^ о a l l terms f o r which m + к is even c o n t r i b u t e , and upon i n t e r c h a n g i n g 
summation and i n t e g r a t i o n i t is found t h a t e . g . 
B ( Х > У ) --Щ- , ( z j K o ( Z + ) + 2 I X l 2 i n ( Z j K 2 m ( Z + ) . (48) 
m=1 
These expressions f o r G. w i l l be used now t o o b t a i n an asymptot ic expressions 
f o r the basic i n t e g r a l , eq ( 4 2 ) . 
F i r s t , note t h a t the two terms in eq (42) are the f i r s t terms in an 
asymptot ic s e r i e s . 
Indeed, i f eqs (28) and (29) are used i t f o l l o w s t h a t t o lowest o r d e r 
R - d/2TTR , R = -d2/4Tr2R3 , R = 3d3/8Tr3R5 . (49) 
η η η η 
Consequently, the f a c t o r in f r o n t o f G in eq (43) i s o f order R, the 
f a c t o r in f r o n t o f G- o f o r d e r l/R. From the asymptot ic expansions o f I 
and К i t is r e a d i l y seen t h a t the asymptot ic expansion o f the G, i s o f the 
form 





т + . . . (50) 
a
o
 = π, a 2 = π
3/2 , Ь
о
 = тт/8 ... (51) 
Finally, combination of eqs (30), (35), (43), (44), (49) and (50) gives 
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*"
27Ko(^)R(p)R1(p)dp-Z¿(l+£-+...) H+^+. . . , exp(- |n |d(1+f - + . . . ) ) χ 
о " " η 
о о о 
х ( а
о
- Ь 0 ^ і ф · ( 1 + ^ - + · · · ) + · · · ) (52) 
о о 
The summation v a r i a b l e η runs from a c e r t a i n n e g a t i v e number (namely the 
smal lest i n t e g e r above -Θ /2тг) t o + «>, but because o f the c u t - o f f f a c t o r 
exp-|n|d i t makes no d i f f e r e n c e f o r the asymptot ic expansion when η is 
running from -<>° t o -к». 
Upon expanding the square r o o t and using the f o l l o w i n g sums 
oo 
Σ exp(-|n|x) = cotanh(x/2) , (53) 
n=-(o 
Σ η exp(-|n|x) = о , (Sb) 
n=-°° 
it is found that 
X - ' ¿ K o ( f ) R ( p ) R 4 p ) d p - ^ t a n 4 ^ ( ^ t , n h ^ - s , n ^ ; 2 x ) ) 4 . . . . t (55) 
when terms of order 1/R are neglected. 
In the same way as we obtained the first terms of the Taylor expansion of 
eq (17) in the preceding section (the eqs (2k) and (25)) we are now in a 
position to give the first terms of the asymptotic expansion, using eq (55) 
and the asymptotic expansion of the right hand side of eq (17)· Indeed, 
using the explicit form eq (15) of g and the expansionjeq (30), of ç, it is 
found that 
ω 
, 4 - cotanh ^r = l-ω X * d A 2 , (56) 
ο Ζλ 2λ о ' 
U o a ( i r o t a n h ж - s I n h ï ( d / 2 x ) ) = Т Г - -ωολ а р - (57) 
1- e x p ( — ) 
с 
The f i r s t e x p r e s s i o n , eq ( 5 8 ) , has been given by Chernov [ 9 ] and Bennema 
and Gilmer (. 6 j t o o , assuming t h a t at l a r g e d istances from the o r i g i n the 
s p i r a l i s c o n s t i t u t e d from p a r a l l e l e q u i d i s t a n t s t e p s , f o r which the d i f f u s i o n 
problem has been solved by a s t r a i ght forward approach. 
They gave eq (56) in the form 
- l i t i -
ωο - Τ 3 tanh 2λ 
where ω determines to the growth rate of the crystal face under 
о 
consideration, and "J is a factor 
3 - [i + ^Г tanh ¿]"1
 ) 
which measures the influence of finite integration times (λ f о) 
From the second expression, eq (57) it is seen that a must always 
be negative (since cotanh χ is larger than x/sinh 2x for all positive x). 
In view of eq (28) this means that the step distance far from the centre 
is larger than close to it. This qualitative result should have been 
expected, since a stationary spiral means that the step flux (the product 
of step density and step velocity) is constant for the whole spiral. The 
spiral is the more curved, and hence moving the slower, the closer the 
centre is approached and this has to be compensated with a higher step 
density, i.e. smaller step distance. 
5 THE TAPERING FACTOR AND THE BASIC EQUATION 
In the preceding sections we have seen that the spiral can be 
approximated by an archimedian spiral both close to the centre and far away 
from it. However, these approximations do not necessarily have the same 
characteristic length. More precisely г1 (ρ)/θ1 (p) tends to different 
constants for ρ -»• о and ρ •* =>. The most obvious object to investigate at 
present is therefore 
_ l i m R'Çp) l i m R1 (ρ) 
τ
 - [ r- FTF7" / г* от ( 6 0 ) 
This quantity will be termed tapering factor since it measures the 
difference of tapering of the spiral hillock at the top and at the base. 
If the spiral is archimedean Τ = 1 and the hillock has a constant 
tapering. If Τ > 1 the spiral is more curved in the centre and the 
corresponding hillock is stronger tapered at the top. It is of interest 
to note that the growth rate and the slope of the spiral hillock are 
the physically most important quantities and they can easily be obtained 
as soon as Τ is known. 
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In order to obtain an estimate of Τ the spiral shape КЧрі/ Чр) is 




 1 + T B p , , . > 
where A and В are adjustable positive numbers. 
From the definition eq (8) of the radius of curvature it follows 
that 
ρ (ο) = ¿Αλ . (62) 
Upon using eq (21) again for the dependence of R on ρ it follows 
ц(о) = | (I-T) . (63) 
On the other hand, the asymptotic expansions of eqs (28) and (61) should 
coincide and this gives 
τ - _ 1 _ d. 
" 2πΑλ irnç(o) (64) 
îi-T-d-T) • (65) 
At this point we have eight relations eqs (2k), (25), (56), (59) and (62) 
- (65) between eight unknowns A, B, T, ç(o), a, d, θι1(ο) and ω . We now 
proceed to reduce this set to a single equation for the distance d between 
spiral turns. Indeed, eq (58) expresses ω in terms of d/2X and, using eq 
(24) we find for p(o) 
^ l y = 1ηΓΐ-(1-ω ο)( Γ ι- εχρ(Γ/ Γ ο)) (66) 
Upon multiplying eq (56) by a and subtracting the result from eq (57) 
^^-^(sinhtd/a))2^^^^) . M 
substitution of eq (6Ί) in eq (65) gives 
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В _ 2πλ2 ,,. d_ , 
and hence 
In this way the seven quantities Α, Β, Τ, ρ (о) , a, θ 1 1 ^ ) and ω are 
о 
given in terms of d/2X. It is also straight forward to integrate eq (61) 
in order to obtain θ as a function of ρ = R/λ 
θ ( ρ ) =
^ f "ΑΙΤΪ" , n ( 1 + B T p ) (70) 
=
 2ψ>_ ψ
 ]n ( 1 + A ( 1 . T ) p ) 
S u b s t i t u t i n g these r e s u l t s in eq (25) we may conceive t h a t equat ion as a 
n o n - l i n e a r e q u a t i o n f o r d/2X·. 
ω
Λ
( / Κ A p ) p cos 9(p)dp + 2π^-) + З 1 1 ^ ) γ—τ- о . (71) 




This equation can be solved numerically for different values of λ /λ,Γ./λ and 
r./r and from the so obtained d/2X all other spiral characteristics are 
easily traced back. 
Indeed, the fractional growth rate ω is given by eq (58), the slope 
of the growth hillock is proportional to d/2X, and the tapering factor 
satisfies 
do) (Ук.Ыр cos 0(p)dp + 2πλ*/λ)εχρ(-Γ1/Γ ) 




- V s i n h d ( d m ) > 2 > ( 1-o (Ьелр^г/г^)) 
This equation is obtained by substitution of eq (69) in (71) using the eqs 
(6Ό, (66) and (67) for Τ, ρ(ο) and a. 





 ι с 
is, for some values of λ /λ and Ï J \ given in fig (2). When r./r increases 
from zero to infinity then ω increases from о to 1 and Τ decreases from 
о 
a finite value to 1, sometimes after a maximum has been passed. 
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2a. The supersaturation ( r * / ^ ) dependence of the tapering factor T, for 
Fj/X = 0.1 and d i f f e r e n t values of λ /λ . This f igure is the same 
as f i g . la of ref . [ i j . 
2b The supersaturation dependence of the tapering factor T, for λ*/λ 
= 1.0 and d i f f e r e n t values of г ./λ. This f igure is the same as f i g 
1b of ref. [ i ] . 
6 QUALITATIVE BEHAVIOUR AND THE BACK FORCE EFFECT 
In this reasoning we assume a priori that the tapering factor Τ remains 
finite, an assumption which is justified a posteriori. Upon equating the two 
expressions for ω , eq (24) and eq (58),using eq (bk),\t follows that 
_ l - e x p ( W T d )
 =
 _2λ ]





( г1 / гс ) d 2 ψ
 +
 cotanh ¿ 0 
The left hand side is zero for d = d Ξ Ifnr Τ, i.e. for p(o) = r , and 
с с »-
increases thereafter monotonically to 1, with increasing d. 
The right hand side decreases from 1 for d = о to zero for d ->- <">. This 
means that the equation has a unique solution d > d
c
, which solution 
decreases with increasing supersaturation 1/r . 
In order to study eq (73) we first linearize it around d , i.e. 




. After some 
straight forward operations, using sinh2x = 2 sinhx coshx, it readily 
follows that the solution of the linearized eq (73) reads 
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d-d . , -* d /λ 
δ=-
Γ
± = υ> V r Q -ь
 ω
 (1 - -? ìiCA y ^ ) ] - 1 (7Ίβ) 
d с - , - г / г с s i n h ( d /λ) J ; 
where ω and J are the values o f ω and 5 when f>(o) would equal г . 
This s o l u t i o n , however, approximates the real s o l u t i o n o f eq (73) o n l y i f 
6 < < 1. An upper bound f o r δ is found by o b s e r v i n g t h a t the second term 
in the square brackets in eq ( 7 Ό is p o s i t i v e : 
l - e x p t - r y r j ,
 <
 r , Γ2 £ + c o t h ^c] "I ( 7 5 ) 
с r 1 / r c c r 2uTrr λ 2XJ 
I t thus f o l l o w s t h a t d = d (1 + δ) is an approximate s o l u t i o n o f eq (73) 
unless Γ , / Γ ,Γ./λ, λ /λ and г /2λ are a l l s m a l l . To t h i s case we s h a l l r e f e r i c i с 
as the back f o r c e regime s ince now the c e n t r a l t u r n o f the s p i r a l is f o r c e d 
t o a c u r v a t u r e c o n s i d e r a b l y d i f f e r e n t from r by the o u t e r s p i r a l t u r n s . 
The f a c t t h a t Γ , / Γ and d/λ are small a l lows t o expand both sides o f eq (73) 
in f j / ^ a n d d/2X: 
When the terms w i t h λ /λ are neglected the s o l u t i o n is 
d « (12 d c X 2 ) 1 / 3 = 5 . 3 2 ( T r c ) 1 / 3 X 2 / 3 . (7kb) 
This s o l u t i o n remains v a l i d as long as λ /λ is small compared t o (d /λ) ; 
when, on the o t h e r hand λ*/λ > > (d /λ) 3 (but s t i l l λ*/λ « 1) then 
d - X ( d c A * ) i = 3 . 5 ' » ( T r c ) i X À * " i (74c) 
Note tha t in both cases d/λ i s small as soon as d A << 1 such t h a t eq (73) 
is a good approximat ions t o eq (73) · 
F i n a l l y , us ing eqs ( 7 Ό approximate expressions f o r ω and Τ can be 
g iven in the d i f f e r e n t l i m i t i n g cases. F i r s t , o u t s i d e the back f o r c e 
regime ω " ω .and the t a p e r i n g f a c t o r is found from eq (72) s u b s t i t u t i n g 
U f o r ω .and d f o r d . Let us consider the r , / r dependence o f T. 
с о ' с l e 
For г . / г -»• о the i n t e g r a l approaches π/2, ω -»-ο and d ω /2λ -»· l e э r r
 0 c c 
(1 + 2λ A ) " l s u c h t h a t 
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lim _ . J + 2λ*/λ. ί , . 
r/r^o1 - 1 + ( 1 / 3 1 + 2 λ * / λ ) ( 7 7 ) 
For г-Уг -»•<», on the o t h e r hand, the i n t e g r a l tends t o z e r o , d ω /2λ 1 С c c 
•+ 1 , the numerator in eq (72) approaches zero as a polynomial i n d / 2 λ , 
and the f a c t o r expC-r./r ) in the denominator vanishes e x p o n e n t i a l l y f a s t , 
hence 
" 7 Τ - 1 (78) 
1 с 
showing that the spiral becomes archimedean at large enough supersaturations. 
For intermediate values of r./r the tapering factor would be large if 
at the same time d ω /2λ "* l.r./r « 1 (otherwise the exponential decay sets 
on), and ω * 1 (such that the numerator is small). Inspection of the 
formulae shows that these conditions are equivalent to the conditions of the 
back force regime. 
th 
Turning then to the back force regime, let us first consider the case 
at λ /λ ""о, such that eq (7i»b) holds. Then ω = 1-rj(d/X)2 (right hand si de 
ofeq (76)), the integral ineq(72) is about j(d/2-n\) 3 (assuming that the main 
contribution is from the outer part of the spiral ), and upon 
substituting these results in eq (72) it follows that 
(1-T)2 - ( χ ) 2 ^ ) 3 . (79a) 
Simi l a r l y . w h e n eq (7,»c) h o l d s , i t i s found t h a t 
( T - 1 ) 2 = — — ( — ) 3 (79b) 
U l ;
 12 λ * K2irX' W 3 ' 
Since one o f the c o n d i t i o n s o f the back f o r c e regime i s d/2X^ 1, the r i g h t 
hand sides o f eqs (79) remain bounded, in c o n t r a s t t o eq (72) which 
would lead t o large values o f ( T - 1 ) 2 in these parameters ranges. I t i s 
thus seen t h a t the back f o r c e e f f e c t reduces the t a p e r i n g . This e x p l a i n s 
why the t a p e r i n g curves in f i g . (2) do not p r e d i c t very l a r g e t a p e r i n g 
f a c t o r s , even i n the region where the s u b s t i t u t i o n o f d and ω in 
'
 э
 c c 
eq (72) would do so. The e x i s t e n c e , however, o f a maximum in some o f the 
curves is r e m i n i s c e n t o f the competing e f f e c t s o f the f r e e s p i r a l and 
the back f o r c e e f f e c t . 
- Й7 -
7 CONCLUSIONS 
The free boundary diffusion problem in two dimensions for a 
boundary with a stationary spiral shape has been studied. Exact 
relations between the rotational frequency, the central radius of 
curvature and the distance between spiral turns far from the centre have 
been derived, using the potential theory technique. 
An approximate expression for the tapering factor, which characterizes 
the deviation from the archimedean shape, has been obtained from the 
numerical solution of a characteristic equation which connects the local 
behaviour of the spiral in the centre with that in the outer regions. 
Some limiting cases and the influence of the back force effect have been 
studied too. 
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TRANSITION FROM ISLAND TO LAYER GROWTH OF THIN FILMS: A MONTE CARLO SIMULATION 
D. KASHCHIEV *, J.P. VAN DER EERDEN and С. VAN LEEUWEN 
ІлЬогаюгу о/ Physical Chemistry, Delfi University of Technology, Delft, The Netherlands 
Received 20 August 1976, revised manuscript received 25 March 1977 
The results of a Monte Carlo simulation of the process of thin film deposition on to a face of Kossel crystal as a substrate are 
presented The island and the layer modes of film growth are illustrated by morphological observations at different supersatura­
tions β. It is shown that the cluster growth shape differs noticeably from the theoretical equilibrium one and changes with 0 and 
time. The time dependence of the degree of coverage of the successive layers and the mean film height arc measured for different 
β Г-or deposition on to the own substrate it is found that the interface width at the moment f99 of 99% substrate coverage 
increases with 0 from about 2 to 10 monolayers, values being limiting for low and high (J, respectively The observed strong β 
dependence of the mean film height #99 at Γ99 is used for determination of the critical supcrsaturation 0C for changing the mode 
of film growth A very good quantitative agreement is established between the simulation data for ^99 and 0C and the predictions 
of a recently proposed generalized theory of layer growth 
1. Introduction 
In a previous paper [1] a generalization was made 
of the theory of layer growth of an interface free of 
screw dislocations and it was shown that it can be 
used for description of the growth of a thin film on a 
foreign substrate It was established that depending 
on the correlation between the intensities of the 
kinetics of filling up the successive layers the film 
may grow either by simultaneous spreading of only a 
few layers (layer growth) or via formation and growth 
of island-like crystallites of multiatomic height (island 
growth). With the aid of a concrete example it was 
shown how one can find the critical supersaturation 
at which a change of the mode of film growth occurs. 
The different modes of thin film growth as well as 
the existence of a critical supersaturation of transi­
tion between them are known experimental facts 
[2-9] and a number of theoretical works [2,9-12] is 
concerned with them. So far, however, there is not 
yet a firmly established correspondance between 
theory and experiment. 
In this work our aim is to simulate by Monte Carlo 
* Permanent address: Institute of Physical Chemistry, Bul­
garian Academy of Sciences, Sofia 1113, Bulgaria. 
technique the process of thin film deposition on to a 
foreign substrate. Special attention will be paid to the 
phenomenon of changing the mode of film growth, as 
it may prove very important for understanding the 
epitaxial growth of thin films. The exact knowledge 
of the physical parameters and the state of the system 
is an unique feature of the simulation method, which 
we shall use to confront the simulation results with 
the newly-proposed analytical theory [1]. It will be 
seen that this theory provides a fairly good descrip­
tion of the simulation findings concerning the super-
saturation dependence of the mean height of the film 
and the value of the critical supersaturation for 
changing the mode of the film growth. 
2. Simulation model 
We are compelled to simulate the process of thin 
film deposition by means of a system which (i) per­
mits obtaining results within reasonably short com­
puting times, and (ii) is accessible to an analytical 
description, as exact as possible. This is why the 
physical model and the numerical values of the 
parameters used for simulation do not correspond 
necessarily to the experiments which offer a con-
- 1Ί9 -
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AMBIENT PHASE 
Fig 1 The deposition model 
siderably variety of particular cases Mainly because 
of the second requirement, our model is the simplest 
possible and is characterized as follows (fig 1) 
(1) The substrate is of ideal simple cubic structure 
with a lattice constant a (cm) and is held at a con­
stant absolute temperature Τ (К) The strong interac­
tion of energy е
і
 (erg/atom) between the nearest 
neighbours in the bulk of the substrate ensures per­
fect atomic smoothness of its surface at the given 
temperature 
(2) The deposited material has the lattice constant 
and the temperature of the substrate and a nearest 
neighbour binding energy e d d The interaction 
between the deposit and the substrate is also within 
the range of nearest neighbours only and the bond 
energy is е
Л
 For the deposition conditions used the 
solid on solid restriction is a reasonable approxima­
tion [13 J and because ofthat we do not allow forma­
tion of overhangs during the process 
(3) The ambient phase has the same temperature 
and its homogeneity permits describing it by the same 
lattice structure The bond energies epv, edp and 6Sp 
refer to the interaction between neighbouring cells 
within the ambient phase and on its boundary with 
the deposit and the substrate, respectively 
(4) The adatom surface diffusion is fully prohib­
ited during the deposition process The simulation of 
surface diffusion is not difficult [14-16], but its 
presence cumbers considerably the reliable interpreta­
tion of the computer results by analytical formulae 
The elementary events of direct adding and losing 
single atoms are specified by the frequencies (in 
atoms per sec per site) of attachment to whatever site 
on the surface of both the substrate and the deposite 
(fc+) and of detachment from a site on to the deposit 
(fc;-) or the substrate (tf/) having ι = 0, 1, 2, 3, 4 
lateral nearest neighbours 
As seen, the model chosen can be conceived as a 
generalization of the lattice gas model [17,18] 
Application of the principle of microscopic reversibil 
ity to this model [15,19] gives us the following 
expressions for the dependence of the elementary 
frequences on i, the bond energies and the super 
saturation Δμ (erg/atom) 
k+ = kl<P, (2 1) 
Jt,-=*ee2" ( 2-' ). (2 2) 
*5""/ = * » «
2 ω ( 2
"
0 + 2 Δ ω
 (2 3) 
In these relations k^ stands for the frequency of 
single atom addition at equilibrium between the 
deposit and the ambient phase and the parameters /J, 
ω and Δω are introduced for brevity by the defini­
tion equalities (&в is the Boltzmann constant) 
0=Ьц1к
в
Т, (2 4) 
ω = (fdd + Épp - 2edp)/2fcDr, (2 5) 
A" = (ed d-ed 5 + esp-eüp)/2*Br (2 6) 
The three kinds of elementary frequencies from 
(2 l)-(2 3) are sufficient for simulation of the pro 
cess and at any given ambient phase and temperature 
varying β, ω and Δω physically means using different 
supersaturations, deposits and substrates, respectively 
For this reason it is worth noting how ω and Δω are 
connected with the specific surface free energies (in 
erg/cm2) of the interfaces deposit/ambient phase (σ), 
substrate/ambient phase (<JS) and deposit/substrate 
(σ) For low enough temperatures these quantities 
can be approximated by the formulae 
a = wkfiTIa2, 
os = (ess + fpp - 2е8р)/2д2, 
a = (e
s s
 + e d d -2e d s )/2a 2 , 
and if we introduce the quantity 
Δσ = σ + σ - a,, 
(2 7) 
(2 8) 
we shall obtain 
Δσ = 2Δω*
Β
7·/<72 (2 9) 
Besides, statistical calculations on the basis of the 
same model [20] show that the specific edge free 
energy κ (erg/cm) of the clusters of the deposited 
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material is related to the parameter 
7 = « + l n [ ( I - e - u V ( l + e - " ) ] . (2 10) 
by the equality 
к=ук
н
Т/а (2 11) 
The logantmic term in (2 10) is a correction allowing 
for the roughening of the cluster periphery at higher 
temperatures The familiar low temperature approxi 
mation 7 = ω (ι e к =aa) follows from (2 10) at 
ω > 1 
The physical meaning of the correlations between 
ω and a and between Δω and Δσ is most easily seen 
if the ambient phase is a gas, as then practically epp = 
edp = esp = 0 One characteristic case is the deposition 
on to the own substrate Then e^s = €dd a nd esp = €dp 
and consequently the condition Δω = 0 (or Δσ = 0) 
will refer to the growth of a given interface 
Moreover eq (2 3) shows that at Δω < 0 the 
adsorption is promoted as compared with that on the 
own substrate (then ft¿"/ < *Γ) О" 'he contrary 
Δω > 0 implies more weakly adsorbing substrale In 
particular when the interaction between the substrate 
and the deposit is identical to that between the latter 
and the ambient phase, e ^ = e^p and eSp = e p p hold 
Then Δω = ω and the deposition is not influenced 
energetically by the presence of the substrate 
3 Theory 
For interpretation of the simulation results we 
need to know what is the influence of the supersatu-
ration on the mean film height Λ99 (cm) at the 
moment t99 of reaching 99% substrate coverage In 
the simulation model only the atoms of the first layer 
feel the presence of the substrate and the filling of 
the second, the third, etc layers occurs exactly as on 
to the own one This allows a straighforward use of 
the analytical formulae in section 6 of ref [1] (all 
notations to follow are defined in ref [1] and the 
equations referring to it are supplied with the Roman 
numeral I) If N99 is the mean height h99 measured in 
number of monolayers, according to (I 6 7) (I 3 16), 
(I 6 4) and N99 = h99la we can write 
N99 = vk + №iie2 (3 1) 
It is seen that the supersaturation dependence of 
N99 is determined first and foremost by the ratio of 
the time constants 9, (sec) and
 г
 (sec) for overall fil­
ling up the first and the second layers as they are 
strong functions of 0 The numerical factor ψ is 
almost (3 independent and is defined by 
iKm,pm2) = [(4 б!) 1/""! - Г(1 + І/отОІ/ГХІ + 1/т2) 
Неге Г is the complete gamma function and mj, 
mi > 0 are kinetic coefficients varying usually from 1 
to 3, so that for example ψ (3,1) = 0 77 and ¿(1,1) = 
3 61 The height vk (atoms) of the flat nucleus is 
given by the expression 
"* = 
4 Δω/0, 0 < ( 3 < 4 Δ ω , 
4Δω < Ρ, 
(3 3) 
resulting upon combining (I S S), (2 4) and (2 9) and 
using table 1 of ref [ 1 ] Eq (3 3) shows that the 
nucleus is of monoatomic height only at high enough 
0(flg 2) 
Clearly, to make further use of the general equa­
tion (3 1) we must know m,, mj, 61 and в
г
, quanti­
ties which can be found only by means of a concrete 
model for the kinetics of overall filling of the first 
two layers 
Let us first consider the filling of the second layer 
in order to determine »12 and 62 Under our simula­
tion conditions this layer may be filled m the way 
which is characteristic for the continuous (called also 
normal or liquid-like) growth of a given interface In 
accordance with section 4c of ref [1 ] and eq (14 9) 
such kinetics of filling are specified by 
mj = 1, (3 4) 
(3 5) 
since the area occupied by an atom is a1 and the net 
rate /2 (cm~2sec~1) of depositing single atoms within 
the second layer is given by the difference between 
the rate fc+/fl2 of attachment to and the rate k^la1 of 
β ï i Αω OS0 ΐ ¿4Ц> 
Fig 2 The fust layer and the flat clusters within it have 
monoatomic (a) and fk atomic (b) height at high and low 
supersaturations, respectively 
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their detachment from sites with two lateral neigh 
hours Of course, the atom detachment rate is differ­
ent for each ι = 0, 1, 2, 3, 4, but one must choose 
kí/a2 as a characteristic one, for ι = 2 refers to an 
atom in a kink position Thus, in view of (2 1) and 
(2 2), from (3 5) we find 
в, = 1/*:(е*-1) (3 6) 
The determination of mt and θ ι is somewhat more 
complicated Depending on β, under the simulation 
conditions the building of the first layer occurs in 
two ways at higher β as discussed above (continuous 
growth mechanism), and at lower β via formation and 
growth of fiat clusters of height сц (nucleation 
growth mechanism) This demands a separate con 
sideralion of each one of these cases 
(a) Nucleation growth mechanism of filling the first 
layer 
Let us assume that steady state nucleation and 
time independent lateral growth of fiat clusters with 
square bases are operative within the first layer Since 
the nucleation rate J ι (cm~2sec ') and the velocity 
Vi (cm/sec) of spreading do not depend on time, 
recalling section 4a of ref [1], in this case we may 
wnte 
m, = 3, (3 7) 
(3 8) 
Expressions for J ι and fi are given m the Appen 
dix If we put (A 7), (A 8) and (A 10) into (3 8) we 
shall get θι for the two supersaturation regions Inser 
tion of the obtained result into (3 I) and accounting 
for (3 2)-(3 4), (3 6) and (3 7) will give us the sought 
dependence of 1V99 on β when the deposition occurs 
through nucleation and grov/th of fiat clusters within 
the first layer and continuous growth within the 
second one 
4Δω/ί3 + 0 77(9πΔω/8) 1 / 6 Γ 1 / 3 
Χ 64ω/3+2Δω/3 
X e - V - IXe"'2 - I ) " 2 ' 3 e 3 2 ^ " " 3 " 2 
JVo, 
Ο<0<ξ4Δω, 






X ( e " - ι χ β ί - β 2 Δ ω ) β 4 ι , 2 / 3 0 ' - 2 Δ ω ' , 
(3 9) 
(b) Continuous growth mechanism of filling of the 
first layer 
As this is the mechanism of filling of the second 
layer which has already been considered, by analogy 
with (3 4) and (3 5) we can write 




Here ks2 allows for the fact that now the atoms 
desorb from the foreign atoms of the substrate In 
view of (2 1) and (2 3) eq (3 11) is equivalent to 
0, = 1 lk*(tP - β 2 Δ ω ) , β > 4Δω (3 12) 
Tins expression is valid only provided the first layer is 
of monoatomic height If we want to extrapolate 
formally the continuous growth mechanism al β< 
4Δω> too, we must use again (3 11), but with k\0\ 
and Λ ,^ι approximated by (A 5) and (A 9) This will 
give 
θ 1 = 1 ¡кЦ/ - e"'2), 0 <S β < 4Δω (3 13) 
Thus, when the deposition within both the first 
and the second layers occurs by the continuous 
growth mechanism, with the help of (3 2)-(3 4), 
(3 6), (3 10), (3 12) and (3 13) from (3 1) we find 
that the dependence of N^ on β is 
4Δω/β+ 3 61(60-1 Ж е " - e * 2 ) , 
0 < β < 4 Δ
ω
,
 ( 3 1 4 ) 
1 + 3 61(еО-1)/(еО-е 2 А "), 
4 Δ ω < 0 
We shall need a formula for one more quantity -
the number N%^ of monoatomic layers giving the 
mean film height at the moment Г99 in case of deposi­
tion on to the own substrate (1 e at Δω = 0) Now 
vit = 1 and all layers are filled by one and the same 





ing to (3 1) and (3 2) 
Λ^5'=(4 61)1/'ηι/Γ(1 + 1//η1), (3 15) 
and in particular 
Λ Ί ^ 4 61, 2 43,186 form, = 1,2,3, (3 16) 
respectively It is clear that if Af" is an experimen­
tally known function of 0, using (3 15) we can judge 
about the influence of the supersaturation on the 
JV„ 
- 152 -
D Kashchiev et al / Transition from island to la) er growth of thin films 
kinetic index m¡ which may be expected to vary 
from mi = 3 (low /3, nucleation growth mechanism) 
to m\ = 1 (high β continuous growth mechanism) 
4 Simulation results 
The present Monte Carlo simulation is similar to 
those of Abraham et al [14,16] on heterogeneous 
deposition The simulation results were obtained by 
means of the computer programs decribed elsewhere 
and used for studying the structure [21] and the 
growth [15] of a face of a Kossel crystal Minor 
changes were made in order (i) to eliminate the 
adatom surface diffusion, (n) to forbid detachment of 
atoms belonging to the substrate, and (in) to allow 
for the difference in the probabilities of detaching an 
atom staying on top of foreign or own atom In this 
way the deposition started on a bare substrate of size 
50 X 50 atoms which remained perfectly smooth 
throughout the whole process It was covered as a 
result of many elementary acts of single atom atach-
ment and detachment occurring with the frequencies 
fc+, k, and А:^ ( from (2 l)-(2 3) The necessary 
information about the time dependences of the 
cluster sizes, the total amount of the deposited mate­
rial and the degree of coverage of the different layers 
was provided by a subroutine for lateral scanning 
within each one of the populated layers The above 
quantities are integral ones and the substrate size was 
large enough to ensure measuring them with good 
reproducibility Indeed, repeated computer experi­
ments showed that, except for the lowest substrate 
coverages, the deviations between the data taken 
from different outputs were less than 5% The simula­
tion results reported below were obtained by single 
runs performed with various β and Δω, but always 
with one and the same ω = 1 3 
4 I Growth shape of the crystallites 
With respect to morphology the growth history of 
the thin film is the same as that observed during 
physical experiments [9] At lower supersaturations 
first separate island-like clusters formón the substrate, 
then they grow laterally and vertically, coalesce with-
out, of course, producing grain boundaries, and 
finally fill up entirely the substrate At higher (3, 
Fig 3 Thin film morphology at about 20% substrate cover-
age (a) island growth (/3 = 2 8, Δω = 1 3), and (b) layer 
growth (0 = 5 2, Δω - the same) 
instead of by large and high islands, the substrate is 
covered by a multitude of smaller clusters which start 
coalescing, when containing several atoms only The 
morphology of the film during the initial stage of the 
process is shown in fig 3 at Δω = 1 3 and at the 
moment of about 20% substrate coverage The two 
modes of film growth, the island one at β = 2 8 (fig 
3a) and the layer one at β = 5 2 (fig 3b), are clearly 
revealed 
The simulation results permit testing the reliability 
of the frequently used assumption that the island like 
clusters grow by keeping their equilibrium shape In 
our model the equilibrium shape is a square pnsm 
with an edge of η atoms and a height of ν atoms 
whose ratio is given by the ratio i>ijnk characteristic 
for the nucleus, ι e 
"/» = кІПк = Δω/γ, 0 < β < 4Δω, (4 1) 
in accordance with (3 3) and (A 2) It may be noted 
that the right hand side of (4 1) passes into the famil­
iar approximation i>ic/nk = Δω/ω [2,22-24], if in 
(2 10) ω> 1 With the chosen ω = 1 3, eq (2 10) 
yeilds у = 0 75 — a value which will be used in all 
further numerical calculations of analytical formulae 
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» ι 
Pig 4 Time variation of the shape ratio during growth for 
the largest cluster at β - 2 6 and 2 7 when Δω 1 3 The 
arrows indicate the moments οΓ growth coalescence 
It is more convenient to represent (4 1) in the 
equivalent form 
riy/nl12 = Δω/γ, 0 < (3 < 4 Δ ω (4 2) 
Indeed, the total volume number n
v
 and surface 
number n
s
 of atoms constituting the cluster and 
forming its base, respectively are defined for all 
cluster shapes and therefore accessible to direct deter 
mination from the simulation data As seen, when the 
clusters grow preserving their equilibrium shape, the 
quantity njnl^ should not depend on time /, neither 
on β Fig 4 shows the measured ratio njnl12 refer 
ring to the largest cluster on the substrate The sub 
strate is of Δω = 1 3 and the time evolution of 
"vA's'2 is presented as a function of the variable tltg9 
at /3 = 2 6 and 2 7 (the figures at the corresponding 
curves) It is clearly visible that for small tltg9 the 
shape ratio is closer to the equilibrium value 1 7 cal 
eulated from (4 2) with Δ ω = 1 3 and γ = 0 75 This 
may be expected, as at the beginning of its growth 
the cluster is closer to the nucleus, ι e to the equilib 
num conditions For longer times, however, the 
growth shape differs noticeably from the equilibrium 
one it depends on both supersaturation and time 
The physical reason for this is that the correlation 
between the velocity of lateral growth of the first 
layer and the rate of filling of the upper layers is dif 
ferenl at different β and besides it changes with time 
The arrows in fig 4 mark the first few moments of 
growth coalescence between the largest cluster and its 
smaller neighbours It is worth noting that the coales 
cence acts affect sharply the shape ratio which after 
wards, however, increases as if to reach some undis 
turbed value 
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Fig 5 Time dependence of the degree of coverage of the 
successive monolayers at β - 2 6 (each figure gives the num 
ber ι of the corresponding monolayer) In (b) the interme 
diatcd curves are not shown as they are too close to each 
other 
4 2 Coverage-time curves for the successive layers 
Through lateral scanning within each layer the 
simulation method offers the unique opportunity the 
time dependence of the coverage a¡ (ι = 1, 2, ) of 
the ; th layer to be traced In this way the effect of 
the substrate is immediately seen at a given β it slows 
down (if Δ ω > 0) the filling of the first layer (then 
θ j > flj) and a great many of the next layers has time 
to deposit on to it This effect is clearly visible in figs 
5 and 6 which depict the curves of filling up the first 
layers, ι e a, as functions of f/fgg at β = 2 6 and β = 
5 2, respectively (the figure at each curve gives the 
number ι of the corresponding layer) Fig 5a refers to 
the own substrate ( Δ ω = 0) and shows that till the 
moment of building up the first layer the first few 
atoms within the fifth layer only just appeared 
When, however, the substrate is weakly attaching the 
deposit ( Δ ω = 1 3), fig 5b reveals an altogether dif 
ferent picture until the filling of the first layer is 
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Fig 6 Time dependence of the degree of coverage of the 
successive monolayers at β - 5 2 Now only 9 monolayers are 
seen in (b) in sharp contrast with fig 5b 
finished, 3 more almost completely and 48 partially 
built up layers have time to amass on top of it - so 
much is в γ greater than 92 Increasing /3, ι e the flux 
of atoms arriving at the substrate, we tan suppress its 
energetic inhospitahty, make θ у equal to Cj and 
obtain the same number of layers at t = /99 as on the 
own substrate This effect manifest itself in fig 6 
which is for the same two substrates (Δω = 0, fig 6a 
and Δω = 1 3, fig 6b) as in fig 5, but now β = 5 2 It 
is seen that at this 0 the two filling kinetics are prac 
tically identical 
One has to notice also that at Δω = 1 3 and 0 = 
2 6 (fig 5b) the a, curve is of the sigmoidal shape 
characteristic for nucleation growth mechanism (with 
m ι > 1 ) of layer filling The increased supersaturation 
(β = 5 2) leads to continuous growth mechanism 
(m, = 1) of filling and a, takes the simple exponen 
tial form O) = 1 - expil/O,) (fig 6b) In the case of 
the own substrate, however, the shape of <»! in figs 
Sa and 6a shows that both β values are high enough to 
ensure filling of the first layer with m, = 1 It is seen 
from figs 5 and 6 as well that regardless of the sub­
strate and of the filling mechanism all aj(t) curves 
with 1 = 2, 3, have a sigmoidal shape because the 
deposition of the 2nd, 3rd, etc layers occurs on to 
the variable area of the 1st, 2nd, etc layers, respec­
tively For this reason the mechanism of filling up the 
second and the next layers during deposition on to a 
foreign substrate may be revealed in pure form only 
through the curve a^t) obtained by deposition on 
the own substrate at the same (3 
4 3 Mean height of the film at the moment of 99% 
substrate coverage 
The facilitated or impeded deposition of the atoms 
on to the substrate when changing Δω and/or 0 leads 
to a different mean film thickness or height h (cm) at 
any given moment r, ι e to a different number N of 
deposited monolayers, as N^h/a The computer 
experiment gives directly the dependence of /V on t, 
thus making possible the theoretical equations (I 3 
19) and (I 3 25) to be tested In this section we shall 
use the simulation data for N versus t in order to 
determine ^99 from the condition JV99 = N(tw) and 
to confront the found dependence on β with the 
theoretical formulae (3 9), (3 14) and (3 16) To that 
purpose let us present separately the results for 
deposition on to the own and foreign substrates 
(a) Own substrate 
Fig 7 shows the dependence of TV on tlt99 for 
deposition on to the own substrate (Δω = 0) at dif­
ferent values of β (the figures at the corresponding 
curves) from 0 87 to 5 2 All curves are in good quali­
tative agreement with eq (I 3 25) and fig 5 of ref 
[1] and especially the predicted initial bends of the 
curves at lower β are to be noticed At time Í99 the 
curves indicate that the film is of different thickness 
The dependence of N9% on β is given in fig 8 by the 
circles The dashed curve 1 is drawn arbitrarily in 
order to connect the points and the horizontal 
straight lines are traced according to (3 16) As seen, 
m¡ = 1 predicts well the asymptote Λ?* = 4 61 at 
higher supersaturations when the continuous growth 
mechanism is operative As it is to be expected, at 
lower β the nucleation growth mechanism starts 
manifesting itself and m¡ increases smoothly, thus 
leading to a decrease of У ?" in conformity with 
(3 15) The value m 1 = 3 gives satisfactorily the mean 
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I/'K— -
Fig 7 Time dependence of the mean film height (in number 
of monolayers) foi deposition on to the own substrate at dif 
feient & (the figures at the curves) The bends in the curves at 
the lower 0 values are a direct indication for nucleation 
growth of the interface 
line 2 is drawn arbitrarily to point out the existence 
of a minimal and a maximal interface width of 2 and 
10 layers at /3 ¿ 1 5 and (3δ 5, respectively These 
values are in agreement with the theoretical estimate 
Ab.min = 2 7 and Д
Ь т а ) 1 = 8 2 obtained on the basis 
of eq (I 6 6) at low (with m, = 3) and high (with 
Ш! = 1) supersaturations, respectively Fig 8 is physi­
cally interesting in that it demonstrates the intuitively 
expected widening of the interface with increasing 0 
The rise of Δ|, ceases, however, after reaching the 
region where the continuous growth mechanism is 
effective, as this is the most intensive mechanism of 
growth at all Of course, the upper bmit of A b 
appears because the simulation experiment satisfies 
the condition for one and the same supcrsaturation 
within all successive layers Breaking this condition 
may result in an infinite increase of Д
ь
 with increas 
ing /3, ι e in a loss of the interface morphological 
stability 
(b) Foreign substrate with Δ ω > 0 
The change of N with time during deposition on 
height N%g = 1 86 in the region of the lowest super-
saturations when the nucleation growth mechanism is 
most pronounced Using (3 16), we may conclude 
thatm, = 2 a t 0 « 2 2 , a s t h e n A ^ 5 ' = 2 4 3 
Fig 8 presents also the simulation data (the trian­
gles) for the (3 dependence of the width Д
ь
 of the 
interface at Г99 which is defined as the difference 
between the numbers of the first empty (<1%) and 
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Fig 8 Mean film height N99 (the circles) and interface width 
Δ^ (the triangles) at time ƒ99 in dependence of supersatura 
tion for deposition on to the own substrate 
Fig 9 Time dependence of the mean film height (in number 
of monolayers) for deposition on to a foreign substrate with 
Δω = 1 3 at different supersaturations (the figures at the 
curves) 
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Fig 10 Mean film height at time Г99 in dependence of super 
saturation for the own and two foreign substrates The 
dashed curves are drawn to fit the data, whereas curves 1 and 
2 are calculated theoretically from (3 9) and (3 14), respec­
tively 
to a foreign substrate with Δω = 1 3 is shown in fig 9 
at different β (the figures at the corresponding curves) 
The time dependence of JVis similar, too, for the sub 
strate with Δω = 0 26 used for simulation The curves 
in fig 9 are in good qualitative accordance with eq 
(13 19) and they reveal clearly the strong increase of 
N99 with decreasing β Establishing and analyzing this 
effect is just our main aim and because of this ./V99 is 
presented separately in fig 10 as a function of (3 The 
circles and the triangles denote the simulation results 
for the substrates with Δω = 1 3 and Δω = 0 26, 
respectively, and the crosses are the data from fig 8 
for the own substrate (Δω = 0) shown once again for 
comparison Unfortunately, at low supersaturations 
JV99 and Λ^^ cannot be determined theoretically 
from (3 1) and (3 15) with a sufficient accuracy, 
since then the concrete dependences of m,, Ш2, θι 
and θ 2 on β are not well known For that reason the 
triangles and the crosses in fig 10 are connected by 
arbitrary curves 
The data for the substrate with Δω = 1 3, how 
ever, are accessible to theoretical description Indeed, 
fig 10 indicates that they fall into the region of the 
high enough supersaturation at which the filling of 
the second layer (characterized by the dashed curve 
for the own substrate) occurs according to the con 
tinuous growth mechanism for which m2 = 1 and fl^ 
is given by (3 6) In addition, the morphology of the 
film as well as the ai(t) curve attest to analogous 
kinetics within the first layer, too, but only at higher 
/3 (figs 3b and 6b) At lower β the filling of the first 
layer is due to formation and lateral growth of flat 
clusters within it (fig 3a) This combination of 
kinetics of overall filling within the first and the 
second layers was already examined in section 3 and 
eqs (3 9) and (3 14) desenbe theoretically the 
dependence of ^99 on β In fig 10 these two for­
mulae are confronted with the simulation results for 
Δω = 13 the bold curves 1 and 2 are drawn accord 
ing to (3 9) and (3 14), respectively, with ω = 1 3, 
7 = 075 and Δω = 1 3 m them As seen, the theoreti­
cally predicted values of Ng9 are in a fairly good 
quantitative agreement with the simulation data The 
extrapolations of curves 1 and 2 show the supersatu-
ration regions in which (3 9) and (3 14) do not apply 
any more because the kinetics of filling up the first 
layer change their character at about (3 = 4 This 
means that the correct determination of the β depen­
dences of flj and θ 2 m the general formula (3 1) is of 
primary importance when using it in concrete cases 
At this point it is of particular interest to note that 
for the substrate with Δω = 1 3 the classical expres 
Sion (A 1) for J¡ provides sufficiently exact deter-
mination of θι and therefore oí!V99 at 2 6 < 0 < 4 , 
although in this supersaturation region the nucleus is 
constituted of vkn]i « 3 to 1 atoms The sole require-
ment for a good fit between curve 1 and the simula 
tion points is the edge energy parameter γ to be cal­
culated from eq (2 10) which accounts for the 
roughening of the cluster periphery If, for example, 
the familiar approximation y = ω is used to evaluate 
y, depending on (3 curve 1 shifts up by a factor of 3 to 
10 and finds itself in a strong quantitative discre­
pancy with the simulation data The conclusion is, 
therefore, that connecting 7 and ω (1 e к and σ) by 
means of eq (2 10) may be very useful when analyz­
ing nucleation and growth phenomena 
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4 4 Critical supersaturation for changing the mode of 
growth 
The simulation findings in fig 10 demonstrate 
clearly the phenomenon of changing the mode of thin 
film growth at deposition on to a foreign substrate 
Indeed, if (3< 3 9, at the moment /99 the substrate 
with Δω = 1 3 is covered by a thick deposit of multi-
atomic height which means that formerly high island 
like clusters have been growing on it At the critical 
supersaturation ßc = 3 9 the island growth passes 
sharply into a layer growth which operates within the 
region /3 > 3 9 (with the used values for ω and Δω 
this is practically the region of the continuous growth 
of the film) Theoretically |3C is defined by the equa­
tion 
N94(ßc)-N%Hßc)=l (4 3) 
resulting from (16 15) and (3C = 3 9 is also the solu-
tion of (4 3) with A'SS' = 4 61 and N99 from (3 16) 
and (3 9) respectively, m it As seen from fig 10, this 
value of ßc corresponds very well to the sharp bend in 
the dependence of N99 on /3 obtained through the 
simulations 
Fig 10 gives evidence that a transition between 
island and layer growth occurs also when the deposi-
tion takes place on to the foreign substrate with 
Δω = 0 26 As now the deposit is attached stronger 
to the substrate, the critical supersaturation is lower 
/},. « 1 5 This value is determined only experimen­
tally by finding that β at which the two dashed curves 
m fig 10 satisfy eq (4 3), since in this case theoreti­
cal formulae for ^99 and І 99 are not available 
It must be finally noted that the simulation find­
ings are not in favour of the existing criteria for tran­
sition between the two modes of growth According 
to Bauer [2], at both Δω = 0 26 and Δω = I 3 the 
film has always to exhibit island growth because these 
Δω correspond to Δ σ > 0 In other words, a transi­
tion should not exist at all and this is in complete dis 
crepancy with the results in fig 10 Markov and 
Kaischew [12] admit the existence of critical super-
saturation for transition and determine ßc by ßc = 
4Δω provided at this supersaturalion the nucleus is 
large enough With Δω = 0 26 this formula gives |)
с
 = 
1 04 against the value 1 5 obtained from the simula­
tion data in fig 10 referring to the substrate with the 
same Δω 
S Conclusion 
In conformity with the observations in physical 
experiments [2,3,6—9] our simulation results con 
vincingly manifest the existence of a transition 
between island and layer growth at deposition of thin 
films on to a foreign substrate The simplicity of the 
simulation model and the exact knowledge of the 
physical parameters pertinent to it make the obtained 
data most suitable for theoretical description The 
established fairly good quantitative agreement 
between the simulation findings and eqs (3 9), (3 14), 
(3 15) and (4 3) is at the same time a corroboration 
of the validity of the general theory of layer growth 
developed in re f [1] This enables the new approach 
to be also used for analyzing the layer growth kinetics 
operating under real experimental conditions Based 
on it, in a forthcoming paper a theory will be pro­
posed for the change of the mode of'hin film growth 
concerning the particular case of deposition from the 
vapour phase when the adatom surface diffusion is of 
primary importance for the process 
Our simulation gives also information about the 
deviation of the actual shape of the island like clus­
ters from their equilibrium shape It turns out that at 
a given substrate (1 e fixed Δω) their growth shape 
changes with lime and is different at different super-
saturations This is a result which does not support 
the widelyused approximation for equilibrium shape 
of the clusters during their growth The simulation 
data for the β dependence of ^99 confirm the pos­
sibility of using the classical nucleation theory by 
formal extrapolation to those high supersaturations at 
which the nucleus contains a few atoms only The 
theoretical curve 1 in fig 10, however, fits well the 
simulation points only upon using the formula (2 10) 
of Van Leeuwen and Bennema [20] for the connec­
tion between 7 and ω (1 e between к and σ) and this 
way be regarded as a proof for its validity The con­
clusion is, therefore, that allowing for the decrease of 
к, due to the roughening of the cluster periphery, is 
sufficient for a proper quantitative description of the 
layer growth To lake into account the roughening of 
the cluster top surface is not necessary, since the 
theory allows automatically for it by the different fil­
ling of the successive layers 
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Appendix 
When determining <?! from (3 8) we need to know 
J\ and Ui Let us first find Ji Supposing that the 
classical nuclcation theory holds good, we can use the 
known formula [4] 
Jl =(&СкІ4тікъТ 2кп%)іІ2\кС1 ехр(-ДС*/*вГ) 
( A l ) 
for the frequency of steady state formation of flat 
nuclei of vk atomic height Here nk is the number of 
the atoms in the edge of the nucleus square base, 
&Gk is the nuclcation work, \k (sec - 1) is the fre­
quency of an atom joining the nucleus, and C^cm - ) 
is the adsorption equilibrium concentration of single 
atoms on the substrate Using the already obtained 
equations (15 4), (15 7), (15 14) and (15 15) in 
combination with (2 4) , (2 9) and (2 11) yields 
"k 
47/(3, 0 < (J < 4Δω, 
27/(/3 - 2 Δ ω ) . 4Δμ<(} ) 
AGklkBT = 
3272Δω/(32 0 < ( 3 < 4 Δ ω , 
47 2/(ί?-2Δω), 4Δω<(3 
(Α 2) 
(A3) 
In so far as the adatom surface diffusion is fully 
expelled from the simulation model, the nucleus 
incorporates atoms solely by direct additions with the 
frequency k+ to any one of the 4nk sites on its 
periphery, ι e 
λ* = 4nkkl e" (A4) 
We shall use this equality not only for the mono-
atomically high nuclei (when β > 4Δω), but also for 
the nuclei of polyatomic height (i e at (3 < 4Δω) 
Indeed, then the frequency kcoi of attachment of a 
column of monoatomic base and tvatomic height 
(fig 2b) is approximately given by the mean fre­
quency 
[(fc+)"*]»/·-* 




o i * * \ (AS) 
and Xjt = 4nAfcc0| leads again to (A4) And finally, 
since Ci is the product of the atom incidence rate k+l 
a
2
 and the ufe time (k^o)1 of the adatoms on the 
substrate, bearing in mind (2 1) and (2 3) we may 
write 
C1! = a -2
 ρ
-4ω-2Δω_ (A 6) 
Thus, upon inserting (3 3) and (A 2)-(A 6) in (A 1) 
we find the following differenti dependences o(Ji in 
the two supersaturation regions 
-




2bu,l02! ο < ( 3 < 4 Δ ω , 
^шя ΐ Δ ω ) / * ) " ^ *"-**"eW ( A 7 ) J,= 
χ
 е
-4Т2/((3-2Ды) 4 Δ ω < 0 
Next we have to determine Ui At (3>4Δω the 
flat clusters arc of monoatomic height (fig 2a) and in 
the absence of surface diffusion they grow laterally 
only by direct incorporation of atoms from the 
ambient phase The growth velocity is the product of 
the atomic volume a 3 and the net rate (Ar+ - k^^/a2 
of depositing atoms on to kink sites and therefore, m 
view of (2 1) and (2 3), 
u, = j*: í (e f l -e 2 A w ) , (3>4Δω (A 8) 
At lower supersaturations (0 < (3 < 4Δω) the fiat 
clusters are of ivatomic height and U| is to be deter 
mined analogously by means of the difference 
between the frequencies Ατ£0| and kcoi of attachment 
and detachment, respectively, of a column of mono 
atomic base and ^-atomic height (fig 2b) Besides, 
the column should be regarded as an entity being in a 
"kink" position which implies that each atom of it 
has two lateral neighbours Finding i»i in this case is a 
rather complicated problem, but for the further con­
siderations it is sufficient to express approximately 
*col by (A 5) and А:йі by the mean frequency 
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of an atom detachment from the column Using (2 2), 
(2 3) and (3 3) leads to 
* » ! * * : e « 2 , (A 9) 
and hence 
μ, =ak*(é em), 0 < ( 3 < 4 Δ ω (AIO) 
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SURFACE MIGRATION OF SMALL CRYSTALLITES A MONTE CARLO SIMULATION WITH 
CONTINUOUS TIME 
J Ρ VAN DhR f-HRDFN, D KASHCHIbV * and Ρ BtNNFMA 
RIMlaboraton of Solid Stale Chemistry Catholic Lmicrsit} ofNijmcRcn Toernooncld Nijmegen The Netherlands 
The migration of crystallites un dn jinorphoiis Substrate by tin. intLhanistn of inorphologital changes was studied with a 
Monte Carlo sinmlatiun teehnique whleh used in contrast to the usual methods time as a eontmuous parameter 1 or this ease an 
enormous mercase in compu'ation il etlieieney was Tehieved As an example the activation cnerfcies lor Au or Ag on ilkallhallde 
substrates were used It was shown that ind indicated how the theory ol this migration mechanism has to be improved 
1 Introduction and model description 
Cldssiedl nucleation jnd growth theories jre often 
based on the assumption that only single atoms (ada-
toms) are able to move over the surface The expert 
menls of Masson Melois and Kern [1 2] however, 
clearly showed thai even gold grains of over 50 atoms 
are executing random walks over an amorphous car 
bon substrate Venables [Э] and Stowell [4] showed 
that the movement of dimers and tnmers would 
decrease both the satuiation concentration of stable 
(growing) clusters and the nucleation rale The ana 
lytic results of a theory for the coalescence of large 
clusters [5] show that also here the diffusion of clus­
ters may play an important role In some cases direct 
information about the motion of adatoms and dimers 
[6 7] can be obtained from ion field observations 
Such results can then be used to determine interac 
tions between deposited atoms mutually and with the 
substrate Using Monte Carlo simulations we start the 
other way around given certain interactions we 
determine the diffusion constants D
n
 of и atomic 
clusters and reconsider the relevant features for a 
quantitative theory 
We use a very simple model The substrate is a 
square lattice and atoms of a cluster can be present 
only at its lattice points or at positions above them 
on top of other cluster atoms These restrictions 
imply that the deposited material is building up a 
* Institute of Physical Chemistry Bulgarian Academy of 
Sciences Sofia 1113, BuUana 
tetragonal structure and that we use the solid on solid 
restriction [8] Nearest neighbour potential energies 
eo (between cluster atoms) and eg (between 
deposit and substrate) arc assumed The cluster as a 
whole moves as a consequence of jumps of single 
atoms to a neighbouring position This mechanism 
is known as diffusion by morphological changes [1] 
Jumps which would split the cluster in the sense of 
first nearest neighbour approximation are forbidden 
(fig 1) For simplicity we assume that the jump fre 
quencies are merely determined by binding energies 
in the original position, although in general the future 
bonds also play a role As an atom is not completely 
separated from the cluster during a jump the activa 
tion energies ej and ej which enter in the jump fre 
quencies arc smaller than e0 and EQ Stowell [4] and 
Bon¿el [9] estimate ed = 0 5 eV ej = 0 2 eV for Au 
or Ag on NaCl, KCl or KBr substrates Inspired by 
these estimations we varied the simulation parameters 
<л} = е<іІ2кТ Δω = (ej еЦ)1кТ, (1) 
-J-
ι 1 — 
1 2 ! 3 
¿T i<>i ! ь 
1 ^ 2 ! 
1 ! ι 
Fig 1 t xamples of allowed and forbidden jumps 
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m such a way that Δω/ω = 0 6 Moreover we varied 
ω between 7 0 and 1 0, corresponding to 400 and 
3000 К for these systems Of course, the high tern 
perature lesults are not directly applicable to the 
physical case, but enough general conclusions can be 
drawn to justify these efforts Indeed, these results 
will be applicable for even smaller activation energies 
2 The simulation technique 
Using the principle of detailed balance in the usual 
way [8,10] we get the following expressions for the 
frequencies with which an alom jumps to any neigh 
bouring position if it has ι lateral bonds with the 
cluster 
A,* = A5exp( 2ιω), (2) 
к, = кЪе\х>\-7(ш + Ьь))\ О) 
Here к' or к, have to be used if the vertical bond is 
with the substrate or with the cluster respectively 
Consequently the average time between two such 
jumps is given by 
τ,* = T'Q cxp(+2ico), (4) 
τ1 = τ5εχρ[2(ιω + Δω)] (5) 
As successive jumps may be considered as indepen 
dent, the actual time t between jumps will be Poisson 
distributed around the corresponding average value τ 
f (0 = (l/T)exp(-f/T) (6) 
From random number R 6 ( 0 1 ) we obtain corre­
sponding waiting periods by 
ί ^ - τ Γ Ι η Λ , (7) 
Λ = -τ , In R (8) 
These expressions can be verified by computation of 
the interval in which R should fall in order that t' or 
<, is between / and t + df 
Therefore, it is at any moment possible to deter 
mine for all atoms in the cluster the time at which 
they will jump The following algorithm can then be 
used Step 1 determine for all atoms in the cluster 
the time at which they will jump Step 2 execute the 
jump which is first in time Step 3 determine new 
times for those atoms whose state is influenced by 
this jump Step 4 go back to step 2, unless the 
desired amount of jumps is carried out It should be 
mentioned that step 3 is justified for Poisson proces­
ses the waiting period after the change of stale is 
independent of the history of the atom, in particular 
whether the atom has "waited" already some time in 
its previous state 
In order to compare the computational efficiency 
of the present continuous time algorithm with the 
usual [8] discrete time simulation we compare the 
time necessary to simulate the same arbitrary number 
of processes 
Т
пп11ТЛвс= VpT^INJo (9) 
Here the 7"
СОП
| in the continuous algorithm is 
approximately the number of processes Np times the 
average time Т
гз
 for steps 2 and 3, which will in turn 
be almost proportional to η The necessary time Т^,
К 
in the discrete algorithm is the number of trials Nt 
times Ihe execution time T0 of one trial (successful 
or not) But NplNt is the ratio of the frequencies for 
the most often occurring process and for a trial In 
many cases the jump from a kink site (ft|) is the most 
common one and the jump of an adatom has the 
highest frequency A:J Therefore 
Ta,JTiiic*(kìlkh)n = nt 4 ω (10) 
Generally speaking, the contiuous algorithm will be 
faster for small systems and for low temperatures (ω 
large) Eg we found for the 12 atomic cluster at ω 
= 7 a decrease in computation time with a factor 
IO 1 0 
3 Results 
We studied the movement of clusters containing 2, 
3, 4, 8, 12 16 or 20 particles It turned out that the 
square displacment r^ (of the center of mass from its 
original position) increased linearly with time There 
fore it is justified to consider the cluster movement as 
a random walk, characterized by a diffusion constant 
On 
rí = 4Dní + 6 (Π) 
The constant b describes an initial effect the cluster 
with which we start needs not to have the average 
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shape Therefore a certain initial displacement of the 
center of mass corresponds to the rearrangement of 
the atoms As the time unit is arbitrary in the simula­
tions we can choose it in such a way that the jump 
frequency of an adatom equals 1 For the adatom we 
have 
r\ = ADlt = k'0t^t¡ SIM (12) 
Upon combining eqs (11) and (12) we see that 
/•2 = (u,,/ß.)'siM+i> (13) 
Concluding we see that a straight line fit of rji; versus 
'SIM É>lves u s t l1 6 г а , ю o t diffusion coefficients Dnl 
ΖΊ The displacement should be at least some lattice 
distances to damp out the initial transient effect, 
especially for the larger (12, 16, 20-atoniic) clusters 
In Fig 2 we see that the dependence of \n(P„IDi) 
on ω is linear both for high (ω < 2 0) and for low (ω 
> 4 0) temperatures which means that D„ is charac­
terized by a diffusion free energy à.Gn 
D„ α expi-àGJkT) (14) 
Using the fact that еЦ = 0 4 ed is the diffusion free 
energy for an adatom, it is seen that the slope ot the 
ΙηφηΙΟ^ versus ω curves is 0 8 - 2AGnle¿ The so 
found AG„ values are given in table 1 To understand 
these results we introduce the concept of an "essen-
tial jump" With this we mean a jump which attacks 
the "core" of the cluster Eg the 12 atomic cluster 
has, at low temperature, often the shape shown in 
table 1 A 2 X 2 X 2 cube as a core, surrounded by 
20 ¿o 60 
I lg 2 Temperature dependence (ω « Γ - 1 ) οΓ the diffusion 
coefficient for several cluster sizes (л-valucs indicated) 
4 "satellites" which move around it without chang­
ing its position Therefore jumps of one of the core 
atoms are essential in the sense that they initiate a 
real displacement and their activation energies Δ£ 8, 8 
will give the main contribution to the diffusion free 
energy of the cluster as a whole 
The validity of this assumption is investigated in 
table 1 Ordinary shapes of the clusters were guessed, 
keeping in mind that the mutual interaction between 
cluster atoms is stronger than with the substrate (ed 
> ej) Therefore at low temperatures the clusters will 
be relatively high and tend to form facets [10], 
Table 1 
Ordinary shapes, activation energies for essential jumps, ΔΛ
 e s s
, and observed diffusion free energies, candidate atoms for essential 

















Ed + Ed = 1 4 Ed 





1 3 9 Ed 
2 86 Ed 
2 86 Ed 






I 2 ! 
1 1 








Ed + Ed = 1 4 Ed 
Ed + fd = 1 4 ed 
2Ed + Ed - 2 4 Ed 
2Ed + ci = 2 4 Ed 
AGn 
1 34 ed 
1 39 Ed 
2 16 Ed 
2 40 Ed 
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2 3 1. β 12 16 20 
Fig 3 Size dependence οΓ the diffusion toefficient for 
several high temperatures (ы values indicated) 
whereas at higher temperatures a gain in entropy 
makes them more flat The atoms whose jumps would 
be essential are easily recognized and the close corre­
spondence between their activation energies AA
ess 
and the observed AG„ confirms the essence of our 
model that the activation energy of an essential jump 
is a good approximation for the diffusion free energy 
of the clusters 
The size dependence of D
n
 is shown [1J t o b e ß n 
a
 1/n for an isotropic hemisphere It is seen in fig 2 
that sui.h a dependence will not hold for low tem-
peratures but may hold for high temperatures Indeed 
the linearity of the \п(р
п
ІОі) versus In η curves in 
fig 3 shows that at constant temperature 
Oi/O,, = const ¡η" , и = 3,4, 20 (15) 
The exponent a, however, is temperature dependent 
and vanes between 1 5 and 3 4 in the high tempera­
ture range Indeed it turns out that 
a ~ 1 9 ω 03 
4 Conclusion 
(16) 
We used time as a continuous, instead of discrete, 
parameter in our Monte Carlo simulations which led 
to an enormous increase in computational efficiency 
In general this method is advisable if only a few par 
tides join actually in the processes and if the charac 
lenstic time for the most often occurring process is 
much larger than the smallisi possible one Γ g for 
the description of smooth (low temperature) surfaces 
the method may prove useful 
Physically, our results show that the motion of 
small crystallites by morphological changes is 
governed by essential jumps, jumps which attack the 
rigid core of the crystallite Therefore the cluster 
diffusion free energy will vary between the value ej 
for an adatom and the activation energy 3ej for a 
jump from a kink site (for large clusters and at low 
temperatures) At all temperatures a strong size 
dependence was found, D
n
 fell off faster than with 
1/n 
As both these results differ from the theoretical 
results in ref [1], it is necessary to reconsider their 
arguments to reject the mechanism of diffusion by 
morphological changes for the random walk of gold 
grains on (100) KCl substrates (i) if D
n
 a l/n" for 
constant temperature then a « 3 0, (n) a size depen 
dent diffusion free energy was found, and (in) the 
absolute value of D„ compared to an estimation of 
Ο ι is much higher than predicted Our results show 
that the first two arguments can not be used, the last 
one, however, is even stronger since we predict an 
even faster decrease in D
n
 with л 
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Multisite or 1//I adsorption on single crystal surfaces takes place when the adatom diameter 
is greater than the distance between two neighbouring adsorption sites. The adsorption iso-
therm has been deduced using a mean field approximation. The same problem was studied by 
Monte Carlo simulation. The results show asymmetric adsorption isotherms with respect to a 
degree of coverage of 0.5. The critical temperature of a first order phase transition is increased 
as compared with the case of 1/1 adsorption. The theoretical and the simulated isotherms are in 
a good agreement for low adatom-adatom attraction. The theoretical and simulated isotherms 
obtained were used for interpretation of experimental results on electrolytic underpotential 
adsorption of Tl and Pb on Ag(100) faces. 
1. Introduction 
When atoms or molecules adsorb on different faces of single crystals the surface 
of the adsorbent can be considered as a two-dimensional lattice of adsorption sites 
with a given geometry. If the thermal fluctuations of the adatoms about their equi-
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librium positions of lowest energy (i.e. the adsorption sites) are negligibly small, 
localized monolayer adsorption takes place and its theoretical description reduces 
to two-dimensional lattice gas models equivalent to the Ising one [1,2]. The lattice 
gas model corresponds to the simple Ising model when each adatom of the compact 
monolayer covers only one adsorption site, a case which will be further referred to 
as one-to-one (1/1) adsorption for brevity. This case can be easily described in the 
limit of no interaction between the adatoms, and the classical adsorption isotherm 
of Langmuir represents the exact solution of the problem [1,3—6]. Isotherms 
accounting for the adatom interaction are derived by Frumkin [5], Fowler and 
Guggenheim [4,6] and Honig [4] by different approximate methods. Using Monte 
Carlo simulation technique, Abraham and White [7] have found a good quantitative 
agreement between their isotherms and the theoretical isotherms of Honig at 
temperatures above the critical temperature for the first-order phase transition. 
Onsager [8] has shown that the critical temperature can be calculated exactly and 
its value for lattice with different geometry may be found in ref. [2], p. 191. 
In many physically important cases of adsorption each adatom of the compact 
monolayer covers effectively n>\ adsorption sites [4,9,10]. Obviously, the 
theoretical model for such multisite or one-to-и (1/и) adsorption will be different 
from the simple Ising model of 1/1 adsorption. In principle one can distinguish 
between two kinds of localized 1/и adsorption: 
(i) Adsorption of molecules which are so large that each of them occupies η adsorp­
tion sites. This is the situation, for example, when large organic molecules or 
radicals adsorb on single crystal faces. This kind of adsorption has been considered 
theoretically by Honig [4] and very recently by Mutaftschiev and Bonissent [9] as 
well as by Gurevich and Kharkats [10]. 
(ii) Adsorption of atoms with diameter greater than the distance between two 
neighbouring adsorption sites on the substrate surface. In this case each adatom 
occupies only one adsorption site, but at the same time, due to its size, it blocks 
neighbouring adsorption sites and prevents them from being occupied by other 
adatoms. Typical examples for \¡n adsorption of this kind are the adsorption of 
noble gases on (0001) graphite substrate [11] and the electrolytic underpotential 
adsorption of metals on single crystal electrodes [12—16]. 
The type (ii) models have been studied in the past from the point of view of a 
hard core lattice gas. Until recently most effort was devoted to mean field approx-
imations, low temperature series expensions and the transfer matrix method [17— 
19]. The general feeling is that such theories provide for a good description of the 
model properties far enough from critical conditions. 
Monte Carlo simulations, on the other hand, turn out to be a reliable tool both 
close to and far away from critical conditions, e.g. for the 1/1 adsorption on a 
triangular lattice this was shown by Metcalf [20]. Similarly, a correspondence was 
found for 1/3 adsorption on a triangular lattice between Monte Carlo simulation 
[21] and exact renormalization group results [22]. 
In view of these considerations we feel that it is useful to carry out Monte Carlo 
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simulations in order to get information about the critical region of type (ii) models. 
On the other hand a mean field treatment is useful to get a closed form for the 
adsorption isotherm which is reliable far from critical conditions. In this paper we 
discuss both methods. 
2. Physical model 
The theoretical analysis is restricted to one-component monolayer adsorption. 
The model is based on the following assumptions: 
(a) The surface of the adsorbent is a two-dimensional lattice with a given geometry 
and a given number 7VS of adsorption sites which have equal adsorption energy ea. 
(b) Each adatom remains attached to one adsorption site during its residence on the 
substrate, i.e. adsorption is localized. 
(c) The adatom diameter exceeds the distance between two neighbouring adsorp­
tion sites to such an extent that although one adatom occupies only one site, it 
blocks neighbouring adsorption sites and does not allow their occupation by other 
adatoms(fig. 1). 
Thus, if the compact adsorbed monolayer, i.e. the saturation coverage, consists 
(100) (ill) 
( J substrate atom 
{§||x|s adsorbed atom 
ι blocked adsorption site 
Fig. 1. Blocking effect of adatoms on different faces of fee single crystals: (a) (100) face 
(square lattice) yielding a 1/2 adsorption; (b) (111) face (hexagonal lattice) yielding a 1/4 
adsorption. 
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of ^a.max adatoms, each covers effectively 
" = В Д > , т а х (1) 
adsorption sites from the two-dimensional lattice of the substrate. One of these 
sites is occupied by the adatom itself, and the other (и — 1) sites a're blocked by it. 
If jVb.max ·8 the maximum number of blocked sites in the compact adsorbed mono­
layer, combining (1) and the conservation of sites condition, 
"a.max ^*b,max - ^»s > 
results in 
Wb,max = ("-iyVa,max· (2) 
3. Mean field treatment of the problem 
The problem is to find the adsorption isotherm corresponding to the above 
model. In doing that, according to the standard statistical method one has first to 
determine the free energy F of the adsorbed phase. If F, given by 
F=U.-TS, (3) 
is known, the adsórbate chemical potential μ
Ά
 can be easily found. Equating μ
Λ
 with 
the chemical potential of the ambient phase yields then directly the adsorption 
isotherm. Thus, the solution of the problem reduces to the determination of the 
entropy S and the internal energy U of the adsorbed phase at constant temperature 
T. 
3.1. Determination of S 
In the twordimensional lattice of the substrate each adsorption site can be either 
free, or blocked, or occupied. This is examplified in fig. 2 for a square lattice of 
adsorption sites denoted by circles which are open, labeled b, or solid. 
Let us consider the general case of a lattice with arbitrary geometry. If the 
probabilities that a given site is occupied or blocked are θ/η and ь(1 — 1/и) 
respectively, the number jV
a
 of the occupied and the number N^ of the blocked 
adsorption sites will be given by the equalities. 
N3 = Ni<m^e, (4) 
Л^ЛГь.тахОь· (5) 
Normally, θ is denoted as the degree of coverage in adsorption processes. 
Since the number JVQ of the free adsorption sites is determined by 
N0 = NS-Nz-Nb, 
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( _ ) free adsorption sites 
( b ) blocked adsorption sites 
^ P occupied adsorption sites 
Fig. 2. Free, blocked and occupied adsorption sites in case of 1/2 adsorption on a square lattice. 





The sum of the free and the occupied adsorption sites is then 
^ о + ^ а = ^
а і т а х




] . (7) 
To find exactly the number W of all possible ways in which iV
a
 adatoms can 
Ns adsorption sites with accounting for the effect of blocking is a difficult and pos­
sibly insoluble problem. It simplifies, however, upon assuming that a fixed number 
N
s
 of blocked sites corresponds to the number Ν
Λ
 of the adatoms on the substrate 
whatever the actual configuration may be. One can then express W by the number 
of the permut'lions of jV
a
 adatoms on N^ + Ν
Λ
 adsorption sites when no blocking 
takes places. Thus, 
W=(N0 + Na)\INa\N0\. (8) 
Since Ν0+ΝΛ = ^ — Nb, in physical terms eq. (8) means that, due to the effect of 
blocking, the У
 а
 adatoms are distributed on a lattice with an effectively reduced 
number N
s
 - Nb of adsorption sites. 
The configurational part S
c
 of the entropy is determined according to the known 
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Boltzmann formula 
5C = к In W, (9) 
where к is the Boltzmann constant. The thermal component 57 of the entropy aris­
ing from the presence of jV
a
 adatoms localized on the substrate surface is given by 
ST = W a i m a x 0s T , (10) 
where sj is the thermal entropy per adatom. As5 = 5
c
 + 5 T ) using eqs. (4), (6), 
(7)-(10) and the Stirling approximation \n(x])^x In χ — χ results in 
S = *Л^,
т а х
{[я - (и - 1) ь] ln[« - (η - 1)
 Ь
] 
-[η - θ - (η - 1)
 Ь
] 1п[и - β - (я - l)0b] - θ In 0} + ^
а ) П 1 а х $Т . (11) 
3.2. Determination ofU 
To find the exact dependence of U on θ is also a difficult problem if adatom-
adatom interaction has to be taken into account. In the following, the so-called 
mean field or Bragg-Williams [23] approximation for U will be used. In this 
approximation U is given by the expression [1,6] 
U = N^
mM [-0e. - ic02e + 0MT] . (12) 
Here e
a
 is the adatom adsorption energy, e is the adatom—adatom interaction 
energy between nearest neighbours in the adsórbate (positive for attraction, nega-
tive for repulsion), м
т
 is the thermal component (per adatom) of Í/, and с is the 
number of nearest neighbours of an adatom in the compact adsorbed monolayer. 
3.3. Determination ofeb 
In eq. (11), 0 b is a function of 0. The explicit dependence of 5 on the degree of 
coverage 0 can be found only after specifying the way in which 0 b depends on 0. 
To obtain an approximate expression for 0 b as a function of 0 let us first con­
sider the case of 1/2 adsorption on a square lattice of adsorption sites (fig. 2) by 
choosing a lattice element of the type shown in fig. 3a. Let us suppose that adatoms 
are present only on the sublattice of the у
 а і П 1 а х adsorption sites which are occupied 
by the compact adsorbed monolayer (fig. 3b). AS illustrated in fig. 3c, this excludes 
the possibility of two nearest adsorption sites being simultaneously blocked. In this 
approximation the probability, 1 - 0 b, that the central adsorption site of the ele­
ment in fig. 3 is not blocked, equals the probability that the peripheral four adsorp­
tion sites are free at the same time: 
l - 0 b = ( l - 0 ) 4 . 
Similarly, in the general case of 1/n adsorption on a lattice with arbitrary geometry 
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9-®-Ф 9-®-® 
Fig. 3. Different occupied unit elements in case of 1/2 adsorption on a square lattice in order to 
determine flj,- In the present approximation the peripheral four sites may be occupied, the 
central one may be blocked. 
Ob may be written in the form 
0 b = l - ( l - 0 ) 6 . (13) 
Here b stands for the number of adatoms in the compact adsorbed monolayer 
blocking one and the same adsorption site. 
It is of importance to note that in eq. (13) only one configuration that leads to 
blocking of a given site is taken into account. 
It can be expected that eq. (13) is valid under the following assumptions: 
(i) the adatoms are localized on the same sublattice corresponding to the final 
regular structure of the compact adsorbed monolayer; 
(ii) the distribution of the adatoms on their sublattice is uncorrelated, i.e. assuming 
a mean field approximation for the entropy may be used. 
The condition (i) is valid for a high coverage (Θ « 1) or strong lateral attraction 
e, whereas the condition (ii) holds only for low lateral fields. Therefore, eq. (13) 
will be a nearly correct description of 6b(0) in the case of high coverage and low 
adatom—adatom attraction. 
3.4. Adsorption isotherm 
The chemical potential μ
β
 of the adsorbed phase is given by the definition 
= (EL) = J _ №\ (14) 
In the case of adsorption from the vapour the thermodynamic equilibrium is char­




 is the chemical potential of the vapour phase. 
In the electrochemical case of adsorption of charged particles the equilibrium 










 are the electrochemical potentials of the particles in the electro­






 + ZÉ-o^e . 
Да = β
Λ
 + ze 0 v) s , (17) 
in which /Je 'S the chemical potential of the electrolyte, ζ is the valency, <?o ¡s the 
electron charge, and ^e and ^s are the Galvani potentials of the electrolyte and the 
substrate, respectively. 
Thus, combining (11)-(14) and using (15) or (16) leads to the following iso-
therm for 1/я localized monolayer adsorption in the mean field approximation: 
13 = In ln[l + ( и - 1 ) ( 1 - θ ) " - 1 ] (тЬ)-
^ - . X l - ^ - M n ^ i - ; - ^ » ^ ) - ^ - , , 2 ) . (Щ 
Here ω = ejkT and /3 = Δμ,/ΛΓ, where Δμ,·, with ƒ = ν or e, is given by 
Δμ
ν
 = ßy - Ц , Δμ* = -ze0(E - E*), 






Fig. 4. Mean field 1/4 adsorption isotherms for a hexagonal lattice calculated from eq. (18) 
with n = 4, 6 = 3,c = 3(a> values indicated). 
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being the actual chemical and electrode potentials. The reference chemical and 
electrode potentials, μ* and Ex are given by 
μ$ = -zeoE* = -€„ + uT- 7sT - ^ce . 
As seen, when η = 1 eq. (18) reduces to the known mean field or Frumkin iso­
therm for 1/1 adsorption. 
Fig. 4 shows isotherms for the case of 1/4 adsorption on a hexagonal (honey­
comb) lattice (see fig. lb) calculated from eq. (18) with и = 4, b = 3, с = 3 at dif­
ferent values of the parameter of lateral interaction ω. Two points are worth noting. 
In contrast with the case и = 1, for η > 1 the isotherms are asymmetric with respect 
to0 = 1/2 i.e. 
θ(β)ΦΙ-θ(-β). 
This asymmetry is seen more clearly at large values of ω where the curves become 
s-shaped. There is also a change in the critical value CJC above which the two-
dimensional first-order phase transition takes place. The ω 0 value calculated from 
the 1/и isotherm (18) for η > 1 is smaller than the mean field value for 1/1 adsorp­
tion corresponding to the same structure of the adsorbed monolayer. The results 
are given in table 1. The values of co
c
 for 1/и adsorption are computed from eq. 
(18) with an accuracy to ±0.002. 
4. Monte Carlo simulation 
In recent years, the Monte Carlo simulation has been used successfully for study­
ing the processes of adsorption and deposition [7,20,21,25-29]. The first simula-
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tion of 1/2 adsorption on a rectangular lattice with repulsion of the adatoms in 
[111] direction was carried out by Erti and Plancher [28] to explain LEED data on 
deposition of oxygen on (211) faces of W. In particular, the rearrangement of the 
adatoms before reaching the equilibrium substrate coverage θ was investigated. 
The present Monte Carlo simulation deals with 1/2 and 1/4 adsorption on square 
(fig. la) and hexagonal (fig. lb) lattices of adsorption sites, respectively. Adsorp­
tion isotherms θ(β) are obtained for a number of ω values by means of kinetic 
measurements. 
4.]. Simulation model 
The simulation model includes both, the case of localized adsorption as well as 
the adsorption in the presence of adatom surface diffusion characterized by a mean 
diffusion distance X
s
. The value of this parameter is used for distinguishing between 
the above two cases. In the first one X
s
 = 0 and the simulation model corresponds 
exactly to the physical model for localized 1/n adsorption described in section 3.1. 
In the second case X
s
 > 0 and the adatoms can migrate along the substrate surface 
by jumping at random to neighbouring adsorption sites. 
The kinetics and the equilibrium of the adsorption process are governed by the 
elementary frequencies of single atom adsorption (k*), desorption (kì) and jumping 
(k'j) to a neighbouring adsorption site. In the simulation model these frequencies are 
defined in the usual way [25] by the expressions: 
+ и exp /3, if the site is free, ,
 q . 
* " (О, else, U y ) 




where i is the number of the nearest neighbours of the adatom, and и is a frequency 
factor. In adsorption from the vapour and in the electrochemical case, ν may be 





ν = ¡oiE^n/zeo , 
respectively. Here px is the pressure corresponding to μχ, Ω is the area correspond­
ing to an adsorption site, m is the mass of an atom, Δε is the activation energy for 
the transfer of an atom from the vapour to the adsorption site and /0 is the 
exchange current density at the reference electrode potential Ex. 
The simulation experiment was carried out in the way described elsewhere [26] 
A substrate with 40 X 40 adsorption sites was used and periodic boundary condi­
tions were imposed to eliminate edge effects. For each point of an isotherm at least 
1000 elementary events per adsorption site (i.e. 1.6 Χ 106 in total) were used. This 
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number was larger when the equilibrium coverage of the substrate was not yet 
reached. 
4.2. Simulation results 
One way to obtain the equilibrium coverage 0 at a given driving force β is to start 
with a bare substrate and to inspect the resulting coverage versus time curve. Such 
curves are shown in fig. 5 for 1/2 adsorption. At small ω values (i.e. high tempera­
tures and/or small interaction energies e) they are steadily increasing until θ starts to 
fluctuate around a saturation value which is then to be used in the isotherm. As can 
be expected, adatom surface diffusion does not affect this value. At larger ω and 
sufficiently small β a time delay is observed indicating a metastablc state at small 
coverages. A metastable state may also appear at higher coverages. This is seen in 
fig. 5 for the ω = 2 curve at θ * 0.88. The reason for this kind of metastability is 
understood from figs. 6 and 7. Domains with a completely ordered structure are 
separated by mismatch boundaries, each of the domains containing adatoms on 
either "normal" or "twin" adsorption sites. In case of a square lattice (fig. 6) these 
"normal" and "twin" sublattices may be illustrated by the nets of white and black 
fields on a chess board. During the filling of the monolayer "normal" and "twin" 
clusters are formed at different parts of the substrate and each of them spreads out 
building up a domain of its own kind. If the equilibrium is to be reached by trans-
0
 02 05 10 20 Ъ.0 100 200 500 1000 
Fig. 5. Simulated time dependence of θ for 1/2 adsorption on a square lattice. At ω = 1.0 no 
metastable state is observed. At ω = 2.0 metastable states at low and high coverages exist. 
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АОАОАОАО · ОА · ОАОАОАО 
Θ·ΘΑΘ·ΘΑ·ΑΟ·ΑΟΑΟΑΟΑ 
• · · · ( · ) · ( · ) · ( * } · * · · · · I · J * 
. . .(урргнЭ-О· -GKD· · 
О
л
 д л 0 · Θ · · ОЛО А 
СУСУО^О· ·Θ·Θ·0·Θ·Ον 
• ·о· · · · -eмёмэ·о·о 
U'U'U* · 'U' · ·υ 
—»- adsorption site 
Ç ) — » • adsorbed atom 
Fig. 6. Structure of the adsorbed monolayer at θ » 0.80 as given by the computer in the case of 
1/2 adsorption on a square lattice at ω = 1.0, β = 0.7. There are two ordered regions separated 




Fig. 7. Structure of the adsorbed monolayer at θ « 0.77 as given by the computer in the case of 
1/4 adsorption on a hexagonal lattice at ω = 1.0,0 = l.S. Several ordered regions, isolated small 
clusters and mismatch boundaries are seen. 
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formation of some of the clusters from "twin" to "normal" ones, for example, this 
could be time-consuming and the state may appear as metastable. This mismatch 
metastability is most pronounced at large ω values, but it is noticeable at small ω 
too, if/3 is sufficiently high. 
A slightly different way to obtain a complete isotherm turned out to be faster 
and was used for most of the data presented. Namely, one first starts from an 
initially bare substrate to get one point of the isotherm at low б as described above. 
After that the next points result from slight successive increases of/3 and the deter­
mination of the corresponding saturation values of the coverage-time curves which 
now start at θ Φ 0. 
The simulation 1/и isotherms are shown in figs. 8 and 9 for square and hexa­
gonal lattices, respectively. As seen, they are asymmetric with respect to θ = 1/2 
in the way predicted theoretically by eq. (18) (see fig. 4). The Monte Carlo simula­
tion method enables one to find also the critical co
c
 value for two-dimensional 
first-order phase transition. The values of ω
ς
 obtained with an accuracy to ±0.1 
in the two studied cases of 1/и adsorption are presented in table 1. As seen, they 
are smaller than the exact values for 1/1 adsorption corresponding to the same 
structure of the adsorbed monolayer. This important result is also in agreement 
with the decrease in co
c
 predicted by the theoretical isotherm (18) for η > 1. 
Fig. 8. Simulation adsorption isotherms for 1/2 adsorption on a square lattice. 
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Fig 9 Simulation adsorption isotherms for 1/4 adsorption on a hexagonal lattice 
5. Conclusion 
The l/n isotherm (18) is derived theoretically on the basis of approximate 
expressions for both the configurational entropy S
c
 and the internal energy U of 
the adsorbed phase One can estimate the quality of the approximation for 5C by 
comparing the theoretical isotherm (18) with Monte Carlo simulation isotherms for 
various η and b in the absence of adatom—adatom interaction ι e at ω = 0 Figs 
10 and 11 represent the theoretical (dashed curves) and the simulation (points) 
isotherms at ω = 0 in the cases of 1/2 adsorption on a square lattice (fig la) and 
1/4 adsorption on hexagonal lattice (fig lb) As seen, the theoretical curve fits well 
the simulation data for the case 1/2 adsorption on square lattice, a higher deviation 
is observed in the case of 1 /4 adsorption on a hexagonal lattice In both cases a better 
approximation can be obtained by adjusting the b values The lines drawn in figs 
10 and 11 are obtained using b = 2 5 and 1 8 in eq (18) These differences between 
the theoretical and the empirical values of b may be regared as due to the approxi­
mations involved in the calculations of S
c
, ι e in the determination of Wand 0 b In 
view of the complexity of this problem it is interesting to note that the assignment 
of an effective value of b results in a virtual coincidence of the approximate 1/и 
isotherm (18) at ω = 0 with the exact θ(β) dependence obtained by the simulation 
method 
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О' • • • • ' ' • 
-¿О -20 О 20 І.0 
Ρ — 
Fig 10 Adsorption isotherms for 1/2 adsorption on a square lattice at ω = 0 (о) simulation 
data.í )eq (18) with b = 2 5, ( ) eq (18)with¿ = 4 
p — -
Fig 11 Adsorption isotherms for 1/4 adsorption on a hexagonal lattice at ω = 0 (о) simula­
tion data, ( ) eq (18) with b = 1 8, ( ) eq (18) with 6 = 3 
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In the presence of adatom-adatom attraction, the adatoms on the substrate are 
arranged in comparatively large domains with the regular structure characteristic 
of the compact adsorption monolayer as can be seen from the Monte Carlo simula­
tion results in figs. 6 and?. In these cases the validity conditions of eq. (13), 
namely 0 < ω < co
c
 and θ -*• \, seem to be roughly fulfilled. Therefore, it can be 
expected that b tends to its theoretical value, i.e. 4 for 1/2 and 3 for 1/4 adsorption 
on square and hexagonal lattices, respectively. On the other hand, from eq. (18) 
follows that the precise
 Ь
( ) function is not important at small θ values. Conse­
quently, eq. (13) is then likely to become a better approximation to the exact 
dependence of ^ on θ in the whole coverage range as long as ω < ω
ς
. 
This seems to be supported by comparing the simulation isotherm for 1/2 
adsorption on square lattice at ω = 0.6 with the theoretical one calculated from eq. 
(18) with b = 4 (fig. 12). The residual discrepancy could rather be attributed to the 
mean field approximation eq. (12) used for calculation off/ than to an inexact 
determination of 0 b from eq. (13) affecting S. Indeed, a discrepancy of the same 
order of magnitude is seen in fig. 13 where the simulation isotherm for 1/1 adsorp­
tion on square lattice at ω = 0.7 is compared with the known mean field isotherm 
for this case given by eq. (18) with η = 1 and с = 4. The diviation is now only due 
to the mean field approximation in the calculation of U. 
It should be noted that the Monte Carlo isotherm of fig. 10 (1/2 adsorption on a 
square lattice with ω = 0) fits remarkably well the numerical isotherm of Runnels 
(fig. 1 of ref. [19]) obtained by the transfer matrix method. For higher ω values, a 
Φ Q5 
Fig. 12. Isotherm of 1/2 adsorption on a square lattice at ω = 0.6: (о) simulation data; (-
eq. (18) with b = 4,с = 4. 
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Φ as / 
о 
ρ/ 
о* . . i . . . 
-4.0 -2.0 0 2.0 4.0 
Fig. 13. Isotherm of 1/1 adsorption on a square lattice at ω = 0.7: (о) simulation data; ( ) 
eq. (18) with с = 4. 
deviation is found between these isotherms which increase with ω tending to ω
ς
. 
The existing treatments [17—19] of the hard core lattice gas model indicate a 
second order ("continuous") transition at ω = 0. The points of the present Monte 
Carlo simulation (figs. 10 and 11) are unfortunately rather limited in number to 
allow any conclusion about the existence of a second or higher order transitions. 
Runnel's analysis [17,19] for 1/2 adsorption on a square lattice suggests that the 
second order transition could change to a first order phase transition with increas­
ing attractive forces which agrees qualitatively with the present results. 
The theoretical and the simulation isotherms obtained in the present work on 
the basis of the considered model for 1/n adsorption can be used for interpretation 
of a number of experimental results on electrolytic underpotential adsorption of 
metals and adsorption of noble gases on single crystal faces. For example, the 
underpotential adsorption of Tl and Pb on (100) faces of Ag single crystals [14-
16] corresponds to 1/2 adsorption on a square lattice. The experimental data for 
the formation of the first adsorption monolayer of Tl and Pb on Ag(100) in the 
underpotential region and the present simulation findings are compared in fig. 14. 
It is seen that the experimental isotherms agree well with the simulation isotherm 
for 1/2 adsorption on a square lattice at ω « 0.6. Since the experimental isotherms 
are obtained at T= 298 K, this is equivalent to e * 2.5 X 10"1 4 erg, which is a 
reasonable value. In comparison to that a value of e
e
 = 2.1 X IO"6 erg cm - 1 for the 
specific edge energy in the case of monoatomic steps of silver has been found [30, 
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Φ 05 
Ρ - — 
Fig. 14. Experimental and simulation isotherms: (o) simulation data for 1/2 adsorption on a 
square lattice at u> = 0.6; ( · ) and (0) experimental results for underpotential adsorption of Tl 
and Pb on Ag( 100) [14-16], respec lively. 
31]. From this value an attraction energy of e = 6.05 X ]0" 1 4 erg for the silver-
silver interaction can be estimated taking into account only first next neighbours. 
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1) Men moet er naar streven het samenstellen van een proefschrift zo in te 
richten dat dit de wetenschappelijke vorming en de sociale kontakten van 
de promovendus niet onderbreekt, maar juist verdiept. 
2) Het vertrouwen in diskrete kristalgroeimodellen is momenteel intuïtief. 
Een toekomstig onderzoek naar het geldigheidsbereiк van deze diskrete 
benadering zal de relatieve ligging van de oppervlakteverruwings- en de 
smelttemperatuur moeten verklaren. 
3) Bij de numerieke bepaling van partiële gas druk velden bij kristalgroei 
door middel van gas fase depositie (CVD) is het onlogisch (gezien de 
huidige kennis van oppervlakteprocessen) en onnodig (gezien het gebruik 
van een komputer) te veronderstellen dat aan het oppervlak een eerste 
orde reaktie plaatsvindt (C.H.J. v.d. Brekel, proefschrift Nijmegen 1978). 
Ό De huidige stand van de kristalgroeitheorie leidt tot de konklusie dat 
het kweken van een éénkristal gewoonlijk niet ver van zijn (dynamische 
of evenwichts) verruwingsovergang plaatsvindt. 
5) De berekening van de gol ffunkties van het waterstof atoom is vanuit 
didaktisch oogpunt ongewenst in een inleiding in de kwantummechanika. 
Het eerder introduceren van observabelen en toestandsvektoren vermijdt 
ingewikkelde wiskunde en leidt tot meer begrip van ingewikkelder 
systemen. 
6) In het wiskunde onderwijs op middelbare scholen wordt te veel nadruk 
gelegd op het feit dat een plaatje niets bewijst. Het is zinniger de 
leerling voor te houden dat inzichten bijna altijd groeien uit en 
verruimd worden door beelden. 
7) Naarmate er over een bepaalde behandeling of kwaal meer verschillende 
opvattingen bestaan in de medische wereld, moet een behandelend arts het 
eigen oordeel van de patient zwaarder laten wegen. 
8) Het is onrechtvaardig boeren te beboeten voor de aanwezigheid van scha-
delijke stoffen in hun produkten als een overheidskommissie, na zorg-
vuldig onde1*zoek, konkludeert dat die besmetting niet opzettelijk wordt 
veroorzaakt, dat de bron niet aangewezen kan worden, en dat er geen aanbe-
veling ter voorkoming van verdere besmetting kan worden gegeven. 
9) Ingenieurs zijn in staat problemen op te lossen voor ze die volledig be-
grijpen, doctorandi kunnen problemen begrijpen zender dat ze een oplossing 
geven. 
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