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Abstract. Climate variability and change affects individuals and societies. Within agricultural sys-
tems, seasonal climate forecasting can increase preparedness and lead to better social, economic
and environmental outcomes. However, climate forecasting is not the panacea to all our problems in
agriculture. Instead, it is one of many risk management tools that sometimes play an important role
in decision-making. Understanding when, where and how to use this tool is a complex and multi-
dimensional problem. To do this effectively, we suggest a participatory, cross-disciplinary research
approach that brings together institutions (partnerships), disciplines (e.g., climate science, agricultural
systems science, rural sociology and many other disciplines) and people (scientist, policy makers and
direct beneficiaries) as equal partners to reap the benefits from climate knowledge. Climate science
can provide insights into climatic processes, agricultural systems science can translate these insights
into management options and rural sociology can help determine the options that are most feasible
or desirable from a socio-economic perspective. Any scientific breakthroughs in climate forecasting
capabilities are much more likely to have an immediate and positive impact if they are conducted
and delivered within such a framework. While knowledge and understanding of the socio-economic
circumstances is important and must be taken into account, the general approach of integrated sys-
tems science is generic and applicable in developed as well as in developing countries. Examples of
decisions aided by simulation output ranges from tactical crop management options, to commodity
marketing and to policy decisions about future land use. We also highlight the need to better under-
stand temporal- and spatial-scale variability and argue that only a probabilistic approach to outcome
dissemination should be considered. We demonstrated how knowledge of climatic variability (CV),
its frequencies, causes and consequence can lead to better decisions in agriculture, regardless of
geographical location and socio-economic conditions.
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1. Introduction31
Climatic variability (CV) occurs at widely varying temporal and spatial scales.32
This variability often impacts negatively on agricultural and natural ecosystems.33
Although floods and droughts have always been an integral part of human existence,34
our collective coping strategies have so far been limited by the complexity of35
systems responses to climate, environment and management and our inability to36
predict the consequences of such systems dynamics. This has led to the development37
of conservative management approaches that usually fail to capitalise on the up-38
sides of CV and often only poorly buffer against the severe downsides.39
Climatic Change xxx: 1–33, 2004.
C© 2004 Kluwer Academic Publishers. Printed in the Netherlands.
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The emerging ability to probabilistically forecast future seasons in terms of cli- 40
mate and its consequences on agricultural systems has started to influence decision- 41
making at many levels. The potential benefits are substantial, but unfortunately 42
adoption of new insights occurs more slowly and in a more haphazard way than 43
was envisaged and is desirable. This is a consequence of the multi-faceted, multi- 44
dimensional and cross-disciplinary nature of the problems. 45
It is our aim to outline the multi-dimensionality of the problems in order to assist 46
in the process of establishing an operational framework to conduct what is some- 47
times referred to as ‘end-to-end’ applications (Basher, 2000; Manton et al., 2000). 48
Such a framework might help us in achieving a better integration of the disciplinary 49
components and hence better outcomes via improved management of agricultural 50
systems. Much has been written about individual aspects of this subject and we 51
would like to draw attention to some of the key publications on these issues, such 52
as the books by Muchow and Bellamy (1991), Hammer et al. (2000), IRI (2000) and 53
Sivakumar (2000). Further, and in addition to this special issue of Climatic Change, 54
the following special journal issues of (i) Agriculture and Forest Meteorology 55
(vol. 103, 2000) on Agrometeorology in the 21st century, (ii) Agricultural Sys- 56
tems (vol. 70, 2001) on Advances in systems approaches for agricultural de- 57
velopment and (iii) Agricultural Systems (vol. 74, 2002) on Applying sea- 58
sonal climate prediction to agricultural production need to be mentioned ex- 59
plicitly. We will draw on this material and cite individual contributions where 60
appropriate. 61
It is important to point out that we do not explicitly distinguish between CV 62
and climate change (CC). Instead, for the purpose of this paper, we regard CC as a 63
low-frequency component of CV that can be managed using the same quantitative 64
tools and approaches. This point will made more clearly in the relevant sections, 65
but needs to be stressed from the outset to avoid confusion. 66
2. Setting the Scene 67
In the tropics and sub-tropics, CV is a major source of agricultural production 68
variability (e.g., Hammer et al., 1987; Dilley, 2000). Although most dramatic at the 69
farm level, this effect of CV is apparent throughout entire economies and can even 70
affect macroeconomic indicators such as international wheat prices, employment 71
statistics or currency exchange rates (Chapman et al., 2000b; White, 2000a). In 72
October 2002, media reports in Australia attributed half of the reported inflation 73
rate to the effects of the El–Nin˜o-induced drought. 74
Since humans began farming, climate variability has influenced people’s expe- 75
riences, which in turn resulted in agricultural systems that are somewhat resilient, 76
i.e., systems that are capable of absorbing some of that variability without imme- 77
diate disastrous results. An example is dryland winter and summer cropping in the 78
northeastern region of Australia where water is stored in the heavy clay soils over 79
fallow periods. This water is then used by the next crop grown and acts as a buffer 80
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against possible low, in-season rain (similar practices exist throughout the semi-81
arid tropics and sub-tropics). Other examples are the wheat/pasture rotations in82
Southern Australia that remain productive even under adverse climatic conditions83
(i.e., prolonged droughts or water-logging).84
Issues that we have not addressed here are the longer-term implications of CC85
on enterprise profitability. For instance, some horticultural enterprises, where the86
set up cost is substantial and returns are realised on longer time scales, are ex-87
tremely susceptible to CC. Producers making decision on introducing such en-88
terprises need to consider not only CV, but also the combined impact of CC and89
CV.90
Although current systems have been developed to cope with the variable climate,91
they are not necessarily optimally adapted. For instance, relying on fixed fallow92
lengths can leave fields prone to erosion and drainage below the root zone. Produc-93
tion systems developed during a run of wetter seasons may not be as resilient in94
drier seasons. Peanut production in Southern Queensland, Australia, for instance,95
started during the above average summer rainfall conditions of the 1950–1970s but96
resulted in unrealistically high yield expectations for the changed climate patterns97
of the 1980s and 1990s (Meinke and Hammer, 1995).98
It is important to acknowledge that, although important (and sometimes even99
dominant), CV is only one of many risk factors impacting agriculture. From a100
decision-maker’s perspective, it is the consequences of climate variability and/or101
CC on possible management response that are of interest, rather than CV or CC per102
se. This highlights that forecasts must be appropriately ‘contextualised’ before they103
can positively influence decision-making. In other words, causes, choices and con-104
sequences must be clearly outlined and quantified (Hayman, 2001). This requires105
effective cross-disciplinary research and we argue here that such contextualised106
delivery can only be achieved through an integrated, systems analytical approach107
(cf. Hammer, 2000). While forecasts in terms of a seasonal rainfall or temperature108
outlook are often followed with interest, they ultimately may not result in sub-109
sequent action (i.e., changed practice). However, the same forecast provided, for110
instance, in terms of crop or pasture yields has the potential for much stronger111
impact by influencing the decision-making via the quantification and discussion of112
decision options (Hayman, 2001).113
The picture gets even murkier when we consider that particularly policy deci-114
sions relating to agriculture are not made in isolation from other topics such as115
issues relating to markets, political environment and lobby groups. In this paper,116
we deliberately excluded this aspect and concentrated entirely on issues within117
the realm of agricultural production systems. We refer readers interested in these118
broader societal issues to publications by Buizer et al. (2000), Agrawala and Broad119
(2002), Agrawala et al. (2001) and IRI (2001).120
At the highest level, the problem appears simple: it is about better risk man-121
agement and our ability to produce food and fibre products economically and in a122
socially and environmentally desirable fashion.123
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This is where the complexity starts and differences based on socio-economic 124
conditions emerge: effective risk management in developed countries is about prof- 125
itability and the tensions associated with economic production and consequent 126
social and environmental risks (i.e., sustainability). In developing countries, sus- 127
tainability issues are often, from a farmer’s perspective, secondary and only deserve 128
attention after the most pressing needs for survival are met. We need to break the 129
vicious cycle of poverty and hunger before we can successfully promote sustainable 130
development in these countries. 131
Profitably applying climate information requires the identification of the key 132
decision points in agricultural production systems. We must not assume that these 133
decision points are the same in developing and developed countries. The prime 134
need from climate forecasting in developing countries may simply be disaster man- 135
agement, i.e., to protect the system against the extremes of CV. For example, in 136
Indo-China the fundamental issue related to CV is the capacity to protect local 137
peoples, to protect natural ecosystems, and to protect national economies. The cur- 138
rent ability to provide protection against the impacts of El Nin˜o and La Nin˜a in 139
many Southeast Asian countries remains limited. This is because both effective 140
climate forecasting systems and linkages to decision systems for this region are 141
still in various stages of development (CERED, 2000; Hansen, 2002). There is 142
a fundamental and urgent need to capitalise on our climate knowledge. We may 143
achieve this by translating that knowledge into meaningful, locally relevant decision 144
options. 145
Decision makers, who must prepare for the range of possible outcomes, often use 146
conservative risk management strategies that reduce negative impacts of climatic 147
extremes. In favourable seasons, however, this can be at the expense of reduced 148
productivity and profitability, inefficient use of resources, and accelerated natural 149
resource degradation (e.g., under-investment in soil fertility inputs or soil conser- 150
vation measures). Improvements in our understanding of interactions between the 151
atmosphere and sea and land surfaces, advances in modelling the global climate, 152
and substantial investment in monitoring the tropical oceans now provide some 153
degree of predictability of climate fluctuations months in advance in many parts of 154
the world (Goddard et al., 2001). 155
Broad and Agrawala (2000) showed how climate forecasting can contribute 156
to elevating vulnerability but caution against seeing it as a panacea for solv- 157
ing future food crises. Clearly, ‘risk management’ must be seen within the con- 158
text of the actual risk posed (individual survival, economic and environmental 159
risks) and requires a clear analysis of all contributing factors. The role of cli- 160
mate and climate-related risk management tools must then be established and 161
the chosen strategies must take this into account appropriately. This also re- 162
quires a careful analysis and understanding of the existing policy framework. 163
Often policies have been developed with the aim to alleviate consequences of 164
high climate variability. Such policies (e.g., income subsidies) can act as disin- 165
centives for the adoption of better climate-related risk management strategies. 166
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This fact needs to be considered when evaluating the potential of climate167
forecasting.168
Even under homogenous socio-economic conditions, the requirements of poten-169
tial users of climate forecast information will differ. Firstly, as the title of this paper170
already implies, there are at least two major stakeholder groups, namely those in-171
volved in agricultural planning (mostly policy makers, regulators and large agribusi-172
nesses including financial institutions) and those involved directly in agricultural173
production, i.e., farmers, farm managers, some rural businesses and consultants.174
Information needs for these groups differ, but even more importantly, their needs175
vary with on-going changes in socio-economic and market conditions. Tactical as176
well as strategic decisions must be made all the time and while climate-related in-177
formation might be highly relevant for some of these decisions, it will be irrelevant178
for others. Hence, it is no surprise that we generally fail to measure a notable impact179
of non-contextualised climate forecasts.180
When climate forecasting is discussed there is often an implicit assumption that181
perfect knowledge of, for instance, future rainfall would change the way agriculture182
is practised. This assumption is rarely challenged, but it touches on two issues that183
are fundamental when considering the value of climate information in decision-184
making:185
The first issue is the notion that such ‘perfect knowledge’ might be – at least186
theoretically – achievable. Although we still have much to learn about the un-187
derlying physical processes, we now appreciate that climate has many chaotic188
and non-deterministic features, which will prevent us from ever achieving com-189
plete certainty in climate forecasting. Any deterministic forecasting system is190
therefore either wrong or misleading and should not be endorsed (Meinke et al.,191
2003).192
The second issue is the implicit assumption that a forecast will be useful and lead193
to improved outcomes. Although many examples can be found where this is the194
case, others show either negative outcomes or identify decisions that are insensitive195
to such information. Several conditions must be met before a seasonal forecast will196
result in an improved outcome: a forecast197
• must have some skill (see later);198
• must honestly convey the inherent uncertainty (i.e., the information must be199
presented in a probabilistic form);200
• must be relevant (neither trivial nor obvious; timely);201
• must be able to be ‘tracked’ in terms of how well the forecasts are representing202
the actual climate;203
• must be inclusive of provision of histories of previous forecasts (Pulwarty and204
Redmond, 1997);205
• must be of value (see later);206
• the information content must be applied (see also Glantz, 1977; Lamb, 1981;207
Nicholls, 2000).208
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3. Forecasting for a Purpose (Contextualised Forecasting) 209
As this workshop showed, climate forecasting and its applications have matured 210
considerably over the last few decades. There is excitement about the potential 211
benefits our societies might reap from further research and development. Hence, 212
this paper is titled ‘Seasonal and inter-annual climate forecasting: The new tool for 213
increasing preparedness to climate variability and change in agricultural planning 214
and operations’. We asked ourselves: how ‘new’ are climate applications? To answer 215
this question, we will quote from one of the most significant books in Brazilian 216
literature, ‘Os Serto˜es’, first published by Euclides da Cunha in 1902. Our quotations 217
are taken from the English translation (Rebellion in the Backlands) published by 218
University of Chicago Press, 1995 edition: 219
. . . the drought cycles . . . follow a rhythm in the opening and closing of their 220
periods that is so obvious as to lead one to think that there must be some 221
natural law behind it all, of which we are as yet in ignorance. 222
. . . And then, of a sudden, there comes a tragic break in the monotony of their 223
days. The drought is approaching. Thanks to the singular rhythm with which 224
the scourge comes on, the sertanejo is able to foresee and foretell it. He does 225
not, however, take refuge in flight, by abandoning the region, which is being 226
little by little invaded by the glowing inferno that radiates from Ceara´. . . . 227
And he confronts them [the droughts] stoically. Although this grievous ordeal 228
has occurred times without number . . . he is nonetheless sustained by the 229
impossible hope of being able to hold out against it. 230
. . . he has studied this affliction as best he could, in order that he might 231
understand it and be able to bear or to avert it. . . . Two or three months before 232
the summer solstice, he props and strengthens the walls of the dams or cleans 233
out the water pits. He looks after his fields and plows up in furrows the narrow 234
strips of arable land on the river’s edge, by way of preparing these diminutive 235
plantations for the coking of the first rains. Then he endeavours to make out 236
what the future holds in store. Turning his eyes upward, he gazes for a long 237
time in all directions, in an effort to discover the faintest hints, which the 238
landscape may have to offer him. The symptoms of the drought are not long in 239
appearing; they come in a series, one after another, inexorably, like those of 240
some cyclic disease, some terrifying intermittent fever on the part of the earth. 241
. . . This is the traditional experiment of Santa Luzia. On December 12, at 242
nightfall, he sets out six lumps of salt in a row, where they will be exposed 243
to the action of the dew; they represent, respectively, from left to right, the 244
six coming months, from January to June. At daybreak the next morning, he 245
observes them. If they are intact, it presages drought; if the first has dissolved 246
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somewhat, has been transformed into a soggy mass, he is certain of rain in247
January; if this happens to the second, it will rain in February; if it happens248
to the majority of the lumps, the winter1will be a kindly disposed one.249
This experiment is a most interesting one. Despite the stigma of superstition250
which attaches to it, it has a positive basis and is acceptable when on stops251
to consider that from it may be gathered the greater or less amount of vapor-252
ized moisture in the air and, by deduction, the greater or less probability of253
barometric depression capable of bringing rain.254
This was written over 100 years ago, and it is only the language that gives its255
age away, not the content. Have we really advanced that much? Graziers and small-256
holder farmers in the Nordeste region of Brazil are still suffering from droughts257
and are hoping for divine intervention while the scientific debate about causes and258
predictability of droughts continues (Moura and Shukla, 1981; Ward and Folland,259
1991; Kane, 1997; Folland et al., 2000).260
3.1. CLIMATE VARIES AT A RANGE OF SCALES261
Research and experience over recent decades has shown that the El Nin˜o–Southern262
Oscillation phenomenon (ENSO) plays a critical role in partially explaining rainfall263
variability in many countries, particularly in the tropics and sub-tropics. However,264
ENSO is not the only source of rainfall variability. Australia is particularly strongly265
impacted by ENSO and we will use this region as a case study for many of the266
arguments presented here.267
In addition to ENSO and an inherently unpredictable chaotic component there268
are a range of other climate phenomena varying at a wide range of time scales269
that determine what manifests itself as ‘climate variability’. Much of the current270
research concentrates on the development of credible global circulation models271
(GCM), with the expectation that the emerging dynamics of all these interacting272
phenomena, including CC, can be captured adequately. In Australia, effort is being273
directed towards investigating high-frequency phenomena such as the Madden-274
Julian Oscillation (MJO, also known as the intra-seasonal oscillation or ‘ISO’), to275
ENSO-related information (e.g., SOI- or SST-based forecasting systems) and to276
low-frequency phenomena such as decadal and multi-decadal climate variability277
and CC (Table I).278
At the highest frequency, the MJO involves variations in wind, sea surface tem-279
perature, cloudiness and rainfall that occur regularly every 30–50 days. Although280
the MJO is a tropical phenomenon (Wheeler and Hendon, 2002), it can, via telecon-281
nections, influence rain events over large parts of Australia, India and the Maritime282
Continent. The MJO consists of cloud clusters that originate in the Indian Ocean283
and move eastward with speeds of 5–10 m s−1. The MJO particularly affects the284
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TABLE I
Known climatic phenomena and their return intervals (frequency, in years) that contribute to rainfall
variability in Australia
Name and/or type of Frequency
climate phenomena Reference (approximate, in years)
Madden-Julian oscillation,
intra-seasonal (MJO or ISO)
Madden and Julian (1972) 0.1–0.2
SOI phases based on El
Nin˜o–Southern oscillation
(ENSO), seasonal to
inter-annual
Stone et al. (1996) 0.5–7
Quasi-biennial oscillation (QBO) Lindesay (1988) 1–2
Antarctic circumpolar wave
(ACW), inter-annual
White (2000b) 3–5
Latitude of sub-tropical ridge,
inter-annual to decadal
Pittock (1975) 10–11
Inter-decadal pacific oscillation
(IPO) or decadal pacific
oscillation (DPO)
Zhang et al. (1997);
Power et al. (1999);
Tourre and Kushnir
(1999); Mantua et al.
(1997); Allan (2000)
13+
13–18
Multi-decadal rainfall variability Allan (2000) 18–39
Interhemispheric thermal
contrast (secular climate
signal)
Folland et al. (1998) 50–80
Climate change (CC) Timmermann et al.
(1999); Kumar et al.
(1999)
???
intensity and break periods of the Australian and Indian monsoons and also interacts 285
with ENSO. Although there is no operational forecast system based on the MJO as 286
yet, many farmers in northeastern Australia routinely follow the passage of the MJO. 287
ENSO is a quasi-periodic, inter-annual variation in global atmospheric and 288
oceanic circulation patterns that causes local, seasonal rainfall to vary at many 289
locations throughout the world. It is the best researched of all these phenomena and 290
has attracted considerable media attention over the last decade. 291
The physical causes of lower-frequency rainfall fluctuations are still being inves- 292
tigated, but our understanding of these processes is steadily increasing (Power et al., 293
1999; Allan, 2000; White, 2000b). It appears that most of these low-frequency phe- 294
nomena result in modifications of ENSO-related variability (Kleeman and Power, 295
2000; Meehl et al., 2001). Predictability of low-frequency variability is still ques- 296
tionable and the possibility of stochastic resonance (i.e., the phenomenon whereby 297
noise amplifies the effect a weak signal has on its surroundings) cannot be dismissed 298
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(Ganopolski and Rahmstorf, 2002). However, teleconnections of ENSO with rain-299
fall patterns are clearly affected at these decadal to multi-decadal time scales (e.g.,300
Australia: Power et al., 1999; USA: Hu and Feng, 2001).301
Although anthropogenically induced CC does not oscillate, it needs to be in-302
cluded in this list because it (a) interacts with the ‘oscillating’ phenomena of CV303
and has a tendency to increase the amount of CV we already experience (Kumar304
et al., 1999; Timmermann et al., 1999; Salinger et al., 2000) and (b) potential man-305
agement response to CC – and the tools to quantify them – do not fundamentally306
differ from responses to low-frequency climate variability (Howden et al., 1999,307
2001, 2003).308
Although Table I lists the most important known phenomena influencing Aus-309
tralia, it is by no means complete. Further, we do not wish to imply that all of310
these phenomena might be – even theoretically – predictable (e.g., see the criti-311
cal note by Storch and Zwiers, 1999, on the danger of ‘identifying’ periodicity in312
stochastical time series). Table I is an example of phenomena currently featured313
in scientific debate and we acknowledge the difficulties of clearly distinguishing314
between some of these phenomena. Further, other parts of the globe are affected dif-315
ferently and for the northern hemisphere, for instance, the North Atlantic Oscillation316
(NAO) is one of the most important contributor to inter-annual CV (Salinger et al.,317
2000).318
Table I only considers time scales that are relevant from an agricultural man-319
agement perspective and thus ignores known fluctuations at the scale of centuries320
and beyond (e.g., Dansgaard-Oeschger events at 1500 years, or multiples thereof,321
Milankovitch forcing fluctuations or ice ages at time scales of more than 100,000322
years).323
The enhanced scientific understanding of the causes and consequences of rainfall324
variability at a range of time scales and our increasing ability to predict some325
of these cycles has made ‘managing for climate variability’ an important feature326
of Australian farming system. Similar developments can be observed elsewhere327
(Meinke et al., 2001).328
3.2. THE ROLE OF SIMULATION MODELLING IN AGRICULTURAL329
SYSTEMS MANAGEMENT330
All major agricultural decisions are made under uncertainty caused by variability in331
some of the key parameters (e.g., economic conditions, physical environment and332
many more). Decision makers need to be cognisant of the time scales that determine333
this variability and the possible consequences of such variability for their business.334
By providing new, quantitative information about the environment within which335
they operate and about the likely outcome of alternative management options, this336
uncertainty can be reduced (Byerlee and Anderson, 1982). Computer simulations337
can provide such information and are particularly useful to quantitatively com-338
pare alternative management options in areas where seasonal CV is high, such as339
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Australia, Southeast Asia, Africa, parts of the US and South America (Meinke et al., 340
2001; Gadgil et al., 2002; Hansen, 2002; Jones et al., 2000) Jagtap et al., 2002). 341
In developed countries, economic outcomes are important, but decisions are 342
also based on many other factors such as environmental consequences (on- and 343
off-farm), weed and disease impact, lifestyle and the existing policy framework. At 344
the farm level, most management decisions have to fit within a whole farm strategic 345
plan such that many decisions are planned months ahead and their consequences 346
seen months afterwards. This requirement for a certain lead-time between deciding 347
on a course of action and realising its results is a characteristic of managing cropping 348
and grazing systems (Carberry et al., 2000; Carter et al., 2000). Pannell et al. (2000) 349
stressed the importance of getting the big decisions right, such as land purchase, 350
machinery investment and resource improvement. They pointed out that farmers are 351
usually better off, if they solve the whole problem roughly, rather than to attempt 352
to solve part of the problem extremely well. Or, as one of our colleagues puts 353
it: it is better to be roughly right than precisely wrong (P.T. Hayman, personal 354
communication). This reinforces the importance to consider CV and CC across the 355
spectrum of temporal scales. 356
Decisions that could benefit from targeted forecasts are also made at a range 357
of temporal and spatial scales. These range from tactical decisions regarding the 358
scheduling of planting or harvest operations to policy decisions regarding land use 359
allocation (e.g., grazing systems versus cropping systems). Table II gives a few 360
examples of these types of decisions at similar time scales to those seen in climatic 361
patterns as presented in Table I. 362
In water-limited environments such as the semi-arid tropics and sub-tropics, 363
rainfall variability represents the predominant force determining production vari- 364
ability and environmental risk. However, factors such as starting soil moisture, 365
soil type, soil fertility, temperature, planting dates, rainfall intensity and timeliness 366
TABLE II
Agricultural decisions at a range of temporal and spatial scales that could benefit from targeted
climate forecasts
Example of decision types Frequency (years)
Logistics (e.g., scheduling of planting/harvest operations) Intra-seasonal (<0.2)
Tactical crop management (e.g., fertiliser/pesticide use) Intra-seasonal (0.2–0.5)
Crop type (e.g., wheat or chickpeas) or herd management Seasonal (0.5–1.0)
Crop sequence (e.g., long or short fallows) or stocking rates Inter-annual (0.5–2.0)
Crop rotations (e.g., winter or summer crops) Annual/bi-annual (1–2)
Crop industry (e.g., grain or cotton; native or improved pastures) Decadal (∼10)
Agricultural industry (e.g., crops or pastures) Inter-decadal (10–20)
Landuse (e.g., agriculture or natural systems) Multi-decadal (>20)
Landuse and adaptation of current systems Climate change
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of rainfall also strongly influence the final outcomes. Although rainfall and plant367
growth are strongly correlated, consequences of rainfall variability will differ from368
season to season due to these other influences on growth. In livestock systems, these369
factors not only have an impact on fodder growth and availability, but also on the370
animals themselves, further complicating the situation. Simulation models can inte-371
grate all these effects in a physiologically meaningful way. Sivakumar et al. (2000)372
stressed that the development of sustainable food production strategies requires a373
more complete understanding of the ecosystem and the inter-relationships between374
crops, trees and livestock. We suggest adding ‘management’ to this list of interact-375
ing elements and propose that simulation modelling is the only tool available that376
allows easy quantification of these inter-relationships in probabilistic terms.377
Further, analysing agricultural systems and their alternative management options378
experimentally and in real time is generally not feasible because of the length of379
time and amount of resources required. Well-tested simulation approaches offer a380
time and cost-efficient alternative to experimentation on the physical system and381
results can be obtained in hours or days rather than years or decades. This provides382
the capacity to assess a large number of combinations. Today simulation analyses383
have become a legitimate means of evaluating policy and resource management384
issues (e.g., Nelson et al., 1998; Howden et al., 1999; Meinke et al., 2001), but385
they also provide valuable information for on-farm decision-making (Meinke and386
Hochman, 2000; Gadgil et al., 2002; Nelson et al., 2002; Podesta´ et al., 2002).387
This is strongly endorsed by Sivakumar et al. (2000) who identified agricultural388
modelling as a priority to address sustainable agricultural development in the 21st389
century.390
Traditionally scientists have used simulation models as ‘knowledge deposito-391
ries’ in order to describe an area of interest. Once models became available, interest392
quickly shifted from curiosity about the underlying principles to using models in a393
predictive capacity (e.g., to develop scenarios or as a decision support tool) or in394
an explanatory capacity to investigate interactions between processes usually only395
studied in isolation. This diverse use of models has started a debate about the ap-396
propriate way of mathematically describing biological relationships, and the level397
of detail needed for a ‘good’ model. Arguments about the ‘right’ way of modelling398
have largely concentrated on the level of empiricism acceptable when representing399
biological, chemical and physical processes. This debate has not been very help-400
ful, since it has been conducted by groups interested in using models for different401
purposes, namely to either explain how a system operates or to predict the system’s402
behaviour. The former objective requires detailed descriptions of the underlying403
physiological processes and parameters values that are often difficult, if not impos-404
sible, to obtain experimentally. This parameter uncertainty results in low predictive405
ability. On the other hand, models that are build explicitly to predict management406
responses often use phenomenological description of groups of processes with eas-407
ily derived parameter values but fewer process details (Meinke, 1996). Some of408
the emerging challenges relating to genetic research and the establishment of gene409
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functions (G) and their interactions with environment (E) and management (M) 410
(G × E × M) require a more balanced emphasis on both attributes and might show 411
a way forward (Hammer et al., 2002). 412
Biological as well as climate models are useful because they reduce the com- 413
plexity of the real system to a level that allows us to predict the consequences of 414
manipulating the system. They also allow scientists to test whether the systems 415
approach adequately describes the system they are dealing with. The amount of 416
process detail contained within a model must match its intended application. How- 417
ever, care needs to be taken whenever the level of process detail is reduced that 418
this simplification is based on a sound understanding of the underlying processes. 419
To reduce number and uncertainty of parameters in simulating biological systems, 420
a process-based approach can be replaced by a phenomenological description of 421
that process without sacrificing scientific principles. This requires that (a) the pro- 422
cess is already understood at the more basic level and (b) the phenomenological 423
description is general across a wide range of conditions and of low complexity 424
with easily derived parameter values. This will increase the predictive ability of the 425
model and may eventually lead to a more advanced, formal framework for deal- 426
ing with holistic concepts and emergent systems properties (Gell-Mann, 1995). In 427
situations where multiple hypotheses are possible, one can discriminate amongst 428
them based on their plausibility (Peng and Reggia, 1990). This plausibility is given 429
by the parsimony principle, or Occam’s razor, whereby the most plausible expla- 430
nation is that which contains the simplest ideas and least number of assumptions 431
(Davies, 1990). 432
Biological models can never be completely validated. At best, we can present 433
case studies and examples of the models’ performance and argue that this is suf- 434
ficient evidence to use model output for decision-making. To illustrate this point, 435
consider the following example: 436
As part of a research project we tested the APSIM-Wheat model (Keating et al., 437
2002) on data from 100 plant breeding experiments across 23 experimental sites and 438
several years. We deemed the model’s performance adequate (R2 = 0.6) to charac- 439
terise the environmental component of G × E interactions (Figure 1a, unpublished 440
data, Cooper, personal communication; Chapman et al., 2000a). These experiments 441
were not specifically conducted for model testing and while some information re- 442
garding soil type, soil water and nutrient status were available, the experimental 443
data set still contained a considerable amount of parameter uncertainty. Using data 444
from a long-term soil fertility trial (Strong et al., 1996), where all the necessary 445
input parameters and starting conditions were measured and available, a R2 value of 446
0.8 was obtained (Figure 1b). Clearly, measured and simulated data were in better 447
agreement when the input parameter uncertainty was reduced. However, the same 448
data set also highlighted the deficiencies of using R2 values as an indicator of model 449
performance (Oreskes et al., 1994): When only a sub-set (i.e., data from 1 dry year) 450
were used for testing, the R2 was zero (Figure 1c), in spite of the models obvious 451
ability to capture the climate related year-to-year variation in yield (Figure 1b). 452
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Figure 1. Performance of APSIM-wheat against yield data from (a) 100 plant breeding experiments
from 23 locations over several seasons (R2 = 0.6); (b) experimental results from soil fertility studies
at a single site in Queensland over 8 years, 5 N levels and 2 surface management regimes (R2 = 0.8)
and (c) results from (b) in a dry year (R2 = 0; data presented are included in (b), see arrow).
Obvious ‘over-predictions’ at high yield levels (>4000 kg ha−1) are generally the453
result of biotic stresses (i.e., pests and diseases) that are not accounted for by the454
model (Figure 1b).455
The example shows that the validity of a biological model does not depend on a456
correlation coefficient (or any other, single-value performance measure) but rather457
on whether the inevitable difference between predicted and observed values are ac-458
ceptable for the decision maker. This is analogous to Murphy (1994) and Potgieter459
et al. (2003), who found that there is no single statistical measure to determine ‘fore-460
cast skill’ adequately (see Section 4.4). Model performance does not only depend461
on scientific and technical aspects of the model, but also on the user’s experience462
and skill. The development of high-performance agricultural simulation platforms463
such as DSSAT (Jones et al., 1998), CropSyst (Sto¨ckle et al., 2003) or APSIM464
(Keating et al., 2002) is costly and time-consuming. Due to modern user interfaces465
these modelling platforms are easy to use and it is therefore tempting to assume that466
the conduct of agricultural simulation analyses is a low-cost and straightforward467
exercise. Nothing could be further from the truth. All models require a substan-468
tial learning curve for individual users, before they can be applied appropriately.469
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Unfortunately, we encounter evidence of inappropriate model use far too frequently, 470
which highlights the need for substantial and adequate user training. Further, many 471
climate applications do not rely on straightforward simulations, but require modi- 472
fications to the model that can only be implemented by highly skilled staff who are 473
intimately familiar with the development pathway of the model in question. 474
Very similar issues arise in relation to General Circulation Models (GCMs). 475
It is understandable why the most rigorous and successful climate applications 476
are usually achieved by cross-disciplinary teams containing experts from each of 477
the key scientific areas using mature simulation platforms. We should not expect 478
agronomists to develop and run GCMs, nor should we expect climate scientists 479
to become experts in biological model development and applications (there are, 480
however, some rare, but notable exceptions!). Not only must the degree of detail 481
considered in a model be congruent with the intended application, we must also 482
ensure that the level of attention given to the climatic component of an application 483
is of similar resolution and quality as the effort that goes into the agricultural 484
modelling. Unfortunately, donors and funding bodies frequently fail to recognise 485
the importance of such balance and generally provide support for either one or the 486
other, very rarely for both. 487
3.3. OPERATIONAL ASPECTS – CLIMATE FORECASTS, AGRICULTURAL 488
MODELS AND PROBABILITIES 489
There is an emerging consensus amongst many climate scientists that statistical 490
forecasting methods are approaching their limits of predictability. Hence, there is 491
increased emphasis on the development and application of dynamic climate models 492
(GCMs and regional climate models – RCMs). Connecting GCMs with agricul- 493
tural simulation models is a potentially powerful approach for climate applications. 494
However, the two methods are difficult to connect and the most successful climate 495
applications to-date still rely on statistical climate forecasting approaches, rather 496
than on dynamic climate modelling. Generally, biological models require daily 497
point scale weather data as input (see Hoogenboom, 2000, for a more detailed dis- 498
cussion on these issues). Often, GCM’s suffer from an inability to provide skilful 499
predictability at the type of resolution needed for input into biological models. 500
Chaos plays a large role in climate systems and the atmosphere frequently acts 501
like a random number generator. This means that deterministic statements can- 502
not justifiably be made. Scientists have a responsibility to communicate their de- 503
gree of ignorance, as well as their knowledge. Only if uncertainties are clearly 504
quantified can improved risk management practices be developed. Murphy (1993) 505
discussed the need for uncertainties inherent in judgements to be properly re- 506
flected in forecasts. He stated that the widespread practice of ignoring uncertainties 507
when formulating and communicating forecasts represents an extreme form of 508
inconsistency and generally results in the largest possible reductions in quality 509
and value. Most public institutions, and an increasing number of private service 510
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providers, now acknowledge the necessity to communicate the known level of un-511
certainty via probabilistic statements. In part, this trend has been accelerated by512
the increasing awareness of potential liability (corporate risk) that organisations513
expose themselves through the provision of inadequate or misleading advice, be it514
real or perceived (Meinke et al., 2003).515
Probabilistic forecasts are more valuable than deterministic forecasts (Moss516
and Schneider, 2000). This holds true even for events that are, by definition, rare517
(e.g., extreme events, such as a one-in-60-year flood) and hence have considerable518
uncertainty associated with them. The likely future introduction of predictions519
based on output from GCMs may allow more versatility in climate prediction than520
is currently the case, including better opportunities to predict extremes. Palmer521
and Ra¨tsa¨nen (2002) have quantified the additional value of probabilistic forecasts522
over a single, deterministic projection in their study of greenhouse scenarios and523
found that the economic value of probabilistic forecasts was significantly greater524
and never less than for the deterministic case.525
3.3.1. Analogue Year Approach526
Historical climate records can be partitioned into ‘year- or season-types’ based527
on concurrently prevailing ocean and atmospheric conditions (i.e., SOI and/or SST528
anomalies), resulting in ‘SOI phases’ (Stone et al., 1996) or ENSO phases (Messina529
et al., 1999; Phillips et al., 1999). Such categorisation must be based on an under-530
standing of ocean–atmosphere dynamics and good statistical procedures to parti-531
tion the data successfully. Current conditions can then be assigned to a particular532
category and compared to other categories in order to assess the probabilistic per-533
formance of the biological system in question (e.g., Meinke and Hochman, 2000;534
Podesta´ et al., 2002). This is an easy and convenient way of connecting climate fore-535
casts with biological models, because it only requires historical weather records.536
The method has been used extensively throughout the world and provided valuable537
information for many decision makers (Meinke and Stone, 1992; Messina et al.,538
1999; Hammer et al., 2000; Nelson et al., 2002; Podesta´ et al., 2002). The SOI539
phase system has become the dominant scheme used in Australia and neighbour-540
ing countries while ENSO phases are often used in the Americas. However, both541
schemes are globally applicable. Hill et al. (2000) compared the value of the SOI542
phases versus the broader ENSO phases for Canadian and US wheat producers and543
found that in this particular case the SOI phases generally provided more valuable544
information than ENSO phases. However, the authors stressed that in some regions545
neither method had any value for their specific application and that forecasts need546
to be targeted to industries and regions.547
3.3.2. GCMs and RCMs548
Statistical approaches have considerable limitations and it is expected that dynamic549
climate modelling will provide much improved forecast skill in the near future. This550
will require appropriate solutions to solve the ‘connectivity problem’ we addressed551
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earlier. Ways must be found to convert large, grid point GCM output into something 552
akin to point scale daily weather station data. The use of higher resolution regional 553
climate models initialised from GCM data is considered an alternative option, but 554
statistical properties of these data usually differ considerably from the observed 555
historical climate records, requiring further manipulation. Another approach may 556
be to apply a statistical clustering process to GCM forecast output (hindcasts) 557
in order to derive analogue years or seasons suitable for input into agricultural 558
simulation models, as described above (Stone et al., 2000b). Alternatively, GCM 559
output can be used to establish climate trends, with these trends then used to modify 560
historical climate records for use with biological models. This approach is often 561
taken when the impact of CC on agricultural systems is to be assessed (e.g., Reyenga 562
et al., 1999; Howden et al., 2001). Hoogenboom (2000) also draws attention to the 563
different scales implicit in GCMs and biological models. There are a number of 564
promising approaches to using other forms and formats of forecasts with crop 565
models, but they have not yet been widely tested. This issue is a high priority for 566
most agricultural scientists using crop simulation for forecast applications (Jim 567
Hansen, personal communication). 568
3.4. ‘QUALITY’ VS. ‘VALUE’ OF A FORECAST 569
Murphy (1993) argued that a good forecast requires three different attributes, 570
namely consistency (correspondence between forecasts and judgments), quality 571
(correspondence between forecasts and observations, often also referred to as 572
‘skill’) and value (the incremental benefits of forecasts to users). He further stated 573
that this quality/value relationship is fundamentally non-linear. Some fundamental 574
‘skill’ and ‘skill testing’ is required before any forecast or prediction scheme can 575
be applied. Most of the skill-testing procedures originated from testing weather 576
forecasting skill and are relatively transparent when dealing with deterministic 577
prediction schemes. However, matters get more complex when probabilistic ap- 578
proaches need to be tested in climate-forecasting systems. Murphy (1994) and 579
Potgieter et al. (2003) clearly showed that in order to measure the skill of prob- 580
abilistic forecasting scheme, any skill-scoring system must at least measure the 581
two basic components of the system, namely (a) the shift in the forecast mean and 582
median from the reference distribution, as well as (b) the change in the dispersion 583
of forecast versus the reference distribution. Based on case studies of forecasts of 584
regional wheat and sugar yields, they concluded that no single skill-scoring scheme 585
tested was able to measure both attributes well and consequently there is no single 586
statistical procedure available that measures ‘skill’ adequately. 587
This must be taken into account when developing internationally acceptable ver- 588
ification schemes for climate forecasts. We stress that verification of climate forecast 589
output remains a fundamental requirement for both users and climate scientists in 590
order to gain an assessment of real ‘forecast’ skill as opposed to historical ‘hindcast’ 591
skill (Murphy, 1993; Elsner and Schmertmann, 1994; Nicholls, 2000). 592
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A further concern is the issue of ‘artificial skill’, which arises particularly593
when a multitude of possible, statistical forecasting schemes can be employed594
and a number of ‘best’ performing schemes are selected on the basis of some test595
statistics, rather than first principles. This issue is complex and goes beyond the596
realm of this paper. However, we feel that we must at least flag it as a problem that597
needs to be addressed as an increasing number of potential forecasting schemes598
are promoted around the world.599
The users/client perspective of forecast quality often differs considerably from600
that of mathematicians or statisticians. One of the most common problems leading601
to considerable confusion is the failure to differentiate between the quality of a602
forecast and its value or impact (Murphy, 1993). Climate information only has603
value when there is a clearly defined benefit, once the content of the information604
is applied. In other words: the information must lead to a changed decision, which605
must ultimately result in an improved outcome (Hammer et al., 1996, 2000; Weiss606
et al., 2000). Hence, a forecast can be extremely skilful, but still have no value607
whatsoever. Conversely, even a rather moderate forecast skill can translate into608
high value and impact under the right circumstances and if applied appropriately.609
Demonstrating the effect of climate variability is often confused with either the610
real or potential impact of a forecast. Effective applications of climate forecasts611
(impact, I) depend on the quality of the forecast (Q), timing and mode of forecast612
delivery (communication, C) and its suitability for influencing specific decisions (S).613
I = δ ∗ f (αQ, βC, χS)
Coefficients α, β, χ and δ will vary and depend on individual circumstances (range:614
0–1). Hence, the impact of a forecast is maximised when all coefficients approach615
unity. This, however, is unlikely to be ever achieved, because each coefficient is the616
product of sub-components whereby α is, amongst others, a function of a shift in617
the distribution’s mean and the dispersion compared to the reference distribution618
(usually the ‘no-skill’ scenario; Potgieter et al., 2003), β depends on timing, mode619
of delivery of the forecast and background knowledge of the user, χ describes620
the relative relevance of the forecast for a specific decision that could be altered621
based on the information provided by the forecasting scheme and δ measures the622
importance of the forecast quantity for the overall systems performance. This, of623
course, implies that even low values of α can result in high impact (or value),624
providing the other parameters have high values. Conversely, even a α-value of625
unity can result in little or no impact (or value) of the forecast.626
3.5. TARGETED FORECASTING AND PARTICIPATORY APPROACHES627
Unless a forecast has ‘relevance’, i.e., it addresses issues in a way that will positively628
influence decision-making, the forecast will remain without impact (Hammer, 2000;629
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Hansen, 2002). Perception, rather than facts, often influence such relevance. Podesta´ 630
et al. (2002), in their case study of farmers in Argentina, found an apparent reluc- 631
tance to use forecasts because the temporal and spatial resolution of the forecasts 632
was perceived as not relevant to local conditions, indicating that the desired reso- 633
lution of forecasts is not necessarily consistent with the outlooks that are produced 634
(Buizer et al., 2000). Such issues of perception, whether they are correct or not, must 635
be taken into account in order to improve the relevance (and hence the adoption) 636
of forecasts. 637
Management decisions based on knowledge of future climatic conditions will 638
have positive outcomes in some years and negative outcomes in others. Ideally, this 639
should not be regarded as either a ‘win’ or a ‘failure’ of the strategy employed, since 640
each season only represents one sample from a not very well-defined distribution 641
of possible outcomes. To assess the true value of such probabilistic information 642
requires comparison of results in each season against outcomes that would have 643
been achieved in the absence of such information. 644
Development of appropriate management systems that are able to withstand un- 645
desired outcomes associated with the low-probability event remains a considerable 646
challenge. 647
Decision-making in agriculture happens at many levels and involves a wide 648
range of possible users. To provide these clients with the most appropriate tools for 649
decision-making requires a clear focus on their specific requirements and needs. 650
This is an important component of an effective systems approach that ensures the 651
on-going connections between decision makers, advisors and scientists (Hammer, 652
2000). The importance of such participatory research approaches is now widely 653
acknowledged (e.g., Meinke et al., 2001; Gadgil et al., 2002; Jagtap et al., 2002). 654
Although farmers are one obvious client group they are not necessarily the ones 655
most responsive to a forecast. This responsiveness depends very much on the socio- 656
economic and political circumstances, local infrastructure and the agricultural sys- 657
tem in question. To clearly identify clients and their decision points, it is help- 658
ful to classify them according to geographic scale and information needs. Such 659
a conceptual framework assists in identifying the information needs of decision 660
makers, it also assists in selecting the most appropriate and efficient tools to use 661
(Hammer, 2000). Modelling approaches are frequently the tools of choice, but the 662
type of model required will differ depending on geographic scale, required inputs 663
and information needs. 664
Some specific Australian examples of the beneficial use of forecasting in 665
decision-making across the temporal scales are: 666
1. cotton growers in Queensland, many of whom are now scheduling the timing 667
of their cotton harvests based on the expected passing of the next MJO; 668
2. farmers in northeastern Australia who use ENSO-based information to tailor 669
their rotations and crop management based on local conditions at the time and 670
rainfall probabilities for the coming months (Meinke and Hochman, 2000); 671
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3. sugar growers and millers in north Queensland who use targeted climate672
forecasts in management decisions involving harvest strategies, planting de-673
cisions, and mill throughput operations (Everingham et al., 2002);674
4. bulk handling and marketing agencies, which require accurate regional675
commodity forecasts to assist them in storage and transport logistics and676
export sales well before harvest (Hammer et al., 2000; Potgieter et al.,677
2002);678
5. government agencies, which require objective assessments of the effect and679
severity of climate variability on production (e.g., Keating and Meinke,680
1998); and681
6. policy makers, who require impact assessments of greenhouse scenarios for682
input into international treaty negotiations (e.g., Howden et al., 2001).683
3.6. FARMER DECISIONS684
Hammer (2000) demonstrated the basis for effective application and valuing of685
seasonal climate forecasting using a simple example of tactical management of686
row configuration in a cotton crop grown in Queensland, Australia. He asked: Is687
it possible to improve profitability by tactically manipulating row configuration688
in dryland cotton in response to a seasonal climate forecast? Using a simulation689
approach and 100 years of historical rainfall data, he determined the most profitable690
option for row configuration (solid, single skip or double skip) for either all years691
or those years associated with each SOI phase prior to sowing. The ‘all-years’ case692
relates to the situation where no notice is taken of the forecast each year. In this693
case (fixed management), the most profitable option over the 100-year period was694
to employ the solid row configuration every year. The other case takes account of695
the SOI-based forecast at the time of sowing. The analysis showed that with some696
forecast types it was more profitable on average to adopt either single or double697
skip row configurations (responsive management). To examine the value and risks698
over all years associated with adopting responsive management, he then calculated699
the gross margin difference for each year between the responsive (tactical) and700
non-responsive (fixed) management options.701
On average, the tactical management approaches increased gross margins (prof-702
its) by 6% (11%). However, there were a number of specific years in which re-703
sponsive management was inferior. Understanding this point about outcome risk is704
critical in effective applications of climate forecasting. While a significant advan-705
tage will often result over a period of years (as in this simple example), there can706
be no guarantees that this will occur in any particular year and in fact the decision707
maker will sometimes be worse off. This process is described as ‘prototyping’ de-708
cision rules that are relevant to the decision maker and generates collective learning709
(Hammer, 2000). Although the modelled predictions do not cover all aspects of710
the system involved, they behave essentially as ‘discussion’ support systems in711
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dealing with the complexities and risks associated with some decisions (Nelson 712
et al., 2002). 713
This simple example demonstrates how the value associated with knowledge 714
of shifts in rainfall probabilities can be determined for production management. 715
The balance of probabilities dictates that users of this information will be better off 716
in the long term. However, it does not eliminate production risks associated with 717
a tactical response to a forecast nor does it eliminate the need for a producer to 718
make a decision. The analysis does not provide a rule for best row configuration 719
management in cotton. Such rules can only be developed by taking account of the 720
very specific physical and economic circumstances of a specific enterprise; it must 721
also account of current production costs, commodity prices and soil condition. 722
Recent studies with selected farm managers in Queensland, Australia, indicate 723
that by using climate information in conjunction with systems analyses producers 724
can become less reliant on climate forecasts. By identifying decisions that positively 725
influence the overall farm operation in either economic or environmental terms, 726
these producers have gained a better understanding of the system’s vulnerability 727
and started to ‘climate proof’ their operations. Examples for actions taken when a 728
forecast is for ‘likely to be drier than normal’ are: maximising no-till area (water 729
conservation), applying nitrogen fertiliser early to allow planting on stored soil 730
moisture at the most appropriate time; planting most wheat later than normal to 731
reduce frost risk. In seasons that are likely to be wetter than normal, management 732
options include: sowing wheat earlier; applying nitrogen to a wheat cover crop 733
grown on a dry profile after cotton (normally not expected to produce a harvestable 734
yield) and applying fungicides to wheat crops to minimise leaf diseases (Meinke 735
and Hochman, 2000). 736
3.7. MARKETING DECISIONS 737
Based on SOI phases (Stone et al., 1996) and a regional (shire-based) wheat model 738
(Stephens, 1998), Hammer et al. (2001) developed a regional commodity forecast- 739
ing system. It allows the examination of the likelihood of exceeding the long-term 740
median shire yield associated with different season types from the beginning of 741
the cropping season. This system is now run operationally for Queensland, Aus- 742
tralia, by updating the projection each month based on the actual rainfall to date 743
and any change in the SOI phase from month to month. Although there appear 744
to be commercial applications, this system was primarily designed to inform the 745
Queensland Government of any areas that might be more likely to experience poor 746
crops in any year. This information provides an alert for exceptional circumstances 747
issues associated with potential drought in the same manner described for pasture 748
systems in Queensland by Carter et al. (2000). Anecdotal information received from 749
marketing agencies based on their experience with the 2000 regional wheat outlook 750
showed that seasonal crop forecasting can be beneficial for their decision-making 751
processes when it is used in addition to their current approaches. Possible decisions 752
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to be taken when the outlook is for ‘likely to be drier (wetter) than normal’ are,753
for instance, forward buying (selling) of grain or shifting of resources from good754
yielding areas to poor yielding areas. Obvious links that exist between production755
volume and price need to be taken into account (Stone and Meinke, 1999; Jagtap756
et al., 2002).757
Potgieter et al. (2002) used this regional model to investigate the relationship758
between spatial and temporal patterns of Australian wheat yields with ENSO. They759
found that the SOI phase system showed significant skill in discriminating among760
most wheat year types. ‘Skill’ in this instance refers to both hindcast and forecast761
skill using established numerical techniques. Together with the findings by Hill et al.762
(2000), this shows the global applicability of the SOI phase system for commodity763
forecasting. Results by Potgieter et al. (2002) are also consistent with findings at764
the field and farm scale (Hammer, 2000). However, they concluded that there is765
potential for considerable improvement in predictive ability and stated that it may766
be possible to identify climate system or ocean–atmosphere features that may be767
causal and would be most useful in improved predictive schemas [sic].768
3.8. POLICY DECISIONS769
For the seasonal to inter-seasonal time scale, Keating and Meinke (1998), Stephens770
(1998), and Hammer et al. (2000) have shown how point-source and regionally771
based production models can be used to quantify exceptional circumstances and772
drought impacts. Howden et al. (1999) gave an example of the value of model appli-773
cations to guide policy decisions for global warming scenarios. They investigated774
key adaptation options for wheat such as choice of cultivars and sowing windows775
and found significant regional differences for 10 sites throughout the Australian776
wheat belt. Specifically, they found likely impacts not only on production but also777
on grain quality characteristics such as protein content. Their findings imply that778
nitrogen fertilisation rates need to be increased in future if current grain quality779
levels are to be maintained.780
Using the same modelling approach, Reyenga et al. (2001) found that by 2100781
changes in temperature, CO2 levels and rainfall patterns could lead to a movement782
of the ‘cropping frontier’ in eastern Australia by about 100 km to the west. Such783
studies are likely to influence future land use policy decisions.784
Phillips et al. (2002) found for Zimbabwe that seasonal climate forecasting tends785
to increase production volatility. They suggested that in future appropriate market786
or policy interventions may need to accompany information targeted at farmers in787
order to increase societal benefits from the forecast. Meinke et al. (2001) pointed out788
that while there are many case study examples of simulation approaches that could789
inform the policy process this is rarely achieved and the challenge remains to actu-790
ally integrate such approaches into policy frameworks that result in improvements.791
There are many examples how climate knowledge can influence policy setting.792
However, to ensure that actions by resource managers and policies are ‘in tune’ will793
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require a more coherent approach that allows to simultaneously influence policy 794
and risk management decisions based on common data sources and tools. 795
4. The Bigger Picture: Applying Climate Forecasts Across the Value Chain 796
To be useful and valuable, climate forecasting must not only individually address 797
relevant problems at farm or policy level, but be flexible enough to take a whole 798
value chain perspective to ensure that benefits achieved at one level are not undone 799
at the next (IRI, 2000). 800
An example of this approach is in a current investigation of the value of seasonal 801
climate forecasting for the Australian sugar industry (Everingham et al., 2002). Aus- 802
tralian sugarcane industries go across an integrated value chain comprising cane 803
growing, harvesting, transport, milling, marketing and shipping. Sugarcane indus- 804
tries worldwide are exposed to uncertain variable climatic conditions, which have 805
large impacts across all industry sectors. It is believed seasonal climate forecast 806
systems offer the potential for improved risk management and decision-making 807
across all these sectors, leading to enhanced profitability and international compet- 808
itiveness. 809
Such a ‘whole value chain approach’ can: 810
• identify, in partnership with all relevant sectors of that industry, the key deci- 811
sions influencing sustainability and profitability that are impacted by climate; 812
• identify the key vulnerabilities within the value chain related to CV and CC; 813
• develop the necessary and appropriate databases of climate and industry sector 814
performance; 815
• establish the role of climate forecast systems for different geographical regions 816
and key industry decisions; 817
• assess the benefits and costs of tactical decision-making based on climate 818
forecasting across all the different components of the sugar industry value 819
chain; and 820
• effectively facilitate the appropriate implementation and delivery of climate 821
systems for enhanced risk management and decision-making (Everingham 822
et al., 2002). 823
The application of the above approach is provided for those decisions relating to 824
yield forecasting, harvest management, and the use of irrigation. There are key 825
lessons to be learnt from this approach that can be considered generic in terms of 826
preparedness for all agricultural industries. These include 827
• the absolute need for a participative R&D approach with stakeholders, 828
• the need to consider the whole industry value chain, 829
• the need for climate forecast systems with appropriate skill and underlying 830
mechanistic foundation appropriate to different regions and different decisions 831
(Stone et al., 2000b; Everingham et al., 2002). 832
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In a recent examples of an assessment of the economic value of seasonal climate833
forecasting, Antony et al. (2002) analysed the value of climate forecasting to man-834
agement systems in just one sugar milling region in Australia. They determined that835
in one case study season (austral winter, 1998) the value of a probabilistic climate836
forecasting system amounted to in excess of AUD $1.9 million for one relatively837
small cane growing region. The assessment was made incorporating decisions at838
both the farm and mill scale. However, they point out that if prior ‘perfect knowl-839
edge’ of rainfall patterns for that season had been possible, the value to industry840
would have amounted to AUD $20 million, 10 times the value achieved through841
existing climate forecasting technology.842
There is compelling evidence that during recent El Nin˜o events media reports843
(often factually wrong or distorted) influenced factors such as bank lending policy844
and agribusiness advice in Australia. Better contextualised information appears to845
be required by these industries. Brennan et al. (2000) discussed how agribusiness846
might be able to use information about CV. The same issue exists to an even greater847
degree for CC issues. In 2001, a major Australian insurance company withdrew its848
insurance coverage for cyclone damage as a result of indications of more intense849
cyclones in a warmer world. Brennan et al. (2000) concluded that there is con-850
siderable potential to use simulation approaches to improve bank lending policies,851
crop insurance policies, product inventories and marketing advice. Specifically,852
they found that model predictions can reduce claimant disputes and cut legal costs.853
They also provide the option for individually tailored financial packages. They854
stated that . . . while discussions with agribusiness indicate keen interest in such855
tools and information, they have yet to have impact on policy and operations. While856
clear outcomes have been seen in some areas of engagement (e.g., insurance/loss857
assessment), other collaborative efforts have only progressed some way to explor-858
ing the role for seasonal climate forecasts and simulation models in their business859
operations (e.g., banking, portfolio analysis) (sic).860
Chapman et al. (2000a) provided a further example of the powerful combination861
of simulation modelling and climate forecasting: Timing and severity of water lim-862
itation affects crop growth and yield differently. In order to screen germplasm for863
broad adaptation to drought, plant breeders conduct large-scale multi-environment864
trails for several seasons, where seasonal conditions vary spatially and temporally.865
These trials are conventionally analysed by assuming that each location is rep-866
resentative for an environment-type. However, it is unlikely that the few seasons867
encountered at these locations during a trial represent the true frequency of all pos-868
sible season types at this location (particularly when considering some of the low-869
frequency variability discussed in Table I). Using a simulation model for sorghum,870
Chapman et al. (2000a) characterised the stress environments for each location871
and season (e.g., early, mid or late stress) and then analysed the results by envi-872
ronment type rather than location. This resulted in a considerable amount of addi-873
tional information that was previously attributed to ‘environmental noise’. Hence,874
this environment-type classification can lead to more rapid improvement in the875
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selection process, thus improving the efficiency of a breeding program leading to 876
a more rapid development of better-adapted cultivars. Once such improved cul- 877
tivars are available, seasonal climate forecasting can help producers to select the 878
appropriate cultivars for the most likely environment type at a location. 879
5. Pathways of Integration and Delivery 880
The global impact of climate variability has contributed to the establishment of pilot 881
programmes around the world that brought together climate scientists, agronomists, 882
crop modellers and farmer representatives. Examples are the initiatives by the 883
Queensland Government in Australia or the International Research Institute for 884
Climate Prediction (IRI) at Colombia University, NY. The number of groups is 885
steadily increasing and interested readers are referred to publications in special 886
issues of Agriculture and Forest Meteorology, vol. 103 and Agricultural Systems, 887
vols., 70 and 74 for further details. Most of these groups are partly supported by state 888
and national governments sources, and also attract considerable amounts of industry 889
funds and farmer support. Further, the issue has been recognized by international 890
bodies such as the WMO, who through the International START Secretariat (Global 891
Change System for Analysis, Research and Training, co-sponsored by IGBP, IHDP 892
and WCRP) have initiated the CLIMAG projects (Sivakumar, 2000). CLIMAG 893
aims to utilize the growing ability to predict forthcoming climate variations to im- 894
prove cropping systems management and decision-making and increase production 895
at local, national and international scales. 896
One of these CLIMAG projects used locations in southern India and northern 897
Pakistan as case studies to demonstrate the utility and feasibility of combining sea- 898
sonal climate forecasting with a structured, agricultural systems research approach 899
in developing countries. With the help of the international agricultural modelling 900
community, the project provided a means to assess the potential value of seasonal 901
climate forecasting to agricultural producers in these regions. The project estab- 902
lished links between research groups in Australia (APSRU; Keating et al., 2002), 903
the International Research Institute for Climate Prediction (IRI, 2000) and part- 904
ner institutions in India and Pakistan (e.g., Gadgil et al., 2002). The project team 905
conducted agronomic and climatological systems analyses of cropping systems and 906
provided recommendations on where additional research efforts are needed accord- 907
ing to a general framework (Figure 2). This has lead to the development of a loose 908
network, known as RES AGRICOLA (Latin for Farmers’ business), that draws on 909
the collective expertise of the global research community to develop resilient farm- 910
ing systems. ‘Resilient systems’ allow farmers to draw on systems resources (e.g., 911
water, nutrients, reserves) at times of need without causing permanent damage as 912
long as these ‘debts’ are ‘repaid’ once conditions improve. 913
The multi-dimensionality of the problems requires effective cross-disciplinary 914
research and communication. Interdisciplinarity and the human dimension are at 915
the core of this approach whereby technically possible solutions will be evaluated 916
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Figure 2. Outline of the concept behind the RES AGRICOLA network (adapted from Meinke et al.,
2001). The diagram shows disciplines, relationships and linkages for effective delivery of climate
information for decision-making in agriculture. Operational links are indicated by the solid arrows
and show connections that have already proven useful; dashed arrows indicate areas where operational
connections still need to be better developed. The basic principle of the concept (i.e., the requirement
of cross-disciplinary research for effective delivery of climate forecasts) is generic and independent
of the specific target discipline.
in terms of their socio-economic feasibility. RES AGRICOLA is a logical evolution917
of the ‘end-to-end’ concept proposed by Manton et al. (2000). To deliver benefits918
within agriculture, the concept distinguishes three discipline groups that need to919
interact closely, namely (i) climate sciences, (ii) agricultural systems science (in-920
cluding economics) and (iii) rural sociology (Figure 2). By operationally connecting921
research projects and through the establishment of international, cross-disciplinary922
teams, such a network will be able to convert insights gained into climatic processes923
via systems analysis and modelling into insights into the socio-economic feasibility924
of decision options.925
Pay-offs are more likely when a truly integrated systems approach is employed926
that includes decision makers and scientists across the disciplines as equal partners927
and guarantees that they have ownership of this process. Such a truly participatory928
approach ensures that the issues that are addressed are relevant to the decision929
maker. This process will also ensure that there is sufficient scope for decision930
makers to alter their behaviour or management based on the information provided.931
This ‘ability to move’ might be constrained by external factors such as current policy932
settings or international market forces (Meinke et al., 2001). Hansen (2002) stressed933
that the sustained use of such a framework requires institutional commitment and934
favourable policies.935
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An example where the links shown in Figure 2 could be strengthened is in the 936
area of connecting agricultural simulation approaches with whole farm economic 937
analyses and policy decisions. Using a case study, Ruben et al. (2000) reviewed the 938
available options for adapting land use systems and labour allocation for typical 939
households in a region in Mali. They showed that consequences of climatic patterns 940
and climate shocks could at least partially be offset by compensatory policy de- 941
vices. Better-informed price policies would enable welfare-enhancing adjustments 942
for better-endowed farm households, while poor farmers would benefit from reduc- 943
tions in transaction costs, particularly under dry conditions when dependency on 944
market exchange tends to be intensified. Contrary to most expectations, vulnerable 945
households can benefit strongly from market reform policies and thus structural ad- 946
justment programmes might provide an adequate framework for containing adverse 947
effects from climate shocks [sic]. However, to influence policy requires operational- 948
ising the components outlined in Figure 2 via a participatory research approach, 949
whereby economists and policy informants also become valued members of the 950
research team. 951
This formal connection across disciplines must go hand-in-hand with an evo- 952
lutionary strategy for climate applications, as proposed by Hansen (2002): (1) an 953
exploratory phase (basic capacity building, gaining understanding of the system), 954
(2) a pilot phase (co-learning through intensive interactions between researchers 955
and decision makers) and, conditional on a successful pilot phase, (3) an oper- 956
ational phase that focuses on engaging, equipping and transferring ownership to 957
those groups and institutions that will provide forecast information and support to a 958
larger target audience on a sustained basis. The long-term aim is to achieve ‘level 3’ 959
in all countries were CV impacts on agriculture. This requires a global and sustained 960
commitment to the R&D process just outlined. We need to use the demonstrated suc- 961
cesses where ‘phase 3’ is already operational (e.g., some places in Australia, US, and 962
several demonstration projects in South Asia, South America and Africa) in order to 963
initiate ‘phase 1’ activities at locations were such an infrastructure does not yet exist. 964
So far, we have outlined the global, scientific capacity to forecast future climate 965
patterns probabilistically and shown how this capability can be translated into socio- 966
economically feasible management options via a systems analytical approach and 967
participatory action research. The question remains: how can these capabilities pos- 968
itively influence agricultural management practice? Nelson et al. (2002) addressed 969
this issue by introducing the notion of ‘discussion support’ (rather than decision 970
support). They provided an example of a simulation-based discussion support 971
software that acts as a key vehicle for facilitating infusion of forecasting capability 972
into practice (sic). This demand-driven analysis tool that allows decision makers 973
to compare options either in terms of yield or economic returns is a consequence 974
of years of simulation-aided discussions about crop management in northeastern 975
Australia. This created the necessary demand for such a tool as well as the capacity 976
to implement insights gained from this tool, hence improving outcomes. It is a clear 977
example how we can progress beyond the intensive, case–study-based, participatory 978
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research approach that by definition only reaches a small number of possible979
beneficiaries. However, its implementation was only possible because this region of980
Australia is one of the few places that has reached ‘level 3’ as proposed by Hansen981
(2002).982
6. Conclusions983
During the last decade substantial progress has been made in climate science and984
knowledge delivery. It is now time to consolidate the insights gained. Decision985
makers in developing and developed countries can benefit from climate knowledge986
through improved risk management practices or better-targeted policies. However,987
this can only be achieved if the broad disciplines of climate sciences, agricultural988
systems sciences and socio-economic sciences adopt a common, integrated frame-989
work for research and delivery.990
We demonstrated how knowledge of CV, its frequencies and causes can lead991
to better decisions in agriculture, regardless of geographical location and socio-992
economic conditions. Amongst the most important tools are probabilistic climate993
forecasting capabilities and agricultural simulation models that facilitate objective994
evaluation of alternative decisions at the farm, marketing or policy level. An inter-995
disciplinary systems approach to research and development will assist in capturing996
our ever-increasing understanding of the physical and biological systems compo-997
nents. This must be complemented by participatory communication methods that998
ensure the on-going connections between decision makers, advisors and scientists.999
Examples of decisions aided by simulation output ranges from tactical crop man-1000
agement options, to commodity marketing and to policy decisions about future land1001
use. Any scientific breakthroughs in climate forecasting capabilities are much more1002
likely to have an immediate and positive impact if they are conducted and delivered1003
within such a framework.1004
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Note1013
1In the Nordeste region of Brazil, the word ‘inverno’ (winter) is used to refer to the rainy season,1014
February–June.1015
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