ABSTRACT. Harmonic analysis on Hermitian symmetric spaces of tube type is a natural framework for introducing multivariate Meixner-Pollaczek polynomials. Their main properties are established in this setting: generating and determinantal formulae, difference equations. As an application we consider the problem of evaluating moments related to a multivariate Barnes type integral involving the Harish-Chandra c-function of a symmetric cone.
In this paper we revisit the identity for n ∈ Z. The coefficients c(m, n) appear in the formula giving the moments of the statistical distribution µ n of the eigenvalues of a random Hermitian matrix in case of the Gauss unitary ensemble (GUE):
M 2m (µ n ) = 1 n Herm(n,C) tr(X 2m )P n (dX), where P n is a Gaussian probability on the space Herm(n, C) of n × n Hermitan matrices:
(λ is the Lebesgue measure). In fact M 2m (µ n ) = 1 n (2m)! 2 m m! c(m, n).
See [Harer-Zagier,1986 ], §4, [Mehta,1991] , formula 5.5.30, [Haagerup-Thorbjørnsen,2003 ], §4, [Faraut,2004] , §5. We will see how this identity appears in the framework of harmonic analysis on the unit disc and upper halfplane, and that the coefficients c(m, n) are essentially Meixner-Pollaczek polynomials. In [Davidson-Ólafsson-Zhang,2003 ] a generalization of this formula appears in the framework of Hermitian symmetric spaces of tube type. We will consider such an extension by using a different method. Let us describe the scheme of the paper in the one variable case. We start from weighted Bergman spaces on the unit disc. The Cayley transform maps these spaces to weighted Bergman spaces on the right half plane. Then, by an inverse Laplace transform, we obtain an L 2 -space on the positive half-line. Finally we perform a Mellin transform and get an L 2 -space on R. Simultaneously, starting from the monomials on the disc, we obtain on each step an orthogonal basis, and, at the last step, the Meixner-Pollaczek polynomials as, essentially, Mellin transforms of Laguerre polynomials. In this way, starting from the binomial formula, seen as a generating formula for the monomials, one obtains a generating formula for the Meixner-Pollaczek polynomials. Similarly, from the fact that the monomials are eigenfunctions of the Euler operator, it follows that the Meixner-Pollaczek polynomials are eigenfunctions of a difference operator. This scheme extends almost word for word in the framework of Hermitian symmetric spaces of tube type, and leads to a natural definition of the multivariate Meixner-Pollaczek polynomials and their properties. In this extension the positive half-line becomes a symmetric cone, and the Mellin transform generalizes as a spherical Fourier transform.
In the first section we consider the one variable case, to make clear the scheme which is carried on in the general case. In Section 2 we develop our construction in the setting of Hermitian symmetric spaces of tube type. The invariant differential operators on a symmetric cone turn out to be a powerful tool. Multivariate Laguerre polynomials, which appear in the third step of the construction, have been considered with the same point of view in [Davidson-Ólafsson,2003 ], [Aristidou-Davidson-Ólafsson,2006] and [2007] (see also [Chébli-Faraut,2004] ). Eventually multivariate Meixner-Pollaczek show up as, essentially, spherical Fourier transforms of multivariate Laguerre polynomials. Similar analysis has been considered in [Ørsted-Zhang,1994 ], related to invariant differential operators on a Hermitian symmetric space. This construction leads to a generating formula, as it is shown in Section 3. In case of the multiplicity d = 2, we establish in Section 4 determinantal formulae for multivariate Laguerre and Meixner-Pollaczek polynomials. We show in Section 5 that multivariate Meixner-Pollaczek polynomials are solutions of a difference equation, and satisfy a Pieri's formula. In the last section an application is given to the evaluation of multivariate moments related to a Barnes type integral involving the Harish-Chandra c-function of a symmetric cone, yielding an alternative proof of a result by Mimachi [1999a] .
It is quite natural to develop this analysis in the framework of the special functions associated to root systems. This point of view is considered in [Sahi-Zhang,2007] .
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1. Functions spaces on the unit disc and the complex half-plane, one variable Meixner-Pollaczek polynomials. -In the first part of the paper we will consider the one dimensional case, and develop some classical analysis on weighted Bergman spaces on the unit disc D in C, and on the right halfplane T , and then about Laplace integral representation of holomorphic functions and Mellin transform. Finally Meixner-Pollaczek polynomials will show up in this setting.
(1) For ν > 1 let H 2 ν (D) denote the Hilbert space of holomorphic functions f on the unit disc D = {w ∈ C | |w| < 1} such that
where m is the Lebesgue measure on C. The constant a ν = ν−1 π is choosen such that the function φ 0 ≡ 1 has norm 1. The monomials φ m (w) = w m form an orthogonal basis of H 2 ν (D), and
(2) The Cayley transform w → z = c(w) = 1 + w 1 − w maps the unit disc D onto the right half-plane T = {z = x + iy ∈ C | x > 0}, and its inverse is given by
For a holomorphic function f on D, define the function F = C ν f on T by
−ν , image of φ 0 , has norm 1. The functions
Define the Laguerre functions as
where
m denotes the classical Laguerre polynomial of degree m:
Let us compute the modified Laplace transform of the Laguerre functions:
by the binomial formula. It follows that the Laguerre functions ψ (4) Finally we perform a Mellin transform. We define the modified Mellin transform of a function ψ on ]0, ∞[ as
.
2 ) k is a polynomial of degree k. We define the polynomials q 
The polynomials q (ν) m are essentially Meixner-Pollaczek polynomials. Recall the hypergeometric representation of the Meixner-Pollaczek polynomials (see [Andrews-AskeyRoy,1999] , p.348):
Furthermore one can write
Proof. Recall that
m , and satisfie the following three terms relation: for m ≥ 1, 
Further consider the operator D (3)
Let us apply the operator D
ν to both sides. Since D
m , we get, for k ≥ 1:
Notice that the operators D The fact that the zeros of the polynomials q (ν) m are located on the imaginary axis is related to the so-called Local Riemann hypothesis (see [Bump-Choi-Kurlberg-Vaaler,2000] ). In a recent paper by Kuznetsov ([2008] ) the three term relation is used to study the expansion of the Riemann Ξ-function in series of Meixner-Pollaczek polynomials, and the zeros of the partial sums are investigated. 
where Ω denotes the symmetric cone in V . Let G be the identity component in the group G(Ω) of linear automorphisms of Ω, and K ⊂ G the isotropy subgroup of the unit element e ∈ V .
The space P(V C ) of holomorphic polynomials on V C decomposes multiplicity free as
where P m is a finite dimensional subspace, irreducible under G. The parameter m is a partition m = (m 1 , . . . , m n ) ∈ N n , m 1 ≥ · · · ≥ m n . The subspace P K m of K-invariant polynomials in P m is one dimensional, generated by the spherical polynomial Φ m , normalized by the condition Φ m (e) = 1. We consider on P(V C ) the Fischer inner product, and denote by K m (w 1 , w 2 ) the reproducing kernel of P m . (See [Faraut-Korányi,1994 ], Chapter XI.) The Gindikin gamma function Γ Ω of the symmetric cone Ω is defined, for s ∈ C n , with Re
where ∆ is the determinant on V C , ∆ s is the power function defined on Ω, and the multiplicity d is such that N = n + d 2 n(n − 1). (Notation m will denote the Euclidean measure on any Euclidean vector space.) Its evaluation gives
hence Γ Ω extends analytically as a meromorphic function on C n . (See [Faraut-Korányi,1994 ], Chapter VII.) For α ∈ C, and a partition m, one writes α + m = (α + m 1 , . . . , α + m n ) ∈ C, and defines the generalized Pochhammer symbol
Recall that h(w 1 , w 2 ) denotes a polynomial on V C ×V C , holomorphic in w 1 , antiholomorphic in w 2 , such that, for u ∈ V , h(u, u) = ∆(e − u 2 ), and, for w ∈ V C , h(w) = h(w, w) by definition. The constant a
( 1) ν is such that the function Φ 0 ≡ 1 has norm 1. The spherical polynomials Φ m form an orthogonal basis of the space
The constant a
( 2) ν is such that the function F
ν is such that the function Ψ 0 (u) = e − tr(u) has norm 1, and then L ν Ψ 0 = F 0 . Let us recall the definition of the multivariate Laguerre polynomials. The generalized binomial coefficients m k are defined by the generalized binomial formula:
(Observe that m k , as a function of m, is a shifted Jack polynomial. With the notation of [Okunkov-Olshanski,1997] ,
(This definition slightly differs from the one given in [Faraut-Korányi,1994 ], p.343), but it has the advantage that it extends exactly the one variable case.) Define the Laguerre functions as Ψ
( [Faraut-Korányi,1994 ], Proposition XV.4.2.) The Laguerre functions form an orthogonal basis of
. Finally we perform a spherical Fourier transform which can be seen as a multivariate Mellin transform. Recall that the spherical function ϕ s , for s ∈ C n , is defined on Ω by
(dk denotes the normalized Haar measure on the compact group K.) We introduce now the modified spherical Fourier transform F ν as follows: for a function ψ on Ω,
Observe that
S n of square integrable symmetric functions on R n with respect to the measure
where c is the Harish-Chandra c-function and a (4) ν is such that M (dλ) has total measure 1:
The symbof σ D of a partial differential operator D on V is defined by
In particular, let D m denote the invariant differential operator D for which σ D (x, e) = Φ m (x), and let γ m = γ D m . Observe that, by the spherical Taylor formula ( [FarautKorányi,1994] tr(u) , and the modified spherical transform of ψ is given by
Proof. First part of the statement follows from what was explained above. Let us perform an integration by part as follows:
and recall that Faraut-Korányi,1994 ], Proposition XIV.1.8).
We define the multivariate Meixner-Pollaczek polynomial Q 
Observing that, by Lemma 2.1,
we obtain:
Remark. In the one variable case (
3. Generating formulae. -Following the same scheme as in Section 1, we will obtain the following generating formula for the multivariate Meixner-Pollaczek polynomials:
As in the one variable case, it follows that Q (ν)
In [DavidsonOlafsson-Zhang,2003 ], the polynomials p ν,m are defined through this generating formula. The definition on p. 179 is slightly different:
Proof. The reproducing kernel K ν for the weighted Bergman space H 2 ν (D) is given by
We consider its average over the compact group K, letting w ′ = ζ:
It is holomorphic in w and ζ. Then we obtain
We apply the transform C ν to both handsides with respect to ζ. The left handside becomes H
ν (w, z) = 2 nν ∆(e − w)
We have used the identity ∆(z + e)h w, c
Next we apply the inverse of the modified Laplace transform L ν with respect to z. Define, for w ∈ D, u ∈ Ω,
The modified Laplace transform of H (3)
ν (w, u) with respect to u is equal to H
On the other hand, since:
we get the generating formula for the Laguerre functions:
Finally we perform the modified spherical Fourier transform F ν with respect to u.
The modified spherical Fourier transform of H
ν (w, u) with respect to u is equal to H (4)
(e − w)(e + w)
By definition the Meixner-Pollaczek polynomial Q 
where V denote the Vandermonde polynomial:
As a result one obtains the following determinantal formula for the multivariate Laguerre polynomials:
Proof. We start from the generating function for the Laguerre functions Ψ (ν) m (Proposition 3.2):
In the case d = 2, the evaluation of the following integral is classical:
In fact I(x, y) is the so called Itzykson-Zuber integral:
we obtain
We will expand the above expression in Schur function series by using a formula due to Hua.
Lemma 4.2. -Consider n power series
where s m is the Schur function associated to the partition m, and
(See [Hua,1963] , Theorem 1.2.1, p.22).
Let ν ′ = ν − n + 1, and consider the n power series
By using the same method we will obtain a determinantal formula for the MeixnerPollaczek polynomials Q (ν) m . Theorem 4.3.
where q 
is essentially a Schur function in the variables x 1 , . . . , x n :
Let us compute now, for w = n j=1 w j c j ,
In the same way as for the proof of Theorem 4.1, we obtain
We apply once more Lemma 4.2 to the n power series
with ν ′ = ν − n + 1, and obtain finally:
5. Difference equation and Pieri's formula for the multivariate MeixnerPollaczek polynomials. -Let us first recall Pieri's formula for the spherical functions.
Proposition 5.1.
See [Dib, 1990] , Proposition 6.1 (with a minor correction), where it is called Kushner's formula. (See also [Zhang,1995] , Theorem 1). One observes that
in agreement with the asymptotic behaviour of the spherical function ϕ s : for s = (s 1 , . . . , s n ) real, with s 1 < . . . < s n , and a = n i=1 a i c i with a 1 < . . . < a r ,
Recall that the c-function is a product of beta functions:
(In agreement with Lassalle's results [1998] , p.320, l.-4.) We introduce the difference operator acting on functions on C n :
(ii) Furthermore they satisfy the following Pieri's formula:
Statement (i) has been obtained in another way in [Davidson,Ólafsson-Zhang,2003 ]: Theorem 6.1.
Proof. (1) We consider first the differential operator D
(1) ν on the bounded domain D as
This is a modified Euler operator. (We denote by z, w the C-bilinear form on V C extending the Euclidean inner product on V so that (z|w) = z,w .) The functions Φ m , being homogeneous, are eigenfunctions of D
ν :
(2) Next we define the operator D 
This means that the symbol σ
Proof. We will use the following formulae: [Faraut-Korányi,1994] ), and, if j denotes the inversion: j(x) = x −1 , then (Dj) x = −P (x −1 ) (P is the so-called quadratic representation of the Jordan algebra V ). By writing c(w) = 2(e − w)
−1 − e, we obtain the differential of the Cayley transform: (Dc) w = 2P (e − w)
With z = c(w), one gets
The functions F 
ν : 
Proposition 5.4.
This means that D
ν is the differential operator with symbol
Proof. By writing
, and observing that D
ν is formally selfadjoint, we obtain
It follows that D 
(Actually the Laguerre functions are solutions of a system of differential equations and the above equation is one of them, see [Ricci-Vignati,1994] .)
In order to determine the operator D
ν acting on functions on C n such that D
ν we need some preliminaries. Lemma 5.5.
(In agreement with Lassalle's results [1998] , p.321, first line of (14.1).)
Proof. For t > 0 we consider the following Laplace integral:
Taking the derivatives with respect to t for t = 0, one gets:
By using Proposition 4.1:
and since
In fact, by the explicit formula for Γ Ω ,
Lemma 5.6.
Proof. One uses the following formula: if
, one obtains:
Lemma 5.7.
(Theorem 2.2 in [Ørsted-Zhang,1995b ] is an equivalent result.)
Proof. By Lemmas 5.5, 5.6, and Proposition 5.1, we obtain
Lemma 5.8.
Proof. Recall that the operator D
ν L ν . The modified Laplace transform of ϕ s is given by:
We obtain, by using Lemma 5.7,
and this can be written
and
. Finally one observes that α j (s + ν) = α j (s).
End of the proof of Theorem 5.2
(i) Let D (4) ν be the operator defined by the relation D (4)
ν . We will show that D
Using the fact that the operator D 
From Lemma 5.8 it follows that
As we saw in the proof of Lemma 5.8,
This shows that D 
(ii) The identity in Theorem 3.1 can be written, with
The right handside is an eigenfunction of D 
By equaling the coefficients of Φ k (w) in both handsides, one gets statement (ii), observing that 2|m| + ν = 2 n j=1 s j , since n j=1 ρ j = 0.
As in the one variable case, the operators D For d > 0 one defines the following probability measure on R n :
A general problem is to evaluate its moments:
where χ is a symmetric polynomial. Special attention have been made to the case
and, more generally,
For d = 2 the use of orthogonal polynomials leads to the evaluation of F 1 (z) and F K (z 1 , . . . , z K ). Let (p m ) be the sequence of orthogonal polynomials with respect to the measure µ, normalized by the condition p m (t) = t m + lower order terms.
(ii) For z 1 , . . . , z K ∈ C,
(See [Szegö,1975] p.27, formula (2.2.10) for (i), and [Brézin-Hikami,2000] for (ii). In point of fact (i) appeared already in [Heine,1878] .)
If µ is the measure on R given by R f (t)µ(dt) = (1 − x i ) α (1 + x i ) β dx 1 . . . dx n has been considered by Aomoto, Kaneko, and Mimachi. ( [Aomoto,1987] for (i), [Kaneko,1993] , [Mimachi,2001] for (ii).) For d = 2, formulae (i) and (ii) agree with formulae (i) and (ii) in Proposition 6.1. In fact, for d = 2, there is a determinantal formula for the multivariate Heckman-Opdam Jacobi polynomials.
Mimachi considered the following Barnes type integral, for κ > 0,
where χ is a symmetric polynomial, and [Mimachi,1999] . Actually this is a special case of Mimachi's result: φ = Then Proposition 6.3 is a special case of (i) in Proposition 6.1.
We propose an alternative proof of Proposition 6.3. In our setting Mimachi's integral can be written M(χ) = a is an isomorphism. Therefore, given χ ∈ P(C n ) S n , there is an invariant differential operator D such that χ(λ) = γ D −iλ − ν 2 , and, by Lemma 2.1, χ is also the modified spherical Fourier transform of DΨ 0 (Ψ 0 (u) = e − tr(u) ). Therefore, by the Plancherel formula, 
(See [Faraut-Korányi,1994] p. 294.) The polynomial γ D α has been computed (p.296):
and by Proposition XIV.1.5,
