We extend Harel's [4] arithmetical axiomatization P of regular first-order dynamic logic so as to include concurrent programs a///?, and then establish its arithmetical completeness. systems. Cook's approach was to add the valid formulas of the underlying assertion language to the system as axioms, and then to check whether in each universe of discourse for which the assertion language is expressive, the resulting axiom system can prove any true partial correctness assertion. Among many approaches which followed Cook, it is Owicki's [7, 8] system for the partial correctness of concurrent programs and Harel's
§ 1. Introduction
Following Floyd's [3] invariant assertion method. Hoare [4] provided a finitary axiom system for proving the partial correctness of simple sequential, iterative programs. Cook [2] introduced the notion of relative completeness as a certain kind of measure of the adequacy of such systems. Cook's approach was to add the valid formulas of the underlying assertion language to the system as axioms, and then to check whether in each universe of discourse for which the assertion language is expressive, the resulting axiom system can prove any true partial correctness assertion. Among many approaches which followed Cook, it is Owicki's [7, 8] system for the partial correctness of concurrent programs and Harel's [4] first-order dynamic logic that are most relevant to this paper. Owicki extended Hoare's system to concurrent programs, while Harel extended Hoare's system so that programs themselves are syntactical entities and so we can express the equivalence of two apparently distinct programs formally.
In this paper we generalize Harel's system P to concurrent programs directly rather than incorporate Owicki's system into Harel's one. In our opinion, Owicki's system, though being popular and interesting, fails Received May 12, 1980. * Research Institute for Mathematical Sciences, Kyoto University, Kyoto 606, Japan.
to understand concurrency in its most aesthetic and structured level. Among many axioms and inference rules of P, the most central ones are (I*) and (C*), which deal with programs of the form a* (i.e., iteration programs) . Similarly, any worthwhile extension of P to concurrent programs must contain inference rules which deal with programs of the form a*//? (i.e., combination of iteration and concurrency) in a structured manner. However it is such rules that are almost lacking in Owicki's system.
After presenting the exact syntax and semantics for concurrent dynamic logic in Section 2, our axiomatization CP for concurrent dynamic logic is given in Section 3. The arithmetical soundness and completeness of CP will be established in Sections 4 and 5 repectively. Throughout this paper we assume the reader to be familiar with Harel [4] . § 2« Concurrent Dynamic Logic
Roughly speaking, concurrent dynamic logic (CDL) can be obtained from regular first-order dynamic logic (DL) simply by admitting a//? (cobegin-'coend) to be also a program. Specifically we define by simultaneous induction the set CRG of first-order concurrent regular programs and the set of CDL-wffs:
(1) For any variable x and any term e, x<-e is in CRG.
(2) For any program-free (see below) CDL-wff P, P? is in CRG. (3) For any a and 0 in CRG, (a;/?), («U/9), (a Iff) and a'* are also in CRG.
(4) Any atomic formula is a CDL-wff.
(5) For any CDL-wffs P and Q, a in CRG and variable x, IP, (PVQ), 3xP and <tf>P are CDL-wffs.
A CDL-wff which contains no occurrence of a program in CRG is called program-free, a first-order formula, or simply an L-wff*.
Programs of the form indicated in (1) and (2) are called indivisible programs. We shall use most of the conventions of Harel (4) freely (e.g., |>]P for l<a>!P). CDL-wffs P 0 /\-/\Pn and P 0 V-"VPn are often We denote by 0 the program (Vx (x = x) ) ? (a program for "do nothings") . We define two functions init and rest from NX CRG to CRG as follows: (0) init(0, a) =0 and rest (0, a) = a for any 
Proof. By induction on the construction of a.
Some examples of rest-cl (a) may be helpful to the reader.
(1) rest-cl (a) = {a,6}.
In the above examples, a and 0 are assumed to be indivisible. We now turn our attention to semantics. In the rest of this paper, an arithmetical universe A shall be fixed. An ordered pair (/, J) of states I and Jin A is called a move. A finite sequence (I l9 «7i) ••• (/ n , «7 n ) of moves is called a path, while /i and «/" are called the initial and final states of the path respectively. The number n is called the length of the path. We denote by H(A) the set of all paths. For any heH(A), we denote the initial state, final state and the lenght of h by is(h), f s (h) and lh(h) respectively. A path (I 19 Ji) • • • (/ n , J n ) is called legal if J r i = / il , for any l<i<n -1. We denote by H r (A) the set of all legal paths. Given two subsets S and T of H(A), we define:
(1) S; T is the set of all concatenations of h^S and (2) S* is the least subset of H(A) which contains S and {(/, I) \I E=A} and which is closed under concatenation.
(3) S/T is the set of all interleaving sequences of h^S and
We now define a subset p(a)CIH(A) for each aeCRG and a relation 7|=P between /€EA and a CDL-wff P by simultaneous induction.
(1) For any variable x and term e, (2) For any program-free CDL-wff P, (UR)
Inference rules: Rules (I*) and (C*) are called the rules of invariance and convergence respectively. Strictly speaking, rules (I*) and (C*) of this paper are introduced as derived ones in Harel [4] , but we prefer to regard them as fundamental ones so as to stress the strong analogy between them and our new rules which are to be introduced soon.
Our formal system CP for CDL is obtained from P by adding the following axioms and inference rules;
Axioms: The main purpose of this section is to establish the following theorem:
Theorem 4, I (A-soundness of CP(A)). For any CDL-wff P, if
Since the A-soundness of P(A) is already established in Harel (4) and it is rather straightforward to see that axioms (/R) , (;CR), (UCR) and (/CR) are A-valid, it is sufficient to show that rules (CP) and (CC*) preserve A-validity. We denote by < the usual lexicographic order on NxN.
I.e., for any (ij, i z ) , (J 1? J 2 ) eiVx TV, (i 1? i 2 ) < (j ly j 2 ) iff one of the following conditions holds:
(1) i 2 <J 2 .
(2) i 2 = j 2 and i^jj. The following lemma is borrowed from Harel [4] . 
Proof.
By Corollary 5.3, there exists an L-wff P r (n) with free n&var(a*/ff) for each r^rest-cl (/9) such that ^Vn (P r (n) =<a/r>Q) .
Since ^= A (R=)<a*//9>Q) by assumption, \= A (R D 3nP^ (n) ) . Similarly, it is easy to see that the other A-validities hold too. Thus we have just established the following.
Theorem 5. 13 (Arithmetical Soundness and Completeness for CDL) . For any CDL-wff P, ^= A P iff i-^p^P.
