Link prediction for complex networks is a research hotspot. The main purpose is to predict the unknown edge according to the structure of the existing network. However, the edges in realworld networks are often sparsely distributed, and the number of unobserved edges is usually far greater than that of observed ones. Considering the weak performance of traditional link prediction algorithms under the above situation, this paper puts forward a novel link prediction algorithm called network adjacency matrix blocked-compressive sensing (BCS). Firstly, the diagonal blocks were subjected to sparse transformation with the network adjacency matrix; Next, the measurement matrix was rearranged into a new measurement matrix using the sorting operator; Finally, the subspace pursuit (SP) algorithm was introduced to solve the proposed algorithm. Experiments on ten real networks show that the proposed method achieved higher accuracy and consumed less time than the baseline methods.
INTRODUCTION
Link prediction for complex networks has become a research hotspot in recent years. The purpose is to identify unobserved edges in the existing network or forecast future edges based on the current network structure [1] . Link prediction has been applied to recommend friends or interest points in social networks [2] , predict the possible protein interactions without costly experiments in biology [3] , simulate the drug interactions through a limited number of tests in medical pharmacy [4] , and analyze the structure of criminal and terrorist networks to combat organized crime [5] . The existing methods for link prediction are either based on similarity or grounded on probability.
The similarity-based methods [2] assume that two nodes with a high similarity are more likely to be edged, and characterize the similarity between different nodes by local and global indices. The common indices include common neighbors (CN) index [6] , adamic-adar (AA) index [7] , local path (LP) index [8] , and resource allocation (RA) index [9] . The methods using local indices enjoy fast speed and high efficiency. However, their prediction is not sufficiently accurate, as the node similarity is only constrained by local information. By contrast, the methods using global indices, e.g. Katz index [10] , consumes lots of time to process large networks, despite its good accuracy.
The probability-based methods often assume that the network has a known structure. Under this assumption, the model is built and the parameters are estimated by statistical methods. The common probability-based models are hierarchical structure model [11] and random block model [12] . These methods boast many advantages in network analysis. However, the parameter learning and reasoning greatly increase the computing complexity, which limits the application range of such methods.
Both the similarity-and probability-based methods predict the possibility of unobserved edges between network nodes according to the structure of the existing network. Nevertheless, many real networks are so sparse that the edges of observed nodes only account for a small portion of network edges [13] . This poses a huge challenge to the existing link prediction methods, calling for the improving the link prediction in sparse network. A possible way of improvement lies in the compressive sensing (CS) theory. Since it was proposed by Donoho [14] , the CS has been implemented mainly in the processing of signals and images. The basic idea is that, in a proper lowdimensional representation, the information needed for a signal is fully contained in its under-sampled data. In other words, a signal can be reconstructed from a small set of sampled data, which is often the case in real networks with sparse edges. Considering the poor effect of existing link prediction methods in sparse network, this paper puts forward a novel link prediction algorithm called network adjacency matrix blocked-compressive sensing (BCS). Firstly, the diagonal blocks were subjected to sparse transformation with the network adjacency matrix; Next, the measurement matrix was rearranged into a new measurement matrix using the sorting operator; Finally, the subspace pursuit (SP) algorithm was introduced to solve the proposed algorithm. Experiments on ten real networks show that the proposed method achieved higher accuracy and consumed less time than the baseline methods.
PROBLEM STATEMENT AND PROPOSED METHOD

Introduction to the CS
In the CS theory [13] , the measurement ∈ can be defined as:
where << ; A is the measurement matrix; ∈ is the original signal. The sparsest solutions can be obtained by:
Since it is an NP-hard problem, (2) can be solved by l1-minimization:
From (2) and (3), we have: 2 12 min || || || ||
Here, (4) is known as the least absolute shrinkage and selection operator (LASSO). After introducing the sparseness control parameter , (4) can be rewritten as: 
The construction of measurement matrix is shown in Figure  1 below. 
Problem statement
In graph theory, an undirected network can be described as G=(V, E), where V and E are the set of nodes and set of edges, respectively. In the network, the number of nodes and the number of edges can be denoted as N=|V| and M=|E|, respectively. Let X be the adjacency matrix of the network. If there are edges between nodes i and j, then xij=xji=1; otherwise, xij=xji=0.
For each dataset, the network edges were divided into a training set Etrain and a test set Etest. Apparently, Etrain∪Etest=E and Etrain∩Etest =∅. Let Xtrain and Xtest be the adjacency matrix of the training set and the test set, respectively. Both matrices consist of 1 or 0 elements. Assuming that L=|Etest| is the number of edges in the test set, then the number of edges in the training set can be expressed as |Etrain|=M-L. In addition, the number of all possible edges in the network is denoted as the candidate set | ̅ |=
During the solution, the model was trained with the training set Etrain, each possible edge between the nodes in the candidate set were given a score, and the scores were ranked in descending order. In this case, the node pair on the top has the largest probability of edge connection. Then, the test set Etest results were verified by different evaluation metrics.
Proposed method
Let X be a × adjacency matrix of the network. First, the matrix was divided into n × matrix blocks, and the column vector of the i-th block was labelled , where i=1, 2, 3, …, n, = × / 2 . Under the same conditions, was measured by measurement matrix . Then, the vector of the measured value was obtained, where the vector length is ( << 2 ). The vector can be expressed as:
( 1, 2,3,..., )
where the × 2 matrix is a Gaussian matrix. The original adjacency matrix x can obtain m CS values. For the original adjacency matrix, the total measurement matrix is the block diagonal matrix. The values of diagonal elements can be expressed as: The above analysis shows that the total measurement matrix can be stored with × 2 matrix by our method, rather than with the B B  matrix. The required storage space is very small when B is small, which accelerate the implementation.
In our method, the matrix is solved by l1-norm [13] : 2 12 arg min || || || ||
where is the transformation matrix. To explain the principle of CS with matrix block, the network in Figure 2 (a) was cited as an example. The construction of the measurement matrix is illustrated in Figure 2 below. The network adjacency matrix X in Figure 2 can be expressed as: 
where xi are matrix blocks. According to Figure 2 , the variable y can be described as: 
Sorting operator R, the vector (x1, x2, x3, x4) T can be rearranged into adjacent matrix:
The following can be derived from (10) and (11):
Thus, the similarity adjacency matrix * N x R  can be obtained [14] : 
The l1-norm minimization cannot guarantee the nonnegativity of the solution, but the size of network adjacency matrix must be nonnegative. To solve the problem, the SP algorithm [16, 17] was employed to recalibrate the prediction results.
Taking edges as the unknown vectors, a linear system was formed to find a solution to link prediction. The proposed method can identify unobserved edges in the existing network or forecast future edges based on the current network structure. The details on our method are given below.
Algorithm 1 BCS algorithm Input: Undirected network G=(V, E) Measurement matrix ∈ ×
Vector ∈ Network adjacency matrix ∈ Sparsity K for network adjacency matrix Output: Similarity adjacency matrix * ∈ Steps: 1. Initialize error = , index set = , and number of iterations n=1; 
EVALUATION METRICS AND DATA RESOURCE
Evaluation metrics
Two evaluation metrics, namely, area under the curve (AUC) [18] and precision [19] , were set up to compare the performance of our method with that of baseline methods. The two metrices are defined as follows.
(1) AUC The AUC index measures the overall accuracy of the algorithm. It can be understood as the probability that a randomly selected missing edge has a higher score than a randomly chosen non-existent edge out of all unobserved edges. The AUC can be expressed as:
where n is the number of independent comparisons; n' is that the probability estimate of randomly selecting an edge in the n' test set is greater than that of randomly selecting an edge in the E test set; n'' is that the probability estimate of randomly selecting an edge in the n" test set equals that of randomly selecting an edge in the nonexistent edge set. If all the scores are generated from an independent, identical distribution, the AUC value will approximate 0.5. Therefore, AUC>0.5 shows how much the algorithm outperforms random selection.
(2) Precision Precision is defined as the ratio of the most likely predicted accuracy in the first L predicted edges given by the algorithm:
where L is the size of the predicted edges; Lr is the size of correctly predicted edges. Obviously, the higher the precision, the better the accuracy.
Baseline algorithms
The performance of our algorithm was compared with that of six typical similarity algorithms, i.e. the baseline algorithms, namely, common neighbors (CN) [6] , resource allocation (RA) [9] , adamic-adar (AA) [7] , preferential attachment (PA) [20] , local path (LP) [8] and Katz 10] . These similarity indices are described in details in Table 1 . |V| and |E| are the set of nodes and the set of edges, respectively; C is the clustering coefficient; r is the degree-degree correlation coefficient; <k> is the average degree. H is the degree heterogeneity.
To verify the performance of our algorithm, ten real networks from different domains were selected for experiments, including FoodWeb [21] , Karate [22] , Jazz [23] , USAir [24] , Neural [25] , Metabolic [26] , Email [27] , PB [28] , Yeast [29] and Router [30] . The statistics on the real-world networks are listed in Table 2 above.
RESULTS AND ANALYSIS
As mentioned before, our method was compared with six classical method through experiments on ten typical networks. Firstly, the observed edges were randomly divided into a training set and a test set. The training set was used to establish the prediction model, while the test set was adopted to verify the link prediction accuracy in complex networks. Next, the typical networks were transformed into undirected networks. Tables 3 and 4 compare the AUC and precision, two metrics of prediction accuracy, of the contrastive algorithms, respectively. Both the AUCs and precisions are the average values of 100 runs. The optimal AUC or precision on the ten networks are bolded, and the proportion of training set is 90%. It can be seen that the proposed BCS outperformed the baseline methods under the AUC metric in 6 out of the 10 networks, namely, FoodWeb, Karate, USAir, Neural, Yeast and Router. Under the precision metric, our method outperformed the other methods in 7 out of the 10 networks, including FoodWeb, Jazz, Neural, Metabolic, Email, Yeast and Router. In particular, our method achieved the best values in large sparse networks like Yeast and Router.
The AUC and precision values of all the seven methods in the ten networks were further compared using different proportions of training set. The proportion of the training set was changed from 0.5 to 0.9. The results in Figures 3 and 4 show that our method achieved the best prediction accuracy and robustness among all methods. Next, the computing time of our method was contrasted against that of the other methods through several experiment on a workstation with 64GB RAM and 3.10GHz 8-core processor. The comparison result is shown in Figure 5 below. As shown in Figure 5 , the proposed method consumed much less time in computation than most of the contrastive methods. This proves the validity and reliability of our method.
CONCLUSIONS
Real-world networks are often very sparse, posing a severe challenge to traditional link prediction methods. What is worse, these methods usually have high complexity and low accuracy. To overcome these problems, this paper designs the BCS method for link prediction in complex networks, which uses the sorting operator to transform the measurement matrix into a new measurement matrix. The performance of the proposed method was verified by two evaluation metrics, the AUC and precision, through experiments on ten classical networks. The results show that our method outperformed the baseline methods in accuracy and computing time. Suffice it to say that this research designs a feasible, effective and competitive way to predict edges in complex networks.
