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a b s t r a c t
This paper deals with the numerical analysis and simulation of nonlinear Black–Scholes
equations modeling illiquid markets where the implementation of a dynamic hedging
strategy affects the price process of the underlying asset. A monotone difference scheme
ensuring nonnegative numerical solutions and avoiding unsuitable oscillations is proposed.
Stability properties and consistency of the scheme are studied and numerical simulations
involving changes in the market liquidity parameter are included.
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1. Introduction
Market liquidity has become currently an issue of very high concern in financial risk management. Most of the option
pricing models assume that an option trader cannot affect the underlying asset price in trading the underlying asset to
replicate the option payoff, regardless of her trading size. This is reasonable only in a perfect liquid market. In a market with
imperfect liquidity, however, trading does affect the underlying asset price. In illiquid markets an attempt to buy or sell a
large amount of an asset will affect its price so that the assumption that investors act as price takers cannot be maintained.
The presence of price impact of investors’ trading has been extensively analyzed by Chan & Lakonishok [1], Jorion [2], Keim&
Madhavan [3], Sharpe et al. [4]. In the presence of asymmetric information Kyle [5] and Back [6] use an equilibrium approach
to investigate how informed trades reveal information and affect the market price through trading. In [7] a financial market
with a large trader who does not have any private information on the asset value is studied, but trades only to share risk.
Assuming that price impact depends only on the total wealth and the position of a trader but not on how she trades,
illiquid problem has been treated in [8–10].
The heading of derivatives in illiquid markets has been treated by Bank & Baum [11], Bordag & Chmakova [12], Bordag &
Frey [13], Frey [14,15], Frey&Patie [16], Liu&Yong [17], Jarrow [18], Schönbucher&Wilmott [19], Sircar& Papanicolaou [20].
In this paper we deal with the Frey and Patie model [16], where authors study a model of illiquid market where the
implementation of a dynamic hedging strategy has an impact feedback effect on the price process of the underlying asset.
In accordance with Frey & Patie [16] we assume that stock price dynamics follows the stochastic differential equation
dSt = σ St−dWt + ρλ(St−)St−dα+t , (1)
where W is a standard Brownian motion, σ is the constant volatility, St− denotes the left limit limS−→t,S<t St of the stock
price St , αt denotes the number of shares in the portfolio at time t and α+t = limS−→t,S>t αS . In (1), the parameter ρ is a
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characteristic of themarket that does not depend on the payoff of the heading derivatives. If ρ = 0, model (1) reduces to the
Black–Scholes model, but here we pay attention to the case ρ 6= 0. Finally λ(S) is a continuous positive function describing
the liquidity profile of the market.
Consider the problem of hedging a terminal value claim with maturity T and payoff f (S) in the model (1). As shown in
[21,16], the feedback effect leads to a nonlinear version of the Black–Scholes partial differential equation for a hedge cost
u(S, t) of the claim
ut(S, t)+ 12
σ 2
(1− ρλ(S)SuSS(S, t))2
S2uSS(S, t) = 0, u(S, T ) = f (S), (2)
whose space derivative uSS(S, t) = ∂2∂S2 u(S, t), satisfies the so called assumption A4 of [16]
ρλ(S)uSS(S, t) < 1 for all (S, t) ∈ R+ × [0, T ].
The nonlinear PDE problem (2) is closely related to the PDE-characterizing of superhedging strategies in the uncertain
volatility models of [22,23], see sect. 3.3 of [16].
Using Lie group theory in [12,13], the authors reduce the Eq. (2) to an ordinary differential equation in some special cases
and provide explicit solutions which are useful to test numerical schemes for solving problem (2). For the general case,
problem (2) must be solved numerically. The strong nonlinearity of problem (2) makes difficult the computation of reliable
numerical solutions, so for instance in [16] perform numerical solutions not of (2) but a smoothed version of such a problem.
Furthermore, the authors of [16] use an implicit scheme for numerical computations that is stable for the linear case, but
neither stability or consistency are treated or referenced for the nonlinear case. Some authors, During et al. [24], Ankudinova
& Ehrhardt [25], dealing with nonlinear option pricing problems and using linearization techniques, show that the resulted
linearized problem is stable. Implicit numerical schemes for nonlinear option pricing PDEs with uncertain volatility have
been analyzed in [26], where an iterative approach is required to solve the nonlinear algebraic equations resulting from the
discretization.
Careless numerical computations may waste a good mathematical model and once on uses a numerical method it is
necessary to guarantee its reliability throughout its numerical analysis. Implicit numerical schemes have advantages and
disadvantages versus explicit ones. Stability conditions use to be less restrictive than the conditional stability required for
the explicit schemes expressed in terms of the step size discretized variables. However, implicit numerical schemes have
important practical drawbacks that should be checked before deciding the most appropriated scheme. For instance, how
to initialize the iterative approach, such as like Newton’s methods. Other important issues are how to step the iteration,
to evaluate the additional computational cost resulting from the application of the iterative process in each time step and
taking into account the constraints appearing to guarantee the convergence conditions of the used iterative methods. Thus
it is unclear that every implicit scheme is better than an explicit one. In [27] an explicit numerical scheme for nonlinear
Black–Scholes models under transaction cost is proposed and the numerical analysis is performed.
In this paper we use an explicit numerical scheme that is very easy to apply and computationally cheap, obtaining a
relationship between the step sizes of the discretized variables in order to guarantee stability.
This paper is organized as follows. In Section 2, after considering the change of variable τ = T − t , v(S, τ ) = u(S, t),
problem (2) is transformed into
vτ (S, τ )− σ
2
2 (1− ρλ(S)SvSS(S, τ ))2
S2vSS (S, τ ) = 0,
0 < S < +∞; 0 < τ ≤ T ,
v(S, 0) = f (S), S ∈ R+,
 (3)
and an explicit finite-difference scheme is introduced for the full-nonlinear problem (3) in the bounded numerical domain
(S, τ ) ∈ [0, 2E] × [0, T ], according with Kangro & Nicolaides [28].
In Section 3, nonnegativity andmonotonicity properties of the numerical solutions of the scheme introduced in Section 2
are studied. This section includes the study of the numerical scheme satisfied by the approximation of theGamma vSS(S, τ )of
the option. Throughout Section 3we consider a general nonnegative payoff function f (S). In Section 4 an explicit relationship
between the step size discretization variables is given in order to guarantee stability and monotonicity of the numerical
solution of the optionprice for the case of a general nonnegativemonotonepayoff function f (S). Consistency of thenumerical
scheme is treated in Section 5. Illustrative numerical examples and simulations for several values of the liquidity parameter
ρ are included in Section 6.
If x = [x1, . . . , xp]T is a vector in Rp, its euclidean norm is represented by ‖x‖p = (xT x)1/2 and its 1-norm, see [29], is
denoted by ‖x‖ =∑pi=1 |xi|. If g : [a, b] −→ R is an integrable function and P = {a = x0, x1, . . . , xp = b} is a partition of
[a, b] andMi = sup{g(x); xi−1 ≤ x ≤ xi}, we denote by U(g, [a, b], P) the upper Riemann sum∑pi=1Mi(xi − xi−1).
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2. Numerical scheme construction
Apart from the construction for the numerical solution of problem (3) it is necessary to determine the numerical domain
where the numerical approximation is computed. Although there are several criteria, taking into account [28], the interval
[0, 2E] for the underlying asset variable S is appropriate. We consider the bounded numerical domain [0, 2E] × [0, T ] and
the approximations of the partial derivatives ∂v
∂τ
and ∂
2v
∂S2
at the mesh points (Sj, τ n) with Sj = jh, 0 ≤ j ≤ N , 2E = Nh,
τ n = nk, 0 ≤ n ≤ lwith lk = τ ,
∂v
∂τ
(Sj, τ n) =
V n+1j − V nj
k
+ O(k), 0 ≤ j ≤ N,
∂2v
∂S2
(Sj, τ n) = ∆nj + O(h2), 1 ≤ j ≤ N − 1, (4)
where V nj approximates the exact value of the solution of (3) at (Sj, τ
n), v(Sj, τ n) ≈ V nj , and ∆nj is the discrete operator
approximating the Gamma of the option and defined by
∆nj =
V nj−1 − 2V nj + V nj+1
h2
, 1 ≤ j ≤ N − 1. (5)
From (3), the previous approximations yield the explicit difference scheme, forward in time, centered with respect to S,
V n+1j =
(
1− k
h2
anj
)
V nj +
k
2h2
anj
(
V nj−1 + V nj+1
)
, 1 ≤ j ≤ N − 1, 0 ≤ n ≤ l− 1, (6)
where
anj = anj (V ) =
σ 2S2j(
1− ρλjSj∆nj
)2 , λj = λ(Sj). (7)
Note that the numerical domain introduces an artificial boundary S = 2E and it is convenient to establish the treatment
of this boundary in the computation of the numerical solution. In order to avoid unrealistic constraints, we compute the
numerical solution by extrapolating at the mesh point of this artificial boundary, the numerical solution obtained in the
internalmesh points, using linear interpolation that involves the same approximation order than (4). Because of the centered
approximation (5) it appear also artificial external mesh points at S−1 = −h and SN+1 = (N + 1)h.
Taking into account these considerations we assign the values
V n−1 = 2V n0 − V n1 . (8)
V nN+1 = 2V nN − V nN−1. (9)
By imposing that Eq. (6) is also satisfied for j = 0 and j = N and using (8)–(9), one gets
V n+10 = V n0 ; V n+1N = V nN , 0 ≤ n ≤ l− 1. (10)
From the initial condition for a general payoff function f (S)with f (0) = 0 it follows that
V n0 = 0, V nN = V 0N = f (2E), 0 ≤ n ≤ l. (11)
The scheme (6), (11) can be written in vector form
V n+1 =
(
I − k
2h2
A(n)
)
V n, (12)
where
V n = [V n0 V n1 · · · V nN]t , (13)
and
A(n) = B(n)C ∈ R(N+1)×(N+1), 0 ≤ n ≤ l− 1, (14)
with
B(n) = diag (an0, . . . , anN) , (15)
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and
C =

0 0 0 · · · 0 0 0
−1 2 −1 · · · 0 0 0
...
. . .
. . .
. . .
...
...
...
. . .
. . .
. . .
...
...
. . .
. . .
. . .
...
0 0 0 · · · −1 2 −1
0 0 0 · · · 0 0 0

∈ R(N+1)×(N+1). (16)
Solving (12) one gets
V l =
[
l−1∏
n=0
(
I − k
2h2
A(n)
)]
V 0, (17)
where V 0 = [f (0) · · · f (SN)] involves the payoff function.
3. Properties of the numerical Gamma of the option
The Gamma of the option has a prevalent influence in the numerics of Eq. (3) because of its presence in the nonlinear
term of such equation. This influence is clear throughout coefficient anj defined in (7)which appears in the numerical scheme
(6). Thus, the information about the autonomous behavior of the numerical Gamma∆nj will be useful to study the stability
of scheme (6)–(11) as well as monotonicity properties of the numerical solution.
Let us introduce numerical Gamma vector defined by
∆n = [∆n0 · · · ∆nN]t , (18)
where∆nj is defined by (5) for 1 ≤ j ≤ N − 1 and using (5), for j = 0 and N , and (8)–(9), one gets
∆n0 = ∆nN = 0, 0 ≤ n ≤ l. (19)
From (5), (13), (16), (18) and (19) one gets in a first step that
∆n = 1
h2
CV n. (20)
Now, using the evolution of the numerical vector price V n, given by (12) together with (14) and (20), it follows that
∆n+1 = 1
h2
CV n+1 = 1
h2
C
(
I − k
2h2
A(n)
)
V n
= ∆n − k
2h2
CB(n)
1
h2
CV n = ∆n − k
2h2
CB(n)∆n,
∆n+1 =
(
I − k
2h2
CB(n)
)
∆n, 0 ≤ n ≤ l− 1. (21)
Note that (21) provides an autonomous evolution of∆n that componentwise can be written in the form
∆n+1j =
(
1− k
h2
anj
)
∆nj +
k
2h2
(
anj−1∆
n
j−1 + anj+1∆nj+1
)
, 1 ≤ j ≤ N − 1, (22)
and for j = 0 and j = N , satisfying (19).
Before the statement of next result and related to Frey–Patie assumption A4 of [16], let us introduce the parameter
µ = max {Sλ(S); 0 ≤ S ≤ 2E} , (23)
and let ∆0 = ∆0(h) be defined by (5), (18), (19) for n = 0, where V 0j = f (Sj), 0 ≤ j ≤ N . Now, a discrete analogous of
assumption A4 of [16] for t = T takes the form
ρµ
∥∥∆0∥∥ < 1. (24)
Note that for the particular case of the vanilla call option, with f (S) = max(S − E, 0) and an even N , one gets
∆0N/2 =
1
h
; ∆0j = 0 for j 6=
N
2
,
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and note that condition A4 of [16] for t = T means
ρλN/2
SN/2
h
= ρλN/2 Eh = ρλN/2E∆
0
N/2 = ρλN/2E‖∆0‖ < 1,
and this holds true under hypothesis (24).
Lemma 1. Let h = ∆S be fixed so that condition (24) holds true. Let k = ∆τ and L(h) be defined by
L(h) = 1(
1− ρµ‖∆0‖)2 > 0, (25)
and assume that k satisfies the stability hypothesis
k ≤ h
2
4L(h)σ 2E2
. (26)
Then
(i)
1− k
h2
anj ≥ 0, 0 ≤ j ≤ N, 0 ≤ n ≤ l, (27)
where anj is defined by (7).
(ii) Operator ∆n satisfies the decreasing norm monotonicity∥∥∆n+1∥∥ ≤ ∥∥∆n∥∥ , 0 ≤ n ≤ l− 1. (28)
Proof. We will prove both parts simultaneously using induction principle. For n = 0, as 0 ≤ Sj ≤ 2E, one gets
0 ≤ a0j =
σ 2S2j
(1− ρλjSj∆0j )2
≤ 4σ
2E2
(1− ρµ‖∆0‖)2 = 4σ
2E2L(h).
Hence, using (26) one gets
1− k
h2
a0j ≥ 1−
k
h2
4σ 2E2L(h) ≥ 0. (29)
Note that (29) proves (i) for n = 0. From (22) for n = 0 and (19) it follows that∣∣∆1j ∣∣ ≤ (1− kh2 a0j
) ∣∣∆0j ∣∣+ k2h2 (a0j−1|∆0j−1| + a0j+1|∆0j+1|) . (30)
Adding for j, from (19) and (30) one gets
∥∥∆1∥∥ = N−1∑
j=1
|∆0j | −
k
2h2
(
a01|∆01| + a0N−1|∆0N−1|
) ≤ ‖∆0‖, (31)
proving (ii) for n = 0.
Let us assume the induction hypothesis, i.e., we assume that one satisfies
1− k
h2
am−1j ≥ 0, ‖∆m‖ ≤ ‖∆m−1‖ m ≥ 1. (32)
Taking into account (24) and (32) it follows that
1− ρλjSj∆mj ≥ 1− ρµ‖∆m‖ ≥ 1− ρµ‖∆m−1‖ ≥ 1− ρµ‖∆0‖ > 0. (33)
Note that as 0 ≤ Sj ≤ 2E, from (33) one gets
amj =
σ 2S2j(
1− ρλjSj∆mj
)2 ≤ 4σ 2E2(1− ρµ‖∆0‖)2 = 4σ 2E2L(h). (34)
Hence
1− k
h2
amj ≥ 0. (35)
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From (19), (22), (32) and (35) it follows that∣∣∆m+1j ∣∣ ≤ (1− kh2 amj
) ∣∣∆mj ∣∣+ k2h2 (amj−1|∆mj−1| + amj+1|∆mj+1|) ,∥∥∆m+1∥∥ ≤ N−1∑
j=1
|∆mj | −
k
2h2
(
am1 |∆m1 | + amN−1|∆mN−1|
) ≤ ‖∆m‖.
Hence the result is established. 
4. Stability and qualitative properties of the numerical solution
A suitable property of the numerical solution of an equation pricing a contract is the positivity. The next result guarantees
this property for the scheme (6), (11).
Note that from (6), the numerical solution V n+1j of problem (3) is nonnegative if each of the two terms of the right hand
side of (6) is nonnegative. Under hypothesis of Lemma 1, one has that the coefficient
(
1− k
h2
anj
)
≥ 0. Furthermore as by
definition, coefficient anj given by (7) is nonnegative. Hence as V
0
j = f (Sj) ≥ 0 from the initial condition, the following result
has been established:
Proposition 1. Under hypothesis of Lemma 1, the numerical solution {V nj } of scheme (6), (11) is nonnegative.
For the sake of clarity in the presentation of next results, we introduce the following definition:
Definition 1. A numerical scheme F(V nj ) = 0, is said to be monotone in the underlying asset variable Sj+1 − Sj = ∆S, if
each time that V nj ≤ V nj+1 for all j, then
V n+1j ≤ V n+1j+1 , for all j. (36)
Note that if the initial condition V 0j = f (Sj) is non-decreasing in the asset variable S, and the scheme F(V nj ) = 0 is
monotone, then for every fixed step n, the numerical solution {V nj }will be non-decreasing in the variable j, i.e.,
V n0 ≤ V n1 ≤ · · · ≤ V nj ≤ V nj+1 ≤ · · · ≤ V nN . (37)
The next result shows that scheme (6), (11) is monotone.
Theorem 1. Under hypotheses of Lemma 1, the scheme (6), (11) is monotone.
Proof. Let us assume that the numerical solution {V nj } of scheme (6), (11) satisfies for a fixed value of n, with 0 ≤ n ≤ l− 1,
V nj ≤ V nj+1, 0 ≤ j ≤ N − 1. (38)
Let us write
V n+1j+1 − V n+1j =
(
V n+1j+1 − V nj+1
)+ (V nj+1 − V nj )− (V n+1j − V nj ) . (39)
From (6) and (38) one gets
V n+1j − V nj ≤ −
k
h2
anj V
n
j +
k
2h2
anj
(
V nj + V nj+1
)
,
V n+1j − V nj ≤
k
2h2
anj
(
V nj+1 − V nj
)
, 1 ≤ j ≤ N − 1. (40)
From (6) and (38) we also have
V n+1j − V nj ≥ −
k
h2
anj V
n
j +
k
2h2
anj
(
V nj−1 + V nj
)
,
V n+1j − V nj ≥ −
k
2h2
anj
(
V nj − V nj−1
)
, 1 ≤ j ≤ N − 1, (41)
that substituting j by j+ 1 takes the form
V n+1j+1 − V nj+1 ≥ −
k
2h2
anj+1
(
V nj+1 − V nj
)
, 0 ≤ j ≤ N − 2. (42)
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From (39), (40) and (42) one gets
V n+1j+1 − V n+1j ≥ −
k
2h2
anj+1
(
V nj+1 − V nj
)+ (V nj+1 − V nj )− k2h2 anj (V nj+1 − V nj ) ,
V n+1j+1 − V n+1j ≥
(
1− k
2h2
(
anj + anj+1
)) (
V nj+1 − V nj
)
. (43)
Considering (34) for j and j+ 1, (26) and (43) it follows that
V n+1j+1 − V n+1j ≥
(
1− k
h2
4σ 2E2L(h)
) (
V nj+1 − V nj
) ≥ 0, 1 ≤ j ≤ N − 2. (44)
This proves monotonicity of the scheme in the internal mesh points. In the boundaries, from Proposition 1 and (11) one gets
V n1 − V n0 = V n1 − 0 ≥ 0, 0 ≤ n ≤ l. (45)
Considering (11), (27), (39) and (40) for j = N − 1, it follows that
V n+1N − V n+1N−1 =
(
V n+1N − V nN
)+ (V nN − V nN−1)− (V n+1N−1 − V nN−1)
≥ 0+
(
1− k
2h2
anN−1
) (
V nN − V nN−1
) ≥ 0.
Thus the result is established. 
For the sake of clarity in the presentation we introduce the following definition
Definition 2. A numerical scheme F(V nj ) = 0, for the initial value problem (3) is said to be stable in the fixed station sense
with respect to time τ , uniformly with respect to the underlying asset variable S ∈ [a, b], if for every partition with k = ∆τ ,
0 < τ ≤ T , τ = lk, one gets that vector solution {V n} satisfies∥∥V n∥∥N+1 ≤ C ∥∥V 0∥∥N+1 , 1 ≤ n ≤ l, (46)
for some C > 0 independent of k = ∆τ , and h = ∆S with Nh = b− a.
The next result shows that numerical scheme (6), (7), (11) is stable in the sense of Definition 2 for all the cases where the
payoff function f (S) is a bounded monotone increasing function in the underlying asset variable S.
Note that as the scheme (6), (11) is monotone by Theorem 1, under hypotheses (24)–(26), and as at the initial step
{V 0j = f (Sj)} is increasing in j by the monotonicity of the payoff function f (S), S ∈ [0, 2E], it follows that
0 = V n0 ≤ V n1 ≤ · · · ≤ V nj ≤ V nj+1 ≤ · · · ≤ V nN = f (2E).
Hence, vector V n defined by (13) satisfies
‖V n‖2N+1 ≤ (f (2E))2 ‖(0, 1, 1, . . . , 1)‖2N+1 = N (f (2E))2 . (47)
Note that for n = 0, we have∥∥V 0∥∥2N+1 = N∑
j=0
(
f (Sj)
)2 = N∑
j=1
(
f (Sj)
)2
,
and as f (S) is monotone increasing, using upper Riemann sums we can write
‖V 0‖2N+1 = U
(
f 2, [0, 2E], PN
) ( N
2E
)
, (48)
where PN is the partition with constant step size defined by
PN =
{
0,
2E
N
, 2
(
2E
N
)
, . . . , 2E
}
.
Hence,∥∥V 0∥∥2N+1 ≥ (∫ 2E
0
f 2(S)dS
)(
N
2E
)
. (49)
From (47) and (49), one gets
‖V n‖N+1∥∥V 0∥∥N+1 ≤
√
N f (2E)√
N
2E
√∫ 2E
0 f
2(S)dS
=
√
2E f (2E)√∫ 2E
0 f
2(S)dS
= C,
where C is independent of h = ∆S and k = ∆τ .
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Thus, the following result has been established
Theorem 2. Under hypotheses (24)–(26), the numerical scheme (6), (11) applied to problem (3)withmonotone increasing payoff
function f (S) is stable in the fixed station sense with respect to time τ , uniformly with respect to S ∈ [0, 2E].
5. Consistency of the numerical scheme
Consistency of a numerical schemewith respect to a partial differential equationmeans that the exact theoretical solution
of the PDE approximates well the exact solution of the difference scheme as the step size discretization tends to zero, [30].
This property is the objective of present section.
Let us write the scheme (6)–(7) in the form
F(V nj ) =
V n+1j − V nj
k
− 1
2
anj∆
n
j = 0, 1 ≤ j ≤ N − 1, 0 ≤ n ≤ l− 1, (50)
where∆nj is defined by (5).
In accordance with [30, p. 100], the scheme (50) is said to be consistent with
L(v) = ∂
∂τ
v(S, τ )− 1
2
σ 2(
1− ρλ(S)S ∂2
∂S2
v(S, τ )
)2 S2 ∂2∂S2 v(S, τ ) = 0 (51)
if
T nj (v) = F(vnj )− L(vnj ) −→ 0, as h = ∆S −→ 0, k = ∆τ −→ 0, (52)
where vnj represents the value of the theoretical solution v of (51) at (Sj, τ
n)with Sj = jh and τ n = nk.
Let us assume that v admits four times continuous partial derivatives with respect to S and twice continuous partial
derivatives with respect to τ . Using Taylor’s expansion about (Sj, τ n) one gets
vn+1j − vnj
k
= ∂
∂τ
v(Sj, τ n)+ k Enj (1), (53)
where
Enj (1) =
1
2
∂2
∂τ 2
v(Sj, ξ), nk < ξ < (n+ 1)k, (54)
with ∣∣Enj (1)∣∣ ≤ 12 max
{∣∣∣∣ ∂2∂τ 2 v(Sj, τ )
∣∣∣∣ ; τ n ≤ τ ≤ τ n+1} = 12 ∣∣W nj (1)∣∣max . (55)
Let∆nj (v) =
vnj−1−2vnj +vnj+1
h2
, and note that using Taylor’s expansion one gets
∆nj (v) =
∂2
∂S2
v(Sj, τ n)+ h
2
12
∂4
∂S4
v(η, τ n)
= ∂
2
∂S2
v(Sj, τ n)+ h2Enj (2), Sj − h < η < Sj + h, (56)
with ∣∣Enj (2)∣∣ ≤ 112 max
{∣∣∣∣ ∂4∂S4 v(S, τ n)
∣∣∣∣ ; 0 ≤ S ≤ 2E} = 112 ∣∣W n(2)∣∣max . (57)
From (50)–(54), it follows that the local truncation error takes the form
T nj (v) = F(vnj )− L(vnj )
= −1
2
anj (v)∆
n
j (v)+
1
2
a(n, j)
∂2
∂S2
v(Sj, τ n)+ k Enj (1), (58)
where
a(n, j) = σ
2S2j(
1− ρλ(Sj)Sj ∂2∂S2 v(Sj, τ n)
)2 , (59)
and anj (v) denotes the coefficient defined in (7) and related to the discretization∆
n
j (v) of
∂2v
∂S2
at (Sj, τ n).
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If we denote
x = ∂
2
∂S2
v(Sj, τ n); ∆x = h2Enj (2), (60)
then from (56) one gets
∆nj (v) = x+∆x. (61)
Let us denote the function gS(x) by
gS(x) = x
(1− ρλ(S)Sx)2 , (62)
for a fixed value of the underlying asset variable S. Hence, gS(x) is a well defined continuously differentiable function in any
domain where 1− ρλ(S)Sx 6= 0.
From the previous notation, note that
− anj (v)∆nj (v)+ a(n, j)
∂2
∂S2
v(Sj, τ n) = −
[
gSj(x+∆x)− gSj(x)
]
σ 2S2j = −g ′Sj(x+ θ∆x)∆xσ 2S2j , 0 < θ < 1. (63)
Note that from (62) it follows that
g ′S(x) =
1+ ρλ(S)Sx
(1− ρλ(S)Sx)3 . (64)
Note that from (58)–(64) we can write
T nj (v) = −
1
2
σ 2S2j
 1+ ρλjSj
(
∂2
∂S2
(Sj, τ n)+ θh2Enj (2)
)
(
1− ρλjSj
(
∂2
∂S2
(Sj, τ n)+ θh2Enj (2)
))3
 h2Enj (2)+ kEnj (1). (65)
By assumption A4 of [16], for a fixed value of n one gets
d(v, n) = max
{
ρλ(S)S
∂2
∂S2
v(S, τ n); 0 ≤ S ≤ 2E
}
< 1. (66)
Let us take h = h0 small enough so that
d(v, n)+ ρµ h
2
0
12
|W n(2)|max = kn0 < 1. (67)
Hence, for h < h0, T nj (v) given by (65) satisfies
∣∣T nj (v)∣∣ ≤ 124 σ
2S2j
(1− kn0)3
(1+ kn0)|W n(2)|maxh2 +
1
2
|W nj (1)|maxk = O(h2)+ O(k). (68)
Summarizing, the following result has been established.
Theorem 3. With previous notation, scheme (6)–(7) is consistent with Eq. (51) under assumption A4 of [16], and the local
truncation error satisfies
T nj (v) = O(h2)+ O(k).
6. Examples and simulations
In this section we check the properties of the proposed numerical scheme (6), (7), (11) for the model (3) without
linearizations or smoothed transformation of the partial differential equation. Furthermore, simulations are performed for
different values of the liquidity parameter ρ as well as for several payoff functions with the common function λ(S) = 1
previously considered in [21,16].
In the first example, we consider an European vanilla call option problem, i.e., v(S, 0) = f (S) = max{S − E, 0}, where E
is the strike price.
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Fig. 1. Numerical solutions for several step size discretization values.
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Fig. 2. Variation of the option price with the parameter ρ.
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Fig. 3. Variation of the delta.
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Fig. 4. Variation of the Gamma.
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Fig. 5. Numerical option price for a call spread option.
Example 1. Consider the vanilla call option for an illiquid market with λ(S) = 1, ρ = 0.01, and
E = 100, T = 0.25, σ = 0.2. (69)
Fig. 1 shows the option pricing value for h = 2.5 and two values of k = ∆τ . For k = 0.00015625 the sufficient stability
condition (26) is satisfied and the numerical solution, continuous line, is monotone. However, if k = 0.0038784 the stability
condition is broken appearing spurious oscillations in the numerical solution, dot line.
In the next examplewe consider the problem treated in Example 1under stability step size requirementswith parameters
given in (69) but with several different values of the liquidity parameter ρ simulating the illiquidity influence in the price
and the Greeks of the option. We focus on the delta ∂u(S,t)
∂S and the Gamma
∂2u(S,t)
∂S2
.
Example 2. Fig. 2 simulates the option price value for different values of ρ, showing that price grows with the value of the
liquidity parameter ρ, mainly in the proximities of the strike price. Fig. 3 shows the variation of the numerical delta and
Fig. 4 the variation of the numerical Gamma.
In the next example we consider the payoff function
f (S) = max {S − K1, 0} −max {S − K2, 0} ,
with K1 = 100, K2 = 110, corresponding to the call spread option with remaining parameters
T = 0.25, σ = 0.2.
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Fig. 6. Call spread option price variation with the parameter ρ.
Example 3. Fig. 5 shows the behavior of the numerical option price for the related above call spread option under stability
condition (26) as well as when the step size discretization breaks this condition. Finally, Fig. 6 simulates the option price
under stability condition (26) for several values of the parameter ρ.
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