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Preface
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manuscript. I enjoyed our collaboration and I appreciated both your ex­
perimental and theoretical help in spinning up the story with domain walls 
in garnet.
I wish to acknowledge all the Ph.D. students and all the staff from High 
Magnetic Field Laboratory for your support and for good time I had in
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Nijmegen. Special thanks to Igor, Cecilia and Fabio, for their friendship. 
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Hans, thanks for your patience when explaining me the obvious things 
(horticulture, cycling, drinking, dating, meaning of life). Maarten, thanks 
for your introduction in to x-life (I try  to follow). I also want to express my 
appreciation to people who made me to believe that there is life outside the 
lab. Masha, Alla, Alessandra, Muriel, Anthony, Alexeys (Kolesnichenko 
and Kimel), Florian, Wil - this truly international community was never 
boring and always very supportive.
There is one more group of people I can not miss in this acknowl­
edgement: technicians. I think, I was always very lucky that very smart, 
skillful, kind and nice people helped me in my work. Starting still from 
Valerii Belov in Chernogolovka, then Stef, Hung, Jos, Lijnis, Henk, Harry 
and Adry in Nijmegen, and finally Stan, Mark, Steeve, John, Ian, Jim, 
Mike, Jonathan, M artin and Paul in Manchester - definitely no experi­
ments would be possible without their everyday support.
Sergey Morozov is another researcher I enjoyed working with. Exper­
iments on room tem perature applications of Hall magnetometers (chap­
ter 3), as well as the experiments on using the Hall magnetometers as local 
electric field sensors were done in strong collaboration with him.
I also enjoyed our discussions with Irina Grigorieva and Sasha Grig- 
orenko.
Finally, I want to express my gratitude to my wife Irina, my sister 
Lena, my parents and my friends (especially to Sergey and Taras) for 
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Mesoscopic physics, nanoelectronics and nanomagnetism are rapidly de­
veloping areas of modern science. This progress, driven mainly by im­
proving sample preparation and measuring techniques, gives new ideas for 
applications, as well as answers to some fundamental questions. By prob­
ing the properties of m atter on the atomic scale we generate incredibly 
im portant information about interactions in complex systems.
There is a number of techniques which allow one to study magnetic 
properties of sub-micron mesoscopic samples. Among those are scan­
ning tunnelling microscopy (STM) and spectroscopy [1], magnetic field 
microscopy (MFM) [2], SQUID-based techniques [3], extraordinary Hall 
effect [4] and so on. In this thesis I mostly exploit the Hall magnetome- 
try technique to perform the magnetization measurements on sub-micron 
magnetic structures. The greatest advantages of this method are: (i) it is 
essentially non-invasive - the magnetic field generated by the probe itself 
is usually of the order of 1 mOe; (ii) its high sensitivity - one can detect 
magnetic fluxes as small as ~  10_40o (0o =  h/e, is the flux quantum).
In the vast majority of my experiments, I used an advantage of the Hall 
probes made of semiconductor heterostructures with a two-dimensional 
electron gas (2DEG). The 2DEG was created by selectively growing layers 
of semiconducting materials with different band-gaps. In such heterostruc­
tures the layers with high doping are spatially separated from the layers 
where electrons accumulate. Due to this fact the electron mobility in this 
kind of structure is very high (of the order of ~  100 m2/(V-s)), which 
ensures very low intrinsic noise and very long electron mean free paths in
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such heterostructures. Mesoscopic Hall probes made from a 2DEG have 
proved themselves as a valuable experimental tool for studies of magnetic 
flux distribution in macroscopic and sub-micron superconductors and for 
studies of the magnetic properties of individual nanometer-sized magnets 
and their arrays [5].
The use of ballistic Hall probes makes a qualitative difference in com­
parison with using them in the diffusive regime, since it becomes possible 
to associate the measuring Hall signal with the magnetization of the stud­
ied object. It was shown both theoretically [6] and experimentally [5], 
th a t the Hall signal is proportional to the average magnetic field over the 
central area of the Hall cross. Moreover, the conditions for this are not 
so strict - even if the geometry of the Hall sensor is not perfect (like, for 
instance, rounded corners of the probe, which is the usual consequence of 
wet etching - one of the technological steps in production of the probes), 
this relation between the Hall signal and the average magnetic field is still 
valid.
One can use this kind of probe as a flux-meter, similar to a SQUID. 
Moreover, the sensitive area can be as small as 1 ^m 2 and the sensitivity 
is on the level of ~  10_4 0O. Whenever the power of this technique was 
confirmed in a number of experiments (see references for chapter 5), our 
experiments on electron scattering on strong magnetic inhomogeneities set 
the limit of application of ballistic Hall magnetometery. Thus, in the limit 
of quantized magnetic field, when the cyclotron radius is comparable with 
the size of the Hall probe, the Hall signal is expected to be a not-so-simple 
function of magnetic field. In fact the appearance of skipping and quasi­
trapped orbits leads to a number of beautiful effects, a few of them are 
considered in chapters 3 and 4.
Chapter 3 presents my experiments on electrons interacting with a lo­
calized spot of magnetic field. I found that in case of very strong magnetic 
field, electrons become trapped inside the magnetic protrusion. This ef­
fect (also known as quenching of the Hall effect at localized spot of high 
magnetic field) was measured for the first time.
Chapter 4 sheds light on another experimental configuration. The 
central area of the Hall cross is under a different polarity of magnetic 
field than the outer part. Moreover, the magnetic field changes its sign 
abruptly. For low magnetic fields, electrons probe the whole area of the 
Hall cross, and the Hall response is proportional to the average magnetic
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field over the central area of the cross. However, as the magnetic field 
becomes stronger, electrons move preferentially along the edges of the 
cross (skipping orbits), and they do not feel the magnetic field in the 
central area of the cross.
Alternately, chapters 5,7, and 8 discuss the successful implementation 
of ballistic Hall magnetometry for measurements of very small displace­
ments of domain walls. The motion of domain walls was studied very in­
tensively by a variety of methods: pick-up loops, magneto-optical effects, 
MFM, etc. However, at the moment it is only Hall micromagnetometry 
which allows local studying of domain wall movements and dynamics on 
a scale as small as 1 A.
Here I used the ballistic Hall microprobes as very accurate position 
detectors. The ferromagnetic sample is placed in a firm mechanical contact 
with a Hall probe. If the magnetization of the sample is out of plane 
(perpendicular to the surface of the probe), then, as soon as a domain wall 
enters the sensitive area of the probe, magnetic field and flux through the 
Hall cross change, as well as its Hall response. If the domain wall moves 
by parallel shifts (in the case of Yttrium-Iron-Garnet thin films, which I 
used in my experiments, it is ensured by in-plane anisotropy), it is easy to 
a ttribute the change in the Hall signal with the domain wall displacement.
Local observation of motion of a domain wall allowed detection of its 
interaction with a magnetic potential. It was possible to measure domain 
wall pinning on individual pinning centers, as well as measure their sizes 
and characteristic energies. However, what is even more remarkable, even 
in the absence of any defects, the discrete nature of spin leads to the 
existence of the atomic wash-board potential (Peierls potential), which 
has the periodicity of the crystal lattice, and on which a domain wall can 
be pinned as well. Initially the Peierls potential was introduced for the 
case of dislocations [7, 8, 9]. The experiments on domain wall dynamics 
on the sub-atomic scale, which I present in chapter 8, is the first direct 
observation of a ferromagnetic domain wall interacting with underlying 
atomic washboard potential.
This thesis is structured as follows. The basic theory of electron trans­
port in diffusive and ballistic regimes is given in chapter 2. Chapters 3 
and 4 discuss the limitations of the ballistic Hall magnetometry technique, 
which arise due to strongly non-uniform magnetic field distribution within 
the central area of the Hall probes. In chapter 5 the possible expansion of
15
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the working tem perature range of the Hall probes towards room tem pera­
tures is described. After analyzing the noise and sensitivity characteristic 
of a number of the Hall probes, made of different materials, the best 
candidate for room tem perature Hall magnetometry is proposed. Brief 
introduction into micromagnetic theory of ferromagnetic domain wall is 
presented in chapter 6. It also gives a sense of Heisenberg approach to 
this problem. In chapter 7 I demonstrate the implementation of the bal­
listic Hall magnetometry for studying the domain wall propagation on 
nanometer scale in uniaxial mono-crystalline garnet films. I will also dis­
cuss my study of the individual pinning centers in garnet films. Finally, 
the intrinsic pinning of a domain wall is discussed in chapter 8.
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Diffusive and ballistic 
electrons in m etals
2.1 H all m icrom agnetic m easurem ents in 
diffusive and ballistic regim es
One of the main characteristics, which determines the transport properties 
of any electron gas is a mean free path and its relation with the character­
istic size of a sample. One should distinguish two regimes with strikingly 
different properties: diffusive and ballistic. The former is characterized by 
electrons mean free path being shorter than the characteristic size of the 
sample. In contrast, in ballistic regime electrons travel without scattering 
through the whole sample, which means th at the mean free path is much 
bigger than the size of the sample. For GaAs/AlG aAs  heterostructures, 
the room-temperature mobility is usually less than 10000 cm2/V- s, which 
gives a mean-free path of the order of 100 nm (for typical concentration
4 x 1011 cm-2). If one compares it with the characteristic size of our probes 
(1 ^m), - it becomes clear that the diffusive regime approximation should 
be used at room temperature.
However, the situation changes dramatically at temperatures below 
100 K. In this region the mobility increases to 1000000 cm2/V- s, which 
results in an increase of the mean free path up to 10 ^m. This means that 
at helium temperatures (and even at nitrogen temperatures) electrons 
move ballistically through our structures.
Diffusive and ballistic electrons in metals
Although Hall sensors, working in both regimes give qualitatively sim­
ilar results, there is one big advantage of ballistic Hall probes - they allow 
quantitative local measurements of magnetic flux. The Hall response of 
such probes is proportional to the average magnetic field over the central 
part of the Hall cross.
Further in this chapter I ’ll give a short introduction to the principles 
of calculation of the conductivity of structures in diffusive and in ballistic 
regimes.
2.2 O hm ’s law
In this and the following sections the Drude theory of conductivity will 
be reviewed. The reader familiar with its major results (see formu­
las 2.14, 2.16, and 2.18) might proceed directly to section 2.4.
Electrons in metals can be considered as free, with just renormalized 
mass. The effective mass of electrons in crystals is determined by the 
interactions of the electrons with ions of the crystal lattice.
Let us consider the equation of motion of electrons under applied elec­
tric field. Electrons in electric field start to drift with a certain drift 
velocity u. This motion is superimposed with chaotic, thermal motion 
with velocity v t , and the total velocity is v =  v t +  u . Then the classical 
equation of motion will look like:
dv dm* —  =  m* — (vt +  u) =  F  +  Fint (2.1)dt dt
where F int is a force which acts on electrons when interacting with 
phonons, impurities, other electrons, etc., and F  is an external regular 
force acting on electrons from an electric field.
After averaging this equation over all electrons one should take 
dvt/d t  =  0, and replace the force F int by its average value < F int >. 
Now, it is possible to exclude the interaction between the electrons, since 
it does not change the momentum of the electron’s ensemble, Em*v - the 
only quantity which will be used in future considerations. In the absence 
of the drift motion the average value of F int is zero. I will use this fact 
and will present < F int > as a series of powers of u, limiting ourselves by 
the linear term, which is justifiable in the limit of small u:
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2.2 Ohm’s law
Fint — —m  — (2-2)Tr
here Tr is a constant, the physical meaning of which will be cleared up 
later.
Now, the equation 2.1 will read:
*a— *— , . m  —  +  m  — — F  (2.3)at Tr
To get the physical meaning of the constant Tr , let us consider a situa­
tion when F  — 0, and initially the electrons move with a velocity — — — 0. 
Then, the solution of the previous equation will be:
— — —o e x p ( - —) (2.4)Tr
so, in the absence of an electric field, the drift velocity will decline ex­
ponentially, decreasing by e times every Tr seconds. Tr will be called the 
relaxation time.
Using the definition of current density j — ne—, and introducing a new 
quantity:
2ne Tr (O c\^ — ----— (2.5)m*
one can bring the equation 2.3 in to form:
aj Fj +  Tr^ r — (2.6)at e
In the case where both the force F  and the coefficient a are constant, 
the solution of the last equation will read:
F  - tj — a — +  jo ex p —  (2.7)e Tr
or, in case of t ^  Tr :
Fj — a  -  (2.8)e
The above equation is valid for an external regular force of any nature. 
In our case, when electrons are accelerated by an external electric field 
E  — F/e, this equation will read:
19
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j =  a E  (2.9)
which is Ohm’s law, and the physical meaning of the factor a becomes 
clear, which is the electrical conductivity.
2.3 Scattering tim e and m obility
Previously the electrical conductivity was expressed via a phenomenolog­
ical parameter - the relaxation time Tr (see equation 2.5). However, in 
most problems it is convenient to know the dependence of the electrical 
conductivity on scattering time.
Let us assume that an electron is exposed to a permanent electric 
field E. After each collision the electron starts to move with constant 
acceleration a  =  eE/m*. Just before the next collision the drift velocity 
of the electron is v =  aTs, and the average speed between the two collisions 
will be u =  aTs/2.
Now this speed should be averaged over time. Let Tsi be the time 
between the i — 1 and i collisions, experienced by the electrons. Then the 
average speed will be:
< u > =  ^  =  a (2. 10)Tsi 2 Tsi 2 <Ts >
To express the ratio < t 2 > /  < ts > via the average scattering time 
t =< ts > let us consider an electron beam, which contains n0 electrons 
at time t =  0. During propagation of this beam through the crystal, 
some electrons will be dropped out from the beam, due to scattering. 
The number of electrons which are dropped out during the time period 
between t and t +  5t is proportional to the number of electrons in the beam 
at time t: dn =  —a n dt, which gives us n  =  n0 exp— at). Each of the dn 
electrons were moving without collision for a time t, so:
< ts > = ----- I t dn , < t2 > = ------- I t2 dn (2.11)n0 s n0
The second integral can be transformed as:
< t2 > = ----- [  t2 dn = ------- [  t2 d(—n0e-at) =s n 0 n 0
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2.3 Scattering time and mobility
=  y  t 2 d(e-at) =  - 2  y  t e-atdt =  -  — J  t dn =  2 < r , > (2.12)
0 0
Equation 2.10 will read: < u > =  a  r  ; and the expression for current 
density will look like:
2ne2rj =  ne < u > =  near  = ------E  (2.13)m*
Comparing the last equation with Ohm’s law 2.9 one can express the 
electrical conductivity via the scattering time:
ne2r
a =  — r  (2.14)m*
It is convenient to introduce another quantity which characterizes the 
level of interaction between electrons and imperfections in crystals - elec­
tron mobility fie, which is a drift velocity an electron acquires under the 
influence of a permanent electric field E, equal to 1:
u =  ¡ieE  (2.15)
Mobility and conductivity are connected as:
a =  ¡iene (2.16)
which leads us to an expression for the electron mobility:
^  ^  (2.17)m*
It is interesting to express the conductivity in terms of the Fermi wave 
vector kF for 2D systems. By using the well known relation between the 
wave vector and the concentration of 2D carriers n  =  gsgv kF/ 4n and the 
expression for the mean free path l =  vF r  =  hkF r /m * , and substituting 
them into equation 2.14 one can get:
e2 kFl /'0 1SAa =  g,gv (2.18)
here gs and gv are the spin and valley degeneracy factors respectively.
Table 2.1 contains numeric values of some electronic properties of 
GaAs/AlGaAs heterostructures. It is easy to see that the value of the
21
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Effective Mass m* 0.067 m e =  9.1 x 10 31 kg
Spin Degeneracy 9s 2
Valley Degeneracy 9v 1
Dielectric Constant £ 13.1 £0 =  8.9 x 10“ 12 F /m
Density of States N  (E  ) =  9s9v 0.28 1015 m_2meV_1
Electronic Sheet
Density n 4 1015 m_2
Fermi Wave Vector kF =  (4nn/9s9v )1/2 1.58 108 m _1
Fermi Velocity vF =  hkF/m* 2.7 105 m /s
Fermi Energy E f =  (hkF )2/2m* 14 meV
Electron Mobility tie 1 -  100 m2/V-s
Scattering Time t =  m * t /e 0.38 -  38 ps
Diffusion Constant 22v 0.014 -  1.4 m2/s
Resistivity p =  (net)  1 1.6 -  0.016 kQ
Fermi Wavelength Xf =  2n/kF 40 nm
Mean Free Path l =  vF t 102 -  104 nm
Phase Coherence
Length = ( D t^)1/2 200 -  . . . n m (T /K )-1/2
Thermal Length It  =  (h D /k s  T  )1/2 330 -  3300 nm (T /K )-1/2
Cyclotron Radius lcycl hkF /  eB 100 nm (B /T )-1
Magnetic Length lm =  (h /eB  )1/2
kF l
26
15.8 -  1580
nm (B /T )-1/2
uct =  eBT/m* 1 -  100 (B/T)
e f / hwc 7.9 (B /T )-1
Table 2.1: Electronic properties of the 2DEG in GaAs/AlGaAs het­
erostructures, Ref.[1]
dimensionless quantity kFl is much larger than 1, which makes the typical 
value of conductance in such heterostructures bigger than the quantum 
unit e2/h  ~  (25812.80 Q)_1.
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2.4 Diffusion coefficient and Einstein relation
2.4 D iffusion coefficient and E instein  rela­
tion
Formulas 2.14, 2.16, and 2.18 are the semiclassical result of Drude theory 
where the current is transm itted by all electrons, which move with drift 
velocity u. However in metals at low temperatures, one can consider that 
only a small number of electrons near the Fermi level participate in current 
transfer. The reason for this is that due to the Fermi-Dirac distribution 
there are no free electron states below the Fermi level, meaning th at those 
electrons can not respond to an electric field. In this section I will express 
the conductivity of 2DEG at low temperatures via the Fermi velocity.
Let us consider an electron gas in thermodynamic equilibrium, mean­
ing that the electrochemical potential is constant over the whole sample: 
A ^ =  0. Then the drift current density —a E /e  is equal to the diffusion 
current density —DVn:
- a E / e  — D V n  =  0 (2.19)
where D  is the diffusion coefficient.
On the other hand, the electrochemical potential is the sum of electro­
static potential energy —eV  and the chemical potential, which is simply 
the Fermi energy E F. Using dEF/d n  =  1 /N (E F), where N ( E ) is the 
density of states, one can get:
n
= eE +  N E )  (2'20)
Comparing equations 2.19 and 2.20 the expression for the conductivity 
via diffusion coefficient can be derived:
a =  e2N  (Ef )D  (2.21)
which is the Einstein relation.
To calculate the diffusion constant we are going to use the approach 
proposed in [1]. Let us consider the diffusion current density j x due to a 
small constant concentration gradient, n(x) =  n0 +  cx. The expression for 
the diffusion current density will then read:
lim {vx(t =  0)n(x(t =  - A t ) ) )  =  lim c{vx(0 )x ( -A t) )At^œ3x
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At
=  lim —c /  (vx(0)vx(—t))dt (2.22)A t J0
Here the brackets ( ...)  denote the isotropic angular average over the Fermi 
surface. Here the deviation of the distribution function from isotropic 
velocity distribution at x — At) induced by a small density gradient was 
neglected, which is a valid approximation since the velocity of electrons 
at times t =  0 and t =  limAt^ ^  —A t  do not correlate. Since only the 
time difference is im portant for the electron correlation function, one has 
(vx (0)vx(—t)) =  (vx (t)vx (0)). From here one can obtain the diffusion 
constant:
At
D  =  —jx /c  =  ƒ  (vx(t)vx(0))dt (2.23)
0
In the semiclassical approximation each scattering event destroys the 
correlation in the velocity. Thus, using the definition of scattering time 
th at in a time t only a fraction exp— t / r ) have not experienced a scattering 
event, one can write (in case of 2D):
(vx(t)vx(0)) =  (vx(0)2)e-t/T =  1 v 2F e-t/T (2.24)
Integrating the last formula will give us:
At
D  =  I  2 vFe-t/Tdt =  1 vFT =  1 VFl (2.25)
By combining the equations 2.25 and 2.21, one can get the result for 
Drude conductivity 2.14.
2.5 B allistic  electrons and Landauer for­
m ula
Drude theory expresses the conductivity in terms of thermodynamic phe­
nomenological parameters like scattering time 2.14, mobility 2.16, or mean 
free path 2.18. However, as the size of the sample becomes comparable
24
2.5 Ballistic electrons and Landauer formula
Figure 2.1: Schematic representation of diffusive (a) and ballistic (b) trans­
port regimes in a wire.
with the mean free path, one enters the ballistic transport regime (see 
Fig. 2.1). When in the ballistic regime, it is no longer possible to average 
over scattering events and thus introduce the local conductivity. Instead, 
one should operate in terms of conductance rather than conductivity.
Let us consider two reservoirs having slightly different carrier concen­
trations 8n, which are brought in to contact via narrow ballistic wire, 
Fig. 2.3. Then, using the same idea as was used when the Einstein rela­
tion 2.21 was introduced, only now not for the current density j, but for 
the current J  itself, one can write:
G =  e2N  (Ef )D (2.26)
where G is conductance and D is the diffusion constant for this particular 
wire (”diffusance”), determined as J  =  D Sn.
The current can be calculated as the difference between the number of 
electrons moving in positive and negative directions, multiplied by elec­
tron’s velocity. The Hamiltonian in Landau gauge, A (0 ,B x ,0) has the
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X Y
B
Figure 2.2: Two reservoirs connected by ballistic wire.
form:
H Px + (py +  e B x )2 +  V  (x) (2.27)2m* 2m*
One can separate the electron motion along the wire (Y direction) and 
across the wire (X direction). Motion across the wire is quantized and 
energy spectra consist of discrete energy levels En(k), n  =  1, 2 ,. . . ,  Fig. 2.3. 
Here n  indicates the modes, and the dependence of energy on the wave 
number along the Y  direction En(k) represents the dispersion relation 
of the n th  mode. The quantization arises due to the restriction of the 
electron motion in the X  direction (size quantization).
The wave function for electrons in the channel can be written in the 
form:
\n,k) = ^n,k (x)elky (2.28)
where ^ n>k (x) is a transverse amplitude profile. Basically, each electronic 
state like \n, k) corresponds to a one-dimensional state propagating along 
the Y  direction. The electron velocity along Y  direction for an electron in 
the state \n,k) can be found as an expectation value of the Y  component 
of the velocity operator p +  eA:
, ,Pv +  eAy . . , .O H . dEn(k)Vn(k) = {n, k \--------—  \n ,k )  =  in , k \ \ n, k)  =  (2.29)m* opy hdk
The current transm itted by n th  mode at zero tem perature is given by:
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Figure 2.3: Schematic representation of electron dispersion in the narrow 
channel (see Fig. 2.2).
M2 M2
T =  i \ T+(E ) n )dE  =  f  f 2_ dEn(k ) \  dEn(k) dE =  9s9v S
Jn J Nn (E ^Vn(k^dE = J  gsgv [ 2n dk )  hdk =  h ^
Ml Ml (2.30)
where
N + (E ) =  g,g, (2.31)
is the density of states with k > 0 in n th  1D subband.
Current, transm itted by n th  mode depends neither on the particular 
mode, nor on the Fermi energy. If a fraction Tn of electrons transm it­
ted through the n th  channel are scattered back, then the total diffusion 
current, transm itted by all N  channels will be:
2 NJ  =  h  5^ T n  (2.32)n=1
(here it is assumed gs =  2 and gv =  1). Since 5^ =  5 n /N (E F), and 
J  =  D5n, and using equation 2.26, one can get:
27
Diffusive and ballistic electrons in metals
Figure 2.4: Schematic representation of multireservoir conductor.
2p2 N
G = ~ ^ Y . T n  (2.33)
n=1
or in another form:
2p 2 N  2p 2G =  -h - Y ,  \tmn\2 = T rtt*  (2.34)
n,m=1
where |  denotes Hermitian conjugation, and Tn =  m=1 \tmn\2 is ex­
pressed in terms of the m atrix t  of transmission probability amplitudes 
from mode n  to mode m. This equation is known as Landauer formula, 
and was first introduced in 1957 [2].
For our experiment it is essential to make 4-probe measurements, since 
we are measuring the Hall effect. The generalization of Landauer formula 
to the case of a multireservoir conductor was done by Buttiker [3]. Let us
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consider many reservoirs 1, 2 , . . . N  (in our case 4) with different chemical 
potentials ¡i1,m2, . . .m N above the Fermi energy E F , Fig. 2.4. The total 
transmission probability from reservoir a  to reservoir 3  is given by:
Na NH
Ta^  =  \tf3a,mn\2 (2.35)
n=1 m=1
where tpa,mn is the probability for an electron to be transm itted from 
mode n  in lead a  to mode m  in lead 3 , and Na and Np are the number 
of transverse modes in leads a  and 3 respectively (for typical electron 
concentrations and typical structure sizes the number of modes is of the 
order of 100).
Current, injected into a  lead from a  reservoir can be found using for­
mula 2.30, and is equal to (2e/h)Na^ a. A fraction Ta^ a/N a =  R a/N a of 
electrons injected to the lead is reflected back before they have reached 
any other reservoir, and a fraction Ta^ /N a of electrons is transm itted to 
lead 3 . The net current Ia in lead a  is thus given: 
h
2gIa =  (Na — Ra)^ a — ^  y Ta ^ / 3 (2.36)P{P=a)
or in m atrix form:
I l
I 2
\ I n  /




T2 l N2 -  R 2
T1^N 
T2—> N
\  (  m  \
1^ 2 (2.37)
\  TN^1 TN^ 2 . . .  N 1 — R 1 J  \  ^N J
Both columns and rows of the m atrix in the left-hand side of the last 
equation add to zero:
N a — R a — ^  Ta^f3 =  0 
f3(f3=a)
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The former equation represents current conservation principle, and the 
latter the fact tha t all the chemical potentials are determined with respect 
to an arbitrary value.
Finally, it is interesting to look at the symmetry properties of the prob­
lem of non-local conductivity. The symmetry of transmission probabilities 
is as follows:
t f3a, nm(B) =  ta/3,mn( - B )  ^  Ta^@(B) =  Tft^a( - B )  (2.40)
This result follows from the unitarity of the scattering m atrix =  t _1 
(representing current conservation), and the symmetry t* ( - B ) =  t _1(B ) 
(time-reversal invariance). It was also shown by Biittiker [3] that the sym­
metry relation 2.40 guarantees a reciprocity relation for the four-terminal 
resistance:
R a@Y$ (B ) =  R ~fS,af3( — B ) (2.41)
Here R ap, =  V1s / I ap. For the case of diffusive transport, the reciprocity 
relation follows from the Onsager-Casimir relation [4, 5]: p(B) =  pT(—B ) 
for the resistivity tensor (here T  denotes the transpose).
2.5.1 M easurem ents o f conductance o f ballistic  
structures
A vast majority of measurements of conductance in ballistic structures 
were made in Hall cross geometry similar to the one presented in Fig. 2.4. 
Both Hall (R13,24) and bend (R12 )43) resistance measurements exhibited 
quite non-obvious results. Both Hall and bend resistances show strong, 
non-monotonic dependence on magnetic field, and bend resistance is even 
negative at zero magnetic field.
However, calculations based on the Landauer-Buttiker formalism gave 
similar results. It was also possible to associate some effects with classical 
trajectories [7]. In chapters 3 and 4 I will discuss the effects of scattering 
of ballistic electrons on strong inhomogeneities of magnetic field.
Chapter 3 presents my experiments on electrons interacting with a 
spot of magnetic field. Very interesting effects was observed for the case 
of strong magnetic field within the spot (when the cyclotron radius of the
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electrons becomes smaller than the size of the magnetic field region). In 
this case electrons become trapped inside the magnetic protrusion, and 
give no contribution to the conductance. This is an interesting problem of 
classical mechanics, which can be refered back to scattering of a charged 
particle in the field of a magnetic dipole (Stormer problem). It takes an 
infinite time for an electron with a resonant energy and certain incident 
angle to be scattered by the dipole. Unfortunately, this problem can not be 
solved analytically, except for the equatorial limit. Thus I shell present my 
computer simulations based on Landauer-Buttiker formalism. To create 
the spot of magnetic field in my experiments I deposited the Dy pillars 
on top of ballistic 2DEG. To avoid the influence of uniform magnetic field 
I magnetized the Dy pillars up to different values, and performed the 
measurements in remanent magnetic field only.
Chapter 4 sheds light on another experimental configuration. The 
central area of the Hall cross is under a different polarity of magnetic 
field than the outer part. Moreover, the magnetic field changes its sign 
abruptly. For low magnetic fields, electrons probe the whole area of the 
Hall cross, and the Hall response is proportional to the average magnetic 
field over the central area of the cross. However, as the magnetic field 
becomes stronger, electrons move preferentially along the edges of the 
cross (skipping orbits), and they do not feel the magnetic field in the 
central area of the cross.
Both of the effects described in chapters 3 and 4 are very important 
from the applications point of view. Here I refer to such a very powerful 
magnetometry method as ballistic Hall magnetometry. It was shown both 
theoretically [8] and experimentally [9] that the Hall response of square 
ballistic Hall probe is proportional to the average magnetic field within 
the central area of the probe. One can use this kind of probe as a flux­
meter, similar to SQUID. Moreover, the sensitive area can be as small as 
1 fim2 and the sensitivity is on the level of ~  10_4 0O, where 0O =  h/e  is 
the flux quantum. Whenever the power of this technique was confirmed 
in a number of experiments (see references for chapter 5), our experiments 
on electron scattering on strong magnetic inhomogeneities set the limit of 
application of ballistic Hall magnetometry.
Alternately, chapters 5,7, and 8 discuss the successful implementation 
of ballistic Hall magnetometry for measurements of very small displace­
ments of domain walls. The next section is meant to introduce some basic
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facts about ferromagnetic domains and domain walls. I will also give a 
short introduction into theory of intrinsic pinning.
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A bstract
In this chapter I will discuss quenching of the Hall effect with 
increasing magnetic field confined in a micron-sized spot. Such 
fields were created by placing tall ferromagnetic pillars on top 
of a two-dimensional electron gas, which allowed us to achieve 
the field strength up to 0.4 T under the pillars in the absence of 
external field. The quenching is accompanied by an anomalous 
increase in resistance and occurs when the cyclotron diameter 
matches the size of the magnetic spot. The results are ex­
plained by a rapid increase in the number of electrons that are 
scattered or quasi-localized by the magnetic region.
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Scattering of Ballistic Electrons at a Mesoscopic Spot of Strong Magnetic
Field
3.1 E lectron transport in non-uniform  
m agnetic field
During the last decade, transport phenomena in micro-inhomogeneous 
magnetic fields have been a subject of intense interest and significant 
experimental efforts [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. Using mi­
crofabricated ferromagnetic and superconducting structures deposited on 
top of a two-dimensional electron gas (2DEG), various configurations of 
mesoscopic magnetic fields have been created and studied, including 1D 
and 2D periodic modulation [1, 2, 3, 4, 14, 15], individual magnetic bar­
riers [5, 6, 7, 8, 9, 10, 16, 17, 18] and a random distribution of mag­
netic field [11, 12, 13, 19, 20, 21]. Several new phenomena have been 
found, with most attention being attracted by commensurability oscilla­
tions [1, 2, 3, 4] and anomalous transport along special (e.g., snake-like) 
trajectories [6, 9, 17, 18].
In this chapter, a new experimental geometry will be discussed, where 
ballistic electrons at zero magnetic field are injected into a micron-sized 
region with a strong field inside. Their scattering as a function of the 
strength of the local field has been studied. Such a scheme is conceptually 
most simple and has often been considered in a theory of effects induced 
by magnetic barriers. In experiment, however, it has so far proved impos­
sible to avoid additional (also interesting) effects caused by the presence of 
either external field or submicron spikes of strong magnetic field near the 
edges of magnetic microstructures [6, 7, 8, 9]. I have implemented the ide­
alized geometry by microfabricating dysprosium pillars with both height 
and diameter of the order of one micron on top of a 2DEG and magne­
tizing these pillars by an external field, which was subsequently removed, 
leaving a micron-sized spot of magnetic field in the 2DEG. The 2DEG’s 
conductivity in zero external field was measured for different values of the 
pillars’ magnetization and, thus, for different fields underneath. The most 
unexpected finding of this work is th a t the Hall effect very rapidly becomes 
strongly suppressed while the resistivity increases significantly (by 100%), 
if the cyclotron diameter becomes smaller than the diameter of the mag­
netic spot. Monte-Carlo simulations of ballistic transport through such 
field inhomogeneities show that the observed phenomena are associated 
with back-scattering and trapping of electron orbits by the field region.
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3.2 Sam ples and realization o f high local 
m agnetic field
The experimental devices I used are shown in Fig.3.1 and consist of a 
set of Hall crosses having the lithographic width of about w =  2 ¡im 
etched in a GaAs/AlGaAs heterostructure with a 2DEG embedded 70 nm 
below the surface. The 2DEG has the electron density of n ~  3.45 x 
1015 m_2 (increasing to 4.85 x 1015 m _2 after illumination) and mobil­
ity 100 m2/(V-s). Dysprosium structures of different diameters 2r ~1,
1.5 and 3 ¡im and of thickness h ~  1.5 ¡im were placed in the center of 
the Hall crosses by electron-beam lithography using a special double-layer 
technique, which allowed lift-off procedures even for such an exceptionally 
thick Dy layer. Dy is a material with the highest known saturation mag­
netization («  3.7 T at low temperatures) which, along with the fact that 
Dy films are known to produce negligibly small electrostatic and strain 
effects in a 2DEG, makes it most suitable for this particular study. The 
inset in Fig.3.2 shows the field profile in the plane of the 2DEG calculated 
for a uniformly magnetized pillar (h ~  1.5 ¡im) and a disk (h ~  0.15 ¡im) 
of the same diameter 2r ~  1 ¡im. It is seen clearly that, for the pillar 
geometry, the stray field outside the central area is at least one order of 
magnitude less than the magnetic field below the pillar. In contrast, for 
the case of a typical disk, the situation is quite opposite: the field profile 
exhibits a large sign-reversing spike near the edge and a rather low field 
in the center (the spike has a width ~  h). The novel behavior reported in 
this work is essentially related to the presence of a finite-size spot of mag­
netic field with a step-like profile rather than a narrow spike in a 2DEG.
In order to vary the strength of the local field underneath the pillars, 
the following procedure was used. By cooling down my devices in zero field 
from temperatures above 120 K (above the ferromagnetic transition in Dy) 
to 0.3 K (where most experiments were performed), it was ensured that 
the Dy pillars were in a demagnetized state (e.g., no magnetic field was 
detected in any 2DEG property). After that, an external field along the 
pillars’ axis was applied, sweeping it to a value B ex and back to zero again. 
This procedure leaves remanent magnetization in Dy, which can be varied 
by sweeping each time to a different value of B ex. By gradually increasing 
B ex (from 0 up to 4 T in increments of 0.05 T), I have managed to increase
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Figure 3.1: SEM micrograph of one of the studied devices with Dy pillars 
placed in the centers of three Hall crosses.
magnetization of Dy in a gradual and highly reproducible manner, creating 
magnetic fields ranging from 0 to 0.4 T underneath the pillars.
As seen in Fig.3.1, the sample used in the experiments contains a 
Hall cross that is totally covered by a large Dy tablet that generates a 
practically uniform field in the sensitive area of the cross. This cross 
was used only to measure remanent magnetization of Dy and calibrate 
remanent magnetic fields created by the other, smaller pillars [22]. It 
has previously been shown that ballistic transport through a Hall cross 
does not depend on a distribution of weak magnetic field inside and is 
determined just by its average over the central part of the cross (square 
w x w )  [5, 16]. Accordingly, it is convenient to present the experimental 
data in terms of the average magnetic field B av, which - in the case of an 
inhomogeneous field - can be found from the measured magnetization of 
Dy and the calculated field profiles under different pillars as shown in the 
inset to Fig.3.2.
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B , Tav ’
Figure 3.2: Bend resistance R bend measured for a Hall cross with 1.5 ^m  
Dy pillar. Symbols: strongly inhomogeneous magnetic field is created 
by the magnetized pillar in the absence of any external field; solid line 
- Rbend in uniform magnetic field (the Dy pillar is demagnetized). The 
arrow marks the field where the two curves break apart. Inset: profiles 
of the magnetic field in the 2DEG below a uniformly magnetized pillar 
(h/(2r)=1.5; left) and a disk (h/(2r)=0.15; right).
3.3 Experim ent: bend resistance
Fig.3.2 plots the behavior of bend resistance R bend found in uniform mag­
netic field and in the field with the step-like profile induced by a mag­
netized pillar. The bend resistance is defined as the ratio between the 
voltage measured between two adjacent contacts (e.g., leads 7 and 5 in 
Fig.3.1) and the current put through the opposite pair of contacts (leads 
1 and 3). For diffusive electrons, R bend would be simply proportional to 
the resistivity of a 2DEG. Ballistic electrons however can overshoot the 
central region and enter the opposite (voltage) contact. This leads to neg­
ative values of R bend as indeed seen in Fig.3.2 in low fields. Stronger fields 
tu rn  ballistic electrons away from entering the opposite lead, so that the 
bend resistance increases, becomes positive and eventually saturates to a 
finite value, which is determined by scattering of curved electron orbits at
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boundaries and background impurities in the Hall cross. This saturation 
value of R bend corresponds to the effective resistance of the cross as would 
be measured for diffusive electrons, and the saturation occurs when the 
cyclotron diameter becomes less than the Hall cross dimensions.
In weak magnetic fields, I have observed no notable difference in the 
behavior of R bend for the cases of uniform and strongly inhomogeneous 
magnetic fields (see Fig.3.2). This shows that the ballistic transport in 
this regime is determined entirely by the average field, as expected [5, 16]. 
However, in higher fields, where the bend resistance becomes positive, 
the two curves in Fig.3.2 break apart, indicating that the approximation 
of the average field is no longer valid. The curve for the uniform field 
saturates at a value of 8 Q, which is of the order of the 2DEG’s longitudinal 
resistivity pxx. The major effect induced by the field inhomogeneity is that 
R bend exhibits saturation to a twice-higher value. This clearly shows that 
the local field created by the strongly magnetized Dy pillar introduces a 
significant amount of extra scattering in the cross [23].
3.4 Experim ent: Hall resistance
The behavior of the Hall effect with increasing field strength in the mag­
netic spot is shown in Fig.3.3, where measurements on the same cross 
for two different electron concentrations (in the dark and after illumina­
tion [24]) are presented. In weak fields, the Hall resistance R H depends 
linearly on B av and, as expected, practically coincides with the dependen­
cies found in uniform field (for clarity of presentation, I avoid plotting the 
additional curves, which are almost straight lines over the whole range of 
Fig.3.3). Above a certain magnetic field, however, the Hall effect in the 
inhomogeneous field no longer depends on B av linearly. In this regime, R H 
is strongly suppressed and, moreover, its slope dRH/ dB  becomes nearly 
zero (high-concentration curve in Fig.3.3). The latter behavior indicates 
most clearly that the average-field approximation [5, 16] fails in the case 
of a strong magnetic inhomogeneity and the Hall response becomes de­
pendent on details of a field distribution, in agreement with my conclusion 
for the case of R bend.
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Figure 3.3: Hall resistance measurements on the cross with 1.5 im  Dy 
pillar. Symbols are experimental data; curves - theoretical calculations. 
Solid symbols and the dashed curve correspond to the low electron con­
centration, open symbols and the dash-dotted line - high electron concen­
tration. The arrows mark the critical fields B *v. Inset: dependence of 
the critical magnetic field B* on electron concentration and radius of the 
pillars (Vf / r  =  k\J2nn/(m*r)). Squares and circles are for the 1.5 and 
1 ¡im Dy pillars, respectively.
3.5 M odelling and discussion
To corroborate the experimental results, I have calculated the resistiv­
ity tensor using a billiard-ball model of ballistic transport [25]. As the 
magnetic field distribution, I used calculated magnetic field profile for a
1.5 im  Dy pillar presented on inset in Fig.3.2. No fitting parameter was 
used in the model. The results of the numerical analysis are shown in 
Fig.3.3 by dashed lines. In low fields, the theoretical and experimental 
curves follow each other almost exactly. Furthermore, if the strength of 
magnetic inhomogeneity increases above a critical value, the theory also 
yields a very rapid suppression of the Hall effect. This occurs above the 
same fields as those found experimentally. The only difference is that 
the theory predicts stronger suppression than observed in the experiment.
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This difference can be attributed to the fact th a t the devices I used have 
slightly rounded corners rather than the straight corners assumed in the 
numerical analysis [16, 26, 27, 28].
One can notice in Fig. 3 that the high-concentration curve bends at 
a slightly higher (~  20%) field than the one for the low electron concen­
tration. My measurements on the smaller (1 /im) Dy pillars have shown 
a behavior very similar to that in Fig.3.3, except th at the bending occurs 
in magnetic fields of about 50% higher than those found for the 1.5 ¡im 
Dy pillar. I can quantify this rapid bending on the Hall curves by defining 
a critical magnetic field B* , at which the slope changes noticeably with 
respect to the linear dependence found in uniform field. I have chosen, 
somewhat arbitrarily, a value of 25% for the critical slope change, and the 
arrows in Fig.3.3 mark the critical fields determined in this way. These 
fields roughly coincide with the fields corresponding to splitting of the 
Rbend curves as shown in Fig.3.2.
One may expect (and my theoretical analysis shows this as well) that 
the im portant parameter describing the breakdown of the average-field 
approximation is not the value of the average field, B av, but the field 
strength underneath the pillar in the center of a Hall cross, B c. Indeed, 
B av takes into account stray fields and its value depends on the size of the 
cross, while Bc is characteristic of the magnetic spot itself and defines the 
curvature of resulting electron trajectories. For each particular pillar the 
relation between Bav and Bc is determined only by the geometry, and I 
have found B c =  1.73Bav for the 1.5 ¡im pillar and B c =  3.87B av for the 
1 im  pillar. This yields the critical fields B * under the 1.5 ¡im pillar to 
be & 0.165 T in the dark and & 0.195 T after illumination and, for the 
1 im  pillar, B * & 0.26 T and & 0.29 T, respectively.
The above values are plotted in the inset to Fig.3.3 as a function of 
VF/r ,  where VF is the Fermi velocity. This description conveniently allows 
us to present the data for different r and different concentrations (different 
VF) on the same graph. The experimental data points in the inset fall 
on a straight line through the origin, which is described by the equation 
B * =  a(m*/e) x  (VF/r)  or, alternatively, r =  apc, where m* is the effective 
electron mass, e the electron charge, pc the cyclotron radius and a  is a 
fitting parameter close to 1. The best fitting parameter a  is found to 
be 0.79, which is indeed close to unity (note that the exact value of a  is 
sensitive to the chosen definition of B *). In other words, the breakdown of
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Figure 3.4: Spatial distribution of the probability of finding injected elec­
trons at different positions inside a Hall cross in the presence of a local 
spot of magnetic field with strength B c. The magnetic spot used in my 
numerical simulations is shown by a circle in the top figure.
the average-field approximation, which is seen as the rapid quenching of 
R h and the strong increase in R bend, occurs when the cyclotron diameter 
for ballistic electrons becomes equal to the size of the magnetic spots. My 
calculations yield the same linear dependence with a=0.80 (for the same 
definition of B *) and are shown by the solid line in the inset.
To gain a better physical insight, in Fig.3.4 I have calculated the prob­
ability of finding ballistic electrons at different positions in a Hall cross, 
which has a spot of magnetic field at its center. Parameters for this nu­
merical experiment are chosen to be the same as for the Hall crosses with 
the 1.5 im  Dy pillar used in the experiments. Ballistic electrons are in­
jected from the bottom  lead and the images in Fig.3.4 show accumulated 
and superimposed snapshots of the generated electron trajectories. If no 
magnetic field is present (Bc =  0 T) the probabilities for an electron to go
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left or right are equal (the same grey-scale densities), which means that 
no Hall effect is induced. At moderate fields inside the magnetic spot 
(Bc =  0.10 and 0.15 T) electrons preferably tu rn  left, which results in the 
appearance of Hall response. As the strength of the central field increases 
further and exceeds B*, the probability for electrons to tu rn  left diminishes 
and, at the same time, the probability of back-scattering increases dra­
matically (see images for 0.2, 0.25 and 0.3 T). Moreover, one can clearly 
see a sharp increase in the probability density, which appears at the cen­
ter of the cross for B  > B*. A closer inspection shows that this effect is 
due to trajectories, which stay inside the magnetic spot for an extended 
period of time, i.e. the trajectories correspond to electrons that become 
virtually localized within the region [29]. These electrons eventually have 
to leave the magnetic spot but they stay inside long enough to experience 
one or another sort of scattering and, for all practical purposes, can be 
considered as trapped. Neither the back-scattered nor quasi-trapped tra ­
jectories contribute to the Hall signal (in the latter case, electrons leave 
the magnetic spot in random directions), which qualitatively explains the 
diminished Hall response above B *. At the same time, the increase in the 
number of back-scattered and trapped electrons indicates that the mag­
netic spot becomes virtually non-transparent for injected electrons and 
scatters them randomly, which explains the observed increase in the bend 
resistance.
3.6 C onclusion
In conclusion, a strong magnetic inhomogeneity in a 2DEG was created 
and a very rapid suppression of the Hall effect and a 100% increase in the 
bend resistance was observed when the cyclotron radius became smaller 
than the size of the magnetic region. The results are in quantitative agree­
ment with the billiard model of ballistic transport through a magnetic spot 
and can be interpreted as a decreased transparency of the magnetic field 
region which starts to trap and scatter electrons. These results demon­
strate that, using tall ferromagnetic microstructures, it is possible to create 
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Scattering of Ballistic 
Electrons at a Strong 
M agnetic Protuberance of  
Submicron Size
A bstract
We have studied ballistic transport of 2D electrons through 
individual magnetic inhomogeneities of height up to 1 Tesla  
and of size down to 100 nm. Such magnetic fields were created 
by placing dysprosium microtablets on top of a near-surface 
2D electron gas (2DEG). The cyclotron orbit for such inhomo­
geneities becomes smaller than their size and incident electrons 
are strongly deflected. We report an inversion of the sign of 
the Hall effect: a positively magnetized micromagnet on top 
of a 2DEG gives rise to a Hall signal which corresponds to a 
negative field applied to the 2DEG. This dramatic anomaly is 
attributed to the fact th a t 2D electrons are not able to reach 
the central, strongest part of the magnetic field and, there-
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fore, the dominant contribution to the Hall effect comes from 
a stray field having the opposite sign.
4.1 E lectron transport in m agnetic protu­
berance
In the previous chapter I have already discussed some aspects of the bal­
listic electron transport exposed to non-uniform magnetic field. In this 
chapter we continue our investigation, and the case of strongly oscillating 
magnetic field will be highlighted. I refer to a widely used experimental 
arrangement where a thin layer of ferromagnetic material is placed on the 
2DEG. In this case, the magnetic field profile is rather complex, it oscil­
lates in space, changing sign near the edges of the ferromagnetic sample. 
In some cases the oscillating magnetic field can be as big as 1 Tesla. The 
magnetic energy of 2D electrons in such a magnetic protuberance reaches a 
tenth of their Fermi energy. Semiclassically, incident electrons are turned 
away before they reach the center of the magnetic disturbance. This leads 
to a pronounced suppression of the contribution from the central region 
to electron transport, which has been clearly observed in our experiment.
4.2 Sam ples
We have measured Hall resistance in small ballistic crosses with submicron 
magnets placed in the cross center. A micrograph of one of our devices is 
shown in Fig.4.1. This is a set of Hall probes with the wire width w of 
about 1.5 /im. A shallow 2DEG with concentration n ~  5 x 1015 m _2 is 
embedded at a GaAlAs/GaAs interface located 50 nm below the surface. 
The initial mobility of the 2DEG heterostructure was 100 m2/V-s. For 
the final devices, measurements of the nonlocal bend resistance at various 
separations between the crosses yield the electron mean free path «  5 ¡im. 
Magnetic tablets of various diameters, D =  2r, from 5 ¡im down to 70 nm 
and of thickness h of about 0.15 ¡im were deposited in the center of Hall 
crosses. Regarding the magnetic material, we used dysprosium and nickel 
as well as various superconductors. In this chapter, we concentrate on the 
results obtained for Dy micromagnets. Dy is a material with the highest
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Figure 4.1: Micrograph of our ballistic Hall probes with Dy micromagnets 
deposited in the centre of the crosses.
known saturation magnetisation («  3.7 T at low temperatures) while Ni 
and especially superconductors create much weaker magnetic disturbances 
in a 2DEG. Another advantage of Dy, as already mentioned in the previous 
chapter, is its negligibly small effect on the electrostatics of the 2DEG: 
we did not notice any difference in electron concentration between the 
Hall crosses covered with Dy and the empty ones, while in the case of 
Ni the difference could reach a few percent. The previously reported Hall 
measurements on ballistic crosses with Ni and superconducting disks [1, 2] 
serve as a good reference, which allows comparison of the present results 
with the case of relatively weak magnetic inhomogeneity. In the latter 
case, the Hall response is simply given by the average magnetic field in 
the central area of a ballistic cross [1, 3]. As we show below, this is no 
longer valid for the case of strong inhomogeneities.
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4.3 E xperim ental results: H all resistance in 
th e  presence o f th e  m agnetic field cre­
ated  by th e  D y tab lets
Examples of the Hall resistance measured in our devices are plotted in 
Fig.4.2. The empty probe exhibits the conventional behaviour for a bal­
listic Hall cross with slightly rounded corners [4]. The geometry leads 
to an enhanced Hall coefficient in low magnetic fields which, in our case, 
is approximately 20% larger than its normal (high-field) value of 1/ne. 
The rapid change in the slope occurs at 0.1 T where the cyclotron or­
bit matches the probe width (w =  V2pc, yielding w ~  1.6 ¡im in our 
case) [3, 4]. Further, the Hall cross totally covered by a 3.4 ¡im disk also 
shows the expected behaviour. There is a large anti-clockwise hysteresis 
due to sweeping of the field between plus and minus 4 T. The swaying 
feature in fields below 0.5 T is related to the enhanced Hall coefficient. 
The Hall cross with a 1.0 ¡im tablet on top, however, exhibits astonishing 
behaviour: the magnetic hysteresis becomes inverted. In low magnetic 
fields, the hysteresis has the normal anti-clockwise rotation, i.e. the mea­
sured field is delayed relative to the external field B due to pinning in the 
magnetic material (cf. hysteresis for the 3.4 ¡im disk and Fig.4.4). How­
ever, in high fields the hysteresis rotation changes to clockwise and the 
Hall response seemingly leads the external magnetic field. This inversion 
becomes progressively more pronounced for smaller Dy tablets and, for 
D < 0.1 im , the hysteresis is inverted in all magnetic fields. Note that 
a magnet itself can never have a clockwise hysteresis as this would mean 
th at the energy can be gained from nowhere by cycling the field.
For small micromagnets, the hysteresis in R xy is practically indis­
cernible on the scale of Fig.4.2 and we therefore choose an alterna­
tive way to present the corresponding results. Fig.4.3 plots the differ­
ence between Hall resistances for sweeps in different directions, 5Rhyst =  
0.5[Rxy(down) — R xy(up)]. This value can be measured very accurately 
and carries a rather simple physical meaning. It presents the additional 
Hall signal induced in a 2DEG by a positively magnetized micromagnet, 
for which the value of the magnetic moment is given by the delay in mag­
netization due to hysteresis in the m agnet’s material. In addition, we have 
found the same 5Rhyst by taking the difference between R xy measured for
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B (T)
Figure 4.2: Hall resistance measured in the presence of Dy micromagnets 
by sweeping external magnetic field B  between plus and minus 4 Tesla. 
In order to resolve fine features in small fields, only a part of the full 
hysteresis loop is plotted and a linear slope of 1 kQ /T  is subtracted from 
all the curves. The data for the 1.0 ¡im disk and the empty device (thin 
curves) are shifted for clarity by 100 Q.
the cases when the micromagnets are magnetized and completely demag­
netized. The demagnetized situation is reached by cycling B between its 
progressively lower absolute values. For demagnetized Dy tablets, R xy fol­
lows exactly the middle line between R xy (down) and R xy(up) curves and 
the hysteresis remains negligible in applied fields up to 0.4 T.
As a reference, Fig.4.3 also shows 5Rhyst for a Dy micromagnet on 
top of a diffusive Hall probe, in which case the area under the 5Rhyst 
curve is proportional to the energy dissipated during a sweep. For ballistic 
probes and micromagnets smaller than the probe width, 6Rhyst is no longer 
positive. A negative 5Rhyst explicitly means that, in a particular field, a 
positively magnetized Dy tablet is somehow seen by the Hall probe as 
negatively magnetized.
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B (T)
Figure 4.3: Additional Hall resistivity induced by the presence of a mi­
cromagnet. Negative sign of 5Rhyst means th at a clockwise hysteresis is 
detected in a particular applied field B and that the 2DEG senses the 
magnetization direction opposite to the actual one. The curves for the 
two smallest tablets are shifted and magnified for clarity. Dashed curve - 
the 6Rhyst signal for a Dy micromagnet on top of a diffusive Hall probe.
4.4 D iscussion
4.4.1 The d istribution  of the m agnetic field from the  
D y tab lets
In order to explain the observed behaviour, it is im portant to understand 
first how the field distribution and, particularly, its strength change with 
the size of micromagnets. Fig.4.4 shows the magnetization loop for our Dy 
films. The curve was obtained by measuring Hall response from a small 
diffusive cross totally covered by a Dy film. Note that the magnetization 
curve refers to the internal magnetization M  and the internal field H  
which are the m aterial’s properties and do not depend on geometry. The 
magnetic field induced in a 2DEG by a magnet made from such a material 





Figure 4.4: Magnetisation loop for the material of our Dy films.
account demagnetization effects and, for the smallest magnets, the finite 
distance h to the 2DEG. The magnetic field at the disk surface B D is 
B  +  M  * (1 — N z), and i 0 H  =  B  — M  * N z , where B  is the applied field 
and N z is the demagnetisation factor along the field [5]. Demagnetisation 
factors for disks and cylinders are extensively tabulated but, for simplicity, 
one can use N z & (1 — nh/2D) if h ^  2r, and approximate the smallest 
disks (h ~  D) by a sphere with Nz =  1/3. We have verified that B D under 
our large disks (D > 2 ¡im) is well described by the M  — H  dependence 
of Fig.4.4. Furthermore, even for the smallest tablets, we do not observe 
movements of individual magnetic domains, which indicates that their 
size in Dy is extremely small [2]. This justifies the use of the macroscopic 
description for calculations of the field distribution even around submicron 
Dy magnets. Because of demagnetization effects, the field induced in the 
2DEG by our micromagnets rapidly decreases with their increasing size. 
For example, from the M-H dependence, we find that in zero B, the field 
in the 2DEG underneath the micromagnets is ~  0.1 T for a 1.0 /im  disk 
and 0.7 to 0.9 T for the smallest tablets.
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4.4.2 E lectron trajectories in non-uniform  m agnetic  
field
Now we can turn  to the discussion of the observed reversal of the Hall 
effect. For magnets with D down to 0.2 ¡im, 6Rhyst changes its sign at 
approximately 0.25 T, i.e. beyond the region of the ballistic transfer, \B \ < 
0.1 T, which is marked by the pronounced minimum on the curves of 
Fig.4.3. The origin of the inverted hysteresis in high fields can be explained 
by considering the field distribution around a micromagnet (Fig.4.5). The 
field is positive underneath the magnet but negative further away, close to 
the edges of the 2DEG. In high applied fields, electrons start moving along 
skipping orbits (and, eventually, along edge states) and the central part of 
the wire - the one below the micromagnet - may no longer be expected to 
contribute to electron transport. At the edges, the stray field is negative, 
which explains the observed sign reversal of 5Rhyst and, consequently, the 
clockwise hysteresis in high B . This explanation agrees with numerical 
simulations for our experimental geometry [3]. The theory shows th at in 
sufficiently high fields the Hall signal may be insensitive to the absence 
of magnetic field in the centre of a ballistic cross. The high-field limit is 
reached when the skipping orbits do not reach the zero-field region [3]. In 
our samples, the skipping orbits cannot probe underneath the disk centres 
for B  > 0.2 T where pc becomes smaller than w/2\[2. This value nicely 
agrees with the field values in Fig.4.3 where the sign reversal tends to start 
for relatively large disks.
For our smallest Dy tablets, the above explanation does not hold any 
more. Here, the situation reaches its extreme: even in zero applied field 
(no skipping orbits), the Hall signal induced by a micromagnet has the 
sign opposite to the expected one. Nevertheless, the origin of the zero- 
field reversal is somewhat similar to the one discussed above: the field 
induced by the smallest magnets is so strong that, also in this situation, 
electron trajectories are not able to sample the region underneath the 
magnets. Indeed, for small D, the demagnetisation effects diminish and 
the field induced in the 2DEG approaches ~  1 Tesla. This corresponds 
to pc ~  0.1 im , i.e. incident electrons tu rn  away before they reach the 
field centre. Qualitatively, the non-accessibility requires pc to be smaller 
than the size of the field protuberance. The latter can be estimated as 
D +  h, if D is not smaller than the distance h to the 2DEG. The above
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Figure 4.5: Schematic view of the distribution of the magnetic flux induced 
by a micromagnet in a 2DEG.
non-accessibility condition is met for our micromagnets with D < 0.1^m.
The non-accessibility effect also follows from numerical simulations of 
Peeters et al [3] who found the inverted Hall effect for the case of a strong 
magnetic dipole above a 2DEG. Extrapolating their results to the range 
of dipole strengths in our experiment, we find a good agreement with 
the theory: according to the extrapolation, the sign reversal at B  =  0 
can be expected to occur for D & 0.1 im . Furthermore, according to 
the theory, the sampling of the central region under a dipole should be 
suppressed already for smaller dipole strengths than those required for the 
sign reversal. Therefore, we attribute the pronounced minima at \B\ < 
0.1 T to such initial suppression. Note th at the enhanced Hall factor leads 
to a maximum rather than a minimum in 5Rhyst , as indeed observed for 
the ballistic Hall crosses completely covered with Dy.
4.5 Conclusion
In conclusion, we find that a strong micromagnet placed on top of a shal­
low 2DEG can modify electron trajectories so strongly th at they no longer 
reach the region underneath the magnet. In this case, the Hall effect mea­
sures the opposite (false) direction for magnetisation of the magnet. In 
addition, our experiment nicely shows that, in high fields, transport coef­
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ficients are determined by the skipping orbits and the bulk contribution 
to the Hall effect becomes unimportant, in agreement with the edge-state 
picture for the quantum Hall effect.
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Submicron Probes for Hall 
M agnetom etry over the  
Extended Temperature Range 
from Helium to Room  
Temperature
A bstract
In this chapter I will discuss the mesoscopic Hall sensors made 
from various materials and their suitability for accurate mag­
netization studies of submicron samples over a wide tem pera­
ture range and, especially, at room temperature. Among the 
studied devices, the best stability and sensitivity have been 
found for Hall probes made from a high-concentration two­
dimensional electron gas (HC-2DEG). Even at 300 K, such
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Submicron Probes for Hall M agnetometry over the Extended Temperature
Range from  Helium to Room Temperature
submicron probes can reliably resolve local changes in dc mag­
netic field of & 1 Gauss, which corresponds to a flux sensitivity 
of less than 0.10o (0o =  h/e  is the flux quantum). The res­
olution increases 100 times at temperatures below 80 K. It is 
also much higher for the detection of ac magnetic fields, be­
cause resistance fluctuations limiting the low-frequency stabil­
ity of the studied devices can be eliminated. Our second choice 
for room-temperature Hall micromagnetometry is gold Hall 
probes, which can show a sensitivity of the order of 10 Gauss.
The capabilities of HC-2DEG and gold micromagnetometers 
are demonstrated by measuring nm-scale movements of indi­
vidual domain walls in a ferromagnet.
5.1 A pplications and sen sitiv ity  o f H all m i­
croprobes
Mesoscopic Hall probes made from a two-dimensional electron gas (2DEG) 
have proved themselves as a valuable experimental tool for studies of mag­
netic flux distribution in macroscopic [1, 2] and submicron [3, 4] supercon­
ductors and for studies of the magnetic properties of individual nanometer­
sized magnets and their arrays [5, 6, 7, 8, 9]. This relatively simple tech­
nique, generally referred to as Hall micromagnetometry, exhibits remark­
able sensitivity at low temperatures, allowing measurements of magnetic 
fields induced by mesoscopic objects at the level of 10-2 G /V H z  (for the 
case of dc signals) and 10-4G /V H z  for ac signals [2, 3, 4, 5, 6, 7, 8]. 
For a Hall cross of 1 ¡im in size, this corresponds to a flux resolution of
& 10-3 (10-5) 0o and, in terms of magnetization, allows the detection of 
magnetic moments as small as 105 (103) ¡iB for dc and ac measurements, 
respectively [2, 3, 6, 8].
At low temperatures, the miniature 2DEG probes are widely used for 
studies of mesoscopic phenomena where they provide a viable alterna­
tive to micro-SQUIDs [10]. Generally, the operational range of 2DEG 
Hall i-sensors is not limited to low temperatures [9] but their sensitivity 
rapidly deteriorates at temperatures above 100 K [2, 3, 6, 9, 11], mainly 
because of a rapid increase in low-frequency resistance fluctuations. At 
the same time, many research areas require and would benefit from ¡i-
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5.1 Applications and sensitivity of Hall microprobes
Figure 5.1: A set of 2DEG Hall probes. The scanning electron micrograph 
shows a mesa with five crosses of equal size wet-etched in a GaAs-AlGaAs 
heterostructure. Here, the nominal width of the crosses w (defined by 
lithography) is 1.6 i m. I have used 2DEG probes with sizes down to 
0.5 im .
probes suitable for magnetization measurements at higher temperatures. 
Such an extension of the operational range of Hall micromagnetometry 
to room tem perature is particularly im portant for research on nanomag­
netism and magnetic materials, as well as for possible applications in life 
sciences. W ith these applications in mind, I have fabricated and tested 
Hall i -sensors made from a variety of materials (namely, thin films of Bi, 
Al, Au and Nb, epitaxial and ¿-doped layers of GaAs and InSb, and a 
number of 2D systems based on GaAs/GaAlAs heterostructures). In this 
chapter, I describe my experience with these devices, concentrating on the 
operation of Hall probes found to be most suitable for room-temperature 
micromagnetometry.
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Figure 5.2: Scanning electron micrograph shows a set of five gold Hall 
crosses, each having width 0.1 ¡im.
5.2 E xperim ental devices and m easure­
m ents
Examples of our experimental structures are shown in Figs. 5.1, 5.2, 5.3 
and 5.4. These Hall probes were microfabricated by electron-beam lithog­
raphy followed by thermal evaporation and lift-off (in the case of metal 
films) and by wet etching (in the case of semiconducting structures). The 
measurements were carried out using the standard low-frequency (30 to 
1000 Hz) lock-in technique with integration time of 0.3 to 3 s (Stanford 
Research lock-in amplifier model 830). For Hall sensors made from metal 
films, it was essential to use transformer preamplifiers (Stanford Research 
preamplifier model 554) to match the low input resistance of the measure­
ment circuit. A C  driving currents I  for the semiconducting and metal 
sensors were of the order of 10 ¡iA and 10 mA, respectively. An optimal 
current I0 was carefully selected (within a factor of 2) for each individual 
Hall cross by measuring its performance over a wide range of I . At low 
currents I  ^  I0, the sensitivity was limited by voltage noise (Johnson 
noise: V  =  \ / 4 k R T , where k T  is the thermal energy and R  is the series 
resistance of the measurement circuit). The use of higher driving currents 
(I & I0) has allowed us to suppress the actual contribution of the Johnson
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Figure 5.3: Optical micrograph shows a set of seven aluminium Hall 
crosses. The crosses are combined in three groups (left to right: 3-3­
1). Three crosses in the most left group have lithographic width 0.1 im , 
those in the middle - 0.2 im , and the one on the right - 0.3 im .
noise to the measured resistance (note that Johnson noise is independent 
of I  while the generated Hall voltage increases linearly with I ). However, 
I have found that above a certain current I  > I0 the signal-to-noise ratio 
cannot be improved any further for several reasons. The most important 
of them is the presence of slow resistance fluctuations. These fluctuations 
exhibit a 1 / f -type behavior (see Figures 5.5, 5.6, 5.7 and 5.9) and, at 
I  & I0, exceed the contribution from the Johnson noise usually by a fac­
tor of 10 to 1000. Furthermore, in the case of 2DEG devices, high currents
I  > I0 can also lead to additional resistance instabilities.
5.3 O verview  of experim ental results
5.3.1 Sem iconductor Hall probes
Figures 5.5, 5.6, 5.7 and 5.8 summarize our experience with various meso­
scopic Hall devices. They show a typical Hall response of several of them 
to perpendicular magnetic field H  swept over a relatively large field in-
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Figure 5.4: Scanning electron micrograph shows two sets with 2 Hall 
crosses each made from Bi and having widths of 0.5 and 1 ¡im.
terval. The insets show the corresponding noise in R ho,ii (recalculated in 
terms of measured magnetic field B) at a fixed H . At room temperature, 
the best signal-to-noise ratio among the tested semiconducting devices has 
been found for Hall probes made from a HC-2DEG (electron concentration 
n > 1012 cm~2) (see Fig 5.5). Here, random resistance fluctuations (at the 
optimal current I0) lead to a noise signal that corresponds to field changes 
of less than «  1 Gauss. This noise is dominated by very slow fluctuations 
(with a characteristic period > 100 s comparable with time of typical 
measurements). Figure 5.9 shows the corresponding low-frequency noise 
spectrum. For devices with lower n  but of similar size and geometry, the 
Hall signal increases (as 1/n) but so do resistance fluctuations, resulting in 
somewhat lower sensitivity (Fig. 5.5). All our micron-sized probes made 
from semiconductors with n  larger than, say, «  3 x 1011 cm~2 were oper­
ational at 300 K and could detect changes on the level of 1 to 10 Gauss. 
The best performance over the temperature range from 100 to 300 K was
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Figure 5.5: Hall response R Hall for crosses made from standard and high- 
concentration 2DEGs, measured at 300 K. The devices’ geometry is shown 
in Fig. 5.1, the width w ~  1.6 /im. The inset shows noise in the measured 
signals versus time. The measurements were carried out at frequency 
f  =  30.5 Hz with time constant t =  3 s. The y-scale for the noise signals is 
recalculated from Ohms into Gausses, using the measured Hall coefficients.
observed for sensors made from an MBE-grown HC-2DEG [12], due to its 
relatively high mobility and lower series resistances involved. At temper­
atures below 80 K, their sensitivity typically increased to 10-2 G. The 
latter regime is well documented in literature [2, 3, 4, 5, 6, 7] and therefore 
will not be discussed below.
5.3.2 M etallic Hall probes
As concerns metal films, they are generally considered to be a poor choice 
for making Hall probes because of their high carrier concentration and, 
hence, very small Hall constants. This argument somehow appears to be 
untrue for the case of mesoscopic Hall devices at room temperature. As 
one can see from Fig. 5.6, Au sensors show a million times smaller Hall
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Figure 5.6: Hall response Ruaii for an Au Hall cross (w ~  0.6 ¡im) at he­
lium and room temperatures. The film thickness d is ~  100 nm. The inset 
show noise in the measured signals versus time. All the measurements 
were carried out at frequency f  =  30.5 Hz with time constant t =  3 s. 
Note that the high-frequency noise component seen on insets is due to a 
finite digital resolution of lock-ins (the measured Hall signal increases with 
increasing H by minor steps due to digitalization). If necessary, this arti­
fact can be eliminated by compensating a relatively large zero-field offset 
present in some devices. The y-scale for the noise signals is recalculated 
from Ohms into Gausses, using the measured Hall coefficients.
response but, in terms of magnetic field B, their signal-to-noise ratio is 
comparable to the one exhibited by the 2DEG devices. The mesoscopic 
Au devices exhibit the sensitivity on the level of several Gauss or 10_30o 
over the whole temperature range (see Fig. 5.6 and the next section).
All the other submicron probes made from metal films and tested in 
our experiments have shown notably larger resistance noise and lower 
sensitivity to dc magnetic fields. As an example, Fig. 5.7 shows the Hall 
response of Al probes: the field resolution is only «  100 G at room temper­
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Figure 5.7: Hall response R ho.ii of an Al Hall sensor at 4 and 300 K (w ~  
0.4 jm , d ~  50 nm). The inset shows noise in the measured signals 
versus time (the curve was taken while sweeping H ). The measurements 
were carried out at frequency f  =  30.5 Hz with time constant t =  3 s. 
Note that the high-frequency noise component seen on insets is due to 
a finite digital resolution of lock-ins (the measured Hall signal increases 
with increasing H  by minor steps due to digitalization). If necessary, 
this artifact can be eliminated by compensating a relatively large zero- 
field offset present in some devices. The y-scale for the noise signals is 
recalculated from Ohms into Gausses, using the measured Hall coefficients.
ature. It increases dramatically (to less than 1 G) at helium temperatures 
(exceeding the sensitivity of our Au probes) but still it is two to three 
orders of magnitude worse than the sensitivity of 2DEG probes at low 
temperatures [3].
Submicron devices made from Bi present an interesting and non-trivial 
case. Due to their very low carrier concentration and large Hall response, 
Bi films continue to be viewed by many researchers as the material of
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Figure 5.8: Hall response R Hoii for a Bi Hall cross with w ~  0.8 jm  and 
d ~  100 nm. The large resistance fluctuations dominating the curve are 
irreproducible but tend to occur in certain field intervals. Even for the 
quieter parts of the curve, the resistance noise limits the field resolution 
of the Bi sensors to several tens of Gauss. This curve shows that, de­
spite the much lower concentration of carriers in Bi compared to Au or 
Al and, accordingly, the 4 orders of magnitude larger Hall response, Bi 
Hall sensors provide a much poorer resolution in terms of magnetic field. 
The measurements were carried out at frequency f  =  30.5 Hz with time 
constant t  =  3 s.
choice for making small Hall sensors. However, in our experience, submi­
cron Bi devices have always shown the worst performance, even at 4 K 
(Fig. 5.8). Random resistance fluctuations and telegraph noise obscure 
the Hall curves completely, making such Bi devices impractical for magne­
tization measurements. In addition, while both semiconducting and other 
metal devices have proved to be fairly robust in operation, did not require 
any special precautions and could survive many cool-downs and measure­
ments, our submicron Bi sensors were found to be easily prone to electrical
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Figure 5.9: The measured 1 / f  noise for Hall devices made from a HC- 
2DEG and Al. The measurements were carried out in the Hall geometry 
at room temperature and in dark by using current 50 jA . Our Au devices 
exhibited behavior similar to Al probes but 1 / f  noise was several times 
smaller.
damage, for reasons that remain unclear to us. I noted, however, that if 
Bi devices are prepared by other methods (e.g. using epitaxial growth), 
it is still possible that the problems I experienced can be eliminated or at 
least become less severe.
I should also mention that the discussed dc resolution of metallic Hall 
sensors (down to ~  1 G) can only be achieved in applications where 
relatively large ac magnetic fields (> 1 G) do not influence measurements 
(e.g., do not change magnetization of a studied object). Such ac fields are 
induced by high driving currents (10 mA per jm  of width) required for 
the metal sensors to suppress the Johnson noise. On the other hand, a 
very important advantage of metal probes (and Au probes, in particular) 
is that they can be microfabricated directly on top of a sample of interest, 
which is not possible in the case of 2DEG probes and could be crucial for
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many experiments. Furthermore, metallic Hall probes can be made even 
smaller than 100 nm while this is practically impossible for semiconducting 
devices because of the presence of a depletion region.
5.4 A pplication  o f m esoscopic Hall sensors 
for th e  d etection  o f m ovem ents o f fer­
rom agnetic dom ain walls
In order to demonstrate the operation of the previously described Au and 
HC-2DEG Hall sensors in a real experiment and give more details about 
their operation, I will briefly describe below their application for the detec­
tion of mesoscopic movements of individual domain walls in a ferromagnet. 
One can find more detailed discussion on principles of measuring domain 
wall propagation with Hall probes in appendix A. For a deep insight of 
the properties of the domain walls, one should check chapters 7 and 8.
Fig. 5.10 shows one of our Au devices placed on top of a garnet film. 
The photograph is taken in transmitted polarized light and allows one to 
see a magnetic domain structure underneath the Hall probes. The Au film 
is 50 nm thick and was evaporated directly on the insulating garnet film. 
The Hall crosses have different widths, w, ranging between 100 nm and
2 jm . Their two-probe resistance R  is about 20 Q at room temperature, 
decreasing by a factor of 2 at helium temperatures.
The geometry of our 2DEG sensors used in this application is similar to 
the one shown in Fig. 5.1. They have been fabricated from a specially de­
signed InGaAs-AlGaAs-GaAs heterostructure [12] with a HC-2DEG em­
bedded 50 nm below the surface. The 2DEG has n  ~  4 x 1012 cm-2 and 
a very high room-temperature mobility of 0.8m 2/(V-s) (but increasing 
only to 2.6 m2/(V-s) at 4 K). The devices have R  < 10 kQ at 300 K. A 
mm-sized piece of a garnet film has been placed in firm mechanical con­
tact with the top surface and then fixed by vacuum grease. Quantitative 
analysis of the shapes of the measured magnetization curves in Fig. 5.11 
and 5.12 shows [13] that this procedure allows us to achieve the separation 
between the garnet film and 2DEG of less than 0.2 jm .
The yttrium-iron garnet film used is 10 jm  thick and has its mag­
netization in the direction perpendicular to the surface. The saturation
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Figure 5.10: Mesoscopic Au sensors microfabricated directly on top of 
an yttrium-iron garnet film. Magnetic domains in the garnet are clearly 
visible on the photograph which is taken in transmitted polarized light 
using a high-resolution optical microscope (domain width at 300 K is ~  
14 /im). Dark areas are the gold film.
magnetization is ~  200 G. The domain width is ~  14 /im, and the width 
of domain walls is estimated to be ~  100 nm at 300 K, decreasing to 
«  15 nm at 4 K. In these measurements, I applied a perpendicular field 
H , forcing domains of the parallel polarity to grow at the expense of do­
mains with the opposite polarity. As one of the domain walls reaches 
the central sensitive area of the probe, the measured Hall signal starts 
reversing its sign (at room temperature this process was simultaneously 
monitored in an optical microscope). Figures 5.11 and 5.12 plot changes 
in the local field B  caused by a domain wall moving (creeping) over the 
Hall cross in forward and backward directions. The observed hysteresis 
is due to pinning on local defects and the steps correspond to jumps of 
domain walls from one pinning site to another (so-called Barkhausen noise 
but now it is measured for a single domain wall). One can see that the 
hysteresis loops become wider with decreasing temperature, which indi­
cates an increase in pinning. The smallest jump that could be resolved 
at 300 K using HC-2DEG sensors corresponds to an average shift of an 
individual domain wall by only 30 nm, comparable the width of the do­
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Figure 5.11: Local magnetic field B  measured by HC-2DEG probes as a 
domain wall creeps underneath a micron-sized Hall cross. The external 
magnetic field H  is slowly swept up and down, forcing domain walls to 
move. For clarity, curves at different temperatures are shifted by 100 G, 
and A H  =  0 is chosen to be approximately at the center of the hysteresis 
loops.
main wall itself. In the case of Au probes, the jumps at 300 K are poorly 
resolved because of large resistance noise and, also, due to smearing of the 
steps by the ac field induced by the driving current. In the experiment 
in Fig 5.12, ac fields were ~  10 G and could de-pin domain walls in the 
garnet film. I note, however, that these garnets show very low pinning of 
domain walls [13] and, for magnetic systems with higher coercivity, one 
should be able to increase the resolution of Au ^-sensors further by using 
higher currents. Further details of the observed behavior of ferromagnetic
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Figure 5.12: Local movements of a ferromagnetic domain wall monitored 
by an Au Hall cross (w ~  0.6 ^m, d ~  50 nm). Labeling and procedures 
as in Fig. 5.11.
domain walls (< 80 K) are given in chapters 7 and 8 and in Ref. [13].
5.5 D iscussion
The sensitivity of Hall sensors is fundamentally limited by the Johnson 
noise V  =  \Z4kRT . In the case of the Au sensors with Hall resistivity 
p ~  0.1 mQ/G, I0 ~  10 mA and R  ~  100 Q, this noise limits the field 
resolution to 1 G /V H z  at 300 K and 0.1 G /V H z  at 4 K. In practice, 
however, I have always encountered additional low-frequency fluctuations 
in resistance (1//-noise), as discussed above. For the case of Au probes, 
these fluctuations usually exceeded the Johnson noise by a factor of 10 (at 
I  =  I0) and reduced the field resolution accordingly.
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Non-Johnson noise is even more important for the case of dc measure­
ments by the semiconducting devices I used in my experiments, reduc­
ing their field resolution at all temperatures by a huge factor of 100 to 
1000. This noise behaves as 1 / /  at frequencies below ~  1000 Hz (see, 
e.g., ref. [12]) and does not show any saturation down to 0.001 Hz (Fig. 
5.9) [11]. Moreover, the dc field resolution of semiconducting Hall devices 
depends crucially on their width w. For a 70 ¡im cross made from a HC- 
2DEG, the noise level of 10-3 G at 300 K has been reached (ref. [12]) but 
crosses smaller than 2 ¡im (with only slightly higher two-probe resistance) 
become increasingly noisier (yielding the dc resolution of ~  1 G as shown 
in Figs. 5.5 and 5.11). For w < 0.5 /im, I found them no longer superior 
to Au i-probes for room-temperature applications.
Previously, it was suggested that it is DX-centers that are responsible 
for the resistance noise and limit the high-resolution regime of 2DEG Hall 
probes to low temperatures [6, 14]. However, the strong dependence of 
the amplitude of the resistance fluctuations on the size w of 2DEG devices 
may indicate that there is also another mechanism for the noise at elevated 
temperatures. This additional noise could originate from the small number 
of electrons in the sensitive area of a 2D device. Indeed, for a standard 
2DEG with n  ~  3x 1011 cm-2 , there are only N  =  3000 electrons in a 1 /im 
cross. At temperatures above the Fermi energy E F & 100 K, the 2DEG 
becomes classical and the number of electrons in the Hall cross should 
strongly fluctuate (at lower temperatures the size of the fluctuations is 
suppressed, since electrons obey Fermi-Dirac statistics). This means that 
all transport characteristics should exhibit thermodynamic fluctuations 
due to the number fluctuations (note that both pxx and pxy <x 1/n). The 
discussed noise should be proportional to the driving current and thus can 
be distinguished experimentally from the Johnson noise. Unfortunately, I 
am not aware of any theory which would address the classical noise in open 
systems with a small number of electrons inside. Furthermore, one cannot 
use the known statistical theory for a gas of neutral particles (where the 
number fluctuations is given by v N ), as the corresponding formulas are 
not applicable in our case because of strong screening.
It is also worth mentioning that - contrary to common opinion - a 
lower carrier concentration does not necessarily lead to higher sensitivity 
in small Hall devices. Indeed, although pxy decreases as 1/n with increas­
ing n , high-concentration devices can also sustain higher currents (in my
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experience, I0 <x n) and, hence, induced Hall voltages do not necessar­
ily decrease. On the other hand, noise is generally expected to become 
smaller for better conductive high-concentration devices, which results in 
their better signal-to-noise ratio. This argument is also consistent with my 
observation that mesoscopic Au Hall devices exhibit much better charac­
teristics than similar ones made from Bi, despite much lower concentration 
of carriers in Bi.
5.6 Conclusion
I have demonstrated that mesoscopic probes made from a high- 
concentration 2DEG and Au allow accurate micromagnetization measure­
ments over the whole temperature range below room temperature and, 
in particular, are suitable for the detection of microscopic movements of 
ferromagnetic domain walls. The most unexpected and potentially useful 
result of this investigation is that, at high temperatures, submicron Hall 
devices made from ordinary metals can exhibit a sensitivity to local dc 
magnetic fields comparable to the sensitivity of semiconducting devices. 
Among the tested metallic probes, the most sensible alternative to the 
2DEG sensors was found in submicron Hall probes made from gold.
Bibliography
[1] See for example, D. A. Brawner, N. P. Ong, and Z. Z. Wang, Na­
ture (London) 358, 567 (1992); S. T. Stoddart, S. J. Bending, A. K. 
Geim, and M. Henini, Phys. Rev. Lett. 71, 3854 (1993); E. Zeldov, 
A. I. Larkin, V. B. Geshkenbein, M. Konczykowski, D. Majer, B. 
Khaykovich, V. M. Vinokur, and A. Shtrikman, Phys. Rev. Lett. 73, 
1428 (1994); E. Pugel, E. Shung, F. T. Rosenbaum, S. P. Watkins, 
Appl. Phys. Lett. 71, 2205 (1997).
[2] A. Oral and S. J. Bending, Appl. Phys. Lett. 69, 1324 (1996).
[3] A. K. Geim, S. V. Dubonos, J. G. S. Lok, I. V. Grigorieva, J. C. Maan, 
L. T. Hansen, P. E. Lindelof, Appl. Phys. Lett. 71, 2379 (1997); A. 
K. Geim, I. V. Grigorieva, S. V. Dubonos, J. G. S. Lok, J. C. Maan, 
A. E. Filippov, and F. M. Peeters, Nature (London) 390, 259 (1997).
73
Submicron Probes for Hall M agnetometry over the Extended Temperature
Range from  Helium to Room Temperature
[4] S. Pedersen, G. R. Kofod, J. C. Hollingbery, C. B. Sorensen, P. E. 
Lindelof, Phys. Rev. B 64, 1Ü4522 (2ÜÜ1).
[5] L. Theil Kuhn, A. K. Geim, J. G. S. Lok, P. Hedegard, K. Ylanen, 
J. B. Jensen, E. Johnson and P. E. Lindelof, Eur. Phys. J. D lG, 259 
(2ÜÜÜ).
[6] A. D. Kent, S. von Molnar, S. Gider, and D. D. Awschalom, J. Appl. 
Phys. T6, 6656 (1994); Y. Q. Li, P. Xiong , S. von Molnar, S. Wirth, 
Y. Ohno, H. Ohno, Appl. Phys. Lett. SG 4644 (2ÜÜ2).
[7] J. G. S. Lok, A. K. Geim, J. C. Maan, S. V. Dubonos, L. T. Kuhn and 
P. E. Lindelof, Phys. Rev. B 5S, 122Ü1 (199S); F. G. Monzon, D. S. 
Patterson, and M. L. Roukes, J. Magn. Magn. Mater. l95 , 19 (1999); 
G. Meier, D. Grundler, K.-B. Broocks, C. Heyn, and D. Heitmann, 
J. Magn. Magn. Mater. 2lG, 13S (2ÜÜÜ); D. Schuh, J. Biberger, A. 
Bauer, W. Breuer, D. Weiss, IEEE T. Magn. ST, 2Ü91 (2ÜÜ1).
[S] P. A. Besse, G. Boero, M. Demierre, V. Pott, and R. Popovic, Appl. 
Phys. Lett. SG, 4199 (2ÜÜ2).
[9] T. Schweinbock, D. Weiss, M. Lipinski and K. Eberl, J. Appl. Phys. 
ST, 6496 (2ÜÜÜ). This article refers to a Hall probe made from a 
2DEG which showed the room-temperature sensitivity of Ü.1 G /V H z  
limited by the Johnson noise only. This result is in disagreement with 
our experience and this report (see Fig. 5.9).
[1Ü] See for example, W. Wernsdorfer, D. Mailly, and A. Benoit, J. Appl. 
Phys. ST, 5Ü94 (2ÜÜÜ).
[11] AC  sensitivity can be as high as 1Ü-4 G /V H z  at 3ÜÜ K [S] because in 
ac measurements 1 / f  resistance fluctuations do not play a significant 
role.
[12] N. Haned and M. Missous, Sensors and Actuators A, lG2, 216 (2ÜÜ3).
[13] K. S. Novoselov, A. K. Geim, D. van der Berg, S. V. Dubonos, and 
J. C. Maan, IEEE T. Magn. SS, 25S3 (2ÜÜ2).
[14] S. T. Stoddart, A. K. Geim, S. J. Bending, J. J. Harris, A. J. Peck, 




6.1 The origin o f ferrom agnetic dom ains
The concept of domains in ferromagnetic materials was first proposed by 
Weiss [1], and later was further developed by Bloch [2] and Landau & 
Lifshitz [3]. Considering a uniformly magnetized piece of ferromagnetic 
material (see Fig. 6.1, left panel) it is easy to notice that the left part of the 
sample creates magnetic field within the volume, occupied by the rest of 
the sample, which has opposite polarity with respect to the magnetization. 
This gives rise to the magnetostatic energy:
To reduce this energy, it is favorable to split the sample into two (or 
more) parts (domains) with opposite magnetization [4]. This also reduces 
the scattering field outside the sample. However, nothing is for free, and 
the cost to pay is the creation of an intermediate region between the two 
domains - a domain wall, where the orientation of spins changes gradually. 
The energy associated with the creation of a domain wall is usually pos­
itive, and the balance between this energy and the magnetostatic energy 
is what determines the size of domains in each case. In my experiments, 
thin films of garnet, with strong uniaxial anisotropy were used. In this, 
relatively simple case, the size of the domains is usually of the order of 
the thickness of the film.
(6.1)
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Figure 6.1: The origin of ferromagnetic domains.
The thickness and the energy of the domain wall is determined by 
the interplay of another two quantities: the anisotropy energy, and the 
exchange energy. Discussion of the microscopic origin of both of these 
energies is beyond the level of this review. What is important here, is that 
anisotropy energy tries to orient each individual spin along the magnetic 
easy axis of a crystal, whenever the exchange energy tends to align two 
adjacent spins parallel to each other. It is obvious that the energy of 
a domain wall should grow as anisotropy or exchange energy increases. 
At the same time the width of a domain wall increases with increasing 
exchange energy and decreasing anisotropy energy.
There are two basic high-symmetry configurations for rotation of spins 
within a domain wall - spins can rotate within the domain wall plane 
(called the Bloch domain wall), and within the plane, which is perpen­
dicular to the domain wall (called the Neel domain wall). Domain walls 
of Neel type usually have higher energy, since this kind of spin configura­
tion leads to creation of magnetic poles within the domain wall. However, 
in some cases of strong anisotropy, which lead to the easy axis being 
perpendicular to the domain wall, or in cases of magnetic field applied 
perpendicular to the domain wall the domain walls of Neel types can be 
energetically favorable.
Domain walls in garnet films used in experiments described in chap­
ters 5,7, and 8 are of the Bloch type, so in future I will concentrate specif­
ically on this case. In the next section the micromagnetic approach to 
calculate the energy of Bloch domain wall will be shown (see, for exam­
ple [5]). After that a flavor of Heisenberg approach will be given, which 
leads to introduction of an additional term in the domain wall energy - 
the Peierls potential.
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Figure 6.2: Coordinate frame for 1-dimensional Bloch domain wall.
6.2 Energy o f B loch dom ain wall: 
m icrom agnetic approach
Let us consider an infinite space filled with ferromagnetic material (thus 
the finite thickness of the ferromagnetic sample is neglected). The satura­
tion magnetization of the ferromagnetic sample is 4nM and the uniaxial 
anisotropy coefficient is K  with easy axis along the Z  direction. The do­
main wall then should lay in X  — Z  plane, and we will place the center of 
the domain wall at the origin of the coordinate frame, Fig. 6.2. The semis­
pace with y < 0 will be occupied by a domain with magnetization ”up” , 
and the one with y > 0 will be occupied by a domain with magnetization 
down. I will find an analytical solution for rotation of the magnetization 
vector as a function of y coordinate. The boundary conditions are such, 
that for y =  —to the magnetization is directed strictly upwards, and for 
y =  the magnetization is directed strictly downwards.
I will take into account only uniaxial anisotropy energy and exchange 
energy, neglecting any other contributions like demagnetization energy, 
magnetostriction, in-plane anisotropy, etc. Uniaxial anisotropy energy 
tries to orient magnetization along the Z  axis, such that it tends to
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make the domain wall infinitely narrow, making the magnetization ro­
tate abruptly by n at y =  0. In contrast, the exchange energy tends to 
align the neighboring spins parallel to each other, making the domain wall 
wider. The resulting structure of the domain wall will be determined by 
the competition between these two types of energy. The energy density is 
given by:
w =  Wk  +  Wex (6.2)
where
wK =  K  sin2 9 (6.3)
is the density of uniaxial anisotropy energy, and
wex =  i ( V m ) 2 =  A e e \ 2 /  n e ^ 2d y )  + ( sin dy (6.4)
is the micromagnetic density of exchange energy. Here A  is the exchange 
energy constant, and m  =  M /M . It is worthwhile to mention that for­
mula 6.4 is valid only for the case of negligibly small angle between the 
adjacent spins, i.e. only for thick (in comparison with lattice constant) 
domain walls. In the case of very thin domain walls, when magnetization 
rotates strongly on interatomic distances, the whole concept of ’’mag­
netization’^  a quantity describing average magnetic moment becomes 
jeopardized. Instead one should use the quantum mechanical Heisenberg 
expression for the exchange energy. This case will be discussed in the next 
section.
The physical requirement for the equilibrium state is that the torque on 
each spin is zero. Mathematically, one can replace this by the requirement 
that the integral ƒ w dy does not change with respect to small variations 
of 9(y) and 0(y). It can be expressed in terms of Euler equations [6]:
8w 8w
Ue =  =  ( . )
where -w /-9  and - w / - $  are functional derivatives, given by:
-w  dw „  dw
- a  =  m  ~ v - m  (6-6)
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-w  dw „  dw
H  =  T *  d w  <6'7)
Combining equation 6.2 with equations 6.3 and 6.4, and substituting 
into 6.6 and 6.7 one can get two differential equations:
2 A 0 K  + A | fdy sin 2y =  0 (6.8)
d20 . 2 n , d ^ o y2 sin y +  — —  sin2y =  0 (6.9)dy2 dy dy
of which the solution which satisfies the boundary conditions
y (± œ ) =  (0,n) (6.10)
is:
0(y) =  ÿ  =  const (6.11)
y(y) =  2 a rc ta n e x ^  y  ) (6.12)
where
-o =  = \ /  k  (6.13)
This is a well known solution for a 180°-degree domain wall. The angle 9 
changes gradually, and magnetization M  rotates from an upward position 
to a downward one, Fig. 6.3. Most of the rotation happens within a narrow 
area of thickness -  =  n -0 within the center of the domain wall, and -0 
is called the domain wall width parameter. Substituting solutions 6.11 
and 6.12 into equation 6.2, and integrating it over all space, one can get 
an expression for the surface density of the domain wall:
a s  =  4vA K  (6.14)




Figure 6.3: Rotation of magnetization vector inside the domain wall.
—  =  sin y (6.15)dy
The reason that the solution for the energy of the domain wall we ob­
tained is degenerate on angle 0  is that we have neglected demagnetization 
energy and in-plane anisotropy. If ÿ  =  0, then the domain wall has a 
finite magnetic moment along the Y  axis. This would create a demagne­
tization field Hd =  M  sin ÿ, and hence the demagnetization energy would 
be 1/2MyHd =  1/2M 2 sin2 ÿ. This energy is minimal at ÿ  =  0 and ÿ  =  n. 
Such domain walls, where magnetization rotates strictly in the plane of the 
wall are called ”the Bloch type”. Two solutions with ÿ  =  0 and ÿ  =  n  cor­
respond to clockwise and anti-clockwise rotation of magnetization within 
the domain wall (this corresponds to two physically equivalent boundary 
conditions 6.10: y (± œ ) =  (0,n) and y(± œ ) =  (0, - n)), see Fig. 6.4. 
Usually both of these configurations are present in a single domain wall. 
The boundary, which separates the parts of a domain wall with different 
direction of rotation of magnetization vector is called ”the Bloch line” .
However, under some conditions (like some cases of strong in-plane 
anisotropy) it might be favorable for the magnetization to have a compo­
nent along the Y  axes. The type of domain wall, in which magnetization 
rotates in the plane, which is perpendicular to the plain of the domain wall 
(ÿ =  ± n /2 ), is called ”the Neel type” , Fig. 6.4. It is possible to ”con- 
vert”Bloch type domain walls to the Neel type by applying a sufficiently 
strong (8M ) magnetic field along the Y  direction, even in the absence of 
any in-plane anisotropy.
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Figure 6.4: Schematic representation of Bloch (left) and Neel (right) types 
of domain wall.
6.3 Energy o f B loch dom ain wall: 
H eisenberg approach
As mentioned above, the micromagnetic expression for exchange en­
ergy 6.4 is only valid for the case of thick domain walls. In the opposite 
case of thin domain walls, when the angle between the adjacent spins is 
finite, one should use the Heisenberg model for exchange energy:
eex =  - 2 J aß Sa ■ Sß =  - 2 J aß S aS ß c o s ( r  -  9ß) (6.16)
where Sa and S3 are the spins of atoms a  and f3 respectively, 9a and 913 
are the inclination of those spins within the domain wall, and J a’13 is the 
exchange integral between the atoms a  and f3.
The macroscopic exchange constant A, which was used in 6.4 is defined
as:
A —  J ]  J a ’ ßS aS ß(zaß)2 (6.17)
a=ß
where za3 is the distance between atom a  and atom f3 perpendicular to 




eK =  ca sin2 9a (6.18)
and the macroscopic anisotropy constant is given by:
K  =  ±  Y ,  ca (6-19)unit cell
The wall energy is composed of the exchange energy and the anisotropy 
energy, and can be expressed as:
.. unit cell ..
a =  V  J a3S ' S 13(1 -  cos(9a -  93)) -  — V  ca sin2 9a (6.20)Fo t t ' Foa p=a a
Here F0 is the area of the unit cell in the plane of the domain wall, and the 
summation extends over the atoms of the row of unit cells, perpendicular 
to the wall. The task now is to find each 9a. For that one should minimize 
the energy a with respect to angles 9a. The equilibrium conditions are:
#  =  0 (6.21)d9a
There is an infinite number of non-linear differential equations. The 
trick of solving them is to divide the domain wall in to three regions: the 
middle part of the domain wall, and the two tails. The borders should be 
chosen in such a way that the angles 9a for the atoms belonging to the 
two tails should be close to 0 or n, and the angles between the adjacent 
spins within the tails should be much smaller than the angle between the 
spins in the center of the wall.
These calculations have been performed by a number of people [7, 
8, 9, 10, 11]. The general conclusion is that two types of symmetric spin 
configurations are possible: when the center of the domain wall sits exactly 
on one of the atoms, (and its spin lies in the X  — Y  plane), and when it 
is positioned just in the middle of the interatomic space (spins of the two 
central atoms are inclined towards the X  — Y  plane), see Fig. 6.5. If one 
compares the energies for the two spin configurations, it is easy to note, 
that it is higher for the case with one spin pointing along the X  axis since 
anisotropy energy for this spin [12] has to be ’’payed”.
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Figure 6.5: Two configurations of spins in the domain wall. Left panel: 
the center of the domain wall sits on one of the atoms, and the spin of 
the central atom lies in the X  — Y  plane. Right panel: the center of the 
domain wall lies between the adjacent atomic planes, so the two atoms in 
the center have their spins inclined towards the X  — Y  plane. Grey arrows 
represent spins in the two tails of the domain wall where the micromagnetic 
approach to the energy calculation is applied. Black arrows are the spins 
in the central part of the domain wall, where the Heisenberg model is 
used.
Thus, an extra term in the energy of the domain wall appears, which 
has the periodicity of the atomic lattice - the Peierls potential. For a cubic 
lattice it was predicted to have sinusoidal dependence on coordinate, so 
that the total wall energy can be expressed as [10]:
where d is the interatomic distance along the Y  axis, and A a  =  aA — 
aB is the difference in energy of the two spin configurations, presented 
on Fig. 6.5. Numerical calculations give exponential dependence of the 





The coercive field which must be applied in order to overcome the Peierls 
potential is given by:
The Peierls potential was initially introduced for dislocations [13, 14, 
15]. Later it was discovered in pinning of vortices in superconductive 
materials [16]. However, it has never been directly observed before for 
ferromagnetic domain walls. One of the reasons is that the strength de­
pends exponentially on the domain wall width, and the Peierls potential 
quickly becomes buried under thermal fluctuations as the thickness of the 
domain increases. Moreover, pinning on pinning centers is usually much 
stronger than intrinsic pinning, which makes the detection of the latter 
even harder. In chapter 8 it is shown that the Peierls potential for ferro­
magnetic domain walls in high-quality single-crystalline garnet films can 
be directly observed using ballistic Hall probes as high-precision position 
detectors (see appendix A for technical details).
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Dom ain Wall Propagation on 
Nanom eter Scale
A bstract
Nanometer-scale movements of domain walls in uniaxial garnet 
films have been studied by means of micromagnetization mea­
surements using miniature semiconductor Hall probes. The 
high spatial resolution is achieved due to low intrinsic noise 
of semiconductor ballistic Hall microprobes. At low (helium) 
temperatures the domain walls are found to move by discrete 
jumps, which we attribute to pinning on isolated defects, and 
we were able to measure local hysteresis loops associated with 
pinning on individual pinning centers. The temperature de­
pendence of the coercive field of a single pinning center allowed 
us to evaluate the characteristic energy and characteristic vol­
ume of the pinning center. At higher temperatures the charac­
ter of domain wall propagation changed, and walls were found 
to move not only by jumps between pinning centers but also 
via elastic bending.
this work has been published in:
K. S. Novoselov, A. K. Geim, Dirk van der Bergen, S. V. Dubonos, and J.
C. Maan, ’ Domain wall propagation on nanometer scale: coercivity of a 
single pinning center” , IEEE Transactions on Magnetics 38, 2583, (2002).
Domain Wall Propagation on Nanometer Scale
7.1 H igh precision m easurem ents o f do­
m ain wall propagation using ballistic  
H all m icrom agnetom etry
Movements of domain walls determine many technologically important 
properties of magnetic materials, including coercivity and remanent mag­
netization. A variety of different techniques have been employed in or­
der to build a detailed picture of domain walls’ motion. However, the 
average (statistical) response of many different domains does not allow 
clear answers regarding the microscopics of domain wall propagation. For 
example, the discussed averaging mimics many features of the behavior 
predicted in the case of quantum tunnelling and can lead to wrong con­
clusions [1]. One can hope to get a much clearer microscopic picture by 
studying properties of a single domain wall [2, 3, 4, 5, 6, 7, 8]. A number of 
experimental techniques have recently been applied to investigate move­
ments of individual walls on the micrometer scale, where the walls are 
found to move by discrete jumps accompanied by elastic bending. Such 
movements, in fact, involve a large number of much smaller jumps, which 
are expected to occur on the nanometer scale [2, 3, 4, 5, 6, 8], so that 
domain walls can gradually adjust themselves to a local distribution of 
pinning centers. Hence, even the studied micrometer movements of do­
main walls involve the interaction with thousands of defects (collective 
pinning picture [6]) and, effectively, lead again to statistical averaging. A 
further progress in understanding of the microscopic picture of the do­
main wall propagation has been reached by applying micro-SQUIDs to 
investigation of the magnetization reversal in individual mesoscopic parti­
cles [9, 10]. However, even in the latter case, it is not possible to get rid of 
statistical averaging completely: although there is no averaging over dif­
ferent particles, a single wall itself can move along different configuration 
paths, often leading to statistically averaged results when measurements 
are repeated many times [1, 10].
A complementary approach to studies of magnetic nanoparticles would 
be studies of local nanometer-scale movements of small, submicrometer 
regions of individual domain walls. Recent advances in microfabrication 
and magnetization measurement techniques allow one to revisit the ear­
lier optical and magnetic studies of single wall movements from a new
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Figure 7.1: A micrograph of the garnet film we used in our experiments. 
The picture was taken in polarized light, so domains of different orienta­
tions are visible due to Faraday effect.
perspective, and at a new experimental level.
In this chapter I show that using micrometer-sized Hall probes as local 
sensors of magnetic field it is indeed possible to detect sub-nanometer-scale 
travel of mesoscopic segments of domain walls. I also used this technique 
to study properties of individual pinning sites, which involve activation 
volumes down to 10 nm in size.
7.2 E xperim ental results
7.2.1 Sam ple
Figure 7.1 shows the garnet film we used in our experiments. The thickness 
of the garnet film is 10 ^m, its saturation magnetization 4nM s & 200 G, 
the magnetization direction is out of plane (strong uniaxial anisotropy), 
and the domain width is ~  14 ^m. The width of domain walls, is 
about 10 nm. The particular garnet film was chosen for its extremely 
low domain-wall pinning (coercivity field is less than 0.1 Oe at room tem­
perature) and its perpendicular magnetization, which are essential for our
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Figure 7.2: Example of the Hall signal detected by Hall probe as domain 
wall moves underneath the sensor (symbols). Solid curve, is the best fit of 
the overall shape of the experimental curve. Magnetic field axis is shifted 
to bring the center of the curve to zero external magnetic field.
experiments. Furthermore, monocrystalline garnet films are often quoted 
in literature as one of the best candidates for observation of quantum 
motion of domain walls [11].
All experiments described in this chapter were performed using high- 
mobility 2DEG Hall probes, similar to those described in chapter 3. The 
2DEG concentration was n  ~  3.45 x 1015 m_2, which is about an order 
of magnitude lower than for HC-2DEG I described in chapter 5. Conse­
quently, the sensitivity of 2DEG micro-probes, is approximately 10 times 
better than that of HC-2DEG probes but rapidly diminishes at tempera­
tures above 100 K, whenever Hall probes made from HC-2DEG are opera­
tional over the whole temperature interval from 0.3 to 300 K (see chapter 5 
for details). 2DEG Hall probes have proved to be an excellent choice for 
micro-magnetization measurements, as they allow detection of magnetic 
field changes as small as B  =  0.01 G, which makes them a viable alter­
native to micro-SQUIDs [12, 13, 14]. Moreover, if a domain wall is close 
to the center of a 2DEG Hall cross, the detected magnetic response de-
90
7.2 Experimental results
Figure 7.3: The drawing illustrates that a shift in the average position of 
a wall A x  induces a change in flux A $ (dark shaded area in the central 
panel) inside the sensitive area (lightly shaded area in the central panel), 
which is recorded as a change in Hall resistance. Left and right panels 
illustrate the side view of the position of the domain wall and the flux 
distribution before (left) and after (right) the displacement.
pends linearly on the spatial position of the wall (due to ballistic motion 
of electrons across the structure [12, 15]).
Again, as in experiments described in chapter 5 a sub-millimeter piece 
of garnet film was pressed against semiconductor Hall probes, and fixed 
on the sides with vacuum grease. This leaves us with the problem of the 
separation between the 2DEG and the garnet film. Still, as it is shown 
in appendix A, fig. A.4, it is possible to determine the separation by 
analyzing the overall shape of the magnetization curve. Fig. 7.2 shows 
examples of the detected signal as a domain moves across the Hall cross. 
Domain walls are forced to move by slowly sweeping the external field 
applied perpendicular to the garnet film. Fitting the overall shape of the 
curves with formula A.26 allowed us to estimate the distance between the 
surface of the garnet film and the 2DEG to be ~  100 nm.
7.2.2 Hall sensor as a position  detector
In the experiments described in this and the following chapters, submi­
cron Hall probes play the role of highly sensitive position detectors. The 
probes are operated in the regime, when their Hall response is propor­
tional to the average magnetic field within the sensitive area of the cross, 
Fig. 7.3 [12, 15]. This is due to the fact that the garnet films, I use, ex­
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hibit relatively low magnetization, the magnetic field, created by the film 
within the sensitive area of the Hall sensor is no more than 100 G. This 
ensures that the cyclotron radius of electrons in the 2DEG is of the order 
of 10 /im - much bigger than the size of the Hall cross itself.
When a domain wall enters the sensitive area of a probe, its response 
R h starts changing. A shift Ax in domain walls position leads to a change 
in magnetic field B  and flux $  through the Hall cross (Fig. 7.3), which in 
turn induces a Hall response such that:
A R h =  a A $  =  3  A x  (7.1)
The second part of the equation assumes that a domain wall is straight 
within the sensitive area of the Hall cross. This is justified for the re­
ported experiments because we could simultaneously measure R h at dif­
ferent crosses and, at low T , found a nearly perfect correlation between 
movements of domain walls detected by neighbouring Hall crosses (see 
below). This indicates that domain walls move as rigid, straight objects 
so that their large segments (for T  < 10 K, we have estimated their size 
to be up to 10 microns) shift as a whole (i.e. without bending).
In the rest of this chapter, only experiments where the domain walls 
were aligned parallel with the Hall device, as shown in Fig. 7.3 will be 
discussed. In this well-defined geometry, changes in the wall position Ax  
can be calculated from changes in R h directly, without using any fitting 
parameters. Indeed, let’s take as an example the measurements presented 
in Fig. 7.2. Here, the changing of the Hall signal from its minimum value 
(RH,min ~  -1 6  Q at H  ~  — 5 Oe) to maximum (Rh ,max ~  13 Q at 
H  ~  5 Oe) corresponds to the domain wall propagating across the whole 
Hall sensor, which in this case was w =  2 ¡im. From here, the factor 3  
can be found as:
q _ A R H _ R H,max R H,min ^
3  =  Ax =  W ( . )
which appeared to be 3  =  14.5 Q /im  for this particular probe. The factor 
a  can be determined easily from the Hall factor pH from experiments on 
empty Hall probes in a sweeping magnetic field:




















Figure 7.4: Typical experimental curves measured with semiconductor 
Hall microprobes. The size of semiconductor Hall probe is 2 im x 2  ¡im. 
Hall signal is recalculated into magnetic field. Linear background due to 
linear sweep of external magnetic field is subtracted. Sharp changes in 
local magnetization are due to domain wall propagation by depinning and 
pinning on pinning centers.
In this and the following chapter I will present the results on domain 
wall propagation either in terms of domain wall displacement, which is 
calculated as Ax =  R H/ a  or in terms of magnetization, which is the 
average magnetic field measured by the Hall probe, and is calculated as 
M  =  r h / Ph .
7.2.3 M easurem ents o f dom ain wall m ovem ents
A typical example of domain wall creeping under exposure to an external 
magnetic field is given in Fig. 7.4. As one can see, domain walls cover the
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Figure 7.5: Schematic representation of a domain wall (straight solid line) 
moving underneath a Hall probe by jumps from one pinning position to 
another. The two stars denote pinning centers, and the shaded square 
represents the sensitive area of the Hall probe.
2 ¡im distance across the semiconductor probe (1 ¡im distance for gold 
Hall probe) in a series of small jumps, which can be as long as 1 ¡im 
at high temperatures and as small as 10 nm at helium temperatures (see 
Figs. 7.6 and 7.7). The nanometer spatial resolution obtained for such 
relatively large sensors is somewhat counterintuitive but is actually due 
to the fact that the background noise is so small that even a 0.1 nm shift 
in the average position of a domain wall leads to detectable changes in 
Hall voltage (high spatial resolution of the Hall probes will be discussed 
in more detail in chapter 8 and in appendix A).
The jumps were attributed to pinning and depinning of domain walls 
on defects situated just underneath the sensitive area of the Hall cross, 
Fig. 7.5. An alternative explanation would be jumps in local stray fields 
produced by domains situated far away from the cross. However, our 
calculations show that the latter signal should be of at least one order of 
magnitude smaller than the signal detected in the experiments. Moreover, 
stray magnetic fields should lead to jumps in magnetization of both signs, 
while we observe jumps of only one sign. Indeed, in Fig. 7.4 one can see 
jumps down in magnetic fields from —36 to —30 Gauss, which are due 
to the stray field from a domain approaching the sensitive area of the 
Hall probe. In the range of magnetic field from —30 to —20 G, when the 
domain wall propagates underneath the Hall sensor, all jumps are in the 
upward direction only.
At temperatures above 40 K we have observed both sudden jumps 




Figure 7.6: Hall signal, recalculated into magnetic field, measured on two 
adjacent Hall crosses (2 ^m x2 ^m), separated by 7 ^m. Most of the 
jumps are well correlated between the Hall crosses. Uncorrelated jumps 
are marked by solid arrows.
propagate not only by jumps between pinning centers but also by elastic 
bending. At lower temperatures, we observe only discrete jumps that be­
come increasingly smaller with decreasing temperature. This shows that, 
as more and more pinning centers become involved (at low temperatures, 
shallow pinning centers also contribute to the pinning process), domain 
walls can no longer bend, as they do at higher temperatures. The only 
elastic movements we observed at low temperatures were smaller than
3 nm.
Fig. 7.6 illustrates the correlation between signals detected at adjacent 
semiconductor Hall crosses when a domain wall sweeps through both of 
them simultaneously. Here, I would like to note that in order to see it hap­
pen, a domain wall should be aligned parallel to the current lead of the 
Hall probes. I insured that by aligning one of the in-plane easy magnetiza­
tion axes parallel to the current lead. Still, since there are three equivalent 
easy in-plane axes, in some measurements, a wall passed only one cross
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Figure 7.7: Local hysteresis loop due to pinning on a single pinning center.
at a time or moved through two probes sequentially, not simultaneously. 
The observed correlations allow us to evaluate the size of the wall’s seg­
ments that move independently. Indeed, there are both correlated and 
uncorrelated jumps in Fig. 7.6. The former indicate simultaneous jumps 
of segments longer than the separation of the two Hall crosses (7 ¡im) while 
the latter are associated with the jumps of shorter segments. Some minor 
jumps are uncorrelated indicating that the small shifts involve segments 
of domain walls of a micron or submicron length.
Fig. 7.7 shows an example of a local magnetic hysteresis obtained by 
cycling the field after a minor jump was detected. In this case, the wall 
moves between two pinning centers, covering 10 nm in distance. As a rule, 
such local hysteresis curves were completely reproducible at low temper­
atures for many hours. At temperatures above 40 K, however, I found 
that consecutive local sweeps were no longer reproducible, due to sudden 
major jumps of domain walls far away from the probe, which were also 
echoed in a small shift of the studied wall.
I would like to draw attention to the two dips adjacent to the jumps 
on either side of the local hysteresis. It was possible to resolve dips like 
these in «  40% of cases when we measured single hysteresis loops. This
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Figure 7.8: Possible scenario to explain the dips adjacent to the jumps on 
one side of the local hysteresis presented on Fig. 7.7. Notations of this 
figure correspond to those on Fig. 7.5. Initially two kinks (a breather) 
nucleate on the domain wall outside of the sensitive area of the Hall probe 
(b). This gives rise to a Hall signal of the opposite sign than if the breather 
nucleated inside the Hall cross. Then, the two kinks propagate along 
the domain wall (c), effectively leading to shifting of the wall to its next 
position (d).
observation can be explained within the framework of kinks nucleation and 
propagation inside the domain wall, Fig. 7.8. Still, further experimental 
and theoretical investigation of this effect is required.
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Figure 7.9: Minor hysteresis loops, consisting of three consecutive jumps 
at different temperatures. Each curve is an average over about 20 mea­
surements.
7.2.4 Tem perature dependence o f the w idth  o f m i­
nor hysteresis loop, and characteristic of pin­
ning centers
In order to reveal some characteristics of the pinning centers we have mea­
sured temperature dependance of a minor hysteresis loop width. Fig. 7.9 
shows an example of such measurements. Here three consecutive jumps 
of a domain wall, which arise due to domain wall pinning on four pinning 
centers, are presented. The minor hysteresis loop was recorded when the 
domain wall was situated in the center of our Hall probe. In such a way 
we can correlate our magnetization measurements to displacements of the 
domain wall. The total propagation of the domain wall over these three 
jumps is approximately 20 nm. We recorded about 20 minor hysteresis 
loops at each temperatures 0.3, 1.3, 4.2, 10, 15 and 20 K, and the curves 
presented on Fig. 7.9 are the averages over these measurements. At tem­
peratures higher than 20 K the minor hysteresis loop became unstable, 




Figure 7.10: Temperature dependence of the minor hysteresis loop width. 
Solid squares are for the first pinning center (jumps A and D on the panel 
for T  =  4.2 K, Fig. 7.9). Open circles are for the second pinning center 
(jumps B  and C ). Solid and dashed curves are the best fits of the data 
for the first and the second pinning centers respectively, generated using 
relation 7.4.
The temperature dependence of the minor hysteresis loop width is pre­
sented in Fig. 7.10. We plot here the normalized switching field H sw/H 0 
for two jumps: solid squares are for pinning-depinning from the first pin­
ning center (or first jump), and Hsv =  HA — HD; and open circles are 
for pinning-depinning from the second pinning center (second jump), and 
Hsv =  H b — HC. Here HA, H B, HC and H D are the positions of jumps 
A, B, C and D respectively, as they are marked on Fig. 7.9 (see curve for 
T  =  4.2 K), and H0 is a fitting parameter, the physical meaning of which 
will be revealed later.
Thermally activated jumps of domain walls were previously considered 
by many authors [16, 17], and the average switching field can be expressed 
as:
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Ho
sw (7.4)
Here: c =  kH0/T0a E 0; e = 1  — Hsw/H 0; H0 is the switching field at T  =  
0 K; E 0 is a characteristic energy of the pinning center; v is the magnetic 
field sweeping rate (for this experiment v =  1 G/min); t0 is the inverse 
of attempt frequency (we take to be t0 ~  10_s s); a  is the parameter 
which characterizes the magnetic field dependence of the pinning potential:
Solid and dashed curves on Fig. 7.10 are the best fits of the two sets 
of data, generated using relation 7.4. We used a  =  5/4, as was suggested 
previously [11], and H0 and E 0 were the two fitting parameters. The 
best values for the characteristic energy were: for the first pinning center 
(jumps A and D ) E 0 & 2000 K; and for the second pinning center (jumps 
B  and C ) E 0 =  3000 K. Using relation V  =  E 0/(4 n IsH sw) we were able 
to calculate the activation volume of the pinning centers ((~  40 nm)3 and 
(& 60 nm)3 for the first and the second pinning centers respectively).
One can notice that the low-temperature data on Fig. 7.10 are badly 
described by the fit based on relation 7.4. This was found to happen in 
all the measurements performed. The discrepancy between the behavior 
predicted by simple Arrhenius law 7.4 and experimental data starts to pro­
mote itself at temperatures below approximately 1 — 10 K, depending on 
the particular pinning center. Fig. 7.11 presents one extreme case, when 
the width of hysteresis behaves non-monotonically, decreasing at low tem­
peratures. Basically, the data suggest that there is another channel for 
domain walls to overcome a potential barrier, rather than simple thermal 
activation (which is described by Arrhenius law 7.4). One can think of 
many mechanisms by which this can take place, including quantum tun­
nelling [11]. However, at a moment I ’m very far from the final conclusion 
about the nature of this phenomenon.
In summary, we have shown that local Hall micromagnetometry is capable 
of detecting microscopic movements of submicron segments of domain 
walls with an unprecedented resolution of better than 1 nm. This can be





Figure 7.11: Temperature dependence of a single minor hysteresis loop 
width (not normalized). The data show strong non-Arrhenius type behav­
ior, and suggest that there are two stable states where the domain wall 
can jump to. Squares represent data taken at magnetic field ramping rate 
v =  0.5 Oe/min, triangles - v =  1 Oe/min, and circles - v =  2 Oe/min.
exploited further to study classical and, possibly, quantum characteristics 
of magnetization rotation of microscopic volumes involved in pinning by 
individual defects. Furthermore, we hope to be able to observe intrinsic 
pinning imposed on domain wall motion by a periodic crystal lattice.
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Chapter 8
Ferromagnetic domain wall in 
Peierls potential
A bstract
Movements of individual domain walls in a ferromagnetic gar­
net were studied with angstrom resolution. The measurements 
reveal that domain walls can be locked between adjacent crys- 
tallographic planes and propagate by distinct steps matching 
the lattice periodicity. Domain walls are found to be weakly 
mobile within valleys of the atomic washboard but become un­
expectedly flexible on Peierls ridges, where they can be kept 
in a bi-stable state by ac magnetic field. I describe the lat­
ter observation in terms of a single magnetic kink propagating 
along a domain wall.
8.1 Peierls potentia l
The discrete nature of the crystal lattice bears on virtually every material 
property but it is only when the size of condensed-matter objects - e.g.,
this work has been published in:
K. S. Novoselov, A. K. Geim, S. V. Dubonos, E. W. Hill, I. V. Grigorieva, 
”Sub-atomic movements of a domain wall in the Peierls potential” , Nature 
426, 812, (2003).
Ferromagnetic domain wall in Peierls potential
Figure 8.1: Principal spin configurations for a narrow Bloch wall: its center 
either coincides with one of the atomic planes (right) or lies between them 
(left). The fan diagrams show the orientation of individual spins if one 
looks in the direction perpendicular to domain wall.
dislocations [1, 2, 3], vortices in superconductors [4, 5, 6], domain walls [7, 
8] - becomes comparable to the lattice period, that the discreteness reveals 
itself explicitly. The associated phenomena are usually described in terms 
of the Peierls (’’atomic washboard”) potential, which was first introduced 
for the case of dislocations at the dawn of the condensed-matter era [1, 2]. 
Since then, the concept has been invoked in many situations to explain 
certain features in bulk behavior of various materials but so far has eluded 
direct detection and experimental scrutiny on the microscopic level.
In the particular case of magnetic materials, a domain wall has to pass 
through different spin configurations as it moves from one atomic plane 
to another [7, 8, 9, 10]. Fig. 8.1 shows two principal configurations for 
a domain wall in a simple spin lattice, which have the maximum and 
minimum energy and correspond to the center of the wall lying at and 
between atomic planes, respectively (for more information see chapter 1). 
This spatial variation of walls’ energy is generally referred to as the Peierls 
potential. Its amplitude depends on the ratio between domain wall width 
8 and the lattice periodicity d and, realistically, the Peierls potential is
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only observable for 5/d < 10. For larger 5/d, the potential becomes so 
small ( ^  1 G) that pinning on defects should conceal it completely. The 
vast theoretical and experimental evidence gathered over several decades 
and based on studies of bulk properties of magnetic rare-earth alloys has 
confirmed the existence of the Peierls potential, with probably the most 
definite conclusions drawn from measurements of magnetic viscosity (e.g., 
see [10, 11, 12]).
In this chapter, I revisit the Peierls potential by employing a state-of- 
the-art technique, ballistic Hall micromagnetometry [13, 14], which was 
used before to measure characteristics of pinning centers in garnet films 
(see chapter 7). This time it will be used to resolve sub-atomic changes 
in the position of micron-sized segments of domain walls and study their 
inter- and intra- Peierls valley movements. It will be shown that it is 
possible to see clearly that a domain wall can become trapped between 
crystalline planes, which results in its propagation by clear jumps cor­
responding to the periodicity of the Peierls potential. Domain walls are 
rather rigid at the bottom of Peierls valleys but can also be stabilized in 
a highly flexible transient state on top of a Peierls ridge.
8.2 Sam ples and technique
In these particular experiments, a 10 /im  thick film of yttrium-iron garnet 
(Y B i)3(FeGa)5Ol2 (YIG) grown in [111] direction was used (the same 
was used in experiments described in chapters 5 and 7). The films ex­
hibit a saturation magnetization 4nM s of ~  200 G, exchange energy A  
of ~  1.8 x 10_7 erg/cm and, below 10 K, uniaxial crystal anisotropy K  
of ~  1.4 x 106 erg/cm3. The above values were found with accuracy 
~  10%. The experimental system combines relatively narrow walls (thick­
ness 5 =  A / K  & 11 nm at helium temperatures) with a large unit cell 
of size a ~  1.24 nm and provides 5/d  ~  6. Equally important is the high 
crystal quality of the samples used [15, 16, 17], manifested in a coercivity 
of ^  0.1 G at room temperature and < 10 G at helium temperatures, 
such that obscuring effects due to pinning on defects are relatively small. 
The YIG films have perpendicular magnetization and a domain structure 
shown in Fig. 8.2. A sub-mm piece of the film was placed in immedi­
ate contact with the surface of a device consisting of several micron-sized
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Figure 8.2: The micrographs show a set of micron-sized Hall probes placed 
on top of a ferromagnetic garnet. Their image overlays a photograph of 
the domain structure taken in transmitted polarized light at room temper­
ature. The inset magnifies the central part of the experimental structure. 
The scale is given by the domains’ width of & 14 ¡im and the size of the 
Hall probes (1.5 i m). It was ensured by measuring simultaneously the 
response at different Hall crosses, that at low temperatures the studied 
domain walls were parallel to the set of sensors as the photo shows.
Hall sensors made from a two-dimensional electron gas (2DEG) following 
the microfabrication procedure described in chapter 7 and in refs [13, 14] 
(Fig. 8.2).
The anisotropy energy for this sample can be expressed as:
3  ^ 3
wK = A K ^ ^  ^ B K a i a k $i $k+
i=l i=k=l
+K i  (a2 a2 +  a2 a 2 +  a 2 a 2) +  K 2 a 2 a 2 (8.1)
where AK and BK  are factors which describe uniaxial anisotropy, K 1 and 
K 2 are cubic anisotropy constants, a i are the direction cosines of mag­
netization referred to the cubic axes, and $i are the direction cosines of 
uniaxial anisotropy axes. The first two terms represent uniaxial, and the
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second and the third cubic anisotropy. In the case of uniaxial anisotropy 
along (111) direction the uniaxial anisotropy constant can be expressed as 
K  =  - B / 2 ,  and one can rewrite the above expression as:
wK =  K  sin2 9 +  K 1(«2a 2 +  a ‘^ a2i +  a ^ )  +  K 2a 2a^a^ (8.2)
where 9 is the magnetization inclination angle with respect to easy axes. 
As K  < 0, domain walls in the garnet films tend to lie in three equiva­
lent planes (110), (101), and (011), Fig. 8.3. This crystallographic align­
ment is already seen in Fig. 8.2 at 300 K, and it becomes stronger as the 
anisotropy increases at lower temperatures, where domain walls become 
straight over distances of about a millimeter. Using alignment marks, I 
placed the 2DEG sensors inside a chosen area of YIG film with many par­
allel domains and aligned the sensors parallel to them, i. e. perpendicular 
to one of (110) axes. The spacing between the garnet and 2DEG was 
measured to be less than 100 nm (see chapter 7 and [17]). I restricted 
the experiments to temperatures below 30 K, mainly because of thermally 
activated relaxation processes, which led to irreproducible changes in the 
domain structure and did not allow accurate measurements that require 
slow sweeps of magnetic field.
In the experiments described in this chapter, submicron Hall probes 
play a role of highly sensitive position detectors (the same way as it was 
described in chapter 7), which provide a spatial resolution of < 1 A with 
respect to domain wall movements. Again, only experiments where the do­
main walls were aligned parallel with the Hall device, as shown in Fig. 8.2, 
and moved in (110) direction will be discussed. This can be controlled by 
monitoring the Hall signal from two adjacent Hall probes, and insuring 
that a domain wall moves through them simultaneously. In this well- 
defined geometry, changes in the wall position Ax can be calculated from 
changes in R H directly, without using any fitting parameters.
In these experiments Hall sensors made from a high-mobility 2DEG 
because of their exceptional sensitivity to flux variations 5$ on a sub­
micron scale were used. At temperatures T  < 80 K, such sensors work 
effectively as fluxmeters and are capable of resolving 5$ & 10-40o, where
0o is the flux quantum. This technique has previously been used in studies 
of submicron superconducting [13, 14] and ferromagnetic [18, 19, 20, 21] 
particles, and its detailed description can be found therein. In the context
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Figure 8.3: Schematic representation of cubic crystallographic structure 
as seen from (111) direction. Circles of different colors represent atoms 
situated in different planes. Light arrow represents (100) direction, which 
does not lie in (111) plane. Domain walls lie in {110} planes.
of the present work, this unique flux sensitivity was exploited to achieve 
an angstrom resolution in the average position of individual domain walls. 
Indeed, if a domain wall passes the whole width w of a cross, $  changes by 
several 0o (for the given value of M s in the garnets). On the other hand, 
one can resolve 5$ & 10-40o and this corresponds to a shift of a domain 
wall by Ax & w (5$ /0o) & 1 A. Note that many magnetic materials have 
larger values of Ms and, hence, the magnetometers should then provide 
even higher spatial resolution (< 0.1 A).
8.3 dc m easurem ents o f dom ain walls dis­
placem ent
To move a domain wall, the external field H  applied perpendicular to the 
garnet film was slowly varied, in just the same way as was described in 
chapter 7. Figure 8.4 shows a typical example of changes in local field
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H, Oe
Figure 8.4: A typical Hall response measured by a 1.5 ¡im Hall cross as a 
domain wall slowly creeps from one of its sides to the other (T  =  0.5 K). 
For convenience, the Hall response is plotted in terms of the average local 
field B  inside the cross, which is calculated by using the measured Hall 
coefficient.
B  detected by a Hall sensor as a domain wall crosses it from one side to 
the other. One can see that B  changes its sign, which reflects the change 
in polarity of the domain above the sensor, and zero B  corresponds to 
the state where the wall lies exactly in the middle. The overall shape 
of the transition curve is in good agreement with a simple theory (see 
chapter 7 and Ref. [17]). Overlaid on this universal behavior, one can see 
a number of small sample- and sweep- dependent steps, indicating that a 
domain wall does not move smoothly but covers micron-long distances in 
a series of small jumps. Such jumps have previously been studied by many 
techniques (e.g., [22, 23, 24, 17]) and are usually referred to as Barkhausen 
noise. A typical step in Fig. 8.4 corresponds to a wall moving by 10 to 
50 nm. While a domain wall was located within the Hall cross, the field
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Figure 8.5: Example of a local hysteresis loop.
sweep was reversed to investigate local coercivity of the wall (Fig. 8.5). 
Such hysteresis loops are usually reproducible for many field cycles, and I 
attribute them to pinning on individual defects. This has been described 
in details in chapter 7 and in [17, 23].
In addition to the above behavior, the high resolution of the micromag- 
netometry allowed us to discern very small domain wall jumps (Fig. 8.6) 
which stood out from the ”ordinary”ones for two reasons. Firstly, they 
matched closely the lattice periodicity in the direction of domain wall 
travel (110) (d =  \[2a 1.75 nm) (see Fig. 8.3) and, secondly, they were 
practically the only jumps observed in the range below ~  10 nm. The use 
of statistical analysis techniques (standard in e.g. particle physics) shows 
that - with a confidence level of 94% - the left branch of the minor hys­
teresis loop on Fig. 8.6 corresponds to an event comprising several steps 
of equal length (4 single and 3 double steps), where the length of a single 
step is d . To obtain further proof that such steps indeed reveal jumps 
between equivalent crystal lattice positions, complementary experiments 
described below were carried out.
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Figure 8.6: Example of a local hysteresis loop with domain wall jumps 
which correspond to crystal lattice periodicity.
As a domain wall moves through a crystal, it interacts with a large 
number of pinning sites and becomes bent and strained in the process. 
For a strained wall, one can generally expect that it would jump between 
strong pinning sites without noticing the weaker ones. This is clearly 
seen by magnetic force microscopy (at room temperature). To release the 
strain, I demagnetized the sample by applying an ac magnetic field with 
an amplitude h gradually decreasing from «  5 G to zero, while a constant 
field H  kept the wall close to the center of the probe. This proved to be a 
critical improvement: in the demagnetized state, domain walls started to 
propagate via clear quantized jumps matching the lattice periodicity. The 
distance between the equivalent sites was measured to be 1.6 ±  0.2 nm, in 
agreement with the Peierls potential periodicity d ~  1.75 nm. Figure 8.7 
shows an example of such behavior, which leaves no doubt of the presence 
of a periodic atomic landscape impeding domain wall movements.
I note that there are two periodic sets of equivalent crystallographic 
positions for a {110} domain wall, which are separated by b and 2b (where 
b =  a /\[2  is the distance between the nearest basal planes, Fig. 8.3). They 
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c.
T=5K
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Figure 8.7: The data were taken during a very slow sweep (~  1 h) required 
to achieve the sub-atomic resolution. For such time intervals, relaxation 
processes lead to irreproducible changes in the domain structure usually 
far away from the detection site (this can be seen as occasional domain wall 
jumps at constant H ). On the graph, this results in a different position of 
a domain wall for the same value of H . For clarity, I subtracted a small 
smooth background in B  associated with changes in the local stray field 
induced by other domains.
and (110), respectively, and involve different exchange interactions [9]. 
Both periods should contribute to the Peierls potential but because of the 
exponential dependence on 5/d  only the longest periodicity d =  2a/\[2  ~  
1.75 nm can be expected to remain observable. My measurements did 
show this periodicity but it remains unclear why a domain wall could not 
avoid the observed Peierls barriers by exploiting ”the third dimension” (i.e. 
moving by twice smaller oblique jumps in (001) rather than by the straight 
jumps perpendicular to the domain walls’ plane). It is also possible that 
the complex unit cell structure of garnets also plays some role in defining 
the dominant period.
112
8.4 ac susceptibility of a domain wall trapped in Peierls potential
From Fig. 8.7, one can estimate that it requires a field of & 1 G to 
move a domain wall out of the well created by adjacent crystal planes (i.e. 
intrinsic pinning is several times weaker than pinning on a typical defect 
in the garnet samples I used; see Fig. 8.4). Further experiments yielded 
a value of the intrinsic coercive field Hc & 0 .7 G a t T  < 10K. Theory of 
the magnetic Peierls potential predicts Hc to be of the order of [9, 10]:
Hc =  C d M  6xp ( -  d )  (8'3)
where the constant C  is & 103 [9]. Taking into account the exponential 
dependence of Hc on d, which is known to & 10% accuracy, the formula 
yields Hc in the range from 0.1 to 5 G, in agreement with the experiment.
8.4 ac susceptib ility  o f a dom ain wall 
trapped in Peierls potentia l
In addition to the detection of the Peierls potential, I have studied its 
shape, which is predicted to be sinusoidal [7, 9]. The latter implies that 
a domain wall should remain somewhat mobile within Peierls valleys, i.e. 
not pinned completely. Such intra-valley movements are expected to be 
& 1 A and, therefore, could not be resolved in my dc magnetization 
data (cf. Fig. 8.7). To gain information about the finest domain wall 
movements, I measured local ac susceptibility x  (ac measurements provide 
a higher flux sensitivity and hence a higher spatial resolution). To this 
end, in addition to the dc field H  that controls domain walls’ position, an 
oscillating field h was applied and an ac signal generated by oscillatory 
movements of a domain wall was measured. Changes in x  show how the 
mobility of a domain wall varies with its position inside a Peierls valley. 
Using this approach, it was confirmed that a domain wall could indeed 
move near the bottom of a valley, and the detected ac signal corresponded 
to an average shift of a domain wall by up to & 0.5 A. In addition to 
this, however, ac measurements revealed strikingly unusual domain wall 
dynamics, in qualitative disagreement with the behavior expected for an 
object moving in a tilted sinusoidal potential.
One of the most notable features which was observed is a large well- 
reproduced peak in domain wall mobility shown in Fig. 8.8. Here, zero H
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Figure 8.8: Changes in local ac susceptibility x  while dc field H  moves 
the wall from one Peierls valley to the next (ac field has amplitude 0.5 G 
and frequency 8 Hz). I subtracted a constant background due to the Hall 
response induced directly by the ac field. The slight variation of x  seen 
on the curve away from the transient state is not reproducible for different 
walls and after thermal cycling.
corresponds to a domain wall position in the middle between two adjacent 
Peierls valleys, as simultaneously detected in the dc magnetization signal 
(the latter shows a smeared transition between two domain wall positions 
separated by d). The peak has abrupt edges , i.e. above a certain value of 
H  the oscillating wall suddenly falls into a neighboring Peierls valley and 
becomes locked there (i.e. moves by < 1 A). When h was switched off for a 
few seconds at a constant H  close to one of the peak’s edges, the transient 
state did not recover on switching the modulation back. This indicates 
that it requires time of & 1 s for the wall to become trapped inside a 
Peierls valley. With decreasing h from 0.5 to 0.1 G, both the width and
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h, Oe
Figure 8.9: The dependence of the width A H  of the transient state on h 
measured at T  =  0.3 K
the amplitude of the peak shrink linearly (Fig. 8.9). The observed behavior 
suggests that the ac field stabilizes a domain wall in what otherwise should 
be an intrinsically unstable state between two Peierls valleys.
One can interpret the transient state as the center of a domain wall 
sitting effectively on a Peierls ridge, kept there by an oscillating magnetic 
force. This situation closely resembles the so-called reversed pendulum, 
which can be stabilized in the unstable upside-down position by an oscil­
lating force [25]. This analogy allows us to describe the observed resonance 
semi-quantitatively but does not provide a microscopic picture. To this 
end, one can invoke the well-known ”kink”model [2, 10], where a domain 
wall moves between Peierls valleys via a process where at first only a sub­
micron segment of a domain wall (jog) moves to the next valley. Spreading 
the boundary of such a jog along the wall eventually leads to the reloca­
tion of the whole domain wall. It is plausible that ac modulation could 
stabilize the submicron jog so that its boundaries move back and forth 
inside the sensitive area of a Hall cross without collapsing, until changes 
in H  extend the jog outside of this area, where it eventually becomes
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T, K
Figure 8.10: The dependence of the amplitude A% of the transient state 
on temperature for ac excitation amplitude h =  0.5 Oe.
pinned. Indeed, the maximum value of A% (observed at 30 K and 0.5 G) 
corresponds to domain wall movements by A x  ~  1 nm, i.e. nearly the 
whole segment of the wall inside the Hall cross swings between adjacent 
valleys.
The single-jog model provides a sensible description for the behavior 
in Fig. 8.8 as well as for the majority of other ac susceptibility results 
(to be reported elsewhere). However, the origin of the long characteristic 
times remains puzzling. Moreover, the kink/jog picture may no longer be 
justifiable for the case of sub-atomic displacements (Ax ^  d) because, 
on this scale, the spin configuration of a domain wall changes (domain 
wall should ’’breathe”) and one cannot simply refer to an average shift 
of a domain wall as a whole. I believe that the detected transient state 
can indicate some internal modes excited inside a domain wall when it is 
softened and ready to move from one Peierls valley to another.
Further theoretical and experimental work is required to understand 
the unexpected atomic-scale dynamics of domain walls. This physics has 
been extensively discussed in theory (e.g., solitons on discrete lattices [26, 
27, 28]) but so far was not accessible in a direct experiment to allow 
tests for a variety of theoretical models. The reported results show a
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possibility to study the physics of individual domain walls and solitons 
within them at a new level of experimental resolution. This should lead 
not only to refinement of the existing models but also to a greater depth of 
understanding of fundamental and technologically important phenomena 
governed by movements of domain walls.
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A ppendix A
M agnetic Field from a 
Straight Dom ain Wall
A bstract
Ballistic Hall magnetometry technique allows us to measure 
only stray magnetic fields from magnetic samples. Thus, for 
better understanding of the results presented in chapter 7 we 
need to know the exact profile of the magnetic field created by 
a domain wall in the outer space. Some basic calculations of 
the field, as well as the calculations of the response of the Hall 
probe are presented below.
A .1 Formal way
The initial point of most calculations of a magnetic field from a magnetized
body is to introduce the magnetization currents as
J  =  V x M  (A.1)
where M  is the magnetization of the sample.
The formal way then is to proceed by introducing a vector potential
A:
B = V x A (A.2)
Magnetic field from a straight domain wall
Since any arbitrary gauge function VA can be added to A without 
actually changing the magnetic field, one can always choose the vector 
potential so that
V - A =  0 (A.3)
Using some basic relations from differential vector analysis, we get
V 2A =  V 2A -  V(V - A) =  - V  x B (A.4)
Assuming, that no conductance current flow through the sample 
(which is a good approximation for garnet films, since they are insula­
tors):
V x  B =  /j 0V  x  M  (A.5)
Combining A.1, A.4 and A.5 we get the Poisson’s equation:
V 2A =  - ^ qJ  (A.6)
The solution of this equation is
A =  Jd T  (A.7)4n J  r
The magnetic field is then given by
B =  V x  A =  Z0 j  - j - d r  (A.8)f  —x -
An J  r
Separating in A.7 the contribution from the surface and from the vol 
ume of the sample one can get
A =  ^0 r Jb dTf +  t o  f Kb d a  (A.9)
4k J r  4n J  r
Volume Surface
J =  V' x M (A.10)
K =  M x n  (A.11)
where n  is the surface normal vector unit, dT is the volume unit element 
and da the surface unit element.
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Figure A.1: The stripe domain configuration. The thickness of magnetic 
film is h, the period of the domain structure is d, the size of the domains 
with magnetization ”up” (”down”) is d+ (d- ).
A .2 T he B loch  dom ain wall 
A .2.1 Case of stripe dom ains
Let’s now switch from the general problem of stray magnetic field from a 
magnetized body to the particular case of uniaxial garnet film. However, 
a few remarks should still be made. First, it would be very ambitious 
to claim that we can calculate the distribution of magnetic field from a 
real configuration of domains, for instance, the one which is presented on 
Fig 7.1, since it would consume much calculation power. Second, it is also 
very unreasonable to do so, since we never know the real configuration of 
domains when we perform our experiments [1]. Thus, rather than calcu­
lating the stray magnetic field from any realistic domains configuration, 
let’s invent a simple, but still reasonable configuration of the domains, 
calculate the stray magnetic field from it, and then discuss the probable 
corrections which can arise in real cases.
The most simple domain pattern is the stripe domains which, actu­
ally, can be seen in some garnet films, where the in-plane anisotropy en­
ergy (arising from cubic anisotropy, K \)  is comparable (or bigger) with 
the magnetostatic energy. The example of the stripe domain structure 
is schematically presented in Fig. A.1. The structure is periodic in the
Y direction, and the domains are infinitely long in the X  direction. The
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Figure A.2: The local magnetization vector M along the Y  axis.
magnetization of the domains is perpendicular to the plane, so here we 
deal with 180° Bloch wall.
A .2.2  M agnetization  o f the B loch dom ain wall
Let us first calculate the magnetic field from a single Bloch domain wall, 
like the one presented in Fig. A.1. The distribution of magnetization in 
such a wall was derived in chapter 6 (see formula 6.12) and it reads:
9 =  2 arctanexp(ftK y) (A.12)
or
(A.13)
The components of local magnetization vector M are given by:
M x =  M  sin 9
My =  0 
M z =  M  cos 9
(A.14)
Using A.13, we can rewrite it as:
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M
Mx cosh(KK y)
M y =  0 (A.15)
M z =  M  tanh(ftK y)
Equation A.15 describes the situation presented in Fig. A.2, where 
magnetization rotates clockwise (if watching from positive direction of
Y  axis). However, the situation, when the magnetization rotates coun­
terclockwise (then the first equation in A.15 reads M x =  —M  sin 9) has 
exactly the same energy. In real magnetics both of these arrangements 
coexist, so the parts of domain wall with clockwise rotation of the magne­
tization alternate with those having counterclockwise rotation of magneti­
zation. The part of a domain wall, where the direction of rotation changes 
is called the Bloch line. Here we assume that the Bloch lines are far away 
from the point where we measure magnetic field, and do not take it in to 
account.
A .2.3  M agnetic field from a single straight B loch do­
m ain wall
Now we can calculate the magnetization currents using A.10, A.11, A.15. 





And those of surface current are:
K x =  0
K y =  ±  coshMKy) (A.17)
h \  =  0
here ” +  ” is for the upper surface of the magnetic film, and ” — ” is for the 
bottom surface. In future we will not separate the bulk and the surface 
currents, and we will denote them as j with components given by:
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Figure A.3: The local magnetization vector M  along the Y  axis.
here
and
j =  Mkk
Jx cosh2(KK y)
j =  M r
jy cosh(KK y) z,0





1,z =  0 




1,z =  h
0,z =  h (A.20)
where h is the thickness of the magnetic film.These components are 
sketched in Fig.A.3.
Generally one should use the equations A.8 and A.9, to calculate the 
magnetic field. However, we will use the Biot-Savart law, and integrate 
the magnetic field produced by elementary currents.
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Firstly, it is very helpful to notice that the currents jy and jz construct 
the infinitely long (in the X  direction) solenoid, which does not produce 
any magnetic field outside the domain wall. Moreover, even for the domain 
wall which is finite in the X  direction, the magnetic field produced by these 
currents (if measured far away from the ends of the domain wall) is mostly 
parallel to the X  axis.
The Hall probes used in our experiments are sensitive only to the 
magnetic field perpendicular to the surface of the probes. In all the ex­
periments described in this thesis, the surface of the magnetic film was 
parallel to the surface of the Hall probe, so we are interested only in the 
z component of magnetic field. Thus, we can neglect the magnetic field 
created by the j y and j z components of the magnetization current.
The Biot-Savart law tells us that the magnetic field from a straight, 
infinitely long wire, carrying current I  has a cylindrical symmetry, and its 
value at a distance R  from the wire current is given by:
dB  =  (A.21)
2nR y J
The vertical component of the magnetic field is:
dBz =  —  r  (A.22)
z 2nR R  y J
here r is the projection of R  on the X  — Y  plane.
Now, le t’s consider the x  component of the elementary current - djx , 
which flows at distance z below the surface of the magnetic film, and at 
distance y  from the center of the domain wall. The vertical component 
of magnetic field measured at the distance L  above the surface of the 
magnetic film, and at a distance r from the center of the domain wall 
created by this elementary current is:
dB  =  ^ 0 djx ______r y______ (A 23)
z 2n (r — y)2 +  (z +  L)2 ( . )
To find the vertical component of the magnetic field created by the 
whole domain wall we should integrate equation A.23 over all elementary 
currents:
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J J 2n (r — v ) 2 +  (z +  L)2
z=0 y=-o
h o
(' f  ß0 j x r — V




f  [  ßo r — V_________ M kk  d d _
J  J  2n (r — v ) 2 +  (z +  L)2 cosh2(KKv ) V Z
z=0 y=-o
o  h
ßo M  kk  [  r — V dy i  d(z  +  L) _
2n J  cosh2(KK v) J (r — v)2 +  (z +  L)2
y=-o z=0
o
ß0 M  KK I  --------------- (arctan — arctan — ) (A.24)
2n J  cosh2(KK v) r — y r — y
y=-o
A .3 R esponse o f th e  H all probe
It was shown both theoretically and experimentally that the response of 
the ballistic Hall probes is proportional to the average magnetic field over 
the central part of the cross [2, 3]. The Hall factor is given by [2]:
n  1
PH =  4 -----  (A.25)4 e n s
here e is the electron charge, n s - the two-dimensional concentration of car­
riers. Note, that in comparison with classical 2D result, in the case of the 
ballistic Hall cross the Hall factor is reduced by the factor of 4 /n  =  1.27. 
Then, to calculate the Hall voltage, generated by the the ballistic Hall 
probe when brought close to the ferromagnetic film we should integrate 
the z component of magnetic field (given by the equation A.24) over the 
central area of the sensor (assuming, the Hall probe is parallel to the 
surface of the magnetic film):
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w w w2 2 2
R h =  PH I  [  B z (r +  y ,L )  dx dy =  —  [  B z (r +  y ,L )  dy 
w X w J J w J
x=- f  y=-w y=- it
(A.26)
here w  is the width of the Hall probe (see Fig.A.3).
Again, it is not possible to solve this integral analytically (at least I 
could not do it within couple of hours), so in the next section I will present 
some results of numerical calculations, and later we will consider the case 
of the infinitely narrow domain wall, which can be solved in analytical 
functions.
A .4 R esu lts o f num erical calculations
A .4.1 M agnetic field and the Hall signal
The integrals A.24 and A.26 have been solved numerically. The results 
of these calculations are presented in Fig. A.4 and Fig. A.5. They were 
calculated using the parameters of the garnet film and the typical Hall 
probes used in our experiments (M  =  200 Oe, h = 1 0  ^m, 50 =  10 nm; 
n s =  2.5 X 1015 m-2 ^  pH & 2 kft/T ).
First let’s discuss Fig. A.4. The magnetic field is zero at the y =  0 
plane. The magnetic field reaches its maximum in close vicinity to the 
domain wall (if measured just on the surface of the magnetic film, then 
the magnetic field reaches its extremes at y  =  ±$o). It decays with a char­
acteristic length which is a combination of the thickness of the film and 
the distance from the surface of the film to the plane where the magnetic 
field is measured. In the case of a stripe-domain structure, the charac­
teristic size of the domains is usually of the order of the thickness of the 
film, so the magnetic field doesn’t drop to zero. One can get the profile 
of magnetic field for the stripe-domain structure simply by adding several 
curves like in Fig. A.4, shifted by the period of the structure.
All we do when we measure the magnetic field from a domain wall with 
a ballistic Hall cross is integrate over a square w X w  in size (Fig. A.5). 
Here we have a finite slope at r =  0, which is determined by the size of 
the Hall probe and the distance between the Hall probe and the surface
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Figure A.4: Vertical component of the magnetic field created by a single 
domain wall at a distance L  from the surface of the magnetic film. The 
parameters of the magnetic film are as following: M  =  200 Oe, h = 1 0  ¡im, 
£0 =  10 nm.
of the magnetic film (we assume that the thickness of the domain wall is 
much smaller than the size of the probe).
What is crucial in our experiments is the distance between the 2DEG 
and the magnetic film. From Fig. A.5 one can get a rough estimation 
of this parameter. One can see that even if this gap is only 0.5 ¡im 
the signal drops by 20%. To determine this distance experimentally we 
have measured the propagation of a domain wall by means of golden and 
semiconductor Hall probes (see Chapter 7). The golden Hall probes were 
microfabricated directly on top of the garnet film, so L  =  0 in this case. 
Measuring the overall shape and the amplitude of the Hall signal (con­
verted into magnetic field) when a domain wall passes underneath the 
Hall cross, and comparing the results for the golden and the semiconduc­
tor Hall probes with Fig. A.5 one can get a clue about the gap between 
the garnet film and the 2DEG. Results from Chapter 7 clearly show that 
we have managed to bring the garnet film to the 2DEG for a distance 
shorter than 0.2 ¡im.
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Figure A.5: Hall resistance measured by a ballistic Hall cross (ns =  2.5 x 
1015 m_2 ^  pH ~  2 k ^ /T ) when placed at a distance r from the domain 
wall and at height L  from the surface of the magnetic film (see Fig. A.3). 
The parameters of the magnetic film are as in Fig. A.4.
A .4.2  C ontribution from different parts o f the do­
m ain wall
In our consideration we have always mutually assumed that the domain 
wall moves like a rigid plane. However, realistically one should also con­
sider the possibility of domain wall bending. The propagation of a domain 
wall can happen in a series of events, when different parts of the domain 
wall move independently.
Unfortunately, the Hall probes give us only the integral picture of the 
domain wall moving. Moreover, the segments of the domain walls situated 
at different distances from the 2DEG give different contributions to the 
signal (the further the segment is away from the 2DEG - the smaller its 
contribution). To get an idea which part of the domain wall the main 
signal comes from, the R H(y =  0, h) =  d signal was calculated. It
is easy to understand the physical meaning of this function. The deriva­
tive is simply a slope of the curve R H(y) presented in Fig. A.5,
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Figure A.6: Sensitivity of the Hall cross to the shifts of the domain wall’s 
parts, situated at different distances below the surface of the magnetic 
field. Calculated for different gaps between the Hall probe and the surface 
of the magnetic field.
calculated at y =  0. It basically shows the change in magnitude of the 
Hall signal when a domain wall shifts from the center of the Hall cross 
by a small distance dy. Now, the derivative d ^  shows the change
in the Hall signal when only a layer of the domain wall of thickness dh, 
situated at distance h below the surface of the magnetic film shifts from 
the center of the of the Hall cross by a distance dy.
The function R 'H(y =  0, h), calculated for different gaps between the 
2DEG and the surface of the magnetic film, is presented in Fig.A.6. One 
can immediately see that for L  =  0 (Hall probe is on the surface of the 
magnetic film) more than 50% of the signal comes from the top 1^m of 
the magnetic field, and almost 95% of the signal comes from the top half 
of the magnetic film. The situation smears out if one increases the gap 
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A .5 T he case o f infin itely  narrow dom ain  
wall
Finally it is useful to introduce formulas for the magnetic field from the 
infinitely narrow domain wall, since in this case the integrals A.24 and 
A.26 can be solved analytically [4].
For 50 =  0 the equation A.15 reads:
M x =  0
My =  0 (A.27)
M z =  M sign(y)
where
f - i ,  i f y <  0
sign(y) =  < °  i f  y  =  0 (A.28)
( i, i f  y >  0
Obviously there will be no surface currents, and equations A.18, A.23 
and A.24 will be transferred as:
jx  =  2M6y,0
jy  =  0 (A.29)
j z =  0
dBz =  2 r . 2 (A.30)
z 2^ r 2 + (z +  L)2 v ;
h
B .  (r,L) = f  *  djx r
J 2n r 2 +  (z +  L)2
z=0
h
f  ß 0 M r  dz
z=0
n (z +  L)2 +  r 2
ßo M  f  h + L L \------- a rc tan ---------- arctan — =
n \  r r J
ß0 a rc tan—| r L (A.31)
n r +  (h +  L) r
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Now, to solve the integral A.26 one should use integration by parts:
1 1 f  1
arctan — dx =  x  a rc tan---- x  d(arctan — )
/V» /V» ƒ /V»tv tv / tv
1 1 f  d(x2) 1 1 2
=  x  a rc tan------- —----------=  x  a rc tan — |— ln(1 +  x  ) (A.32)
x  2 J x 2 +  1 x 2 ; ;
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Summary
This thesis is devoted to the further development of the local Hall mag- 
netometery technique, and its application for studying ferromagnetic do­
main wall propagation on the sub-atomic scale. It can be divided into 
three parts. In the first two chapters I discuss ballistic electron transport 
in a strong, non-uniform magnetic field. Chapter 5 shed light on a pos­
sible increase of working temperature range of submicron Hall probes up 
to room temperatures. And in the last but not least part, which includes 
the final two chapters, an insight into the mechanism of ferromagnetic do­
main walls motion measured with ballistic Hall magnetometery is given. 
Further I will briefly discuss these three topics.
Ballistic Hall magnetometery is widely used for studying magnetiza­
tion properties of superconductive and ferromagnetic materials. It was 
shown both experimentally and theoretically, that the Hall response of a 
ballistic Hall probe is proportional to the average magnetic field over the 
central area of the Hall probe. This allows one to perform quantitative 
flux measurements with resolution up to 10-40O, where 0O =  h/e  is the 
flux quantum. However, as with any technique, Ballistic Hall magnetome- 
tery has certain limitations. In chapters 3 and 4 I consider two cases of 
strong, non-uniform magnetic field within the Hall probe, where the Hall 
response is no longer proportional to the flux.
In chapter 3, the case of electron scattering on a spot of strong mag­
netic field is considered. The nonuniform magnetic field was created by 
placing a pillar of ferromagnetic material (Dy)  on top of GaAs/AlGaAs 
heterostructure with high-mobility 2-dimensional electron gas (2DEG). 
By using only remnant magnetization of Dy  pillars in zero external mag­
netic field the high-corrugation profile of magnetic field was achieved. Ex­
perimental results suggest that for low magnetic field strength, the Hall 
response of the probe is proportional to the average magnetic field over
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the sensitive area of the probe. However, as the strength of magnetic field 
becomes bigger than some critical value, the Hall effect saturates. The 
critical magnetic field was found to correspond to the cyclotron radius be­
ing equal to the size of the magnetic protrusion. Numerical simulations of 
the problem showed that for a magnetic field above critical, a substantial 
fraction of electrons become effectively trapped within the area of high 
magnetic field, thus giving no contribution to the Hall effect.
A similar subject is considered in chapter 4. The magnetization hys­
teresis loops of a flat Dy  tablet was measured by means of ballistic Hall 
micromagnetometry as a function of external magnetic field. For low fields 
(and low magnetization of D y ) the hysteresis loops measured are of the 
conventional shape. However, as the magnetization of the ferromagnetic 
tablets increases, the shape of the hysteresis loops changes and for high 
magnetizations some parts of the hysteresis loops become reversed (mean­
ing that the branch for increasing magnetic field goes above the branch for 
decreasing magnetic field). This effect is attributed to creation of skipping 
electron orbits in a high magnetic field. Electrons move only along the 
edges of the sample, thus probing mainly the stray magnetic field from 
the ferromagnetic tablets.
Although ballistic Hall micromagnetometry is a very powerful tech­
nique for measuring magnetization of submicron objects, the operating 
temperature range is so far limited to low temperatures (below 100 K). 
In chapter 5 an attem pt to understand the reason of an excessive noise 
of high-mobility 2DEG at higher temperatures is made. I argue that it 
might be thermal fluctuations of the number of electrons within the sen­
sitive area of the Hall probe which are responsible for the strong 1 / f  
noise of the sensors. Probes made of high-concentration (HC) 2DEG, and 
metallic Hall probes were proposed to be a competitive alternative to the 
conventional Hall microsensors for T  > 100 K. Whenever the sensitivity of 
the HC-2DEG based probes is higher («  1 G /H z1/2), metallic Hall probes 
have a number of advantages. Firstly, the size of the sensitive area can 
be reduced down to a few tens of nanometers, and secondly, they can be 
deposited directly onto the object of interest. The performance of differ­
ent probes was shown by measuring the magnetization hysteresis loops of 
thin films of yttrium-iron garnet (YIG).
In chapter 7 I amalgamate the experience we have gained in previous 
chapters, and apply ballistic Hall micromagnetometry to study sub-micron
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movements of domain walls in thin films of YIG. Domain walls were found 
to propagate through the crystals by jumping from one pinning center to 
another. Measuring the temperature dependence of the coercive field of 
a single pinning center, the characteristic energy and size of the pinning 
center were revealed. However some results such as indications of kink 
nucleation and propagation, and possible signs of quantum tunnelling of 
the domain walls still require more experimental and theoretical attention.
The subject of domain wall propagation on nanometer scale is fur­
ther developed in chapter 8. The small domain wall jumps are found to 
correspond exactly to the lattice periodicity in garnet crystals. This was 
attributed to manifestation of the Peierls potential. The Peierls potential 
is an extra term in the energy of a domain wall, with the periodicity of 
the crystal lattice. It was predicted to appear for very narrow domain 
walls, and has an origin in the anisotropy energy of the central spin of 
the domain wall. These experiments allowed me to investigate inter- and 
intra-Peierls valley dynamics of the domain wall. The experimental results 
can be well described within the framework of the model of kink nucle- 
ation and propagation through the domain wall. However, some features, 
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