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Abstract
Projections of future climate change caused by increasing greenhouse gases depend critically
on numerical climate models coupling the ocean and atmosphere (GCMs). However, di®erent
models di®er substantially in their projections, which raises the question of how the di®erent
models can best be combined into a probability distribution of future climate change. For
this analysis, we have collected both current and future projected mean temperatures produced
by nine climate models for 22 regions of the earth. We also have estimates of current mean
temperatures from actual observations, together with standard errors, that can be used to
calibrate the climate models. We propose a Bayesian analysis that allows us to combine the
di®erent climate models into a posterior distribution of future temperature increase, for each
of the 22 regions, while allowing for the di®erent climate models to have di®erent variances.
Two versions of the analysis are proposed, a univariate analysis in which each region is analyzed
separately, and a multivariate analysis in which the 22 regions are combined into an overall
statistical model. A cross-validation approach is proposed to con¯rm the reasonableness of
our Bayesian predictive distributions. The results of this analysis allow for a quanti¯cation of
the uncertainty of climate model projections as a Bayesian posterior distribution, substantially
extending previous approaches to uncertainty in climate models.
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11 Introduction
Global climate models (GCMs) are complex computer programs that simulate the physics and
chemistry of the atmosphere and oceans to obtain projections of temperature and other meteo-
rological variables under various assumptions about the composition of the atmosphere and other
in°uences such as variations in solar energy. They have successfully explained past variations in the
earth's temperature and are used to predict future variations in climate under various assumptions
about emissions of greenhouse gases and other man-made substances (such as sulfate aerosols) that
are known to in°uence climate. An excellent reference source for climate models and climate science
more generally are the ¯ve-yearly reports of the Intergovernmental Panel on Climate Change, the
most recent of which is IPCC (2001).
All the major climate models project increases in both global and regional mean temperatures
throughout the twenty-¯rst century, under di®ering assumptions (or scenarios) about future trends
in population growth and economic and technological development. The consistency of these results
across di®erent climate models has greatly strengthened the belief that many climate scientists have
in global warming, but there are also considerable variations among climate models, which raises
the question of how di®erent climate models can best be combined to derive climate projections
with appropriate measures of uncertainty.
In this paper, we explore these issues for several datasets compiled by Giorgi and Mearns (2002),
which consist of current (1961{1990) and future (2071{2100) projections of the mean temperature
in 22 regions for nine climate models. The 22 regions are depicted in Figure 1 and the nine climate
models are summarized in Table 1; more details about the model calculations were given by Giorgi
and Mearns (2002). Also shown | in the last column of Table 1 | is the \climate sensitivity"
parameter, which is de¯ned to be the mean warming of the whole earth, in equilibrium conditions,
associated with a doubling of atmospheric carbon dioxide compared with pre-industrial conditions.
As can be seen in Table 1, the nine models have quite di®erent climate sensitivities, the lowest
three being for the models MRI, CSM and PCM. As will be seen later, these models consistently
produce the lowest projections for future warmings.
Also part of the data are estimates of the true temperature averages for the 22 regions for 1961{
1990, based on observational data, with associated standard errors. The datasets are prepared for
two seasons of the year, DJF (December, January, February) and JJA (June, July, August) to allow
some contrast between summer and winter conditions. The future projections are also prepared
2for two di®erent scenarios of future emissions of greenhouse gases, the so-called SRES A2 and B2
scenarios. These scenarios, originally prepared as part of the IPCC Special Report on Emissions
Scenarios (Naki¶ cenovi¶ c et al. (2000), IPCC (2001)), represent two (of many) possible projections of
future emissions, with the A2 scenario representing faster growth and consequently higher emissions.
In this paper we address the issue of constructing a probability density function (pdf) for the
mean temperature di®erence between the two time periods in each of the 22 regions. Our approach
is Bayesian and takes account of the fact that di®erent models have di®erent variances that are
a priori unknown. The approach is directly motivated by the Giorgi-Mearns (2002) \reliability
ensemble average" (REA) which is reviewed in Section 3.
The method proposed here has two forms: the \univariate" approach treats each of the 22
regions as a separate variable while the \multivariate" approach treats them together, in particular
by pooling information across regions in estimating the variances of the models. A version of the
univariate approach has been presented previously (Tebaldi et al. 2005, 2004), but is extended here
to allow veri¯cation of the model by cross-validation. The multivariate approach is developed for
the ¯rst time in this paper.
Before going into details, we set some general context for this paper within the ¯eld of climate
science research. In IPCC (2001), a report charged with assessing the state of the science on climate
change, Chapter 10 is dedicated to regional projections. However, in that report only a qualitative
summary of inter-model agreement about regional mean projections is o®ered, in the absence of any
statistical method to address this issue in the published literature up to that time. More than ¯ve
years later, despite increasing interactions between the climate modeling and the impact research
communities, and ever more pressing needs for quantitative, probabilistic projections of future
climate change, the papers by Tebaldi et al. (2005, 2004) comprise one of only two published
methods proposing a formal statistical treatment of the uncertainty derived from multi-model
ensembles for regional projections. (The other one is due to Greene et al. (2006), which like ours
comes up with regional PDFs on the basis of multi-model projections, but has been criticized for
severe under/over estimates, when compared to the actual climate model projections, because of
relying too much on the ¯t of observed versus modeled regional trends in the 20th century as a
calibration step.) However the Tebaldi et al. (2005) approach has also been criticized within the
climate community, one reason being that it tends to produce very narrow pdfs when several of the
original climate models are in close agreement. As shown at the end of Section 6, we now believe
that to be an artifact of the method, that the new approaches presented in this paper overcome.
3In summary, the improved robustness of our methods and the inclusion of a cross-validation step
should go a long way to resolve criticisms of earlier approaches, and will facilitate the step from
methodological exercise to actual application in studies of impacts where probabilistic information
is crucial to e®ective decision making.
The rest of the paper is organized as follows. Section 2 summarizes existing approaches to the
assessment of uncertainty in climate models. Section 3 reviews the REA. Sections 4 and 5 present
the details of our Bayesian approach in both its univariate and multivariate forms. Section 6 dis-
cusses the overall goodness of ¯t and presents a comparison between the univariate and multivariate
approaches. Finally Section 7 summarizes our conclusions and suggestions for future work.
The Bayesian methods proposed in Sections 4 and 5 have been programmed in R (R Devel-
opment Core Team (2004)), and are publicly available, along with the datasets, from the website
http://www.image.ucar.edu/~nychka/REA.
2 Approaches to Uncertainty in Climate Change
Until recently, most climate scientists have resisted statistical expressions of uncertainty in climate
models. IPCC (2001, page 2) recommended expressing the uncertainties of climate model projec-
tions using phrases such as \virtually certain" (greater than 99% chance that a result is true),
\very likely" (90{99% chance), and so on, but gave no guidance as to how these chances were to be
assessed. Even this was considered an advance on previous IPCC reports, which made no formal
acknowledgement of the role of uncertainty.
Nevertheless, over the past few years there has been growing recognition of the need for more
rigorous statistical approaches. In this section, we summarize some of the main developments.
Uncertainties in climate change projections are broadly of three types, (a) natural climate vari-
ability, (b) uncertainties in the responses to climate forcing factors, such as changes in atmospheric
levels of greenhouse gases and sulfate aerosols, and (c) uncertainties in future emissions of green-
house gases and other factors that could in°uence climate. The ¯rst two types of uncertainty are
typically assessed in \detection and attribution" studies, which calibrate climate models based on
their ¯t to existing observational data and which attempt to decompose observed changes into com-
ponents associated with greenhouse gases, aerosols, solar °uctuations, and other known in°uences
on the earth's climate. A recent review paper by IDAG (2005) summarized research over the past
few years on these topics. As an example of a speci¯c paper using this approach, Allen et al. (2000)
4used several climate models to estimate mean climate changes up to 2046, with con¯dence intervals
that take into account both natural variability and the uncertainty in the regression coe±cients.
Their results showed reasonable agreement across models, but they did not attempt to combine the
results of di®erent models. See also Levine and Berliner (1999), Berliner et al. (2000), for a more
rigorous statistical discussion of detection and attribution approaches.
Uncertainties in emissions were assessed by SRES (Naki¶ cenovi¶ c et al. (2000)), who developed
numerous scenarios representing di®erent assumptions about population growth and economic and
technological developments. However, the SRES authors declined to assess probabilities associ-
ated with the di®erent scenarios, arguing that it would be impossible for all the participants to
agree. Subsequent commentators such as Schneider (2001) and Webster (2003) have argued that
a probabilistic assessment by experts, even if imperfect and controversial, would be invaluable in
generating informed assessments of climate impacts. On the other hand, Stott and Kettleborough
(2002) applied the same method as Allen et al. (2000) to four SRES scenarios up to 2050, and after
taking uncertainties of the individual projections into account, found little discrepancy among the
projections associated with di®erent scenarios. They argued that this was because of the time lag
between changes in emissions and changes in climate, and one could expect greater discrepancies
among scenarios after 2050.
Wigley and Raper (2001) derived probabilistic projections of future climate change by running
a simpli¯ed climate model under di®erent combinations of model parameters (including climate
sensitivity) and emissions scenarios. They used subjectively determined prior distributions for
the physical parameters needed to run the GCM, and (controversially) assumed that all SRES
scenarios were equally likely. Their approach was Bayesian in the sense of using subjectively
determined probabilities, but not in the more formal sense of calculating posterior distributions
based on observational data. Other authors including Forest and co-authors (2000, 2001, 2002)
and Webster et al. (2003) have taken an approach closer to formal Bayesian methods, combining
detection and attribution methods with a subjectively-determined prior on model parameters to
derive a posterior distribution for future climate changes. Forest et al. (2002) implicitly criticized
the use of subjective-judgment priors by Wigley and Raper (2001), highlighting the need for \an
objective means of quantifying uncertainty in the long-term response".
Santer et al. (1990) appear to have been the ¯rst authors to suggest explicitly that formal
statistical methods, such as con¯dence intervals and hypothesis tests, should be applied to combine
the results of di®erent climate models, and their ideas have been applied in subsequent reports
5on climate change such as Wigley (1999), and a publicly available computer package (Hulme et
al. (2000)) for generating and interpreting climate models. RÄ aisÄ anen (1997) proposed a test of
signi¯cance which, in each grid cell, computes the deviation from the global mean climate change,
separately for each model, and then performs a t test to determine whether the deviation in that
grid box is signi¯cantly di®erent from 0, assuming that the model responses are independently
distributed about the true mean. RÄ aisÄ anen and Palmer (2001) used model ensembles to generate
probabilistic projections that could be assessed according to various decision-theoretic criteria.
However, none of these authors allowed explicitly for the di®erent variances of di®erent climate
models.
Thus we can see that there is growing acceptance of the need for statistical, and even Bayesian,
approaches to the assessment of uncertainty in climate change, but methods that rely too heavily
on subjective probability assessments, especially with respect to emissions scenarios, are viewed
with suspicion. The present paper advances this methodology by proposing a Bayesian approach
to the combination of projections from di®erent climate models, but as far as possible, using
uninformative prior distributions. We do not make any attempt to place a prior distribution on
emissions scenarios, instead focussing on two of the SRES scenarios to compare the results.
3 The Reliability Ensemble Average
In this section we review the approach of Giorgi and Mearns (2002), which also serves to introduce
notation for our Bayesian development in Sections 4 and 5.
Suppose there are M climate models, Xj is a projection of some current climate variable gener-
ated by model j, and Yj a projection of some future climate variable generated by model j. We also
have an observation X0 of the true current climate, with some associated measure of variability ².
In a typical application, Xj is the mean temperature or precipitation simulated by the jth GCM
in a particular region for the period 1961{1990, X0 is the corresponding value calculated from
the observational climate record with standard error ², and Yj is either the corresponding variable
calculated for 2071{2100 or the di®erence between the 2071{2100 and 1961{1990 values. (Giorgi
and Mearns typically took the latter as their variable of interest; we generally prefer to de¯ne Yj
directly as the predicted 2071{2100 mean, but later will interpret our results in terms of projected
climate change, which is analogous with Giorgi and Mearns.)
If we assume Var(Yj) = ¾2=¸j, with ¾2 unknown but ¸j (for the moment) assumed known, then
6a suitable ensemble estimate of the future climate state is
~ Y =
PM
j=1 ¸jYj
PM
j=1 ¸j
: (1)
Routine calculations show that an unbiased estimator of the variance of ~ Y is
~ ±2
Y =
PM
j=1 ¸j(Yj ¡ ~ Y )2
(M ¡ 1)
PM
i=1 ¸j
; (2)
so ~ ±Y may be interpreted as a standard error.
Giorgi and Mearns called ¸j the \reliability" of model i and formula (1) the \reliability ensemble
estimator" or REA. Their presentation of (2) omitted the factor M ¡ 1 in the denominator.
To estimate the reliabilities, Giorgi and Mearns proposed
¸i = (¸m
B;i¸n
D;i)1=mn (3)
where
¸B;i = min
µ
1;
²
jXi ¡ X0j
¶
; ¸D;i = min
Ã
1;
²
jYi ¡ ~ Y j
!
; (4)
where jXi¡X0j is the \bias" of model i, jYi¡~ Y j the \convergence" of model i, and the parameters m
and n control the relative importance given to these two quantities (Giorgi and Mearns suggested
m = n = 1). The justi¯cation for introducing ² is, loosely, to avoid giving a model too much
credit when, purely by chance, either the bias or the convergence is much smaller than the natural
variability ².
Giorgi and Mearns proposed an iterative procedure to ¯nd a set of weights ¸i satisfying the
relations (1){(4). In most cases, stability is achieved with a few iterations.
Although this procedure appears to lack formal statistical justi¯cation, Nychka and Tebaldi
(2003) showed that it can be interpreted as a robust estimator, choosing ~ Y to minimize a sum of
the form
P
CijYi ¡ ~ Y j1¡1=n for suitable weights Ci. In the case n = 1, this reduces to a weighted
median.
By using the data directly to assess uncertainty, but avoiding the assumption that all climate
models have the same variability, the Giorgi-Mearns approach potentially improves on previous
attempts to assess uncertainty in climate models. Nevertheless it has several seemingly ad hoc
features, in partricular its treatment of bias and convergence. From a Bayesian viewpoint, we would
prefer to express uncertainty via a posterior density than simply a point estimate and standard
error.
74 Univariate Model
The ¯rst version of our analysis is univariate in the sense that it treats each of the model output
variables Xi and Yi as univariate random variables. In practice we will apply this model separately
to each of the 22 regions. In Section 5, this will be extended to a multivariate analysis, in which
we combine the 22 regions into a single overall model.
A version of the univariate analysis has been presented previously (Tebaldi et al. 2005), but
there are several modi¯cations in the present approach, which we discuss after outlining the basic
method.
As in Section 3, we assume X0 is the current observed mean temperature, Xj is the current
modeled mean temperature for a particular region for model j = 1;:::;M, and Yj is the future
modeled mean temperature for model j = 1;:::;M. In the following, N[¹;¾2] will denote the
normal distribution with mean ¹ and variance ¾2; U[a;b] the uniform distribution on the interval
[a;b]; and G[a;b] the gamma distribution whose density is proportional to xa¡1e¡bx. With these
de¯nitions we assume
X0 » N[¹;¸¡1
0 ]; (¸0 known) (5)
Xj » N[¹;¸¡1
j ]; (6)
Yj j Xj » N[º + ¯(Xj ¡ ¹);(µ¸j)¡1]; (7)
where parameters ¹; º; ¯; µ; ¸j have prior distributions
¹;º;¯ » U(¡1;1); (8)
µ » G[a;b]; (9)
¸1;:::;¸M » G[a¸;b¸]; (10)
a¸;b¸ » G[a¤;b¤]: (11)
Here the hyperparameters a; b; a¤; b¤ are chosen so that each of µ; a¸; b¸ has a proper but di®use
prior. In practice we set a = b = a¤ = b¤ = 0:01.
We discuss brie°y the rationale for these assumptions. The ¸js represent reliabilities for the
M models and have the same interpretation as in Section 3. The parameter µ (typically, between
0 and 1) represents a di®erential between the reliabilities of current and future model projections.
We could not estimate a statistical model in which the reliabilities of future observations were
completely arbitrary, but we can estimate a posterior distribution for µ under the assumption that
8the variances are as in (6) and (7). We choose ¸0 so that ¸
¡1=2
0 is the estimated standard deviation
of X0 ¡ ¹. Since this estimate is based on plentiful observational data, there is no loss of model
accuracy by treating it as known.
The regression parameter ¯ is a convenient way of introducing correlation between Xi and
Yi. If ¯ = 0, this is equivalent to assuming Xi and Yi are independent. Under this assumption,
the weighted average (1) is directly justi¯able as an estimator for º, assuming ¸j are known.
Alternatively, as already noted in Section 3, Giorgi and Mearns actually de¯ned Yj to be the
di®erence between future and present climate under model j. That is equivalent to assuming ¯ = 1
in the present notation. We take the view that the correlation between Xi and Yi is best treated as
unknown and arbitrary, which is equivalently represented by (7) with arbitrary unknown ¯. Tebaldi
et al. (2005) discussed further the role of this parameter and made comparisons with cases when
¯ was ¯xed at 0 or 1.
The main di®erence between the present model and the one given in Tebaldi et al. (2005) is
in the prior distribution for ¸1;:::;¸M. Here we assume they are G(a¸;b¸) with a¸;b¸ having a
hyperprior distribution of their own, whereas Tebaldi et al. (2005) simply assumed a¸ = b¸ = 0:01.
Exactly why this apparently small change to the prior distribution makes a critical di®erence in
the model interpretation will be explained in Section 4.1.
Under the model (5){(11), the joint density of µ, ¹, º, ¯, a¸, b¸, X0 and (¸j; Xj; Yi; j = 1;:::;M)
is proportional to
µa+M=2¡1e¡bµe¡1
2¸0(X0¡¹)2
aa¤¡1
¸ e¡b¤a¸ba¤¡1
¸ e¡b¤b¸ ¢
¢
M Y
j=1
"
b
a¸
¸ ¸
a¸
j e¡b¸¸j
¡(a¸)
¢ e¡ 1
2¸j(Xj¡¹)2¡ 1
2µ¸jfYj¡º¡¯(Xj¡¹)g2
#
: (12)
De¯ne
~ ¹ =
¸0X0 +
P
¸jXj ¡ µ¯
P
¸j(Yj ¡ º ¡ ¯Xj)
¸0 +
P
¸j + µ¯2 P
¸j
; (13)
~ º =
P
¸jfYj ¡ ¯(Xj ¡ ¹)g
P
¸j
; (14)
~ ¯ =
P
¸j(Yj ¡ º)(Xj ¡ ¹)
P
¸j(Xj ¡ ¹)2 : (15)
In a Monte Carlo sampling scheme, all the parameters in (12), with the exception of a¸ and b¸,
may be updated through Gibbs sampling steps, as follows:
¹ j rest » N
"
~ ¹;
1
¸0 +
P
¸j + µ¯2 P
¸j
#
; (16)
9º j rest » N
"
~ º;
1
µ
P
¸j
#
; (17)
¯ j rest » N
"
~ ¯;
1
µ
P
¸j(Xj ¡ ¹)2
#
; (18)
¸j j rest » G
·
a + 1;b +
1
2
(Xj ¡ ¹)2 +
µ
2
fYj ¡ º ¡ ¯(Xj ¡ ¹)g2
¸
; (19)
µ j rest » G
·
a +
M
2
;b +
1
2
X
¸jfYj ¡ º ¡ ¯(Xj ¡ ¹)g2
¸
: (20)
For the parameters a¸;b¸, the following Metropolis updating step is proposed instead:
1. Generate U1;U2;U3, independent uniform on (0;1).
2. De¯ne new trial values a0
¸ = a¸e±(U1¡1=2), b0
¸ = b¸e±(U2¡1=2). The value of ± (step length) is
arbitrary but ± = 1 seems to work well in practice, and is therefore used here.
3. Compute
`1 = Ma¸ logb¸ ¡ M log¡(a¸) + a¸
X
log¸j ¡ b¸
X
¸j + a¤ log(a¸b¸) ¡ b¤(a¸ + b¸);
`2 = Ma0
¸ logb0
¸ ¡ M log¡(a0
¸) + a0
¸
X
log¸j ¡ b0
¸
X
¸j + a¤ log(a0
¸b0
¸) ¡ b¤(a0
¸ + b0
¸):
This computes the log likelihood for both (a¸;b¸) and (a0
¸;b0
¸), allowing for the prior density
and including a Jacobian term to allow for the fact that the updating is on a logarithmic
scale.
4. If
logU3 < `2 ¡ `1
then we accept the new (a¸;b¸), otherwise keep the present values for the current iteration,
as in a standard Metropolis accept-reject step.
This process is iterated many times to generate a random sample from the joint posterior
distribution. In the case where a¸;b¸ are treated as ¯xed, the Metropolis steps for these two
parameters are omitted and in this case the method is a pure Gibbs sampler, as in Tebaldi et al.
(2005). For the version presented here, an R program (REA.GM.r) to perform the sampling is
available for download from http://www.image.ucar.edu/~nychka/REA.
4.1 Cross-Validation in the Univariate Model
A di±culty with this kind of Bayesian analysis is how to validate the statistical assumptions. Direct
validation based on actual observations of future climate is obviously not feasible. However the
10following alternative viewpoint is feasible: if we think of the given climate models as a random
sample from the universe of possible climate models, we can ask ourselves how well the statistical
approach would do in predicting the response of a new climate model. This leads to a cross-
validation approach. In e®ect, this makes an assumptions of exchangability among the available
climate models.
In more detail, suppose someone gave us a new climate model for which the projected current and
future temperature means were Xy and Y y. Conditionally on the hyperparameters ¹; º; ¯; µ; a¸
and b¸, the distribution of Y y ¡ Xy is derived from (i) ¸y » G[a¸;b¸], (ii) conditionally on ¸y,
Y y ¡ Xy » N[º ¡ ¹;f(¯ ¡ 1)2 + µ¡1g=¸y]. By mixing this conditional predictive distribution over
the posterior distribution of (¹;º;¯;µ;a¸;b¸), we obtain a full posterior predictive distribution.
This suggests a cross-validatory approach in which each climate model j in turn is dropped
from the analysis, a predictive distribution for Y y¡Xy calculated from the remaining eight climate
models, and this is applied to the observed value of the dropped model Yj ¡ Xj. In practice we
apply a probability integral transformation to convert this value to a standard uniform Uj, and
then assess the goodness of ¯t using standard tests such as Kolmogorov-Smirnov. Details are as
follows:
1. For each j 2 f1;:::;Mg, rerun the REA.GM procedure without model j.
2. The hyperparameter values in the nth row of the REA.GM output, say a
(n)
¸ ;b
(n)
¸ ;º(n);¹(n);¯(n);µ(n),
correspond to one draw from the posterior distribution. Therefore, draw a random ¸j;n »
G[a
(n)
¸ ;b
(n)
¸ ] and calculate
U
(n)
j = ©
8
<
:
Yj ¡ Xj ¡ º(n) + ¹(n)
q
f(¯
(n)
x ¡ 1)2 + µ(n)¡1g(¸j;n)¡1
9
=
;
3. Let Uj be the mean value of U
(n)
j over all n draws from the posterior distribution. This is
therefore an estimate of the predictive distribution function, evaluated at the true Yj ¡ Xj.
If the model is working correctly, Uj should have a uniform distribution on (0;1).
4. Recompute steps 1{3 for each region, so we have a set of test statistics Uij; i = 1;:::;R; j =
1;:::;M.
5. Plot the Uij's to look for systematic discrepancies, and apply standard tests of ¯t, such as
Kolmogorov-Smirnov, for a formal test that the predictive distribution is consistent with the
data.
11This procedure is encoded in the REA.CV function, also available from
http://www.image.ucar.edu/~nychka/REA.
Note that it is essential, for this procedure, that the values of a¸ and b¸ de¯ne a realistic posterior
distribution for the ¸j's. This is a critical di®erence from the earlier approach of Tebaldi et al.
(2005), where a¸ and b¸ were simply de¯ned in such a way as to produce an uninformative prior
distribution (the paper actually took a¸ = b¸ = 0:01). Within that approach, no cross-validation
appears to be possible.
4.2 Example
Some results from applying the univariate analysis just described are summarized in Figures 2 and 3.
In Figure 2 six regions (Southern AUstralia, the AMaZons, Central AMerica, GReenLand, Western
AFrica and South ASia) are chosen to exemplify the quality of the posterior distributions of future
temperature change derived through our analysis. For reference, the 9 individual GCM projections
are shown as circles along the x-axis. The black curves pertain to the posterior distributions
estimated by the region-speci¯c analysis of the univariate model presented above, for winter (DJF)
projected temperature change, under the A2 scenario. (The red curves, to be discussed later, are
based on the corresponding multivariate analysis.) As far as can be assessed, the PDFs are smooth
envelopes of most of the individual projections. However, in some of the regions (SAU, GRL and
SAS in this example), individual GCM values may behave as outliers, as a result of the statistical
assumptions by which the estimate of each GCM's reliability parameter, ¸j, bears a direct relation
to that GCM's degree of agreement with the rest of the ensemble's projections.
Figure 3 is a graphical representation of the cross-validation exercise, that we perform for all
four combinations of seasons and scenarios in our dataset. Each of the image plots represents a
matrix of Uij values, for the 22 regions (along the horizontal dimension) and the 9 models (along
the vertical dimension). In general, the models with low climate sensitivity in Table 1 also produce
low values of the test statistic (blue end of the color scale) which those with high sensitivity produce
high values of the test statistic (red end of the color scale), but this e®ect is not universal, e.g.
MRI which has the lowest climate sensitivity is not at the blue end of the scale. It is obvious that
the Uij statistics are not independent from region to region, but the intent of the cross-validation
statistics is that within each row, the values of Ui1;:::;Ui9 are approximately independent draws
from a uniform distribution on (0,1). In Section 6, we consider formal goodness-of-¯t statistics.
125 Multivariate Model
A disadvantage of the approach so far is that each of the 22 regions is treated as an entirely
separate data analysis. The data available for any one region consist solely of the nine climate
model projections Xj and Yj, plus a single observational value X0, and the analysis is open to the
objection that it is trying to produce rather complicated inferences based on a very limited set
of data. In this section, we propose an extension of the method in which the data for all climate
models and regions are treated within a single statistical model. The hope is that we will be able to
estimate some of the variance parameters more precisely and hence not have such di®use predictive
distributions.
We assume we have current and future climate model projections, Xij and Yij, which in addition
to representing di®erent models j = 1;:::;M, also represent di®erent variables i = 1;:::;R. In the
subsequent discussion, Xij and Yij represent the current and future projection of model j for
the temperature average over region i. We also assume that Xi0 is the current observed mean
temperature in region i; i = 1;:::;R, which is an estimate of the true current mean temperature
with known standard deviation ¸
¡1=2
0i .
The assumed model in this case is of the following form:
Xi0 » N[¹0 + ³i;¸¡1
0i ]; (21)
Xij » N[¹0 + ³i + ®j;(´ijÁi¸j)¡1]; (22)
Yij j Xij » N[º0 + ³0
i + ®0
j + ¯i(Xij ¡ ¹0 ¡ ³i ¡ ®j);(´ijµi¸j)¡1]: (23)
With the exception of ¸0i (which is again treated as a known constant) these random variables
depend on unknown parameters whose joint prior densities are assumed to be as follows:
¹0;º0;³i;³0
i;¯i;¯0 » U(¡1;1); (24)
µi;Ái;Ã0;µ0;c;®¸;¯¸ » G[a;b]; (25)
¸j j a¸;b¸ » G[a¸;b¸]; (26)
´ij j c » G[c;c]; (27)
®j j Ã0 » N[0;Ã¡1
0 ]; (28)
®0
j j ®j;¯0;µ0;Ã0 » N[¯0®j;(µ0Ã0)¡1]; (29)
all mutually independent unless explicitly indicated otherwise.
13The following discussion is intended to illuminate our reasons for making these speci¯c assump-
tions. The general philosophy behind our approach is to make the statistical model as general as
possible, subject to being identi¯able and estimable, as judged by our ability to construct predictive
distributions. Or to turn Einstein's famous quote on its head, we believe the model should be \as
complicated as possible, but not more so."
Regarding the mean terms in (21){(23), we interpret ¹0 and º0 as global mean values, and the
parameters ³i and ³0
i as region-speci¯c departures from the global mean for the present and future
time periods. The parameters ®j and ®0
j represent climate model biases: we have already seen that
the di®erent climate models have di®erent climate sensitivities and are therefore expected to di®er
systematically in some of their projections (models with large climate sensitivities tend to project
more warming than those with small climate sensitivities). Note, however, the di®erent structure
for the prior distributions of (®j;®0
j) as compared with those for (³i;³0
i). In the case of ³i and ³0
i, we
take the view that the prior should be as uninformative as possible and therefore take a uniform
prior density over (¡1;1). This also re°ects the fact that the di®erent regions are physically
very di®erent from each other and there is no reason to adopt a statistical model that assumes
that the warming in a polar region such as Alaska is in any way correlated with the warming in
equatorial regions. For the climate model parameters ®j and ®0
j, however, we are adopting the
same viewpoint as Section 4, whereby the di®erent climate models in our survey are treated as
a random sample from a supposedly in¯nite population of climate models, whose parameters are
linked through hyperparameters Ã0;¯0;µ0.
Another way of thinking about this distinction is in terms of the well-known statistical phe-
nomenon of shrinkage. Our model shows an tendency to shrink the values of ®j and ®0
j towards a
common mean, which is natural if we think of these as samples from a population of climate models.
However, for the region e®ects, there is a much less compelling reason to do any shrinkage. The
models consistently project more warming for polar regions such as Alaska; we have every reason
to believe this is a true physical e®ect (e.g. it's supported by current data on the melting of the
polar ice caps), and there is no reason to shrink our projections towards a common mean. In pre-
liminary studies, we have experimented extensively with variations on these assumptions; assuming
a hyperprior for (³i;³0
i) does indeed produce shrinkage (sometimes projecting polar warming of 2{3
K less than we get with a uniform prior) but we do not ¯nd this physically meaningful. On the
other hand, the hyperprior assumption for ®j and ®0
j makes it possible to construct a predictive
distribution for a new climate model, which is the basis of our proposed cross-validation technique
14in Section 5.1.
Now let us turn to the variance assumptions in (21){(23). Consider ¯rst the special case ´ij ´ 1,
which can also be achieved by letting c ! 1 in (27). In this case, the variance of climate model j
in region i factorizes as (Ái¸j)¡1. We call this the factorization assumption. In contrast with the
model of Section 4, where there were 22 £ 9 = 198 separate variance parameters to estimate, in
this model there are only 22 + 9 = 31 such parameters. Therefore, if this assumption is correct,
we should be able to estimate the individual variance parameters much more precisely, resulting in
tighter posterior distributions for the quantities we ultimately want to estimate.
However, there is a clear disadvantage to this assumption, in that it assumes the same pattern
of variation among climate models holds across all regions. For example, if climate model A has
twice the variance of climate model B in one region, it will have twice the variance in every region.
In preliminary discussions of these analyses, climate modelers have repeatedly expressed skepticism
that such a simple assumption is correct.
Therefore, we introduce ´ij as a multiplicative interaction term: the value of ´ij for a speci¯c
region £ climate model combination re°ects the extent to which the variance for that region £
climate model di®ers from what would hold under the factorization assumption. We assume a
common gamma prior for all the ´ij, and there is no loss of generality in assumption this prior
distribution has mean 1, so we make the gamma shape and scale parameters a common value
c. We can think of c as a tuning parameter; the limiting cases c ! 1 and c ! 0 correspond,
respectively, to the factorization model and to the case where the region £ climate model variances
are completely unconstrained, which is in e®ect the assumption of Section 4. Our hope is that by
taking some intermediate value of c, we will be able to improve on Section 4 without making the
unrealistic factorization assumption.
In preliminary analyses, we have experimented with di®erent approaches to the parameter c,
for example, simply ¯xing c to be some common-sense value (such as 0.1, 1 or 10) while ¯nding
reasonable consistency across analyses with di®erent values of c. However, treating c as a hyper-
parameter with its own prior distribution, given by (25), seems to be the most general and °exible
approach. In the results to be reported later, we generally ¯nd the median posterior value of c to
be greater than 10, con¯rming that the factorization assumption is not too far from reality (and
at the same time, that the present model likely is an improvement on that of Section 4), but still
allowing that there may be some region £ climate model combinations where the variance is very
di®erent from the factorization assumption.
15We have chosen to give more attention to the assumptions in the equations (21)|(29) than to
the actual analysis, which is similar to Section 4. In particular, we use Gibbs sampling to update
most of the unknown parameters but a Metropolis update for a¸, b¸ and c. The method is available
as an R program (REAMV.GM.r) from http://www.image.ucar.edu/~nychka/REA. Details of the
updating steps are in the Appendix (Section 9).
5.1 Cross validation in the Multivariate Model
As with the univariate model, we can calculate cross-validation statistics by dropping one climate
model at a time, constructing predictive distributions for the dropped climate model based on the
other eight climate models, using this predictive distribution via a probability integral tranformation
to convert the actual data from the dropped climate model to a uniform distribution on [0;1], and
then performing goodness of ¯t tests.
In this case, the variable that we use for cross-validation is Yij ¡ Xij, the projected increase in
region i for model j. Note that
Yij ¡ Xij j rest » N
"
º0 ¡ ¹0 + ³0
i ¡ ³i + ®0
j ¡ ®j;
1
´ij¸j
(
(¯i ¡ 1)2
Ái
+
1
µi
)#
:
For the j'th-model cross validation, we run the Gibbs/Metropolis simulation described in Section 9
for N iterations leaving out climate model j. For every set of parameters saved as the nth iteration,
we generate corresponding values of ¸
(n)
j , ®
(n)
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0(n)
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From these values we compute the statistic
Uij =
1
N
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5: (30)
As with the univariate analysis, we then perform various goodness of ¯t tests on the statistics Uij.
If the model is a good ¯t, the results within each row should be consistent with independent draws
from the uniform distribution on [0;1].
165.2 Results
The solid red lines in Figure 2 are PDFs of posterior densities for DJF temperature change under
scenario A2 derived through the multivariate model just described, for the six regions chosen as
examples. As indicated by the six pairs of curves in Figure 2, the comparison with the univariate
model shows substantial agreement of the two posterior estimates. These results are representative
of all 22 regions.
With regard to the other parameters of interest in the model, we show in Figures 4 and 5 the
posterior distribution of the hyperparameters c, a¸ and b¸. As previously discussed, the tuning
parameter c re°ects the degree of interaction among the variances in di®erent climate models and
regions. For all four datasets analyzed, the median values of c are larger than ten, suggesting a
signi¯cant interaction e®ect (and highlighting the advantage of the multivariate model).
The convergence of the MCMC algorithm to its underlying stationary distribution was tested
through standard diagnostics available in the R package CODA (downloadable from http://www-
¯s.iarc.fr/coda/). All the individual components of the Markov chain for the univariate model pass
the convergence tests. We show in Figures 6 and 7 the traces of three easily interpretable and
relevant parameters (temperature change, future and current temperature) for two regions, ALA
and NAS, representative of the entire set of 22 regions. The stationarity in mean and variance of
the time series is evident by eye and con¯rmed by CODA.
For some of the individual model parameters in the multivariate approach, the traces of the
sampled values show non-stationary behavior and signi¯cant auto- and cross-correlation. The high
auto-correlation (within a single parameter chain) was addressed by running the MCMC simulation
for a large number of iterations (125000), and saving only one every 100 samples, after discarding
the ¯rst 25000. The non-stationary behavior and large cross-correlation across parameters is at-
tributable to the structure of the statistical model, where some parameters are tightly coupled, but
never a®ects the interpretable quantities of interest, which result from aggregating the individual
parameters (e.g. ¢Ti ´ º0 ¡ ¹0 + ³0
i ¡ ³i). For all quantities of interest, traces appear stationary
and the diagnostic tests con¯rm it. In the right columns of Figures 6 and 7 we show traces of the
quantities from the multivariate model corresponding to the parameters of the univariate model in
the left-columns.
We have also run the cross-validation exercise for the multivariate model. Figure 8 is a graphical
representation of the U-statistics values determined for the four sets of estimates (DJF and JJA
17under SRES A2, DJF and JJA under SRES B2). Here as in Figure 3 a good model ¯t would
generate values across each of the 22 horizontal bands in every panel not signi¯cantly di®erent
from a random draw of nine variates from a uniform distribution on (0;1). The results again seem
to show a pattern consistent with what would be expected from the climate sensitivities | in fact,
this pattern is more consistent than the one in Figure 3 (for example, with model MRI, which has
the lowest climate sensitivity, the Uij statistics are consistently small).
6 Comparisons of univariate and multivariate approaches
In this section, we make some direct comparisons of the univariate and multivariate approaches,
focussing on three issues, (a) goodness of ¯t, (b) width of the posterior densities, (c) robustness.
Goodness of ¯t is assessed using the cross-validatory statistics discussed in Sections 4.1 and 5.1.
If the statistical model is correct, these statistics Uij should be consistent with a uniform distribution
on (0;1). It is evident from Figures 3 and 8 that these are not independent from region to region (for
example, a model with low climate sensitivity tends to produce low values of Uij across all regions).
However, the values of Uij; j = 1;:::;9 should be approximately independent for each region
i. This hypothesis is assessed using four common goodness of ¯t statistics: Kolmogorov-Smirnov
(henceforth, K-S), Cram¶ er-von Mises (C-vM), Anderson-Darling (A-D) and a correlation test (Cor)
in which the test statistic is 1 minus the correlation coe±cient of the ordered fUij; j = 1;::;9g
with the values 0.1, 0.2,...,0.9. The latter is analogous to the Shapiro-Wilk test often used with
normally distributed data; we subtract the correlation coe±cient from 1 so that (as with the other
tests) small values correspond to a very close ¯t between the empirical and theoretical distribution
functions.
For each of the four tests and each of the season/scenario combinations, Table 2 computes the
number of regions (out of 22) on which the univariate model resulted in a smaller (better) test
statistic than the multivariate model. Overall, this happened in about one-third of the possible
cases, implying a clear though not overwhelming superiority for the multivariate model.
We can also perform formal goodness of ¯t tests by simulation. For each i, 50000 simulated
independent samples of Uij; j = 1;::;9; were drawn from the uniform distribution, and the same
test statistics calculated. These were used to calculate empirical p-values. Table 3 shows the
number of regions (out of 22) in which this procedure led to a rejection of the null hypothesis
of uniformity, for each of the univariate and multivariate procedures, for all four goodness of ¯t
18tests, and for each season/scenario combination. A two-sided .05-level test was used. This analysis
showed more rejections for the multivariate analysis than for the univariate analysis. However,
with only one exception, all the rejections occurred in the lower tail of the test statistic, implying
that the agreement between the empirical and theoretical distributions was better than would be
obtained by random sampling.
This conclusion was unexpected, but we are inclined not to over-interpret it. The calculation
of p-values assumes independence across di®erent climate models for each region, but it is evident
that such an assumption cannot be literally correct. (For example, the Uij statistics for climate
model j depend on parameter estimates computed from the other eight models.) Therefore, our
p-values can only be regarded as approximate. We regard Table 3 as con¯rming the overall ¯t of
our statistical model, in either its univariate or multivariate manifestations.
We next turn to the question of whether the multivariate approach leads to tighter predictive
densities than the univariate approach | to the extent that \shrinkage" reduces the variance
of posterior densities, we would expect this to be the case. An obvious tool for comparison is the
inter-quartile range, de¯ned as the di®erence between the 75th and 25th percentiles of the empirical
predictive distribution obtained from the MCMC output. Analgously to the IQR but giving more
emphasis to the tails, we also consider test statistics that we call I15R (di®erence between the 85th
and 15th percentiles) and I5R (di®erence between the 95th and 5th percentiles). We prefer robust
statistics such as these to moment-based measures of scale such as standard deviation because the
latter are more likely to be in°uenced by a few outliers in the MCMC sample.
The results of this comparison are summarized in Table 4. In each cell, we compute the mean
ratio of IQR, I15R or I5R in the predictive distribution obtained from the univariate method
(numerator) that of the multivariate method (denominator). We also show (in parentheses) the
number of regions (out of 22) that the multivariate method resulted in a smaller IQR, I15R or
I5R than the univariate method. Consistently, the multivariate method performed better in more
than half the regions and the average ratio of scale parameters was greater than 1, indicating the
multivariate method should be preferred.
However, examination of results for individual regions (not tabulated) shows a less clear-cut
picture. The ratios of IQR, I15R and I5R for individual regions show a wide variability, with many
values less than 1, and in three regions (SAU, SAH, SEA) the univariate method always beats the
multivariate method when assessed by IQR, I15R and I5R for both seasons and both emissions
scenarios. In contrast, for nine regions (AMZ, WNA, CNA, ENA, NEU, EAS, CAS, TIB, NAS)
19the multivariate method is always better.
In summary, the overall comparison favors the multivariate method as producing tighter predic-
tive distributions, but this result is not uniform over all regions, so the comparison is not completely
clear-cut.
Finally, we compare the univariate and multivariate approaches from a robustness viewpoint,
focussing on one speci¯c region (WAF in JJA/A2), though we believe the discussion applies gen-
erally in cases where (as here) several climate models produced nearly identical predictions in the
original data. We arti¯cially perturbed one of those models by adding 0:5;1;1:5;2 K to the value
of its future projection, and performing the univariate and multivariate versions of the statistical
analysis over both the original and the perturbed datasets (a total of 10 analyses). We also ap-
plied this procedure to the original version of the univariate analysis as proposed by Tebaldi et al.
(2005). The results, in Figure 9, show that the Tebaldi et al. (2005) model displays a high degree
of sensitivity of the posterior density to the perturbations. This sensitivity is much reduced for the
present paper's univariate approach, and reduced still further for the multivariate approach. Based
on that comparison, we believe that there are robustness advantages to either of the approaches of
the present paper, compared with that of Tebaldi et al. (2005).
7 Summary and Conclusions
In this paper, we have presented two approaches (univariate and multivariate) to the calculation
of posterior distributions for future climate change based on an ensemble of GCMs.
A feature of our approach is the use of cross-validation statistics to develop goodness-of-¯t
tests. This feature was missing from the approach of Tebaldi et al. (2005), and we view that as
a signi¯cant advantage of the present method. Calculations of test statistics based on the cross-
validations generally con¯rm that the unvariate and multivariate approaches both lead to adequate
¯ts, with the multivariate model showing a slightly better ¯t. Comparisons of the predictive
distributions themselves, as assessed through the robust scale measures IQR, I15R and I5R, also
show slight superiority of the multivariate model, though there is substantial variability from region
to region and in some regions the univariate approach leads to tighter predictive distributions.
In Tables 5{8, we summarize the actual predictive distributions (in terms of the mean and several
quantiles for the projected temperature change) for each combination of region, season and scenario,
using our multivariate approach. As examples of the interpretation of these tables, consider the
20results for DJF under the A2 scenario. The largest projected increases in mean temperature change
are for the three northernmost regions (Alaska, Greenland, North Asia) with posterior means of 7.0,
6.9 and 6.4 K respectively, compared with means in the range 2.9{5.0 K for the other 19 regions.
Where the present analysis adds to previous studies is in the calculation of posterior distributions:
for example, 95% posterior intervals for ALA, GRL and NAS are respectively (5.0,9.2), (5.6,8.3),
(4.6,8.1). When compared with the corresponding intervals for the other regions, these results
seem to con¯rm rather decisively that these three regions will warm substantially more than the
overall global average, a conclusion that cannot be drawn from the point estimates alone. The
corresponding results for JJA do not appear to show nearly such a strong polar region e®ect,
con¯rming that this phenomenon of strong polar warming is primarily a northern hemisphere winter
phenomenon. The results for the B2 scenario are qualitatively similar, but generally show less
warming over all regions, as would be expected from the fact that B2 represents a smaller increase
in greenhouse gas emissions compared with A2. Note, however, that for all region/season/scenario
combinations, the 95% posterior interval excludes 0, implying a clear warming e®ect over all regions.
There are of course some limitations to what these procedures can achieve. Although the
di®erent climate modeling groups are independent in the sense that they consist of disjoint groups
of people, each developing their own computer code, all the GCMs are based on similar physical
assumptions and if there were systematic errors a®ecting future projections in all the GCMs, our
procedures could not detect that. On the other hand, another argument sometimes raised by so-
called climate skeptics is that disagreements among existing GCMs are su±cient reason to doubt the
correctness of any of their conclusions. The methods presented in this paper provide some counter
to that argument, because we have shown that by making reasonable statistical assumptions, we
can calculate a posterior density that captures the variability among all the models, but that still
results in posterior-predictive intervals that are narrow enough to draw useful conclusions.
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239 Appendix: Derivation of Gibbs-Metropolis updating equations
for the multivariate model
We assume the statistical model de¯ned by (21)|(29). Omitting unnecessary constants, the joint
density of all the parameters and random variables is
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P
i ´ijµi¯2
i
; (38)
~ ®0
j =
¯0µ0Ã0®j + ¸j
P
i ´ijµifYij ¡ º0 ¡ ³0
i ¡ ¯i(Xij ¡ ¹0 ¡ ³i ¡ ®j)g
µ0Ã0 + ¸j
P
i ´ijµi
: (39)
The conditional distributions required for the Gibbs sampler are as follows:
24¹0 j rest » N
"
~ ¹0;
1
P
if¸0i + (Ái + ¯2
i µi)
P
j ´ij¸jg
#
; (40)
º0 j rest » N
"
~ º0;
1
P
ifµi
P
j ´ij¸jg
#
; (41)
³i j rest » N
"
~ ³i;
1
¸0i + (Ái + ¯2
i µi)
P
j ´ij¸j
#
; (42)
³0
i j rest » N
"
~ ³0
i;
1
µi
P
j ´ij¸j
#
; (43)
¯0 j rest » N
"
~ ¯0;
1
µ0Ã0
P
j ®2
j
#
; (44)
¯i j rest » N
"
~ ¯i;
1
µi
P
j ´ij¸j(Xij ¡ ¹0 ¡ ³i ¡ ®j)2
#
; (i 6= 0) (45)
®j j rest » N
"
~ ®j;
1
Ã0 + ¯2
0µ0Ã0 + ¸j
P
i ´ijÁi + ¸j
P
i ´ijµi¯2
i
#
; (46)
®0
j j rest » N
"
~ ®0
j;
1
µ0Ã0 + ¸j
P
i ´ijµi
;
#
; (47)
µ0 j rest » G
2
4a +
M
2
;b +
1
2
Ã0
X
j
(®0
j ¡ ¯0®j)2
3
5; (48)
µi j rest » G
2
4a +
M
2
;b +
1
2
X
j
´ij¸jfYij ¡ º0 ¡ ³0
i ¡ ®0
j ¡ ¯i(Xij ¡ ¹0 ¡ ³i ¡ ®j)g2
3
5; (i 6= 0)
(49)
Ái j rest » G
2
4a +
M
2
;b +
1
2
X
j
´ij¸j(Xij ¡ ¹0 ¡ ³i ¡ ®j)2
3
5; (50)
¸j j rest » G
"
a¸ + R;b¸ +
1
2
X
i
´ijÁi(Xij ¡ ¹0 ¡ ³i ¡ ®j)2
+
1
2
X
i
´ijµifYij ¡ º0 ¡ ³0
i ¡ ®0
j ¡ ¯i(Xij ¡ ¹0 ¡ ³i ¡ ®j)g2
#
; (51)
Ã0 j rest » G
2
4a + M;b +
1
2
X
j
®2
j +
1
2
µ0
X
j
(®0
j ¡ ¯0®j)2
3
5; (52)
´ij j rest » G
·
c + 1;c +
1
2
Ái¸j(Xij ¡ ¹0 ¡ ³i ¡ ®j)2
+
1
2
µi¸jfYij ¡ º0 ¡ ³0
i ¡ ®0
j ¡ ¯i(Xij ¡ ¹0 ¡ ³i ¡ ®j)g2
¸
: (53)
Were a¸, b¸ and c ¯xed, as in the univariate analysis, the iteration (40){(53) could be repeated
many times to generate a random sample from the joint posterior distribution. Having added a
layer by making the three parameters random variates, two Metropolis steps are added to the
25iteration (40){(53), as follows.
For the sampling of a¸ and b¸ jointly, de¯ne U1;U2 two independent random variables distributed
uniformly over the interval (0;1), and the two candidate values a0
¸ = a¸e±(U1¡ 1
2) and b0
¸ = b¸e±(u2¡ 1
2),
where ± is an arbitrary increment, chosen as ± = 1 in our implementation. We then compute
`1 = Ma¸ logb¸ ¡ M log¡(a¸) + a¸
X
j
log¸j ¡ b¸
X
j
¸j + alog(a¸b¸) ¡ b(a¸ + b¸);
(54)
`2 = Ma0
¸ logb0
¸ ¡ M log¡(a0
¸) + a0
¸
X
j
log¸j ¡ b0
¸
X
j
¸j + alog(a0
¸b0
¸) ¡ b(a0
¸ + b0
¸):
(55)
In (54) and (55) we are computing the log likelihoods of (a¸;b¸) and (a0
¸;b0
¸), allowing for the prior
densities and including a Jacobian term, allowing for the fact that the updating is taking place on
a logarithmic scale. Then, within each iteration of the Gibbs/Metropolis simulation, the proposed
values (a0
¸;b0
¸) are accepted with probability e`2¡`1 if `2 < `1, or 1 if `2 ¸ `1.
Similarly, the updating of c takes place by proposing c0 = ce±(U3¡ 1
2), where U3 is a draw from a
uniform distribution on (0;1), and computing
`1 = MRclogc ¡ M log¡(c) + c
X
i
X
j
log´ij ¡ c
X
i
X
j
´ij + alogc ¡ bc (56)
`2 = MRc0 logc0 ¡ MRlog¡(c0) + c0 X
i
X
j
log´ij ¡ c0 X
i
X
j
´ij + alogc0 ¡ bc0: (57)
Then, within each iteration of the Gibbs/Metropolis simulation, the proposed value c0 is accepted
with probability e`2¡`1 if `2 < `1, or 1 if `2 ¸ `1.
The iteration is repeated many times to generate a Monte Carlo sample from the posterior
distribution.
26Figures
Figure 1. The 22 regions used in this study.
Figure 2. Posterior densities for mean temperature change in six regions, DJF season, A2
scenario. Black curve: univariate approach. Red curve: multivariate approach. The black dots on
the bottom represent the individual GCM projections on which the analysis is based.
Figure 3. Color-coded Uij statistics for the univariate approach.
Figure 4. Posterior densities for c under the multivariate approach, together with Metropolis
acceptance probabilities, medians and IQRs.
Figure 5. Posterior densities for a¸ and b¸ under the multivariate approach, together with
Metropolis acceptance probabilities, medians and IQRs.
Figure 6: Trace plots of samples from individual chains of the MCMC algorithms. Three
parameters from the univariate model (left-hand side panels) are compared to the corresponding
parameters from the multivariate model (right-hand side panels). From top to bottom, left to right:
temperature change (¢T ´ º ¡ ¹), future (º) and current temperature (¹) from the univariate
model; temperature change (¢T ´ º0 + ³0 ¡ ¹0 ¡ ³), future (º0 + ³0) and current temperature
(¹0 + ³) from the multivariate model. Values are in K. Temperature change is estimated under
scenario A2, in DJF, for region ALA (Alaska).
Figure 7: Same as Figure 6, for region NAS (Northern Asia).
Figure 8. Color-coded Uij statistics for the multivariate approach.
Figure 9: Sensitivity plots for Western Africa (WAF), season JJA, scenario A2. One model
projection (red dots) shifted in 0.5-K increments to assess the sensitivity of predictive density
to changes in original data. The original data value is given by the leftmost red dot and the
associated predictive density is the solid curve; remaining curves on each plot represent the new
predictive density after each shift. Top to bottom: method of Tebaldi et al. (2005); this paper's
univariate approach; and this paper's multivariate approach. The top panel shows that the Tebaldi
et al. (2005) model is extremely sensitive to changes in the relative position of the 9 GCM values.
However the corresponding plots for the current univariate version of the model (second panel) and
the multivariate version (third panel) show that both models' performance is largely insensitive to
changes in a single data point, even for increasingly large perturbations. Additionally, a comparison
of the two sets of PDFs for the current models indicates that the multivariate model's estimates
are relatively more robust to the perturbations, shifting less to the right with the movement of the
red mark than the set of PDFs from the univariate model.
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36Tables
Model Full Name Sensitivity
CCC Canadian Centre for Climate 3.59
CSIRO Commonwealth Scienti¯c and Industrial Research Organisation (Australia) 3.50
CSM Climate System Model (NCAR, USA) 2.29
DMI Max Planck Institute for Meteorology (Germany) 3.11
GFDL Geophysical Fluid Dynamics Laboratory (USA) 2.87
MRI Meteorological Research Institute (Japan) 1.25
NIES National Institute for Environmental Studies (Japan) 4.53
PCM Parallel Climate Model (several institutions in USA) 2.35
HADCM Hadley Centre Coupled Model (U.K. Meteorological O±ce) 3.38
Table 1: Climate models used in this study, and their climate sensitivities in K.
Test K-S C-vM A-D Cor.
DJFA2 7 5 8 9
DJFB2 7 6 7 13
JJAA2 6 6 7 10
JJAB2 4 4 5 6
Table 2: Results of four goodness-of-¯t statistics calculated from the Uij values. For each statistic
and each season/scenario combination, tabulated is the number of regions (out of 22) in which the
univariate procedure of Section 4 produced a smaller (better) test statistic than the multivariate
procedure of Section 5.
37Test K-S K-S C-vM C-vM A-D A-D Cor. Cor.
UNIV MULTIV UNIV MULTIV UNIV MULTIV UNIV MULTIV
DJFA2 1 2 3 2 3 3 0 3
DJFB2 2 3 1 3 3 3 1 1
JJAA2 0 3 0 4 1 3 0 2¤
JJAB2 1 3 2 4 2 5 0 1
Table 3: Formal tests applied to the goodness-of-¯t statistics. In each case, tabulated are the
number of rejections of the test, at level .05 in a two-sided test, over 22 regions. All rejections are
in lower tail of test statistic except for one in the box marked¤.
IQR I15R I5R
DJFA2 1.11 (13) 1.09 (12) 1.12 (15)
DJFB2 1.04 (13) 1.04 (14) 1.05 (12)
JJAA2 1.05 (13) 1.04 (14) 1.00 (14)
JJAB2 1.10 (15) 1.08 (16) 1.08 (14)
Table 4: Comparisons of the IQR, I15R and I5R scale statistics applied to the posterior distribu-
tions of projected temperature changes for the univariate and multivariate approaches. The main
entry in each cell of the table is the ratio of statistics calculated for the univariate (numerator)
and multivariate (denominator) approaches, a value > 1 implying that the multivariate approach
resulted in a tighter posterior distribution overall. Also shown in parentheses is the number of
times (out of 22 regions) that the multivariate approach led to a smaller scale statistic than the
univariate approach.
38Q.025 Q.25 Mean Q.75 Q.975
NAU 2.40 3.00 3.30 3.50 4.30
SAU 2.10 2.70 2.90 3.10 4.00
AMZ 2.10 2.70 3.00 3.30 4.20
SSA 2.00 2.60 2.90 3.10 4.00
CAM 2.40 3.00 3.30 3.50 4.40
WNA 3.00 3.80 4.20 4.50 5.40
CNA 3.00 3.70 4.10 4.40 5.40
ENA 3.10 3.90 4.30 4.70 5.60
ALA 5.00 6.30 7.00 7.70 9.20
GRL 5.60 6.50 6.90 7.40 8.30
MED 2.30 3.00 3.30 3.60 4.40
NEU 3.70 4.60 5.00 5.50 6.50
WAF 2.70 3.30 3.50 3.70 4.60
EAF 2.30 2.90 3.20 3.40 4.30
SAF 2.40 3.00 3.30 3.50 4.30
SAH 3.00 3.70 4.00 4.20 5.10
SEA 1.90 2.50 2.70 3.00 3.80
EAS 3.40 4.00 4.30 4.70 5.50
SAS 2.90 3.50 3.80 4.00 4.90
CAS 3.10 3.80 4.10 4.40 5.30
TIB 3.90 4.60 4.90 5.20 6.00
NAS 4.60 5.80 6.40 7.00 8.10
Table 5: Predictive distribution for mean temperature change: DJF, A2, Multivariate model.
39Q.025 Q.25 Mean Q.75 Q.975
NAU 2.10 2.90 3.30 3.70 4.60
SAU 1.70 2.40 2.80 3.10 3.90
AMZ 2.90 3.60 4.00 4.40 5.20
SSA 1.80 2.40 2.70 3.00 3.70
CAM 2.60 3.10 3.50 3.80 4.50
WNA 3.60 4.30 4.70 5.00 5.70
CNA 3.70 4.50 4.80 5.20 6.00
ENA 3.40 4.10 4.50 4.80 5.60
ALA 2.80 3.50 3.80 4.10 4.90
GRL 3.10 4.10 4.50 4.90 5.90
MED 3.90 4.60 5.00 5.30 6.10
NEU 3.10 3.70 4.00 4.40 5.00
WAF 2.30 2.90 3.20 3.50 4.10
EAF 2.50 3.10 3.40 3.70 4.30
SAF 2.90 3.50 3.80 4.10 4.70
SAH 3.30 3.90 4.20 4.50 5.10
SEA 1.60 2.30 2.60 2.90 3.60
EAS 2.90 3.60 3.90 4.20 4.80
SAS 1.30 2.00 2.40 2.70 3.50
CAS 4.20 4.90 5.30 5.60 6.40
TIB 3.60 4.30 4.60 5.00 5.70
NAS 3.80 4.50 4.90 5.30 6.10
Table 6: Predictive distribution for mean temperature change: JJA, A2, Multivariate model.
40Q.025 Q.25 Mean Q.75 Q.975
NAU 1.70 2.10 2.30 2.50 3.00
SAU 1.40 1.80 2.00 2.20 2.70
AMZ 1.40 1.90 2.10 2.30 2.80
SSA 0.90 1.40 1.70 1.90 2.50
CAM 1.60 2.00 2.30 2.50 2.90
WNA 2.20 2.80 3.00 3.30 3.80
CNA 2.20 2.70 3.00 3.30 3.90
ENA 2.20 2.90 3.20 3.40 4.10
ALA 3.80 4.80 5.30 5.80 7.00
GRL 4.20 4.90 5.20 5.50 6.30
MED 1.70 2.10 2.40 2.60 3.10
NEU 2.50 3.30 3.60 4.00 4.80
WAF 1.80 2.20 2.40 2.60 3.10
EAF 1.60 2.00 2.20 2.40 2.90
SAF 1.70 2.10 2.30 2.50 2.90
SAH 2.10 2.60 2.80 3.00 3.50
SEA 1.30 1.70 1.90 2.10 2.50
EAS 2.50 3.00 3.30 3.60 4.10
SAS 2.00 2.40 2.60 2.80 3.30
CAS 2.30 2.70 3.00 3.20 3.80
TIB 2.90 3.40 3.60 3.90 4.40
NAS 3.70 4.50 4.90 5.30 6.30
Table 7: Predictive distribution for mean temperature change: DJF, B2, Multivariate model.
41Q.025 Q.25 Mean Q.75 Q.975
NAU 1.20 1.90 2.20 2.50 3.30
SAU 0.90 1.50 1.80 2.10 2.80
AMZ 1.90 2.50 2.80 3.00 3.80
SSA 1.00 1.60 1.90 2.20 2.90
CAM 1.70 2.30 2.50 2.80 3.50
WNA 2.50 3.10 3.50 3.70 4.40
CNA 2.60 3.20 3.50 3.80 4.50
ENA 2.40 3.00 3.30 3.50 4.30
ALA 1.90 2.60 2.90 3.20 3.90
GRL 2.20 3.00 3.50 3.90 4.90
MED 2.80 3.40 3.70 3.90 4.60
NEU 2.10 2.70 3.00 3.30 4.00
WAF 1.20 1.80 2.10 2.40 3.10
EAF 1.50 2.00 2.30 2.60 3.30
SAF 1.80 2.40 2.60 2.90 3.60
SAH 2.20 2.70 3.00 3.20 3.90
SEA 0.90 1.60 1.80 2.10 2.80
EAS 2.10 2.60 2.90 3.10 3.80
SAS 0.70 1.30 1.60 1.90 2.60
CAS 3.00 3.60 3.90 4.10 4.90
TIB 2.50 3.10 3.40 3.70 4.40
NAS 2.60 3.30 3.60 3.90 4.70
Table 8: Predictive distribution for mean temperature change: JJA, B2, Multivariate model.
42