We consider models of N interacting objects, where the interaction is via a common resource and the distribution of states of all objects. We consider the case where the number of transitions per time slot per object vanishes as N grows. We show that, under mild assumptions and for large N , the occupancy measure converges, in probability and in mean square over any finite horizon, to a deterministic dynamical system. Our method of proof is inspired by stochastic approximation algorithms. The convergence results allow us to derive properties valid in the stationary regime. We use this to develop a critique of the fixed point method sometimes used in conjunction with the decoupling assumption.
Introduction
We consider models of objects interacting in discrete time, where objects are observable only through their state. Objects interact with each other and with a resource, which also has a finite number of states. We are interested in the case where the number N of objects is large compared to the number of possible states for one individual object or for the resource.
A number of papers have addressed such models -see for example [1] [2] [3] . In the limit of large number of objects, it is found that the system can be approximated by a deterministic, usually non linear, dynamical system, called the mean field limit. The mean field limit is in discrete or continuous time, depending on how the model scales with the number of objects. More precisely, if the expected number of transitions per object per time slot vanishes when N grows, the limit is in continuous time; this is the case considered in this paper. Else, the limit is in discrete timesee [3] for such a case.
Our goal is twofold: (1) find results that are widely applicable in practice, i.e. the model should be as little constrained as possible and (2) the technical assumptions should be reasonably simple to verify. The model of Benaïm and Weibull [2] (discussed in detail in Section 4.3) comes close to these goals, but its applicability is limited in some cases, as it does not allow a resource nor, for example, pairwise meetings of objects. The model of Bordenave, McDonald and Proutière [1] offers more expression power; it supports a resource, and this was used in [1] to provide the first mean field analysis of the 802.11 MAC protocol. Still, the model in [1] has some limitations, which we overcome in this paper. First, the required assumptions are complex, perhaps because [1] allows an infinite, enumerable state space for one object and for the resource. In contrast, we consider only the finite case. Second, convergence to the mean field is established using compactness arguments typical of weak convergence over infinite horizons, which does not allow to make statements for the stationary regime other than in the case where the mean field limit has a unique global attractor. Third, the model assumes that objects independently decide whether they will attempt to make a transition (see Section 4.4 for details). This limits the applicability of their model; for example, in a pairwise interaction model, exactly two objects do a transition at every time slot; given that two objects have decided to do a transition, all other objects cannot. We find that this restriction is unnecessary; it appears that convergence to the mean field derives from exchangeability arguments and not from independence.
In this paper we propose a generic mean field interaction model for N interacting objects and a resource. Informally, we assume that (1) the model scales with N such that the intensity, i.e. the number of transitions per object per time slot vanishes, and (2) the coefficient of variation of the total number of objects that do a transition in one time slot remains bounded. We also make some mild regularity assumptions on the model parameters. All assumptions are simple to verify (Section 3), and are illustrated by several examples in Section 4. We do not assume any form of independence in the transitions of objects or of the resource.
In Section 5, we show convergence to a deterministic system, solution of an Ordinary Differential Equation (ODE). We also explain on one example how to derive the ODE in a straighforward manner (Section 4.1). The convergence is in mean square and in probability over any finite horizon. The method of proof is inspired by the large body of results for stochastic approximation algorithms [4] [5] [6] [7] . In Section 6 we review and exploit the link between convergence to mean field, the mean field approximation and the decoupling assumption 1 . Then we establish results for the stationary regime (Section 7). For large N , the stationary distribution of the occupancy measure of all objects tends to be supported by the Birkhoff center of the ODE (see Section 7 for a definition). If the ODE has a unique global attractor, we recover that the stationary distribution of the occupancy measure is concentrated at this attractor. Last, we point to the well known fact that uniqueness of a stationary point of the ODE does not imply convergence to this stationary point, and develop from there a critique of the so-called fixed point method, sometimes used to analyze systems of interacting objects in stationary regime (Section 8). Proofs are given in appendix.
Our model is motivated by the case where the intensity (number of transitions per object per time slot) is of the order of 1 N , but we give a general treatment, which does not make any assumption on the rate of decay of the intensity, as it appears that this does not make the model any more complex. 
Notation List
for all t ∈ N μ(τ ) mean field limit, deterministic limit ofM N (τ ) for large N N number of objects P N i,i ( m, j) marginal transition probabilities for one object, Equation (5) R = {1, 2, ..., J}, state space for the resource R N (t) state of resource at time t ∈ N S = {1, 2, ..., I}, state space for one object also sometimes called the mean field approximation, as e.g. in [8] .
, state of the entire system
Definition of the Mean Field Interaction Model with Vanishing Intensity

Definition of Mean Field Interaction Model
Time t ∈ N is discrete. There are N objects. Object n has a state X N n (t) in the finite set S = {1, 2, ..., I}. There is a common ressource R N (t) in the finite set R = {1, ..., J}). We assume that Y N (t) = (X N 1 (t), ..., X N N (t), R N (t)) is a homogeneous Markov chain on S N × R. Furthermore, we assume that we can observe the state of an object but not its label n. Mathematically, this translates into the assumption that the transition kernel K N of Y N (t) is invariant under any permutation of the labeling of the N objects. K N is defined by
and the assumption is that, for any permutation σ of the index set {1, 2, ..., N }:
The process Y N (t) is called a mean field interaction model with N objects.
Define the occupancy measure M N (t) as the vector of frequencies of states i ∈ S at time t, i.e.:
Since we assume that objects can be observed only through their states, it follows that (M N (t), R N (t)) is also a homogeneous Markov chain. Its state space
is also Markov. This means that the evolution of one object X N 1 (t) depends on the other objects only through the occupancy measure M N (t) and the resource R N (t).
Note that we do not assume any form of independence between object transitions. The transitions of different objects may be dependent, as they may be dependent on the transition done by the resource.
Intensity
We are interested in asymptotic results when the number of objects N is large. For this, we need further assumptions on how K N scales with N , as different models lead to different scaling results. It is helpful to consider an intensity of the mean field interaction model; informally, it may be defined such that the probability that one arbitrary object does a transition in one time slot is of the order of the intensity. A formal definition uses the drift, see Section 3.3.
For example, in the model of Le Boudec, McDonald and Mundinger [3] , every object does order of one transition per time slot; an intensity is the constant 1 and there is an asymptotic result at the natural time scale: under mild assumptions, the random process M N (t) converges to a deterministic discrete time process μ(t) as N → ∞, called the mean field limit. Here the intensity does not vanish as N grows and the limiting process μ(t) is in discrete time.
In contrast, consider the models of Benaïm and Weibull [2] and of Bordenave, McDonald and Proutière [1] ; these models are different, but they have in common that an object does one transition in one time slot with probability 1/N ; here an intensity is (N ) = 1/N ; it vanishes as N grows, and, to obtain an asymptotic result, we need to re-scale the process to continuous time. The re-scaled process
In [2] ,M N (τ ) is taken to be the piecewise linear interpolation that satisfies Equation (10) (and is thus continuous). In [1] ,M N (τ ) is taken to be piecewise constant and right continuous. These are inessential differences, which influence only the details of the proofs of convergence. It is found in [2, 1] thatM N (τ ) converges to a continuous time deterministic process μ(τ ) as N → ∞. The mean field limit μ(τ ) is solution of an ODE.
In this paper we generalize the results of [2, 1] and consider a larger class of mean field interaction models that have in common that the intensity goes to 0 when N → ∞.
Definition of Mean Field Interaction Model with Vanishing Intensity
We now precisely define the hypotheses we put on the mean field interaction model to ensure convergence to the mean field. We give a simple set of conditions, that should be easy to verify by inspection. In appendix we give a more abstract set of conditions.
We assume a mean field interaction model as in Section 3.1. We assume the most general model, i.e. transitions of different objects and of the resource may be dependent (there may be several correlated transitions in one time slot). Our hypotheses are conditions on how the model parameters scale with N , plus some mild regularity assumptions.
Define K N ( m), the marginal transition matrix for the resource:
Note that by the assumptions in Section 3.1 K N j,j ( m) is indeed independent of t and n.
Also define the drift f N ( m, j) for m ∈ Δ and j ∈ R as the expected change to M N in one time slot:
where P N is the marginal transition probability for an arbitrary object:
The following three assumptions require that the resource does not scale with N , is indecomposable, the intensity vanishes at a rate (N ) and the standard deviation of the number of object transitions in one time slot does not grow more quickly than N (N ):
H2 There exists a function (N ) (the "vanishing intensity") such that lim N →∞ (N ) = 0 and
H3 Let W N (t) be an upper bound on the number of objects that do a transition in time slot t. We assume that
where c 1 is a constant (independent of t, N , m and j).
The next assumptions require that K N and f N depend on N as a smooth function of 1 N that is well defined at the limit of N → ∞.
H4 For all (j, j ) ∈ R 2 , there exists α j,j > 0 and a function κ j,j ( m, α) defined on Δ × [0, α j,j ] such that κ j,j has continuous derivatives everywhere (including at the boundary of its domain) and
H5 For all j ∈ R there exists β j > 0 and a function ϕ j ( m, α) defined on Δ×[0, β j ] such that ϕ j has continuous derivatives everywhere (including at the boundary of its domain) and
Comments.
• A sufficient condition for H2 is that
exists for all m ∈ Δ, j ∈ R and (i, i) ∈ S 2 , i = i . This makes a bridge with the intuitive interpretation of the intensity given in Section 3.2. Indeed, let V N (t+1) be the frequency of objects that do a transition in time slot t + 1, i.e.
so, in this case, we recover the intuitive interpretation of intensity as number of transitions per object per time slot.
• If the sufficient condition in Equation (9) holds, then one can interpret H3 as follows: the coefficient of variation 3 of the number of objects that do a transition in one time slot remains bounded for large N . • H4 and H5 may be verified by showing that K N j,j ( m) is a combination of a finite number of known functions with continuous derivatives (such as polynomials, exponentials, logarithms, etc.), which is well defined even if we replace 1 N by 0. See Section 4.1 for an example. Note that K j,j = κ j,j ( m, 0) and f ( m, j) = ϕ j ( m, 0).
The Mean Field Limit
We define the re-scaled processM N as a continuous time process that satisfies
and we similarly defineX N n (τ ) as a re-scaled version of X N n (t).
We find convergence results forM N (τ ) to a deterministic process μ(τ ), which satisfies the ODE
where π( m) is the invariant probability of the transition matrix K( m) (i.e. π( m)K( m) = π( m) and j π j ( m) = 1), which is unique by H1, and f is defined in H2.
Examples
In this section we review new and existing examples and show that they fit in our framework.
A Simple Example
This is a small, numerical example that serves as illustration in various parts of the paper. An object is a node in a peer to peer or an ad-hoc mobile network. Nodes can be infected by malware, and the infection may occur in two forms. In a first form, an infected node becomes dormant -it does not show any symptom. A node may become dormant by contact with another dormant node or by contact with a web service that contains malware. A dormant node may become active (i.e. malignant) by meeting with another dormant node; or, in special conditions (for example presence of both nodes close to a wireless access point) by interaction with an already active node. Nodes that are neither dormant nor active are said to be susceptible. Susceptible nodes may directly become dormant or active by infectious contact with email.
We can model such a system of N nodes as a mean field interaction model. The state space for objects is S = {"D", "A", "S"} (for dormant, active and susceptible).
There is no resource in this simplified model. We denote the occupancy measure
The interaction can be simulated using the following rules. At every time step, one node, say n, is picked at random among N .
(1) (Case 1) If n is dormant, it may recover and become susceptible, with probability δ D . (Case 2) It may create a rendez-vous with another dormant node, if it succeeds, both become active. This occurs with probability proportional to the frequency of other dormant nodes λ(ND N − 1)/N . (2) If n is active, it may do one of the following two actions. (Case 3) The former is to change the state of a dormant node. This occurs with a probability β D N h+D N . This probability depends on D N via a saturating function: it increases up to some maximum value β [9] . This expresses a dependency on limited resources. If this transition occurs, the dormant node that is affected is chosen randomly uniformly. There is no change to n. (Case 4) The second possible action is to return to the susceptible state, with probability δ A .
(3) (Case 5) If n is susceptible, it may become dormant with probability α 0 +rD N ; α 0 models infection by email (independent of the state of the system) and rD N the probability that n becomes infected by contact with a dormant node. (Case 6) Else, it may directly become active, with probability α.
The sum of all probabilities in any of the cases is less than 1, so it is also possible that node n performs no action. We now compute the drift f N ( where "effect" means the contribution to M N (t + 1) − M N (t). The cases, their probabilities and effects can be obtained from the above description and are in Table 1 . Thus
We now check the hypotheses. There is no resource so H1 and H4 are trivially true.
We have
The number of objects that do a transition in one time slot is 0, 1 or 2, therefore a bound on its mean square is c 1 = 4, and H3 is satisfied. Finally, f N (D, A, S) is a rational fraction with respect to m and 1/N thus H5 is satisfied. The ODE for the mean field limit is d(D,A,S) dτ = f (D, A, S). See Figure 1 for a numerical example. Table 1 Probabilities and effects for Example 4.1. [2, 10] In the model of [2] 
One Object per Time Slot. Game Theory. Benaïm and Weibull
). An object is a player, and its state is i = (r, h) where r is the player's role (or position) and h is the strategy chosen at this time.
In every time slot exactly one object, randomly chosen among N , does a transition, using the transition matrix A(M N (t)). The model is completely specified by its initial condition and the matrix A( m) for all m ∈ Δ.
Benaïm and Weibull show in [2] almost sure convergence ofM N (τ ) to a deterministic μ(τ ) over any finite time horizon (τ ∈ [0, T ]). Further, large τ asymptotic results are also given.
This fits our framework, with P N i,i ( m) = 1 N A i,i ( m) for i = i , which shows that an intensity is (N ) = 1 N . We can also recover the intensity by observing that the number of transitions in one time slot per object is Bernoulli (1/N ).
The total number of transitions per time slot is constant equal to 1, therefore the bound in H3 is satisfied. Benaïm and Weibull [10] generalize the model to make A( m) dependent on N .
Poisson(1) Object per Time Slot. MAC Protocol. Bordenave, McDonald and
Proutière [1] .
The model in [1] is more general than our framework, as it allows the state space S for one object or for the resource R to be infinite. This is at the expense of considerable complexity. In this section, we study the simplified model obtained from [1] when we impose that R and S are finite.
This model is used to evaluate the performance of Medium Access Control (MAC) used in Wireless LANs. Here an object is a wireless transmitter, its state is its backoff or transmit stage; the resource represents the states (idle, in collision, in transmission) of a small number of channels.
At every time slot, every object decides to try a transition or not, with probability 1/N , independent of each other and of all past. Given that an object decides to try a transition, the probability that it moves from i to i , given that the resource is in state j and the occupancy measure is m is A N i,i ( m, j). As in our model, transitions of several objects and the resource are typically not independent. It is assumed that
The initial distribution of object states is assumed to be exchangeable.
Bordenave et al [1] find a weak convergence result forM N (τ ) to a deterministic process μ(τ ) over infinite horizons. An asymptotic result for large τ is also given in the case where the deterministic limit has a unique attractor towards which all trajectories converge. We show later in this paper results that generalize these findings.
This model fits in our framework, with
N .
An upper bound on the number of objects that do a transition is W N (t), the number of objects that decide to try a transition. W N (t) ∼ Bin(1/N, N ) thus E W N (t)) 2 = 2 − 1 N ≤ 2, which shows that H3 is satisfied. The other conditions (or in fact more general forms, as in the appendix of this paper) are met.
Pairwise Interaction / Arbitrary Interaction
This appears to be a new type of mean field interaction model, which we define as follows. At every time slot, the resource R N does a transition independently of the past according to some transition kernel K N . Then a couple of objects (n 1 , n 2 ) is picked at random uniformly among the N (N − 1) possible ones. The two objects do a transition independent of the past according to
where L N ( m, j) is a stochastic matrix. We assume that for large N the matrices K N ( m) and L N ( m, j) converge to some K( m) and L( m, j).
This can be used to model pairwise interaction, as for example in [3] where an object is a reputation record held by one peer about some common subject. When two peers meet, they influence each other's opinion and may modify their reputation records. An example can also be found in distributed robotics [11] .
This fits in our model. Intuitively, an intensity is 1 N since an object is picked in one time slot with probability 2 N . Formally, the drift is
and This model can easily be extended to interaction with arbitrary numbers of objects, provided that the number of objects involved in an individual meeting grow less fast than N . More precisely, assume that in one time slot we pick B N objects and decide that they do a meeting (B N = 2 for pairwise interaction). We allow B N to be random, with mean β N and standard deviation σ N . If β N = o(N ) and σ N /β N = O(1) then the model is a mean field interaction model with vanishing intensity (N ) = β N N . For example, the number of objects involved in a meeting may be order of √ N or ln N .
Convergence to Mean Field
Let Φ τ ( m) be the solution at time τ of the ODE (11) with initial condition m, i.e.
It follows from H4 and H5 that Φ τ ( m) is well defined for all τ ≥ 0 and m (see Section A for details).
The central result is the following bounding theorem, from which we derive both convergence to the mean field and properties of the stationary regime. 
Mean Field Independence and Decoupling Assumption
When convergence of the occupancy measure to a deterministic limit does occur, we have an additional property, due to Snitzman (see also [12, 8, 13] ). Field Independence, [14] ) Consider a mean field interaction model with vanishing intensity and assume that the initial occupancy measures are such that the assumptions of Corollary 1 hold. Assume in addition that the collection of objects at time 0 (X N 1 (0), ..., X N N (0) is exchangeable. For any fixed k and τ :
Theorem 2 (Mean
The theorem can be used to do the following approximation:
i.e. the distribution of X N n (t) can be approximated by μ( t N ) and any finite number of objects are approximately independent. Equation (18) is called the mean field independence or decoupling property. Note that any two objects are asymptotically independent of each other, but they still depend on the occupancy measure.
Note that we cannot always assume that the collection of objects is exchangeable at time 0 (and in the rest of this paper we do not make any such assumption). This is particularly true if we are interested in the evolution of objects that start from different initial conditions -see [3] for some examples. In some cases, we can still find a relation between the distribution of one object and the mean field limit -see Section 7.
Stationary Regime
We are interested in the stationary regime of M N and how it relates to the stationary regime of the ODE.
A general statement can be made using the concept of Birkhoff Center. For m ∈ Δ the omega limit set of m, denoted ω( m) is the set of points p = lim τ k →∞ Φ τ k ( m) for some τ k → ∞. It is a nonempty compact invariant subset of Δ. A point m ∈ Δ is said to be recurrent if m ∈ ω( m). The Birkhoff center of Φ is the closure of the set of recurrent points. For example, on Figure 2 , the Birkhoff center is the union of the limit cycle and the stationary point.
is a Markov chain with finite state space, therefore it has some invariant probability. Let η N be one of them; if Y N is indecomposable, η N is unique and can be interpreted as the stationary regime for Y N . We denote with P η N the probability obtained when we initialize Y N with η N . Under
is thus a (strict sense) stationary sequence.
Let N be the corresponding probability distribution for M N , i.e.
for any measurable subset A of Δ. We say that a probability on Δ is a limit point for N if there is sequence N k → ∞ such that N k → . The last limit is in the weak sense, i.e. for any continuous function h defined on Δ,
The following theorem is a quite general result. It is a consequence of Theorem 1 and can be proven as in Corollary 3.2 in [7] .
Theorem 3 The support of any limit point of N is a compact set included in the Birkhoff center of Φ.
In some cases, we can say more. 
(Proof in appendix). Item 2 assumes that the distribution of the stationary regime is invariant by permutation of the object labels. This occurs necessarily if Y N is indecomposable, since then there is a unique stationary regime, and by the symmetry assumptions in Section 3.1 it must be exchangeable. Item 2 states that k objects are asymptotically independent in the stationary regime. This implies (by taking k = 1) that
where η N 1 is the stationary distribution for one object.
If we assume in addition that the Markov chain Y N is indecomposable for any N , then we have a result independent of initial conditions. It follows from Corollary 2 after noticing that, in this case, the sample path averages converge to the stationary distribution, by the ergodic theorem of Markov chains: 
A Critique of The Fixed Point Method
The mean field independence is often used in the analysis of interacting objects, sometimes with the name of "decoupling assumption", in conjunction with a "fixed point" method [15] [16] [17] . In this section we describe this method in the context of mean field interaction models, then point to a potential pitfall.
Consider a mean field interaction model with N objects. We assume that, for a fixed N , it has a unique stationary distribution. We are interested in approximating for large N the stationary distribution of state for one object, η N 1 . The decoupling assumption can be made if N is large and the model satisfies a scaling law as in Section 3.3. We know from Theorem 2 that this is equivalent to assuming that the occupancy measure can be approximated by the mean field limit, which satisfies the ODE d μ dτ = F ( μ). The fixed point method then consists in finding a value m * of the mean field that is stationary, i.e., that satisfies F ( m * ) = 0. If there is a single solution to this equation, it is taken as approximation of η N 1 . This seems to make sense since η N 1 i is the long term average of time spent by one object in state i, and by Theorem 2, it can be approximated by μ i .
We have seen in Corollary 3 that this method is valid if m * is an attractor to which all trajectories converge. This is for example the case in Figure 1 . However, the fact that there is a unique solution to F ( m * ) = 0 (i.e. a unique fixed point) is not sufficient for this to hold. Figure 2 shows a numerical example (same example as on Figure 1 but with a different value of one parameter). There is a unique fixed point m * (cross on the figure) and any solution of the ODE starting at this fixed point will remain there. But this fixed point is an unstable equilibrium. For any other initial condition, the mean field is attracted by a limit cycle. In this case, we cannot approximate the occupancy measure or η N 1 by m * . Here the Birkhoff center is the union of the limit cycle and the unstable equilibrium. By Theorem 3 we can say that most of the time, the occupancy measure M N (t) remains close to the this set -as we can verify in the simulation.
Bianchi's Formula. This pitfall is visible in the analysis of the 802.11 protocol known as Bianchi's formula. It was developed by Bianchi [18, 19] and re-explained in a more general setting by Kumar, Altman, Miorandi and Goyal [15] . In short, consider only the case where all wireless nodes hear each other. It is shown in these references that it is sufficient to model the backoff process, as follows. An object is a wireless node and its state is its backoff stage in {0, 1, ..., K}. There is no resource. At every time slot, a node in state i makes a transmission attempt with probability q i N . If more than one node does a transmission attempt, there is a collision and all nodes that made a transmission attempt increment their states by 1 mod (K + 1). If exactly one node makes an attempt, it succeeds and its state changes to 0. This model was introduced in [1] and it is easy to see that it is a mean field interaction model with intensity 1 N . The ODE for the mean field limit is m) . The fixed point method consists in finding the stationary points of the ODE; one finds that m is a stationary point if and only if
where γ is solution of
Bianchi's formula in this setting is Equation (21). It relates the collision probability γ to the attempt rate β. It is shown in [15, 1] that the fixed point problem (21, 20) has a unique solution, from where it is concluded that Equation (21) holds in the stationary regime. As we argued earlier, to establish the validity of the method (and thus of Bianchi's formula), one would need to show not only that there is a unique fixed point, but, more importantly, that all trajectories of the ODE converge to the stationary point. As is visible in Figure 2 , one does not imply the other. Lately, it was shown in [1] that, for the infinite variant of this model (K = +∞), and when q k is an exponential decreasing sequence with q 0 < ln 2, there is a unique stable point to which all trajectories converge. The validity of Bianchi's formula appears to remain non demonstrated for the other cases.
One can relate this issue to the following alternative explanation, introduced in [15] . Equation (21) is interpreted in [15] as β = expected number of transmission attempts in one round expected number of time slots in one round
where a round is defined as a sequence of time slots for one object that starts when the object is reaches state i = 0 and ends when it returns to 0. This is a Palm calculus formula and as such is true in the stationary regime. However, in deriving this interpretation, one equates the numerators of Equations (21) and (22), which amounts to assuming that, within one round, the collision probability γ remains constant. Since γ is a function of m, this is true if the Birkhoff center is a single point. If, in contrast, the stationary regime has a limit cycle, then γ may oscillate and not stay constant within one round; thus Equation (21) does not necessarily hold. We recover the fact that when using the fixed point method, it is not sufficient to show uniqueness of the stationary point; one needs in addition to show that the stationary point of the ODE is an attractor to which all trajectories converge.
A Proof of Theorem 1
The proof is built on a result for stochastic approximation algorithms, which we state first.
A.1 A Stochastic Approximation Algorithm
Let R be a finite set, l ∈ N and Δ be a compact convex subset of R l , with a nonempty interior (so that R l is a smallest affine space containing Δ). For each > 0, let Z = (M (t), R (t)) t∈N be a discrete time Markov chain living in Δ × R such that
and
where for all m ∈ Δ, > 0, j ∈ R K (m) is a Markov transition matrix on R and ν m,j a probability measure supported by Δ−m .
We assume in this section that:
H1a f j (m) converges uniformly in m, as → 0, to some function f j (m); and K (m) converges uniformly in m, as → 0 to some indecomposable Markov matrix K(m). H2a There exists some constant C > 0 such that
The maps K and f j (m) = xν m,j (dx) are Lipschitz continuous uniformly in . That is
where L is independent on .
The matrix K(m) being indecomposable it admits a unique invariant probability measure π(m) solution to π(m) = π(m)K(m). Let F (m) = j π j (m)f j (m).
Since π(m) depends smoothly on K(m), it follows from H1a and H3a that F is Lipschitz-continuous on Δ. Without loss of generality we may assume (by extending F ) that F is defined and bounded on R l . By standard results it then induces a global flow {Φ τ } τ ≥0 on R l defined by the Cauchy problem dΦτ (x)
LetM : R + → Δ denote the the continuous time process defined by
The following proposition is a classical averaging result for stochastic approximation algorithms with constant step size. This type of result has been proved under various sets of assumptions in the literature (see e.g. (Beneveniste et al [4] , Duflo [5] for general statements, Kushner and Yin [6] for numerous weak convergence results, Benaim [7] and Benaim and Weibull [2] for statements similar to Proposition 1 in a slightly more restricted setting). and E(||B (T )|| 2 ) ≤ C 2 (T ) .
Proof: Set
The following lemma follows from Lipschiz continuity of F and Gronwall's lemma (see e.g Benaim [20] ):
It follows from H1a that for small enough, K (m) is indecomposable. We let π (m) denotes its invariant probability and
Then
Our next goal is to bound the quantities B ,j (T ). • Note that
This makes n t=1 U 2, (t) a martingale whose variance is bounded by 4nC. Thus, by Doob's inequality
We now pass to B 3, .
• Given any indecomposable Markov matrix K with invariant probability π and g, h ∈ R R , we let πg = i π i g i and (Kg) i = j K ij g j . By indecomposability, the Poisson equation
admits a unique solution g depending smoothly on h and K.
We now let g (m) denote the solution to the the poisson problem (A.5) where K is replaced by K (m) and h by f i (m). Hence we can rewrite U 3, (t + 1) as
, and
The term U 4, (t + 1) is a bounded martingale difference. Hence (with an obvious definition of B ,4 )) Doob's inequality gives
The sum 1≤i≤n U 5, (i) reduces to
which is bounded. Hence B ,5 = O( ). By Lipschitz continuity of the maps K and g 
A.2 Mapping The Mean Field Interaction Model With Vanishing Intensity to a Stochastic Recurrence Model
Consider now a model as in Section 3. First, we show that H4 and H5 imply uniform Lipschitz continuity and uniform convergence analog to H1a and H3a. For ≥ 0 small enough we can define K j,j ( m) and f ( m, j) such that K N j,j ( m) = Proof: By H4 and H5, K j,j (( m) is continuously differentiable in both ≥ 0 and m. By compacity, there is a finite bound c 2 on the norm of the differential of K j,j (( m), independent of and m. By Taylor's integral formula,
Uniform Lipschitz continuity [resp. uniform convergence] follows by letting = [resp. m = m ] in Equation (A.7).
Second, we show that H3 implies a second moment property analog to H2a: < e X N n (t+1) − e X N n (t) , e X N n (t+1) − e X N n (t) >
Lemma 3 E
Third, we map the mean field interaction model to a stochastic approximation algorithm as follows. First, a minor difference is that the former is defined for N ∈ N and the latter for > 0. We address this by associating a stochastic approximation algorithm with parameter < 1 to a mean field interaction model with parameter N = 1 . Second, identify Δ with a convex subset with non empty interior of R l with l = I − 1 (thus identify m and m). Next, a difference between the two models lies in the dependence on the resource: in the mean field interaction model, the drift f N ( m, j) is defined as the expected drift at time t + 1 conditional to the resource having value j before the transition (i.e. conditional to R N (t) = j), whereas in the stochastic approximation algorithm the probability measure ν m,j is conditional to the value of R after the transition (i.e. conditional to R (t + 1) = j). We address this by keeping in R the current and the previous state, i.e. R = R 2 and R (t) = R N (t + 1), R N (t) for t ≥ 1 R (0) = R N (0), 1 and the stochastic approximation algorithm is defined by letting
Note that if K is indecomposable, then so is K, and the unique stationary probabilities are related by π j 1 ,j 2 = π j 2 K j 2 ,j 1 (A.8)
Thus, by Lemmas 2 and 3, hypotheses H1a to H3a are verified.
Last, note that j 2 ∈R f 1 N (m, (j 1 , j 2 ))K Theorem 1 then follows directly from Proposition 1.
A.3 Proof of Corollary 3
Since the ODE has a unique attractor m * to which all trajectories converge, the Birkhoff center is reduced to { m * } and thus any limit point of N is the Dirac mass at m * . Since Δ is compact, the set of probabilities on Δ is compact for the topology of weak convergence. N has a unique limit point and is in a compact set, therefore it converges to the Dirac mass at m * . Since the distribution of M N (0)
under P η N is N , M N (0) → m * weakly (and in probability as the limit is constant). This shows item 1.
X N 1 (0), ..., X N N (0) is exchangeable and its occupancy measure converges weakly to a constant m * , therefore, by a theorem on exchangeable sequences in [14] :
Item 2 follows by observing that he distribution under P η N are the same at time t and at time 0.
