Abstract. We improve on the classical Nemhauser-Trotter Theorem, which is a key tool for the Minimum (Weighted) Vertex Cover problem in the design of both, approximation algorithms and exact fixedparameter algorithms. Namely, we provide in polynomial time for a graph G with vertex weights w : ), and every minimum vertex cover C for (G, w) satisfies
Introduction
The (weighted) Vertex Cover problem (shortly, Min-w-VC) is one of the fundamental NP-hard problems in the combinatorial optimization. In spite of a great deal of efforts, the tight bound on its approximability by a polynomial time algorithm is left open. Recall that the problem has a simple 2-approximation algorithm and currently the best lower bound on polynomial time approximability is 10 √ 5 − 21 ≈ 1.36067, due to Dinur and Safra [7] . The parametrized version of the Vertex Cover problem is a well known fixed parameter tractable (FPT) problem and has received considerable interest: for a given graph and a positive integer k, the problem is to find a vertex cover of weight at most k or to report that no such vertex cover exists. A key tool for the approximation algorithms and for the parametrized version of Min-w-VC is the Nemhauser-Trotter Theorem (NT-Theorem). The NTTheorem efficiently reduces the Min-w-VC problem to instances (G, w), in which Preliminaries. Let G = (V, E) be a graph with vertex weights w : V → 0, ∞). For a set of vertices U ⊆ V , let Γ (U ) := {v ∈ V : ∃u ∈ U such that {u, v} ∈ E} stand for the set of its neighbors, and G[U ] denote the subgraph of G induced by U . The weight of a vertex subset U ⊆ V is defined by w(U ) := u∈U w(u).
Minimum Weighted Vertex Cover (Min-w-VC)
Instance: A simple graph G = (V, E) with vertex weights w : V → 0, ∞). Feasible solution: A vertex cover C for G, i.e., a subset C ⊆ V such that for each e ∈ E, e ∩ C = ∅. Objective function: The weight w(C) := u∈C w(u) of the vertex cover C.
The unweighted version the Minimum Vertex Cover problem (shortly, Min-VC) is the special case of Min-w-VC with uniform weights w(u) = 1 for each u ∈ V . Let VC(G, w) be the set of all minimum vertex covers for (G, w) and vc(G, w) stand for the weight of the minimum vertex cover for (G, w) . In unweighted case we use shortly VC(G) and vc (G) .
Min-w-VC problem can be expressed as an Integer Program (IP) as follows: the goal is to minimize the function w(x) := u∈V w(u) · x(u), where x(u) ∈ {0, 1} for each u ∈ V , and a feasible solution x : V → {0, 1} has to satisfy edge constraints x(u) + x(v) ≥ 1 for each edge {u, v} ∈ E. There is one-to-one correspondence between the set of vertex covers for G and the set of functions x : V → {0, 1} satisfying all edge constraints; each such x is an indicator function of some vertex cover for G.
The Linear Programming (LP) relaxation of the IP-formulation allows x(u) ∈ 0, 1 (or even x(u) ≥ 0). It is well known ( [12] , [14] ) that there always exists an optimal solution of the LP-relaxation with the variables x(u) ∈ {0, 1 2 , 1}. The Half-Integral (HI) relaxation has exactly the same formulation as the IPformulation, but it allows variables x(u) from the set {0,
Hence a feasible solution is a half-integral vertex cover for G, i.e., a function x : V → {0, 1 2 , 1} satisfying edge constraints x(u) + x(v) ≥ 1 for each edge {u, v} ∈ E. Let VC * (G, w) be the set of all minimum half-integral vertex covers x : V → {0, 1 2 , 1}, and vc * (G, w) stand for the weight of a minimum half-integral vertex cover for (G, w). For a minimum half-integral vertex cover x for (G, w), we denote V
, as for any vertex cover C its indicator function x C is a feasible solution for the HI-relaxed problem with w(
on V is always feasible solution for the HI-relaxation. The (weighted) graphs G = (V, E) for which the equality vc * (G, w) = 1 2 w(V ) holds play a special role in the Min-w-VC problem. All the difficulty solving the problem exactly, or approximating it, reduces to such graphs.
Overview. The main goal of Section 2 is to provide the following strengthened version of Nemhauser-Trotter Theorem, its full version with additional properties is contained in Theorem 2.
Optimal version of Nemhauser-Trotter Theorem. There exists a polynomial time algorithm that partitions vertex set V of any graph (G, w) with vertex weights w :
with no edges between
The main difference is that the condition (ii) will be satisfied for every minimum vertex cover for (G, w), not merely for some of them. Such result was known only in unweighted bipartite case, when it follows from matching theory (Gallai-Edmonds structure theorem).
The key point of this improvement is that one minimum half-integral vertex cover, called pivot, induces a decomposition V = V 0 ∪V 1 ∪V 1 2 that has the desired additional quality. In this case the kernel V 1 2 , to which the problem is reduced, is the largest among all V
. It is also crucial for applications that the pivot can be found efficiently.
In Section 3 we provide useful decomposition of a weighted graph (G, w) that reflects the structure of the set of all optimal solutions for the HI-relaxed problem. This decomposition into "irreducible parts" carries information how all minimum vertex covers for (G, w) are structured outside the minimal relevant kernel K := ∩ y∈VC * (G,w) V y 1 2 . As a simple byproduct we obtain a polynomial time algorithm that decides whether a minimum vertex cover has the same weight as the optimum of the HI-relaxed (equivalently, LP-relaxed) problem, and if yes, finds one minimum vertex cover for (G, w).
In Section 4 we demonstrate one possible application, namely how our improvement of NT-Theorem can be used for fixed-parameter tractable problems related to the Min-VC problem (unweighted, for simplicity). The strengthening of NT-Theorem can be used as efficient reduction to linear size problem kernel even in situations in which NT-Theorem is less efficient, e.g., if the task is to find all minimum vertex covers for G if vc(G) ≤ k, or to report that vc(G) > k. Similarly, assuming vc(G) ≤ k, to find a minimum vertex cover for G under some additional constraints.
The Optimal Version of Nemhauser-Trotter Theorem
In the following series of lemmas we study the basic properties of minimum halfintegral vertex covers. Recall that for a minimum half-integral vertex cover x for (G, w) V 
according to a fixed minimum half-integral vertex cover x for (G, w). Then
, and the vertices of V
does not contain vertices of weight 0, and V
Lemma 3. Given a graph G = (V, E) with vertex weights
according to a fixed minimum half-integral vertex cover x for (G, w). Then the following holds:
are minimum half-integral vertex covers for (G[V
. Analogously for every minimum half-integral vertex cover
In a bipartite graph a minimum vertex cover may be identified from the solution of the corresponding Minimum Cut problem. It can be found by efficient algorithms for the Maximum Flow problem on bipartite graphs (see Lawler [11] ). For instance, the problem is solvable in time O(|E||V | log |V | 2 |E| ) using Goldberg and Tarjan's algorithm [9] . When the problem is unweighted, In what follows we define for a graph (G, w) its weighted bipartite version (G b , w b ) and observe that the optimal solutions for the HI-relaxation of the Min-w-VC problem for (G, w) are generated by minimum weight covers for the corresponding bipartite graph (G b , w b ).
Definition 1. For a graph G = (V, E) with vertex weights
for the corresponding sets of vertices.
For a weighted graph (G, w) the existence of a pivot is clear from its definition. By Lemma 1(ii), a pivot x is determined by its V x 0 part, as then V
). Therefore the pivot x is unique and it defines the partition with
Denote the analogous parts of V corresponding to the set VC(G, w) of minimum vertex covers as V i (G, w), i ∈ {0, 1, w) . In other words, for each i ∈ {0, 1,
Hence the set V
, which can be computed efficiently due to the following lemma. Recall that for an unweighted bipartite graph it follows from the bipartite version of the classical Gallai-Edmonds Structure Theorem that the set V 0 coincides with the set of vertices avoided by at least one maximum matching. can be easily constructed for the pivot x. Therefore, we obtain the following theorem according to x has the following properties:
. Moreover, there is a polynomial time algorithm that finds the pivot x. In the unweighted case, its running time is O(|E| |V |).
Remark 2. If G = (V, E) is a bipartite graph with bipartition V = A∪B and with vertex weights w :
In the same way we get
We can summarize our previous results as follows: 
In unweighted case its time complexity is O(|E| |V |). Moreover, if G is bipartite, then V 0 is the set of all vertices that are avoided by each minimum vertex cover for (G, w), V 1 is the intersection of all minimum vertex covers for (G, w), and vc(G[V 1 2
], w) = 
(V ) iff for every independent set I in G w(Γ (I)) ≥ w(I) holds.
In the next section we refine the NT-Theorem in another direction and the Min-w-VC problem will be reduced to even more restricted instances (G, w), namely those with w > 0 for which x ≡ 1 2 on V is the unique element of VC * (G, w). They can be characterized similarly, using Lemma 1, as those instances (G, w) for which w(Γ (I)) > w(I) holds for every nonempty independent set I in G.
Decomposition into Irreducible Subgraphs
The partition V 0 , V 1 2 , and V 1 of the vertex set V from Theorem 2 satisfies
for every minimum vertex cover C. In this case the problem kernel is the smallest among all V
Furthermore, for the problem kernel (G[V
is the unique element of VC * (G[V .
The following theorem summarizes the main results of this section.
Theorem 3. There exists a polynomial time algorithm (running in time O(|E| |V |) in unweighted case) that for a graph G = (V, E) with vertex weights
S i with the following properties: is a minimum half-integral vertex cover x for (G, w) 
Remark 3. Under the assumptions of Theorem 3, we have V * 0 (G, w) = V * 1 (G, w) = ∅ and we cannot say much, in general, about V 0 (G, w) and V 1 (G, w). But in many cases the theorem gives us nontrivial information about V 0 (G, w) and V 1 (G, w).
Let the corresponding partition
. By part (iii)(d) of Theorem 3 we know that any i for which S i is not an independent set is determined. Also, if i is such that for some k > i there exists an edge between S i and S k as well as an edge between S i and T k , then i is determined. Further, if i is determined and j < i is such that there exists an edge between T i and S j , then j is determined as well. These observations allow in some cases to further reduce the kernel (G[V 1 2 ], w) obtained in Theorem 2, as we can tellà priori for some i that T i ⊆ V 0 (G, w) and
To explain some ideas behind the proof of Theorem 3, we study the Minw-VC problem on weighted bipartite graphs with bipartition V = L ∪ R, and satisfying vc(G, w) = 1 2 w(V ). In this setting an edge {u, v} ∈ E is called allowed for (G, w) if for every minimum vertex cover C for (G, w) only one of the vertices u and v belongs to C, otherwise it is called forbidden. Further, (G, w) is called elementary if it has exactly two minimum vertex covers, namely L and R. Clearly, if (G, w) is elementary then G is connected and every edge of G is allowed. The notions of an allowed edge and an elementary graph come from decomposition theorems related to maximum matchings in unweighted graphs. See [12, Thm. 4.1.1] for the proof that our notions are equivalent in case of unweighted bipartite graphs with perfect matching.
We need also to prove the following generalization to weighted graphs of the classical Dulmage-Mendelsohn Decomposition Theorem for bipartite graphs, where we are focused on minimum vertex covers rather than on maximum matchings. all allowed edges for (G, w) has components, called blocks , Each weighted block (B i , w) is an elementary graph, and the ordering  B 1 , B 2 , . . . , B VC(G, w), but if (G, w) is not elementary there are also "intermediate" minimum vertex covers. Namely, each
. , r, belongs to VC(G, w).
Let us mention some of the consequences of Theorem 3. For a graph G = (V, E) with vertex weights w : V → 0, ∞) we firstly apply Theorem 2 to obtain (G[V 1 2 ], w) whose positive weighted vertices satisfy the assumption of Theorem 3. This reduces the Min-w-VC problem for (G, w) to the one for
, which is zero iff K = ∅. Hence we have the following
Corollary 1. There is a polynomial time algorithm (of time complexity O(|E| |V |) in unweighted case) that for a graph G = (V, E) with vertex weights
, and if the equality holds, finds one minimum vertex cover for (G, w).
Remark 5. Since a (maximum) independent set for (G, w) is a complement of a (minimum) vertex cover for (G, w), all results above can be translated in obvious way to the ones for the Maximum Weighted Independent Set problem.
To describe some of possible applications, we will confine ourselves to the unweighted version of the Minimum Vertex Cover problem in the rest of the paper.
Parametrized Complexity and Vertex Covers
The Minimum Vertex Cover problem and its variants play a very special role among fixed-parameter tractable problems. Let us recall the basic parametrized version of the problem:
Instance: A graph G = (V, E) and a nonnegative integer k Question (for decision version): Is there a vertex cover for G with at most k vertices? Task (for search version): Either find a vertex cover for G with at most k vertices or report that no such vertex cover exists.
Recently, there have been increasing interest and progress in lowering the exponential running time of algorithms that solve NP-hard optimization problems, like Min-VC, precisely. One of the most important methods employed in the development of efficient parametrized algorithms for such problems is reduction to a problem kernel. For the parametrized decision version of the vertex cover problem it means to apply an efficient preprocessing on the instance (G, k) to construct another instance (G 1 , k 1 ), where G 1 is a subgraph of G (the kernel ), k 1 ≤ k, and G 1 has a vertex cover with at most k 1 vertices iff G has a vertex cover with at most k vertices. As observed in [5] , the Nemhauser-Trotter Theorem allows to find efficiently a linear size problem kernel for Min-VC. Namely, there is an algorithm of running time O(k|V | + k 3 ) that, given an instance (G = (V, E), k), constructs another instance (G = (V , E ), k ) with the following properties: G is an induced subgraph of G, |V | ≤ 2k , k ≤ k, and G admits a vertex cover of size k iff G admits a vertex cover of size k . Clearly, using the same technique one can solve the parametrized search version of the vertex cover problem, or the problem: to find a minimum vertex cover of
Unlike the Nemhauser-Trotter Theorem, Theorem 2 can be used as efficient reduction to linear size problem kernel for the following problem: to find all minimum vertex covers if vc(G) ≤ k or report that vc(G) > k.
Parametrized All-Min-VC problem Instance: (G = (V, E), k) and a nonnegative integer k Task : Either find all minimum vertex covers for 
Theorem 5. There is an algorithm of running time O(k|V
Each vertex of G has degree at most k. Hence vc(G ) ≤ k is only possible if |E | ≤ kk . If |E | > kk , we can report that vc(G) > k and the algorithm terminates. Otherwise, we have |E | ≤ k · k (≤ k 2 ), and since G does not contain isolated vertices, it follows that |V | ≤ 2|E | ≤ 2k
2 . Now we apply Theorem 2 to the graph G (with w ≡ 1). Namely, we partition the vertex set Theorem 5 can be used to many other parametrized problems related to Min-VC as reduction to linear size problem kernel. The typical example is the problem, whose task is to find one minimum vertex cover for G under some additional constraints. Parametrized Constrained-Min-VC problem Instance: (G = (V, E), k), k a nonnegative integer, and finitely many linear constraints P 1 , P 2 , . . . , P r of the form
C satisfies all constraints P 1 , P 2 , . . . , P r , otherwise report that no such minimum vertex cover exists. The most natural case is when each a i (v) is either 0 or 1, and b i are nonnegative integers. Then constraint P i says, that |C ∩ A i | ≤ b i for a set A i := {v ∈ V : a i (v) = 1} and for a vertex cover C ∈ VC(G) to be found. The problem has received considerable attention even in its very simplified version, when G = (V, E) is a bipartite graph with bipartition (L, R), and two nonnegative integers k L and k R (with k = k L +k R ) are given as an input. The k L and k R represent constraints |C ∩ L| ≤ k L , |C ∩ R| ≤ k R on C ∈ VC(G) to be found. This problem arises from the extensively studied fault coverage problem for reconfigurable memory arrays in VLSI design, see [5] and references therein. 
Further research
Seemingly a new technique, called the crown reduction (also crown decomposition, crown rules) has been recently introduced in [6] and [1] for the (unweighted) Vertex Cover problem. A crown decomposition in a graph G = (V, E) is a partitioning of the vertex set V into three sets V 0 , V 1 , and V 1 2 satisfying the following conditions: (1) V 0 (the crown) is an independent set; (2) V 1 (the head) separates V 0 from V 1 2 (the rest), i.e., there are no edges between V 0 and V 1 2 ; and (3) there is a matching of |V 1 | edges from V 1 to V 0 .
It can be seen from Lemma 1 that any minimum half-integral vertex cover x defines such partition (as (3) easily follows from Lemma 1(iv)). Hence we not only generalize NT Theorem, but also link this well studied theorem very close to the crown reduction technique. From this link and our theorems it also easily follows that if a graph admits a crown decomposition, then a crown decomposition can be computed in polynomial time. Applying reduction rules of Theorem 2 and Theorem 3 one can obtain an irreducible instance in which |Γ (I)| > |I| for every nonempty independent set I.
Let us mention that the crown reduction technique can be applied effectively to other parametrized problems (see [3] ). Moreover, our new decomposition theorems for vertex covers have connections with "parametrized enumeration" in the sense of listing all minimal solutions, as also discussed in [8] . We believe that the technique of this paper may be a powerful tool to designing algorithms for other fixed parameter tractable problems that are related to the Min-VC problem.
