This article investigates what type of nominal price rigidity there is in Brazil by testing if there are different price responses to sector-specific, monetary policy, and exchange rate shocks. We estimate the effects of these shocks on disaggregated 
Introduction
This article investigates what type of nominal price rigidity there is in Brazil by testing if there are different price responses to sector-specific, monetary policy, and exchange rate shocks. In addition, it is verified whether there is heterogeneity in the magnitude of these shocks by considering different activity sectors. To estimate the impacts of these shocks on prices, at different levels of disaggregation of the Brazilian consumer price index (IPCA), from 1999 to 2011, the FAVAR (factoraugmented vector autoregression) model was adopted. The FAVAR model adopted is estimated with a methodological innovation: the Gibbs sampling procedure developed by Bernanke, Boivin, and Eliasz (2004) to estimate a FAVAR model is combined with the Gibbs sampling procedure developed by Waggoner and Zha (2002 and 2007) to estimate a Bayesian structural vector autoregression (BSVAR) model. This methodological innovation enables the imposition of priors directly on the parameters of the structural form of the FAVAR, making the Bayesian procedure more consistent and enabling the model to be identified using sign restriction in the impulse-response functions.
New Keynesian macroeconomic models adopt the price rigidity hypothesis to explain the existence of short run effects of monetary policy on real variables. In empirical applications, in order to reproduce the degree of persistence observed in the data, a price duration period of around one year is typically considered (as is indicated, for example, in the review by Goodfriend and King, 1997) . However, the empirical basis for this hypothesis has been questioned by research on the behavior of individual prices in microdata on comprehensive price indices. With data that cover 70% of the basket of the United States consumer price index (CPI), the pioneering study from Bils and Klenow (2004) calculates that the frequencies of individual price readjustments are much greater than usually assumed, which implies greater volatility and less price persistence. Various studies that cover other countries and price indices observe similar results, according to the literature review in Klenow and Malin (2010) . Boivin, Giannoni, and Mihov (2009) they use a factor-augmented vector autoregressive (FAVAR) econometric model to identify the effects of sector-specific and macroeconomic shocks on disaggregated prices, the macroeconomic shocks being separated into monetary shocks and common shocks due to other causes. Among the most relevant results, the authors find that fluctuations in the specific components of the series are the main reason for the volatility of the disaggregated prices and that there are differences in the speed with which the shocks propagate, with quick responses to sector-specific shocks and slow ones to monetary and macroeconomic shocks in general. Thus, the high volatility found in the prices indices microdata would mainly be explained by specific shocks, which in the aggregation would tend to cancel each other out, leading to low volatility and high persistence of the inflation rate, which is typical of macroeconomic models.
Our paper adopts a FAVAR model to estimate the impacts of monetary and exchange rate shocks on prices at different levels of disaggregation of the Brazilian consumer price index (IPCA). In addition to these shocks, the effects of common factors and of the specific component are identified for 363 price variation series for disaggregations of the IPCA, which cover the period from August of 1999 to
December of 2011 in monthly periodicity. In addition to the IPCA inflation series itself, there are four first hierarchical level disaggregation series, 15 second level series, and 343 series at the subitem level, the most disaggregated possible. The factor extraction procedure is applied to a set of 436 series, the 364 price variation ones plus another 72 series that capture general aspects of the economy. Identification by sign restriction is used in the responses of the macroeconomic variables that compose the FAVAR to monetary and exchange rate shocks. The response signs, the magnitude of the responses to the shocks in the different price categories, and the relative importance of the macroeconomic and specific shocks for the variance decomposition are analyzed.
The results obtained indicate that also for Brazil fluctuations in the most disaggregated price series are mainly explained by specific shocks, with approximately 70% of the variance in the prediction error, while for the IPCA inflation series the opposite occurs, with almost 70% of the variance being due to macroeconomic shocks.
Of the total variability of the IPCA inflation series attributable to macroeconomic shocks, approximately 7% is due to monetary shocks and 13% is due to exchange rate shocks. The variance decomposition also shows that there is a greater lag in the responses to macroeconomic shocks compared to the responses to idiosyncratic shocks, which are faster.
Regarding sectoral heterogeneity, we observe that the pattern of responses is different depending on the sector considered. At the first level of disaggregation, prices are separated into four groups: food and drink (except food services), industrial goods, free services, and monitored or managed prices. The prices of the food and drink group are the ones that respond most to monetary shocks, with a greater intensity in tradable foods, and they respond little to exchange rate shocks. The price responses of industrial products, both to monetary and exchange rate shocks, are close to the IPCA mean response. In the services group, the responses to monetary and exchange rate shocks are typically non-significant, with the exception of the "food outside the home" categories, which present heightened responses to the two types of shocks, and "leisure, communication, and tourism", whose responses to exchange rate shocks are significant. In the monitored prices, the responses to monetary shocks are non-significant in all the categories and the responses to exchange rate shocks are high, except for "energy (combustibles and electrical)", whose responses to exchange rate shocks are non-significant.
Related literature
The article contributes to the debate on inflation and evidence from microdata on consumer price indices with results for Brazil. Studies on price behavior in the style of Bils and Klenow (2004) already exist for the country. Gouvea (2007) and Barros and Matos (2009) Balke and Wynne (2007) , and it does not occur at the aggregate level. In this article, we also observed a low occurrence of signs opposite to the expected ones. In the 343 subitems they appear in 16 (2.5% of the IPCA weighting) for the exchange rate shock and in only one (0.1% of the IPCA weighting) for the monetary shock.
The main reference for this article is Boivin, Giannoni, and Mihov (2009) , whose most relevant results for the purposes of this study have already been presented. It is worth noting the novelties of this article in relation to Boivin, Giannoni, and Mihov (2009) , as well as the fact that it is applied to Brazil. Regarding the results, in this article the responses to the exchange rate shock as well as to the monetary shock are analyzed, and the differences between sectors in the patterns of the responses to shocks are examined in detail, which are not the object of Boivin, Giannoni, and Mihov (2009) . The main innovation, however, is in the methodology. Although we also adopt the FAVAR model is in this article, the estimation procedure is different. Besides identification via sign restriction, the Gibbs sampling procedures from Bernanke, Boivin, and Eliasz (2004) and Waggoner and Zha (2002 and 2007) are combined in an unprecedented way in this literature for the Bayesian estimation of the FAVAR, enabling the imposition of priors directly on the structural form of the model.
The paper is divided into six more sections after this introduction. In the second section, the data used and the classification adopted for the intermediate levels of aggregation are presented. The third section discusses the methodology of the FAVAR model with identification using sign restriction and Gibbs sampling estimation. The results are analyzed in the following sections: the signs of the impulse-response functions in section four, the magnitude of the responses in section five, and the variance decomposition in section six. The conclusion summarizes the discussion of the main results, for the whole IPCA and by sector.
Database
The series of subitems used in this study are the percentage rates of price variation Due to changes in consumption patterns, it is normal for the list of goods that compose the price index to be altered in weighting structure reviews. This primarily occurs at the subitem level, which is the lowest level of aggregation of the IPCA.
However, in the 2006 review, the quantity of series altered at the subitem level was
1
The last reviews of the IPCA weighting structure occurred in August of 1999, July of 2006, and January of 2012. In January of 2012, of the 384 existing subitems, 50 were removed and 31 were added, resulting in 365 subitems. When this study was started, there were few observations available after the January 2012 review, so the decision was made to ignore the subsequent data in order to avoid any loss in the number of series. We ignored the data from the structure prior to 1999 as this was the year the current macroeconomic policy regime began, with the adoption of inflation targeting, floating exchange rate, and primary surplus goals.
quite high. This occurred because, in order to facilitate monthly monitoring, the IBGE altered the criteria for including subitems in the IPCA basket. The minimum weight from which a subitem is necessarily included was raised, and the minimum percentage of subitem cover for each item, the aggregation level above the subitem, was reduced. Considering removed, added, and merged categories, the balance was a reduction in the total number of subitems from 512 to 383 categories.
In this study, only the series of subitems kept in the 2006 review were considered, as well as those for which there is immediate correspondence between the two periods, verified by the translator of the structures available on the IBGE website (2006) . 2 342 series resulted from this procedure, with the remaining ones being aggregated into a single category called "9999999. Others". However, since most of the series excluded or added in the review have little weight, the 342 series cover more than 97% of the weighting of the index over the entire period.
In addition to the 342 subitems and to the "others" series, price variations series in sectoral aggregations were added. This was done because the results for the subitems will be presented by sector, so with the inclusion of these series it will be possible to compare the results for the subitems from each sector with those obtained for the corresponding aggregated series.
In the IPCA disaggregation levels used by the IBGE, the categories are formed according to finality of use by the consumer, so that types of products with discrepant characteristics with regards to price formation are often combined. In this study, the IPCA classification by nature of the products proposed in Martinez (2014) was adopted, which is comparable with the different disaggregations of the IPCA disclosed by the Brazilian Central Bank (BCB). Of the three levels of this classification, two were used, in four and 15 categories. The classification underwent some adaptations in order to take into consideration the aggregation and removal of some What is understood by immediate correspondence are series in which the identification code was kept and only the name changed, as well as those in which there was an aggregation or disaggregation in 2006 and there is direct equivalence between series from the two periods. In these cases, a single aggregated series was constructed for the two periods. For example, the series existing until 2006 known as "1102038. Pizza Dough", "1102040. Pastry Dough", and "1102043. Lasagna Dough", which together correspond exactly to "1102029. Semi-Prepared Dough" in the subsequent period, were aggregated into a single series also in the period up to 2006. In the aggregation, each series was weighted using the ratio between its weight in the IPCA in the month and the sum of the weights of all the aggregated series in that category.
of the series due to the compatibilization of the periods before and after 2006. 3 As well as the 19 series at these two levels of aggregation, inflation itself measured by the IPCA is added to the 343 at the subitem level.
For the extraction of the common factors, besides these 363 price variation series, a set of 72 series (totaling 436 series) was included. These series are related to credit granting, the consumption of electrical energy and combustibles, aggregated and disaggregated industrial production indicators, energy generation, the labor market, and the financial and capital market. 4 The aim was ensure greater efficiency in the process of identifying common factors, as was done by Boivin, Giannoni, and Mihov (2009) .
The 436 series mentioned above were deseasonalized using the X12-ARIMA method. The ADF and Phillips-Perron unit root tests were used. The results of the ADF test, using the Schwarz lag selection criterion, show that only the "2104015.
Bar of soap" subitem presents a unit root. As for the Phillips-Perron test, in no case was the presence of a unit root hypothesis accepted. In this context, the hypothesis that all the price variation series are stationary was adopted.
In the VAR equation, some macroeconomic variables are included based on the dynamic factors. For these, we construct the impulse-response functions by imposing sign restrictions, as presented in the next section. The variables for which sign restrictions were constructed were: Selic interest rate, nominal exchange rate, IPCA, 180 day (pre DI) swap, M1, and industrial production index. All these series were used in natural logarithm. The FMI commodities price index (combustibles and noncombustibles), in dollars and deseasonalized using the X12-ARIMA, were included in the VAR among the macroeconomic variables, but without sign restriction.
3
One relevant alteration was the reclassification of the subitems "5104002. Ethanol" and "2201003. Charcoal", which are classified among the monitored energy ones by Martinez (2014) , but in this study were reclassified as non-durable industrial products in order to standardize with the BCB classification. The classification is in the Appendix.
4
The series were obtained from the Brazilian Central Bank (credit granting and capital market), Eletrobrás (electrical energy consumption), the National Petroleum Agency (consumption of combustibles) IBGE (industrial production and labor market indicators), the National Association of Automotive Vehicle Manufacturers (vehicle production), the National Electricity System Operator (energy production), and the Institute of Applied Economic Research (real minimum wage).
Methodology: the FAVAR model and the identification using sign restriction
The econometric methodology used in this study enables the estimation of a structural model with a large amount of information. The FAVAR model, adopted in this article, was also used by Bernanke, Boivin, and Eliasz (2005) to investigate the impact of monetary shocks on a broad set of US economy variables. The model was applied for data on the Brazilian economy by Almeida, Alves, and Lima (2012) .
Using Bayesian estimation techniques, the authors analyzed the effects of monetary and exchange rate shocks on Brazilian economic variables.
In this article, an innovation is adopted in relation to the Bayesian procedure used in the literature. The Gibbs sampling developed by Bernanke et al. (2005) and the Gibbs sampling developed by Waggoner and Zha (2002 and 2007) are combined to estimate the Bayesian Structural FAVAR model (BSFAVAR) adopted. A detailed description of the methodology is found in Appendix C.
The FAVAR model can be represented by the following equations: The estimation of the model is carried via a Bayesian method that uses Gibbs sampling, which is one of the approaches presented by Bernanke et al. (2005) .
The procedure developed by Ahn and Horenstein (2013) was adopted to choose the number of common factors, it indicates one factor as the optimal number.
The model in state-space form is given by:
In which (3) is the measurement or observation equation and (4) is the transition equation.
The set of parameters of
element treated as a random variable. The estimation of the parameters and of the unobserved factors F t is carried out via a multi-move Gibbs sampling (Carter and Kohn, 1994) . Considering Z t=(X t, Y t), εt = (et, 0), and Gt=(F t, Y t), equations (3) and (4) can be represented as:
The structural version of equation (6) is:
The matrix H is full rank and is chosen so that: ut = Hνt, cov(ut) = I. Let HΦ L)
a VAR with p lags. Thus, the structural form of equation (6) becomes:
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In equation (5) the unknown parameters of Λ are the factor loading matrices, composed of Λ f and Λ y , and P = cov ( εt, εt') is the covariance matrix of εt = (et, 0).
Since the model will be estimated using Bayesian methods, the parameters are treated as random variables. Thus, ifXt = (X1, X2, ..., Xt) is the history of X between periods 1 and T, thanFT = (F1, F2, ..., FT ). If p(FT , θ) is the combined posterior density ofFT and of the set of parameters θ, the posterior marginal densities ofFT and θ will be given by:
The estimates ofFT and θ are their values at the mode of the distributions given by the densities in (7) and (8). The approximations for these densities were obtained by applying the Gibbs sampling multi-move procedure to the model represented by
equations (5) and (6). There are three stages in the procedure, described in detail in Appendix C:
I. Choose θ (0) the set of initial values for the θ parameters of the model;
II. Conditional on θ (s) and on the data inZT , obtain a drawF
III. Conditional on the data inZT and theZ The Gibbs sampling adopted in the draw of Ψ and of H, from the distribution
T ), was developed by Waggoner and Zha (2002 and 2007) and is described in detail in Appendix C. The same Gibbs sampling enables draws of the impulse-response functions that satisfy the sign restrictions. ConsideringF Waggoner and Zha use 5 hyperparameters λ0, λ1, λ2, λ3 , and λ4 for the priors and in our article their values were set at 0.5, 0, 0.25, 1, and 100. Since we haven't used dummy observations, the parameter λ2 was set to zero.
3.1 Obtaining a draw of the impulse-response function that satisfies the sign restrictions:
(a) For each simulation "s" described previously, draw a matrixW from an independent normal standard distribution of dimension r x r (r = number of endogenous variables of the BVAR) and letW =QR be a decomposition QR ofW with the diagonal ofR normalized to be positive.
and Ψ (s) .
(c) If the IRF (s) satisfies the sign restrictions it is kept, otherwise it is rejected.
After a large number of simulations all the simulations of the impulse-response functions that satisfy the sign restriction are kept.
The identification of the shocks
The shocks are identified using sign restrictions. As in Almeida, Alves, and Lima (2012) , the sign restrictions come from the Mundell Fleming Dynamic Stochastic model presented in Lima, Maka, and Alves (2009) . The sign restrictions used in the identification of the two types of shocks are presented in Table 1 . 3.3 Obtaining a draw of the impulse-response function for the specific and common shocks.
Consider equation (1) described previously and presented again below:
Yt be the value for the first portion of equation i, belonging to the set of equations (1) i,t , t = 1, ..., T , and the impulse-response function is obtained from this autoregression using a shock equal to one standard deviation of the residual. This is the impulse-response function of the common shock in simulation "s".
With the impulse-response function computed and the common (which includes the factors) and specific shocks identified, it is possible to calculate the variance decomposition of the prediction errors.
Signs of the responses to monetary and exchange rate shocks
This section presents the signs of the impulse-response functions of the 343 series of subitems (including the "others" category), in the first 12 months, to one standard deviation shocks in the monetary policy and exchange rate variables, in contractionary direction for the monetary shock and depreciation direction for the exchange rate shock.
5
The following procedure was adopted when computing the significance of the impulse-response functions:
i. For each subitem k1 = 1,..., 343, j = 1,..., 1000 responses to the shocks in question, in 12 months, are calculated;
The "others" category was merely added to complete the 100% weighting of the IPCA. In this and in the next sections, its results will not be commented on because they concern a residual of discontinuous series, without economic significance. shows the count of subitems in the four situations, while the second line exhibits the weighting in the IPCA corresponding to these subitems for December of 2011. The negative column shows the products in which for any of the 12 months significant responses occur only in the direction of a reduction in the rate of price variation, which is the response expected by the theory in the case of the contractionary monetary shock and opposite to expected in the case of the exchange rate depreciation shock; the "non-signif." column shows the series in which the response is not significantly different to zero over the 12 months; the subitems for which all the significant responses are an increase in the rate of price variation are in the "positive" column, which is the response expected by the theory in the case of the exchange rate shock and counter-intuitive for the monetary shock; and finally, the "pos./neg." column indicates that over the period significant responses are presented in both directions.
For both shocks, the quantity of subitems in which there are significant responses with the opposite sign to the one expected by the theory is small, the so-called price puzzle 6 . Among the responses to the monetary shock, this occurs in only one subitem, with a weight of 0.1% in the IPCA. For the exchange rate shock, there
6
The same occurs with specifications that use two or three factors. See results in tables B and C in the appendix. are 16 subitems, which add up to 2.5% of the weight of the IPCA, but which is nonetheless quite a low number.
Regarding the significance, half of the weight of the IPCA has responses to monetary shocks in the direction expected by the theory, while in the other half the responses are not significant in the 12 months. In the responses to the exchange rate shock, the weight of the subitems that follow in the expected direction is a little lower and equal to 40%, and the weight of those with non-significant responses adds up to 57%.
In Table 3 , the composition of the responses to the monetary and exchange rate shocks among the four situations is presented for the two hierarchical levels, already introduced in the second section of the text. The "IPCA weight" column shows the weight of each category in the IPCA in December of 2011. For each shock, the values in the columns, which add up to 100% on the line, indicate the proportion of subitems of the category whose response signs are in the direction indicated, aggregated using the ratio of the weight of each subitem in relation to the weight of the category.
For the monetary shock, the first line of Table 3 , already presented in Table 2, indicates that in the IPCA as a whole there is an equal division of the weighting between the subitems that have significant responses in the expected direction and those without significant responses. In the first level disaggregation, the greatest deviation from this proportion occurs in food and drink, a group in which more than 60% of the weighting presents negative responses, while in the other three groups a little less than half of the weighting has negative responses.
At the second level there is greater discrepancy, including within each group.
For food and drink, the tradables respond more and the non-tradables less. In the industrial products, the semi-durables are within the mean of the IPCA, the nondurables have more negative responses, and the durables have more non-significant responses. In the services the heterogeneity is even greater: there are three categories with a high proportion of negative responses (various, housing, and food outside the home, the latter with 100%) and three with a high percentage of non-significant responses in all the months (education, with 100%, personal services, and the leisure, tourism, and communication category). For the monitored items, almost 100% of the energy subitems do not present significant responses, public transport has a high proportion of negative responses, and the other monitored items are closer to the mean for the IPCA.
For the exchange rate shock, on the first line it is observed that 40% of the IPCA weighting only has significant price variation responses in the positive direction, which is expected by the theory in the case of an exchange rate depreciation shock.
In the first level disaggregation, the closest situation to the IPCA set is that of the industrial products. Both in the foods and drink and in the services, only 22% of the weighting of the group has significant responses only in the direction expected. Food and drink also stand out due to a reasonable proportion of responses in the opposite direction to expected, which occur in 14% of its weighting. In the monitored prices the opposite takes place, and there are a high proportion of subitems with responses only in the direction expected, corresponding to 66% of the weighting of the group.
For the second level, as in the case of the monetary shock there are discrepancies within the groups. In food and drink, the proportion of expected responses is below the mean for the IPCA in the two categories, principally the non-tradables, with only 5%, and both present a percentage of 12% of subitems with significant responses in the two directions. In the industrial products, the difference with the IPCA mean in the proportion of positive responses is around 10% less for the durables and 10% more for the semi-durables and non-durables. For the services, in half of the categories (education, personal services, and various) all or almost all the responses are non-significant, while in the rest the proportion of positive responses is closer to the mean for the IPCA. In the group of monitored items, the energy category has almost 100% non-significant responses and clearly contrasts with the others, in which all or almost all the subitems have a positive response in some of the months.
Magnitude of the responses to shocks
The responses accumulated in 12 months to monetary and exchange rate shocks The results for both shocks are exhibited in Table 4 . Both for the subitem means and for the aggregated series of the category, the extremes and the median of the confidence interval are shown.
Regarding the monetary shock, it is immediately noted that in each category the impacts are usually greater in the aggregated series than in the subitem means, which indicates the existence of correlations that enhance the effects of the shock.
In addition, as would be expected, the relative effectiveness of the monetary policy between the categories is similar whether we take the means or the aggregated series.
For the IPCA, in the subitem mean a monetary contraction of one standard deviation produces an average reduction effect of 0.15 percentage points in the rate of price variation, while on the rate of inflation the effect is a half percentage point reduction. In both cases the effect is significantly different to zero, but for the subitem mean the spread is small, while in the aggregate the reduction in inflation after 12 months fluctuates between one decimal to almost one percentage point. In the first level disaggregation, the food and drink group is generally more affected by the monetary policy, industrial products and services are similar to the IPCA at the subitem mean, and the monitored group is the least affected, with non-significant responses both for the aggregated series and for the subitem mean.
In the second level disaggregation, there are two categories with mean response considerably higher than that observed for the IPCA set: food services outside the home and tradable foods, which are also the second level series that respond most to the monetary shock. The responses of the monitored and services categories, with the exception of foods outside the home, are non-significant for all the aggregated series and almost all the means. In the responses of the industrial products, the subitem means are close to the IPCA set, and in the aggregated series the response is non-significant for the durables category. The non-tradables foods have a lower response than the tradable ones, but it is significant and close to the IPCA at the subitem mean.
Regarding the effect of the exchange rate depreciation shock, also in this case the effects are typically greater in the aggregate of the series compared with the subitem mean and the comparative analysis is generally similar for the means or aggregated series, with some discrepancies. The response of the IPCA is significant both in the subitem mean and for the aggregated inflation, with medians of 0.25 and 0.58 percentage points, respectively. At the extremes of the confidence interval, an exchange rate shock of one standard deviation causes a rise in the rate of price variation of between 0.10 and 0.41 points for the subitem mean, while for the aggregate inflation the effect can be much greater, at between 0.10 and 1.19 points.
For the first level disaggregation, there is some difference in the comparisons between groups depending on whether the mean or the aggregate is taken. For the subitem mean, the groups of industrial products and services have values close to the IPCA, as in the case of the monetary shock, but there is an inversion in the other two groups: the monitored items have a greater median response and the food and drinks have a smaller one, which even becomes non-significant. For the aggregated series, the greatest median response occurs in the services group, followed by the monitored items and industrial products, while the foods and drinks have the lowest and it is not significantly different to zero.
Considering the second level disaggregation, there is also some difference in order between the groups depending on whether the means or aggregated series are observed, but the general picture is the same. The categories that in both the metrics have significant responses and that also mostly have a mean that is considerably above the IPCA, are the semi-durable industrial products, the food services outside the home, and "leisure, tourism, and communication", as well as the monitored items, except the energy category. The categories with non-significant responses in the two metrics are all the food and drinks, the services except the two categories already mentioned, and the monitored energy items. The industrial products present a greater discrepancy between the two measures: in the subitem mean the three categories are significant and close to the IPCA mean, and in the aggregated series the semi-durables have the greatest response among all the second level categories, but the other two are non-significant.
Summary of sectoral results: magnitude and sign of the responses to monetary and exchange rate shocks
The main sectoral results presented in this section and in the previous one are summarized below.
The food and drinks group is the one that responds most to monetary shocks.
The tradable foods, which account for more than 80% of the group's weighting, determine this behavior. The non-tradable foods also respond to monetary policy, but with an intensity that is within the IPCA mean. On the other hand, for the exchange rate shock this is the group with the lowest median response value in the aggregate, as well as its responses not being significantly different to zero in the aggregate, in the two second level categories and in the subitem mean. Nonetheless, it cannot be affirmed that the exchange rate does not affect this group, but rather that there is great uncertainty in the responses, since the median response is higher than The monitored prices group is the one that responds least to monetary policy, but it is considerably affected by the exchange rate. The responses are non-significant to the monetary shock, both for the subitem means and for the four series of intermediate categories and for the aggregate of the group. For the exchange rate shock, in the subitem mean or in the aggregated series, the responses are non-significant in the monitored energy items, but they are high in the other categories.
Variance decomposition
In this section, two variance decompositions of the prediction error in the first 12 months are presented. The first one, which refers to the VAR equation, shows the contributions of the monetary and exchange rate shocks for the variability part of the series that can be explained by the set of macroeconomic variables plus the common factor. In the second decomposition, the variance of each series is decomposed in one part attributed to the macroeconomic aspects (macro variables plus common factor) and another due to the component specific to the series. The decompositions were calculated with confidence intervals, using the following procedure: Table 7 .
In Table 5 , related to the decomposition of the variance of the VAR, the contributions attributed to the monetary and exchange rate shocks are presented, omitting the part attributed to the set of the other macroeconomic components. For the 20 aggregated series, the decomposition is shown for the mean for the 12 months, with confidence intervals. As a measure of the persistence and propagation of each shock, for the 20 series the ratio between the medians of the contribution in the last six months over those in the initial six months is also shown.
Regarding the mean of the decomposition in the 12 months, for the IPCA inflation the monetary shock and exchange rate shock together account for approximately 20% of the variability part of the series attributable to macroeconomic shocks, at the median. Considering the confidence interval, however, this contribution fluctuates between 5.8% and almost 50%. Comparing the two shocks, the exchange rate shock has the greatest contribution, of 13.4% at the median, which is approximately double the 6.8% corresponding to the monetary shock.
In the first level disaggregation, there is only a certain deviation from this proportion in the food and drinks, with greater proximity between the contributions of the two shocks. Even in the second level disaggregation, it is noted that there are few deviations from this proportion and that in none of the cases does the monetary shock contribute more than the exchange rate shock at the median. The participation of the monetary shock is between 6% and 7% in most of the categories, with the greatest deviations above in the two food categories and below in the various monitored and health items. For the contribution of the exchange rate, in relation to the IPCA series the greatest deviations above are in the various monitored and health items, as well as in the semi-durable industrial products, while the greatest deviations below are found in the monitored energy items and in the various, educational, and personal services.
Observing the ratio between the medians of the variance decomposition in the final six months over the initial six months, for the IPCA it can be said that the monetary shock has a slower propagation that the other macro shocks, with a 46% Among the second level categories, only in two is the lag of the effects of the monetary shock greater than that of the IPCA series: food outside the home and tradable foods. These are precisely the categories in which there is a greater impact from the monetary shock, as seen in Table 4 . For the exchange rate shock, there is a greater lag of the effects of the exchange rate shock in the monitored categories, in which the effect of the exchange rate is generally strong, and in the services except food, over which the impact of the exchange rate is lower (Table 4) . In food and industrial products the effect of the exchange rate is quicker.
The same results are presented for the variance decomposition between macroeconomic and specific shocks in Table 6 . At the median, for the inflation series measured by the IPCA almost 70% of its variance of the prediction error in 12 months is determined by macroeconomic shocks, with extremes of 58% and 75% in the confidence interval, while the specific shocks determine between 25% and 42% of the variance. At the first level disaggregation, more than half of the variance of the series of the four groups is caused by the macro shocks, but in food and drinks and industrial products this contribution is only a little greater than 50% at the median, while in the monitored items it is greater than 60% and in services it exceeds 70%.
For the second level disaggregation, considerable heterogeneity is observed even within the groups. In the tradable foods, macro and specific shocks have the same contribution, but in the non-tradables, the specific shocks predominate with 70% of the variance. In the industrial products, for durables and semi-durables more than 60% of the median variance is caused by macro shocks, a proportion that inverts in favor of specific shocks in the non-durables. Among the services categories, the macro shocks are more prominent for housing and food outside the home, determin- Table 6 Variance decomposition between macroeconomic and specific shocks, mean for the 12 months (%), and ratio between the initial six and the final six months. ing between 59% and 78% of the variance at the median. But for the other categories the specific shock is more important, accounting for 59% and 83%. Finally, in the monitored items the energy and health categories are most influenced by specific shocks, while public transport and various monitored items experience more impact from macroeconomic shocks.
Regarding the ratio between the medians of the contributions in the final six months over the initial six months, it is noted that for all the series the macroeconomic shocks are more persistent than the specific shocks, with ratios higher than the unit in the first case and lower in the second case. Nonetheless, for each one of the two shocks the categories can be compared regarding relative persistence.
In the first level disaggregation, the monitored items have the greatest lag in the effects of the macro shocks and the food and drinks have the lowest one, while for the specific shocks the lag is relatively greater in the food and drinks and lower in the services. At the second level, the greatest relative slowness in the propagation of the macro shocks is among the services and monitored items, while the category with the quickest propagation is that of the tradable foods. For the specific shock, the propagation is relatively slower in the two food categories, in the non-durable industrials, and in the personal and educational services, but it is relatively quicker in the housing services, the various monitored items, and the durable and semi-durable industrial goods.
Finally, in Table 7 , the same information presented in Table 6 (at the median)
is shown for the aggregated IPCA inflation series and for the mean of the price variation rates for all the subitems, with and without weighting.
From the 12 month mean of the variance decomposition, the same result obtained by Boivin, Giannoni, and Mihov (2009) is observed, where the aggregate inflation responds more to macroeconomic shocks, but most of the variance of the disaggregated price series is explained by sector specific shocks. For the mean of the subitems without weighting, almost 70% of the variance is caused by the specific shocks, a proportion that inverts in the aggregated index. That is, aggregation cancels out sectoral effects that point in different directions, while it enhances the impacts of macroeconomic shocks.
The measure of persistence given by the ratio of the contributions in the final six months over the initial six indicates that the macro shocks are more persistent than the specific ones not only for the aggregated series, as seen in Table 6 , but also for the mean of the subitems series, which is indicated by the ratio greater than one for macro shocks and lower than one for specific shocks. It is also noted that since in the two columns the ratio is greater for the subitem mean than for the aggregate, both shocks have more persistence over the mean for the series than over the aggregated series, at least at the median.
Conclusion
Using a FAVAR model, the effects of monetary and exchange rate shocks on inflation measured by the IPCA were calculated at the subitem level, with series from 1999 to 2011. The results found are coherent with the literature and shed light on important aspects of the effects of monetary policy and the behavior of disaggregated prices in Brazil.
As in the study from Boivin, Giannoni, and Mihov (2009) It is worth remembering that although the identification procedure in this study uses sign restriction, this is imposed only on the responses of the macroeconomic variables to the shocks, and not on the responses of the subitem prices, therefore the low occurrence of price puzzles in the individual prices is not derived from the identification using sign restriction.
From the analysis of the variance decomposition of the prediction error in 12 months, it was verified that the series of subitems are on average more affected by the specific shocks than by the macroeconomic shocks, in a proportion of approximately 70%/30%. The opposite proportion was observed for the inflation series measured by the IPCA, with almost 70% of the variance determined by the contri- bution from the macroeconomic shocks. This evidence is similar to that obtained by Boivin, Giannoni, and Mihov (2009) , who using other procedures obtain an 85% participation of specific shocks in the mean for the variance decomposition in the disaggregated prices. Also from the variance decomposition, it was found that the effects of the specific shocks are relatively more concentrated in the first six months, while the contributions from the macro shocks are relatively more intense in the final six months. Therefore, as in Boivin, Giannoni, and Mihov (2009) , it is observed that macro shocks are more persistent than sector-specific ones.
Together, these results support the hypothesis that disaggregated prices respond quickly and more intensely to specific shocks, but slowly and in lower magnitude to macro shocks, and that the annulment of specific effects in opposite directions in the aggregation means that aggregated inflation fluctuates less. This hypothesis conciliates the evidence regarding the slow response of macroeconomic variables to shocks with the high variability of prices observed in microdata by Bils and Klenow (2004) and others, which is also observed for Brazil by Gouvea (2007) , Lopes (2008) , and Barros and Matos (2009) .
The study also enabled the sectoral heterogeneity of the responses to monetary and exchange rate, macroeconomic, and sector-specific shocks to be captured. In general, for the monetary shock, the responses with the greatest magnitude are for the food and drinks group and for food services outside the home, in industrial products they are intermediate, and in the monitored items and other services they are typically non-significant. For the exchange rate shock, the most expressive responses are those of the monitored items (except energy) and of the food services outside the home, they are intermediate in the industrialized products and "leisure, tourism, and communication" services, and lowest or non-significant in the food and drinks group, in the other services, and in the monitored energy items. Regarding persistence, taking the period of one year after a shock, in all the sectoral series the propagation of the exchange rate shock is greater in the initial six months, while the propagation of the monetary shock is greater in the final six months.
In the variance decomposition between macroeconomic and specific shocks, taking the period of one year after the shock, for the IPCA aggregate and in the four main groups there is a preponderance of macroeconomic shocks, especially in the services and monitored items. At the second level of aggregation, this result is not maintained, since there is a preponderance of specific shocks in various categories of all four groups. It is noted that the greater the disaggregation, the role of the specific shocks grows, which is reasonable if we consider that a good amount of these shocks cancel each other out in the aggregation. Regarding persistence, in all the cases the effects of specific shocks are greater in the initial six months, while the effects of macroeconomic shocks are greater in the final six months.
The set of results obtained elicits additional reflections to be developed in subsequent studies, given the large volume of information gathered. Variations in the econometric methodology and in the organization of the data could reveal empirical evidence that is complementary to the evidence here. Other relevant implications for conducting economic policy in Brazil can be more deeply examined in more detailed comparisons with elements from the theoretical literature, such as in the question of the optimal monetary policy reaction to changes in relative prices (Aoki, 2001; Wolman, 2011) , in which the recommendations are conditional on the differences between groups of prices with regard to the reaction to monetary shocks.
A. Appendix 
B. Appendix
The macroeconomic variables used in the study were: Selic interest rate, nominal exchange rate, IPCA, 180 day (pre DI) swap, M1, and industrial production index and a commodities price index. All these series were used in natural logarithm. The FMI commodities price index (combustibles and non-combustibles), in dollars, was deseasonalized using the X12-ARIMA.
For the Y t vector the ADF test with constant and lag selection using the Schwartz criterion and Phillips-Perron (PP) presented results that indicate that the all variables are integrated in 1 st order. The Johansen cointegration test with constant indicated the presence of 3 and 1 cointegration relationships between the variables using the trace and maximum eigenvalue methods, respectively.
C. Appendix -Methodology
The FAVAR model in state-space, reduced and structural forms is described, in summarized form, by the following equations:
Measurement Equation: (τ matrix). The estimates described previously were used as initial values for θ in the recursions described below.
Step 1: Draw from the conditional distribution p(F
With the model in state-space form [equations (C.1) and (C.2) and given θ (s) ,ZT , plus adopting as a prior, for each element of the state vector, an independent normal distribution with zero mean and variance equal to 4, the vector F t (a subset of the state vector Gt), in each period t, has, as its posterior distribution, a multivariate normal with mean and variance given by its smoothed values obtained by the Kalman filter (Harvey, 1994; Kim and Nelson, 1999) . Therefore,F 
T is also obtained (since it is composed byF Step 2: Draw from the conditional distribution p(θ/ZT ,F (s)
Conditional on the observed data, and onF
(s)
T , obtained in the previous iteration, and on the prior adopted, a new draw of the parameter θ, θ (s) is carried out. This draw is carried out considering the stages below:
Stage 01: Draws ofΛ Λ Λ and P:
Considering equation (C.1) presented in this section and the joint prior density adopted, we can obtain the conditional distributions that will enable draws ofΛ = [Λ f Λ y ] and R, remembering that the covariance matrix of the residuals of this system of equations, called R (the non-fixed part of P), is diagonal and, therefore, that the system can be estimated equation by equation (we are not in the context of SUR).
LetΛi be a line of the matrixΛ and Xj a column ofX j . We adopt as a joint prior density function for Rii andΛi an inverse normal-gama2 density, ϕ(Λi, Rii) = fngi(Λi, Rii|β, ξ, s, ν)
Where: β = 0; ξ = IK+M * (1/4); s = 0, 02 e ν = 0, 02.
Adopting the previously described joint prior density function, we obtain that the conditional posterior density function
T , β, ξ, s, ν) is given by (Bauwens, Lubrano, and Richard, 1999) :
Λi is the estimate ofΛi obtained via OLS, using the specification of equation (C.1) and givenG
The first K lines ofΛ are fixed due to the identification hypotheses mentioned in step 1. Adopting the previously described joint prior density function we obtain the conditional posterior density function p(Λi/R (s)
ii ,XT ,G
T , β, ξ, s, ν), for i > K. It is given by (Bauwens, Lubrano, and Richard, 1999) : As (C.10) is not a standard distribution it is necessary to use Gibbs sampling to obtain draws from it. Based on the draws of (C.10) it is possible to estimate the posterior distribution for f i . The distribution for f, conditional on b, is Gaussian and given by: p(f i |b i , X, G) = ϕ(P i b i , Σ i ), (C.11) with Σ i = (X X +Σ
12)
The notation ϕ(P i b i , Σ i ) in (C.10) denotes that the density is Gaussian with a mean P i b i and covariance matrix Σ i . To obtain the inference for b and f, or functions of their values, it is necessary to obtain draws from the joint posterior distribution of b and f. This can be done by following two consecutive steps. First, obtain draws of b from the marginal posterior distribution (C.10). Second, given each draw of b, obtain a draw of f from the conditional posterior distribution (C.11). The second step is easy since it only requires draws from a joint normal distribution. The first step is complex but can be implemented using an algorithm based on the Gibbs sampling, developed by Waggoner and Zha (2002) , which enables draws of b to be obtained, even when there are identification restrictions in the matrix of coefficients of the contemporaneous relationships of the VAR, making the model over-identified.
