D.l Introduction
In this Appendix, several examples of the application of the ideal observer which lead to familiar results will be presented. Consider the case shown in Figure D .1, where the null hypothesis is that background alone is present, at a level f 1 (r) = Q; the signal-present hypothesis is that a pill-box lesion is present as shown. The pill-box has an incremental height M(r) = f 2 (r) -f 1 (r) = LlQ above the background within a circular cross section of area a = 7Tr~ where ro is the radius of the lesion. Consider first the case where the MTF is perfect, i.e., MTF (v x , vy) = 1 for all spatial frequencies, v x , V y . For the case where the image has resulted from x or gamma rays, the power spectrum W n (v x , ~ of the Poisson noise background level is equal to Q and has the units of counts per unit area.
The pill-box profile bo(r) is simply the circle function with argument r/ro, where r is the magnitude of r, and is defined to be unity within a circle of radius ro and zero outside. The difference object is, therefore, given by (D.1) In the Fourier domain the pill-box lesion becomes (D.2) where Sa(v) has the shape of the Airy disc (Goodman, 1968 ), a = 7Tr~, and Sa(v) has the convenient normalization that Sa(O) = 1 and f S;(v) dv = l· (D.3) Then the equation for SNRj gives immediately (D.4) where the contrast C = LlQ / Q and is some natural ratio in the object or emitted or transmitted radiation for most physical applications. Note that this is the SNR used by Rose (1973) and Schade (1964; 1975) . The NPS is a constant independent of frequency since, for Poisson noise, the autocorrelation function is a delta function, i.e., no correlations. The level of this constant spectrum is then Wn(O) and may be determined as follows. Consider the variance ~A of estimates of the random variable QA obtained by taking contiguous samples of the count density through an integrating window of area A. This sampling of a Poisson process is itself a Poisson process and so the variance is equal to the mean QA. Then, since var (aX) = a 2 var (X), we may write (D.5) The level of the corresponding white-noise power spectrum Wn(O) is then such that its integral is equal to~:
where SA(V) is the shape function corresponding to the window A. The normalization of SA is again such that SA(O) = 1: This means that sampling by the window preserves counts. Therefore, f S1 (v) dv = ~ (D.7) and the level of the NPS is thus seen to be Wn(O) = Q.
If the difference object Llf in the example above is a two-dimensional Gaussian [Go(r)] profile with the RMS 0"0 and maximum height LlQ, and the background f1 taken to be a uniform level of Q counts per unit area ( Figure D. 2 ), i.e., f 2 (r) = LlQGo(r) + Q and f 1 (r) = Q = W n , then the equivalent form for SNR 1 becomes SNRr = (C/2)2Qao, (D.8) where ao = 47T~ and C = LlQ/ Q. The Gaussian weighting has reduced SNR2 by a factor of four (for this convention, see Wagner and Brown, 1985) . Now consider the more general case where the pre-noise-insertion MTF ofthe imaging system is not equal to unity, i.e., it is not perfect. In this case, it is said that the imaging system "aperture" degrades the signal detectability. As an example of the aperture's role, consider the Gaussian signal degraded by an aperture, e.g., x-ray tube focal spot, with transfer function
where v is the magnitude of v. (The details of the geometrical scaling of this aperture and that of the image receptor to the object plane of interest are ignored here; this is treated by Wagner, 1977b).
. (Wagneretal., 1980) : (D.11) where the contrast C is LlP /P = LlJ..!,X, i.e., the line integral of the attenuation coefficient difference between signal and background, for the low contrast case. Now it can be seen that the role of the aperture in the above SNR, is the same as the role played by the scatter term in SNR sc , i.e., the aperture degrades SNR by coupling signal to additional background noise in the way that the presence of scatter degrades SNR by coupling signal to additional background noise counts. This has been the most elementary example of how the quantity MTF2(v)/W(v) plays a central part in almost all SNRs encountered. This is because it is essentially the inverse of the noise in the data g(r), referred back to the input domain (see, e.g., Equation C.6 and comments following). Four different applications to practical imaging systems will now be considered to show how the combination of imaging measurements contained in this quantity serves as a unique specification of the system hardware at some particular operating level (exposure, time, etc.) of interest.
D.2 Example I. Screen/Film Systems and Photon Detection with Logarithmic Amplification
In the case of a screen/film system, there is a macroscopic transfer function that relates changes in the logarithm of the exposure, Q, to changes in output density, D. The slope of this transfer function is called the photographic gamma ( -y) and is defined by the equation
where 0.434 is lOglO e, and the second equality holds strictly only for low contrast. Notice that this definition of -y is consistent with that given earlier under the discussion of large-area transfer characteristics. This follows since the photographic density, D = -log T, where T is the film transmission. The factor-y therefore represents the contrast gain from input Q to output T. More generally, one must consider the combination of the macroscopic amplification with the microscopic degradation in resolution described by the modulation transfer function MTF(v). This yields the generalization of the macroscopic -y to the microscopic CTF (contrast transfer function) as
This might also be written
(D.14)
In the simple example of Appendix D.1, the NPS for fluctuations of the exposure density Q on an absolute scale was shown, by invoking an integrating window, to be equal to Q. If we again study the fluctuations of contiguous samples taken by an integrating window of area A, but now measured on a relative scale, we need only notice that
The notation LlQ refers to the fluctuations of Q about its mean value. The first equalities are therefore definitions and the remaining equalities follow immediately from Equations D.5 and D.6.
The measured output fluctuations are generally expressed in terms of the power spectrum of the density fluctuations on a film:
If there was a perfect logarithmic recorder of photon fluctuations, then the power spectrum of those fluctuations would be: (0.18) This is simply the result of transferring a variance through a constant multiplier. (It is noteworthy that even if this recorder did not have a perfect MTF, the result would be the same as long as the MTF was strictly a pre-noise-insertion transfer function, e.g., from such effects as x-ray focal spot blurring.) One could then deduce the number of exposure quanta involved in the detection process by measuring W LlD( v) and "I, i.e.,
However, in practice, there are other sources of output noise associated with the degradation in photon statistics by the imaging system including its inability to collect all of the input quanta. For this practical case, we define the number of noise equivalent quanta, NEQ(v), as -yMTF(v) . This is a case of simply following the procedure put forth above of referring the covariance in the data back to the input (cf. Equation C.6). With a logarithmic detector, relative changes in the input are being measured. This means that the mean signal must also be calibrated in relative exposure units, £1Q / Q, as the fluctuations were just treated. For photon imaging systems working in a transmission mode, e.g., planar radiography, this is the customary mode of operation. In the low contrast limit in which the assumption of additive Gaussian noise holds, it is also found that the relative change in transmitted quanta £1Q / Q, due to the inclusion of a lesion material of thickness t within a large phantom of otherwise uniform transmission, is equal to £1 J.l.t , where £1J.l. is the difference in linear attenuation coefficient between the uniform phantom and the included lesion (Wagner, 1977b) .
NEQ(v) is the number of quanta the image is "worth" based on the image performance measurements, "I, MTF(v) and W(v). The image was actually made with Q exposure quanta but it is as if only NEQ of them show up in the image (Dainty and Shaw, 1974) . The ratio NEQ(v)/ Q is referred to as the detective quantum efficiency, DQE, of the imaging system and is, in general, a function of the operating point (exposure level, time, etc.). In Figure D .3, the values of NEQ(v) as a function of spatial frequency for three calcium tungstate systems exposed to a film density of unity are given. These results are also shown in Figure D sure quanta, Q, required to achieve a unit density. This is the DQE(v) spectrum. Notice that if the performance criterion is SNR or signal detection sensitivity (as measured by the NEQ), then the Detail system would be preferred. However, ifthe performance criterion is exposure efficiency-i.e., efficient use ofthe exposure quanta Q-then the crossing of the DQE curves leads to an ambiguity: at low spatial frequencies, the Hi-Plus system would be preferred whereas at high spatial frequencies the Detail system would be preferred.
Typical screen/film systems exposed to unit film density have low-frequency NEQ values in the neighborhood of 4 x 10 4 counts' mm-2 • At lower and higher film densities, or lower and higher exposures, this value falls off due to the disproportionate contribution to the film noise from the film's own granularity near the low-exposure threshold and highexposure saturation points. This is seen in the results shown in Figure D .4 for the Par-speed system. It is generally thought that screen/film systems have a dynamic range of about two orders of magnitude; if the NEQ or the DQE spectra are considered, however, then these systems are seen to have closer to only one order of magnitude of dynamic range.
A number of manufacturers have begun making such information available in the form of threedimensional displays with accompanying contour maps. An example for the case of a mammographic screen-film system is given in Figure D Exposure / mR sented, the corresponding values of NEQ can be obtained by exponentiating log Q, and then multiplying by DQE. For example, the maximum DQE in Figure D .5 corresponds to a value of Q of approximately 10 55 , or 3.2 x 10 5 photons' mm-2 ; a low frequency value for DQE of 22 percent will then yield a value ofNEQ of 0.7 x 10 5 photons' mm-2 for that region of the parameter space.
Note that in arriving at the expression for NEQ(v), the MTF and the noise power spectrum enter independently; no assumption is made concerning a relation between the shape ofthe NPS and the squared MTF; that is, no model is being used here. It is simply a question of implementing the prescription for scaling the noise back to the object or input domain.
The formulation given above for photographic detection systems applies directly to other systems that use logarithmic detection. For purely logarithmic detection (base e), the equivalent gamma is unity and the constant 10glOe does not enter in.
D.3 Example II. Linear Amplification: Image Intensifier Tubes/Nuclear Medicine Gamma Cameras
Consider next the effective noise at the input of a linear shift-invariant system (D.21) where the Win -1 notation was discussed in Section 3.4. This is relevant to the case of image intensifier tubes, nuclear medicine gamma cameras, and similar devices designed to give an output signal that is directly proportional to the input signal. In this case, W..lQ(v) = Q at the input if Q is the average number of quanta per unit area incident on the detector. If the fluctuations were measured with a perfect detector with noise-free amplification, K, the measured power spectrum at the output would be Wn(v) = K2Q (even for the non-unit pre-noise-insertion MTF, as above). However, any practical detector system will produce a spectrum of fluctuations that is worse than this value on an absolute scale. By analogy with the previous section, but now on an absolute scale as opposed to the logarithmic or relative scale, the equivalent number of detected quanta Q' is defined as (D.22) For the perfect system, one would obtain l/Q' = lIQ, (D.23) but, in practice, one would find Q' > Q. In contrast to logarithmic amplification, where more photons produce less noise, now it is found that more photons give more noise, so the more noise, the more equivalent photons. That is, one is working on an absolute scale rather than the relative scale which arose from the log amplification.
To elaborate slightly, in any practical system there is more noise (especially in the case of an image intensifier or an intensifier/video system) than the Poisson noise of the photons and thus the value ofW n will increase. If one attempts to interpret the noise in terms of photons, one will get the impression that the number of photons has increased, which might mislead one to conclude that the system looks better. Therefore, some measure of normalization must be used. Once again that privileged normalization is in terms of the perfect detector for which K2MTF2 = K2 an~Jor which the noise power spectrum is equal to K2 Q at all frequencies. Then the DQE would be
for the logarithmic detection, or screen-film, case. One therefore would wish to measure the input exposure quanta, Q, the MTF and the NPS, Wn(v), and present these results separately. For the purposes of determining the system efficiency, the DQE ratio is presented. For purposes of calculating the noise equivalent quantity that is used in the signal detection integrals, the DQE must be divided by the actual exposure quanta used, and the result of Equation D.22 will be recovered.
DA Example III. Magnetic Resonance Imaging/Fourier Domain Data Acquisition
In MRI, the data is acquired in the Fourier domain, and images are then produced by a 2D Fourier transform of this data. This transformation is simply the two-dimensional extension of the one-dimensional version used earlier. Because of the orthogonality properties of the Fourier transform, a very elementary form results for the NPS and, hence, for SNR,2 as shown below.
Thermal noise is the dominant source of noise in magnetic resonance imaging. It is generated in the effective resistance, R e , of the patient and the receiving coil moult and Lauterbur, 1979) . The noise variance for each (voltage) measurement is 4kTRe'1ft where k is Boltzmann's constant, T is the absolute temperature and .1ft is the bandwidth of the receiver. 57
In addition, the front-end amplification will degrade this by its noise figure, Fa, to (4kTR e J1ft)Fa. For imaging in 2D, a 2D distribution of net magnetic moment p(x, y) will be considered. The object of the MRI system is to determine the distribution of spins or spin density in the spatial domain from a set of measurements in the temporal-frequency / pseudotemporal-frequency (phase encoded) domain, which is easily converted to the spatial-frequency domain p(vx,v y ), from a knowledge of the spatial-encoding gradients. Since the noise variance is given per measurement, it is convenient to use a discrete Fourier transform representation:
Since the thermal noise is white, or uncorrelated, one can write for the covariance of the measurements where the a-functions on the right-hand side are to be interpreted as Kronecker delta functions.
The covariance in the image can be derived from this using the Fourier transform relations, Equations D.26 and D.27, and noticing that the spatial frequency cell has dimensions J1v x = l/X, J1v y = l/Y when the region scanned has dimensions X and Y. If there is no smoothing of the image, the image noise will also be uncorrelated, and it is straightforward to show that the power spectrum in the image domain is (Wagner and Brown, 1985) (D.29) independent of spatial frequency. If there is smoothing of the image, then the power spectrum is simply modified as described in Section 3.2.3.1 if the smoothing function is known.
The SNR for an imaging task with difference spectrum J1fcv) can now be found: (D.30) It can now be shown how this expression can be used to find the SNRr when the signal is an elevated pill-box of spins, as in the nuclear medicine example. Assume a flat background of spins which generates a two-dimensional signal of V volts per unit area. Against that background stands a pill-box signal which generates V + J1V volts per unit area over an area A = -rrr2. We may take the MTF to be equal to unity for this example (and in fact in most MRI clinical practice the resolution limitations come from finite sampling effects). In the same way as for the SNR2 for the pill-box lesion in the nuclear medicine example above, it is found that
In general one does not know the absolute efficiency of the coupling of spins to a voltage signal in the receiving coil. Therefore, in addition to the neglect of the effect of relaxation times on the signal strength in this analysis, there is also the neglect of an overall efficiency factor that, in principle, could be calibrated.
In practice, there will be more noise than the limiting value of the thermal noise used above. It will be necessary to measure the true noise power spectrum and use it in place of the quantity 4kTReJ1ftFa.
(In practice, this may be more difficult than it might seem because of the lack of reproducibility in phaseencode errors and the presence of additional artifacts.) One may then proceed by analogy with the photon imaging procedures given above: the measurement bandwidth is generally known; from the noise power spectrum measurement, and knowledge of this bandwidth, one may deduce an equivalent temperature-resistance product, TR e , if the noise figure Fa is known, or an equivalent product TReF a if it is not known. These results may be used to calculate the detective quantum efficiency if values of the temperature and resistance under ideal conditions can be identified. Until this point is reached, it is of interest to compare the noise of various systems on a relative scale (percent).
The SNR2 given here for MRI describes the performance for one complete set of phase encodes. Generally, images are acquired and averaged over several such sets. The number of sets is referred to as the number of excitations, Nex' and should be included as a multiplicative factor in Equation D.31. In addition, discrete effects such as the number and spacing of phase encodes and spacing of samples within each phase encoded data trace will need to be included to adapt the continuous treatment given here to the discrete case.
The NMR signal, of course, does not just depend on the density of spins in the sample. MRI achieves its great soft tissue discriminating power due to the weighting of the spin densities by the natural relaxation times and the measurement times involved in data acquisition. Magnetic resonance imaging con-trast has been reviewed in detail by Edelstein et al. (1983) . In practice, the signal contrast must be measured using a phantom with known and stable parameters. Finally, the absolute signal strength in volts and its scaling to machine or image numbers must be determined by calibration measurements if the SNR is desired on an absolute scale.
When the SNR2 is calculated at the pixel level, a peculiar property of MRI SNR2 emerges: it depends on the square of the pixel area. In photon projection imaging, this dependence was found to be according to the first power of the pixel area, leading to the possibility of integrating pixels to exactly recover SNR from finely sampled pixels (ignoring system aperture limitations). In MR!, this quadratic dependence on pixel area leads to irretrievable SNR loss when the pixel size is reduced (Edelstein et al., 1986) .
In the same light, it should be pointed out that the expression for the SNR2 shows a handicap of NMRzoom where the entire bandwidth 11ft is spread over only a limited region of the format XY, thereby reducing the numerator in Equation D.31.
D.5 Example IV. Images Reconstructed from Projections -Computed Tomography and Positron Emission Tomography
Central to an understanding of CT is a fundamental theorem oftwo-dimensional Fourier analysis called the central-slice theorem. An heuristic derivation of this theorem with its simple interpretation will be given. First, consider two-dimensional MRI where the data are acquired in two dimensions in a domain that is essentially the spatial frequency domain of the required image. The data acquisition is such that this two-dimensional frequency space is sampled on a uniformly spaced two-dimensional Cartesian grid or Views lattice. In CT, however, the two-dimensional frequency domain is essentially sampled on a twodimensional polar grid (see Figure D.6a) . To see this, assume that the first view in a CT system is made up of line integrals along transverse rays through the head of the patient (Figure D.6b ). When the onedimensional Fourier transformation of the lineintegral data is taken, it yields a slice of the twodimensional Fourier transformation of the image of the head. In the direction along the rays, the zerofrequency or DC component automatically results since the line integral is essentially the average or sum of the attenuation along the path. This onedimensional Fourier transformation is therefore a slice, or spoke, of the two-dimensional transformation that runs through the center of spatial-frequency space. It characterizes the appropriate range of onedimensional spatial frequencies along the spoke, and zero spatial-frequency orthogonal to the spoke. When the next view is taken, the argument just given is repeated, but with the coordinate system rotated by the angular shift between views. In this way, CT essentially builds up a 2D sampling of frequency space on a polar grid as in the figure. Even though the acquired data is usually not Fourier transformed, these statements are rigorous with respect to the effective sampling in the Fourier domain. One can see, then, that frequency space is sampled most densely at the origin and the sampling falls off like a radial pattern of spokes, that is, with a 1/ lJ fall-off. Here, lJ is the magnitude of the spatial frequency in the radial direction. The "filter" in filtered backprojection is therefore designed to effectively compensate for this deficiency in sampling at higher frequencies. In the frequency domain it is referred to as a ramp or lJ filter.
The problem of signal detection theory in CT and other imaging modalities using two-dimensional reconstruction from projections can be addressed at two levels. First, one may consider exclusively the actual detected projection data, since that is all the ideal observer would need to work with. On the other hand, the investigator studying the assessment of images will need to analyze the reconstructed image data since that is presented for analysis. The development for both approaches will be carried out and the connection between them noted. First, consider x-ray CT where the attenuation coefficient of the phantom or body is the quantity of interest. Since the attenuation is exponential, the first stage of CT detection is logarithmic, with log to the base e. The power spectrum of detected signals is derived as in the screen/film case, but in this case all of the normalization factors reduce to unity. That is, the power spectrum for one view in CT is 1/ Q, where Q is the (linear) density of detected counts along the periphery of the phantom or body, in one view. For m views (over 180°), the power spectrum of detected counts is scaled by the factor F 1 = m/ TrV, i.e., there are 2m rays uniformly distributed over an annulus of length 2TrV at any radius, v, in frequency space (see Figure D.6b) . Now, however, if the power spectrum as measured in the reconstructed image is needed, the CT reconstruction algorithm must be considered. As discussed above, the standard image reconstruction algorithm in CT has the shape of a ramp in frequency space; and the detected noise power spectrum will be scaled proportionally to the absolute square of a ramp, namely ,)2. With the correct normalization required for quantitative reconstructions, this becomes the factor (Trv/m)2 = I/Fi. These results are summarized in Table D .l. For the reconstructed image there is an additional factor, called MTF;lg, which is the square of the transfer function that characterizes the smooth roll-off of the reconstruction algorithm at high fre-quenCIes.
Just as the CT case is analogous to the screen/film case or logarithmic amplification example, the application to PET is analogous to the nuclear medicine or linear amplification example given above. The power spectrum is linearly proportional to the mean density of detected counts along the periphery of the object, Q. However, we must relate this to the mean twodimensional density of activity in the object or phan- Assuming no attenuation in the phantom, perfect collimation and detection, we find Q = pD. This may be scaled for attenuation if desired. The effects of multiple views, and of the reconstruction algorithm, are handled exactly as in the CT case and the results are presented in Table D .l. In a practical measurement on a real imaging system, not all of the radiation incident on the detectors will contribute to the image, and there may be additional noise from the detection stage. It is for this reason that the DQE was defined, in Section D.2, in terms of the ratio of the image's worth, NEQ, to the actual mean number of radiation quanta, Q, incident upon the detectors. In CT, a simple graphical construction technique using the image measurements of MTF and W yields the DQE or actual NEQ that replaces the value of Q in the table for any practical CT system (Wagner et al., 1979) . In the process, the blurring effects of the system hardware, in particular the pre-noise-insertion focal spot and detector aperture, referred to as MTF na or the nonalgorithmic MTF, can be separated from the postnoise-insertion blurring due to the software, namely MTF alg .
The construction is based on the fact that the 
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Frequency v / cm-1 8.0 Fig. D. 7 . Construction for obtaining the aperture or nonalgorithmic MTF2 for a second generation CT scanner. The total system MTF2, weighted for two dimensions by multiplying it by v, is shown by curve -"'-'. This is then divided by the normalized noise power spectrum, curve -, to give the non-algorithmic MTF2 curve ----. The ordinate has units of spatial frequency except for the aperture MTF2, which is dimensionless (from Wagner et al., 1979) . measured system MTF, namely MTF tob contains the product of MTF na and MTF a1g; the measured noise, however, contains only the effect of the software blurring, MTF a1g. Also, to be commensurate with two-dimensional image noise, the one-dimensional MTF2 tot -a one-dimensional quantity -must be multiplied by a factor v to have the correct twodimensional frequency space weighting.
The construction is shown in Figure D .7. By dividing the noise power spectrum into the properly weighted total system MTF2, the MTF2 of the hardware results. The hardware MTF is simply the frequency space representation of the blur function in the original projections. Only this blurring is fundamental: it determines the region over which signal counts are dispersed among background counts, with the concomitant increase in noise and decrease in the SNR discussed above for conventional radiography. The size of this region ranged from 1 to 2 mm for the first and second generation head scanners. This is called the "terminal blur" since its effect on the SNR cannot be removed by image processing, although this has been attempted periodically.
When this construction and division are carried out on an absolute scale, they yield the NEQ spectrum for CT that is totally analogous to the NEQ spectrum for conventional radiography discussed above. This NEQ contains contributions from all m views and is comparable to m Q in the table. The absolute scale for the ordinate of the second generation system is given on Figure D .7 as 1 == 1.8 X 10 8 cm-1 along the projections. [NEQ for CT is given as a linear density because CT averages over the cut (axial) direction; since the latter is usually about 1 cm, the aereal density is about the same.] In Figure D .8, the NEQ spectrum for the first generation CT system is given; the absolute scale for the ordinate here is 1.4 x 10 8 cm -1. It can be seen, therefore, that the second generation represented both an increase in NEQ level and an increase in NEQ bandwidth -both achieved without an increase in dose. Finally, it should be pointed out that these CT scans (head mode) were made with a total of almost 10 10 effective detected counts. It is this great number that allows CT to make the subtle gray matter / white matter distinction in images of the brain.
The absolute scale in the analysis just given is achieved by noting that the total noise variance is in units of (CT number)2, and equating the difference in CT number between air and water to approximately 0.19 cm-1 , the total attenuation coefficient of water at the beam quality used in these systems. The analysis then gives NEQ in units of cm -1.
The DQE of CT can be determined in a manner similar to that for conventional images. In Wagner et al. (1979) it was found that the large-area or lowfrequency NEQ represented approximately 65 percent of the exposure quanta for the EMI Mark I first generation CT, i.e., the low frequency DQE = 0.65; or the large-area information in the image represented 65 percent of the information incident on the detectors. This was remarkable in the face of promises from some members of the mathematical community working on CT algorithms that they could reduce CT dose by an order of magnitude. In fact, at that time it was possible through improvements in hardware to reduce CT dose further since the beam collimation was poor. In the second generation system, only about one-third of the downstream beam was intercepted by the detectors. The dose efficiency of second generation CT was, therefore, estimated to be approximately 0.65 x 0.33 = 0.22. An independent estimate by Hanson (1979b; 1981) placed the efficiency between 0.12 and 0.17. Since that time, low dose collimation has been introduced, and, in principle, it has become possible to carry out CT at better than 50 percent total dose efficiency.
Examples will now be given comparing PET and time-of-flight PET (TOFPET) by calculating the lesion SNR in the acquired data or projections. Consider the problem of detecting a lesion with a 2D Gaussian profile (mean square length in any single dimension equal to 02) against a uniform background in a slice or tomogram that would result from imaging annihilation events in positron emission tomography. Circular symmetry will be assumed and photon attenuation and detection inefficiencies (including MTF degradation) neglected. The uniform background level is written in the spatial domain as f(x, Y) = p, and the Gaussian lesion with peak amplitude Llp is written as M(x, y) =Llp exp (-(x 2 + y2)/2cr). (D.33) In the frequency domain this is just (D.34) where "a" represents the area 47Ttr
A projection of the lesion onto the x-axis in the spatial domain is equivalent to setting Vy = 0 in the Fourier domain, giving (D.35) This is a simple application of the projection-slice theorem given above. The subscript in Equation D.35 has been omitted since Lif may be taken as any radial component for the case of circular symmetry. If m views are taken and superimposed the spectrum becomes (D.36)
The SNR2 for the ideal observer given the task of lesion detection specified above can now be calculated directly as { a}z pm SNR~ET = C2"2 Da 1 / Z ' (D.37) where C = Lip/p.
A similar expression would be obtained for x-ray CT if the analogy is made between the spatial density of the annihilation events and the spatial distribution of the attenuation coefficient. Notice that we have not required the use of a reconstruction algorithm to obtain this result. This would color the noise and the ideal observer would only undo this, essentially using the data in the original projections. The above result may also be obtained by using the filtered-backprojection algorithm to obtain the object and noise as imaged by such a procedure.
The previous example was one in which there was total uncertainty in the position of the annihilation event along the path of the line integral. Now consider the other limiting case for tomography, namely TOFPET imaging, in which the coincidence detection process has temporal resolution great enough to determine the position or range of the annihilation event. The SNRz per view is then simply In the limit of a 1 / 2 ~ D, a lesion the size of the format, this gives unity, or no gain from TOF information, which is obvious. In the other limit, a ~ 0, the penalty for imaging via line integrals can be quite appreciable.
The inverse of the factor allz/D is the number of times the lesion can be laid across the object being imaged (see Figure D .9 where d z al/ Z ). This is an effective noise multiplier -while signal is being collected from the lesion, noise is being collected from the entire strip integration. This factor is referred to as the linear noise-multiplex factor. This multiplexing, rather than any inefficiencies in the algorithm, is the reason for the high exposures required to carry out computed tomography.
