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Abstract. The robotic manipulator is considered in terms of a” open kinetic chain 
with n-degrees of freedom, with nonlinear and nonlinearizable characteristics and 
couplings, and with uncertain but bounded values of system parameters. The chain 
is powered by n-actuators and effected by a pay-load which is unknown but within a 
know” band. 
The objective is to reach for a moving target and avoid moving obstacle. It is 
specified in terms of a dynamic model to be followed. The well know” linear model- 
reference adaptive control technique is extended to the nonlinear case at hand and 
used to stabilize the manipulator about the model, at the same time on-line 
identifying the uncertain parameters and the payload. The method is siqilar to 
the self-tuning control which is used in manufacturing when high speed must be 
combined with high accuracy and not-too-high requirements on sensors (reducing the 
number of transducers and reading time) as well as broadening the functional 
abilities of the actuators. 
The identification uses nonlinear identifier (predictor) system which also stabilizes 
the resultant response of the manipulator and itself about the desired dynamic model. 
Algorithms for the adaptive laws in both control and identification are provided. 
Numerical simulation illustrates the results. 
Key Words: Adaptive control, adaptive identification, Liapunov Direct Method, 
robotic manipulators. 
INTRODUCTION 
The present research into control of robotic manipulators 
follows two avenues : specified puth traoking, cf. Hsnafi- 
Wright-Hewit (1984)) Corless-Leitmann-Ryan (1984) and 
dynamic model fottowing, mainly by use of the Model Refer- 
ence Adaptive Control (MBAC) techniques, cf. Dubovsky- 
DesForges (1979), Staten (1983). Tomizuka-Horowitz (1983). 
The latter approach seems to be particularly suitable for 
the present requirements of high speed and high accuracy 
of work to be done by the manipulators on the modern 
assembly line, cf. Hewit-Burdess (1981). There are how- 
ever some difficulties. The manipulator is a strongly 
non-linear and multiply coupled mechanical system, often 
with several equilibria. Since the classical MRAC 
technique does not accornnodate nonlinearity, a nonlinear 
extension of MRAC is needed. On the other hand, for 
technical reasons, the reference model should be made as 
simple as possible. This may be done by assuming the 
model linear and killing the manipulator nonlinearity by 
a powerful controller, cf. Balestrino-DeMaria-Sciavicco 
(1983). The disadvantage of such method is that a linear 
model with its single equilibrium may be incompatible 
with the multi-equilibria manipulator to the extent of 
rendering the tracking ineffective. Further, the use of 
too powerful controller is obviously penalizing. in 
various terms, beginning with economic. Both these short- 
comings are avoided when using the representation of an 
arbitrary nonlinear model and manipulator as a joint 
system in the Cartesian product of the corresponding state 
spaces, and making the product-response convergent to a 
diagonal set in such a product, which by definition 
contains all the equilibria of both model and manipulator, 
cf. Skowronski (1984a), (1985). 
It is again the requirement of the modern technology that 
the controller must be robust against a lot of uncertain- 
ties in gravity. damping forces, external pay-load, and 
so on. When the stochastic approach is not feasible, like 
when probability assumptions cannot be made, there is not 
enough sampling data, etc. One may use the penalizing 
worst case control (game against nature) which kills the 
uncertainty. Still better, one may attempt to identify 
the uncertain parameters on-line. The latter is best 
obtained by using the model reference adaptive identifi- 
cation (a dual to MRAC). cf. Landau (1979). which however 
must be again adapted to the nonlinear case, cf. 
Skowronski (1984a). in order to a~olv to our manioulator. 
In this paper we &I1 propose co&;io”s and al&ithms 
for both, control programs and adaptive laws, in the 
combined task of adaptive mode? following and adaptfve 
parameter Identification for arbitrarily nonlinear. 
coupled, multi-equilibria manipulator. employing the non- 
linear KRAC and identification. Ihe above is done for 
the manipulator considered to be a machine, not a 
mechanism, i.e. allowing elastic characteristics and 
structural damping in links as well as Coulomb damping 
in joints, which agrees with the industrial demands of 
high speed under heavy dynamical loads. 
PROBLEM STATPlENT 
We let the manipulator be considered in terms of an open 
chain of (n-1) structural links with ” joints either 
rotational or prismatic. Both links and joints have non- 
linear characteristics (springs, damping) and the machine 
is subject to gravity and pay-load, as well as environ- 
mental disturbances. The motion is described by the 
configuration vector cq,....,q”)T - q of generalised dis- 
placements (: joint coordinates) and its derivative 4, 
both in a known. bounded working region A of the state 
space lRN, N - 2”. The region is assumed know” and 
expressed in terms of stop-bounds upon q. (I obtained by 
transformation from the Cartesian “world” coordinates of 
the manipulator, 
With suitable assumption on kinetic energy. the inertia 
matrix has a” inverse and the Lagranrre equations lead to 
the system 
2 + O(q.4.X.w) + i’I(q,w) - F(q.il,w.t) + u (1) 
where 0 = (@ , , . . . ,@,)T represents the internal non- 
raotentiaI forces: Coulomb or viscous damoina in loints. 
&uctural dampinR in links, Ryrosco ic, Coriolis-and 
centrifugal forces; n - (lll,...,ll,,~ represents external 
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disturbances from environment. The vector parameter 
X(t) - (x,(t) ,..., X”(t))T E A CRN, N - 2”. represents 
the a&justabZe panmeters of the manipulator ranging in 
the bounded set of constraints A. The “ectdr 
w - fw ,....,wn)T- const E W CRY is the unknown uncer- 
talnty-parameter in the know” bounded noise band W. 
Finally, u(t) - (u,(t)....,u”(t))T E u CR” is a con&l 
vect”r of act”at”r torques at each joint. selected at any 
time t from within a known bounded and closed set U of 
admissible control values by a designed feedback program 
u(t) - p(x(t).X(t)), t z to. 
The relation of the internal non-potential forces 
Q(q.4,X.w) and the external disturbances F(q.4,w.t) to 
veloctty 4 is such that they are ineffective when the 
velocity vanishes: 
~i(q,o.x.w) I 0. 
Fi(q,O.w.t) Z 0, 
Moreover, we let the internal 
energy-dissipative or neutral 
positive power: 
- Qcq,q.x,w)d > 0. 
I - l,....n (2) 
i - l,...,n (3) 
non-potential forces have 
character i.e. have non- 
4#0 (4) 
while the external disturbance power is bounded, i.e. 
there is a positive constant W such that 
lF(q.4,w.t)4 t 5 M 
for all w E w, t > to. 
(5) 
We obtain the state version of (1) introducing the vector 
x(t) h (q(t).4(t))T E A CRN and aggregating f(x.t,w,X) 1 
(t,-Q-ll+F)T, B - (o,u)T. Then (1) becomes 
d - f(x.t,w,X) + G. (6) 
Some of the state variables ql.....q”,?,,,...,~” may be 
measured, and thus will be assumed to form n k.dimens onal, 
4 k S 2n, subvector of x, denoted y - (y,(t)....,yk(t)) C 
Rk and called output or read-out. 
We let the functions Qi, I$, Fi, p be such that, should w 
be specified, they secure unique solution curve t” (1) or 
(6): x(t) - k(x” ,t,,t), t L to through each x0-x(t,)EA, 
to-initial instant E R. However. w Is not known, except 
for its band W, and each value of w substituted into (6) 
produces different solution curve from the same x“,to. 
Hence x(t) is uncertain within the accuracy to,the class 
of such solutions. To identify w and x(t) we use the 
model reference adaptive identification technique 
explained in the next section. 
We let the reference model to be followed have the 
general shape of 
a, + Q,(qm,4m,x,) + G(q,) - urn (7) 
with qm. &,, the joint-variable vectors; Qrn, II,,, m-vectors 
of the same meaning as in (1); &, - (a,.....&)’ - 
c”“st E A, given model-parameters and %(t) E U CR”, 
give” control “ector that secures a desired behavior of 
the model: optimal with some cost, controllability to a 
target, avoidance of obstacles, . . . etc. To focus 
attention on some property, we shall assume that I+,, is 
chosen such as t” make (7) stable, with positive damping 
Qmic\,$&Jgi 2 0, i - l....,n (8) 
;~;e~ll q”&.~,. Calculate now the total energy of the 
H,Cq&.J - 4 ; eoi2 + 1 Iy$i’.)dq,,,i. (9) 
i qmi 
and the power of the nonconservative forces 
&(%ht)*g(t)) - cum - Qmm(gm.~m.Xm)14m. (10) 
In view of (8), and choosing u,(t) - - Q> we have 
k(\,(t),q,(t)) 5 0. (lO)l 
which means dissipation of energy and yields stability, 
cf. Skowronski (1984b). 
Now, introducing the vectors h,(t) 4 (q,(t),&,,(t))T and 
frill = (4,.-Q - 
m? 
), s,(t) = (O,u,,,) we may write (7) in the 
general state arm 
ir 
m 
= fm(xm,tJm) + Gm (11) 
I” case studies it is appreciated, cf. Dubosky-I&Forbes 
(1979), if (7) is as simple as possible, perhaps linear, 
for computational reasons, but it mu.st be compatible with 
(1) in the state space (equilibria, . . . etc.), cf. 
Skowronski (1985). 
Our objective is to design the control program u - p(x,h) 
and an adaptive law 
x - f,(X.X,) 
such that, with the identified w, x(t), we have 
(12) 
B(t) P X(t) - hm + 0. x(t) + x,(t), t + = . (13) 
E(RAC TECHNIQUE 
The MT#xC technique is not widely know”, so a” a-priori 
briefing seems useful. For the sake of state and 
parameter identification (prediction), the technique 
assumes the state and parameters as if know” and then 
proceeds to design a” auxiliary system called predictor 
(identifier) whose states and parameters tend to those 
of the plant asymptotically, so that after a sufficient- 
ly large time the know” predictor states and parameters 
approximate those of the plant. 
First we consider the classical technique with plant and 
predictor being linear. Let the plant be described by 
j, = Ax + Bu, y - cx (14) 
where A, B are NxN matrices of unknown co”sta”t coeffi- 
cients, y is the k-dimensional output vector, C is a 
know” N X k matrix. The predictor is designed as 
t = TAP(t)-KClz + Ky + Bp(t)u (15) 
with %(t), BP(t) adjustable-coefficient matrices of the 
same dimensions as A, B, and K is an Nxk matXix to be 
designsd. 
Be(t) 
Denoting e(t) b z(t) -x(t), A,(t) = Ap(t)-A, 
obtain 
= BP(t) -B, and subtracting (14) from (15) we 
the Errol equatia , 
b = CAP(t)-KC)e + Aex + Beu . (16) 
We then require e(t) -c 0 as t + m for the state, and 
A,(t) - 0, Be(t) -. 0 as t -L m for the parameter identifi- 
cation. As well know”, this may be achieved via some 
Liapunov function V(e,Ae,Be) which is positive definite 
about the (single) equilibrium of the system and possesses 
negative definite time derivative along solutions of (16). 
we let 
V = eTPe + ; i (a;ij+b:i,), i,j = l,..., n, (17) 
i j 
where P = (p..) is a positive definite matrix. Calala- 
ting the der 8 ative we have 
t(t) = eT(A;P+PAm)e + xTAeT(P+PT)e 
+ uTBeT(P+PT)e + 2 1 T: (aei,“ei, +beijiei,) . 
ij 
The first term is negative definite by the knovn Liapunov 
Matrix Equation, the other terms reduce to zero by the 
following adaptive laws: 
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i eij = -‘sx, E (Pio+Poi)e 1 
1; 
eij 
= -4”. , ?:‘Pio+poi’e . 
(18) 
In the nonlinear case of (6). the predictor (15) has to 
be nonlinear in order to be consistent with state-space 
pattern of (6) in particular the equilibria. Generally 
we let the predictor be of the forts 
i = fp(z,t,u,wp,yl (191 
where z(t) E A are vectors given by solutions to (19) for 
specified N-vector functions fp, and w,(t) E W ‘=I(” is the 
vector of adjustable predicting parameters to trace w. 
Adjusting wp(t) on-line requires design of an adequate 
law which we introduce, for the time being, In the general 
form 
0 
P 
= g(x,z,u). (20) 
Subtracting (6) from (19) leads to nowhere in the sense 
of forming the error equation of the type (16). Instead, 
given the output specified by a known function y = c(x), 
we consider the product system of (61, (19). (20), cf. 
Skowronski (1984a). Definin 
Z(t) b (x(t),s(t),a(t))T E A F 
the vector 
A2 
” W, where a(t) 4 w,(t) -“, 
_ A k A, and the “diagonal” M, & {ZEA2 k W 1 x-s, a-0) 
we want 
Z(t) + M,, ast+m (21) 
or asymptotic stability of M, in AskW, which after suit- 
ably large time interval makes wp(t) close enough to w to 
be read-out ss the latter, at the same time producing 
s(t) suitably close to x(t) in order to produce the same 
effect. Such asymptotic stability occurs, cf. LaSalle- 
Lefschets (1962). if 
(A) the set A2 xW is positively invariant: 
Z" - Z(t,) c A2 xW implies Z(Z’.to.t) c As xW, tr to: 
(B) the diagonal M is an attractor from A* XW: 
Z”cA2 XW implies Z(Z”.to,t) + Mr. t-c-. 
Conditions 1. The set AZ x W is positively invariant if 
there is a feedback controller p(Z) and a Cl-function 
V,(Z) both defined on AsxW, such that 
(11 V,(Z) 5 V(C), r, E a(82 XV) 
(ii) irs(Z(t)) < 0. 
The proof follows from the contradiction between (i) and 
(ii) that occurs upon the joint solution Z(Z’,to,t) 
crossing the boundary a(A2 XW). 
Conditions 2. The set MI is an attractor from A*kW if 
there is a feedback controller p(Z) and a Cl-function 
V,(Z) both defined on A2 x W such that 
(iii) VP(Z) = 0. Z E M, 
(iv) VP(Z) > 0, z $ H, 
(v) i’p(Z(tl) < 0, Z $ M. 
The proof follows from that given in L&Salle-Lefschets 
(1962). 
The identification (21) is attained when conditions 1, 2 
are satisfied. 
The MPAC technique for model following is the same as for 
identification, but with roles of the plant and model 
reversed. A desired reference model (111 is given with 
specffied parameters X, and the plant (61 with adjustable 
h(t) is to follow it, in such way as to achieve (131. 
We consider the product system (6) 
4 
(11). (12). and form 
the vector X(t) = (x(tl,z(t),B(t)l EAsxA . Then we 
define the diagonal t4> - tX=As kh ( x-x,,,, 8-01 and attempt 
to show the asymptotic stability of M which secures (13). 
In order to do this we prove that A’ k A is positively 
invariant and that M, is an attractor. These properties 
are implied by Conditions 1, 2 adjusted to the system 
f(6), (11). (12)). 
APPLICATION TO MANIPULATOR 
We return no” to (1) and the reference model (7) with the 
objective (13) subject to the identification (21). The 
corresponding block scheme for the joint identification 
and model following is shown in the Fig. 1 adapted from 
Landau (1979). 
We let the manipulator output vector y(t) be given in 
terms of the measured velocities q,(t).....&,(t1. and 
specify the predictor (191 in the form 
i i - yi 
i *+i - -@ Pi (z,,...,z “.Y1..... Y”.WP) _Hi(Z ,“..., sn.wpl 
4-s 
Pi 
(z,wp,t) t ui* 1 - l,...,n (221 
with the total energy 
=i 
HP(s) -b ; z:+i + I: 1 Hi(s)dsi, (23) 
1 0 
=i 
and the power of the non-conservative forces 
Hp(s(t)) - ; :Fpi +ui - apilsn+i. (241 
We may no” consider the system ~(11),(7),(12).(22).(2~)}. 
Our problem stands as follows: given the working region 
A and the parameter bands W, A as well as the control 
band U; given the structure’of the manipulator with @i, 
Hi. Fi adjustable through X(t) and given the reference 
model (7). we “ant to design the predictor (221, the 
adaptive laws (20). (12)) as well as the control program 
p(X,Z) so that (211, (13) hold. Owing to the Liapunov 
formalism (conditions 1. 2) we do not have to solve the 
product system of (11, (7), (12). (22). (20). It suffices 
to show that the following two properties hold: 
(A’) The set A* kWkA is positively invariant: 
Z”EA2xW and X”EALkh imply (Z(t),X(t)) E A’xWxA, 
t > to; 
(B’) Z(t) -t MI, X(t) + Ms es t + =‘. 
To do so, we use Conditions 1 adjusted to the joint study 
of (A’), and we use Conditions 2 twice to show success- 
ively the two convergences in (B’). We set up 
Vs(X,Z) = H,(x) +Hm(xm) +Hpfs) +a.a+b.B, (25) 
VP,(Z) = /HP(Z) -HP(X) I +a.a, (26) 
VP2 w = IHm(x) -Hs,‘xs, 1 +b.B, (27) 
where a- (sign a,,...,siSn u,)~, b- (sign g,,...,sign 6,1T 
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and H”,(x), HP(x) mea” the total energy of (7), (22) res- 
pectively, taken along the solutions of (1). By the 
character of the enerev functions (25) satisfies (i). 
.I, 
Obviously (26). (27) each satisfy (iii), (iv). We have 
to show that (26) satisfies (ii), and (26), (27) each 
satisfy (VI. To do so, first we calculate _- 
Gs(x(t),z(t,, = fim(x(t)) +k(xm(t)) +ip(z(t)) +aa +G. 
(28) 
Then we require 
timea)) = ml,(x) . rf(x,t,X,wp)+i! < 0 (29) 
or substituting (1). 
1 CFi(q,4.wp,t) +ui -@,(q,4,X,“p)!4i 
i + iu!Jq) - II,(q ,wp) 34, < 0 
i = l,...,n 
(30) 
for wp + w, t + m, ii # 0. 
By (4), the above holds if we choose the control program 
ui = -Fi(q.&“p,t), 4, f 0, i = I....,“, (31) 
subject to the gravity-spring compensaticm condition 
rim(q)))) 5 n(q.wpx!. (32) 
meaning that for sufficiently large t the power of poten- 
tial forces of the manipulator must majorize such power 
of the model. Note here, that the band U for (31) is 
specified by (5): lu.41 < M. As $,l,cqm,r, is given. 
suitable choice of masses and/or springs in designing the 
manipulator may secure (32). Observe also that (32) holds 
if the following matching conditions are satisfied 
lImi(S) - l$(q.wp) = 0, i = I,..., n (33) 
whit:, yields the msnipulstor 2nd model csmpatibble, as by 
(2). (3). The above conditions imply the same equilibria 
for (1) and (7). Observe that If the RrSVity-Spring 
compensation is not used (as may happen when the number 
and/or positions of the equilibria do not coiscide). we 
may apply a more costly controller cdnpensation b choos- 
ing the control program 
I 
? = -Fi(4,wp,t) - I[mi(q) + ni(q), (34) 
which must force the system to go over the energy thres- 
holds (unstable equilibria) concerned, cf. Skowronski 
(1984b). Then also the assumption (3) must be declined 
as the control force has to act at equilibria. ' 
Now let us consider (24) with (31) substituted. By 
suitable choice of Fpi, Qpi in (22) we may obtain 
kp(z(t)) = l(F .-0 -F )z 
i p,. pi i n+i 
< 0, z”+~ # 0; (35) 
tip&(t)) = I(F -0 -F ,r, < 0, 
i pi pi i i qi f 0. 
(36) 
Then, we specify the adaptive laws (20). (12) as 
ti 
Pi 
= bi = & ri(=(t))ii (37) 
1 
i. 
1 
= ii, = & r&m(t))Ii (38) 
i 
where r-1, means i-th component, i - l,...,N. implying 
a.& = ip(=(c)). b.i - k(xm(t)). (39) 
Then by (10)’ and (35) .together with (39), (29). and in 
view of (2B), we have V,(t) S 0, which satisfies condition 
(ii). Note that the right hand sides of (37). (38) may 
be calculated from (24), (10). 
We turn now to showing that (26). (27) each satisfy 
condition (v) . Define the following sets 
HP(Z) -HP(X) >o. a-01, \ 
HP(Z) -H*(x) co, a-01, 
(40) 
H,(x) -Hm(xm) > 0, 6 = 0). 
H,(X) -Hm’xm’ < 0, E - 01 , 
corresponding to the “above” and “below” the diagonal con- 
cerned, and observe that H 
- 0 only on M, , HZ respect vely. P 
(2) -HP(x) 
We t;,:‘c?%,d;H$? 
HP@) -HP@) t 0 implies Hp(z(t)) -Hp(x(t)) 8 0, t 2 to, 
respectively and also that l&,(x”) -H,,,(x$) 3 0 implies 
%(x(t)) -Hm(xm[m(0) : 0, t 5 t,, respectively. Hence, 
Choosing suitable z”, G implyine. 2 E R X E Am, respect- 
ively, we have from (26). (27): P’ 
tpl (Z(t)) = ip(x(t)) -Hp(z(t)) <-a.; , (41) 
Gp*(X(t)) = ?imfx(t)) -k(xm(t)) +b.i. (42) 
Substituting (39), V,,(Z(t)) = H (x(t)), Vpz(X(t)) = 
%(x(t)). Hence by (36) and (29p, respectively: 
VP,(t) < 0, i,,(t) < 0 satisfying condition (v), which 
completes our investigation. 
Therefore, for sufficiently large t we have the vector w 
identified by the solutions w (t) of (37) and the states 
(q(t),;(t)) identified by thePsolutio”s z(t) of (22). 
while at the same time the solutions 1(t) of (38) con- 
verge to A,,, generating the tracking (q(t),d(t)) + 
(q,(t) ,4,(t)), which has been OUT objective postulated in 
section 2. 
MODULAR B-UNIT 
To make this example more instructive we ignore the 
identification, assuming no noise. 
Our n-joint manioulator is best represented in terms of a 
combination of modular two DOF’s: 8, r-units. We 
conriCer such a unit below, set Fig. 2. 
f 
We take (q .q 1 = (0.r) as indicated, while 5. n are 
Cartesian I’wocld” or base coordinates, with imediate 
the 
transformation. Also r, - CO”St is a KiVS” StrUCtUrd 
parameter. Elementary calculation gives the kinetic 
energy as 
(43) 
We let the gravity be accompanied by the compensating 
elastic forces in links or effecting links. To offset the 
KrSVity of 9.Slm, and 9.Bl(m,hn,) we set up the Spri”RS 
91 = a,ql +b,q,z+c,q,“, a2 = a,q,+b,q,’ with “hardening” 
effect. Moreover, the elastic coupling between the two 
links $,, = a,,(q,-r,) is considered proportional to how 
heavy the joint 1 is: a12 = 9.81m,. Obviously Q12 - -$,, . 
Hence we have the potential energy 
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81 b, V - 9.81m~r,si" 1, +9.81m*q*sin 9, +F 4,*+-j_ ql' +$ ql@ 
+ a,*~q2-~1~91-~9.81rn1q**+9.81m~r~q* 
+ a*q** + b*q*ll. (44) 
Then we may calculate the total energy H = T+V &d the 
Lagrangian L - T-V . Assuming the damping in joints to 
be coulomb type in joint 1: X,1&141. and viscous in 
joint 2: 1*4**, the Lagrange equations give 
(m,r,*~*q**)iil+2m*q2414*+~1141141+alql+blq12 +clql* 
+ 8,* ( q*-rl)+O.Vl(mlrl+m*q*)cos q1 - u,+K,(t) 
m*i* -m*q*ill* +A*6** +a*q*+b*q** -81*(q2-rl) + 
+ 9.81m*sin 9, = "* + K*(t) (45) 
Denote 
and 
@I’ 
2m*q,~,4* + x, li,li, 
m1r1* + m*q*2 
@2 -
x*4** - m*q,4,* 
m*r,* + yi** 
IrII = 
V.81(mlrl+m*q*)cos ql+zzlql+blq;+c,q,'+ a,*(q*-r,) 
mlrl * + m*q,* 
n* - 9.81 sin 9, - % (q*-rl) + a,q* + b*q2*. 
3 
Letting sin cl, - 9, - +, CO8 9,‘ 9,* - 1 - 7 al* = V.fJlm. 
"1 = 
g,(a,-Sq,+b,q, x,s,*j + 9.81 q*(m,+m*) 
* ?rl + m*q* 
2 
II* = v.el(q,-&*- 2 q*+> rl) + a*q* + b*q*' 
2 
and finally 
F, - 
K,(t) 
m1r*2 + m*q* 
2' 
F* = K, (0 In,, 
- = 
Ul 
U1 
m1r.12 + m*q* 
2 ’ 
~2 = u,h,. 
which makes (45) become 
;;1+81(9,.q*,4,.4*,Xi)+"i(91.q*) - Fi(q*&+;i. 
The reference model is taken as 
(46) 
~~+tic%,g.hm)+"mi(4m) = urni, i - 1.2 (47) 
where Qmi = Xmi&, i - 1,2. Xmi - const > 0 
n = 
qm,(al-Sq,l+b*qml+clq~l) + 9.81 qm*(m,+m*) 
ml 
mlrl * +m*d* 
II m2 - V.81(qm,-S&- 2%*+2 r1)+a*qm*+b*<2 
(U ml ,"m*)T .i 
s selected such as to make 
i(g) = ;(umi-ami$&mi s 0, 
which holds if 
The adaptive laws are 
. v-l(x )I 
61 - 
m a ml a-- sign ai sign cli ’ 1 - 1.2 (49) 
and the control program p(x,t) is 
? - -F 1' i - 1,2. 
Very good case of model following. both convergence and 
stabilisation is achieved under simulation with 
ml - 70 kg. m* - 36 kg, r1 - 0.66 m, 
a, - 20, b, - 3, c1 - 10. a* - g. 9.81. b, - 2 
x 
ml 
-5, x -2 
m2 
a: - 60, a': * 40 
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