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ABSTRACT
 Localization of robotic systems is a necessity for control of robotic systems and 
often requires the use of costly sensors and equipment onboard the robot or installed 
within a facility. GPS or GNSS sensors are effective for localizing robots in GPS-
accessible environments, but do not work as well in dense urban areas or inside fully 
enclosed buildings, such as factories or warehouses. Sensors such as LiDAR can be 
costly and require substantial experience and knowledge to utilize as well as potential 
changes to infrastructure for use. Computer vision-based localization systems offer 
potential as a localization solution for various applications. A low-cost overhead camera 
system was developed to localize robotic systems in an indoor facility, aiding the 
development and verification of algorithms. A visual servoing path following robot was 
built and developed utilizing Robot Operating System to examine the computer vision-
based localization camera system. A track was designed and assembled, and low-cost 
cameras were mounted in an overhead configuration. A program to track the robots’ 
position was developed utilizing multiple camera feeds, open-source computer vision 
tools, and fiducial marker tracking. Utilizing the camera feed from three different 
cameras and ArUco fiducial markers, localization of a robotic system was conducted in 
static positions with an average of 0.80% error between the physical measurement and 
measurement made by the camera system. The path following robot was tracked and the 
RMS position acquired by the developed localization system compared to that captured 
by the robot’s onboard camera with an average difference of 1.04 cm. 
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Robotic systems are continuously being integrated into multi-disciplinary 
engineering applications in innovative and interesting ways. From factories to space 
stations, robotic systems are changing the way humans interact with their environment. 
Companies have long used robotics systems to automate routine and repetitive tasks such 
as assembly or manufacturing. More recently, robotic systems are being automated and 
have begun to realize applications in areas such as unmanned arial vehicles and even 
automobiles (Kuutti et al., 2018)( Baloch & Gzara 2020). As robotic systems become 
more intelligent and adapt to our needs, the sensors that allow them to interpret the world 
and complete tasks improve and change as well. Computer vision makes use of a robotic 
systems camera sensor, interpreting data from images and allowing the robot to “see” the 
world around it. Open-source development resources such as Robot Operating System 
(ROS) and OpenCV allow for simple integration of computer vision as well as sensors, 
controllers, and actuators propelling the robotics community forward. 
1.1 ROBOT OPERATING SYSTEM 
To facilitate development of robotic systems, it is common to start with a 
commercially available model that is developed in an open-source environment, and thus, 
additional modifications can be made to accommodate research specifics. This is one of 
the advantages of ROS. The ROS software allows for the developer to change the 
commercial robotic system, adding sensors or control software as needed to achieve the 
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needs of the research. The Turtlebot3 Waffle Pi (Turtlebot) system is a ROS based 
platform that is commercially available. The Turtlebot3 was selected for this research 
application as it is an open-source two-wheeled robotic system that was developed using 
the ROS software. Modifications were made to the hardware so that a more powerful 
single board computer could be installed on the platform to meet our computational 
needs.  
Robotic systems are necessarily complex, even in the case of our simple two-
wheeled robotic system. Detailed kinematic models must be generated to describe the 
robot’s movements (Sekiguchi & Takesue 2020). These kinematic models are then 
applied to determine the electrical signal necessary to achieve the desired movements. As 
the robotic system becomes more complex with sensors and actuators, this problem 
increases in difficulty. ROS provides a simple open-source way to control robotic 
systems using Python or C++ programming languages. This simple framework allows 
you to load a model of your robot in a Uniform Robot Description Format (URDF). This 
URDF can then be used with ROS control packages to articulate a robotic system 
accurately and without the need to build a complex mathematical model of the system. 
ROS handles the articulation by using the URDF model and kinematics to determine 
what articulation is necessary to achieve the desired state of the robotic system. ROS then 
passes this information off the microcontroller for the application of the signal to the 
actuators. Other open-source tools such as OpenCV allow the camera sensor to provide 
feedback that can be used in control or localization of the robot. OpenCV provides many 
ready to use image manipulation and image processing tools, preventing the need for 
development of such sensor processing software by the developing team. 
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1.2 LOCALIZATION 
Localization refers to the act of orienting a robotic system to the world around it. 
Localization of a robotic system must be as accurate as possible. Unexpected and 
hazardous response can result from the robotic system not having accurate localization. 
For instance, if a robotic arm is programed to move to one position and lift a hazardous 
material and then move it to a desired location but does not accurately reach the desired 
location due to an error in localization, the outcome is undesired. GPS is often used to 
localize a robot’s position. The accuracy of GPS tracking can vary depending on the 
quality of the sensor and conditions of the sensor’s exposure to the satellite (Kuutti et al., 
2018). Furthermore, GPS is not useful if an unobscured view of the sky is not available 
such as indoors. For this reason, other methods of localizing a robot’s position are 
necessary. Global Navigation Satellite Systems (GNSS) utilizes a newer wideband signal 
technology that remedies many of the shortcomings of GPS localization (de Ponte 
Müller, 2017). Although GNSS can localize indoors or in dense urban areas, the accuracy 
is significantly reduced when an unobstructed view of the sky is not available. 
Furthermore, low-cost GPS receivers have shown to only achieve accuracies of 2 to 3 
meters (Kuutti et al., 2018). For these reason, satellite-based localization is not ideal for 
use in indoor environments or when a high degree of precision is necessary.  
Indoor localization can also be conducted utilizing Wi-Fi or other signal-based 
methods (Liu et al., 2007). Often multiple sensors are necessary to provide accurate 
localization in all indoor situations. This can require the installation of additional 
infrastructure and can be costly. Additionally, signals such as Wi-Fi have limited range 
and may require robust networks to be installed to achieve desirable results due to signal 
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penetrability of building construction materials. Ultra-wide band localization attempts to 
solve the issue of signal permeability through building materials using bandwidths larger 
than 0.5 GHz (Prorok & Martinoli 2014). Still, this technology requires augmentation of 
existing infrastructure and added cost.  
Light Detection and Ranging (LiDAR) can be used to determine the position of 
the robot in indoor environments (Massa et al., 2020). LiDAR sensors utilize laser light 
to determine distance and direction to objects. Typically, LiDAR sensors can achieve a 
maximum range between 80m and 200m along with typical accuracies of between 0.02m 
and 0.5m(de Ponte Müller, 2017). Additionally, LiDAR sensors are expensive and may 
require layouts of the infrastructure to be known limiting flexibility of the facility and 
robotic system.  
1.3 COMPUTER VISION 
Computer vision is a term used to describe the process of utilizing image sensors 
and software in a way that data can be extracted and used from images by computers. 
Computer vision relies on algorithms to extract features, such as edges or faces, from 
images and represent them in a mathematical way that can be useful in computing. 
Computer vision can also be used in localization. Computer vision-based localization can 
be conducted indoors and allows the use of infrastructure already in place. Most facilities 
already have camera systems for surveillance installed that can easily be accessed. This 
camera feed can be used with computer vision to localize robotic systems, providing a 
low-cost and simple solution for indoor localization. Many different fiducial markers are 
available with varying degrees of accuracy and computational cost (Kalaitzakis et al., 
2020). One common fiducial markers library is the ArUco Marker. ArUco markers are 
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binary matrices surrounded by a thick black border. This black border allows for the 
quick and accurate detection of the marker. ArUco tracking was shown to be both 
computationally efficient and accurate in tests against similar fiducial markers 
(Kalaitzakis et al., 2020).  
1.4 RESEARCH OBJECTIVE 
Indoor testing facilities are necessary for robotic system development for several 
reasons. Many robotic systems are not designed to be exposed to harsh environments as 
weatherproofing is added expense and can hinder the performance of a system. First, 
inclement weather hinders efforts towards development of systems that are not intended 
to handle such factors. For some research and development applications, security 
concerns dictate that access to the facility be monitored and controlled. Indoor facilities 
allow controlled access to meet the requirement of such research and development. 
Outdoor terrain may vary in consistency, such as grass to dirt, or concrete to grass, as 
well as slope, which is one of the major challenges for developing unmanned ground 
vehicles (UGVs) under off-road conditions. Therefore, fundamental research and 
development efforts often need more controlled manipulation of terrain than these 
permits. Indoor environments allow for more precise control of all of these factors as well 
as injection of other necessary environmental variables for quantitative experimentation 
while allowing sensors and equipment to be arranged for capture of data. 
The objective of this research was to design, build, and test an indoor facility and 
localization system for development of robotic systems. This consisted of three main 
components, the robotic system, the track system, and the overhead camera localization 
system. Chapter 2 discusses the development of the robotic system for use in testing the 
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systems accuracy. Chapter 3 discusses the design and build of the modular track system. 
Chapter 4 discusses how a localization system was designed and built to monitor the 
robotic systems operating on the track utilizing computer vision. Finally, Chapter 5 




DEVELOPMENT OF THE ROBOTIC SYSTEM 
In order to build a localization system that will provide data to aid development 
and verification of algorithms and other pertinent tasks, an affordable robot that 
incorporated a variety of sensors was needed. The Turtlebot Waffle Pi (Turtlebot) that 
meets this criterion and provides sensors such as LiDAR, IMU, Camera was selected and 
adapted. The Software chosen to be implemented on the Turtlebot was ROS version 
Melodic for its open source nature, quality of documentation, and versatility.  
2.1 HARDWARE 
The Turtlebot is a two wheeled ground robot and is delivered as a kit with two 
Dynamixel servo motors, a Raspberry Pi 3B+ computer, a Raspberry Pi camera, and an 
OpenCR microcontroller. The Turtlebot comes standard with the camera sensor, 360-
degree LiDAR sensor, and a 3-axis inertial measurement unit (IMU) sensor. The 
Turtlebot is developed utilizing ROS. The necessary software to achieve basic operation 
and the code to program the OpenCR microcontroller is maintained by the developer on a 
GitHub repository (ROBOTIS-GIT, n.d.). 
The Turtlebot was modified by adding a Jetson TX2 developer kit in place of the 
Raspberry Pi 3B+ because the latter provides limited computing power. A more 
sophisticated onboard computer was necessary to allow the Turtlebot to integrate sensor 
fusion and machine learning algorithms using a more capable GPU. The Jetson TX2 
developer kit was selected to replace the Raspberry Pi 3B+ for its GPU capability and 
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reasonable size. Another modification was to swap the Raspberry Pi camera for an e-con 
Systems e-CAM 132_TX2 camera system. The e-CAM 132 is a 13 megapixel autofocus 
camera designed specifically to pair with the Jetson TX2 computer. The original 1800 
mAh 11.1 Volt battery was replaced by two 5200mAh 11.1 Volt batteries. One battery 
would be used to supply power to the Jetson TX2 and the other would power the servo 
motors and OpenCR.  
To prepare for assembly of the Turtlebot, the electronics must first be configured. 
A workstation computer in the lab was used for the configuration of software on the 
robot. The Arduino IDE app was installed as well as the NVIDIA SDK Manager. The 
Turtlebot3 library was downloaded into the Arduino IDE. The OpenCR was then set up 
to load firmware onto the Dynamixel servo motors by uploading the motor setup code 
from the workstation to the OpenCR using the Arduino IDE. With the motor setup code 
uploaded to the OpenCR, the serial monitor was opened in the Arduino IDE. The motor 
setup software enables firmware upload to one motor at a time. First, the left motor 
connected to the OpenCR utilizing the Dynamixel to OpenCR cable and the firmware 
was pushed. The firmware was tested by sending a signal from the serial monitor to pulse 
the motor briefly. With the firmware for the left motor uploaded, the right motor was 
programed and tested in the same manner. With both motors programmed with firmware, 
the OpenCR was programmed with the microcontroller software to operate the Turtlebot 
by selecting the correct module in the Arduino IDE and uploading the sketch. 
The Jetson TX2 was then flashed with the L4T R32.2 operating system included 
in the Jetpack 4.2.2 software. The NVIDIA SDK Manager application was used from the 
workstation computer to flash the Jetson TX2. To set up the Jetson TX2 for flashing, it 
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must be started in recovery mode. Once it was in recovery mode, it was connected to the 
workstation through a USB to Micro-USB cable. The NVIDIA SDK manager application 
was configured, and the flash was completed. The Jetson TX2 was then booted, and the 
operating system tested before installation on the robot. Once the operating system was 

















Figure 2.2 First layer of the Turtlebot showing the e_CAM_132_TX2 and Jetson 
TX2. 
 
When assembling the Turtlebot, the structures referred to as “waffle plate” were 
assembled to establish a base for mounting the additional components. Next, the 
Dynamixel servo motors were mounted to the waffle plate and the tires were attached. 
Caster wheels were added at the back of the Turtlebot to counterbalance the robot. The 
OpenCR was mounted to the bottom level of waffle plate between the servo motors and 
connected to the servo motors using the Dynamixel to OpenCR cables. Both batteries 
were installed on the first waffle plate layer with the OpenCR. One battery was connected 
to the power connector on the OpenCR.  
The second layer of waffle plate was built and mounted above the first using 
spacers. The second layer of waffle plate is where the Jetson TX2 was mounted. The 








battery was connected to the barrel plug connector on the Jetson TX2. The stock camera 
atop the Jetson TX2 was replaced with the e-CAM 132_TX2 camera system. A camera 
mount was designed, and 3D printed to mount the camera sensor. The radio frequency 
receiver module was connected to the OpenCR and mounted on the second layer of 
waffle plate. A USB to Micro-USB cable was connected to the OpenCR and made 
available for the LiDAR sensor. Finally, the Bluetooth and Wi-Fi antenna bracket was 
attached to the front corner of the second layer. 
A third layer of waffle plate was assembled, leaving some plate out to allow for 
the height of the Jetson TX2 module. The third layer was mounted above the second layer 
using spacers. The LiDAR sensor was mounted atop the third layer and connected to the 
free end of the USB to Micro USB cable made available from the OpenCR.  
 
 
Figure 2.3 Third layer of the Turtlebot showing the LiDAR sensor 






With the assembly of the Turtlebot components complete, the Jetson TX2 needed 
to be configured for use. The desktop-full version of ROS Melodic was installed and a 
Catkin Workspace was setup. The Turtlebot GitHub repository was cloned into the 
Catkin Workspace and the workspace was built. The camera driver modules for the e-
CAM 132_TX2 camera system were also installed and configured. 
2.2 ROBOT OPERATING SYSTEM SOFTWARE 
 ROS is not truly an operating system in the way Linux or Windows is. ROS is 
more of a middleware. ROS provides advantages over developing in a pure Python or 
C++ environment such as the ability to use ROS Topics. A ROS Topic is how messages 
are passed in the ROS ecosystem. If it is necessary to communicate a value in a pure 
Python environment, a function is built to output the necessary value. To use this value in 
a different script, we must import the function that returns the needed value into the script 
requiring the value. If multiple scripts need this value, we import the function in each 
script individually. This can lead to timing issues as each script runs the function at 
slightly different times and slightly different linear speed values are returned for each 
application.  Alternatively, in ROS we can simply publish the linear speed value as a 
ROS Topic and any script can subscribe to this topic and use the exact same value for 
linear speed. This is referred to as a real-time operating system. Other advantages of 
using ROS for robot development are that it is open-source and has many pre-built 
packages for a variety of applications, allowing for rapid development and streamlining 
research.  
ROS is most often used via terminal commands. ROS also has many tools that 
provide graphic user interface for interaction with the robot such as the RQT packages. 
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To understand ROS, we must first look the general layout of the software. ROS software 
is organized in what is referred to as packages (O’Kane, 2014). These packages can be 
ROS system packages such as the turtlesim package that is often used to work through 
ROS tutorials. Packages can include both supporting files and executables and at a 
minimum must include a CMakeList.txt file and a package.xml file. Generally, packages 




Figure 2.4 Package layout of MyROSNode package. Folders are shown in blue, Python 
files in green, CMake files in black, and XML files in orange. 
 
This package establishes the MyROSNode Node. A ROS Node is a term for 
running an instance of a ROS program (O’Kane, 2014). For example, if our node 
contains a control algorithm for the Turtlebot, for our control to function, it requires an 
input. A separate Node would be generated to provide the input data for our 







can contain many types of data and be subscribed to by any Nodes in the ROS 
environment. To better understand the relationship between ROS Nodes, Topics, 
Publishers, and Subscribers, Figure 2.5 gives a graphical representation of how 
information flows in the ROS environment. 
 
 
Figure 2.5 Node and Topic diagram showing how messages travel in ROS environment. 
Nodes are in blue, Topics are purple, and Hardware is gray. An example of the message 
each Topic carries is listed under the Topic. 
 
The launch folder contains launch files. Launch files are XML files that initiate 
several ROS Nodes at once. Launch files can be written to establish several Nodes 
needed for a robot to operate all at once rather than initiating each Node individually in 
separate terminals. Additionally, launch files can be used to initiate a Node that collect 
what is referred to as a bag file. Bag files are files that collect timestamped ROS 
messages using a special format (O’Kane, 2014). These bag files are quite handy at 
collecting data for processing later. Due to the special formatting of the bag files, they 
cannot be read directly. They can be read using the ROS package rqt_bag or by importing 








message data: 1.25 cm
Input	Data	2
message data: 0.25 rad
cmd_vel Topic
message data: 
linear x – 0.2 m/s
linear y – 0.0 cm/s
linear z – 0.0 cm/s
angular x – 0.0 rad/s
angular y – 0.0 rad/s








ROS Node and Topic Example for MyROSNode Package
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ROS provides many tools and convenient features for hardware so that 
researchers do not have to start from scratch each time they begin work on a new project. 
The ROS System packages allow users to design robotics quickly and efficiently using 
prebuilt controllers as well as many control toolboxes. The modularity of the ROS 
environment allows researchers to focus on the higher-level aspects of research such as 
algorithm development instead of low-level systems. The Turtlebot’s open-source 
architecture built in the ROS environment provides a rapid prototype for testing the 
overhead localization camera system. 
 
CHAPTER 3 
DESIGN AND BUILD OF THE TRACK SYSTEM
Development of robotic systems comes with many challenges. Isolation of the 
system being developed to a certain area makes development safer for the system as well 
as researchers. Having a track that limits a robot to a certain area is imperative for safe 
development. Tracks also allow researchers to manipulate the environment the robot 
operates in. Elevation or curvature can be quickly added or removed from the tracks 
surface. Tracks also allow for isolation from variables that simply operating on the floor 
does not. Tracks can be leveled and smoothed whereas floors are limited to what the 
construction of a building allows. 
A track was needed to conduct controlled experiments utilizing the Turtlebot. It 
was necessary that the track be flat, level, and smooth to allow the robot to operate in a 2-
dimensional environment. A floor layout was established using 3-D computer aided 
design software. This allowed for experimentation with possible floor plans and 
determination of what best fit the needs of the robot as well as allowed the best flow for 
the lab. 
Once the space for the track was established, the design of the track itself was 
initiated. Modularity was considered as a design factor. A panel setup was selected to 
allow for expansion or collapse of the floor space depending on needs of the lab. A wood 
frame would be built to support a plywood track floor. The frame would be built from 2 x 
4 dimensioned lumber and screws would be used as fasteners. The frames would have 
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leveling screws on each corner of every panel to allow for complete leveling of the track. 
The panels were decided to be connected utilizing draw bolts in order to tighten the 
panels together and reduce or eliminate motion of the track surface. The draw bolts allow 
for simple and quick removal of panels when necessary. The Panel dimensions and full 
track can be seen in Figure 3.1 below. 
 
 
Figure 3.1 Individual panel and full track planned dimensions. 
 
With the plan for the track surface in place, a rail system was needed to keep the 
Turtlebot from being able to fall from the track. A simple bumper rail was planned to be 
added around the perimeter of the track in the form of a dimensioned piece of lumber. 
This will be attached with screws after the initial setup and leveling of the track system. 
All components were to be painted an inconspicuous color that would aid in development 
of robotic systems rather than become a focal point.  
The design of the track was then used to generate a bill of materials. The materials 
were procured, and assembly of the track was initiated. Individual panel frames were 
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built first out of 8ft long 2in x 4in dimension lumber. Decking screws were used in the 
assembly of the panel frames. With the panel frames built, a full 5/8in sheet of plywood 
was attached to the top of the frame to complete the panel. Finally, furniture levelers 
were added to each corner of the panel to allow height adjustment and panel leveling. In 
total, eight panels were built using this method. Figure 3.2 shows the plans for the panels 
as well as two assembled panels 
 
 
Figure 3.2 Track panel design (left) and assembled (right). 
 
With all eight of the panels assembled, they needed to be connected to form a 
continuous surface. Zipbolt brand draw bolts were used for this task. The draw bolts pull 
the panels together forming a semi-permanent surface that can be quickly and easily 
reconfigured if necessary. To prepare the panels for the draw bolts, access panels were 
cut into the plywood sheeting. Then, a notch was cut into the panel frame below the 
plywood sheeting to allow the draw bolt to be recessed below the plywood surface. 
Finally, blocks of wood were attached to the panel frame to reinforce the joint. These 
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draw bolt connection points were completed at the 10 locations across the track surface as 
seen in Figure 3.3. The access panel closed and open can be seen in Figure 3.4 below. 
 
 
Figure 3.3 Draw bolt access panel locations. 
 
 
Figure 3.4 Draw bolt access panel closed (left) and open (right). 
 
With the access panels cut and prepared, panels were placed and leveled using a 
masonry level. The height of each panel was adjusted by turning the furniture levelers on 
each panel’s corner. Once the height between two panels was correct, they were leveled, 
and the next panel was connected. This height and level adjustment were completed for 
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all eight panels. When the entire surface was level, wood putty was used to fill in 
imperfections in the surface of the track. The wood putty was allowed to dry and then a 
belt sander was used to smooth the surface of the plywood sheeting. With the surface of 
the track smoothed and leveled, paint was applied. Two coats of grey paint were applied 
to the surface of the track with adequate time allowed between coats for the paint to dry. 
When the paint was dry, a clear flat Polycrylic topcoat was applied to seal the paint and 
provide a smoother surface. Finally, !
"
in x 6in dimension lumber was attached to the 
edges of the track to act as a rail, preventing robotic systems from being able to leave the 
track surface. The edge rails and final track surface can be seen in Figure 3.5 below. 
 
 





INTEGRATION OF THE OVERHEAD CAMERA TRACKING SYSTEM 
The overhead camera tracking system will allow researchers to localize robotic 
systems, providing data necessary for the development and verification of algorithms of 
robotic systems. Robotic systems typically have localization sensors built into their 
design. Having an exterior system to validate the onboard localization system can be 
useful in development. These performance metrics can be used to adjust and compare 
different approaches during the development effort. Additionally, an overhead 
perspective can be used to extract relative position information between systems which 
may be used in other research and development efforts. To achieve a higher resolution of 
the tracks surface, a narrower FOV lens must be used for the camera. When the FOV is 
narrowed, the full track is no longer in the FOV. For this reason, a multiple camera 
system was composed to achieve the desired pixel saturation of the track surface and 
completely cover the entire track area.  
4.1 CAMERA CALIBRATION AND DISTORTION REMOVAL 
Initially, the overhead camera system was implemented by simply installing a 
single low cost ELP 180-degree Fisheye Lens USB camera with an OV2710 CMOS 
sensor. This camera was selected for several reasons. As our intent was to develop a low-
cost solution for localization utilizing infrastructure already in place, we selected cameras 
similar to security camera that may be used in commercial or residential applications. 
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Most security cameras use wide angle lenses to capture a broad FOV and the ELP camera 
was fitted with a wide angle 180-degree fisheye lens.  
The camera was mounted above the center of the track, as in Figure 4.1, and 
captured images with a resolution of 1920 x 1080 pixels at a rate of 30 frames per second 
(FPS). This raw image was significantly distorted due to the fisheye lens. Therefore, 
camera calibration needed to be completed, which essentially is the rectification of 
coordinate systems between the 3-D real world points, 3-D camera points, and the 2-D 
image points. OpenCV functionality was used for camera calibration. To understand the 
OpenCV camera calibration process, the mathematics of camera calibration for a pinhole 
camera model needs to be briefly reviewed first.  
 
 
Figure 4.1 Conceptual schematic of initial overhead camera 
system plan 
 
Following the methodology developed by Weng, Cohen, and Zheng (1992), we 
first establish a world coordinate system, a camera coordinate system, and an image 
coordinate system. If we take the room in which we plan to take images of as our setting, 
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our world coordinate system is a 3-D representation of interior of this room. For example, 
if we allow the bottom corner of the room closest to the door to represent our world 
coordinate system, the further we go into the room, the further we travel along the x-axis. 
If we travel along the perpendicular wall, we traverse the y-axis. Height above the floor is 
represented on the z-axis. When we bring our camera into our room, it will have its own 
coordinate system. If we place our camera in the specific orientation such that the 
cameras coordinate system aligns, there would be no need to align the coordinate 
systems. However, this is not practical as we expect to be able to capture images from 
anywhere in the room we choose. Therefore, we must align the coordinate systems. 
 
 
Figure 4.2 World, camera, and image coordinate systems for pinhole camera model. 
 
Figure 4.2 shows the world coordinate system of our room represented in blue and 
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(XW, YW, ZW) in the world coordinate system and (XC, YC, ZC) in the camera coordinate 
system. The relationship between these coordinate systems is given by equation 1 below 









% + 𝒕    equation (1) 
Here, R is a rotation matrix and t is a translation matrix (Forsyth & Ponce, 2012). 
The vectors of world and camera points for our point P can be expressed with the 










% =	WP    equation (3) 
Equation 1 is written in nonhomogeneous terms. If we convert equations 2 and 3 
into Â4 and use homogenous coordinates, the expression below (Forsyth & Ponce, 2012) 
is obtained 
CP = 𝑻 WP  where, T = , 𝑹 𝒕𝟎% 1/  equation (4) 
In equation 4 CP and WP are in Â4. We utilize the OpenCV fisheye camera model 
for camera calibration and distortion removal. The OpenCV documentation shows the 
conversion from our camera coordinate system to our image coordinate system, which is 
shown in equation 5 below (Fisheye Camera Model, n.d.). 
𝑎 = 	&!
'!
  and  𝑏 = 	 (!
'!
  equation (5) 
Where the distance from the center of the image to the point P is given by 
equation 6 below ( Fisheye Camera Model, n.d.). 
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𝑟" =	𝑎" +	𝑏"    equation (6) 
We can then get the angle 𝜑 by taking the inverse tangent of out value, r, as in 
equation 7 below ( Fisheye Camera Model, n.d.). 
𝜑 = tan)!(𝑟)     equation (7) 
We then use a low order polynomial approximation to fit this distance and find 
the distortion coefficients. The low order polynomial used in the OpenCV Fisheye 
Camera Model can be found in equation 8 below (Forsyth & Ponce, 2012)( Fisheye 
Camera Model, n.d.). 
𝜑* = 	𝜑(1 + 𝑘!𝜑" + 𝑘"𝜑+ + 𝑘,𝜑- + 𝑘+𝜑.) equation (8) 
The coordinates for the distorted points are then given by equation 9 and 10 below 


























	 ∙ 𝑏 equation (10) 
Finally, we convert into our image coordinate system using equations 11 and 12 
below ( Fisheye Camera Model, n.d.). 
𝑥 = 	𝑓:(𝑋#/ + 𝛼𝑌#/) + 𝑐:   equation (11) 
𝑦 = 	𝑓;𝑌#/ + 𝑐;   equation (12) 
OpenCV simplifies this process by allowing camera calibration to be completed 
with a few functions and images captured of a checkerboard pattern. Camera calibration 
in OpenCV utilizes two values, a camera matrix and a distortion matrix, to establish the 
mapping between the real-world coordinate system and the image pixel coordinate 
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system. The camera matrix, K, and distortion coefficients, D, are recovered from 
equations 8, 11, and 12 above and are shown below for clarity ( Fisheye Camera Model, 
n.d.). 




%  equation (13) 
Distortion present in an image can be manifested by curved edges that should be 
linear in the real world. Figure 4.3 below shows severe fisheye distortion. OpenCV 
functionality allows us to remove this distortion using simple functions that output the 
camera matrix and distortion matrix for future use with the camera. 
 
 
Figure 4.3 Distorted image showing the checkerboard pattern used for 




The process begins by taking at least ten images of the checkerboard pattern. An 
example of the checkerboard pattern is shown in Figure 4.3. To achieve adequate 
calibration, we started with 58 images of the checkerboard pattern taken from many 
different distances and angles. We then generated a python script using OpenCV fisheye 
calibration tools to output camera and distortion matrix. The camera and distortion matrix 
were copied to our camera feed import script and used with OpenCV distortion removal 
tools to remove distortion from the image. An image captured from our camera system 
after the distortion is removed is presented in Figure 4.4 below. The most significant 
distortion is near the edges of the image. When the distortion is removed this results in 
image area loss as can be seen in Figure 4.4. These unusable margin areas were cropped 
to only contain the track surface as can be seen in the right image of Figure 4.4. 
 
 
Figure 4.4 Image captured after distortion was removed (left) and the track portion 




With the overhead camera successfully calibrated, the resolution of the image was 
calculated to determine how accurately the position of the robot could be measured. To 
determine the resolution of the overhead camera setup, strips of blue tape measuring 30 
centimeters long were place at several locations on the track. An image was captured, and 
the distortion was removed using the camera matrix and distortion matrix values that 
were previously found. The lengths of each strip of tape was then measured in pixels by 
counting the number of pixels the tape occupied in the image similar to Figure 4.5 below.  
 
 
Figure 4.5 Image of track with lengths of tape for calculating resolution (left), 
and expanded view of one tape strip showing the pixel count (right) 
 
To determine the resolution in cm per pixel, the length of the line in pixels found 
from the image was divided by the actual length of the line in centimeters as seen in 
equation 14.  
<=>?@A	(C>	DE)
<=>?@A	(C>	GC:=HI)
= 𝑅𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛	 M DE
GC:=H
N  equation (14) 
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The resolution was found to be 0.9375 cm per pixel. To improve resolution and 
allow the rotation of the camera in the right of Figure 4.4 to be corrected, a mount needed 
to be designed for camera manipulation and height adjustment. PVC pipe was selected as 
the mount material for its cost effectiveness and simplicity of use. Using the PVC pipe as 
a construction material also allowed the mount to be modular, enabling 3 axis motion for 
adjustment of the field of view as well as rotation of the camera. The mount is shown in 
Figure 4.6 below. 
 
 
Figure 4.6 Camera mount showing movement axis and camera location. 
 
After the mount was constructed, the mount was adjusted so that the track surface 
filled the image frame in the longitudinal direction (from the top to the bottom in the 
image). In Figure 4.7 below, the original undistorted image is compared to the lowered 













Figure 4.7 Initial setup with track not filling frame in longitudinal direction (left), PVC 
camera mount setup showing track filling image in the longitudinal direction (right) 
 
With the track surface maximized in the image field of view, the resolution was 
again calculated. Pieces of tape were again applied to the track of known length and an 
image was captured. The length of the tape in the image was measured in pixels and the 
resolution calculated as in equation 14. The resolution of the overhead camera setup was 
found to be 0.769 cm per pixel. The image captured of the track surface with the tape for 
calculating resolution can be found in Figure 4.5. 
It was determined that the resolution of 0.769 cm/pixel was not sufficient for our 
application and a plan was developed to add cameras to improve resolution. Two 
additional cameras would be added above the track and the images would be stitched 
together using OpenCV. The camera mounts for the two additional camera mounts were 
built in the same manner as the first camera mount was constructed. The two additional 
cameras procured were ELP 180-degree Fisheye Lens USB camera with an OV2710 
CMOS sensors as was the first. All three camera lenses were changed to slightly limit the 
FOV using Xenocam 1/3” CCTV 2.8 mm Lenses. This allowed sufficient overlap such 
that the images could be stitched together and maximized the track in each camera’s 
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FOV. A picture of the three-camera overhead camera system and an example of the 
overlapping FOVs can be seen in Figure 4.8. 
 
 
Figure 4.8 Three overhead camera system showing the garnet camera, white camera, 
and black camera (left) and example of each cameras FOV and overlap of FOV (right). 
 
With all three overhead cameras mounted, calibration was conducted as before on 
each camera individually. This calibration was refined using the MATLAB camera 
calibration toolbox to deselect images causing large amounts of error in the calibration 
until each camera had a root mean square (rms) error of less than one pixel. The garnet 
camera resulted in calibration with a rms error of 0.768 pixels. The white camera 
calibrated with a rms error of 0.648 pixels and the black camera calibrated with a rms 
error of 0.492 pixels. 
4.2 IMAGE STITCHING 
With each of the three cameras calibrated, the images could be stitched together. 





stitched to the black cameras image. To do this, several steps must be performed to 
construct a homography matrix that can be saved and used in the future to stitch the real 
time camera feed for use in tracking robotic systems. The Speeded-Up Robust Features 
(SURF) key point detection function is used in OpenCV to find key points in the image. 
It was found through experimentation utilizing checkerboard or ArUco marker style 
images along the overlap aided in key point detection, therefore, several markers were 
placed along the image overlap area. Next, key points must be matched to compute a 
homography matrix. The matcher used was the OpenCV Brute-Force matcher with k-
nearest neighbor approach. The matching key points were then fed into the OpenCV 
‘findHomography’ function to generate a homography matrix for the white and black 
image. The homography matrix was then used in the OpenCV ‘warpPerspective’ function 
to stitch the image together. An example of the matching key points and the image 
stitched using the homography matrix generated is shown in Figure 4.9. 
 
 
Figure 4.9 Matched key points for black and white camera images (left) and black 




The black and white camera stitched image will be referred to as the black/white 
image. With the successful stitching of the black/white image, the homography matrix 
was stored for future use. The garnet camera image was then used with the black/white 
image and ran through the SURF key point detection algorithm. Again, the OpenCV 
Brute-Force matcher with k-nearest neighbor approach was used to match key points. 
The matched key points were again input to the OpenCV ‘findHomography’ function to 
output the homography matrix for the garnet image and the black/white image. This 
homography matrix was used in the OpenCV ‘warpPerspective’ function to stitch the 
black/white image to the garnet image. The key point matches and the stitched image of 
all three cameras are shown in Figure 4.10. 
 
 
Figure 4.10 Matched key points for garnet and black/white camera images (left) and 
garnet camera image stitched to black/white image (right). 
 
Here it can easily be seen when we compare Figure 4.10 to the right image of 
Figure 4.7 that the track now takes up most of the FOV. With the images from all three 
cameras stitched together, we saved our second homography matrix. We labeled the 
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homography matrix from the black/white stitch as homography matrix 1 and the 
homography matrix from the garnet and black/white image homography matrix 2. We 
then applied these homography matrices to real time image stitching by importing the 
camera feed from all three cameras. With the camera feed imported, we removed the 
distortion using the camera calibration matrix for the respective camera feed. We then 
prep the images for stitching by cropping the stitch edge and apply homography matrix 1 
using the OpenCV warpPerspective function to the black and white cameras feeds. This 
results in a black/white camera feed similar to the right image of Figure 4.9. We then 
crop this resultant image for stitching to the garnet camera and apply homography matrix 
2 using the OpenCV ‘warpPerspective’ function. This results in a camera feed similar to 
the right image of Figure 4.10. This image is then cropped to the surface area of the track 
and will be the working image we use for plotting the track lines as well as for ArUco 
tracking. Thus, we maintain both activities in the same coordinate references system, that 
is the resultant stitched image of all the three cameras. The workflow of this image 
stitching process can be seen in Figure 4.11 below. The final working image can be seen 





Figure 4.11 Image stitching process workflow and example results. 
 
The method of finding the resolution of the track was similar to the original 
method using a single camera. Several 30 cm strips of tape were placed in locations 
throughout the track. The image in Figure 4.12 was captured and the number of pixels 
each 30 cm strip occupies was counted. Equation 14 was then used and the values for 
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Figure 4.12 Image captured from the three-camera stitched image (left) and the binary 
image extracted and used to plot track lines (right). 
 
4.3 ARUCO MARKER TRACKING 
With the overhead camera system in place and the robotic system developed, an 
ArUco marker tracking script was developed to output the location of the ArUco marker 
in the resultant image. The OpenCV module provides ArUco libraries for many markers. 
The corner location of the ArUco marker was found using the OpenCV 
‘aruco.detectMarkers’ function. The x pixel coordinate values were then averaged to 
determine the x pixel coordinate value for the center of the ArUco marker and the y pixel 
coordinate values were then averaged to determine the y pixel coordinate value for the 
center of the ArUco marker. The extracted x and y pixel location of each corner and the 
calculated x and y pixel location of the center of the ArUco marker for each image frame 
was saved for data processing as a CSV file. The data in this CSV file tracks the actual 
ArUco marker location (that is also indicative of the robot location) , and the binary matrix 
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extracted from the right image (which is used as the benchmark) of Figure 4.12 is used to 




DEMONSTRATION AND VALIDATION OF THE SYSTEM 
To validate the accuracy of the system, two tests were developed. A static test was 
conducted to determine the RMS error between a physical distance on the track and a 
distance measured utilizing the OpenCV ArUco marker tracking script developed. To 
achieve this test, an ArUco marker was placed flat on the track and the distance measured 
to its location. The distance was also extracted using the overhead camera system for the 
markers location and the values compared. 
A dynamic accuracy test was conducted to measure the difference between the 
Turtlebot and a path utilizing the overhead camera system and the same distance captured 
from the Turtlebot’s onboard camera. A path following program utilizing visual servoing 
was implemented on the Turtlebot. The distance from the center of the Turtlebot’s 
onboard camera to the closest point on the path was published as a topic and recorded to 
a ROSbag. This value was compared to the distance found using the overhead tracking 
system from the center of an ArUco marker attached to the Turtlebot and the closest point 
on the path. 
5.1 STATIC ACCURACY TESTING 
The initial static accuracy was setup and performed using the left image of Figure 
4.12. An ArUco marker was placed at 19 different locations around the track consisting 
of 5 locations in each camera individual frame and 2 locations along each border. The 19 
locations that the ArUco marker was placed for data collection can be found in Figure 5.1 
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Figure 5.1 The 19 locations the ArUco marker was placed for data collection. 
 
The ArUco marker tracking script measures the x and y pixel coordinates from the 
top left corner of the image used. To remain consistent with this, the physical 
measurement was taken from the top left pixel location as well. To identify the physical 
location of the top left pixel of the image on the tracks surface, an iterative approach was 
used. Tape was placed such that it was slightly visible in the top left corner of the image, 
then trimmed 2-3 mm at a time until it was no longer in the image frame. The vertex of 
the tape marker on the track was then known to be the top left corner of the camera 
systems image. An example of the tape visible in the corner and the result after trimming 
can be seen in Figure 5.2 below. The same process was followed to identify the bottom 


















y-axis of the image and used in the measurement of the angles. We will call the physical 
location of the top left corner pixel the origin and the string representing the y-axis of the 
image the y-axis. 
 
 
Figure 5.2 Finding the corner pixel location using tape and trimming. Beginning 
of process (left) and once corner is found (right). 
 
With the physical location of the top left corner pixel and the y-axis of the image 
known, data was collected. The ArUco marker was placed at the first of the locations and 
a string was pulled from the origin to the center of the ArUco marker. The angle formed 
by this string was measured using a protractor from the y-axis. The distance from the 
origin to the center of the ArUco marker was then measured using a tape measure in 
inches, then converted into cm. The string and tape measure were then moved away from 
the marker and the ArUco marker script was ran and the x and y pixel coordinates were 
recorded. This process was repeated for each of the 19 locations from Figure 5.1. In 
Figure 5.3 the string marking the y-axis can be seen as well as the string and protractor 
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Figure 5.3 Image showing measurement of an angle to ArUco markers. 
 
With a RMS distance error value of 5.083 cm as shown in Table 5.1, further 
analysis of the data was conducted. The data was broken into subsections according the 
which cameras image the data came from. The RMS distance error for the images on the 
boundaries of the garnet and white as well as the white and black cameras were computed 
as well as the RMS distance error for the garnet, white, and black cameras individually. 
These values can be found in the upper portion of Table 5.2 and the complete set of data 





Corner pixel location (origin)
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1 334.01 0.81 336.30 0.8031 -2.285 0.0085 
2 300.67 0.72 294.70 0.9081 5.977 -0.1925 
3 438.79 0.99 434.22 0.9884 4.566 0.0065 
4 367.67 1.16 366.93 1.1481 0.733 0.0125 
5 263.53 1.18 265.52 1.1638 -1.993 0.0143 
6 202.88 0.84 207.11 0.8268 -4.231 0.0109 
7 254.32 0.45 258.59 0.4464 -4.277 -0.0014 
8 349.57 0.43 352.78 0.4195 -3.214 0.0081 
9 435.93 0.58 435.88 0.5765 0.048 -0.0006 
10 464.98 0.79 463.35 0.7840 1.627 0.0102 
11 472.44 0.88 468.62 0.8601 3.825 0.0213 
12 245.27 0.99 248.25 0.9870 -2.978 0.0079 
13 104.46 0.99 107.52 0.9539 -3.062 0.0322 
14 418.94 1.41 411.30 1.3945 7.641 0.0193 
15 564.04 0.82 554.94 0.8048 9.101 0.0155 
16 394.34 0.26 397.32 0.2588 -2.985 0.0030 
17 537.53 0.99 528.78 0.9551 8.748 0.0311 
18 460.06 1.10 453.53 1.0654 6.529 0.0341 
19 468.63 1.29 460.07 1.2546 8.556 0.0369 
   RMS Distance Error (cm) 5.083 
   RMS Angle Error (rad) 0.0478 
 
Table 5.2 Data points analyzed by camera FOV. 
RMS Border (cm) RMS Garnet (cm) RMS White (cm) RMS Black (cm) 
4.474 3.600 1.574 8.168 
 
As can be seen in reviewing the distance error values in Table 5.2, the error does 
not seem to fit a pattern. Further analysis was necessary to identify the source of the error 
and mitigate it. A new static experiment was setup to measure the distance error from 
each camera individually. The camera feed from each camera was used individually, 
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simply undistorted and cropped. Then, the same process used to find the images origin 
and y-axis in the stitched image was applied to the individual image. The angle and 
distance was measured from the origin and y-axis for each camera. Low RMS error 
values relative to the RMS error value for the stitched image were found for the 
individual images using the same cm to pixel ratio as was used for the stitched image, 
0.311 cm per pixel. The values for each cameras’ individual experiment data can be 
found in Table 5.3, Table 5.4, and Table 5.5 below. 
 
Table 5.3 Data captured using only garnet camera image and processed with cm to 



















6 202.88 0.84 207.11 0.8268 -4.23 0.011 
7 254.32 0.45 258.59 0.4464 -4.28 -0.001 
8 349.57 0.43 352.78 0.4195 -3.21 0.008 
13 104.46 1.00 107.52 0.9539 -3.06 0.050 
16 394.34 0.26 397.54 0.2579 -3.21 0.004 
   RMS Distance Error (cm) 3.638 
   RMS Angle Error (rad) 0.0231 
 
Table 5.4 Data captured using only the white cameras image and processed with 



















1 247.65 0.44 254.86 0.4413 -7.21 -0.005 
4 239.08 0.94 246.32 0.9604 -7.24 -0.018 
5 141.92 0.84 145.20 0.8475 -3.28 -0.010 
9 372.11 0.27 384.39 0.2795 -12.28 -0.009 
10 373.70 0.53 386.44 0.5505 -12.74 -0.018 
   RMS Distance Error (cm) 9.256 
   RMS Angle Error (rad) 0.0131 
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Table 5.5 Data captured using only the black cameras image and processed with 



















14 154.62 1.18 155.93 1.1821 -1.31 -0.004 
15 404.97 0.37 413.30 0.3679 -8.33 -0.001 
17 343.54 0.55 349.62 0.5421 -6.08 0.008 
18 249.71 0.58 252.56 0.5873 -2.84 -0.003 
19 220.35 0.94 222.85 0.9480 -2.50 -0.005 
   RMS Distance Error (cm) 4.949 
   RMS Angle Error (rad) 0.0048 
 
With RMS distance errors still significant, the cm to pixel ratio for each image 
was evaluated. It was found that each image had different cm to pixel ratios and when 
these were used on their respective cameras the RMS distance error improved 
significantly as shown in Table 5.6, Table 5.7, and Table 5.8. The cm to pixel ratios 
found were 0.308 cm per pixel for the garnet camera, 0.301 cm per pixel for the garnet 
camera, and 0.307 cm per pixel for the garnet camera. This likely means that the distance 
error is originating from insufficient scaling correction in the image stitching process.  
 
Table 5.6 Data captured using garnet cameras’ individual image and processed 



















6 205.42 0.84 205.12 0.8268 0.31 0.011 
7 254.64 0.45 256.10 0.4464 -1.46 -0.001 
8 349.57 0.43 349.38 0.4195 0.19 0.008 
13 104.46 1.00 106.48 0.9539 -2.03 0.050 
16 394.34 0.26 393.71 0.2579 0.63 0.004 
   RMS Distance Error (cm) 1.164 
   RMS Angle Error (rad) 0.0231 
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Table 5.7 Data captured using only the white cameras image and processed with 



















1 247.65 0.44 246.67 0.4413 0.98 -0.005 
4 239.08 0.94 238.40 0.9604 0.68 -0.018 
5 141.61 0.84 140.56 0.8506 1.05 -0.013 
9 372.11 0.27 372.03 0.2795 0.08 -0.009 
10 373.70 0.53 374.01 0.5505 -0.32 -0.018 
   RMS Distance Error (cm) 0.724 
   RMS Angle Error (rad) 0.0136 
 
Table 5.8 Data captured using only the black cameras image and processed with 



















14 154.62 1.18 153.93 1.1821 0.69 -0.004 
15 405.77 0.37 407.98 0.3679 -2.22 -0.001 
17 344.81 0.55 345.12 0.5421 -0.32 0.008 
18 249.71 0.58 249.31 0.5873 0.40 -0.003 
19 220.35 0.94 219.98 0.9480 0.36 -0.005 
   RMS Distance Error (cm) 1.078 
   RMS Angle Error (rad) 0.0048 
 
To correct this scaling issue, each cameras image was cropped to a physical 
marker on the track such that each cameras FOV was the same physical size. Then, the 
OpenCV resize function was used to resize each image to 1920 by 1080 pixels. New 
homography matrices were computed in the same manner as previous, and the white 
image was stitched to the black image forming a white/black resultant image that was 





Figure 5.4 White and black camera images showing matched keypoints (top 
left) and stitching the resized images (top right). The garnet and white/black 
image matched keypoints (bottom left) and all three resized images stitched 
(bottom right). 
 
This scaling of the images before stitching resulted in a new cm to pixel ratio of 
0.243 cm per pixel. The original static test was conducted using the new stitched image 
and the same ArUco marker locations as in Figure 5.1.The result showed significant 
improvement of the RMS distance error to a value of 2.85 cm. Furthermore, the data 
points were again sorted by the image they were located, and the RMS distance error was 
compared for each cameras FOV. This showed that the camera resulting in the largest 
amount of RMS distance error was the garnet camera with a RMS distance error value of 
4.58 cm of error. Both the white and black cameras resulted low significantly lower RMS 
distance error values of 1.78 cm and 1.89 cm respectively. The complete data set can be 
White and Black Camera Stitching
Garnet and White/Black Camera Stitching
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seen in Table 5.9 and the data points analyzed by camera FOV can be found in Table 
5.10. 
 




















1 327.03 0.84648 328.28 0.80948 -1.260 0.03701 
2 293.05 0.73304 296.02 0.70346 -2.967 0.02958 
3 432.75 1.02102 430.63 1.00502 2.120 0.01600 
4 357.66 1.16937 355.03 1.16779 2.629 0.00158 
5 258.76 1.19555 257.75 1.19327 1.013 0.00228 
6 195.58 0.86394 198.74 0.83816 -3.157 0.02577 
7 245.75 0.47124 251.42 0.44247 -5.672 0.02877 
8 341.31 0.42761 345.99 0.41494 -4.678 0.01266 
9 427.04 0.60214 429.56 0.57341 -2.523 0.02873 
10 456.88 0.79412 456.72 0.78615 0.166 0.00797 
11 465.46 0.89012 464.40 0.87023 1.055 0.01989 
12 238.92 1.03847 240.12 1.00469 -1.204 0.03378 
13 98.27 1.02102 100.23 0.99960 -1.966 0.02141 
14 415.45 1.42244 413.59 1.42516 1.858 -0.00272 
15 556.90 0.82903 555.22 0.81325 1.679 0.01578 
16 386.08 0.27053 392.17 0.25174 -6.090 0.01878 
17 530.86 0.97738 528.35 0.97119 2.507 0.00620 
18 454.03 1.09956 452.06 1.08719 1.964 0.01236 
19 463.87 1.28282 462.62 1.28211 1.248 0.00071 
      RMS Distance Error (cm) 2.854 
      RMS Angle Error (rad) 0.0203 
 
Table 5.10 Data points analyzed by camera FOV. 
RMS Border (cm) RMS Garnet (cm) RMS White (cm) RMS Black (cm) 





5.2 DYNAMIC ACCURACY TESTING 
The dynamic test began by removing all tape on the track surface and setting up a 
path that the robot needs to follow and uses a significant portion of the tracks surface. 
The path was designed to have four different types of sections. Along one side, the path 
would be straight. This was the side that the experiment was initiated from each time. 
The next section, moving clockwise around the track, is a combined angular and smooth 
curved section. The third section would be a smooth curved “slalom” type section. The 
fourth and final section would be composed of angular geometry before returning to the 
straight section again. The overhead view of the track can be seen in Figure 5.5. The 
straight section to the left edge of the track is used to collect data for separate 
experiments and was left in place as it would not affect this experiment. 
 
 
















With the path setup and the robot configured, the path following program was 
initiated as was the overhead camera tracking system. The robot was allowed to complete 
a full evolution of the loop, then both systems were shutdown. This process was complete 
4 times, and the data was extracted for processing. The RMS distance between the center 
pixel of the robot’s camera and the nearest point on the path was computed for each loop. 
The RMS distance between the ArUco marker’s center and the nearest point on the path 
was computed for the overhead camera system. These values were compared to 
determine the dynamic accuracy. 
 


















RMS (cm) 2.57 2.84 2.78 2.72 2.73 
StDev (cm) 1.93 2.18 2.11 2.07 2.07 
Robot 
camera 
RMS (cm) 2.00 2.05 2.02 1.97 2.01 
StDev (cm) 1.27 1.29 1.29 1.25 1.28 
 
Difference 
(cm) 0.57 0.79 0.76 0.75 0.72 
 
 
Table 5.11 shows that although the absolute difference between the RMS distance 
error captured by the overhead camera system and the RMS distance error captured by 
the robot’s onboard camera is small, the percent error is actually fairly large. This can be 
explained by the mechanism driving the distance error onboard the robot. As the path 
departs the robot cameras FOV, the control mechanism returns a maximum value as the 
error in order for the robot to continue to correct in the direction of the path. As such, it is 
possible for the overhead camera to detect deviations from the path much larger than 
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those detectable by the robot’s onboard camera. Further review of the plots from all 4 
experiments in Figure 5.6 and Figure 5.7 shows that the robot indeed deviates from the 
path in large quantities in certain areas of the track. The path is shown in blue, and the 
ArUco location is plotted in a contrasting color for each experiment. 
 
 
Figure 5.6 Overhead camera system plots using ArUco tracking and stitched images 
for experiments 1 (left) and 2 (right). Green triangles showing ArUco location and blue 
indicating the path.  
 
 
Figure 5.7 Overhead camera system plots using ArUco tracking and stitched images 
for experiments 3 (left) and 4 (right). Red triangles showing ArUco location and blue 
indicating the path. 
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As we assume the track surface to be a 2-dimensional plane, height of the ArUco 
marker poses an issue. Looking at the straight section of the track, it can be seen that the 
ArUco tracking applied a consistent offset. This slight offset is due to the height of the 
marker. The marker is mounted very low to the track but is slightly above it due to the 
waffle plate it is mounted on top of. This offset is most visible the more near to the edges 
and diminishes directly under the camera as it is caused by the cameras viewing angle of 




The Turtlebot allowed for rapid deployment of the robotic system into the indoor 
facility for testing of the overhead camera localization system. The design of the track 
allowed for safe and effective handling of the Turtlebot during development of the 
system. The static accuracy test resulted in a greater understanding of how the scaling of 
the image prior to image stitching aids in the accuracy of the system. Improving the 
scaling of the images prior to image stitching led to a RMS distance error improvement 
from 5.08 cm to 2.85 cm. They dynamic accuracy test achieved an average difference of 
0.72 cm between the RMS distance value found by the Turtlebot’s onboard camera and 
the overhead tracking system. 
Further improvements can be made to refine the systems accuracy. As the garnet 
camera was the main contributor of error and was also the image frame containing the 
origin, improvements should start with refining the garnet cameras calibration. The 
garnet camera had the highest amount of calibration error at 0.768 pixels of error. The 
scaling of the images helped substantially and is another area improvement can be made. 
Markers could be placed in the image frame such that the physical area represented in the 
image frame can be cropped exactly prior to resizing the images for stitching. Finally, the 
order that the images were stitched together may improve the result. The white cameras 
image was used first and stitched to the black cameras image, then this result was stitched 
to the garnet camera. It is possible that the larger RMS distance error in the garnet 
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cameras data could be a result of it being the last image used. Changing the order that the 
images are stitched such that the garnet camera image is stitched to the white camera, 
then this resultant image is stitched to the black cameras image could improve the RMS 
distance error.  
Improving the accuracy of the static test will greatly enhance the accuracy of the 
dynamic accuracy test. But there is room for improvement on this test as well. The 
ground robot fails to report distance error values beyond its FOV. This causes the RMS 
distance error the robot provides to be skewed low as the overhead camera continues to 
publish values beyond that of which is out of the robots FOV. Furthermore, the overhead 
camera systems perspective offset due to the viewing angle causes values to be less 
accurate. Utilizing a more effective manner for finding the location of the ArUco marker 
will improve the system greatly. 
The indoor track facility with an overhead camera localization system shows 
potential as a viable way to capture data during research and development of robotic 
systems. Utilization of computer vision for localization makes use of the camera 
infrastructure most facilities already have in place for security. This technology can be 
used in other research applications for localization and development of robotic systems, 
or it could be refined and adapted for industrial use. 
Future work will be aimed towards the refinement of the system. The method of 
obtaining the ArUco marker location will be the main area of focus. Effort will be made 
to remove the need for the centimeter to pixel ratio and use the camera coordinate system 
to determine the markers’ location, reducing or eliminating the error caused by scaling 
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