One of the most critical issues in wireless sensor networks is represented by the limited availability of energy on network nodes; thus, making good use of energy is necessary to increase network lifetime. In this paper, we define network lifetime as the time spanning from the instant when the network starts functioning properly, i.e., satisfying the target level of coverage of the area of interest, until the same level of coverage cannot be guaranteed any more due to lack of energy in sensors. To maximize system lifetime, we propose to exploit sensor spatial redundancy by defining subsets of sensors active in different time periods, to allow sensors to save energy when inactive. Two approaches are presented to maximize network lifetime: the first one, based on column generation, must run in a centralized way, whereas the second one is based on a heuristic algorithm aiming at a distributed implementation. To assess their performance and provide guidance to network design, the two approaches are compared by varying several network parameters. The column generation based approach typically yields better solutions, but it may be difficult to implement in practice. Nevertheless it provides both a good benchmark against which heuristics may be compared and a modeling framework which can be extended to deal with additional features, such as reliability.
Introduction
Sensor networks are composed of small electronic devices, the sensors, that monitor areas, objects, animals, persons, or sense temperature, humidity, the presence of acoustic or seismic waves, etc., in a given area of interest. Wireless sensors can be used for remote monitoring and object-tracking in different environments and for a wide range of applications. Typically, they consist of a MicroElectromechanical System (MEMS), a low-power Digital Signal Processor (DSP), a radio frequency circuit, and a battery. Due to their low-cost and low-complexity nature, sensors are characterized by several constraints, such as a short transmission range, poor computation and processing capabilities, low reliability and data transmission rates, and a limited available energy. Therefore, sensor networks should be designed with the aim to 0377-2217/$ -see front matter Ó 2006 Elsevier B.V. All rights reserved. doi:10.1016/j.ejor.2006.05.037 guaranteed any more due to lack of energy in sensors. Our objective is to devise solutions that maximize network lifetime under such a minimal coverage constraint.
We take as a case study a video-surveillance network for monitoring a given territorial area (for simplicity, a rectangular area), called area of interest, with a desired level of coverage. While monitoring the area of interest, sensors gather information (i.e., images), and send it to some gateway node, conveniently located within the area of interest. Sensors that are unable to reach the gateway node by direct transmission, deliver the collected information by using intermediate sensor nodes as relays (multi-hop transmission). We assume that sensors can be switched off if needed to reduce power consumption. We also assume that the number of deployed sensors is large enough that sensors subsets can provide the desired level of coverage, if they are properly chosen. Given that sensor battery lifetime should be spared to maximize network lifetime, a fairly intuitive approach is to switch on, at a given time, only the minimum number of sensors needed to guarantee the desired level of coverage in the area. Based on the above observation, we divide sensors into subsets, each subset being active in different periods of time, and devise an optimal scheduling of sensors' activity, so that the sensor battery lifetime is maximized and the quality requirements are met. Since subsets of active sensors form a sub-network, we will use the terms subset and subnet interchangeably.
Our problem can be regarded as a generalization of the set partitioning approach proposed by [10] . There, the authors consider a set of points in the area of interest and a set of sensors. Each sensor is able to cover a subset of points, and the aim is to generate a partition of the set of sensors in disjoint subsets, such that each subset of sensors is able to cover the set of points. The lifetime of each subset will correspond to the lifetime of a single sensor, and by maximizing the number of disjoint subsets the overall network lifetime is maximized. Their problem is basically a set packing problem, which is NP-hard [8] , and solution heuristics are proposed by the authors.
The idea of switching sensors on and off in order to increase the system lifetime may be pursued in a more general setting. In fact, in [10] the authors do not consider multihop routing, which is necessary when transmission range limits connectivity, nor the tradeoff between quality of coverage and system lifetime. The problem described in [10] can be reduced to ours if we assume that energy is consumed only for sensing and not for transmitting data and we require 100% coverage. Hence, our problem is NP-hard as well, and we must rely on heuristic solution methods. In this paper we propose two approaches: the first one is based on a mathematical programming model. The second one is a greedy approach that should be more easily implemented in a distributed way in a realistic scenario, although the definition of a proper protocol to support the proposed approach is beyond the scope of this paper.
The mathematical programming model is based on a decomposition of the overall problem, which includes both routing and scheduling issues, by a column generation scheme [12, Chapter 11] . The greedy approach is based on an ad hoc solution devised to exploit sensor spatial redundancy; even if this approach is simplistic, it better scales to very large networks and proved to be effective in terms of performance in some scenarios.
The main critical point of the first approach is that we assume a centralized management scheme, in contrast to the literature concerned with distributed protocols and decentralized management (see, e.g., [11] ). While this is a debatable assumption, and there are application fields in which this approach would probably be too difficult to pursue, we think that the most interesting feature of this approach is in providing a flexible framework that can be extended to deal with more complex scenarios, as hinted later. Furthermore, it may work as a benchmark against which the quality of distributed, and possibly more practical heuristics may be compared. Actually, we may also envisage solution methods integrating the two approaches. The overall problem entails at least two dimensions: routing and scheduling. To these, we could also add a third one: reliability. This is not within the scope of the present paper, but we want to stress that the column generation framework is well suited to tackle this issue. Finally, even in those cases in which the mathematical programming model approach is not feasible, having a good target for system lifetime can be valuable in designing and evaluating distributed protocols [2] . Furthermore, checking if, in a specific application, significant advantages are obtained by a more complex management method may help in designing the system architecture.
To increase the generality of the approach and to keep the model relatively simple, we do not take into account many important technological constraints. As such, for example, we do not specify the access protocol used by sensors to transmit data; our model is general enough to allow us to abstract from these details. Obviously, a more detailed model would provide results closer to reality. However, increasing the model complexity would make very difficult to solve the problem in reasonable computation time. Moreover, the importance of the presented results resides in the general trends that can be deduced by looking at performance indices, which are marginally influenced by specific implementation details.
The remainder of the paper is organized in the following way. First we describe our system model and assumptions in Section 2. Then a formal definition of the optimization problem is provided in Section 3. In Sections 4 and 5, we describe the two algorithms proposed to solve the network lifetime maximization problem. The two approaches are compared and system performance, as a function of network parameters, is analyzed in Section 6. Finally, we draw some conclusions and provide hints for future work in Section 7.
System model description and assumptions
Different models have been proposed for sensor networks, depending on the type of sensing involved and the specific application. The basic network setting that we assume in this paper relies on the work described in [2, 6, 10] .
We consider a set of sensors, indexed by j = 1,. . . , N, whose placement is known. Sensors may be used in different roles; indeed, in the following we will often speak of nodes rather than sensors to point out the multiple role they may take. Examples of roles are: sensing (which we assume periodic rather than event-driven), compressing data, routing data (which implies either sensing and transmitting, or receiving and transmitting) to another node or to the gateway. Roles are not mutually exclusive.
Sensors should cover a discrete set of points in the area of interest, indexed by i = 1,. . . , M. Such an approach differs from other solutions based on computational geometry [4] , since, given a region in the plane and a sensing range, we do not address the problem of ensuring that each point in the region (an infinite set of points) is covered. Rather, we adopt a simplified approach considering a discrete set of points as a good sampling of the region. On the one hand this is an approximation, but on the other one it provides us with a flexible modeling approach which allows us to deal both with planar and spatial problems, possibly complicated by obstacles. It should also be mentioned that within this modeling framework we may also deal with problems in which the set of points to cover is explicitly assigned.
The quality of coverage may be measured and a minimal quality level is required; for instance, we may require that at least a certain percentage of points are covered. When a point is covered, we may assume that it is covered by multiple sensors or by exactly one sensor. In the following, we consider the case of points covered by at most one sensor (of course, a sensor may cover different points). Multiple coverage may be considered (see Section 7), but, unless it is required only because of reliability issues, it requires a way to measure the increase in the quality of coverage and a way to model the elimination of redundancy, unless this is performed in the gateway node.
For each point of interest i, we know the set S i of sensor nodes which can cover i. Then, for each sensor node j, we also know the set of points C j which can be covered, and the set R j of reachable sensor nodes, i.e., nodes which can be reached directly, without routing through intermediate nodes, given transmission constraints, as communication may be limited both by distance and natural obstacles. All sensors are equal and have an initial energy endowment E.
A special node, the gateway, is denoted by G; its energy is unbounded. The gateway is the node to which all the data must be routed. We denote by R G the set of nodes that can reach the gateway directly, without the need for multihop routing.
Data compression may be performed by a sensing node to minimize energy consumption, which depends also on the roles played by that node and on the transmission power required by distance.
For each point i, we define as q i the corresponding data flow rate, that is input into the network if point i is covered (e.g., number of images per unit time). In the following we assume that the data rate is the same for any point. We also assume as known
• E T jk : the energy required to transmit data (e.g., an image) from node j to node k per unit of flow; it depends on distance between nodes; • E R : the energy required by any node to receive data per unit of flow; • E C : the energy required to sense and compress data per unit of flow.
Here we take a minimal quality of sensing as a constraint, which is expressed as a lower bound L on coverage, i.e., the minimal percentage of points which must be covered. Hot spots and more refined measures of coverage may be easily dealt with by adapting the models below. Indeed, a potentially useful way of using the models below is in assessing the trade-off between quality of coverage and network lifetime; this is easily obtained by solving the models repeatedly for different values of L.
We point out that our work relies on various assumptions, which are related to the specific network application. Some of these assumptions may be relaxed or changed with no difficulty, while others may be changed in principle (e.g., we model energy consumption in a very simple way), but they would probably lead to an overly difficult model from the computational point of view, at least for the mathematical programming approach.
Problem statement
As a first step, we leave aside the concept of sensor subnets and consider a unique set of sensors. We introduce the following decision variables:
• x ij 2 {0, 1}, set to 1 if point i is covered by node j, in which case point i contributes an input flow q i into node j;
• f jk P 0: data flow rate from node j to node k (measured, e.g., by the number of compressed images transmitted per unit time); • w j P 0: data flow rate from node j to the gateway.
We write the power required by node j as
which means that the power is given by the sum of the data flow (rate) from points i 2 C j actually assigned to and covered by sensor j times the energy consumed by sending one unit of data, plus the data flow from node j to reachable nodes k 2 R j times the required transmission energy, plus the data flow received at node j from nodes k 2 R j times the required receiving energy, plus a term accounting for data sent to the gateway. Actually, this term should be considered only for nodes j 2 R G and we should write two equations, one for nodes that can reach the gateway directly and another one for nodes j 6 2 R G ; for the sake of simplicity we avoid doing so, enforcing a constraint like w j 0 for the second case. By multiplying the power by the system lifetime T, we get the total energy consumption, which cannot exceed the energy available in any node. To get a linear model, the objective of maximizing system lifetime can be rephrased in terms of balancing the power requirement across nodes. In other words, by minimizing the maximum power consumed, P max max j P j , across the nodes, subject to coverage constraints, we maximize system lifetime. This basic problem (BP) may be expressed as the following MILP (Mixed Integer Linear Programming) model:
x ij 2 f0; 1g; w j P 0; f jk P 0; ð5Þ
Eq. (1) expresses conservation of flows. Constraint (2) states that each point must be assigned to at most one sensor, whereas (3) enforces the minimal required coverage. Finally, (4) sets the maximum power P max and (6) eliminates the possibility of routing data to the gateway if it is not reachable from node j.
The above formulation does not exploit the possibility of switching sensors on and off; it is a routing problem, with a sort of plant-location component, and it disregards scheduling issues. To improve system lifetime, provided enough redundancy in the sensors is available, we may exploit the concept of sensor subnets, which can be switched on and off to save energy. This leads to the column generation approach described in the next section.
However, apart from being a first modeling step that we include for the sake of exposition, this model is useful for different reasons.
1. It should be noted that by relaxing the integrality requirement on the assignment variables x ij , we get a LP problem which may be used to find an upper bound on the system lifetime. In this continuous relaxation, we allow shared coverage of a point: this means, e.g., that 60% images from a point are taken by one sensor and 40% by another one. In practice this is difficult to implement, and this is the reason for requiring that a point is covered by at most one sensor. 2. Given a point-to-node assignment, i.e., a set of values of the decision variables x ij meeting coverage constraint (3), we may build a feasible subnet by solving the remaining routing problem with respect to the continuous decision variables w j and f jk . This will be useful in initializing the column generation approach.
A column-generation based decomposition framework
We describe here the mathematical programming approach based on column generation. As we have pointed out before, the overall problem we consider has two main components:
1. a routing component, which is linked to defining roles for each node and assigning points to nodes; 2. a scheduling component, since a node may play different roles in different time instants. It is worth noting that the scheduling component involves non-renewable resources [3] .
The idea is to decompose the two issues by generating a set of network configurations (subnets), each of which is connected and meets the minimal coverage requirements. Then we should decide how much time each subnet is used. By alternating the configurations, we exploit the available redundancy in sensors.
Column generation is a general purpose framework which have been often proposed either as a computationally efficient alternative to standard methods or as a modeling tool when a direct approach is infeasible. See, e.g., [12, Chapter 11] for a tutorial treatment, or [1] for a recent survey.
In our case, columns correspond to subnets, i.e., network configurations. The aim of the master problem, described below, is to select the columns and to decide the length of the time interval a subnet is used, subject to energy budget constraints for each node. From the dual variables of the energy budget constraints we derive costs which are used in the column (subnet) generation subproblem. The subnet generation subproblem aims at finding a feasible subnet ensuring the minimal required covering.
The subnet selection (master) problem
Let s be an index referring to the subnets generated so far by the subnet generation subproblem. Each subnet is characterized by the role of each node and by the power required by that role. Since we do not assume mutually exclusive roles (each node may both sense and route data from other sensors), the role is basically characterized by the input and the output flows through each node.
Let P s j be the power required for node j in subnet s (it is 0 if the node is not active in that subnet) and let t s P 0 be a decision variable corresponding to the amount of time subnet s is used. Then, to maximize network lifetime we solve the master problem (MP):
This problem is a classical LP problem, solved by the standard simplex algorithm. As stated before, columns P s represent network configurations, that is subsets of nodes playing defined roles to which a given power requirement is associated. They are generated on a as-needed basis by the subnet generation subproblem described in the next section. Let p j be the dual variable (shadow price) associated to the energy budget constraint (7) for node j. This is used to define the cost objective for subnet generation. Intuitively, a large shadow price for a node implies that using the corresponding node is costly. Note that further constraints could be easily dealt with, such as the maximum number of subnets we want to use and a minimal time an activated subnet must be used. These constraints would help in reducing the burden of switching roles, in order to make the approach more manageable in practice. In this case, we would not have a continuous LP as a master, but a MILP model, possibly solved by branch and price.
The subnet generation subproblem
In this subproblem, denoted by (GEN), we do not consider energy limitations directly; the energy consumed by each node is priced by the dual variables p j from the master problem (MP). The objective is to cover the set of points with minimum cost, subject to quality constraints. Thus the problem is a modification of model (BP) of Section 3 
Given an optimal solution to this subproblem, i.e., x
we compute the power requirement for each node as,
which is the information needed by the master problem (MP). The generation subproblem is a possibly hard MILP model. We solve the subnet generation problem at optimality by standard branch-and-bound; however, from a practical point of view, we should note that it can be solved sub-optimally by introducing some sub-optimality tolerance. Actually, this could be useful during the first iterations, to enrich the initial set of subnets as quickly as possible to get good shadow prices. It is important to note that many variations may be accommodated within this column generation framework: in some applications, even using constraint-based search within column generation has been proposed [9] . Solving the subnet generation subproblem by sophisticated heuristic procedures might be important in the case reliability constraints are considered.
Initializing the column set and stopping criteria
To start-up the column generation process, an initial set of columns is required, to be able to solve the master problem (MP) once and obtain the first set of dual variables. It is also important to start with a good set of columns. To this aim we have basically followed the set partitioning approach proposed in [10] . We find a certain number of disjoint sets of sensors meeting the minimal coverage constraint, using a pure 0/1 programming formulation solved by branch and bound. For each subset of sensors, corresponding to an assignment of points to sensors, we build a subnet by solving basic problem (BP) with the covering variables x ij set accordingly. This provides us with an initial set of columns.
The termination criterion is the standard one for column generation [12] . Considering master problem (MP), we see that in order to generate a useful column we must find a new subnet s * such that its reduced cost 1 À P j p j P s Ã j is positive. Strictly speaking, this is not quite correct, as there is the possibility of stalling. Just like in the simplex algorithm, we may have a subset of neighboring solutions with the same objective, such that you do not improve the solution for some steps of the algorithm. However, computational tests, not reported in the following, have shown that results do not change significantly, if they change at all. Furthermore, the contribution of later columns to the overall solution tends to be marginally decreasing, so we have considered this stopping criterion in order to reduce computational effort and prevent issues with cycling. In terms of the subnet generation subproblem (GEN), this means that we aim at finding a solution whose value of objective function (8) is strictly less than one. If the objective value from (GEN) does not meet this requirement, it is impossible to find a new column that, added to the master problem, increases the network lifetime and we stop the algorithm.
We have observed that sometimes the last columns which are generated do not contribute significantly to the increase of network lifetime. In such cases, a possible alternative (that we did not use in this work) is to stop the master/subproblem iterations when the maximum lifetime is not increased significantly.
A greedy approach
The general idea of the distributed approach is also based on the fact that we can use the high spatial redundancy in sensor nodes by making a small subset of nodes active in a given sub-area, thus exploiting sensor activities in different periods of time. In other words, only a subset of sensors is active for a given period of time, named scheduling period, whereas all other sensors are in inactive state, saving energy for future scheduling periods.
The proposed approach consists of the following steps:
1. form a proper (i.e., covering) subset of sensors that will be switched on (active sensors); if the subset does not guarantee the required level of coverage, discard this instance and repeat step 1; 2. put all other sensors in off state (inactive sensors); 3. determine a suitable minimum cost routing to transfer the sensed information from all active sensors to the gateway node; if this is not possible with the selected subset of sensors to guarantee full connectivity, i.e., if not all of the active sensors are able to communicate, possibly via multi-hop transmission, with the gateway node, the subset is discarded and the process is restarted from step 1; 4. determine the scheduling period duration, i.e., the amount of time for which this sensor subnet lasts, while guaranteeing the target level of coverage; 5. compute sensors energy consumption over this time interval, subtract it from each sensor energy budget, and eventually consider some of the sensors as unavailable in the future due to energy depletion; 6. iterate through this process until no other subset of covering and fully connected sensors can be found.
Let us now describe the above steps in more detail. For what concerns the selection of the sensor subset (step 1), we simply allow each sensor to decide independently with a given probability (equal for all sensor nodes) whether to be in the off (inactive) or on (active) state in the current scheduling period. We check whether the selected subset is feasible, i.e., able to guarantee the required coverage. If infeasible, this subset is discarded and the algorithm restarts. For each point to be covered in the area of interest, only one randomly chosen sensor among the currently active sensors is really activated, whereas all other sensors are put in inactive state (step 2).
If the subset is feasible, we solve the routing problem (step 3) among sensors building a tree routed in the gateway, obviously taking into account sensors transmission capabilities. Standard techniques to determine a tree on an unknown topology (e.g., finding a spanning tree on a network in a distributed fashion, without centralized knowledge of node placement) could be used to solve this problem. However, we implemented a simpler suboptimal algorithm to determine paths among sensor nodes. Each node is assumed to know the reachable and active sensors closer to the gateway; this could be simply implemented by periodically broadcasting node identity and distance from the gateway. Each node randomly selects one among the available sensors closer to the gateway, to send the sensed information in multi-hop fashion to the gateway node. All sensors not involved in either sensing or routing operations are put in inactive state. If some sensor is not able to find a neighbor, the subset is not connected and the subset is discarded.
Finally, the duration of the scheduling period is determined by the sensor that exhausts its residual power budget first (steps 4 and 5).
This process is iterated until no more feasible subsets can be found after a fixed, large, maximum number of iterations was run (step 6).
Note that, if we neglect any cost in creating and discarding a subset, it is always convenient to have all sensors potentially active in a scheduling period, thus setting the probability of being active equal to 1. However, this parameter is important in realistic implementations to reduce the cost of exchanging information among nodes in order to determine the feasibility of a selected subset.
This algorithm is largely suboptimal; however, it may be reasonably implemented in a distributed fashion and shows good performance in the considered scenarios.
Testing scenario and numerical results
The column generation scheme was implemented using the OPL STUDIO/CPLEX 8.0 optimization modeling system, whereas the greedy approach was implemented in MATLAB. To assess the merits of the proposed algorithms, various instance classes were considered, whose parameters are reported in Table 1 . Each class is characterized by: number of sensors, number of points to be monitored, and maximum sensing range that is assumed to be equal to the maximum transmission range of sensor nodes. The last choice was just made for the sake of simplicity, to limit the number of factors. In many applications the sensing range is smaller than the transmission range.
Each class was generated according to the following specifications:
• the area to be covered is a square with side Q = 10; • the gateway node is located at the center (coordinates (5, 5)) of the covered area; • sensors are uniformly distributed on the area, i.e., their coordinates are generated by using a pseudo-random number generator; • to position the points of interest in such a way to cover the area as uniformly as possible we have used Halton low-discrepancy sequences; low-discrepancy sequences are the basis of quasi-Monte Carlo integration methods; basically, they are just a way to cover unit hypercubes (in our two-dimensional case, a square) as uniformly as possible by a deterministic sequence, rather than by random sampling (see, e.g., [5, Chapter 4] ); it is worth noting that sensors are placed using pseudo-random numbers in order to simulate random placement of sensors (which could be launched by an aircraft in some applications); on the other hand, points are placed according to a low-discrepancy sequence to represent a good sampling of the area of interest; in a real-life setting, one might have more structured information about the points that must be covered; • minimal required coverage: 100% and 90%; • initial energy endowment E: 0.75Ah * 3.3 V = 8910 J; • energy requirement to transmit a compressed image [mJ] , as a function of distance d:
This value may include the average amount of energy required for retransmission, if a random access protocol is used to transmit data;
• energy requirement to receive a compressed image: 5.0 mJ; • energy requirement to compress an image:
3.6 mJ; we assume that this also includes the required energy for sensing; • sampling rate and transmission interval: one image every 15 seconds.
Numerical values are taken from [7] . Using these instances, we tested both the column generation scheme and the greedy algorithm; the results were averaged over ten instances for each class.
A first issue is CPU time. While the greedy algorithm has negligible requirements, the column generation approach may be costly. In Table 2 , we report average CPU times required by column generation (using ILOG OPL/CPLEX 8.0, on a PC operating under Windows NT, with a clock frequency of 500 MHz). We see that the CPU time is significant if compared to negligible CPU times of the greedy approach, but different tricks of the trade (sub-optimality tolerances and early termination of the column generation process) could be used to improve performance. Table 3 reports, for each class of instances, the average total lifetime (LT) of the system achieved by sequentially using different networks and the average number of networks employed to monitor the area under control. The results in the left hand side refer to the optimal solution, while the results in the right hand side have been obtained through the greedy approach. For the column generation approach Table 3 also reports the average number of networks generated to reach the optimal solution; this metric is not reported when the greedy approach is employed since, in this case, all generated networks that meet the coverage and connectivity constraints are used to build the final solution. Table 4 reports the characteristics of the networks used in the optimal and greedy solution. The second and fourth column contains the average lifetime of each used network, while the third and fifth one indicates how many sensors are active, on average, in each of these networks. Table 5 reports the performance of the optimal and greedy solution in terms of maximum and mean value of power consumed (PW) by a single sensor.
First, let us consider system performance when we fix both the number of sensors and the number of points of interest, and vary the sensor sensing/ transmission range (i.e., compare classes 1 and 2, 3 and 4, etc.). From Table 3 , we observe that the total system lifetime, as well as the number of used networks, increases significantly. Indeed, the number of sensors that can ensure the required coverage or successfully route data toward the gateway node grows, thus increasing the number of networks that can be employed. This also implies that the average number of sensors included in a single network decreases for larger values of the sensing/transmission range (see Table 4 ). As for the sensor power consumption reported in Table 5 , we observe a reduction in both the average maximum and the mean value as a larger sensing/transmission range is considered. This behavior can be explained as follows. Recall that the contribution to power consumption due to the output transmit power is negligible, in the sense that we have a contribution 0.01 * d 2 with respect to a fixed component 5.0, while the most relevant contribution is due to the transceiver, in transmission mode as well as in receive mode. By increasing the sensor range, the route length from the point of interest to the gateway node becomes shorter; this implies that less relay nodes will be involved, i.e., less nodes would experience both the transmission and reception cost.
Next, assume the sensor range and the number of sensors to be fixed. Comparing classes 1 and 3, 2 and 4, 5, 7, and 9, and so on, in Tables 3-5 , we can analyze system performance for increasing values of the number of points of interest. As expected, the number of points to be monitored has a great impact on the system lifetime and power consumption. In particular, a large number of points leads to an increase in the number of sensors needed in each network and, hence, in the mean power consumption; as a consequence, the total system lifetime decreases. Moreover, in each single network, it is more likely that a node has to gather data from more than one point, or route a larger amount of data to the gateway node. It follows that the maximum value of power consumption experienced by the sensors grows and, thus, the average network lifetime decreases. Note that the number of used networks increases when increasing the number of points if the optimal solution is applied; indeed, as the number of points to be controlled grows, more solutions are available to cover points, but it becomes harder to find an optimal solution; thus, more networks are generated and tried out, but ''good'' networks do not increase at the same pace. When using the greedy solution, it becomes increasingly difficult to find networks that satisfy the coverage requirements as the number of points to be covered increases; thus, the number of used nets drops significantly.
Given the sensor range and the number of points of interest, consider the system performance as the number of sensors changes from 25 to 100 (i.e., in Tables 3-5 compare classes 1, 5, 11, or 2, 6, 12, and so on). As expected, the total lifetime and the number of used networks increase as the number of sensors grows (see Table 3 ). Indeed, when a larger number of sensors are available, a greater number of feasible networks can be found. Moreover, as the nodes exhaust their energy resources, further configurations that meet the constraints on connectivity and coverage are formed by using more nodes per single network. This is confirmed by the values of average number of active sensors presented in Table 4 . The fact that the number of used networks significantly increases with the increase in the number of available nodes justifies the reduction in the average network lifetime. Indeed, most of the networks that are created as the nodes start exhausting their energy have a short lifetime, which clearly impacts the average lifetime. As for the average power consumption, we can see from Table 5 that increasing the number of sensors implies a lower mean power consumption per sensor. Indeed, a higher redundancy in the available nodes allows for more power-efficient networks. Also, note that in Table 3 the difference between the number of generated networks and the number of used networks increases while increasing the number of available sensors. For instance classes from 1 to 4, the number of networks used in the optimal solution is about 1/3 of the total number of generated networks, while, for instance classes from 11 to 14, the ratio decreases down to about 1/7. This is due to the fact that, for a large value of the number of nodes, the number of feasible networks increases significantly; however the number of ''good'' network configurations is limited by the given placement of the points under control.
We may observe that with the column generation approach longer network lifetimes are obtained. This is not a surprise, given the complexity of the approach with respect to the greedy heuristic. The greedy approach provides network lifetime values closer to those obtained with the column generation approach when the network size is larger in terms of sensor nodes. This is rather encouraging when considering a realistic network scenario, since the column generation approach can be barely used with networks with more than hundreds of sensors due to its computational complexity. However, when increasing the number of points to be covered, the greedy approach is significantly outperformed by the column generation approach.
We have also tested the gain in lifetime that can be obtained by relaxing the constraint on the quality of coverage. In Table 6 , we report average lifetimes obtained by requiring only 90% coverage, both using the column generation and the greedy approach. To make the table more readable we list the percentage gain with respect to the solution obtained by the same approach when 100% coverage is required. We do not report results for all classes, as with 5 nodes relaxing the coverage requirement from 100% to 90% makes little sense. We see that with the column generation approach longer lifetimes are obtained when relaxing the constraint on coverage to 90%, whereas the greedy approach is apparently unable to exploit this possibility to increase network lifetime.
Finally, we also carried out a limited set of experiments to check the potential benefit of integrating the two approaches. A natural way to do so is using the subnets provided by the greedy approach as an initial set of columns for optimization. We used this initialization for classes 16 and 17, which were the most interesting candidates because of the problem sizes. The results we obtained are quite encouraging: average CPU time decreases from 293 seconds to 168 for class 16 and from 436 to 277 seconds for class. In both cases, the reduction in CPU time is about 40% on average, while at the single instance level minimum and maximum reduction are about 15% and 65%, respectively.
Conclusions and possible extensions
Two approaches to extend system lifetime in sensor networks were presented, the more complex one being based on mathematical programming techniques, the simpler one on a greedy algorithm. Both approaches exploit the high spatial redundancy in sensor nodes: only a proper subset of sensors is active for a given period of time, whereas all other sensors save energy being in inactive state.
Performance analysis reported in the last section allowed us to obtain important insights on sensor network design, as well as to determine the properties of the two algorithms. In particular, the obtained results suggested the following considerations.
(i) When we fix both the number of sensors and the number of points of interest and vary the sensor sensing/transmission range, the number of used networks increases significantly. Furthermore, under the assumption that the output transmit power is negligible, we also achieve a longer system lifetime. (ii) In the case where the sensor range and the number of sensors are fixed, the number of points to be monitored has a great impact on the system lifetime and power consumption; indeed extending the coverage requirements greatly reduces the network lifetime. (iii) Given the sensor range and the number of points of interest, the total lifetime and the number of used networks increase as the number of sensors grows. (iv) Comparing the column generation and the greedy approach, it is clear that longer network lifetimes are achieved through the centralized solution. However, the greedy approach is able to deal with larger networks due to its lower computational complexity. The differences in performance between the two approaches tend to vanish when large networks are considered or the number of points to be covered is close to the number of sensors. In the last case, this effect might also be due to the fact that with 100% coverage and a large number of points, there is not much redundancy and the network lifetime is tightly constrained.
It should also be mentioned that comparing the column generation and the greedy approach accurately is actually difficult. In fact, it is not only a mat- ter of trading off CPU effort against network lifetime. Another issue is the really available information in a practical setting. For instance, the column generation approach can naturally cope with coverage levels less than 100%. The same applies for the greedy approach; however, in a distributed setting this may be rather difficult. So, comparing the two approaches is more a form of cross-validation. A more detailed comparison should include the simulation of communication protocols to implement the network configuration and management approaches to assess their impact on energy consumption. Another observation is that the greedy approach is able to generate many subnets quickly, which collectively yield a good solution. Since the main bottleneck of column generation is the solution of a MILP problem to generate a column, in particular for a large scale problem, the two approaches could be easily integrated. A first pass by the greedy approach may yield a large number of columns, which may be assembled optimally by solving the master problem. A few iterations of column generation can then be used to see if the overall solution may be improved. Some experiments with the most difficult classes have suggested that this can result in a significant reduction in computational effort.
We should also emphasize again that a possible application of the column generation approach is not for on-line network management, but for offline network design, in order to assess design trade-offs and to provide a performance benchmark for the simulation of distributed algorithms, which do not require complex communication protocols to be implemented in practice.
Although the column generation approach has the drawback of being centralized and fairly complex to implement, it is very flexible and can be easily generalized to deal with sensor failures and different quality of service requirements. Indeed, we have noticed that relaxing the quality requirement for coverage results in significantly larger lifetimes by using the mathematical programming approach, but not so with the greedy one. We outline here a few interesting possibilities.
• Capacity constraints on nodes. We have not considered capacity constraints on sensors nodes in terms of information processing capability, assuming that this is not a bottleneck. Constraints on node throughput may be easily added to our model formulation.
• Multiple coverage and redundancy elimination. We have assumed that each point is covered by at most one sensor. Allowing for multiple coverage is trivial per se, but dealing with it correctly may require proper modeling of redundancy elimination. This is easy if this task is assigned to the gateway. Redundancy elimination along the routing chain may contribute to increase network lifetime by reducing energy consumption for transmission. In principle, this can be achieved by modeling a multi-commodity network flow problem, where commodities are associated to the originating points. Clearly this would increase the CPU effort, and practical network management as well. However, by solving the optimization model off-line, a network designer can gain useful insights into the possible gains in term of network lifetime.
• Unreliable sensors. Cheap sensors may be unreliable. Coping with reliability may take two forms.
On the one hand, we may require that each subnet has some built-in quality from the point of view of reliability. There is a fair amount of literature on designing redundant networks; the column generation approach may be easily applied in this framework, although the subnet generation subproblem would be more complex. As an alternative, one may store the set of columns generated by the algorithm in order to switch network configuration when sensor failure is detected.
