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Abstract. 
In this thesis we look at a number of properties related to Kazhdan's 
property (T), for a locally compact, metrisable, o-compact group. For such a 
group, C, the following properties are equivalent. 
Kazhdan's definition of property (T): the trivial representation is isolated 
in the unitary dual of G (with the Fell topology). 
The group, C, is compactly generated and for every compact generating 
set, K, there is a positive constant, e, such that if 7r is a unitary 
representation of G on a Hubert space, 'H, and (is a unit vector in 'H 
such that 
sup 11  ir(g)(-( 	< E 
gEK 
then ir fixes some non-zero vector in 7 -1. This is often taken as the 
definition of property (T) 
Every conditionally negative type function on G is bounded. 
For a discrete group, C is finitely generated and for every finite generating 
set, K, zero is an isolated point in the spectrum of the Laplacian, 
z=IKUI'Ie — 	g,inC*(G). 
YEKUK' 
From 2 we can define the Kazhdan constant, the largest possible value of e 
for a given C and K. In Chapter 2 we investigate how to calculate these 
constants. In Chapter 4 we look at the bound on conditionally negative type 
functions and use its existence to extend a result of A.Connes and V.Jones 
about the von Neumann algebras of property (T) groups. The first half of 
Chapter 3 examines the spectrum of the Laplacian for a discrete group and finite 
generating set and compares its least positive element to the Kazhdan constant. 
3 
Non-compact property (T) groups are all non-amenable. However, the 
standard example of a non-amenable group, F2 , does not have property (T). 
The second half of Chapter 3 looks at the spectrum of )(z) for F 2 with various 
generating sets, where A is the left regular representation of G on 12 (G). For any 
non-amenable group, the smallest element of Sp A(L) is positive. Chapter 5 is 
an attempt to extend various results about F 2 to other non-amenable groups. 
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Property (T) was introduced by D.A.Kazhdan in 1966 [Kaz]. His definition says 
that a locally compact group, G, has property (T) if the trivial representation is 
isolated in the unitary dual, c, of G. The unitary dual is the space of 
(equivalence classes of) unitary representations of C on Hubert space, with the 
Fell topology (described in Section 2.1). Some equivalent definitions of property 
(T) appear in Chapter 2. The one with which we shall work says that G has 
property (T) if and only if G is compactly generated and for any compact 
generating set, K, there is a positive number, e, such that if ir : C - U(H) is a 
unitary representation of G on a Hubert space, 1 -1, and ( E 7-1 with J( = 1 is 
such that 
sup 11 ir(g )(—( < 
then ir has a non-zero invariant vector. The largest value of e corresponding to 
a given C and K is the Kazhdan constant, E(G, K). In Chapter 2 we are 
concerned with how to calculate these constants. We look at some simple 
examples, including cyclic groups and the circle group, and we establish rules 
which should ease more general calculations. The eventual aim is to find rules 
which will make it possible to calculate Kazhdan constants for more 
complicated groups and, ultimately, to link the Kazhdan constant to well 
documented information about groups, such as group characters. 
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One use of Kazhdan constants is in indicating how efficient Cayley graphs 
are as networks for transmitting information. This can assist in the design of 
telephone networks and computer circuitry, where the aim is to transmit 
information from one point to another as quickly as possible while minimising 
both the cost of materials and the space occupied. The construction of efficient 
graphs is discussed in the survey article by F.Bien [Bien] and the forthcoming 
book by A.Lubotzky [Lub]. 
Other constants associated with finite generating sets of discrete groups are 
useful in determining the efficiency of networks and are discussed in the same 
literature. These are the least positive values in the spectra of the Laplacian, A, 
and of \(A), where ) is the left regular representation of G on 1 2 (G). If K is a 
finite generating set for G such that K = Ii' then the Laplacian is the element 
of the group C*algebra  given by A = IKIe - > 9 EKg. In the first half of 
Chapter 3 we look at the spectrum of A and its relationship to the Kazhdan 
constant. In the case of certain finite groups, this should make it possible to 
calculate Kazhdan constants by computer, since programmes exist to calculate 
eigenvalues of Laplacians. In the second half of the chapter we examine the 
spectrum of X() for free groups, with a variety of generating sets. The 
spectrum of the Laplacian has been studied in [HRV], where it is shown that a 
finitely generated, discrete group has property (T) if and only if zero is an 
isolated point in the spectrum of the Laplacian. 
Another property equivalent to property (T) is the absence of unbounded 
conditionally negative type functions ([Hay] Ch.5 Theorem 20). In Section 4.5 
we establish a bound on real valued conditionally negative type functions on a 
property (T) group, G, in terms of the supremum on a compact generating set, 
K, and the Kazhdan constant E(G, K). Conditionally negative type functions 
are more usually referred to as continuous negative definite functions, in 
1.1 
English. We use the European terminology, stressing that a conditionally 
negative type function is not simply the negative analogue of a positive type 
(continuous positive definite) function. In particular, real valued conditionally 
negative type functions are strictly non-negative. 
Examples of conditionally negative type functions are proyided by distance 
functions for the actions of groups on trees and fl-trees; that is how far each 
element of the group moves a chosen point of the tree or fl-tree. Sections 4.6 to 
4.10 deal with some of these examples. Tithe group has property (T) then such 
an action must have a fixed point ([HaV] Ch.6 Propositions 4 and 11). We show 
in Section 4.5 that the bound on the distance function is then its supremum on 
any compact generating set. This is clearly the best possible bound, while there 
is no reason to suppose the same of the more general bound for real valued 
conditionally negative type functions. One possible direction for further work is 
to look at precisely which functions the tighter bound applies to and to 
establish the best possible bound in the more general case. 
In the final sections of Chapter 4 we apply the boundedness of conditionally 
negative type functions on Kazhdan groups to von Neumann algebras arising 
from the groups. The results relate closely to those in [C&J], where property 
(T) for von Neumann algebras was first defined. 
Non-compact Kazhdan groups are known not to be amenable ([HaVI  Ch.1 
Example 5(i)), but the classic example of a non-amenable group, F 2 , does not 
have property (T). This follows from the fact that the word length on F 2 is an 
unbounded conditionally negative type function (see Section 4.6). Chapter 5 is 
an attempt to generalise to other discrete, non-amenable groups various results 
about F 2 which are known to fail for amenable groups. The first result we look 
at is a theorem of A.G.Robertson and R.R.Smith (Theorem 3.2 of [R&S]) which 
says that there is a Hubert space, 71, such that for each positive integer, n, 
there is an n-positive unital map from C(F 2 ) into 8(7-() which has no positive 
extension to /3(L 2 (F)). The second is a theorem of S.Wasserman ([Was]) which 
says that the identity map on C(F 2 ) does not have a completely positive lifting 
to C*(F2).  These results and our generalisations of them depend on the fact 
that F 2 is residually finite. We do not know of any examples of residually finite, 
non-amenable groups which do not contain F 2 . 
1.1 Notation and Conventions. 
Throughout this work we are concerned with locally compact groups with a 
countable base for the topology. These are what are meant whenever we refer to 
groups, unless otherwise stated. In particular, the discrete groups will all be 
countable. Note that a locally compact group has a countable base for its 
topology if and only if it is metrisable and is a countable union of compact sets, 
that is metrisable and u-compact ([BTC] page IX.21). The identity element of a 
group, C, will be denoted by e or e. 
A representation, 7r, of a group, C, will be a strongly continuous, unitary 
representation of C on a Hubert space, 7-t,. That is, if U(7-() denotes the space 
of unitary operators on a Hubert space 71, then ir is a homomorphism from G 
into U(fl,) and the map G x 7i! -p 7-i defined by (g,() i-p ir(g)( 
(g E C, C E N,-) is continuous. Two representations, ir and p, of G are 
equivalent if there is an isometric isomorphism U : 7-(,, -+ '7-1, such that, 
p(g) = U 1 7r(g)U for each g E C. Then 
II()C - cli = IiU1(g)U( - 	= i(g)U( - U(ii and  iIUCII = 11(11. This 
shows that in the various calculations that follow it is sufficient to consider 
equivalence classes of representations. 
If ir and p are two representations of the group C, then their direct sum, 
[D] 
p, is the representation of G on the Hubert space ? -i 	'H,, defined by 
(7rep)(g)((q) = 	 gEG, (Efl ir , 71Efl,,. 
Let G be a group and let 7r be a representation of C. A closed subspace, SAC, 
of 7-t, is said to be invariant if 7r(G)AC = K. The representation ir contains 
another representation, p, if p is (equivalent to) the restriction of ir to a closed 
invariant subspace, 'H,,, of 'H,. Then 7r = p ED a where o is the restriction of ir to 
the orthogonal complement of 'H,, in 'H,. The representation p is called a 
subrepresentation of ir. 
The representation ir is irreducible if 7-1, has no proper invariant closed 
subspace. 
A vector ( E 'H, is invariant if 7r(g)( = (, for all g E C. 
Notation. 
The set of (equivalence classes of) representations of C on separable Hubert 
spaces will be denoted by 0 . We shall refer to these as separable 
representations. 
The set of (equivalence classes of) separable representations of G with no 
non-zero invariant vector will be denoted by G*. 
The set of (equivalence classes of) irreducible representations of G will be 
denoted by O. 
The trivial representation of C on C is 7ro , where iro (g)( = ( for all ( E C. 
We shall denote O \ { iro } by 	. 
Note that an irreducible representation has non-zero invariant vectors 
precisely if it is (equivalent to) 7r0 , since if (is a non-zero invariant vector for 
the representation ir, then ( spans a 1-dimensional, invariant subspace of 7 -1,.. 
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Chapter 2 
Kazhdan Constants for Compact 
and Discrete Groups. 
We begin this chapter by explaining Kazhdan's definition of property (T). We 
shall then introduce equivalent definitions (found in Chapter 1 of [HaV]) which 
will enable us to define the Kazhdan constant for a given group and compact 
generating set. The remainder of the chapter is an investigation of Kazhdan 
constants, including their calculation in some simple cases and results which 
should aid more complicated calculations. 
2.1 Definitions of Kazhdan's Property (T). 
Let G be a group (locally compact, metrisable and a-compact, as in the 
introduction). Recall, from the introduction, that O is the space of irreducible 
representations of C and that 0 is the space representations of G on separable 
Hilbert spaces. Observe first that G C G, that is if ir E O then fl, is a 
separable Hilbert space. This follows from the fact that G is metrisable and the 
countable union of compact sets, since this guarantees that C has a countable 
dense subset, and so the strong continuity of 7r means that the same is true of 
ir(G)( for each ( E fl; but the closed linear span of ir(G)( is an invariant 
subspace of 7i and so must be the whole of 7 1I (if C 54 0); hence the countable 
dense subset of ir(G)( can be used to construct such a subset in the linear span 
12 
of ir(G)(, which is itself dense in fl,. 
The Fell Topology. 
We topologize 0 as follows. If ir E 0 , K is a compact subset of G, e > 0 and 
	
are orthonormal vectors in 	then we define the neighbourhood 
N (7r, K,e, (, ..., (,) of ir to consist of those representations p E 	for which 
there are orthonormal vectors 7, ..., 	 E 7-(,, such that 
sup 	 ~ 	 1i,jn. 
gEK 
These sets form a base of neighbourhoods for the Fell topology on 
The Fell topology on O is the subspace topology induced by the Fell 
topology on G. Kazhdan used this topology in his definition of property (T) 
Definition 2.1.1 (Kazhdan's Property (T)) 
A group, C, has property (T), or is a Kazhdan group, if and only if ir0 
is an isolated point in O (with the Fell topology). 
Definition 2.1.2 
Let ir be a representation of C. Suppose K is a compact subset of G and 
& > 0. A unit vector ( E '7-1, is (, K)-invariant if 
sup ir(g)( 
- (II <e 
gEK 
Since K is compact, the strong continuity of ir implies that the above 
supremum is in fact a maximum. 
Definition 2.1.3 
We say that ir almost has invariant vectors if ir has an (, K)-invariant 
unit vector for every number e> 0 and every compact set K c C. 
The basic neighbourhoods of 7r 0 in the Fell topology on 0 are 
N (7ro , K, 	7r E 	3 (E 	= 1 s.t. supi ((,ir(g)() -  
I.. 	 9EK 
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where e > 0 and K is a compact subset of G. Suppose that ir E O and 
7r0  E {ir}. Then for any positive number, c, and any compact subset, K, of G, it 
follows that ir E N (iro , K, ç , i) and so there is a unit vector ( € '7II such that 
sup ir(g)( - ( 11 2 = 2 sup (1  
9EK 	 9€K 
< 2 sup I((Ir(g)() - ii 
gEK 
< 
that is (is an (e, K)-invariant unit vector. Hence ir almost has invariant vectors. 
Conversely, suppose ir E d and ir almost has invariant vectors. Then, for any 
compact K c C and e > 0, ir has an (e, K)-invariant unit vector, (, and so 
sup ((ir( g)()-1I = sup 
gEK 	 gEK 
< sup 
gEK 
<6 	 - 
and ir E N(iro , K,e, 1). We conclude that a representation 7r E G almost has 
invariant vectors if and only if 7r 0 lies in the closure of {ir}. 
An alternative definition of property (T) is given in [HaV]. 
Proposition 2.1.4 ([Hay] Chapter 1, Proposition 14) 
A group C is a Kazhdan group if and only if every representation of C which 
almost has invariant vectors in fact has a non-zero invariant vector. 
Suppose G satisfies this new definition, ir € O and 7r0 € {ir}. Then ir almost 
has invariant vectors and so 7r has a non-zero invariant vector. Since 7r is 
irreducible it follows that ir = 7r 0 . Hence 7ro is isolated in O and G satisfies 
Kazhdan's definition of property (T). The reverse implication of the proposition 
is more complicated and is proved in [HaV] (Ch.1, Proposition 14, (iii) - (i)). 
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Separable Spaces. 
We have already seen that if ir is a representation of G and ( E fl then 
span 7r(G)( is a separable, invariant subspace of ?I.. Then ir is the direct sum of 
its restrictions to this separable Hubert space and to its orthogonal complement 
in I1IT. If (is an (e, K)-invariant unit vector (resp. non-zero invariant vector) 
for ir then it is also an (e, K)-invariant unit vector (resp. non-zero invariant 
vector) for the restriction of ir to the separable space span ir(G)(. Conversely, if 
any separable subrepresentation of ir has an (e, K)-invariant unit vector (resp. 
non-zero invariant vector) then this provides an (e, K)-invariant unit vector 
(resp. non-zero invariant vector) for ir. Since G is a countable union of compact 
sets it follows that ir almost has invariant vectors if and only if we can find a 
countable direct sum of the separable subrepresentations which almost has 
invariant vectors. The countable direct sum of separable Hilbert spaces is 
separable, so we see that ir almost has invariant vectors if and only if it has a 
subrepresentation on a separable Hilbert space which also almost has invariant 
vectors. Hence G has property (T) if and only if every representation of G on a 
separable Hubert space which almost has invariant vectors actually has a 
non-zero invariant vector. In the space of such representations, with the Fell 
topology, we see that a group has property (T) if and only if every 
representation, ir, such that 7r 0 E {ir} has a non-zero invariant vector. 
2.2 Kazhdan Constants. 
Proposition 2.2.1 ([Hay] Chapter 1, Lemma 15) 
Let G be a locally compact group generated by a compact set K. 
(a) If G has property (T), then there exists a number e > 0 such that each 
representation ir G - U(7-() which has an (e, K)-invariant unit vector also has 
a non-zero invariant vector. 
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(b) Suppose there exists a number 8> 0 such that every irreducible 
representation of G which has a (6, K)-invariant unit vector has a non-zero 
invariant vector. Then G has property (T). 
Part (b) is immediate, since the existence of such a 8 implies that there is a 
basic neighbourhood, N(iro , K, -, 1) fl O, of r0 in G which contains only ir0 . For 
a proof of part (a) see [HaV] Chapter 1, Lemma 15. 
It is clear that the proposition will still hold if we restrict (a) to irreducible 
representations and/or extend (b) to all representations. Thus we see that each 
of the two conditions is equivalent to property (T). 
If the group G has property (T) then [Hay] Chapter 1, Lemma 10 says that 
G is compactly generated. Hence we can rewrite Proposition 2.2.1 to state 
two more alternative definitions of property (T). 
Proposition 2.2.2 The following are equivalent. 
The group G has Kazhdan's property (T). 
The group C has a compact generating set, K, for which there is a number 
e > 0 such that each representation of C which has an (E,K)-invariant unit 
vector also has a non-zero invariant vector. 
The group G is compactly generated and for every compact generating set, 
K, of G there is a number e > 0 such that each representation of C which 
has an (e, K)-invariant unit vector also has a non-zero invariant vector. 
Part (iii) is the version of property (T) with which we shall work. 
Let G be a Kazhdan group and let K be a compact generating set for C. It 
is clear that if, for this given G and K, a particular value of e will work in 
Proposition 2.2.1 (a) then so will any smaller positive value. Hence our interest 
is in finding the largest possible value of e for given G and K. 
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Definition 2.2.3 
We define the Kazhdan constant, e(G, K), of C and K to be the 
supremum of the set of possible values of c in Proposition 2.2.1 (a). 
Lemma 2.2.4 
The above supremum is in fact a maximum. 
Proof: 
Let ir be a representation of C. If (is an (c(G, K), K)-invariant unit vector, 
that is sup ir(g)( - (II < e(G,K), then there is a positive number, e, such that 
9EK 
sup 11 ir(g)( - ( < c < (G, K) 
gEK 
so that (is also (e, K)-invariant. But, by the definition of c(C, K), any 
representation of G which has an (e, K)-invariant unit vector also has a 
non-zero invariant vector. Hence ir must have a non-zero invariant vector and 
e(G, K) is a possible value of e in Proposition 2.2.1 (a). 
0 
Recall that a representation of G has an (e, K)-invariant unit vector or a 
non-zero invariant vector if and only if the same is true of one of its separable 
subrepresent at ions. Hence we do not alter the possible values of e in 
Proposition 2.2.1 (a) by restricting attention to separable representations. Then 
	
e(G,K) = ml 	inf 	sup Ik(g)(—(II 
irEG €71,IKtk1 gEK 
Recall from Chapter 1 that G*  is the set of representations of C on separable 
Hubert spaces without non-zero invariant vectors and that O* is the set of 
non-trivial irreducible representations of C. 
Note that if K1 and K2 are both compact generating sets for G and 
K1 9 K2, then e(C,K 1 ) :5 E(C,K2). 
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Definition 2.2.5 
For convenience of notation we define, for each representation ir of C, 
e(, G, K) = ml sup Ik()( - 	 : (E  
C 
This definition is meaningful even if C does not have property (T) (as long 
as K is a compact generating set) and we can extend the definition of E(G, K) 
to all compactly generated groups by 
e(G,K) = ml 
{ 
e(ir,G,K) : ir e 	
} 
Notice that if C is not a Kazhdan group then e(G, K) = 0. 
Lemma 2.2.6 
If 7r1 and 72 are representations of C and ir = 	7r2 , then 
e(ir, C, K) :5 e(7ri, G, K) 
Proof: 
If ( E '?1ir, and 77 is the vector in 7-t,. = 	 with component C in IHI, 
and 0 in 	then 11 7711 = 	and, for each g E C, I7r(g)77 - iII = 7ri(g)C - (II. 
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Definition 2.2.7 
We also define 
(G,K) = inf {e(ir,C,K) : 7rEG*} 
Then E(C, K) ~! e(G, K). In general the inequality is strict (see the end of 
Section 2.6 below for an example). 	 -. 
For every unitary representation it of G, every g E G and every ( E fl,., 
- (II :5  211(II. So e(it,G,K) < 2 for each it E a. Hence 
e(C,K) < 2 
unless every representation of G has a non-zero invariant vector, in which case 
C is the trivial group, {e}, and e(G,K) is infinite. The upper bound is 
attained; for example, if C2 denotes the cyclic group with 2 elements, 
e(C2 ,C2 ) = 2, as will be seen below (Section 2.6). 
If H is a compact group then H has property (T) and e(H, H) ~! v2 ([HaV] 
Chapter 1, Theorem 5(u)). We show later that this value is attained for the 
circle group (see Section 2.7). An amenable group has property (T) if and only 
if it is compact ([HaV] 1.7(i)). 
Kazhdan constants are known in some very simple cases such as the cyclic 
group with a single generator or the dihedral group with two generators of order 
2. They have recently been calculated in some less simple cases. In [BaH] 
RBacher and P.de la Harpe calculate the Kazhdan constant for the symmetric 
group, S, with generating set {(1, 2),(2,3),(3,4), ..., (n - 1, n)}. M.Burger has 
found Kazhdan constants for SL(3, 7) with various generating sets. The results 
of this chapter include the calculation of e(G, C) when C is a cyclic group and 
when G is the circle group. 
2.3 A Simple Example. 
For each integer n > 2, let C,, = {e,g,g2, ... ,g" 1 } be the cyclic group of order 
n, generated by the single element g. 
Lemma 2.3.1 ([Hay] Chapter 1, Section 17) 
For each integer n > 2, 
e(C,{g}) = 2 s ir in- 
n 
Proof: 
The irreducible representations of C are 7 0 , 7rj , ... , 7r - 1 , where 




w = e 
By [NaS] Chapter IV, 2.7 VII, any representation of a compact group is the 
direct sum of finite dimensional, irreducible representations. Hence, if ir E C 
then ir is a direct sum of copies of the 7r 3 , 
ir = 
aEA 
where each .Ja E {1, 2, ... , - 1}. 
Then 
E(C,{g}) 2 
= inf inf { Ik()( - (11 2 : 7r E O 	 11(11 	
1 } cyEA 
= 	inf 	inf { >i KI 2  1w _11 2 
(i a)aEA ((a)oEA 	cEA 
jE{1,...,n_1},(EC,l(I 2 1} 
cEA 
= inf {Iwi_1I 2 : jE{1,2, ... ,n_1}} 
= lw-li 2 . 
Whence 
e(C,{g}) = lw - il = 2 n 
FM- 
We notice here that e (Ca , { g}) = ê(C, {g}) and is attained for the 
irreducible representation 7r 1 . 
2.4 Diversion; a Lower Bound. 
In the above example, the calculation was simple because the generating set had 
only one element. This meant that we were able to restrict attention to the 
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irreducible representations of C,. Here we obtain a lower bound for e(G, K) 
which also requires us to consider only irreducible representations. 
Let G be a compactly generated group and let K be a compact generating 
set for G. Let 1 be a positive Borel measure on C for which v(K) = 1. Let 
5(G, K, v) = inf inf If Ik()( - (11 2 dv(g) : 	E G (E 
 C uK 
For any 7r EG*  and any (EIi 1T with 1(11= 1, 
(G, K, v) 
5 
1, ir(g)( - (11 2 dv(g) 	sup II()( - (11 2 . 
So 
5(C,K,v) 
The lower bound, 8(G, K, ii), may be zero, in which case this does not give us 
any information about the Kazhdan constant, since we already know that 
E(G,K) > 0. 
Now define 
(G,K,v) = inf inf If 	(g)( — ( 2 dv(g) : 	EO*, (E, 
 C IK 
Then (G, K, ii) ~! 8(G, K, v). 
The following result will be used later (Section 2.8). 
Lemma 2.4.1 
With the above definitions, (C, K, ii) = (G, K, v). 
Proof: 
Theorem 8.5.2 of [Dix] says that if A is a C*a1gebra  and ir is a 
representation of A on a separable Hilbert space, III,., then there is a measure 
space (Z, ii), where u is a bounded positive  measure on Z, and for each z e Z 
there is an irreducible representation 7r of A on a Hilbert space 7-1 such that 
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7T is equivalent to 
JZe Z dIi(z). 
From [Dix] 18.7.6 the same is true for any representation of the group G. 
Suppose (G, K, ii) > 6(G, K, v). Then there exist a representation ir E G* 
and a unit vector ç E 	for which 
(G,K,v) 
> 
 j 7r(g)( _ (112  dv(g)  11  
K 
= Liz irz (g)(z - 2 dp(z)du(g) 
~  J (G,K,u) MCII 2 dit(z) z 
= (G,K,v) 
where the measure space (Z, it) and the representations 7r z of G on Hubert 
spaces 7-( are as described above, (z is the component of ( in fl and 
1= 11(112 
= I 	Thus we arrive at a contradiction. 
We conclude 
Lemma 2.4.2 
With the above definitions 
(G,K) > e(G,K) > 
70 
2.5 Compact Abelian Groups. 
Our next aim is to restrict the set of representations we need to consider in 
calculating Kazhdan constants for a large class of groups. In the case of a 
compact abelian group it turns out that we need work with only one 
representation. Notice that an abelian group has property (T) if and only if it is 
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compact, since we have already observed that non-compact amenable groups do 
not have property (T) 
Throughout this section, C will be a compact abelian group and K a 
compact generating set for C. Recall that 7r 0 is the trivial representation of C 
on C and let the other inequivalent irreducible representations of C be denoted 





Let C be a compact abelian group and let K be a compact generating set for 
C. Then 
c(C, K) = e(ir, C, K) 
Proof: 
We know from the definitions that e(ir, C, K) ~! e(C, K). We need to show 
that e(ir,G,K) < e(G,K). 
Since C is abelian, the irreducible representations of G are all one 
dimensional, and so we may regard each lr a (g) (g E C) as a complex number of 
modulus 1, acting by multiplication on the one dimensional Hubert space 
7iir0 C. 
Any representation, p, of C may be written as 
p = 	ir : G -* U(12 (B)) 	cep E AU {O}, /3 E B 
,3EB 
for some indexing set.B ([NaS] Chapter IV, 2.7 VII says that any representation 
of a compact group is equivalent to the direct sum of multiples of its finite 
dimensional, irreducible representations.) 
If C = (()EB E 
12 (B) = 7-1,, then 
II0I 2 = 	1(13 1 2 
13EB 
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and, for any g E C, 
II()( - ( 112 = i Ikc(g)( - (6 11 2  = E Iir(g) - 11 2 I(p 1 2 
i3EB 	 i3EB 
For each a E A U {O} set 




Note that p has no non-zero invariant vector precisely when B0 = 0. From now 
on we consider only such p. 
Take ( E 7-t, with 11(11 = 1 Then 
1 =II(11 2 =EI(61 2 =E >i 1C3I 2 
PEB 	crEA 3EB Q 
and for any g E C 
II()( - (11 2 = 
E 17r.,(g) - 11 2 I(,I2 = >12 1 1 2  >1 l(iI2 
	
I3EB 	 cEA 	 3EB 
Now define 77 = ( m)EA e 12 (A) = 7-1 by 
i=I>12 I(31 2  
V 13EB0 
(We could equally well have taken 77,, to be any complex number of modulus 
\/J3EBa 1(I 2  .) Then 
IIII2 = 112 1?7.1 2 = 11(112 = 1 
cEA 
and for each g E C 
Ik(g)q - 77112 = >1 	r(g) - 11 2 Ia12 = II()( - ( 112 
arEA 
We have shown that for any representation p E G* and any unit vector 
(E '1-t,, there is a unit vector 77 E Ii,, such that 
117r(g )77 	llp(g)(—(II 	VgEG. 
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We conclude 
e(G, j)2 = if 
{ 	Ik(g)q - II 71 
= e(ir,G,K)2 
77 E Hr, lIlI = 1 } 
Corollary 2.5.2 
If K is a compact generating set for the compact, abelian group C then 
e(C,K) 2 = j flf SU 	Lc ir(g) - 11 2 
(Ia)aEA gEK EA 
where the infimum is now over all sequences of n .rzi..real numbers P., c E A, 
such that 	= 1. 
aEA 
To see this we set p = I7I2 in the above proof. 
• 
Let p denote the right-regular representation of G on L 2 (G) defined by 
(p(g)()(h) = ((hg) 	g,hEG, (EL 2 (G). 
Chapter IV, 2.5 of [NaS] says that the right regular representation of a compact 
group is the direct sum of copies of its finite dimensional, irreducible 
representations, each with multiplicity equal to its dimension. Then, for the 
compact abelian group C, p is the direct sum, of the irreducible representations 
of G; 
p = 7r 	7r0 . 
Let p denote normalised Haar measure on C. 
Define a subspace 7 -1 of L 2 (G) by 
fl = {1} 1 = {( EL 2 (G) : J(dp=O}. 
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Then 1-1 is the orthogonal complement of the subspace of L 2 (G) generated by 
the constant functions, which are precisely the invariant vectors of p. Now 
define a representation o of G on 1 by o(g) = p(g)IN, g E G. Since {1} = 
we see that 7-1 = 'hIT and 
or = ir. 
Since c(G, K) = e(ir, G, K), we draw the following conclusion. 
Corollary 2.5.3 
In the calculation of e(C,K) we need consider only the representation o-. 
That is 
e(G,K) = 6 (o,G,K) 
2.6 e(C,C). 
As in Section 2.3, Cn is the cyclic group of order n, generated by a single 
element, g. 	 - 
Proposition 2.6.1 
For each integer n > 2, 
= Vn-1 
We have already remarked that e(C1 , C1 ) is infinite, which is consistent with 
allowing n = 1 in the proposition. 
Before we can prove the proposition, we need the following simple result. 
Lemma 2.6.2 
For any integers n, rn such that 1 < m <n, 
Iw 	112 = 2n 
where 




For 1 <m < ii, 
Iw_lI 2 = 2 = 	2(n-1)-2R(e( 'n—i 	mlTi)j\ 2  
( e2m 	2rnA — e 2(n_1)_2 
e — i) = 	2(n-1—(-1)) 
=2n. 
II 
Now we prove the proposition. 
Take an integer n > 2 and let w = e. Using Theorem 2.5.1 and the 
representation ic defined in Section 2.5 
e(Cn, C) = inf sup Ik(h)C - 	: ( E C 1 , 	= 1 
( IhEG 
Take ( = ((i, ... ,(n_) E C' 1 with IICII = 1. For each integer m such that 
1 < m < n — 1 
17r (g m ) C - C11 2 = 
jm _11 2 IcI2. 
Then 
n—i 	 n—i n—i 
IF (gm ) C - c11 2 = 	 jm - 11 2 IC,1 2 











 n —1 
and so 
> 	/ 2n 	 (2.1) 




( ~fin —I 	n — I 	/n- --1 ~ n— 1 
___ 	___ 
- ( 11 )0 2 
1 = 














= sup { Iwtm-1I : mE {1,2,...,n—i} } 
= 
> e(C,C) 	 forn>3. 
2.7 Kazhdan Constant for the Circle. 
It is known that for any compact group, G, e(G, G) ~! 	([HaV] Chapter 1, 
Theorem 5(u)), while Section2.6 tells us that E(C, C) -' 	as n -+ 00. These 
two facts suggest that if we replace C, by the circle group then the Kazhdan 
constant we obtain will be 	We show here that this is indeed the case. 
Let T denote the circle group; 
T={zEC : IzI= 1 } 
The group operation is multiplication of complex numbers. 
Theorem 2.7.1 
The Kazhdan constant E(T, T) is 
Proof: 
Since T is compact, we know that T is a Kazhdan group and e(T, T) ~! 
(result quoted above) and we need only show that e(T, T) 	. We do this 
by finding a representation, a, of T, with no non-zero invariant vector, for which 
c(a,T,T) 
Let the representation a be defined as at the end of Section 2.5. So a 
represents G on the Hubert space 7 -1 which is the orthogonal complement in 
L2 (T) of the constant functions. The action is given by 
(a()g)(z) = g(zw) 	z,w E T; g E 7-1. 
We recall that Corollary 2.5.3 says that E(T, T) = e(o, T, T), but this emerges 
from our current proof anyway. 
We now translate the problem to one about continuous functions on [0, 27r]. 
The Hilbert space 7-1 has an orthonormal basis consisting of the functions 
z '- z 3 , j E 7 \ {0}. Consider g € 7-1 such that 11g1l = 1. Then 
g(z) = > 	cej  
jEZ\{O) 
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where aj E C for each j E 7 \ {O}. Let p denote normalised Haar measure on T. 
Then 
1 = 1gh2 = J g(z)2dp(z) = T	 jEZ\{O} 
Now, for 0 E [0,27r], 
IIa (e °) g - 	 0 - 
	
jEl\{O} 	 jEZ\{O} 
= 	>i 	14 , l el ij o - 11 2 
jEZ\{O} 
= 2 E jaI2 (i - R (e" 9)) 
,EZ\{O} 
= 2(1— 	laI 2 cosjO 
\ jEZ\{O} 
For j = 1,2,..., set 133 = IaI 2  + Ia..'2. Since g E L2(T), >jEZ\{O} IoI2 must 
converge and so, given 5 > 0, there is a positive integer n5 such that 
F~f 
3=N,8j < S whenever M > N > fl. Then, for every 0 E [0, 27r] and 
M > N > fl, 	N cosjOl ~ >I=N /3 <8. So 	/3 cosj0 converges 
uniformly and absolutely. Now define a function : [0, 27r] - R, by 
(0) = 	/3cosj0 	0 E [0,2ir]. 
Note that is continuous because it is the uniform limit of a sequence of 
continuous functions. 
Let 









We have 111112 = 	= 1 and J = f. Take g E 7-1 with lIll = 1. Then, for 
every 0 € [0,27r], 
a(e 8 )g - g 112 = 2 (1 - (0)) = 
11 
(e °) - . lI 
This tells us that the problem of showing that 
	
ml sup 	- 	 : g € W, 	= 1 
} 
:5 	 (2.3) 
9 1iET 
is equivalent to showing that 
sup 	ml f(0) : f E 	> 0. 
j 	' ee[0,2r] 	 ) 
We now examine this translated problem. The following lemma tells us that 
the infimum in (2.3) is not attained and we must look instead for functions 
g € 7-1 which give values of SUPWET  ja()g - II arbitrarily close to 
Lemma 2.7.2 
The infimum in (2.3) cannot be attained and, equivalently, there is no f € 
for which 
ml { f(0) : 0€ [0,27r] } > 0 
Proof: 
Suppose we have such a function f. Then 
00 
f(0) 	-ycosj0 	yj ~ 0, 	= 1 1  
and so 
r2ir 
J f(0)dO=0. 0 
But f is nowhere negative, and so f cannot be positive outside a set of measure 
zero. Hence f is zero almost everywhere, and in fact f is zero everywhere since 




This gives, for j =1,2 ..... , 
= j f(0)cosjOdo = 0, 
contradicting E -yj = 1. 
Thus 
inf { f(0) : 0 E [0,27r] } < 0 
for all f E 9 and, equivalently, 
sup {Ik)g — gII : wET)> \/ 
for all g E 7-1 with IIM = 1. 
To solve the problem, we seek, for arbitrary E > 0, a function f E 9 such 
that 
inf {fe( 0) : 0 E [0,27r] } > -E 
We construct these functions as follows. 
lr-o 
Let f = f : [0, 27r] - R be the continuous piecewise linear function shown 
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above, where S is chosen (depending on so that f f(x) dx = 0. We see that 
,2ir 










I f(x) sinjxdx = 0 	j = 1,2 
Jo 
For j E 7, set 
2ir 









sinjx — / 	— — sinjx dx 
3 JO 	8/3 
IE(8—x) 1 
	( 7r  







j(ir-8) 	J 	is 
1 - cosjS + e(cosj8  
— 	j28 	j2(7r_5) 
For every NE Z and 0 E [0,27r], 
	
N 	 N 
Ifl.cosi0I :5 	I/I 
j=1 	 j=1 
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NI2 	2e \ 
2 E(- + .2(S)) 
/4 	 N 1 
\5 ir—S 
So both >' /3 and the Fourier series f(0) = 	Pj cosjO converge,, Hence 
= /3cos(j.0) = f(0) = 1 1 	 . 
It remains only to show that each 3 > 0. 
j26(7r 
- 	
= (ir —5) + (6— ir) cosjS + e8cosj5 — e5(-1) 	(2.4) 
Substituting e = 	into equation (2.4) gives 
5)2/3d = 	— 2irS + 52 - 52(1)i + (_7r 2 + 2irS 
- 52 + 52) cosj6 
= (2 
- 2irS)(1 - cosj8) + 52(1  
>0 
	 provided 5 < 
But S < L if and only if E < 1. Thus, if 0 <e < 1 then /3 ~ 0 for each j E Z 
IN 
For each 6 e (0, 1], we have a function f E g defined by 
f€ (0) =/33 cosjO 
such that 
inf { f(0) : 0 E [0,27r] } = —e 
This shows that 
sup inf 1(0) > 0 
fç OE[0 , 2 ir] 
as desired. 
We have now solved the translated problem. The final step is to translate 
this solution back to the original problem. 
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For every 0 E [0,27r] 
cr(ei0)g —g 2 = 2(1 fe (0)) < 2(1 +e). 
From this we conclude that for every e > 0 there is a g E fl such that 
IgII=' 
and 








that is &(a, T, T) < ,F2 as desired. 
This proves Theorem 2.7.1. 
•1 
2.8 Symmetrically Presented Groups. 
We now consider a set of groups for which, for particular generating sets, we 
need consider only the irreducible representations in the calculation of Kazhdan 
constants. 
Definition 2.8.1 
A group, G, is symmetrically presented with generating set K (K 
finite), if 
C = < K I some relations > 
where the set of relations is unchanged by permutations of the elements of K. 
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Examples 
The dihedral group 
= <a,ba2 =b2 =(ab)=e> 
= <a,bIa2 =b2 =(ab)I2 =(ba)=e> 
Exchanging a and b changes the first set of conditions but does not change 
the second, which is deduced from the first set. Hence D is symmetrically 
presented with generating set {a, b}. 
The symmetric group S has a symmetric presentation with generating set 
{(1 2),(1 3),(1 4),...,(1 n)}. 
The Burnside group 
B(rn,n) =<al,...,am : w=e> 
where w ranges over all words in a1 , ..., am . 
We recall from Section 2.2 that a finite group always has property (T) 
Theorem 2.8.2 
Suppose the discrete group G is symmetrically presented with finite 
generating set K. Then 
e(G,K) = inf inf
{ I I hEK
iipc _(11 2 : p E G*,  (E flp 11(11 
= 1 } p 	(  
Remarks 
1. We prove that 




= inf inf 	
1 	
IIp(h)C - 	: p E G (E flp, IICII =1 } p 
This proves the result by the extended definition of c(G, K). 
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2. Notice that the right hand side of (2.5) is 5(G, K, ii)  of Section 2.4 where 
the measure ii is given by v({g)) = 	, g E G. So, in this case, 
= S(G,K,v) 
Proof of Theorem 2.8.2: 
Let G be a group, symmetrically presented with finite generating set K, 
with n elements. Let SK denote the group of permutations of K. Recall that 
SKI=n! 
If t E SK then t extends to an automorphism of G (also denoted t) defined by 
t (gig...g) = t (gi)  t (g) ... t (gm ) 
for any positive integer m and 91, g, ..., g e K. This is well defined since, if 
gig2 ... gm = hi h2 ... hr  (gi, ..., g, h i , ..., hr E K), then the fact that the 
cancellation relations are unchanged by applying t to K means that 
t(g1 )t(g2 ) ... t(gm )=t(hi )t(h 2 ) ... t(h r ). 
Consider a representation 7r of C. 
For each t E SK we define a representation 1(7r) of G by 
= ir ot 
Note that l(ir) represents C on the same Hubert space as 7r 1 so every vector 
(e fl may be considered as an element of 
We need to remember at this point that the elements of G are equivalence 
classes of representations, each represented by one element of the equivalence 
class. Suppose that (ir) belongs to the equivalence class represented by the 
element p. Then there is an isometric isomorphism U : 	- '7-1,, such that, 
for every g E G and every 77 E 
I(7r)(077 = Up(g) Ur 
37 
Then 
- 7111 = U1p(g)U71 - 
= Ip(9)U71—U77II 
We then define 
t(ir) = p 
and for each vector ( E 7-L 
t)=U(. 
Lemma 2.8.3 
It follows from the above that for every, t e SK and ( E flIt 
114011 = IIUCll = 1101 
- (II = IIi()(g)C - Cu 
= 	- UCM 
= 	I1()(g)t(C) - t()lI 
If fl is a closed subspace of '7, we define a Hubert space 
= { t(() : CE ?1 } 
Note that a closed subspace, 1 -1, of 7i is invariant under ir if and only if t(H) is 
invariant under t(ir). This follows from the fact that 
{ I(ir)(g): g E G} = {ir(g): g E G} since then 7-1 is invariant under ir if and 
.only if it is invariant under 1(7r), and hence if and only if Ui-I is invariant under 




non-zero invariant vectors precisely when ir does. Since K = t(K), we have 
e(ir, G, K) = e(t(ir), G, K) for every t E SK. 
Define a representation S(ir) of C by 
S(ir)= e t(ir). 
tESK 
Then S(ir) represents C on the Hubert space 7s() = tESK 	 '4"• The 
representation S(ir) has a non-zero invariant vector if and only if some t(ir) 
does, and hence if and only if ir does. Since S(r) contains 7r, 
e(S(ir), G, K) 	e(ir, G, K) 
(see Lemma 2.2.6). Taking infima over ir E G*, this gives immediately that 
e(G,K) = inf 
{ 
E(S(rr),G,K) : 7r e â } . 	 (2.6) 




IIS(()112 = i II(()II = IKII2 
tESK 
Lemma 2.8.4 
Let ir E C* and ( E '7(,.. Then, for each g e K 
- S)II
2 
 = 1 -E  )Jir(h)( - ( 11 2 n hEK 
In particular, for every f,g E K, 
IIS(ir)(f)S(() - S)II = S(ir)(g)S(() - S(()Il 
and 
S(7r)(g)S(() - S)II = max { IIS(ir)(h)S(() - S(()Il : h E K } 
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Proof: 
Fix7r EG*,(E7 and g EK. Then 
S(7r)(g)S(() - S)II 2 = - 	IIt(r)(9)(() - t)II2 
iESK 
by Lemma 2.8.3 > = -- 	1k (t' (g)) - ( 11 2 i 
tESK 
= 	I IIr(h)C - ( 11 2 
We have seen above, in (2.6), that 
e(G, K) = ml { e (S (ir) , C, K) : 7r E O } 
The next lemma takes this further. 
Lemma 2.8.5 
For each g E K 
&(C, K) = if inf { IIS()(g)S(() - S)II : 7r E 	C E ir 
Proof: 
Fix g E K, ir E Q and (e R, with 11(11 = 1. 
We can find h E K such that 
117r(h)( - ( 11= max { IIr (f) ( - ( : f E K } 
Then, for each t E SK, 
max { IIt(ir)(f)t(()—t(()Il : f E K } 
= max { Ilt(ir) (i(f)) t(() - (() II : f E K } 
= max { Ilir(f)(—ClI : fE.K } 	Lemma 2.8.3 
= Ik(h)(—CII 




IIS(ir) (h) 8( ( ) - S( ( )112 
_ .1 	
i IIt() (h) t(() - t(()112 
tESK 
< __ 	ii IIt(r) (t(h)) t (C) - (()II 2 
- n! iESK 
= I1 7r(h)C—C11 2 
This, together with Lemma 2.8.4, tells us that 
max { IIS(ir) (f) 8(() - S(C)II : f E K } = IIS(ir) (g) S(() - S)II 
= lIS() (h) S(() - S(()II 
~ IIr(h)C —CII 
and hence that 
e(G, K) :5 inf { IIS(r) (g) S(i1) - S(ii)Il : r e fl,, 	= 1) 	(2.7) 
< inf 
{ 




Taking infima over ir E G in (2.7) and (2.8) gives 
e(G,K) < if inf 
{ 
IISfr) (g)  8(77) - S(Ti)II : 7r E C 5 , Ti E 14, IlTill =1 } 
< inf ml 1 max II(f)Ti - 	 : 7r E C 5 , Ti  E 14, 11771 = 1 
} ir - 	 '1 1JEK 
= e(G,K) 
We now complete the proof of the theorem. 
Combining Lemmas 2.8.4 and 2.8.5 gives 
e(G,K) 2 = inf inf 	I Ik(h)C - C12 : 7r E O, CE 14, IICII = 1 
hEK 
But t = x counting measure is a positive Borel measure on G with 
p(K) = 1. So, by Lemma 2.4.1, 
inf inf 	
1 
 E II7r(h)(—CII2 : 7r E C 5 , CE74, 11(11 = 1 
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=inf inf I 	IIp(h)( - (11 2 : p E C, (e p, 11(11 = 1 } P C 	 hEK 
EMI 
Corollary 2.8.6 
If a finite group G is symmetrically presented with generating set K then 
e(G,K) = inf lI(h)(—(II 	: (Efl, 11(11 = 1 } I ~ IK I hEK 
where, as in Section 2.5, a is the restriction of the right regular representation 
of C on L 2 (G) to the orthogonal complement in L 2 (G) of the constant functions. 
Proof: 
As already remarked in Section 2.5, a contains every p e O. Using Theorem 
2.8.2, its proof and the proof of Lemma 2.2.6, we have 
e(G,K) 2 = inf inf I 	Ik(h)( _(11 2 : 	E G( E fl, 11(11 = 1 } hEK 
	
inf I 1 	lIa(h)(—(112 : (EflC , 11(11 = 1 } C 	h€K 
< inf inf I 1 	IIp(h)( - (11 2  : p E 	(E  P ( 	hEK 
= e(G,K) 2 
Iff 
2.9 Dihedral Groups. 
We now look at an example of a symmetrically presented group. For n > 2, the 
dihedral group with 2n elements, 
Dn  = <a,bIa2 =b2 =(ab)'=e> 
= <a,bIa2 =b2 =(ab)=(ba)c>, 
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is symmetrically presented with generating set {a, b}. So, by Theorem 2.8.2 
= 	ml inf I IIp(a)( - ( 11 2  + IIp(b)( - ( 11 2 : p E C (E flu , 11(11 	1 } 2p 	I 
2 ii 
Letw=en 
If n is even, the irreducible representations of D are 
defined as follows. The representations 	, '3, b4 are 1 dimensional 
and 
	
= 1 	01 (b) = 1 
02(a) =-1 = —1 
03(a) = 1 	03 (b) = —1 
04 (a) = —1 = 1 




0 i ) and p( 	
0 	
0 ) 
If n is odd, the irreducible representations of D are 01, 021 Pi, ... , pj with the 
same definitions as above ([Ser] Part I, 5.3). 
The trivial representation is 01 . 
Forany(ECwithl(j=1, 
102(a)(—(I =2 	 = 2 
I03(a)(—(I =0 = 2 
I04(a)(—(I =2 
So 
( k(a)( — 
12 + 102(b) - (12) = 4 
( I3(a)( - (12 + I3(b)( - ( 1 2 ) = 2 
( 104 - ( 1 2  + I4(b)( - 12) = 2. 
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Take any positive integer j < . For any x, y E C with 1x1 2 + 1y12 = 1 
Pi(a)() 
= ( 	
1) (x) 	 y 
p(b)( 	1 = 	0 ) y) = 	WJX) 
	
(0 	 fwy 
y) 	w 
/ 	 / Ix\ 	lx 
p3(a)( 	I-I 
\YJ \Y 
pj (b) ( ) _ ( ) 
= 21x-y1 2 
2 	12 
= wy — x +wx_y1 
= 	3(y_-w3x) 




) II 2 
- 	p3 (a) i 	1 - + pj (b) ( ) _ ( ) 
2) 
= Ix-yI 2 +I47x-yI 2 
We seek to minimise Ix - y1 2  + Iwx - y1 2  subject to x,y E C, 1x1 2  + h,12 = 1. 
Takex,yECwithx 2 +y 2 =1. LetO=argx — argy. Then 
jx - 	= 1x1 2 + 1y12 - 2IxjIyIcos0 
= 1 —2Ixh/1 - x 2 cosO 
and 
Iw'x-y12 = 1_21xk/1_1x1 2 cos(O+-) 
So 
/ j7r\\ 





- I c°s - 
ni n 
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This is minimised over 0 E [—ir, ir] by 
n 
which gives 
x_yl 2 +lwix_yl 2 =2_4lxI/i 	cos _IxI2 	Fr - 
n 
This is minimised over IxI E [0, 1] when lx k/i - 1x12 is maximised, that is when 
lxi =This gives 




= 2 (i - (i - 2 sin 2 
2n)) 
2 Fr = 4sin - 
2n 
Thus, if n is even 
27r 	fn-2ir\ 
= rnin{2,V",2sin- 	




and if n is odd 
2ir n—i ir\ 
= mm 1 2,2sin_2n 	2n 	" ,2sin_,...,2sin 	2 
= 2sin- 
2n 
We conclude that, for all integers n > 2, 
e(D,{a,b}) = 2sin- 
This result is quoted without proof in [Hay] Chapter 1, Section 17. 
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Notice that 
( 	1 	 I 	1 II 	I 	1 	 1 
pi(a) 
1 	• 	- 	1 	i 	Ill = 	
pi(b) 
1 	i 	I - I 1 	i 







2.10 Direct Products. 
Let G be a Kazhdan group with compact generating set K. For every positive 
integer, m, let Gm denote the direct product of m copies of G and let Km be the 
compact generating set for Gm given by 
Km = {ig : gK; 1<i<m} 
where ig denotes the element (e, ..., e,g, e, ..., e) of G,  with g in the j1h  place. 
We know from [HaV] Chapter 1, Proposition 9 (ii) that the direct product of two 
groups has property (T) if and only if the groups do, so Gm has property (T). 
For every subset, D, of G and each i E 11, ..., m} define the set i D = {ig : g E D}. 
Proposition 2.10.1 
Looking at irreducible representations, e (Gm, 1(m) < e (G, K) 
Suppose e 0 K, if necessary replacing K by the compact generating set K \ {e}. 
Suppose ii is a positive Borel measure on G with v(K) = 1, as in Section 2.4. For each 
i E {1, ..., m}, define a measure, v, on 1 G by v (1 D) = v(D) for every v-measurable subset, 
D, of G. Now define a positive Borel measure, JLO, on Gm by ,u o (F) 	Em I v (F fl tK) 
for every subset, F, of Gm for which the sets F fl 'K are v,-measurable. (Notice that 
Km = U 1 1 K.) Let p be any positive Borel measure on Gm which agrees with /1 Ofl Km. 
Thenp(K m)=>.j vj(IK)=1and6(Gm,K m ,p) 	G, I(,v). 
The Kazhdan constant e (G m ,Km ) :5(G,K) 
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Proof: 
(a) Let {ir : a E A} be the set irreducible representations of G, with 7ro 
the trivial representation. Then the irreducible representations of G  are 
{ al®72® ... ®7m : ai,...,amEA} 
([Ser] 3.2 Theorem 10), where the trivial representation is 7r0  ® ... 0 iro . Let 
B=Am\{(0,0, ... ,O)}. 
Then 
&(Gm,K m ) 	f 	 i)3-3V 
n 	i 3 
	
inf {
sup Ik 0 ... 0 	)(g) gEK  , 1<i<m 
(ai ,...,am )EB; (3 E a) j=1,...,m; IlCiO.®CrnIH 1 } 
= ml 	sup 	I(i 0 ... 0 (i_i 0 ((g) - () 0 (i+i  0 ... 0 (mu 
I 9EK,1<i<m 
(a1 , ..., a,) E B; (E ?i,j= 1, ..., mHI(i0 ...0  (mjHl} 
= ml 	sup 	(g)------- IICl® ... ®CmII 
I gEK,l<i<m II(II 	IKII 
(ai, .... am)EB;(jEj,j=1,...,m;  II(iO...00mII= 1 } 
= inf 	sup 	II1(g)( - 
gEK,1<i<m 
(ai,...,am)EB;(E7 j ,II(jII=1,j=1, .... rn} 





(G- , If,,, I P- ) 
E inf 	J IIir(g)(i - CII2 -- dzi(g) 	 (2.9) K 	 Tn 
(ai,...,am ) E B, 	E 	j,II(jII = 1, j = 1,...,m } 
= 	inf {J 	(g)C–(I 2 dv(g) 	a EA\{O},(Ea, ii=i} Tn 	K 
= ---(G,K,v) 
since we minimise the right hand side of (2.9) by taking all but one of the a 3 to 
be zero. 
Finally, 
(Gm,K m ) 
= inf 	sup 	p(ig) - 	: p E Cm*, 	E fl, 117711 = 1  7711 
gEK,1<i<m 




EG*, (Ern, 11(11= 1  } 






is a symmetrically presented, discrete, Kazhdan group with 	ite 
generattgset K, then 




Let v be countinre on G norma1yafactor . By Theorem 
2.8.2 and Remark 2 fo11owin'it, 
E(G,K) 2 
and by Proposition 2.10.1 (b), 
	
,Km ,i) = 	6\(G,K,v) 
fl2 	 Tfl 	\. 
so that 
= 8 (Gyn, i
m 	
E (Ctm, Km ) 2 	Section 2 4
,I )  
e (C, K) 2 	Proposition 	1(c). 
m 
Corollary 2.10.3 
Let m and n be positive integers with n > 2. 
For every generator, g, of the cyclic group of order n, 
m 	 2 	.r e (C ,{g}m) 	 51fl 
If a and b generate the dihedral group Dn  subject to a2 = b 2 = (ab)n = e 
then 




The Spectrum of the. Laplacian. 
In the previous chapter we looked at Kazhdan's definition of property (T) and 
at an equivalent "quantitative" definition. We investigated how to calculate the 
positive constants provided by this definition. Another property equivalent to 
property (T) for finitely generated, discrete groups is that zero is an isolated 
point in the spectrum of the Laplacian, z, a positive operator in C*(G) 
depending on the choice of finite generating set. So the infimum of the non-zero 
part of this spectrum, like the Kazhdan constant, is positive precisely when the 
group has property (T). The first half of this chapter looks at the spectrum of 
A. The second half looks at the spectrum of )t(z), whose infimum is positive 
precisely when G is non-amenable. 
3.1 The Spectrum of the Laplacian. 
Consider the group C* a1gebra , C*(G), of a discrete group, G. We identify the 
elements of G with unitary operators in C*(G). Representations of C*(G) are 
obtained from representations of G, by the universal property of C*(G). 
Suppose that C has a finite generating set, 5, not containing the identity, such 
that S = S_i, where 5_i  denotes {g' : g E S }. We shall refer to such a set 
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as a symmetric generating set. The Laplacian, L, for S is defined by 
= JSIe—>g. 
gES 
(The identity element, e, of C corresponds to the identity operator in C*(G).) 
The Laplacian is a positive operator in C*(G) since it is the sum of positive 
operators of the form 2e - (g + g 1 ) (if g2 e) or e - g (if g2 = e), so 
Sp () ç [0, 11A41] ç [0,21St]. We are interested in finding 
inf { t E Sp (Lx) t > 01, which we will denote by ) (G, S). Since Sp () is 
closed, ) 1 (G, S) E Sp (z). This value is of interest since it is an indication of 
how efficient 'the Cayley graph of G with respect to S is as a network for 
transmitting information [Bien]. It is shown in [HRV] (Introduction, Proposition 
III and Section D, Remark (2) after proof of Proposition III) that ) 1 (G, S) > 0 
if and only if G has property (T). So A 1 (C, 5) > 0 if and only if E(G, 5) > 0. 
Now suppose that C has property (T) and that K is a finite generating set 
for G. Let 
S = KUK 1 \{e}. 
Then S is also a finite generating set for C, S = S' and e S. Further, 
e(G,S) =e(C,K) 
since, for every representation 7r of C, every g E C and every ( E '7-t,, 
IIir (g') ( - 	 = Iir (g) (ir (g') ( - () 11 = 11 7r (g) ( -  (11 and jr (e) C - (II = 0. 
Similarly, & (G, 5) = t (G, K). We know from [HRV] (Section D Remark (2)) 




and (Section A Remark after the proof of Proposition I) that if S does not 
contain any element of order 2 then 
A 1 (C,S) ~! &(C,S) 2 . 	 (3.2) 
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The operator h of [HRVI is I >.9€sg = (e - 	 so that TS1 
A 1 (G,S) = ISI(1 —sup{t e Sp(h) : t < 1}) 
Remark (2) (after proof of Proposition III) in Section D of [HRVJ says that if 
8> 0 and Sp (z) c {0} U [ISIS, 21S1], then e(G, K) ~! v". It follows that 




In the case of the cyclic group of order n > 2 with generating set K = {g}, 
a single generator, S = {g,g 1 } and the right hand sides of (3.2) and (3.3) are 
equal, so 
/ 
(ca, {g,g_1}) = 	(ca, {g,g_1})2 = I 2sin 
- )2 7T 
n 
If n = 2 then S = K and the right hand sides of (3.1) and (3.3) are equal, so 
that 
e 	 - (C2 , {g}) 2 
)t i (C2 ,{g}) = 2. 
2 	- 
Recall the following definitions from Section 2.10. Consider a group, G, and 
a positive integer, in. The direct product of rn copies of C is denoted by Ctm. If 
g E G and 1 < i < m then tg  will denote the element (e, ... ,e ) g,e,...,e) of Gm 
with g in the ith place and e everywhere else. If S is a subset of C then 
5 = {2 g:g 5, 1i m } . 
Recall also that O is the set of irreducible representations of C and that 
O"=O\{iro}. 
Lemma 3.1.1 
Let G be a discrete group, generated by a finite set K and let in be a positive 
integer. Let 5, A, Cm Sm  and lg (g E C, i = 1,2, ..., in) be defined as above. 
Let 




where e m = (e, ..., e) e cm. Let ii denote counting measure on G normalised by 
a factor j  and let 6(G, S, i) be as defined in Section 2.4. Then 
)t 1 (G,S) ~! i-1 6(G,S,zi); 
if C is abelian then A1(G,S) = 
11AII = sup Sp = 1  sup E II()( - C1 2 : E G;C e 	, 11(11 = I gES 	 ) 
IkmuI = sup SpL m = fl2 sup SPA = Tfl IkII; 
)t1(Gm ' ' 
Proof: 
(a) We follow [Rob2]. Since A is a normal element of C*(G), every 
element of the spectrum of A is equal to p(L) for some pure state, p, of C*(G) 
([K&R] 4.4.4). For every state, q, of C*(G), [K&R] 4.5.2 says that there is a 
cyclic representation, ir, of C*(G) and a unit cyclic vector E fl such that 
q(i) = (ir(L) I ). Then [K&R] 10.2.3 tells us that the representation ir of 
C*(G) is irreducible if and only if q is a pure state. In that case ir arises from an 
irreducible representation of C, also denoted ir. In particular, there is an 
irreducible representation, ir, of C*(G) and a unit vector E N such that 
.\ i (G,S)=(ir(L)Ic). So 
) 1 (G, S) 	inf 
{ 
(p(Lx)C 	: p is an irreducible representation of C*(G) , 





2 p,C QES 
=I 
inf I gES IIp(g)C—CII2 : pEO,(Efl, 2 p,c 
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- sI 6(G,S,v) 
(b) Suppose that C is abelian. By [K&R] 3.2.11 
Sp () = {p(z) : p is a multiplicative linear functional on C*(G)} 
and by [K&R] 4.4.1 p  is a multiplicative linear functional if and only if p is a 
pure state of C*(G). As in part (a), [K&R] 4.5.2 and 10.2.3 then tell us that 
Sp(z) = {p(z) 	PEG} 
noting that the irreducible representations of C are all 1 dimensional. Since 
P(A) = 	p (2e - g - g') 
gES 
and 
p (2 e _ g _ g_ 1 ) > 0 	VgES,pEO 
we know that 
= 0 	p (2e - g - g') = 0 v g E S 
p(g) = 1 	Vg E S 	(since I()I = ip(g_') = i) 
p(g) = 1 	V g E C (since S generates G) 
p = ir0 . 
I-fence 
1 (G,S) = ins' p(L) 
pEG 
= SI — sup 	p(g) 
pEG gES 





For every seif-adjoint element, a, of a C* a1gebra, either hail or  —hall 
	
lies in Spa ([K&R] 3.1.15). Since L is a positive operator, Sp A C 10, 	so 
llzll=sup Sp. 
We have observed in (a) ([K&R] 4.4.4) that 
Sp A ç {p(L) p is a pure state of C*(G)} 
c {( p()C 	: p E G, E fl, 11(11 = '} 
=1 E Iip(g)C—(112 	pE G,(Efl,ll(hl = 1 
1. 	gES 
For every representation, 7r, of C*(G) and every unit vector C E 1t,,., the linear 
functional a '—f (ir(a)( I() : C*(G) - C is positive and has norm 1 i.e. it is a 
state of C*(G). Another application of [K&R] 10.2.3 (quoted in (a)) then shows 
that 
{p(L) : p is a pure state of C*(G)} = {(p()CIC) p E G,( E ?(p, 11(11 = 
Since states have norm 1, it follows that 
IAj ~! sup {p(z) : p is a pure state of C*(G)} 
= sup 	
1  E Il)C — C11 2 : p E G,( E 	, 11(11 = 1 
!. gES 
> sup SpL 
JII 
Again, since both A and Lm are positive operators we have 
III = sup Sp A and ikmlI = sup SPm 
By (c) 
sup SPm = sup{(ir(zm)(I () : 7r E dm ;  (E ?, 11(11 = i} 
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~! SUp{((7ri(D  ...  ®lrm)(Lm)(Ci(&  ...  ®Cm)I((i® ... ®Cm)) 




sup 	— (i()(iI(i)) 





For each ir E O, let { 	: i E I} be an orthonormal basis for 'KIT. Then, for 
all Ir1, ..., 	 E O, the set of vectors 
is an orthonormal basis for fli® ... øim = 'K1 0 0 'KIrm (see [K&R] Section 2.6, 







{( E 'Ki®øm : 	= 1} = 	 : 	E C V i E I; 	= i 
! iEI 	 iEI 
Now 
SUp SL m  
sup{(rn)CI () : 7r E dm ;  CE'K, 11(11 = 1 1 
= 	 ih) : 
EI 	iEI 
 12 





= 	sup (7r 1 ® ... ® ir,) - 	 -g) j ,.'j',. 	/ 
7EI 
lriE6,>I0jI21 \ \k=1 gES / !EI 
m I 
= 	sup 
lrjEG,> 	113,1 2 z1 k=1 	i jlEIlrj ,11 .k-1,k+1 	.m ikElirk 3kEIlrk 
2 
ILII 
1r,EO,l/iI2=1 k=1 ilrjiEIiz,Il .....k-1,k+1,...,m ikEI7k 
= sup m 	H2 




D = ISIe m E'g : i=1,...,m1U{e} C c*(Grn) 
I.. 	gES 	 ) 
and let C*(D)  denote the C* algebra  generated by the elements of D. Note that 
the elements of D commute with each other so that C*(D)  is an abelian 
C* a1gebra  and that Am E C(D). By C*(L) we shall mean the C* subalgebra 
of C*(G) generated by L and e. Since C*(A)  and  C*(D)  are abelian 
C* a1gebras , we see as in (b) that 
Spc*(A)L = { p(s) : p is a pure state of C*() } 
and 
SPC.(D)Lm = {.p(Lm) : p is a pure state of C*(D) } 
Proposition 4.5.1 of [K&R) says that that if a is an element of a C* subalgebra , 
B, of a C*a1gebra,A,then SPA a = 5PB a, so 
Sp A = 5Pc() A and Sp A m  = SPC.(D)Lm 
Theorem 4.3.13 (iv) of [K&R] says that if A is a C* a1gebra  with unit I and B 
is a self-adjoint subspace of A containing I then every pure state of B extends 
to a pure state of A. So every pure state of C*(L)  extends to a pure state of 
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C5 (G) and every pure state of C(D) extends to a pure state of C 5 (Gm). 
Recalling from (c) that the pure states of C(G) are the linear functionals 
a 	(ir(a)( I () where ir is an irreducible representation of C 5 (G), E fl. and 
IICII = 1, we see that 
X 1 (G, 8) = inf {( ir()(  I () : ir E O* ;  the extension of ir to C 5 (G) 
restricts to an irreducible representation of C5 (); 
(E71,II(II=1} 	 (3.4) 
and that 
Ai(Gm ,Sm) = inf{((iri® ... ®irm)(Lm) C 	 IC 	) 
7 m E 0, not all 7r0 ; the extension of 7r 1  ® ... ® 7rm to 
C 5 (Gm) restricts to an irreducible representation of C 5 (D); 
(:E ?, 	= 1 
	
(3.5) 
The following result is standard. Suppose that ir E 0 gives an irreducible 
representation of C(L). We shall show that ir ® 7r0 0 ... 0 iro gives an irreducible 
representation of C 5 (D). Let Ci  E 7-t, \ {O}, and C2, 	Cm E C \ {O}. Then 
(ir®iro(D ... Oiro)(C5 (D))(C1OC2® ... ®(m) = (ir(C5 ())(i )®C® ... ®C. 
So every invariant subspace for (ir 0 7r 0 0 ... 0 iro)(C(D)) must be of the form 
K ® C 0 ... 0 C where K1 is a subspace of 7 -i, invariant for ir('C()). Since ir is 
irreducible as a representation of C(L) it follows that ir 0 7r0  0 ... 0 7r0 is 
irreducible as a representation of C(D). Hence, using (3.5) and (3.4), 
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.X 1 (Gm, Sm) 
~ 1flf{((7®1O® ... ®7O)(m)((l®(2® ... ®(rn) I(1®(2® ... ®(rn) 
7risasin(3.4); ( E '71ir, (2,...,(m E C, II(iII = 1(21 = 	= I(mI = 1} 
= inf{(ir(L)(I() : 7r,(areasin(3.4)} 
= A1 (G,S) . 	 (3.6) 
ow suppose that 7t1, ..., 7rm E 0 are not all 7t0, and that iti 0... 0 ltm jys 
an irr\
irducible
epresentation of C*(D). We shall show that each ir (i =i'(i.., m) 
gives 	representation of C*( z ). Suppose that K is a s space of 
in nder the action of 1ri(C*(L)).  Then  
(7Ti ® ... I\)(C*(D)) ( ® 2" 0 rm) = 	 0 	m 
and so K 0 	0 	invariant for (/. . . m )(C*(1))). Hence K is 
either {O} or ?-, and it1 is i reducible as 	 ation of C*(L).  Similarly, 
it2, ..., 7r give irreducible reprçntations It follows that 
) i (Gm,Sm) = inf{(iti()91 
	
are as in (3.5)} 
~ inf{(it() 	: it 
	
( are as in (3.4)} 
= 
minimising the sI by taking all but one of the ir is \be ito . 
We conc1uftfrom (3.6) and (3.7) that 





If m and n are positive integers with n > 3 then 





We now consider symmetrically presented groups (see Section 2.8). 
Proposition 3.1.3 
Suppose that the discrete group G (G 54 {e}) has property (T) and is 
symmetrically presented with finite generating set K. Let S = K U I' as 
above (Notice that e K ) Then 
E(C,K) 2  SI 
\ 1 (G ,S-,) = 	2 
r e (G, J)2 "i'  
2 	
if K consists of elements of order 2 
or K = {a,a 1 } for some a e G I e(G, J)2 III otherwise. 
Proof: 
Since G is symmetrically presented with generating set K, every element of 
K must have the same order, and so the same is true of S. Furthermore, if a 
and a 1 are distinct elements of K and b E K with b a then exchanging b and 
a 1 does not alter the relations on K so ba = e and b = a 1 . Hence we have one 
of the following three cases 
(a) every element of K has order 2 and S = K 
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every element of K has order greater than 2 and K fl K-4 = 0 so that 
S = K U K 1 
K = {a, a 1 } forsome a of order greater than 2; this gives the same S, L 
and E(G,K) as K = {a}. 







E II()C - C11 2 + 	ll (g1) C 
- ( 112 
— 21K1 p,c 	gEK 	 9EK 
p E G*, CE n, 11(11 = i} 
- 	 1 	
inf '2 E 11p(g)C-C112 : pEO*, 	 11(11 
=} - 2 1K1 a,': 	gEJt 
= b ~(G, K) JKJ V) 
Then in all three cases 
e (G, K) 2 > ) (G, S) 	 by (3.3) 
> 	-t (G , 	 Lemma 3.1.1 (a) 
= 	 bytheabove 
=
2 JKJ 
isi e (G, K) 2 	 Theorem 2.8.2. 
Notice that the proof of the first equality in the above proposition works for 
any discrete Kazhdangroup, C, and finite, symmetric generating set, 8, for 
which 6(G, 8, ii) = e(G, S) 2 , where ii is counting measure. 
isi 
Corollary 3.1.4 
Let rn, n be positive integers with n > 2. For the dihedral group 
Dn =<a,bIa2 =b2 =(ab)=e> 
we have 
/ 
A i (D,{a,b} m ) 	(2sin- 
2n) 
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From [Lub] (8.2) if G is a finite group and S is a union of conjugacy classes 
then 
1 (G,S) = SI—max -- Ex(g) 
pEG d gES 
where d4,, is the dimension of the irreducible representation p and X  is its 
character. If, further, S = G \ {e}, it follows from the orthogonality relations 
that EgES Xp(g) = Xp(e) = —d for each p EG* and so A 1 (G,S) = ISI— (-1) 
= IGI. Using (3.3), this gives 
G - 1 






VFj1 Recall that if G is cyclic then e (C, G) = 	(Section 2.6). 
3.2 Laplacians for Free Groups. 
In the previous Section, we remarked that the least positive value, ) 1 (G, S), in 
the spectrum of the Laplacian, A , gives an indication of the efficiency, as a 
network for transmitting information, of the Cayley graph of a discrete group, 
[iII 
C, with respect to a symmetric generating set, S. In fact, the Cayley graph 
contains only information about the left regular representation of the group so 
this efficiency is better indicated by the least positive value in the spectrum of 
A(A) in the regular group C*algebra,  C(G), where A is the left regular 
representation of C on 12 (G); A(g)((h) = ((g 1 h), g, h E G, ( E 12 (G). We will 
denote this value by A(C, S). For a finite group AA(G, S) = A 1 (G, S), since 
C*(G) and CX(G) coincide. In general, A(G,S) ~! A(G,S) since 
Sp 7r(L) ç Sp A for any representation, 7r, of C. 
While we have observed (Section 3.1) that )t 1 (G, S) > 0 if and only if C has 
property (T), there are non-Kazhdan groups for which AA(G, S) > 0. Indeed, 
[HRV] (Consequence (a) of Proposition 1(1)) tells us that 0 E Sp A(L) if and 
only if C is amenable and so .AA(G, S) > 0 precisely when C is not amenable. In 
this section we are concerned with the calculation of AA for the free group on a 
finite set of generators. The method follows [Coh]. 
Let Fd denote the free group on d generators, s l, ..., s.j. For each positive 
integer k, let Sk  be the set of reduced words of length k in s i, ..., s, 
si'. So 
So = {e} 
Si 	= {Si, ..., S, s, 
..., Sd 
52 = {s, s1s2, 
...} 
= 	 : i,j E {1,2,...,d}} 
and 
Iso I=1 
Sil = 2d 
I S21 = 2d(2d-1) 
ISt j = 2d(2d - i) 	t > 1 
62 
Also, let 
Xk = >:: S e C*(Fd) 
sE 5k 
and let 
X = Xi - 
Me 
Xo = e 
X = Xi = 
x 2 = X2 + 2de 	
(3.8) 
XXk = Xk+1 + (2d - l)Xk_1 	k > 2 
This is Theorem 1 of [Coh]. These relations are solved in the same paper. 
From [HRV] Section A, example 2 
Sp x = [-2d, 2d] 
while it is a result of IKesten ([Pat] 4.31) that 
Sp A() = [-2v'2d - 1, 2/2d - i] 
Hence 
= 2d-2V2d-1 
since L1 = 2de - X. 
Now let 
Tk = So U SI U ... U Sk = { reduced words of length < k} 
and let 
Ok = E S = Xo + Xi + ... + Xk - 	 (3.9) 
SETk 
Then Tk generates Ed, Tk = T, 1 and 
= inf Sp (ITkIe—ck) 
= ITkI—sup Sp)'(k) 
= ITk I — sup Sp(Xo+X1+ --- +Xk). 
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Also 
Sp )(q) = [i - 2V'2d - 1,1 + 2vT— i] 
 [1-2 -yf2d—1 1+2/2d-1 
jT1 = 	1+2d 	' 	1+2d 
We calculate 
k-i 
ITk i = 1+2d>(2d-1) 
j=o 
- 1+2d(1—(2d-1)k\ - 1_(2d_1)) 
- d(2d_1)k_1 
- d — 1 
From 3.8, for each integer k > 0, Xk  is a monic polynomial of degree k in x, 
with integer coefficients, say Xk = qk(x). It follows that cbk = pk(x) where pk  is 
also a monic polynomial of degree k with integer coefficients and 
k 
P/c = 1+qk. 
j=1 
Then 
SpA(q k ) = Sp.A(pk(x)) 
= pk(SPA(X)) 
= Pk([_2\/2d_1,2\T2d_1]) 
By [Coh] each q/c(x) (for k > 1) is maximised over x E Sp A() by 
x = 2-J2d - 1 and the maximum value is 
(k + 1)v12d - - (k - 1)/TJ- 
1k-2 
Since the same value of x maximises every qk(x) it also maximises the pk(x)  so 
that 
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= 1 	 1 3 —(j— 1)2d— 
i2) 
= V2d_1k ((1+1)k+1) 
I k ' 	'2d1' (k(i+,1)+1) 
IT-I - i) = 	2d( 1 _(2d_ 1 2-2d ) 
I - (d_1)v2T_1k (k(1+,_1)+1) 
- 	 d((2d_1)k_1) 
- (d_1)(1+_1 + 1 \ 
kk)
d("--' 	1 




 1 ) ___ = iSUp SP)I\ ITk \ { e}I 
—i 1 	ask —+oo 
ask —too. 
If we fix k and look at different values of d 
) - (d_1)(k(1+ 2 
(_qi
)+ 1 ) 











.-, 0 	asd —*oo. 
Finally, for d = 2 we have, to calculator accuracy 
Sp 
(IT
I) = [- 0.492802323, 0.892820323] 
sp A() = [-0.224137931,0.733182447] 
Sp) () = [-0.222351126,0.561973769] 
Chapter 4 
Positive and Negative Type 
Functions. 
4.1 Background. 
In this chapter, we are concerned with the effect of Kazhdan's property (T) on 
the existence and nature of certain functions on and actions of a group. The 
interest arises from three theorems to be found in [HaV]. 
Theorem 4.1.1 ([HaY] 5.11 ) 
Let G be a locally compact group. The following properties are equivalent: 
G has property (T). 
Let 	be a sequence of functions of positive type (see definitions below) 
on G, normalised by çb(e) = 1 for all n. If(q)>.i  converges to the constant 
function 1 uniformly on every compact subset of C, then (qn)n>i  converges to 
1 uniformly on C. 
This result has been strengthened by A.G.Robertson (unpublished work). 
He has shown that in condition (b) above pointwise convergence is sufficient, 
rather than uniform convergence on compacta. 
Theorem 4.1.2 ( [Hay] 5.20 ) 
Let G be a locally compact group. The following properties are equivalent: 
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G has property M. 
Every function of conditionally negative type (definition below) on G is 
bounded. 
The version of property (T) provided by Theorem 4.1.2 has proved fruitful 
to work with and provides the link between property (T) and most if the work 
in this chapter. In Section 4.5 we evaluate a bound for real valued conditionally 
negative type functions on a Kazhdan group in terms of the supremum on a 
compact generating set and the Kazhdan constant. Sections 4.11 and 4.12 look 
at the consequences of the existence of such a bound for von Neumann algebras 
arising from the group. 
Theorem 4.1.3 ([HaY] 6.4 ) 
If a locally compact group, C, has property (T) then every action of C on a 
tree fixes a point. 
This theorem is a consequence of Theorem 4.1.2. In Sections 4.6 to 4.9 we 
look at examples of actions of groups on trees and fl-trees (defined below). 
The definitions and results in the next three sections do not require the 
assumptions that the groups concerned are locally compact and o-compact. 
4.2 Kernels and Functions of Positive Type. 
Definition 4.2.1 
A kernel on • a topological space X is a continuous function from X x X into 
Definition 4.2.2 
A kernel, 4D , on a topological space X is of positive type if for each positive 
integer n, all xi ,... ,xEXand all 
> 0. 
1=1 j=1 
We also define a real kernel of positive type, : X x X - R, by taking the 
A, E R in the above and requiring that D is symmetric. In the complex case, a 
kernel of positive type is easily seen to be Hermitian, but in the real case 
symmetry does not follow from the rest of the definition 
Definition 4.2.3 
A real or complex valued function, q,  on a topological group, G, is of 
positive type if it is continuous and the kernel : G x G -+ R or C defined by 
(g,h) = 0(g 1 h) 	 g,h E G 
is of positive type (with the appropriate definition as 0 is real or complex). 
Functions of positive type are more usually referred to as positive definite 
functions in work in English. Our terminology is common in Europe and is 
consistent with [HaV]. 
Proposition 5.8 of [HaV] says that a function q: G -p R or C on a 
topological group, G, is of positive type precisely if there is a Hubert space fl 
(real or complex as the range of q), a unitary representation 7r,6 of G on Ro and 
a vector (0 E 7- which is cyclic for ir (that is 'H,6 is topologically generated by 
ir(G)(.) and 
(g)= (ir(g)I() 	 gEG. 
Furthermore, the triple ('?-1., ir, () is determined up to isomorphism by these 
conditions. We will refer to this triple as the cyclic representation of G induced 
by 0. 
Lemma 4.2.4 (Well known) 
For every function, q',  of positive type on a group, G, 
0(g 1 ) = 	for all g E C, 
sup Ic()l = q5(c). 
gEG 
Proof: 
By the definition of positive type (with n = 1, A = 1 and g1 = e) 
q(e)>O. 
By the same definition with n = 2, ) =A2 = 1, 91 = e, 92 = g E G 
2(e) + q(g) + (g 1 ) > 0 
so that O(g) + q'(g') is real. 
Changing '2  to i gives 
20(e) + ig(g) - 2*0(g 1 ) > 0 
so that O(g) - 0(g 1 ) is purely imaginary. 
Thus 0(g 1 ) = q(g). 
Take any g E G and let .A e C be such that .Xq(g) = k(g)I. By the 
definition of positive type 
0 < 20(e) - A4(g) - 




4.3 Kernels and Functions of Conditionally 
Negative Type. 
Definition 4.3.1 
A real kernel W : X x X - R is of conditionally negative type if 
IT is zero on the diagonal 
'I' is symmetric 
for every integer n > 2, all x, ..., x E X and all A,, ..., ), E R summing 
to zero 
A 1 W(x 1 ,x) < 0 
i=1 j=I 
Definition 4.3.2 
In the complex case, the definition becomes 
W is Hermitian 
for every integer n > 2, all x, ..., x n  E X and all )q, ..., A n  E C summing 
to zero 
AW(x,x) < 0 
j=1 j=1 
Definition 4.3.3 
If G is a group, a function &: G -f R (resp. C) is of conditionally 
negative type if it is continuous and the kernel W : X x X -p R (resp. C) 
defined by 
'(g, h) = 0(9 1 h) 	 g, h E G 
is of conditionally negative type. 
If a function, 	G - R, is of conditionally negative type then &(e) = 0 
since the kernel 'IJ(g, h) = 0(g 1 h) is zero on the diagonal. Also & must be 
non-negative throughout G, since for every ..\ e R and each g E G, 
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0 > )t( - )t) (g 1 e) + 	(g 1 g) + (—A)b(e'g) + (—))(—.X) &(e_1e) 
= —2 2 (g). 
Functions of conditionally negative type are often referred to as negative 
definite functions. This terminology can be misleading since the concept is 
not the negative version of positive definite and, in particular, as we have just 
seen that functions of conditionally negative type are not negative valued. 
One connection between functions of positive type and those of conditionally 
negative type is Schoenberg's Theorem ([HaV} Theorem 5.16, 5.17). This says 
that a (real or complex) function, 0, on a group, G, which is zero on the 
identity, is of conditionally negative type if and only if, for every t > 0, the 
function e'1' (: C -* R(resp.C)) is of positive type. 
4.4 Actions of Groups on Trees and R-Trees. 
4.4.1 Trees. 
Definition 4.4.1 
A tree is a connected, simply connected, one dimensional 
simplicial-complex, in which each one dimensional face has a direction. 
In other words, a tree, F, consists of a set of vertices, L, joined by a set of 
directed edges, z, in such a way that, if we ignore the direction of the edges, 
there is precisely one path joining any given pair of vertices. 
Definition 4.4.2 
An action of a group, G, on a tree, F, is a homomorphism from G into the 
group of simplicial automorphisms of F which preserve the orientation of the 
edges of F, where the group of elements of C fixing a given vertex of F is an 
open (and hence closed) subgroup of G. 
72 
Definition 4.4.3 
We define the distance function dr : 	x AO -+ N by setting dr'(x,y) 
equal to the number of edges in the path joining x and y, where x, y E L. 
Suppose a group, G, acts on a tree, F. Take a vertex x E L and define a 
function D : G - N by D(g) = dr(x,gx) for g E C. In [Hay] Proposition 6.2 
it is shown that the distance function dr is a conditionally negative type kernel. 
Since dr is invariant under the action of G, D(g 1 h) = dr'(gx, hx) and it 
follows that the function Dx is of conditionally negative type. This is the source 
of the close links between actions of groups on trees and conditionally negative 
type functions on the groups. 
4.4.2 R-trees 
Consider a metric space X. 
Definition 4.4.4 
An arc in X is a subspace of X homeomorphic to a compact interval in R. 
Definition 4.4.5 
A segment in X is a subspace of X isometric to an interval in R. 
Definition 4.4.6 
An R-tree, Y, is a metric space in which for any two points, x, y E Y, there 
is a unique arc, A C Y, with extreme points x and y, and this are is a closed 
segment. We denote this segment by [x,y]. 
Let d: Y x Y -p R denote the metric on Y. Proposition 6.9 of [HaV] tells us 
that d is a conditionally negative type kernel and hence that if a group, C, acts 
by isometrics on Y, then for each x E Y the function Dx defined on G by 
D(g) = d(x,gx) (for g E C) is of conditionally negative type. Proposition 6.11 
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of [HaVJ says that if C is a Kazhdan group then every action of G by isometries 
on a complete R-tree has a fixed point. 
Any tree gives an R-tree, the metric being given by the distance between 
points measured along the edges of the tree. 
4.5 A Bound for Real Functions of 
Conditionally Negative Type on Kazhdan 
Groups. 
Consider a real valued function, 0, of conditionally negative type on a group 
with property (T). We know from [Hay] 5.20 that 4' is bounded. Here we find a 
bound for 4' as a function of the supremum of 4' on a compact generating set 
and the Kazhdan constant for that generating set. 
We begin with a lemma, the proof of which is taken from the proof of [HaV] 
1.16. 
Lemma 4.5.1 
Let G be a group with property (T), K a compact generating set for C and S 
a positive number. Let e = c(G, K). If ir is a representation of C on a Hubert 
space, 71, and ( E -1 is an (e5, K)-invariant unit vector for ir then 
- CM <28 for every g E C. 
Proof: 
Let ir : G -+ U(H) be a representation with (66, K)-invariant unit vector (. 
If 8> 1 then 7r(g)( - ( II 	211(11 <26, since (is a unit vector. Suppose S < 1. 
Then, since 6 is the Kazhdan constant for G and K, ir(G) has some non-zero 
invariant vector. Let ?10 be the subspace of 71 consisting of vectors invariant by 
7r(C) and let ?1 be the orthogonal complement of HO in '7-1. Let (= Co + (i be 
the decomposition of (into components in HO and '7-(. If (i = 0 then (is 
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invariant and the lemma is true. Suppose (i 0. Then 
(i 	 II 	1 	 eb 
sup V sup 	(g)( - (II < 
gEK II 	Kill - T[ii V - ]TII gEK Kill 
Since J-( does not contain any non-zero invariant vectors it cannot contain any 
(, K)-invariant unit vectors and so 	> e. Hence ICi <5. Then, for all FIR 
g E C, 
7r(g)(1 - Ciii :5 21K1 11 < 28 
Theorem 4.5.2 
Let G be a group with property (T), K a compact generating set for G and 
G -+ R a conditionally negative type function on G. Then for every g E G 
'2 
0 < (g) ~ (e(G2 	) sup ,K), hEK 
Proof: 
We already know that real valued conditionally negative type functions take 
only non-negative values. 
Let N = sup {(g) : g E K} and let e = E(G, K). We know that N is well 
defined since 1' is continuous and K is compact. Take S such that 0 <5 < 72 
If N = 0 take any t >0. Otherwise take t such that 0< t < — 4 ln (i - 
Notice that i!2 < 1 since e < 2. By Schoenberg's Theorem ([HaV] 5.16) we 
may define a function, q : C -p R, of positive type by 
çb(g) = e_t9) 	 (g E G) 
Let (7-(, ir, () be the cyclic representation of C induced by 4. So 
q5(g) = 
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for all g E C. The representation acts on a real Hubert space since qf' is real 
valued. Note that 11012 = (ir(e)( I () = 1 and that, for every 
g E G, 0 < q(g) O(e) = 1 (Lemma 4.2.4). 
Now 
—Nt > in (i - (&6)
2 ) 
e Ni > 	
(e6)2 
1— 
1 - e "t < 
2 
and, for each g E K, 
	
0 < 	(g) 	<N 
1 > q(g) = — tlb(g) > 
Nt 0 < 	1 - (g) 	< 1 - 
Hence 
(E5) 2 
sup (1—(g)) < 
gEK 	 2 
and 
sup ir(g)( - ( 11 2 = sup (2 —2fr(g)( IC)) 
gEK 	 gEK 
= sup 2(1—(9)) 
gEK 
< (E5)2 
It follows by Lemma 4.5.1 that 
Itir(g)C - ( II < 28 	V g € C 
and hence that 
0 < 1—ç(g) = 	I7r(g)(-CI12 < 262 	Vg€G. 
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We then have, for each g E G, 
q(g) < 28 
e_t) > 1 - 252 
t'(g) < —ln(1-25 2 ) 
b(g) < _1n (1_282 ). 
If N> 0, this holds for every t E (0 	in (i 
- 5)2 	




and every g E G, 
0 < 	
< Nln(1-252 ) 
- 	 l(1(e5 ) 2 ) 
But 
lim 





So, for every g E G, 
0 ~ &(g) < ()2 N. 
If N = 0 then, for every g E C and every Se (o,*), 
0 < 7P (g) < _ 1 _ln(1_252) 
t 
for all positive t. Hence, for every g C C 
and 0 < (g) < 
 (2)2 N. 
[a 
If instead of general conditionally negative type functions we consider 
distance functions obtained from the actions of groups on trees we can produce 
a tighter bound. 
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Theorem 4.5.3 
Let G be a compactly generated group acting on a tree F and suppose that 
the action has at least one fixed point (as is the case if G has property (T)). 
Then, for every compact generating set, K, for G and every x E /., 
sup d'(x,gx) = sup dr'(x,gx) 
9EG 	 gEK 
and G fixes some y E L4 such that 
dr (x,y) = 	sup dr (x,gx). 
2 YEK 
This y is the unique closest fixed point to x. The path from x to any other fixed 
point passes through y. 
Proof: 
Let x E L. If the action of C fixes x then the result is clearly true. We 
shall assume that x is not a fixed point. 
Let K be a compact generating set for C. Note that sup {dr (x,gx) : g E K} 
is finite since the function g 	dr (x, gx) is continuous. 
Since K generates C, any point inA O is fixed by G if and only if it is fixed 
by K. Let 
D = inf {dr (x,y) : yisfixedbyG} 
This infimum is a minimum since d (x, y) is a non-negative integer for all 
y E AO, so we can find some y E z4? which is fixed by G such that 
d (x, y) = D. Then, for every g E C, 
dr'(gx,y) = dr'(gx,gy) = dr (x,y) = D 
and 
dr (x,gx) :5 d r'(x,y)+dr (gx,y) = 2D 
W. 
There is no fixed point (for C or equivalently K) on the path from x to y, since 
if z were such a point we would have dr (x, z) <D, contradicting the definition 
of D. In particular, if w is the vertex nearest to y on the path from x to y then 
some element h E K does not fix w. Suppose h fixes some point u between x ri 
y. Since h must fix y, h also fixes the path from u to y, and this path contains 
w, giving a contradiction. Hence h does not fix any point strictly between x and 
y. The action of h maps the path between x and y to the path between hx 
and hy and these two paths meet only at the fixed point y = hy. Then 
d(x,hx) = dr(x,y)+dr(y,hx) = dr'(x,y)+dr'(hy,hx) = 2D 
Hence 
supdr'(x,gx) < sup di-(x,gx) < 2D < supdr (x,gx). 
9EK 	 gEG 	 YEK 
Now let z be a fixed point different from y. Suppose that the path from x to 
z does not pass through y. 
y z 
Then the path from y to z must pass through some point u, where either 
u = x or u lies strictly between x and y. In either case dr'(x,u) < D. Since y 
and z are both fixed, the path between y and z must be fixed and so u is fixed, 
contradicting the definition of D. So the path from x to z must pass through y 




If G and F are as above, the subtree generated by the orbit under G of any 
point in i.4? has finite diameter. In particular if C acts transitively on F then 
diam(F) is finite. 
In the case of a property (T) group, this corollary and the existence of a 
fixed point follow from the fact that conditionally negative type functions are 
bounded. 
Theorem 4.5.5 (Theorem 4.5.3 for a Complete R-tree) 
Let G be a compactly generated group acting by isometries on a complete 
R-tree, Y, and suppose that the action has at least one fixed point (as is the case 
if C has property (T)). Then, for every compact generating set, K, of C and 
every x E Y, 
sup dy (x,gx) = sup dy(x,gx) 
g€G 	 gEK 
and G fixes some y E Y such that 
dy(x,y) = 	sup dy (x,gx) 
2 9EK 
This y is the unique closest fixed point to x. The path from x to any other fixed 
point passes through y. 
Proof: 
Let x E Y. Again the result is clear if x is a fixed point so we shall assume 
that it is not. 
For any two points u, v E Y let [u, v] denote the unique arc joining them in 
Y. Let H denote a homeomorphism of [u, v] onto a compact interval in R. If 
g € G then g is an isometry of [u, v] onto g([u, vJ); in particular it is a 
homeomorphism. Then Hg is a homeomorphism of g([u, v]) onto H([u, v]), 
cl 
which is a compact interval in R, and so g([u, vJ) is an arc in Y joining g(u) to 
g(v). By uniqueness 
g([u,v]) = [g(u),g(v)] 	V u,v E Y. 
It follows that if u and v are fixed points for the action of G on Y then the 
whole of [u,v] is fixed. 
Let w E Y be fixed by the action of G and let 
D = inf 
{ 
dy (x,u) : u € [x,w]; u is fixed by C) 
Now [x, w] is isometric to an interval in R. There is precisely one point 
y e [x, w] such that d (x, y) = D. Every point strictly between y and w is fixed 
and no point strictly between x and y is fixed. For all E > 0 there is a fixed u 
between wand y with D <dy (x,u) < D + e and hence dy (y,u) <e. Then, for 
each g E G, 
dy(y,g(y)) :!~_ dy (y, u) + dy (u, g (y)) < 2e 
Since this holds for all e > 0, y is fixed by the action of C. 
Let K be a compact generating set for G. As in Theorem 4.5.3, a point of Y 
is fixed by G if and only if it is fixed by K. For all in < D, there is a v E Y 
strictly between x and y such that D > d (x, v) > m. Then there is some 
g E K which does not fix v and so does not fix any pointin [x, v] (since if g 
fixed u E [x, v] then g would also fix [u, y],  which contains v). Let z be the point 
in [x, y] nearest to v fixed by g. The point z exists for the same reasons as y. 
Then d (x, z) > m and z is the nearest point of [x, y] to x fixed by g, so 
dy (x,g(x)) = dy (x, z) + d y (z, g(x)) > 2m 
and 
sup dy (x,g(x)) > 2D 
gEK 
The result now follows as for Theorem 4.5.3. 
0 
4.6 The Free Group on 2 Generators; an 
Example of the Action of a Group on a 
Tree. 
A simple example of a group action on a tree is the action of the free group on 
two generators, F 2 = < a, b>, on the following infinite tree. 
Suppose g, h E C. Then the action of g maps the point hx of the tree to the 
point ghx. The distance function with base point x gives d(x, gx) equal to the 
reduced word length of g. In [Hag] Lemma 1.2, it is shown directly that the 
word length is a conditionally negative type function on a free group with any 
[.r 
finite number of generators. The proof in [HaVJ that the distance function on a 
tree is a conditionally negative type kernel is based on this proof. 
4.7 SL(2, Z) and PSL(2, Z); an Action on the 
Upper Half Plane. 
The special linear group, SL(2, Z), is generated by two elements, one of order 4 
and the other of order 3. It may be considered as the multiplicative matrix 






These matrices suggest an action of the group on the upper half plane: 
-1 	 z-1 	1 
A:z-4— B:z - 	=1-- 
z z z 
The group PSL(2, 7) = 72 * 73 = < a, b: a2 = b = e> also acts on the 
upper half plane by 
a : z —* -1 —	b : z —' 1 — 1— 
z z 
There is a homomorphism from SL(2, 7) onto PSL(2, Z) given by 
Bi-*b. 
Composing this with the action of PSL(2, Z) on the upper half plane gives the 
original action of SL(2, 7). Hence the action of PSL(2, 7) on the R-tree 
described below also gives an action of SL(2, Z) on the same R-tree. 
Every non-identity element of SL(2, 7) has reduced word form either A, A 2 , 
A 3 or 	 ... qn_1rn_IqnP2 for some positive integer n, where 
p1 ,p2 E{0 1 1 1 2 1 3},q i7 ...,qE{1,_1} and r 1 ,...,r_i E{1,2,3}. 
For g E PSL(2, 7) we define II to be the shortest word length of a word in 
a, b, b 1 equivalent to g, that is the length of the reduced word form of g. This 
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reduced word form is either e, a or 	 for some positive 
integer n, where p1, P2 € {O, 1} and q, q, •.., qn € 11, —1). We have Jel = 0, 
IaI = 1 and if g is neither e nor a then Igt = 2n —1 +Pi +P2. 
4.8 An Action of PSL(2, Z) on an 11-tree. 
We use the above action of PSL(2, 1) on the upper half plane to construct an 
fl-tree, F, as follows. Consider the upper half plane as a hyperbolic metric 
space, and let L be the directed circular arc from i to e. Then F consists of 
the images of L under the action on the upper half plane of PSL(2, Z) described 
above. The action of the group on the fl-tree is the restriction of the action on 
the upper half plane. 
ab
p
1 i ab' 1 L 	aL 
 s 	 -. 
= ab1a1 	 = at 
abL 
abaL 
abab 1 L 	ababL 
abab 1 aL ababaL 
abab 1 ab 1 L 
abab 1 ab 1 aL 







b 1 aL 	 tbab_baL 
b 1 ab 1 L kb 1 abL 	ab'ab'LkbababL 
ab 1 aL tb 1 abaL 	ab 1 ab 1 aEbababaL 
bab 1 ababL 
bab 1 ababaL 
bab 1 abababL 
The distance between two points of F is the hyperbolic distance measured 
along the R-tree, normalised by a factor 	to make the length of each image of 
L equal to 1. The distance is invariant under the action of the group. That is, 
for every z,w e F and each g € PSL(2,Z), d(z,w) = d(gz,gw). 
Let z € F and choose g € PSL(2, 7) so that z € gL. This g will be unique 
unless z is an image of either i or &, in which case there is a choice of 2 or 3 





d(gi,z) = d(i,g 1 z) = d(b 1 i,b 1 g 1 z) 
d(ge 1 ,z) = d(c,g'z) = d(b 1 e,bg 1 z) = d(e 1 ,tr1 g 1 z) 
L 
9 -1  z 
e' 
bgz 
b 1 i = + i 
Let 0 = arg(g'z). Then 
g'z = eiO 
	
- 	1 	1 
g Z 
- 1 - e 9 - - 2(1 - cos0) 
(b'g'z) = 	





(b 1 g 1 z) = 
2(1 —cos0) 
which gives 
d(gi,z) = d(b 1 i,b 1g'z) 
in 0 2 	[271_co5e) 
! dy 





- I:;- \ 1—cos 
and 
d(ge',z) = d(e,b 1g'z) 
2 	VY f 2 - 	 sinG 	 dy 
2(1—cosG) Y 
2 







• 	2 	/ sin 	'\ d (i,e*) = 	in 
1n3 
1. 
Now consider a point x E L; x = ej9 , 0 E {, ]. We know that the function 
f : PSL(2, Z) - W!° defined by 1(h) = d(x, hx) for h E PSL(2, 7) is of 
conditionally negative type. We can now evaluate this function. Note first that 
if h = bab a...b'a' E PSL(2,7), where r E {O, 1}, then 
f(b 1 ah) = f(h) + 2; and if h = ab ab±la...b±lar E PSL(2, 7), where 
r E {O, 1}, then f(abh) = f(h) + 2. The value of the function for each 
element of the group depends on the structure of the reduced word. We divide 
the group into the following cases. 
f(e) = 0 
4 1 sin0 \ 
f(a) = 2d(x,1) = 	ml 
	
1n3 	'1—cos0) 




ln3 \ 	sin0 
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1n3 1n sinO 	) 
f(ab 1 ab 1 ...ab 1 ab 1 a) = (word length - 1) + 1(a) 
4 G sinO = (w.l.-1)+--- ln ln3 	—cosO 
f(b'ab' ... ab 1ab'a) = (word length) 
f(ab 1 ab 1 ... ab 1 ab 1 ) = (word length) 
4.9 Action of PSL(2, Z) on a Tree. 
The graph obtained in the previous section may be considered simply as a tree, 
-
y, with vertices the images of i and and edges the images of L. The action 
of the group on the tree is again the restriction of the action on the upper half 
plane. We define two functions, ci.' and q,  on PSL(2, Z) by 
w(g) = d(i,gi) 
q(g) = d(e1 ,ge) 	 g E PSL(2,Z) 
We know from Section 4.4 that these functions are of conditionally negative 
type. We evaluate them in terms of the reduced word froms of the elements of 
PSL(2, Z). Let g E PSL(2, Z) and suppose that g is neither e nor a. Let the 
reduced word form for g be 91g2... 9m = 	 where in = Igi, 
n E Z, P1, P2 E {0,1}, and qi, ..., qn E {1,-1}. From the previous section, 
takingx=i=e 1 , 
w(e) = 0 
w(a) = 0 
[Sil 
W(g) = IgI +1—Sa(gi )- 6a (gm ) 
and taking x = e'f, 
= 0 
= 2 
q5(g) = Ii - 1 + Sa(gi) + 5a(gm) 
4.10 A Result Using Actions of Groups on 
Trees. 
Consider a non-compact group, C (locally compact and a-compact as in Section 
1.1). From [A&W], the following properties are equivalent and imply that C 
does not have property (T). 
C0 (G) has an approximate identity consisting of functions of positive type. 
There is a conditionally negative type function,', on G for which for any 
m> 0 there is a compact set Km C G such that kl'(x)I > rn for all 
X E G \ Km. 
A compact group has property (T) and both properties (A) and (B). The 
approximate identity is the constant function 1, the conditionally negative type 
function is the constant function 0 and Km is the whole group for each m. 
Lemma 4.10.1 
The word length on a free group on a finite number of generators and the 
functions w and q  on PSL(2, Z) defined in Section 4.9  satisfy condition (B) 
above. 
Proof: 
We already know that these functions are of conditionally negative type, 
since they are distance functions for the actions of the groups on trees. Take a 
E13 
positive number m. For the free group, I g I > rn for all g outside the finite set of 
elements with reduced words of length at most rn. For PSL(2, Z), 1q5(g)I > in 
and Jw(g) I > m for all g outside the finite set of elements with reduced words of 
length not exceeding m + 1. 
0 
Lemma 4.10.2 
Suppose a discrete group G has the equivalent properties (A) and (B). Then 
so does every subgroup of G. In particular, no infinite subgroup of C has 
property (T). 
Proof: 
We have already remarked that all finite groups satisfy (A) and (B). Let H 
be an infinite subgroup of C. Take a function b which demonstrates property 
(B), a constant in> 0 and a compact subset Km C C such that ((x)I > m for 
all X E C \ Km . Since G is discrete, Km is finite and so Km fl H is a finite, and 
hence compact, subset of H. For every g E H \ (H fl 1(m), I()I > m. 
0 
Proposition 4.10.3 
Every F (n E Z) and every infinite subgroup of PSL(2,Z) has properties 
(A) and (B) above and so does not have property (T). 
Proof: 
This follows immediately from Lemmas 4.10.1 and 4.10.2. 
(Every non-trivial subgroup of Fn is itself a free group and so the subgroups 
of Fn  need not be considered separately from the whole group.) 
M. 
4.11 Application to Group von Neumann 
Algebras. 
In [C&J], A.Connes and V.Jones define the concept of property (T) for von 
Neumann algebras and prove (Theorem 2) that the group von Neumann 
algebra, VN(G), of a countable, discrete, ICC group, C, has property (T) if and 
only if the group does. An ICC group is one in which every conjugacy class 
apart from the identity has infinitely many members, for example a non-abelian 
free group. The group von Neumann algebra of a countable, discrete, ICC group 
is a type 11 1 -factor ([K&R] 6.7.5). Connes and Jones also show (Theorem 3) 
that if M is a type 11 1 -factor with property (T) then the identity map on M 
cannot be approximated (pointwise in L 2 ) by a sequence, (i&fl ) fl EN of normal, 
completely positive, trace decreasing maps with compact extensions to L 2 (M) 
(defined below) such that n(IM) :~ IM, where 'M  is the identity element of M. 
The requirement in [C&J} Theorem 2 that the maps be trace decreasing 
ensures that they have bounded extensions to L 2 (M). In [Mgo] Section 1, 
J.A.Mingo demonstrates that a completely positive, normal operator on a von 
Neumann algebra, M, need not have a bounded extension to L 2 (M), even if the 
operator has finite rank. M.Choda has shown ([Cho])  that if M is VN(G) for 
some countable, discrete, ICC, Kazhdan group, C, the requirements that 
tI)(IM) :5 'Al  and that 0,, is trace decreasing can be dropped in favour of a 
requirement that 0,, is bounded in the L 2 topology. A.G.Robertson has 
extended Choda's result to all type 11 1 -factors with property (T) in 
[RobJ(Theorem). Theorem 4.11.1 below includes the extension of this result to 
VN(G) where G is any infinite, countable, discrete, group with property (T). 
J.A.Mingo has proved a similar, stronger result for von Neumann algebras not 
of type I with property (T) ([Mgo] Theorem 5). 
Property (T) for von Neumann Algebras. 
The definition of property (T) for von Neumann algebras is analogous to 
that for groups, but it concerns correspondences rather than representations. If 
M is a von Neumann algebra, a correspondence from M to M is a Hilbert 
space, fl, which is a M-bimodule such that the left and right actions of M on 
are normal and commute with each other, so that aCb = a((b) = (a()b for all 
a, b E M and ( E ?1. Two correspondences, 1ii and (2  are equivalent if there is 
an isometric isomorphism U : HI -* 'H2 such that U 1 xU( = x( and 
U1((U()x) = (x for all x E M and ( E 71i. We define a topology on the set of 
(equivalences classes of) correspondences from M to M as follows. Given a 
correspondence 7-1, E > 0, (, ..., (, E 7-1 and x 1 , ..., x) yi) ... , Y E M, let 
U (e, ((i)  , (x,) , (yk)) be the set of correspondences, 7-1', from M to M which 
contain vectors 771,...,77,, such that I(xjlljyk, 171) - (xCyk,(l)I < e for each 
i 5 1E {1,...,n},j E {1,...,p} and k E {1, ... ,q}. These sets form abase of 
neighbourhoods of 7-1. The identity correspondence, idM , is the space of the 
standard representation of M defined in [Hag2]. A standard representation of M 
is a *-isomorphism, ir, of M into B(N,) for some Hilbert space, 7-1,,., for which 
there exist an anti-linear, isometric involution J : 7-i,,. -* 7-i,, and a self-dual cone 
P in 7-i,,. (that is {C E 7-1,,. ((Iii) > 0 V 77 E P} = P) such that 
Jir(M)J = ir(M)', the commutant of ir(M) in 8(7i,,.), 
Jir(c)J = ir ( c*) for all c in the centre of M, 
J=Cforal 1 (EP, 
aJaJ(P) C P for all a E M 
The left and right actions of M on 7-i,, are given by x( = ir(x)( and 
(x = Jir(x)J( for all ( E 7-, and x E M. The extension of the left regular 
representation of G on 1 2 (G) is a standard representation of VN(G). 
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U.Haagerup shows in [Hag2J Theorem 1.6 that every von Neumann algebra has 
such a representation. In Theorem 2.3 of the same paper he shows the if ir and 
p are two such representations then the correspondences fl and fl, are 
equivalent, so we have defined idM uniquely in the set of equivalence classes of 
correspondences from M to M. We say that M has property (T).if there is a 
neighbourhood of idM all of whose elements contain idM as a direct summand. 
Definition of L 2 (M). 
Suppose the von Neumann algebra, M, has a faithful, unital, trace, T. That 
is 
r is a linear functional on M, 
r(X*X) = r(XX*) > 0 for all non-zero X € M, 
T(IM) = 1 where 'M  is the identity element of M. 
(If such a trace exists then M is a finite von Neumann algebra.) We can use 
this trace to define an inner product on M: 
(XIY) = T (XY*) 	X,YEM. 
The topology induced by this inner product is called the L 2 topology on M. 
The completion of M with respect to the L 2 topology is a Hubert space denoted 
L 2 (M). 
For a general von Neumann algebra such a trace need not exist or need not 
be unique, so it may not be possible to define a L 2 topology or there may be 
more than one possible such topology. In the case of a finite von Neumann 
factor such a trace always exists and is unique ([K&R] Theorem 8.2.8) so the L 2 
topology is well defined. If M is the group von Neumann algebra of a countable, 
discrete group, G, we make the choice of trace and construct M and L 2 (M) as 
follows. In this case we shall see that L 2 (M) is isometrically isomorphic to 12 (G). 
Let ) denote the left-regular representation of G on 12 (G); 
RE 
(\(g)()(h) = ((g 1 h) for all g, h e G, ( E 12 (G). Let (.1.) denote the usual 
inner product in 12 (G). Let {S : t E G} be the orthonormal basis of 12 (G) given 
be 5(t) = 1, 8(s) = 0 ifs i, s,t E G. Then )(s)8 = 8 for all s,t E G. The 
group von Neumann algebra M = VN(G) = CX(G)" is the closure of 
span(t(G)) in the strong, weak or ultraweak operator topology on B(1 2 (G)). 
Recall that the strong, weak and ultraweak closures of a *-algebra in B(7- ) 
(where ?- is a Hubert space) are all the same ([Dix2] Ch.1, Sect.3, Theorem 2). 
Suppose X E M C 8(71). Then X is in the strong operator closure of 
span(A(G)), so for any h E C and any e > 0 there exist a finite subset K of G 
and complex numbers fi, for each g E K such that 
(x-




(X - 	pg (g) bh < C. 
\ 	gEK 	/ 
Hence 
> 	> I(XSeI6g)12 +i: 
1 (X8e45g)_/1gJ2 
gEG\K 	 gEK 
and 
/ 	 \2 
	
C 2 > 	( X8 — 	/LkSkh ' 5gh 
9EG \ 	kEK 
= 	I(X5hIS gh)I 2 + 	( Xfih I gh )-1zg I 2 
gEG\K 	 gEK 
So for each g E G, 
I(X6 e ISg )(XS h I5gh )I<2C. 
Since this holds for all C > 0, we see that 
(X6 e I5g )(X5hIS gh) 	Vg,hEG. 
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Hence, for every h E G, 
Xöh = > ( XSh I 8) 6gh 
9EG 
= 	(XSe I 5g) )*(9)5h 
gEG 
Since 15 : g E C) spans 12 (G), it follows that 
(Xöe i6g )i\(g) = X. 
gEG 
So X can be written as 
X = 
9EG 
for some complex numbers 1LLg such that > 	X8 e E 12 (C). As an operator 
on 1 2 (G) 
= 	(Sg_i I X6 e ) \(g) 
gEG 
We define a trace, tr, on M by 
tr(X) = (XS e I 6e ) 
for X e M. We check that tr is a faithful, unital, trace on M. 
The function tr is clearly a linear functional on M. 
For each X E M 
t r (XX*) = ( XX*5e 15e ) 
= (X*5e IX*5e ) 
= IIX*5e 11 2 





= 	i 	(X5e8g)I2 
gEG 
= 11x5c11 2 
= tr (X*X) 
and tr (X X*) > 0 unless (X5 e  I ) = 0 V g E G; in which case X = 0. 
(c) The trace is unital since trA(e) = 1. 
With the inner product and consequent norm defined from the above trace 
M may be isometrically embedded in the convolution algebra 12 (G) as follows. 
We map X = ( X8  I ) A(g) e M ç 8(1 2 (G)) to 
> (XS e  I Sy ) Sg = X5e E 1 2 (G). This is clearly a linear map from M into 12 (G). 
We have already seen that XS e = 0 if and only if X = 0, so the map X '- X5 e 
is an embedding of M into 1 2 (G). We know that A(g)A(h) = )(gh) and 
69 * bh = 6,h, so that the embedding is a homomorphism. Also, for X, Y e M, 
(XIY) = tr (XY*) 
= (XY*6 e I5e ) 
= (Y*5 e IX*5e ) 
= 	(Y*5 e l6g )(8g lX*8 e ) 
gEG 
= 	( 6_q-1 I Y6 e ) ( X6 e  I -') 
gEG 
= (X5e IY5 e ) 
so that the embedding is an isometry. If E 12 (G), h E G and X E M then 
(( X5e ) * ) ( h) = E E (X8 I 8) 69 (hk 1 ) 4(k) 
kEG gEG 
= 	i (XS e  1 69 	(g 1 h) 
geG 
NO 
= (((X8eI  
9EG 	
6) (g)) (c)) (h) 
= (Xe) (h) 
The subspace M5e of 1 2 (M) acts on 12 (C) by convolution and 
M5e  = 	1 2 (C) : 77 	E l(C) for all E 12(G)} 
We have seen above that if X E M and E 12 (C) then (X6e ) * = X E 12 (G), 
since M c !3(1 2 (G)). Conversely, if >Lg 5g E 1 2 (G) and * E 12 (G) for 
all E 12 (G) then > p9 A(g) is in the strong operator closure of 
span {)t(g) : g E C) in 8(12 (C)) i.e. M, and (E IL_,A(g)) S e = > 	The 
completion, L 2 (M), of M in the L 2 topology is isometrically isomorphic to the 
completion of MS as a subspace of 12 (G) and this completion is the whole of 
12 (G). 
Theorem 4.11.1 
Let G be an infinite, countable, discrete group and let M denote VN(G). 
The following properties are equivalent: 
The space C0 (G) has an approximate identity consisting of functions of 
positive type. 
There is a conditionally negative type function, '/', on G for which for any 
rn > 0 there is a compact set Km C C such that k&(x)I > in for all 
X E G \ Km . 
There is a net of normal, completely positive operators (T a : M + M)aEA, 
converging pointwise (in L 2 ) to the identity on M, where the operators have 
bounded extensions to L(M) which are compact operators. 
There is a net of completely positive operators (T a : M . M)aEA, 
converging pointwise (in L 2) to the identity on M, where the operators have 
bounded extensions to L 2 (M) which are compact operators. 
If C has these properties then neither C nor any infinite subgroup of C has 
property (T) and every von Neumann subalgebra, N, of M (containing the 
identity element IM)  also satisfies condition (C) (and hence condition (D)), the 
L 2 topology on N being its topology as a subspace of L 2 (M). In particular, no 
type h i -factor with property (T) can be unitally embedded in VN(G). 
Remarks 
We know from the previous section that F (n E Z) and PSL(2, 7) 
satisfy (B). 
We could replace any or all of the nets in the theorem by sequences, for 
the following reason. The proof in [A&W] that (B) implies (A) gives the 
approximate identity in C0 (G) as (e t") 	(a net) where 0 is the 
conditionally negative type function of (B), but we could equally well take 
it to be (e-t'P)tEN 
 (a sequence). In the proof of our theorem, this would 
then give sequences in (C) and (D). 
Proof of Theorem 4.11.1: 
Let C be an infinite, countable, discrete group. Let 'M  be the identity map 
on 12 (G). 
As already remarked, the equivalence of (A) and (B) is proved in [A&W]. It 
is clear that (C) implies (D). We prove first that (A) implies (C), then that (D) 
implies (A) and finally that (D) is inherited by von Neumann subalgebras of M 
(with the subspace L 2 topology). 
Stage 1, (A) = (C). 
Suppose that C satisfies (A). Then there is a net ()EA  of functions on G 
of positive type such that for each a E A and every c> 0 there is a compact 
(and hence finite) subset 	c G such that 
0. g)I <e 	Vg E G\K , ,E 
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and for every compact subset H C C and every E > 0 there is an a,H E A for 
which 
sup I(g) - ii <e 	V a> a,H. 
YEH 
Lemma 4.11.2 
We may assume q(e) = 1 for all a E A. 
Proof: 
By Lemma 4.2.4, q(e) > 0 for each a E A, unless q.  0. We may discard 
any a for which q 0 without altering the required properties of the net, so 
without loss of generality q(e) > 0 for all a E A. 





Since q(e) is positive, 	is of positive type: 
n 	 1 
= q(e)2 > 	A 3 &(g'g3 ) ~! 0 i,j=1 	 i,j=1 
For every E > 0 and every a E A 
I()I <e 	V g E G \ Kc.,ecba ( e ) 




T < 44 
- 1 	1 
2 
So (t/)aEA satisfies all the properties required of (q)aEA  and 	e) = 1 for all 
cxEA. 
[U 
Following [Hag] Lemma 1.1, we define Ta for each c e A as follows. Let 
(ira , 	(a) be the cyclic representation of C induced by . So, for each g E C, 
q(g) = (7r(g)(a  I (a) 
The Hilbert space 7- is spanned by {lr a (g)(a : g E G} and so 7- has a 
countable orthonormal basis, since G is countable. Let (e)€1  be such a basis, 
where I is either 1+  or 11, 2, ..., n} for some finite n. 
For each g E C and each i E I set 
a(g) = (ei I 
Then, as shown in [Hag], for every g, h E G 
a(g)a2(h) = 	(ei I 	(g)*() (ira(h)*(a 
iEI 	 iEI 
(4.1) 
Also a i E l(G) for each i E I (since aj (g) :5 jj(,,,jj w for all 9 E C) and 
a1 (g)1 2  = II(alIfl = c a(e) = 1 for each g E G. 
iEI 
Since a i E l(G), ai acts by multiplication as a bounded linear operator on 
12 (G) i.e. if a : 12 (G) —+ 1 2 (G) is defined by (aie)(g) = aj(g)i(g) for E 12 (G) 
and g E C, then ai € 13(12 (G)). The operator norm of a i is equal to its l°° norm. 
Considering a 1 in this way we define Ta acting on 13(1 2 (G)): for each 
x € !3(1 2(G)), set 
TaX = E axa 
IE I 
Lemma 4.11.3 
For each a E A, T, is.a well defined bounded linear operator on 13(1 2 (G)). 
Proof: 
If I is finite then this is clear. Suppose I is infinite. 
If w E 13(1 2 (G)) is positive then there is an operator y E B(1 2 (G)) such that 
w = yy. Then, for each i e 




IIwIIaa - awa = a2(IlwItIM - w)a > 0 
by (4.2) with the positive operator (IIwIIIM - w) replacing w. Thus 
0 < awa < IIwIIaa 
Hence, for all positive integers rn <n 
0< E aiwa i< 
and 
0 << IIwII Dma1 	(4.3) 
If x E 13(l2 (G)) then x can be written as x = X1 - x 2 + ix3 - ix 4 where x 1 , x 2 , 
x3 and x4 are positive operators in B(l 2 (G)) and x 1 - 	 = (x + x*), 
- 	 = th(x - x*). By [K&R] 4.2.3 we can choose x 1 , x2 , x3 , x4 so that 
IIxi - X211 = max{IIxiIl, 11x211} and  11x3 - X411 = max{11x311, 11x411}. Hence 
" + 	D < IIxII 2 + lxii - xii - lixill 	~ 	llxi 	X211 = 	 l 2 
IIx211 	:5 	iIxi 	x211 :5 ilxiI 






i1x411 	II3 - X4ii :5 Iili 
IiI + IIii 
- liii 2 	- 
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Combining this with (4.3), for all positive integers m < n 
jj axa 	< 	j j axa, 	4 lix ii 	> (4.4) 
and this last quantity tends to 0 as in -p oo since 1 = 	aaiiioo 
ii >I' aa. So 	axa converges (in norm) in !3(1 2 (G)) and 
Ta : 8(12 (G)) - 13(1 2 (G)) is well defined. 
Since Ta is the sum of compositions of linear operators it is clearly linear. 
Notice that, since the sum converges in operator norm, 
(
aixa) ( = 	(axa() for each x E 13(1 2 (G)) and each (E 12 (G). 
iEI 	 iEI 
From (4.4), for all n E Z and all x E 5(12 (G)) 
	
n 
 a jxa* ~ j < 4 lixil 	-+ 4 lIxil 	as n - 00 
Hence liTaXii :5 4 1Ixii for all x E 13(12 (G)) and T is a bounded linear operator 
on 13(12 (G). 
Lemma 4.11.4 
For each c E A, Ta : 13(1 2 (G)) - 13(12 (G)) is completely positive. 
Proof: 
From [Tak] IV 3.4, if A and B are C*a1gebras  and 0 : A -+ B is a linear 
map then i' is n-positive if and only if 
y i*o(x i*xj)yj > 0 
1=1 j=1 
for all x 1 , ..., xE A and all Yi, ..., yE B. 
TakenEZ and x i ,...,xn ,yi , ...,yEB(l2 (G)). 
y'Ta(x:x j )yj =E E E y:akx'xjayj 
1=1 3=1 	 i=1 j=1 kEl 
= 	






So T0, is n-positive for every n E l, i.e. T is completely positive. 
A 
Lemma 4.11.5 
For each a E A, T 0, : 13(12 (G)) - 8(1(G)) is ultraweakly continuous, that is 
normal. 
Proof: 
A net, (Sp)EB, in 13(1 2 (G)) converges ultraweakly to S if and only if 
I (S4 I ) 	(S I 
for all 	E 1 2 (G) such that 	(Ite 11 2  + I1II2) < 1, where ( . . ) denotes the 
inner product on 12 (G). 
Let (Sf3) E B be a net of operators in 8(12(G)) converging to S in the 
ultraweak topology on 8(12 (G)). Take two sequences (3) 	and (i) 1 of 
00 elements of 12 (G) such that 	(lIjII2 + IIjII,2) < 1. Then 
00 
((TaSjI iij) — >((TaS)ejl 	) = 
	 llj) 




( a(S - S)a 	I 'ii) 
j=1 iEI 
00 
( (S—S)(a)I a) 
j=1 IEI 
= 	> 	( (S f3 - S)b(,) I c(,,) ) 
(ij)E I x 1+ 
where b(,3 ) = a'E, and C(I , ) = a7 3 , i E I, j E it 
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The indexing set I x Z is countable and 
> 	(lIb 	
"2 , " 	2\ 
(i,j)111 2  1-.  IIc(j,j) 1112) 
(i,j) El x 7+ 
= > 	>2 (IIajII + IIa71jII?2) 
iEI jEl+ 
= >2 >2 >2 + 
iEI jEZ  9EG 
= >2 >2 (j(g)2 + 171i(9)I2) >2 Ja'(g )I 2 
3EZ+ gEG 	 iEI 
= 	>2 >2 (J,(g)2 + 177 (g )1 2 ) 11 7r *(g)11 2 
jEZ+ gEG 
= 	>1 	(IIill?2 + IIjIIi2) 
jEZ 
<1. 
Hence 	>2 ((se - S)b(, 3 ) I c(I ,1 )) - 0 (since S0 - S ultraweakly) and 
(i,j)EIxZ+ 
TcrS0 	T,y S ultrawealdy. Thus Tc, is ultraweakly continuous on 13(1 2 (G)). 
FM 
Lemma 4.11.6 
For eachsEG and eachcEA 
T,(X(s)) = ca(s)A(s) 
Proof: 
For each i El and each r,t E C 
(a2 6t )(r) = a(r)8t (r) = a(t)5j (r) 
So 
aibt = a2 (t) 6 
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For each s,t E G 
	








q5(s)63j 	 by (4.1) 
T\(s) = cba(s)\(s) 
UI 
Lemma 4.11.7 
For each a E A, Tc (M) c M. 
Proof: 
For each a E A, Tc. ( span(A(G))) 9 span(A(G)) by Lemma 4.11.6. But M 
is the ultraweak closure of span(A(G)) and T is ultraweakly continuous, so 
T(M) c M. 
0 
Lemma 4.11.8 
For each a E A, Tc, : M -i M extends to a bounded linear operator on 





For each a E A, T0, is a bounded linear operator on 13(1 2 (G)) and so 
Ta : L2 (M) - 5(12 (G)) is a bounded linear extension of Ta : M - M. By 
Lemma 4.11.6, if E pg .X(g) E L 2 (M) then 
T. >: z 9 )(g) = >: jigq5(g)A(g) 
9EG 	 gEG 
Since c5a(g)I 1 for all g E G, Ta (L 2 (M)) c L(M) and 
IITa : L 2 (M) -+ L2(M)II < 1. 
For each n E Z define an operator N : L 2 (M) -' L 2 (M) by 
N. (1: _q(g) = >: g a(g)(g). 
\9EG 	/ 
Then 
2 	 2 
(Ta - N) 
(9EG
>:g(g) = 	 >: 	a(g) g (g) 
 I llL2 	9EG\K01 11L2 
= 	>i 	




So IlTa - NII < 1• Hence N - Ta as n - oo. Since each Nn is of finite rank 
Ka,.J, it follows that Ta is compact. 
Lemma 4.11.9 
For each x E L2 (M), TaX - x, that is the net (Ta ) aEA converges pointwise 
to the identity on L 2 (M). 
105 
Proof: 
Take non-zero E jt,A(g) E L 2 (M) and 6> 0. Then there is a finite set J C G 
such that 
E II2 < 6 
gEG\J 
and there is an a0 E A such that for any a > a0 
6 
sup 0(g)-1 <  
gEJ 	 EhEG I1LhI 2 
Then, for any a > a0 
2 




gEG 	 L2 
= 
gEG 
= 	I /1g I 2 l qa (g)_hI 2 + > 	jigI2Jqa(g)-1I2 
9EJ 	 9EG\J 
< 6+6(1+1)2 
=5e 
since Iqa(g)I < 1 for all g E G. 
So (Ta : L2(M) - L 2 (M))aEA converges pointwise to the identity on L 2 (M). 
U 
This concludes the proof that (A) implies (C). 
Stage 2, (D) 	(A). 
Now suppose G satisfies (D). So we have a net, (Ta ) aEA, of completely 
positive operators on M which extend to bounded, compact operators on 
L 2 (M) and satisfy JITx - xIIL2 -4 0 for each x E M. 
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For each a E A we define a function q : G - C by 
q(g) = 	 = (T0 (A(g))I A(g)) 
recalling that the trace on M is defined by tr (x) = (X8 e 15e ) and that the inner 
product on M is defined by (alb) = tr ( a b*) for a,bE M. 
Lemma 4.11.10 
For each a E A, 0 E C0 (G). 
Proof: 
Fix a E A and write T for Ta and 0 for q. 
Take E > 0. Since T extends to a compact map on L 2 (M) there is a finite 
rank operator S : L2(M) - L 2 (M) such that 
IIT(x) - S(x)11L2 < 6 
for all x E L 2 (M) with IkIIL2 < 1. Then 
0 (g) = (T(.\(g)) - S(A(g)) I A(g)) + (S(.\(g)) I A(g)) 
and 
q(g)I :5 e+I(S(g))I )(g)fl 
The set A(G) is an orthonormal basis for L 2 (M) so for each x E L 2 (M) 
I( x )(g) )12 = IIXIIL2 
gEG 
Let z 1 , z 2 , ..., z, be an orthonormal basis for the range of S. For each z 1 there is 
a finite set K2 C C such that 
gEG\K 
( zi I (g)) 12 < ( 
5 	2 
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Set K = U 1 K1. Notice that K is finite, and hence compact in G. Then, for all 
9EG\KandeachiE{1,...,n},I(zI)t(g))I < jjj• ForeachgeG\K 
I(S((g))I A(g))I = 	(S(A(g))I z)(zI (g)) 




(zi I (g))12) 
6 
< liSlIn nIlSII 
= 6. 
Hence, for all g E C \ K 
q5(g)I <2e 
and q E C0 (G). 
It 
Lemma 4.11.11 
For each g E C, (g) - 1 as c runs over A. 
Proof: 
Fix g E G. 
(T(A(g))I )(g))-1I 
= 	(T(A(g))—A(g)I )(g))I 





Each q, is of positive type. 
Proof: 
Fix c E A and write T for Tc, and q for q. 
TakenEN,/31 ,...,/3ECandgi, ... ,gEG. 




(gj)T((gi)*(gj))  I A(g)) 
=Ti flj tr 
i,3=1 
= tr ( 
2,3=1 
>0 
since T is completely positive. 
11 
This concludes the jroof that (D) implies (A) and hence of the equivalence 
of(A), (B), (C) and (D). 
Suppose G satisfies the equivalent conditions (A), (B), (C) and (D). 
Since C satisfies condition (B) it has an unbounded conditionally negative 
type function and so does not have property (T) ([HaV] Theorem 5.20 quoted 
at the beginning of this chapter). We (know from Lemma 4.10.2 that no infinite 
subgroup of C can have property (T). 
The trace, tr, on M is normal, that is ultraweakly continuous. This follows 
from the definition of ultraweak convergence (see Lemma 4.11.5) which implies 
that (xp6eI6e) .' (X6 e ISe ), that is trx 13 -+ trx, if the net (Xp)ØEB  converges 
ultraweakly to x in M. Since C is countable, M is countably decomposable, i.e. 
each orthogonal family of subprojections of IM  in M is countable. So the fact 
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that every von Neumann subalgebra of M satisfies (C) and cannot be a type 
11 1 -factor with property (T) follows from Proposition 4.11.13 below. (We 
already know from Lemma 4.10.2 that properties (A) and (B) are inherited by 
subgroups of G.) 
0 
Proposition 4.11.13 
Let M be a countably decomposable von Neumann algebra with a faithful, 
unital, normal trace, r, and suppose M has property (C) above. Let N be a von 
Neumann subalgebra of M, containing the identity element of M, and use r to 
define inner product topologies on M and N as described above. Then N also 
has property (C). In particular, N cannot be a type Iii  -factor with property (T). 
Remarks. 
Again, we may replace the nets in (C) by sequences. 
The proof below also shows that if M satisfies the weaker condition (D) 
then so does N. 
Proof: 
The trace, T, is a normal, faithful, tracial state on M. Hence, by [Sak] 4.4.23 
and its proof, there is a normal linear mapping, E, from M onto N, called the 
trace preserving conditional expectation, which has the following properties. 
If x E M and x > 0 then E(x) ~! 0 with equality if and only if x = 0. 
IIE(x)ll :5  lix Ii for all x E M. (This is the operator norm.) 
E(axb) = aE(x)b for all a, b E N, x E M. 
E(x )*E( x ) <E(x * x ) for all x E M. 
r(xa) = r(E(x)a) for all x E M, a E N. 
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r(x) = r(E(x)) for all x E M (taking a = IM in (5)). 
E extends to a bounded linear map R: L 2 (M) - L 2 (N), with norm 1. 




- r ((Ex)(Ex)*) 
< r(E(xx)) 	by (4) 
= r (xx *) 	by (6) 
= 	IIXII 2 L2 
E(IM) = IM since E(IAI) is the unique positive element of N such that 
r(y) = 'r(E(IM)y) for all y E N, so E(IM) = IN = IM since IM E N. 
E(a) = a for all a E N (taking b = x = IM in (3) and using (8)). 
Let (Ta ) aEA be a net of normal, completely positive linear operators on M 
demonstrating condition (C). So the operators, Ta, have bounded extensions, 
, to L 2 (M) which are compact and lT1 x - xIjL2 -' 0 for each x E M. For 
each a E A, T o : L 2 (N) -* L 2 (N) is a bounded extension of EoT, : N - N. 
Lemma 4.11.14 
Each E o Ta  : N -' N is completely positive. 
Proof: 
Fix a E A and write T in place of Ta . Take n E 7 and Xi, ..., Xy Yi, 
Yn E N. 
y,E o T(xx 3 )y, => E(y,T(x,x)y) 	 by (3) 
i,j=1 	 i,j=1 




since T is completely positive and E is positive. 
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Lemma 4.11.15 
Each P o T: L2(N) - L 2 (N) is compact. 
Proof: 
Each T: L2(M) - L 2 (M) is compact (by condition (C)) and 
: L2(M) - L 2 (N) is continuous in the L 2 topology. 
FM- 
Lemma 4.11.16 
The net (E o TOYEA  converges pointwise to the identity in the L 2 topology on 
N. 
Proof: 
Take x E N. 
II(E o T)x - XIIL2 
0 
Lemma 4.11.17 
= !IE(Tx - x)11L2 
~ IITx - XIIL2 
-4 0. 
by (9) and linearity 
by (6) 
Each E o T1,, is normal. 
Proof: 
E o T, is the composition of two ultraweakly continuous functions. 
F. 
We have defined a net, (E o T€Y)EA,  of completely positive, normal operators 
on N, with compact, bounded extension to L 2 (N), which converges pointwise 
(in L 2 ) to the identity on N. Thus N satisfies condition (C). 
If N is a type 11 1 -factor then it has a unique trace which must therefore be 
the restriction of the trace on M. If, further, N has property (T), the theorem 
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in [Rob] tells us that there is no sequence of normal, completely positive maps 
on N which are compact on L 2 (N), converging pointwise in L 2 to the identity 
on N. The proof of that theorem works for a net as well as a sequence. Hence 
we reach a contradiction and conclude that no von Neumann subalgebra of M 
can be a type 11 1 -factor with property (T). 
0 
The fact that an infinite discrete group with properties (A) to (D) does not 
have property (T) follows from the fact that conditionally negative type 
functions on a Kazhdan group are bounded ([HaV] 5.20). We give an 
alternative proof, not using conditionally negative type functions, that a 
non-compact Kazhdan group cannot have property (A) above. We use [Hay] 
5.11 which says that a locally compact group, G, has property (T) if and only if 
every net, (q)EA,  of positive type functions on G with q(e) = 1 for each 
a E A which converges to the constant function 1 uniformly on compacta also 
converges to 1 uniformly on C. The theorem is stated in [HaV] only for 
sequences, but the same proof goes through for nets. 
Proposition 4.11.18 
Let G be a non-compact group with property (T). Then C 0 (G) cannot have 
an approximate identity consisting of functions of positive type. 
Proof: 
Suppose 0,, is an approximate identity in C0 (G) consisting of functions of 
positive type. Then 	- 1 uniformly on compacta. As before we may assume 
that q(e) = 1 for each a E A. Hence, by the above theorem from [Hay], 




4.12 Other von Neumann Algebras. 
In Theorem 4.11.1, we saw that a type 11 1 -factor with property (T) cannot be 
contained in the group von Neumann algebra, VN(G), of a countable, infinite, 
discrete group, G, with the equivalent properties (A) to (D). This strengthens 
the fact that VN(G) cannot be a type 11 1 -factor with property (T), which is a 
special case of {C&J] Theorem 2. That theorem says, further, that certain other 
von Neumann algebras arising from the group cannot be factors with property 
(T). In this section we generalise Theorem 4.11.1 by replacing VN(G) with 
these other algebras. Before we can define these algebras we need to look at the 
cohomology of G. 
4.12.1 Cohomology. 
(The general definition is taken from [Z-M].) 
Let G be a discrete group. Suppose that H is an abelian group and that 
G - Aut H is a homomorphism from C into the group of automorphisms of 
H. (We make no assumptions about the topology of H.) For each integer n > 0 
an n-cochain on G with values in H is a function : G - H. With the 
pointwise product, the n-cochains form a group, C'1 (G; H). This group is 
abelian because H is abelian. The coboundary map 
d : C(G;H) . C 1 (G;H) is defined by 
(d0)(91 ,...,9, +1 ) = a(g1) (a(g2,...,g fl+l)(o. (glg2,...,gfl+1)) ' u(gl,g2g3, ... ,gn+1 
( 0'(91, g, ..., gngn+i ))(_1)'(u(g1 m ..., 9 ))(_1)fl+l) 
for 01 E C(G; H) and 91 , ...,g11 E C. The n-cocycles on C with values in H 
are the elements of the group 
Z(G;H) = kerd 
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For positive integers, n, the n-coboundaries on G with values in H are the 
elements of the group 
B'(G;H) = d_i (C''(G;H)) 
The composition dd_1 maps the whole of C' 1 (G; H) to the constant function 
at eH. Hence B"(G; H) is a subgroup of Z(G; H). It must be a normal 
subgroup since Z'2 (G; H) is contained in the abelian group C"(G; H). The th 
cohomology group of C with values in H is the quotient group 
H(G;H) = Z'(C;H)/B"(G;H). 
The elements of H'(C; H) are called cohomology classes. Two n-cocycles are 
said to be cohomologous if they belong to the same cohomology class. 
An n-cochain a E C'(G; H) is normalised if 
= eH 
whenever one (or more) of g, ...,g, is eG. If a and r are two normalised 
n-cochains in C'(G; H) and g, ..., 9nE C with at least one of gi, ..., gn equal to 
ec then 
= 
so cr 1 7- is a normalised n-cochain. Hence the normalised n-cochains form a 
subgroup, C 0 (G; K), of C(G; H); and similarly the normalised n-cocycles 
from a subgroup, Z 0 ,(C; H), of Z'(G; H) and the normalised n-coboundaries 
from a subgroup, B10 (G; H), of Bl(G ;  H). Also, if or E C 0 (G; K) and 
g1 , .... g +i EG 
dfla(ea,g2, .... gfl+i) = c(eG)(a(9,...,gfl+)a(eQg2,...,gn+1)_1) 	eH 
da(g1 ,...,g,eG) = c(gl)(a 	 (-1)(g1,...,gnec) 	a(gi,...,gn) 	) = eJJ 
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and if 9i = eG for some i E {2,...,n} then 
da(g1 ,...,g +i) = 0 (gi) 
a(gi, ..., g_i, ecgii, •, 9n+i 
)(_1)) 
= eH; 
so dn maps C 0 (G; H) into C(G; H). The group of normalised n-cocycles 
Z 0 (G; H) is ker dn  fl C O3 (G; H) = ker(d : C 0 (G; H) - C.(G; H)). 
The group of normalised n-coboundaries B 0 (G; H) contains dC;(G; H). 
Clearly every coset of B 0 ,(G; H) in Z 0 (G; H) is contained in a coset of 
B"(G; H) in Z"(G; H). Conversely, if two normalised n-cocycles, 
a, r E Z 0 (G; H), are cohomologous then the n-coboundary a 1 r is 
normalised, so each coset of B'(G; H) in Z(G; H) contains a unique coset of 
B" flflk 1 GH in Z flfl 1 ¼J H( flO 	 , 	 flØ  
We are interested in normalised 2-cochains, 2-cocycles and 2-coboundaries 
on G with values in T, the unit circle in C, where the action of G on T is 
trivial, that is o(g)p = p for all g E G and all p E T. From now on, these are 
what we shall mean when we refer to cochains, cocycles and coboundaries. We 
shall return to writing e in place of ec. 
Suppose a E C2 (G, T). The cochain or is normalised if and only if 
a(e,g) = a(g,e) = 1 	Vg E C. 	 (4.5) 
Further, or E Z 0 (G, T) if and only if a satisfies (4.5) and, for every g, h, k E C, 
1 = (d2 0')(g,h,k) 
= a(h,k)(a(gh,k)) 1 a(g,hk)(a(g,h))' 
that is 
	
a(g,h)a(gh,k) = a(g,hk)a(h,k). 	 (4.6) 
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Finally, 01 E B 0 ,(G, T) if and only if c satisfies (4.5) and there is some 
p E C 1 (G; T) such that for all g, h e G 
a(g,h) = (d1 p)(g,h) 
	
= p(h)(p(gh))1p(g) . 	 (4.7) 
Since a is normalised it follows that, for all g E G, 
1 = o(g,e) 
= p(g)(p(g)) 1 p(e) 
= p(e) 
so p is also normalised. We have already seen that if p E C 0 (G; T) then 
2 .d 1 p e B orm (G; T). So B 0 (G; T) = d 1 (C orn (G; T)). 
Lemma 4.12.1 
Each cohomology class in Z 0 ,(G; T) contains an element, r, such that 
r(g,g') = 1 	VgEG. 
Proof: 
Let a E Z 0 (G; T). For each g E G set 
p(g) = 
where the square root is chosen to have non-negative real part and a unique 
choice of (-1) is made. By (4.6), for every g E G 
a(g 1 gg 1 )a(g, g 1 ) = a(g 1 , g)a(g 1 g, g 1 ) 
and so by (4.5) 
a(g,g 1 ) = a(g 1 ,g) 
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and 
p(g-') = p(g) 
By (4.5), p(e) = 1 so p E C 0 (G; T). The cocycle (d,p)a is cohomologous to a 
and 
((di p) a)(g, g')  
= 1 . 
4.12.2 Cocycle Representations. 
Let a: G x G - T be a normalised 2-cocycle. A cocycle representation 
with cocycle a, or a a-representation, of G is a function S: G -' U(H) for 
some Hubert space 71 = ?Is, such that 
8(e) = 11.1 
where 1H is the identity operator on 71, and 
S(g)S(h) = a(g, h)S(gh) 	V g, h E G. 
If g E G then 'N = S(e) = a (g , g_1)8(g )8(g 1 ), so 8(9)* = 
Then, for any g, h E C, S(g)S(h) E CS(G) and S(g)* E CS(G) so span 8(G) is 
a seif-adjoint algebra and the weak operator closure of span 8(G) in 13(1 2 (G)) is 
a von Neumann algebra, VN(S(G)) = (S(G))". 
Two cocycle representations, S and T, are equivalent if there exist a linear, 
isometric bijection F : HS - flr and a function p: G - T such that for each 
gEG 
T(g) = p(g) F 8(g) F-' 
If this is the case, then span T(G) = span FS(G)F 1 and so the mapping 
x i-+ FxF' is an isomorphism from VN(S(G)) onto VN(T(G)). Hence when 
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looking at the isomorphism class of VN(S(G)) we need consider only one 
representative of each equivalence class of cocycle representations. 
Lemma 4.12.2 
Let a, r C Z 0 (G; T) and let S be a a-representation of C. The cocycles a 
and r are cohomologous if and only if there is a 'r-representation of C equivalent 
toS. 
Proof: 
Suppose that a, r E Z 0 (G; T), S is a u-representation, T is a 
r-representation and S and T are equivalent. Let F be a linear isometry from 
fls onto 7-(T  and p a map from C into T such that T(g) = p(g) F S(g) F 1 for 
each g E C. Then p(e) =land, for all g, he C, 
r(g, h)T(gh) = T(g)T(h) 
= p(g)FS(g)F 1 p(h)FS(h)F 1 
= p(g)p(h)p(gh) p(gh)Fa(g, h)S(gh)F 1 
= p(g)p(gh)p(h)u(g, h)T(gh) 
so 
r(g,h) = p(g)p(gh)p(h)a(g,h) 
= ((di p)u)(g,h) 
and a and r are cohomologous. 
Conversely, let a and r be cohomologous elements of Z 0 (C; T) and S a 
u-representation of C. If p E C 0 (G; T) is such that r = ( d1 p) a and 
F : '?-(s -p fls is the identity map on fls then we define a map T : G - 
by 
T(g) = p(g)FS(g)F 	V g C G. 
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Then, for all g, h E G, 
T(g)T(h) = p(g)p(h)FS(g)S(h)F 1 
= p(g)p(h)p(gh)a(g, h)p(gh)FS(gh)F 1 
= r(g,h)T(gh) 
and so T is a T-representation equivalent to S. 
Eli 
Since we have already seen that the von Neumann algebras arising from 
equivalent cocycle representations are isomorphic we see that in examining 
isomorphism classes of von Neumann algebras generated by cocycle 
representations we need consider only one representative of each cohomology 
class. Recalling (Lemma 4.12.1) that each cohomology class contains a cocycle, 
o, such that u(g,g 1 ) = 1 for all g E C, we see that we need consider only such 
4.12.3 The Left cr-regular Representation. 
Let or be a cocycle in Z, 0 (G; T). We define a mapping A, : C - U(12 (G)) by 
(g)() (h) = 
for all g, h E C and ( E 12 (G). (It is clear that )tc (g) is a linear operator on 
12 (G). It is unitary since o(h',g) I = 1 for all g, h e C.) 
For every ( e 12 (G) and g, h, k E G 
3,(g))(h)() (k) = cr(k 1 ,g) (Aa (h)() (g 1 k) 
= 	(k 1 ,g)cr(k 1g, h)(h 1g 1 k) 
= cr(k 1 ,gh)u(g, h)(((gh) 1 k) 
= c(g, h) (A,(gh)) ((k) 
120 
so ) is a cr-representation of G. It is known as the left a-regular representation 
of G. 
Lemma 4.12.3 
Let a, r E Z 0 (G; T). Then A, and \- are equivalent cocycle 
representations if and only if a and r are cohomologous. 
Proof: 
By Lemma 4.12.2, if .A, and ) are equivalent then a and r are 
cohomologous. 
Now suppose a and r are cohomologous and let p E C 0 (G; T) be such 
that T = ( di p)a. Define F : l2 (G) - 1 2 (G) by 
(F)(g) = p(g 1 )((g) 	V E 1 2 (G), g E C. 
TheF is a linear isometry onto 1 2 (C). Take ( E 12 (G) and g, h E G. Then 
p(g) (F.A(g)F_1() (h) = p(g)p(h)a(h,g)p(h_1g)((gh) 
= 7(h 1 ,g)((g 1 h) 
= 
so ..\. and ) are equivalent. 
0 
It follows that the isomorphism class of VN(X(C)) is determined by the 
cohomology class of a and so (by Lemma 4.12.1) we need only consider those a 
for which a(g,g 1 ) = 1 for all g E G. From now on we shall assume that this 
condition holds for all cocycles. 
Now let G be a countable, infinite, discrete group. Let or be a cocycle. We 
shall denote VN(A(G)) by M. 
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Lemma 4.12.4 
If x C M then there are complex numbers ji g , g C G, such that 





Pq = (x8l Sg ) 
for each g C G. 
Proof: 
Take x C M, h C C and e> 0. Since x is in the strong operator closure of 
span .A(G) in 13(1 2 (G)), there are a finite subset K of G and complex numbers 
Kg , g C K, such that 
(x - 	 (4.8) 
\ 	gEK 	J 
and 
( X - i KgAy(g)  ) 5h 	< e . 
	 (4.9) 
\ 	gEK 	/ 
Forge G\K, set K g = O. 
We know that 
11 




> • 	( X8 8j ) - I > K969 bf 
/EG \ gEG 
= 	I (e I f) - Kj 1 2 	 (4.11) 
lEG 
and from (4.9) 
/ 
> 	( X6h  I ö1  ) - I 	K9a(h1g1,9)6gh Of 
lEG 	 \ gEG 





For each f E G, (4.10) tells us that 
I(25eI bf )I :5 I1 X5e1I 
Combining this with (4.11) 
'ciI < IIx8 II+E 
and combining this with (4.12) 
I(x6h1 bf )I < IIX8eII+ 2 
The same argument works for every h E G and all & > 0, so for all h, f E G 
I ( Xbh I Sj ) I 5 II Xbe 11 • 	 (4.13) 
For every finite J C G, ( - > 9EJ (X8e 189 ) )(g)) e M. Then, by (4.13), 
for all f, h E G 
2 
((_ 	(XeI 89 ) c ()) Sh 	
< 	
Xe 	(XSel 
9EJ 	 9EJ 
II (X6 e 8g ) 11 2 . 
gEG\J 
This last quantity may be made as small as we choose by making J suitably 
large. Hence, for all f, h E G 
(x6h I 6j) = ( 
(9EG 
(X5e I ög ) 	 (g) 6h 	f 
/
and so 
x 	(xSI89 ))t,(g). 
gEG 
Since x E 13(12 (G)), 
(x5e 8g )8g = x6 E 12 (G) 
9EG 





The function tr: Ma -f C defined by 
tr (x) = (XSI 6e ) 	VXEMa 
is a faithful, unital, normal trace on Mi,. 
Proof: 
As for the trace on VN(C), the function tr is clearly normal (i.e. 
ultraweakly continuous). 
We check that tr is a faithful, unital trace. 
It is clear that tr is a linear functional on Ma . 
Recall that for each g E C, 
= 
= 
For x E Ma , 
tr(xx*) = ( xx5  I 8  ) 
= ( X *Se I X*6e ) 
II 
 
x * b, 11 2 
= >1 l(X*6eIg)I2 
gEG 
2 




11X6e  11 2 
= tr (x*x) 
Then tr (X*X)  ~! 0 for all x E Ma and, by (4.13), tr (x*x) = 0 if and only if 
x=O. 
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So tr is a faithful trace. 
(c) The trace is unital since tr)(e) = 1 
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As in the case of VN(G), we form an inner product on Ma by 
(xly) = tr(xy*) 	X,yEMa 
and let L 2 (Ma ) denote the completion of Ma in the inner product topology 
Then L 2 (Ma) is a Hubert space with orthonormal basis A a (G). 
4.12.4 The Theorem. 
We are now in a position to state and prove an extension of Theorem 4.11.1. 
Theorem 4.12.6 
Let G be an infinite, countable, discrete group and let o : C x G -+ T be a 
cocycle. Then properties (A), (B), (C) and (D) of Theorem 4.11.1 are 
equivalent to each of the following properties: 
There is a net of normal, completely positive operators (Ta : M 	Ma)OEA, 
converging pointwise (in L 2) to the identity on M a , where the operators have 
bounded extensions to L 2 (M) which are compact operators. That is Ma has 
property (C) above. 
There is a net of completely positive operators (T a : Ma " Ma)aEA, 
converging pointwise (in L 2) to the identity on M, where the operators have 
bounded extensions to L 2 (Ma) which are compact operators. That is Ma has 
property (D) above. 
If C has these properties then any von Neumann subalgebra of Ma  
(containing the identity) has properties (C) and (D). In particular, no von 
Neumann subalgebra Of Mq can be a type h i -factor with property (T). 
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Again, the nets can be replaced by sequences. 
Proof: 
It is clear that (E) implies (F). We use suitable alterations to the proof of 
Theorem 4.11.1. 
We start with the proof that (A) implies (E). Given an approximate identity, 
((t) cy ) aEA, for C0 (G) consisting of functions of positive type, we define completely 
positive, normal operators (Ta : 8(12 (G)) 	!3(12 (G))) aEA exactly as in the 
proof of Theorem 4.11.1. Everything up to and including Lemma 4.11.5 goes• 
through without alteration. We need to translate Lemma 4.11.6. Take g, h E G. 
Recall that 
> a(gh)a2 (h) = qa(g) 
iEI 
and 
TaX = 	axa 
iE I 
Then 
Ta () c (g))(Sh) = 	a(h)aA(9)6h 
iE I 
= > a(h) (h 1 g 1 , g) aI69h 
iEI 
=E a1 (h) a(gh) (h 1 g 1 , g) 69h 
iEI 
= 	a(g)(h 1 g 1 ,g)59h 
= 
so 
Ta (A y (g)) = qa (g)A a (g) 	VgEG. 
Using this result, the rest of the proof that (A) implies (C) goes through 
replacing M and A with Ma and A,. This concludes the proof that (A) implies 
(E). 
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The proof that (D) implies (A) translates directly into the proof that (F) 
implies (A), replacing M and .A with M and ), and using the trace on M, 
defined above. 
As for M, the trace on M is a faithful, normal, tracial state and M is 





Non-Amenable Groups; Lifting 
and Extension Problems 
5.1 Introduction; the Banach-Tarski Paradox. 
In this chapter we study discrete, countable, non-amenable groups, remembering 
that non-compact Kazhdan groups are not amenable. The free group on two 
generators, F 2 , is a well studied example of a non-amenable group. Indeed, the 
existence of non-amenable groups not containing F 2 was not demonstrated until 
the 1980s. However, we have already seen that F 2 is not a Kazhdan group. We 
seek to generalise various results about F 2 to larger classes of non-amenable 
groups. The basis of these results is the Banach-Tarski paradox. 
Definition 5.1.1 
A paradoxical decomposition of a group, C, is a set of pairwise disjoint 
subsets A 1 , ..., Am, B 1 , ..., B,, of C and a collection of elements g, ..., g,,,, h 1 , 
h,, of C such that 
m
n 
C = IJg1 A 1 = 
Note that each Ai is disjoint from each B3 as well as from the other A 3 s. If G 
has a paradoxical decomposition then we can choose A 1 , ..., Am, B1 , ..., B,, C G 
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and g1, ..., g, h 1 , ..., h, E G so that 
G = LjA U [jB = jg2 A = [jh3 B. 
(See [Wag] definition 1.1 and the paragraph preceding it.) Tarski's Theorem, 
[Wag] Theorem 9.2, tells us that a group is non-amenable if and only if it has a 
paradoxical decomposition. 
A paradoxical decomposition in F 2 =< a, b> is given by 
S = {reduced words in a, a, b, b' starting with a or a} 
A l = b-1 S 	g1 = b 
A 2 = b -2 S 92 = ab2 
B 1 = bS 	 h 1 = 
B 2 = b 2 S 	 h2 = ab 2 
Indeed the sets b"S, where n ranges over all integers, are mutually disjoint 
subsets of F 2 so that, for any positive integer m, 
C F 2 = SUaS = SUaS. 
This paradox is easy to work with because all the sets involved are translations 
of a single set and because nothing is changed by exchanging a with a or b 
with b. Using this specialised form of the paradox, F 2 has been shown to 
exhibit certain behaviour known not to occur in amenable groups. We would 
like to extend some of these results to all non-amenable groups, but the general 
paradox has proved too hard to adapt to our methods of proof. Consequently 
we have looked at other specialisations of the paradox. One such is the Powers' 
property. 
Definition 5.1.2 ([HaS] Section 1) 
A group, C, is a Powers' group if, for every non-empty, finite subset F of 
G and every positive integer n, there are a partition of G, G = A U B, and n 
elements, g, ..., gn , of C such that 
129 
fAflhA= øfor any distinct f,hE F and 
g2 B flg,B = 0 for any distinct i,j E 11, ...,n}. 
5.2 Residually Finite Groups. 
Another property of F 2 on which our proofs depend is that it is residually 
finite ([L&SJ Chapter IV, before Theorem 4.6). This means that there is a 
chain of normal subgroups of F 2 , F 2 = H0 D H1 D H2 D ..., such that each 
1F 2 /H1 1 <oo and fl 1 H1 = {e}. Following [Was2] (1.6), if G is a residually 
finite group then there is unital *-isomorphism from C(G) onto a subset of the 




where M(C) denotes the n x n complex matrices. M is a injective 
von-Neumann subalgebra of 13(7 -1), so there is a completely positive projection p 
from 13(7-1) onto M and whenever A is a C*algebra  acting on a Hubert space K 
and q is a completely positive linear map from A into M, 0 extends to a 
completely positive linear map from 13(,AC) into M. 
Let U be a free ultra filter on N and let J be the maximal two-sided ideal of 
M given by 
= {(X')IEN E M : x E M,; limr(xx) = o} 
where r,. is the trace on Mn normalised so that the identity has trace 1. Let q 
denote the quotient map from M onto M/J. Then M/J is a 11 1 -factor with 
trace r such that 
rq((x n ) nEr.) = limrnx n 
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In particular, 
r(I) = 1 
where I is the identity element in M/J. 
5.3 Liftings and Extensions. 
Suppose that A and B are Ce-algebras faithfully represented on Hubert spaces 
K and F respectively and let L be a closed, two sided ideal in B. Let q denote 
the quotient map from B into B/L and let 0 be a linear map from A into B/L. 
A linear map, ', from A into B is said to be a lifting of 0 if q = qb, that is if 
the following diagram commutes. 
A 	 .B/L 
Theorem 2.6 of [R&S] says that if A is separable and has the n-positive 
approximation property then every nc-positive linear map ç: A -p B/L has an 
n-positive lifti'ng Ji A -p B and ,L' may be chosen unital if 0 is unital. In [C&E], 
M.D.Choi and E.Effros show that if A is separable and either A, B or B/L is 
nuclear (see Section 5.5) then completely positive maps from A into B/L always 
have completely positive 	. In particular, this holds if A is C(G) for 
some countable, discrete, amenable group G, since C,(G) is nuclear precisely 
when G is amenable ([Lce] Theorem 4.2). S.Wasserman shows in [Was] that this 
result fails if we replace the amenable group G with F 2 . We show that the result 
also fails if we use any countable, residually finite, non-amenable, discrete group. 
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Definition 5.3.1 
A separable C*algebra,  A, has the n-positive approximation property if 
there is a sequence (Ti A -f A)IEN of finite rank, n-positive operators 
converging pointwise to the identity map on A. 
A.G.Robertson and R.R.Smith use their lifting theorem (2.6) to demonstrate 
(for each positive integer n) the existence of n-positive, unital maps from 
C(F 2 ) into C*(F 2 ) which do not extend to positive maps from 8(1 2 (F 2 )) into 
B(K), where C(F2 ) is faithfully represented on AC ([R&S] Theorem 3.2). At the 
same time, their Proposition 3.1 says that if C is a discrete, amenable group 
and AC is a Hubert space then every n-positive, unital map from C(G) into 
B(AC) extends to an n-positive map from B(1 2 (G)) into t3()C). Again we seek to 
negate this result for a larger class of non-amenable groups. 
5.4 Non-extendibility. 
Here we use the techniques of [Rob3] to obtain n-positive maps on C(G) which 
do not have positive extensions. 
Suppose G is a countable, discrete group and recall that A : C*(G) - C(G) 
is the left regular representation of C(G) on 12 (G) extending the map given by 
= ((g 1 h), ( E 12 (G), g, h E C. 
For each subset S c C we define a projection E(S) E 8(12 (G)) by 
- f((g) ifgES E(S)((g) - 	
ifgEG\S 
where g E G, ( E 12 (G). Notice that 
E(S) 2 ( = E(S)( for all C E 12 (G) so that E(S) is indeed a projection, 
and in particular E(S) is positive; 
if S and T are subsets of G then 
E(S)+E(T) = E(SUT)+E(SflT) ~! E(SuT) 	(5.1) 
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(c) if( e12 (G) andg,h E G then 
= (E(S)A( g_ 1 )) ((g'h) 
- f A(g 1 )((g 1 h) 	if g 1 h € S 
- 10 	 ifghEG\S 
- I C(h) 	 ifhegS 






Recall from Section 5.2 the definitions of M, 7-1, M/J, the quotient map 
q : M -* M/J, the completely positive projection p: 8(7-1) - M, and the trace 
T on M/J. 
Theorem 5.4.1 
Let C be a discrete, countable, residually finite group containing a Powers 
group, H, and suppose that C(G) has the n-positive approximation property for 
some positive integer, n. Then there is an n-positive map q 5,., : CX(G) -* 8(7-1) 
which does not extend to a positive map from 13(1 2 (G)) into 8(71:). 
Proof: 
Let F be a finite subset of H with at least three elements, such that 
F = F 1 . Suppose the Powers' property is demonstrated for H and F by the 
partition H = C U D and the elements g1 , 92 E H. Following the construction of 
[Wag] 1.10 and 1.11 we choose, by the axiom of choice, a set M C G containing 
exactly one element of each right coset of H in G. Then 






It follows that 
8= [jhM 	and 	T= [JhM. 
hEC 	 hED 
C = SUT; 	 (5.4) 
if f and g are distinct elements of F then 
fSflgS = f 
(hEC 




= (IC fl gC) M 	by (5.3), since F, C C H 
= 0 	 by the definition of C 	(5.5) 
and, similarly, 
gi Tflg 2T = 0 
so that 
g'gi TflT = g 1 92 TflT = 0. 	 (5.6) 
From (5.4) and (5.1) 
E(G) = E(S) + E(T). 	 (5.7) 
From (5.5) and (5.2) 




= 	(E(f - 's) + E(f 8)) 
JEF 
= 	{)(f)E(S)\(f)*} 	 (5.8) 
IEF 
where {xyz} = (xyz + zyx), the Jordan triple product on 13(1 2 (G)). Similarly 
from (5.6) 
E(G) ~! E(T)+E(g 1 gi T) 
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and 
E(G) ~: E(T) + E(9 1 92 T) 
and so from (5.2) 
E(G) ~! E(T) + {\(9192)E(T),\(9I92)*} . 	 (5.9) 
Now let ir denote the unital *-isomorphism from C(G) into M/J described 
in Section 5.2. Suppose that ir extends to a positive map, , into M/J from the 
C* subalgebra , A, of 5(12 (G)) generated by CX(G),  E(S) and E(T). Let ° 
denote the the Jordan product, x o y = (xy + yx). For every g e G 
o X(g)) = 5i\(e)) = J = 	\(g)) * 
where I denotes the identity element in M/J. Then, by [Rob3] Lemma 1, our 
equations (5.8) and (5.9) give 
I = i(E(G)) ~! 	i (5.10) 
feF 
and 
I ~! 	(E(T)) + {*((g1g2))(E(T))X(gj1g2))*} . 	 (5.11) 
Recall that M/J has a trace, r, and that r(I) = 1. Applying the trace to (5.7), 
(5.10) and (5.11) we find 
1 = r(E(S)) + r(E(T)) , 	 (5.12) 
1 > E r (_((f))(.\(f))*(E(S))) = IFI r(E(S)) 	(5.13) 
JEF 
and 
1 > rt(E(T)) + T ( ((g 92))\(g192))**(E(T))) = 2r(E(T)) . (5.14) 
Form (5.14), r(E(T)) 	and 50 (5.12) tell us that r(E(S)) ~ , but this 
contradicts (5.13) since IFI > 2. We conclude that ir does not extend to a 








From [R&S] Theorem 2.6, ir has a unital n-positive lifting 
CX(G) - M C 8(?- ). Suppose that 07 extends to a positive map 
13(1 2 (G)) -' B(fl). Recall that p is a completely positive projection from 
B(H) onto M. Then the following diagram commutes 
where i is the natural embedding of C(G) into 5(12 (G)). Consequently, 
qp : 13(12 (G)) -p M/J is a positive extension of ir : C,(G) -+ M/J. But we 
have already shown that such an extension cannot exist, so we conclude that çb 
does not extend to a positive map from 5(12 (G)) into 5(7-1). 
0 
Since completing this work, I have received [JoV] whose Proposition 2 is the 
same result for groups containing a free group rather than a Powers group. The 
proof follows the same line of argument. Theorem 5.4.1 appears to be more 
general, but I do not know of any example of a group which satisfies the 
conditions of Theorem 5.4.1 without containing a free group. It is shown in the 
same paper that there are groups other than free groups which satisfy the 
conditions of its Proposition 2. 
Theorem 5.4.2 
Let G be a countable, discrete, residually finite, non-amenable group and 
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suppose that C(G) has the n-positive approximation property for some positive 
integer, n. Then there is an n-positive map On : C(G) -+ 13(1i) which does not 
extend to a 2-positive map from 13(1 2 (G)) into 8(7-1). 
Proof: 
As before, ir : C(G) -+ M/J is a unital *-isomorphism with n-positive 
lifting On : C(G) -* M C L3(7 -t) and we suppose that On  has a 2-positive 
extension 0 : !3(1 2 (C)) -p B(N), so that we have the same commuting diagram 
as before, but with 1' 2-positive. Thus qp : 13(1 2 (G)) - M/J is a 2-positive 
extension of ir : CX(G) - M/J. 
Since C is not amenable it has a paradoxical decomposition 
C = [JA1 U [JB = 	= HhjBj 
where A 1 , ..., Am, B 1 , ..., Br C C, gi, ..., g, h 1 , ..., hr E C. Using (5.1) and 
(5.2), it follows that 
	





= 1 A ( g )E(A j)(gj )* 	 (5.16) 
E(G) = E E(h,B) 
= 	
. 	 (5.17) 
Let A be the C*subalgebra  of B(1 2 (G)) generated by Q(G) and E(A 1 ), ..., 
E(A m ), E(B 1 ), ..., E(Br) and suppose that *: A -* M/J is a 2-positive 
extension of ir. As before, if g E G then I = )(g)*\(g)) = i()(g))(g)*) = 
= (\(g)))\(g))*, so by [Choi] Theorem 3.1 (taking 
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involutions where necessary) 
= ()g))(x) and *(xA(g)) = 
for all g E C and x E A. Hence, applying r to (5.15), (5.16) and (5.17), 
1 = 	j rE(A) + 	7- E(B3 ) 	 (5.18) 
1 = 	r((A(gj))(E(Aj))(gj))*) = Er(E(A)) 	(5.19) 
1 = 
	 = 	r(E(B)). 	(5.20) 
Adding (5.19) and (5.20) gives 
m 	 r 
2 = 
i=1 	 j=1 
which contradicts (5.18). We conclude that ir does not extend to a 2-positive 
map from A into M/J. But the restriction of qp& to A is just such an 
extension, so the 2-positive extension,1',of çt does not exist. 
5.5 Liftings. 
Our aim here is to generalise the result of [Was] about F 2 to all discrete, 
countable, residually finite,, non-amenable groups, G. We start by looking at 
tensor products. Let A and B be C*algebras.  The algebraic tensor product of 
Aand B will be denoted byAOB. IfIl.IIpisaC*normonA®BthenA®,3B 
will denote the completion of A 0 B in the norm 11 . lIp. If 7r1 and 7r2  are faithful 
representations of A and B on Hilbert spaces .1 and K respectively then the 
minimal or spatial norm, 11 . 
	
on A 0 B is given by 
E ai obi ~~ ," =  
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(ai E A, b 2 E B), where the norm on the right hand side is the operator norm on 
® K; ([Lce] Section 1). So C(G) Ø C(G) can be identified with the 
C* subalgebra  of 13(1 2 (G) 0 12 (G)) generated by {)(g) 0 X(h) : g, h E G}. 
Further, 11. 	is the smallest C*norm  on A 0 B. By definition, A is nuclear if,  
for each choice of B, 11 . 1 is the only C*norm  on A 0 B. C.Lance shows in 
[Lce] Theorem 4.2 that if G is a discrete group then C(G) is nuclear if and only 
if G is amenable. Much of the work in this section is in constructing a different 
C* norm
, 11. , on C(G) 0 C(G) when C is not amenable. The construction is 
based on that for F 2 in [Tak2] and [Was2]. 
Lemma 5.5.1 
Let G be a discrete, countable, non-amenable group. There is a Cu-norm, 
on C(G) 0 C,(G) distinct from the minimal Cm-norm, 11 . , such that 
there is an isometric isomorphism from C(G) ®.. C(G) into !3(1 2 (G)). 
Proof: 
The first part of the proof follows [Tak2] exactly. 
Let p denote the right regular representation of G on 12 (G), 
(p(g)()(h) = ((hg) 	g,h E C, (E 12 (G) 
and let C(G) = p(C*(G)). We define a map w : 12(G) - 12 (G) by 
(w(g) = 	 g E G, (E 12 (G). 
Then w 2 is the identity and p(g) = w,\(g)w for all g E G. The map 
C(G) 0 CX(G) -+ 13(1 2 (C)) defined by 
( E X i  ® yi) = 
is a omorphism into the C*suba1gebra  of 13(12 (G)) generated by 
C(G) U C;(C). We define the C*norm  11. on C(G) 0 C(G) by 
xi 0 	= Dir ( Xj 0 Yi) 
Will 
where the norm on the right is the operator norm in 13(12 (G)), so that ir is an 
isometry if we endow C(G) 0 C,(G) with the norm 11. . We show that . 1k 
is different from 11. 	by showing that ir is not continuous if the norm on 
CX(G) o C(G) is 11. 
Suppose that ir is continuous with respect to the norm 1k on 
C(G) C CX(G). Then ir extends to a continuous map from C(G) Ca C,(G) 
into 8(12 (G)). Let A denote the weak closure in 13(12(G) (D  l(G)) of 
C(G) Ca C,(G). Then S C S E 1 2 (G) C l(G) is a separating vector for A, that 
is if x E A and x(5 C Se) = 0 then x = 0, SO by [K&R] Theorem 7.3.8 if 1' is a 
normal state of A then there is a unit vector 	1 2 (G) C 12 (G) such that 
(x) = (x(, () for all x E A; that is, tb is a vector state of A. Exactly as in 
[Tak2], this means that the vector states of A are weak*dense  in the state space 
of A. For each unit vector ( E 1 2 (G) let qf : A -* C denote the state 
x '-p (ir(x)(, () of A. Then, for any finite collection of elements, x 1 , ...,Xr, of A 
and any e > 0, there is a unit vector ,j E 12 (G) C l(G) such that 
I(x) - ( Xj7/,77) I < e 	i = 1,2, ... ,r. 
Suppose we have a paradoxical decomposition of G, 
G = [jA1 U [JB, = [jgA 2 = Ljh,B, 
where g1, ..., g, h 1 , ..., h E G. Let 0 <€ Notice that for each g E G, 
C A(g)) = (ir(X(g) C X(g))S, S) 
= (A(g)p(g)5,S) 
= (Se,Se) 
= 1 . 
140 





((h')®(hI')) 	< 	j=1,2, ... ,n 
and 
H (X(gi')®(gi')) 77V2 R (I — ( (A(g i  ') 0 A(g i  ')) 77 , 77 
	
< e 	i = 1,2,...,m , 	 (5.21) 
71 - (A(hI 1 )Ø(hI 1 )) 7111 < e 	j = 1,2, ... ,n. 
As in Section 5.4, for each subset S C G x C we define a projection 
E(S) E 13(1 2 (G) ® 1 2 (G)) by 
(E(S))(g,h) = { ((g,h) 
	(g,h)ES 
0 	 (g, h) E (G x G) \ S 
for all ( E 12 (G) ® 1 2 (G) and g, h E G. Then, for ( E 12 (G) ® 12 (G) and 
g,h,f,k E G 
{  
[E((f,k)S)(](g,h) 	
(g,h) 	(f 1 g,k 1 h) E S 
= 0 	(f 1g,k'h) S 
- 5 [(\(f_1) ® )(k')) ] (fg, k1h)  (f1g,  k 1 h) E S 	
0 	 (f 1 g,Ic 1 h) S 
= {E(S)(\(f) 0 A(k))(] (f1g,  k 1 h) 
= [((f) 0A (k)) E(S) ((f) 0A (k))(] (g, h) 
so 
E((f, k)S) = (\(f) ® )t(k)) E(S) (f) ® A(k))' 
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Then, for all subsets S C C x G and i E 11, ...,rn} 
I (E(S)r, j) - (E((g1,g1)S)7, i) I 
= (E(S)71 77) - (((gi) ® A (gj)) E(S) ((g - ') (9 A 
(g1)) 	
, ) I 
= (E(S), ) - (E(S) ((g') ® (





 0A (g1)) 
) - 
 77 
(E(S) (,\(g_1) ® 	(A(g') 0 A(g')) ) 
E(S)ii Ii lli - (A(gi') 0 	II 




from (5.21). Similarly, for j e {1, ..., n}, 
- (E((h,h)S)i1,q)I < 2. 	 (5.23) 
We know that 
G x G 	(A i x G)uU(Bj  x C) = Lj (g,g)(AxG) = U(h,hj)(BxG) 
so 
1 = 1177112 = (E(G x G),ij) 
= 
E (E(A x G)71, ii) + 	(E(B x G)i, ) 	(5.24) 
= 	 x G))i,i) 	 (5.25) 
(E((h, h)(B x G))ij, j) . 	 (5.26) 
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But, by (5.22), 
x G))ij,) < 	x G)i,ij) +2mE 
and, by (5.23), 
(E((h, h)(B x G))i1, ) < (E(B x G)77, ) + 2ne 
so, from (5.25) and (5.26), 
> 1-2me 
and 
(E(B x G)i1,i7) > 1 - 2n6. 
Combining these with (5.24) and recalling that 0 <6 < 2frn-f-n) we find that 
m 	 n 
1 = (E(A Z x G)71, i) + > ( E(BJ x G), i) > 2 - 2(n + m)e > 1 
i=1 	 .i=1 
From this contradiction we conclude that ir is not continuous with respect to 
the norm 	on C(G) 0 C,(G) and hence that 11 . 	II . IIc 
EU 
For any discrete group C, we identify C(G) with the quotient space 
C*(G)/ker A and think of the map .A : C*(G) 	C,(G) as a quotient map. 
Theorem 5.5.2 
Let G be a discrete, countabl', residually finite, non-amenable group. The 
identity map, id, on C(G) does not have a completely positive lifting; that is 
there is no completely positive map ib : CX(G) - C*(G) which makes the 
following diagram commute. 
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Cx(G) 	., 	C(G) 
C-(G) 
Proof: 
The Lemma in [Was] says that if A and B are unital C*a1gebras,  J is a 
closed two sided ideal in B, 'r : B -i B/f is the quotient map and there is a 
C* norm  on (B/f) 0 (B/f), distinct from the minimal C*norm,  with respect 
to which the map r 0 r: B 0 B - (B/f) 0 (B/f) is bounded, when B 0 B has 
the minimal C*norm,  then no completely positive *-isomorphism from A onto 
B/J has a completely positive lifting, mapping A into B. Hence the result will 
follow if we can show that the map \ ® A : C*(G) 0  C*(G) -* C,(G) 0 C(G) is 
bounded with respect to the norms 	on C*(G) 0  C*(G) and 11. on 
C(G) 0 CX(G). But this is shown for F 2 in [Was2] (2.7) and exactly the same 
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