Introduction
Consider in the plane the flow of two ideal incompressible fluids of constant densities ρ ± > 0 in the gravity field, with ρ + = ρ − . Velocity field satisfies the Euler equation
with initial data u(x, 0) = u 0 (x).
We suppose, that u 0 (x) satisfies the continuity equation (2), and the assumption that vorticity ω 0 (x) = rot u 0 is concentrated on some curve Σ 0 separating the two fluids, i.e. we suppose Σ 0 splits the plane into two domains Ω 0 + and Ω 0 − , in which the fluids have constant densities ρ + and ρ − respectively. So we have
with Ω = [u || ] being the jump of the tangent to Σ 0 component of velocity. Applying the rot operator to (1) we find that vorticity ω = ∂ x u y − ∂ y u x is formally constant along the flow in each subdomain where ρ is constant :
Thus for t > 0 one expects the vorticity to remain concentrated on some curve Σ t , with a time dependant curve Σ t separating the two fluids .
This problem is known as the Rayleigh-Taylor instability. It has been shown in [SS85] that in the case of a periodic interface close to a flat line and with analytic data Ω, Σ 0 , this problem is locally in time well posed. On the other hand, in [Leb02] and [Wu] , it has been proved that for the Kelvin-Helmholtz problem, i.e in the case ρ + = ρ − , g = 0 the evolution problem of the vortex sheet is strongly ill-posed in the sense that if Ω does not vanish, analyticity of the data is a necessary condition to get a local in time solution with a C 1+α interface Σ with α > 0. The main goal of this paper is to extend the above results on Kelvin-Helmholtz instability to the more involved Rayleigh-Taylor case.
In order to fix geometry, we suppose that the interface Σ t is a closed simple curve in the plane (the case of periodic interface can be treated by the same techniques). We introduce the semigeodesic coordinates (s, ℓ) in the neighbourhood of Σ t with s being the natural length parameter on Σ t and ℓ the (signed) distance to the curve. We suppose that in Ω − (t)-the region occupied by the fluid with density ρ − we have ℓ > 0, while ℓ < 0 in Ω + (t), which is occupied by the other fluid with density ρ + (see Fig 1) . We do not fix the sign of ρ + − ρ − , but nevertheless we suppose, that Ω + is the unbounded exterior domain. Theorem 1.1. Suppose Σ = {(x, t) : x ∈ Σ t , t ∈ (−T, T)} ∈ C 1+α with some α > 0 and Σ t is a simple closed curve for all t ∈ (−T, T). Suppose also, that u ∈ L ∞ loc ((−T, T); L 2 loc (R 2 )) is a weak solution of (1)-(3), satisfying rot(u) = Ω(t, s)δ Σ t ; lim 
t vanish, then for each t, the data Σ(t) and Ω(t) are analytic in s.
Therefore, one deduces from the above theorem that the Cauchy problem associated with the Rayleigh-Taylor instability is strongly ill posed in the Hadamard sense. (The hypothesis of non vanishing w to get analyticity is purely technical; it allows to work with a suitable global parametrization of the vortex, which simplifies the analysis.) We deduce this result from a stronger local one:
We expect that local analyticity in s is true under the hypothesis of the theorem 1.2 but we leave this problem for further works. The above result shows that there is no hope to solve the local Cauchy problem associated with the Rayleigh Taylor instability in reasonable spaces, no matter the sign of ρ + − ρ − and gravity is. This situation is thus different from the water-wave problem, i.e the evolution of a single fluid with free boundary under gravity, which corresponds to the limiting case ρ + = 0. Notice that here, the condition ρ ± = 0 is essential in the verification of ellipticity of the local problem (see (78)). It will be of great interest to analyse the surface tension effect in the problem in order to get local solvability in Sobolev spaces.
The paper is organized in the following way: We first reduce the problem to an evolution equation on the vortex, and we distinguish the global and local cases. We then prove the local theorem 1.2. The key point in the proof is to reduce the problem to an elliptic one, using paradifferential calculus. In order to perform this reduction, we introduce a suitable local parametrization of the vortex, taking advantage of the galilean invariance of the problem. We then deduce from the local theorem global smoothness and analyticity under the hypothesis of the theorem 1.1. In the first appendix, we recall basics of paradifferential calculus and we prove the main lemma A.7. In the second appendix, we study the property of the integral operator K which links the jump of tangential velocity to the jump of tangential impulse. In all the paper, we work with Hölder spaces C ν (t; C α s ) with non integer values ν, α.
Reduction to the problem on the vortex sheet
Let u be a weak solution of the Euler equations satisfying the hypothesis of theorem 1.1 . Let
be a parametrization of the hypersurface Σ, with r ∈ C 1+α and ∂r ∂s (t, s) ≡ 1 ; the variable s is the length parameter on the curve Σ t ; Let
be the unit tangent and perpendicular vectors to Σ t , where R π/2 is the π/2 rotation in the plane. The functions τ and ν belong to C α . Let ψ(t, x, y) be a stream function such that
By hypothesis, one has ∆ψ = Ωδ Σ t , so due to the vanishing of u at infinity, we get
Let u ± be the restriction of u to Ω ± . The vector fields u ± are harmonic in (x, y). Classical potential theory, and Ω ∈ L ∞ imply that the traces u ± | Σ exist and belongs
The conservation laws div (u) = 0, ρ t + div (ρu) = 0, and
Here, as usual, we use square brackets to denote the jump of a value when crossing the interface, and angle brackets for the mean value:
Let V be the vector field
and W = rot(ρu) Applying the rot operator to the Euler equation, we get
The distributions rot(V), W have support in Σ. To evaluate rot(V), we first assume Σ and Ω smooth. Let k(t, s) = k be the curvature of Σ t . In semigeodesic coordinates (s, ℓ) → r(t, s) + ℓν(t, s), one has
One has
, Ω ∈ L ∞ . Thus we get the weak formulation for the equation (20)
(22) Equating to zero coefficients at ϕ and ∂ ℓ ϕ, recalling (16) and [ρ] = 0 we obtain:
We introduce the notations v = u , w = [ρu s ]. Note, that we have in complex representation r = x + iy ∈ C and v denoting the complex conjugate of v
In (25) the integral is understood in the sense of the principal value, but in fact it's only the normal component that is involved in the singular integral, indeed, for the tangent one we have the regular representation (τ = ∂ s r, ν = iτ)
We may look at the right-hand side, as an integral operator (depending on r) applied to Ω, let us define
So (26) now reads as v s = −KΩ. Next, substituting the latter into identity
we obtain
which is a solvable equation with respect to Ω. Indeed, in assumption that r ∈ C 1+α , K{r} is a compact operator in all C β , β ≤ α with the spectrum σK{r} ⊂ (− 
K{r} is an invertible one, and so
We have thus reduced the problem to an equation on Σ. 
Proof. We first use the identity
¿From r ∈ C 1+α , we get ∂ t r, τ, ν ∈ C α ; Then, (32) imply v n ∈ C α ; so (34) and finite iteration of lemma A.7 suggest HΩ ∈ L ∞ (t; C µ s ) for any µ < α, and therefore (33) and lemma B.2 imply Ω ∈ C ν (t; C µ s ) for ν < 1, ν + µ < α, and the same regularity for v using (34) and lemma A.7, so we are done in case α ≤ 1; For α > 1 we get now by (31) w ∈ C ν (t; C µ s ) for ν < 2, ν + µ < α, and we end the proof by iteration of this argument.
As for the local problem, i.e. assuming conditions of the theorem 1.2 to be satisfied, we have, of course, the same equations of motion (31),(32), but expressions for v change. Let us introduce ϕ ∈ C ∞ 0 (U) which is equal to 1 in vicin-
where the "error" E is C ν in time with values in harmonic functions of (x, y). So we get Lemma 2.2. In assumption of theorem 1.2 the traces u ± , v, w, Ω belong, near t 0 , s 0 to the space C ν (t; C α s ) and satisfy the system
Proof. We have by assumption r ∈ C ν (t; C 1+α
, and thus belongs to C ν (t; C 1+α s ).
Notice that Galilean transformations correspond to preserve t, s, Ω and to move w, v, r to w − [ρ]V.τ, v − V, r − tV where V is a constant real vector. The above system is invariant with respect to Galilean transformations, except that the error term E is replaced by E − V.
Local regularity of a weak solution
In this paragraph we prove theorem 1.2. We consider a weak solution to the problem (1)-(3) assuming conditions of theorem 1.2 to be satisfied. By a suitable galilean transformation, and using Ω(t 0 , s 0 ) = 0, we may suppose that the speeds of the flows on the both sides of the interface are equal in modulus but have different signs in (x 0 , y 0 ), i.e. v(t 0 , s 0 ) = 0, and that w is non-vanishing near (t 0 , s 0 ). By Lemma 2.2 there exists λ(t, s),
We introduce new variables (λ, t ′ ) with λ = λ(t, s), t ′ = t. We have then 1 w = ∂s ∂λ and
Thus, removing the dash from the time variable we find that parametrization of the vortex sheet (x(t, λ), y(t, λ)) satisfies the following system (we move Ω to Ω ds dλ )
where the nonlinear first order operators are defined by
here
where (γ 1 , γ 2 ) is the gravity, and Ω satisfies
We have used notation
The main goal of the paragraph is to prove the following result, which implies theorem 1.2, due to
and (x, y) is a weak solution of the system (46) with E ∈ C ν (t;
Proof. We will show, that (46) is a nonlinear elliptic system. We use here the notation and results of the Appendix A. We fix δ ∈]0, 1[, µ 0 ∈]0, min(1, α)[ and define g = δµ 0 . We denote by T instead of T δ the δ-paraproduct. We shall prove that for any β ≥ α, the a priori regularity ( we may assume that β and g + β are not integer)
Clearly, this (and lemma A.7 to get the same regularity for v as the one of Ω) implies our theorem. We first pay some attention to the localization near (t 0 , λ 0 ). If (55) is satisfied, we can replace in (49) the cutoff ϕ(
λ ) near t 0 , and then (49) becomes
, and by θ(λ) various real cutoff functions equal to 1 near λ 0 . By lemma A.7, and (57) we have
Using lemma A.6 and (58), and observing that
Next, substituting this representation back into (58), and using lemma A.3 to commute the Hilbert operator with the paraproduct, we obtain
where
Next we observe
and using the formulae for composition and product in terms of paraproducts we get
and thus finally we find:
where O(v) denotes terms with a factor v j . Now we start simplification of the derived representation. Let us consider the system (46). Note, that it is invariant with respect to spatial rotation, thus we may assume that
Recalling
we reduce the problem to consider a system of the form
where the principal parts of operators A, B ∈ Σ 0 α,δ in (λ 0 , t 0 ) are defined respectively by
where Ω 0 , z 0 λ and U 0 are the values of Ω, z λ and U in (λ 0 , t 0 ). Note, that due to assumption (73) we have
and thus
We conclude, that
is an elliptic operator in vicinity of (λ 0 , t 0 ) with A, B ∈ S 0 1,δ (ν, µ 0 ). So we get by lemma A.4
and using (60)
The proof is complete.
Regularity of a global solution
In this paragraph we use the results of the previous one to prove theorem 1.1. Let us first address C ∞ regularity of a solution to a global problem: the following theorem takes place:
Theorem 4.1. In assumption of the theorem 1.1 one has Σ, Ω ∈ C ∞ .
Proof. Let us see, what we gain by applying the theorem 1.2 in conditions of theorem 1.1. Let ν > 0, µ > 0 s.t µ + ν < α; by lemma 2.1 we have Ω ∈ C ν (t; C µ s ), so u ∈ C ν (t; D ′ ) and we may apply theorem 1.2 with µ instead of α. We immediately obtain r ∈ C 1+ν ((−T, T); C ∞ ) and Ω, v, w ∈ C ν ((−T, T); C ∞ ). Using (31), we get w ∈ C 1+ν ((−T, T); C ∞ ) Next, recalling that Ω is solution of the integral equation (33) and using lemma B.2, we deduce, that Ω ∈ C 1+ν ((−T, T); C ∞ ), and therefore we can now apply the local theorem with ν + 1 and so by induction we prove the theorem.
Proof of analyticity. In order to prove analyticity, we choose the global parametrization of the vortex as in the proof of local regularity. More precisely, let Z = ∂ t + (v − ∂ t r · τ)∂ s ; then Z is the vector field on Σ equal to the mean value of
Notice that dt and dtds are well defined 1 and 2-forms on Σ. Let β be the 1-form on Σ defined by ( denotes the inner product)
Then (32) means dβ = 0, so there exist a function λ on the covering of Σ such that β = dλ. One has w = ∂λ ∂s and Σ t β = C te . Therefore, due to w not vanishing, we can choose λ as parameter on Σ t , and Σ t dλ is a constant that we can suppose equal to π. Then, in variables (t, λ), we get the global equation (we move Ω to Ω
where in our new variables, the operator K{r} is given by K{r} f = −1 2π
Im(
) dλ ′ , and so is the conjugate of the previous K by the non vanishing function w. Let us represent this system in complex notations z = r = (x, y) in the following way
The first order nonlinear operator Φ has the form
where v{z} is given by (86), Ω being a function of z due to (85) and lemma B.2, and using
Re(z λ v) to rewrite Ω as a function of z λ , v in the expression of U; F is an analytic function of its arguments. Suppose z ∈ C ∞ is a solution of (83) on Σ = [−T, T] × R/πZ, fix ν, α ∈ (0, 1) and let B 0 , B 1 be the spaces
As it was shown in the previous paragraph L = I∂ t − A|D λ | − B∂ λ is an elliptic first order operator, thus bounded with closed range as operator B 1 → B 0 . Assuming T to be small enough we may suppose that L is injective, i.e. ∃M:
Thus we have
Here we assume
To this end, let us first note, that since
with H(θ) = (2πiθ) −1 , we deduce
and exploiting the representation (94) we find
Therefore we deduce
On the other hand we have for arbitrary w
and thus substituting (100) into (99) we have
Taking difference of (98) and the latter expression we find
Now, noting, that
and using the fact that z being smooth,
dλ ′ is a 0-order pseudodifferential operator, and invertibility of I − σK given by lemma B.2 we conclude 
Proof. First, notice that to get (105), it is sufficient to prove the same estimate with fixed t on spaces C α λ ; thus, we get (i) in the similar way to [Leb02] , lemma 5.1. We prove (ii) by classical formal series technique. Let
be the formal power series associated to z, v, Ω. ¿From (i) and (98) we get for some constant C with
and using (94)
H Ω are holomorphic functions vanishing at 0, which imply (106) and (107).
Exploiting (106) to estimate R 2 and the first term in (92) and (105) to deal with R 1 , we finally arrive at an estimate with big enough constant M for all k ≥ 2
Using (90), and the vanishing of Y k z on t = ±T, we find that
This implies existence of A, B such that
and proves that z is an analytic function of λ.
A Paradifferential calculus
Here we present some notations concerning Hölder spaces, Littlewood-Paley decomposition,tangential pseudodifferential calculus, and review the techniques connected with the theory of paradifferential operators by J.M. Bony [Bon81] . We then prove the useful lemma on the paralinearization of J(z, Ω). We recall that for ρ ∈]0, 1[, the Hölder space
|x−y| ρ is bounded on R 2d , equipped with the norm
, equipped with the quotient norm.
Let us recall the Littlewood-Paley characterization of the Hölder spaces
The tempered distribution ∆ j ( f ) has support in the ring
One has C j+2 ∩ C j = φ and the Littlewood-Paley decomposition of f ∈ S ′ is
We shall use the usual notations
The Hölder spaces C ρ are characterized as follow. For ρ ∈ R \ Z, there exist a constant A such that
Here
We recall that for ρ ∈ Z the above estimate on the dyadic blocs We now introduce the scale of spaces which is used through the paper. In the sequel, the Littlewood-Paley decomposition will always be relative to the x variable, with t as parameter. 
For f (t, x) with compact support, and 0
Let us now introduce the tangential (in t) pseudodifferential calculus that we use through the paper. 
For a(t, x, ξ) ∈ S m 1,δ (ν, µ 0 ), we define the tangential pseudodifferential operator a(t, x, D) by the usual formula
wheref (t, ξ) denote the partial fourier transform in x. Let us recall the following lemma about the continuity properties of operators in the class S m 1,δ (ν, µ 0 ) (see [Leb02] , appendix B, for the case of L ∞ coefficient in t, the case of C ν coefficient in t being similar)
We shall use the following elliptic regularity lemma, which is consequence of classical elliptic estimates.
Lemma A.4. Let A(t, x, ξ) be a N × N matrix with entries in S
We suppose that the above system is elliptic, i.e there exist C 0 > 0 such that for t, x near the support of θ 2 , and for ξ large enough, one has spectrum(A(t, x, ξ) ∈ {λ ∈ C, |Re(λ)| ≥ C 0 |ξ|}.
We now recall the definition and basic properties of the δ-paraproduct that we use.
If f belongs to C ν,µ 0 , we have for all γ the estimates
This implies that T δ f is a tangential pseudodifferential operator in the class
We recall the following useful lemma of the paradifferential calculus Lemma A.6.
where the operator R is bounded from C ν,µ to C ν,µ+δµ 0 for any µ (iii) For any smooth function G one has for f ∈ C ν,µ
with R ∈ C ν,µ+δµ .
Proof. The proof of these properties of δ-paraproduct is the same that the one in [Bon81] .
Let J{z, Ω} be the linear operator in Ω, depending on z, defined by
As in [Leb02] , the main technical tool that we use is a paralinearization of J, including here its Ω dependance. To simplify notation, we state this lemma without explicit dependance on t, but the proof below shows that if z, Ω are C ν in time, then we get R (δ) ∈ C ν,µ for the same values of µ. We will always assume that the derivative of z satisfies for some c > 0
where H is the Hilbert operator:
and R (δ) ∈ C µ near λ 0 for all
Proof. We will use the injection of L ∞ in C 0 * in the case β = 0. Let us introduce ζ = ∂ λ z(λ 0 ); there exists a compactly supported function f ∈ C 1+α 0 such, that f C 1 ≪ 1 and in vicinity V of (λ 0 )
Let θ 1 , θ 2 ∈ C ∞ 0 be two cut-off functions supported by V and equal to 1 in vicinity of (λ 0 ). We have
where R ∈ C 1+α in vicinity of (λ 0 ). Introducing
we have
We replace
and Ω with u = θ 3 (λ, λ ′ )
0 are equal to 1 on the support of θ 1 θ 2 and θ 2 . Next, for µ > 0 we introduce decompositions:
We have uniformly in µ ≥ 1
Next, using the first order Taylor formula for F(τ) = 1 1+τ we obtain the following representation: 
We have the following estimates:
where for the second estimate, we have used | f g| β ≤ C(|| f || ∞ |g| β + | f | β ||g|| ∞ ) in case β > 0 and v ∈ L ∞ in case β = 0. Next we introduce a decomposition of J corresponding to (150):
Following [Leb02] , we find A 0 ∈ C ∞ and A 2 is also more regular: for any β ′ < β one has 
B Spectral properties of K{r}
where C depends only on r ν,1+α . Let us recall that we have
We thus get
K{r, Ω} − K{r
We first state a lemma without time dependance. HθΩ) is a compact operator on C β . Now the Lipschitz property of the mapping r → K{r} : C 1+α → L(C α ) stated by (199) implies compactness of K{r}, in case β = α as for arbitrary r ∈ C 1+α , K{r} is a uniform limit of compact operators K{r} withr ∈ C ∞ being smooth approximation of r. Now we turn to statement concerning the spectrum. Further arguments do not depend on r directly, so we omit dependence of K on r. Suppose
then for ψ ± (x) = 1 2π
we have ∂ψ ± ∂n = (± 1 2 + λ)w on ∂Ω + .
So ψ ± satisfy the following problem    ∆ψ ± = 0 in Ω ± ψ + = ψ − on ∂Ω + ∂ n ψ + = µ∂ n ψ − on ∂Ω +
