Abstract This paper studies intellectual capital in companies in Taiwan, China. Intellectual capital is an invisible, yet important resource for companies. The first aim of this paper is to provide a systematic investigation on how to measure intellectual capital. Results show that the coefficient of value-added intellectual capital is positively related to return on assets and market capitalization in both fix and random effects. Similar results are also obtained with dynamic panel data. Furthermore, innovation variables such as research and development expenditure are more accurate than structural capital in measuring intellectual capital. The author thus suggests that companies need to keep a close track of their intellectual capital and focus on internal information delivery to gain competitive advantage.
Introduction
Intellectual capital, as one of the intangible assets, such as talents, images and intellectual property, is becoming increasingly important for today's companies. In recent years, research on intellectual capital has become a worldwide trend, and has spawned considerable interest about its impact on firm performance and employee behaviors. According to the latest study conducted by OECD (2006) , intellectual capital is a key driver of innovation and core value in the new economy, which enables companies to understand the value creation process, as well as to incubate competence to combat uncertainty surrounding the future success of R&D (Kim and Kumar, 2009) .
From a resource-based view, a firm's heterogeneous resource architectures are the primary sources of income. Their apparently valuable, rare, inimitable, and nontransferable qualities can contribute to the competitive advantage of firms (Barney, 1991; Wernerfelt, 1984) . From a traditional viewpoint, the main purpose of managers is to focus on earning maximization. More recently, however, scholars tend to believe that managers need to pay more attention to internal knowledge accumulation and development in their organizations (Edvinsson, 1997; Bontis, 2001; Ordonez de Pablos, 2002) .
Among numerous studies concerning strategic management mentioned competition among competitors, Solitander and Tidstrom (2010) analyzed the content of business relationship between firms. In terms of incorporating intellectual capital when making decisions, the added value of many enterprises is intimately related to intellectual capital. These benefits cannot easily be specified in annual financial reports, but they may increase the competitive advantage and improve company performance, and may also satisfy stakeholders. For example, poorly performing employees may have their pay cut or be dismissed, but their management experience may be an important intangible asset for the company. This is another view of the social perspective of networks (Moeller, 2009) . This paper specifically examines the relationship between intellectual capital and firm performance in a time window from 2001 to 2009. New innovation variables are used to explore the variance in firm performance. A model of panel data is used including fixed effect, random effect and dynamic threshold panel data.
The rest of the paper is organized as follows. Section 2 is a literature review. Section 3 details the data and operational definitions. Section 4 describes the research method and sample design, and explains the data collection procedure, alone with data analysis. Section 5 provides the result. Discussion and conclusions are presented in Section 6.
2 Literature Review Choong (2008) reviewed literature on intellectual capital and categorized intellectual capital into three main types, namely human resource capital, structural capital and customer related capital, which are adopted in this paper.
The Composition of Intellectual Capital
Various definitions for intellectual capital can be found in the extant literature.
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For example, Mavridis defined it as "an intangible asset with the potential to create value for the enterprise and the society itself" (Mavridis, 2005) . Martinez and Meca (2005) stated that knowledge, information, intellectual property and experience that can be used to create wealth can be regarded as intellectual capital. Kamath (2006) argued that the intellectual capital of a firm is perceived as a potential strategic asset to measure both tangible and intangible assets. Itami (1991) indicated that "intangible assets are invisible assets that include a wide range of activities such as technology, consumer trust, brand image, corporate culture and management skills." Smith (1994) defined intellectual capital as all the elements of a business enterprise that exist in addition to working capital and tangible assets. They are the elements that make business work and are often the primary contributors to the earning power of an enterprise. Stewart (1997) indicated knowledge has turned out to be the key source of wealth at an organizational as well as national level, and countries with knowledge-intensive activities will be the winners in terms of future wealth creation (Bounfour and Edvinsson, 2004) . Bannany (2008) stated intellectual capital that covers knowledge and experience can be used to gain competitive advantages for companies through applying creative strategies. Therefore, intellectual capital can influence firm performance, as assumed above.
In relevant literature in the early 1990s, intellectual capital was considered as an intangible asset. Non-accounting researchers defined "intellectual capital" as the "difference between the firm's market value and its book value" (e.g., Edvinsson and Malone, 1997; Stewart, 1997; Sveiby, 1997; Mouritsen et al., 2001) . To accounting researchers, however, the difference between the market value of an entity and the book value of the entity's identifiable assets is defined as goodwill.
However, the valuation of intellectual capital has a different standard from an academic prospect. The Skandia Value Scheme developed by Edvinsson (1997) consists of both financial and non-financial capital. Royal (2008) continued to subdivide it into structural capital, composed of customer capital and organizational capital. Choong et al. (2008) divided intellectual capital into human capital, structural capital and customer related capital. Although intellectual capital has been defined from different perspectives, it is generally agreed that intellectual capital can be divided into human, structural and customer related capitals. Royal and O'Donnell (2008) embedded human resource capital into social capital and knowledge management. Wiig (2004) stated that human resource capital is a part of intellectual capital, consisting of the knowledge, understanding, skills, experience and relationships of its employees.
Compared with human resources capital and physical capital, structural capital is the supportive infrastructure for innovation in organizations. Structural capital helps to amplify the value arising and thus multiplies the overall intellectual capital. Accordingly, Kong (2009 Kong ( , 2010 argued that structural capital can assist companies to create organizational value that facilitates organizational learning and knowledge creation, leading to innovation for the pursuit of social and commercial activities.
Intellectual Capital Measurement and Financial Performance
As discussed above, intellectual capital is believed to be able to bring forth higher valued asset. The elements constituting intellectual capital can therefore boost firm performance and value creation. Chen et al. (2005) found that intellectual capital and physical capital have positive impacts on market returns, as well as on the current and future financial performance of firms in Taiwan. Tan et al. (2007) confirmed these results using publicly traded companies in Singapore. Similarly, Fire and Williams (2003) sampled companies in South Africa, and Zeghal and Maaloul (2010) in the U.K., and drew similar conclusions. Kamath (2008) , in a study on the effect of intellectual capital on pharmaceutical industry, found that intellectual capital is positively related to firm performance in developing economics like India. Bannany (2008) indicated that investments in intellectual capital variables have a significant impact on the intellectual capital performance of the banking industry in the UK.
The research framework of Moeller (2009) contained two groups of independent variables (trust, participate and strategic relevance) and network performance. Ghosh and Mondal (2009) sought to estimate and analyze the relationship between intellectual capital and pharmaceutical companies for a period of five years from 2002 to 2006. Ting and Lean (2009) examined the association between intellectual capital and financial performance. Following these papers, this study uses VAIC (value added intellectual capital) and VAIN (value added structural capital) as aggregate measures for corporate intellectual ability.
Review of Studies on Intellectual Capital
Recently, Solitander and Tidstrom (2010) adopted Verna Allee's value network analysis (VNA) to study intellectual capital, which provides a suitable framework for analyzing transactions among firms and keep track of the intellectual capital flow in the whole networks. Ortiz (2009) analyzed and grouped the intellectual capital components of multinational organizations through a humanistic model called contextual intellectual capital components valuations. Kasztler and Leitner (2009) argued that the established approaches are unable to trace system dynamics as they take into consideration only unidirectional cause-and-effect relationships. Accordingly, they used indicators of the social network analysis (SNA) to cope with feedback loops and indirect causality. Jacobsen et al. (2005) introduced the Intellectual Capital Rating approach as a useful tool for management consulting. Alwert et al. (2009) discussed intellectual capital reporting to contribute a more homogeneous rating based solely on information from financial reports. Moeller (2009) focused on social capital as a network's core resource, and investigated how networks are linked with the creation of intellectual capital. Three important factors were indentified in his research, namely trust, participation and strategic relevance. Secundo et al. (2010) used the balanced scorecard to provide a more comprehensive knowledge-based view of business performance. Joia and Malheiros (2009) found that the benefits will be greater when innovation alliances are well-developed. Jhunjhunwala (2009) used value map for monitoring and measurement.
Research Framework and Design
Operational Definitions
Public (1998, 2000) was the first researcher to use VAIC to measure intellectual capital of companies. The abbreviations adopted in the VAIC approach are defined as follows: Output = Gross income
(1) Input = Operating expenses (Excluding personal costs) (2) VA = Output -input (3) CE = capital employed = book value of a firm's net asset (4) VACE = VA/CE = total VA divided by the total amount of CE (5) VA of human capital (VAHC) = VA/HC; HC = total salary and wage cost (6) VA intellectual capital (VAIC) = VAHC + VACE
The VAIC approach is now commonly used to explore the relationship between financial performance and intellectual capital (Chen et al., 2005; Shiu, 2006; Kujansivu and Lonnqvist, 2007; Tan et al., 2007; Yalama and Coskun, 2007; Chan, 2009 ). In the above researches, most researchers used the above indicators to measure intellectual capital. However, Andriessen (2004) argued that the basic assumption for VIAC approach is problematic and incomplete. Public (2004) therefore redesigned the above indicators as follows:
Since there is no consensus on the operational definition for structural capital, this paper tries to integrate the IT system to better measure the capital. Using
Bannany (2008) as a reference, this paper defines IT systems as the IT resources allocated mainly to serve the managerial purposes of a company.
To make it more measurable, we use barriers to entry (BATE) as a proxy variable, defined as the ratio of fixed assets to total assets for firm i in year t, and used the ratio of staff costs to total revenue for firm i in year t instead of the proxy variable for efficiency of investment in intellectual capital (EIIC).
Another indicator for structural capital is the R&D. The success of innovation mainly depends on well-educated or experienced individuals' capabilities in areas such as innovation capacity, skills and know-how. There is a visible paradigm shift in the sense that the world is moving from business process outsourcing to knowledge process outsourcing. Kamath (2008) argued that employees are bringing intellectual capital into their organizations, as embodied in a series of important aspects such as skilled manpower, R&D infrastructure and patents.
Innovation capital refers to a company's revolutionary capability, innovative achievement, and potential build up of new product and service. R&D investment is found to have a positive relationship with firm performance (Wang, 2008) . A company's competitiveness and components are the major determinants for its long-term survival.
Independent Variables
According to Stewart (1997) , the selection of independent variables is based on performance measurement. Economic Value Added is used as the variables for capital budgeting, financial planning, goal setting, performance measurement, shareholder communication, and incentive compensation to determine the corporate value. Sveiby (2002) suggested that different measurement methods have different advantages, and the financial methods for valuation such as ROA, MC and OCASH, are useful for stock market valuations. Tan et al. (2008) proposed that the market value added represents the spread between the cash that a firm's investors invest in the business and the present value of the cash that they can earn by selling their shares. This paper refers to previous research to operationalize the variables to be tested (Tan et al., 2008; Zeghal and Maaloul, 2010; Kamath, 2008) as defined as below:
OCASH: ratio of the operating income divided by total assets, used as a proxy for economic performance. ROA: ratio of the earnings before interest and taxes divided by book value of total assets, used as a proxy for financial performance. MC: ratio of the total market capitalization (share price times number of outstanding common shares) to book value of net assets, used as a proxy for stock market performance.
Control Variables
This paper uses a multiple linear regression model to test the relationship between intellectual capitals and firm performance with panel data from 2001 to 2008. The control variables used in the model, include LCAP (the synonym of firm size), defined as the natural log of the total assets that represents the size of the firm and Lev (the synonym of leverage), defined as the ratio of the total debt divided by the book value of the assets of the firm.
Research Hypotheses
H1
There is a significant relationship between performance and VAIC companies.
H2 There is a significant relationship between performance and VAIN companies.
H3 There is a significant relationship between the BATE and VAIN companies. H4 There is a significant relationship between the EIIC and VAIN companies.
The panel data regression is set as follow:
Results
Description of Statistics
Data was collected from the Taiwan Economic Journal Data base (TEJ). A total of 310 items of missing data were deleted, leaving 4 625 items of final usable data. The period of 2001 to 2008 was used for balanced panel data regression on the listed companies of the Taiwan. There were 578 items in each year of operation, as summarized in Table 1 . Operating cash flow ratio was obtained by dividing total assets with operating cash flows, ranging from a minimum value of -0.688 to a maximum value of 3.122. The mean is close to the medium at 0.06, indicating that most the sampled companies had poor operating cash flows. Lack of the capability of internal funding denotes poor operating performance. The return on asset averaged 5.664%, with the median approximately 5.22%, showing that most of the sampled companies need to work harder to improve their profit margin. In addition, Table 1 also shows that averaged market capitalization was 1.48, median was 1.16, minimum ROA was -100.7, and maximum value was 50.64, indicating the returns of assets of listed companies varied greatly, although they had quite close average and median Like OCASH.
Both VAIC and VAIN had more deviations, as shown in Table 1 . One of the defects of adoption of value-added calculation approach is that, when the net loss of a company is large, its market value becomes negative, regardless of the actual amount of resources possessed by the company. However, the average falls positively between 10 to 9, which implies a positive relationship between a company's intellectual capital, and its daily operating activities. The mediums show that many companies have R&D expense ratio close to zero, possibly because that the total asset is very high, thus resulting in a low R&D expense ratio. As the R&D expense ratio of many firms is zero, it can be used to enhance the structural capital because structural capital emphasizes on knowledge creation.
Most of the listed company had to pay licensing royalty to foreign firms; this explains why R&D expenditure rate was low and the median was a mere 0.008. As denoted by the median, many companies' R&D expenditure approached zero: it was not because they did not invest in R&D, but the proportion of funds invested in R&D was extremely small in comparison with their huge total assets. Surprisingly, we also found, from the data collected, that many sampled companies' debt ratio was as high as 111.51%. These companies might have to find more fund-raising channels so as to improve their capital structure. Our results also showed that both the median and average of BATE were around 0.24, while the values for EIIC varied greatly (the maximum was 2 274.78), indicating that some companies' expenditure on personnel was far bigger than their income. However, the values for mean (9.25) and median (6.11) also showed that such extreme cases were only exceptions: a majority of listed companies in Taiwan are still R&D oriented.
The Pearson correlation coefficients are presented in Table 2 . As shown, OCASH was found highly correlated with ROA and MC. Except for the R&D percentage ratio, ROA was significantly correlated with other variables. The same goes to market capitalization. These results show that firm performance is affected by the elements of intellectual capital.
As value-add is a common factor of VAIC and VAIN, there is a significant correlation between them; however, the relational coefficient of VAIC and VAIN to the R&D expense ratio is not significant. Therefore, this paper increases the R&D expense ratio to make it a new structural capital.
Quite counter-intuitively, The BATE is highly correlated with other variables, resulting in possible collinearity problems. Consequent collinearity test shows no significant result (details are presented upon request). The LCAP is highly correlated with the R&D expense ratio, but they cannot be combined into one variable because their have different levels of attributes.
Panel Data and Normal Distribution
As usual, panel data needs to be tested for their normality. This study used the methods of Jarque-Bera and Doomik-Hamsen to test the normality of single variables and multivariates, respectively. The presumption of Jarque-Bera test is that in a small sample pool, neither skewness nor kurtosis is close to a normal distribution. Nor are they independent. Doornik-Hamsen's multivariate normality test is suitable for fat tail situations. If the Chi-square distribution reaches 144 or the above, the test result strongly rejects the null hypothesis of normality. This paper also performed Shapiro-Wilk's normality test to ensure reliability. All the results reject the null hypothesis of a normal distribution. Meanwhile, this research used the method of Lilliefors test (also called Kolmogorov-Smimov test) to explore the multi-variance normality. The method assumes that the cumulative distribution function is the difference of the biggest absolute values: The presumption of Jarque-Bera test is that in a small sample pool, neither skewness nor kurtosis is close to a normal distribution. Nor are they independent. Doornik-Hamsen's multivariate normality test is suitable for fat tail situations. If the Chi-square distribution reaches 144 or above, the test result strongly rejects the null hypothesis of normality. This paper also performed Shapiro-Wilk's normality test to ensure reliability. All the results reject the null hypothesis (normal distribution). 
where
Therefore, Ph i is always used as the cumulating distribution function of the standard normal distribution. All results are presented in Table 3 . As shown, all null hypotheses of normal distribution were rejected. As for the serial correlation, we used the Durbin-Watson test to examine the first order ARCH across the time series data. If H 0 is rejected by ε, it is series independent of first order, and it is serial correlation, otherwise. The model results did not reject H 0 , as shown in Table 4 .
Fix Effect
There are two common assumptions made about the individual specific effect, the random and fixed effects assumption. The former (made in a random effects model) assumes that the individual specific effects are uncorrelated with the independent variables; the latter assumes that the individual specific effect is correlated with the independent variables. If the random effects assumption holds, the random effects model is more suitable than the fixed effects model. Because fixed effects model relies on within-group action, we need repeated observations for each group, and a reasonable amount of variation of our key X variables within each group. One potentially significant limitation of fixed effects model is that we cannot assess the effect of variables that have little within-group variation. The mean values of the variables in the observations on a given individual are calculated and subtracted from the data for that individual. Finally, they will produce between-group regression. Subtracting this from (10), one obtains (12) and the unobserved effect disappears.
This is known as the within-groups regression model because it explains the variations about the mean of the dependent variable in terms of the variations about the means of the explanatory variables for the group of observations relating to a given individual. The possibility of tackling unobserved heterogeneity bias in this way is a major attraction of panel data for researchers.
If we define a new dummy variable d j , where d j is equal to 1 in the case of an observation relating to individual j and 0 otherwise, the model can be rewritten as Eq. (14) Formally, the unobserved effect is now being treated as the coefficient of the individual-specific dummy variable, the i j d α term representing α fixed effect on the dependent variable performance st for individual i (this accounts for the name given to the fixed effects approach). Having re-specified the model in this way, it is suitable to use the OLS approach. That is well-known as the least squares dummy variable (LSDV) regression model. Table 4 shows that there is a significantly negative correlation between VAIC and operating cash flows. The correlation with ROA and MC is significantly positive. Corporate performances have no impact on VAIN. However, there is a significant correlation with R&D ratio (with positive effects from OCASH and negative effects from ROA). This shows that the higher the added value, the lower the operating cash flows, and the higher the ROA and market capitalization. Namely, there is a reverse U-shaped relationship between added value and operating cash flows, although the coefficient is a mere 0.04%. Many companies in Taiwan focus on operating performances and are not keen on enhancing added value. They only attempt to increase added value or expenditure on human resources when operating performances are poor.
As VAIN has limited influence on corporate performance, this paper uses the R&D expense ratio to examine the negative impacts on ROA and positive impacts of OCASH. This confirms that structured capital consists of two elements: (1) process flow improvement and customer relationship capital; (2) innovation capital. This paper finds that innovation capital has more impact on performances. The influence of entry barriers on operational performances is positive, indicating that the higher the entry barriers, the better the operational performances. However, the effects on ROA and growth opportunities are negative; indicating that without innovations, entry barriers, such as price cuts, do not necessarily have positive impacts on performances. The correlation between EIIC and ROA is negative. When the efficiency of the investment on intellectual capital is lower, the impact on ROA is stronger; this is an interesting finding. However, the effects on other performances are not significant. In terms of control variables, company sizes have significant influence on ROA, possibly because larger companies tend to have poorer operational performances. This is relevant to the resource allocation of the internal capital market, which should be further studied.
Random Effect
In statistics, a random effect(s) model, also called a variance components model is a kind of hierarchical linear model. It assumes that the dataset being analyzed consists of a hierarchy of different populations whose differences relate to that hierarchy. In econometrics, random effects models are used in the analysis of hierarchical or panel data.
The decision over the use of random effects is based on two methods: The Lagrange Multiplier Test proposed by Breusch and Pagan (1980) and the Hausman Test. Various tests have been developed to detect the presence of random effects. Among them, the most commonly adopted one is the Breusch-Pagan Lagrange multiplier test, the test statistic having a chi-squared distribution with one degree of freedom under the null hypothesis of no random effects, as Eq. (15):
where N is the tested number of markets; T is the research period; u is the residual item of OLS. If the test results do not reject the null hypothesis, the ordinary least squares method will be adopted. 
whereˆF E δ is the estimation equation of fixed effects, ˆR E δ is the estimation equation of random effects, the critical difference between FE and RE was that FE allowed for correlation between the unobserved effect and the explanatory variables whereas RE requires these to be uncorrelated. In general, we should assume that the unobserved effect is correlated with the explanatory variables. This is a more conservative approach. However, if the unobserved effect is uncorrelated with the explanatory variables, then the RE estimator is more efficient than the FE estimator and hence we would prefer to use it instead. A Hausman test consists of two estimators. Under the null hypothesis, both are consistent, but one is more efficient; under the alternative, the formerly more efficient one becomes inconsistent, while the formerly less efficient remains consistent. Thus if the null is accepted, the two estimators should be similar; divergence indicates rejection of the null.
The first test condition shown in Table 5 is that the Hausman test results did not reject the null hypothesis. If the test results reject the null hypothesis, it is not necessary to test random effects. Thus, Table 5 only lists the Hausman test results that do not reject the null hypothesis. As shown, the test results on VAIC, VAIN, BATE and EIIC are all the same as fixed effects. However, the R&D expense ratio has a significantly positive effect on operational performances, indicating that given the instant intercepts (i.e., without the consideration for the base period), each R&D expense has a positive effect on the operational performance. As shown, innovation capital has a significant effect on corporate performance. Moreover, this paper infers that the correlation between VAIC and OCASH is negative, but the correlation with other performances is positive, possibly due to VAHU. Firms often adopt the strategy of downsizing during economic recessions; however, this profit-oriented approach to maximize shareholders' benefits often jeopardizes the accumulation of human capital. If firms have growth opportunities, they would naturally invest more human resources; otherwise, they would reduce the expenditure on personnel. As a result, VAIC becomes negative, as a response to operational performance. This paper found that the relationship between barriers to entry (BATE) and financial performance is statistically significant, so is relationship between VAIC with financial performance. The effects of BATE and VAIC on the financial performance are exactly opposite. It is very interesting that a higher VAIC will lead to less operating cash flow, and increase in ROA and market capitalization. But a higher BATE brings forth better operating cash flow, and decrease in ROA and market capitalization. This result supports the resource dependency theory that the knowledge creation can help companies increase their competitive advantages and strengthen barriers to entry. In addition, the efficiency of investment in intellectual capital (EIIC) only has a negative effect on ROA.
Robust Test
Many scholars believe that the intellectual capital itself has pre-post interaction in autocorrelation situations; Panel data is now widely used to estimate dynamic econometric models. Its advantage over cross-section data in this context is obvious: we cannot estimate dynamic models from observations at a single point in time, and it is rare for single cross-section surveys to provide sufficient information about earlier time periods for dynamic relationships to be investigated. This result holds, regardless of the number of cross-sections observed in the sample. To tackle this problem, applied economic research usually follows the practice of differencing the data and then using an estimator based either on instrumental variables (such as the Anderson-Hsiao estimator, 1981) , or on the generalized method of moments (GMM), proposed by Arellano and Bond (1991) , Arellano and Bover (1995) , Ahn and Schmidt (1995) and Blundell and Bond (1998) . We have emphasized that large finite sample biases when the instruments available are weak, and when using the basic first differenced estimators with series that are highly persistent. This paper also conducted investigation on the time series properties of the individual series, and comparison of the consistent GMM estimators to simpler estimators like OLS levels and Within Groups, The model was used to measure and estimate by using the GMM-DIFF estimator proposed by Arellano and Bond (1995) for the case of dynamic panel data models. Table 6 only reports fixed effects. The results are consistent with the conclusions of the previous section, that is, VAIC, rather than VAIN, has an impact on financial performance, while R&D ratio has a partial impact on financial performance. To further explore the intellectual capital of the time variation effects on the financial performance of. VAIC has a significantly negative related effect with operating cash flow. And VAIC has positive related to the ROA lagged by two periods. Here we can only explain that VAIC has the before-post periods influence to the financial performance, but is not each issue has the relatedness.
Other control variables, such as debt ratio and LCAP have time-lagged influence (two periods lagged) on financial performances. In other words, debt ratio affected financial performance only at the period of t and t-1, but all of the time effect is not significant. Another finding is that even if there is a time lag, the relationship between structure of capital and the impact of financial performance is not significant.
Conclusion and Discussion
The main contribution of this paper lies in its exploration of relationship between intellectual capital and financial performance. The proxy variables chosen for financial performance in the current paper include operating cash flow, ROA and market capitalization in 2001 to 2008 in Taiwan. Our results show that the impact of innovation capital on the financial performance is more significant than that of structural capital has a significant influence. It is an interesting feature of listed companies in Taiwan, for mostly as manufacturing enterprises, Taiwan companies prefer bulk orders to client marketing. Taiwan companies are also found to be prone to rely more on government subsidiary to conduct R&D activities and obtain technology advanced from developed economies.
Directions for future research include: First, in addition to financial reports, the authorities should promote the disclosure of intellectual capital reports consisting of intangible assets such as patents, trademark property, and company reputation and so on. As intangible assets bring forth competitiveness for enterprises, a report of intellectual property shall be important for more accurate valuation of companies in Taiwan. Second, the measurement of intellectual capital needs to be further improved; we found that the relationship between structural capital and financial performance remains insignificant. Thus it is necessary to redesign and further improve measurement for structural capital, say, we can integrate employee turnover as a possible proxy for structural capital.
Third, due to space limitation, this paper does not discuss the case of organizational restructuring such as mergers, acquisitions, spinoffs and carve outs. However, as organizational restructuring can influence significantly a company's intellectual capital, we need to pay more attention to the impact of organizational restructuring on intellectual capital in future research.
