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a Mean kinetic energy / unit mass [L2T−2]
b Plume radius [L]
c Speed of sound [LT−1]
g Gravitational acceleration [LT−2]
g′ Buoyancy [LT−2]
h Wall-jet depth [L]
k Turbulent kinetic energy / unit mass [L2T−2]
ℓm Mixing length [L]
p Pressure [ML−1T−2]
r Radial co-ordinate [L]
u Radial velocity component [LT−1]
w Vertical velocity component [LT−1]
z Vertical co-ordinate [L]
zv Geometric virtual origin correction [L]
zavs Asymptotic virtual origin correction [L]
B Buoyancy flux [L4T−3]
Cf Friction factor —
Cp Specific heat capacity (const. pressure) [L
2T−2Θ−1]
Cv Specific heat capacity (const. volume) [L
2T−2Θ−1]
D Viscous dissipation [ML−1T−2]
E Internal energy per unit volume [L2T−2]
I Turbulence intensity —
IB Total buoyancy [L4T−2]
J Heat transfer parameter [L2T−3]
Fr Internal Froude number —
F Froude number —
G Mass flux [MT−1]
Continued on next page. . .
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Table 0.1 – Continued
Symbol Quantity Dimensions
Gr Grashof number —
H Source-boundary separation [L]
Ĥ = H + zavs [L]
J Buoyancy transfer to wall [L2T−3]
K Buoyancy transfer coefficient —
L Length scale [L]
LM Jet length [L]
LQ Source length scale [L]
L Integral length scale [L]
M Momentum flux [L4T−2]
M Molecular weight [M ]
Ma Mach number —
N Brunt-Va¨isa¨la¨ frequency [T−1]
Q Volume flux [L3T−1]
Pr Prandtl number —
R2 Coefficient of determination —
R Boltzmann constant [ML2T−2Θ−1]
Ra Rayleigh number —
Re Reynolds number —
Ri Richardson number —
Ri∆ Gradient Richardson number —
S Pressure integration constant−→
Sp Stratification vector [ML
−4]
T Temperature [Θ]
U Velocity scale [LT−1]
V Volume [L3]
W Internal energy / unit volume [Θ]
Y Heat transfer to wall [MT−3]
Greek characters
α Plume entrainment coefficient —
β Rate of velocity decay in radial wall-jet —
ε Wall-jet entrainment coefficient —
ζ Non-dimensional penetration depth —
Continued on next page. . .
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Table 0.1 – Continued
Symbol Quantity Dimensions
η Density ratio —
κ Coefficient of diffusivity [L2T−1]
λ Heat diffusivity [MLT−3Θ−1]
µ Dynamic viscosity [ML−1T−1]
ν Kinematic viscosity [L2T−1]
ρ Density [ML−3]
σ R.m.s. of velocity fluctuations [LT−1]
τ Non-dimensional filling-time —
τwall Wall shear stress [ML
−1T−2]
ϕ Plume spread ratio —
χ Correlation coefficient —
ψ Cp/Cv —
ω Vorticity [T−1]
Γ Plume Richardson number —
Λ Penetration depth [L]
Π Peak-locking coefficient —
Φ Box aspect ratio = R/H —
Table 0.1: Nomenclature used throughout the thesis
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Subscript Significance
a Standard atmospheric reference
b Co-ordinate normalised on plume radius
e Ambient property
g Based on buoyancy profile
h Co-ordinate normalised on wall-jet depth
m Maximum value of profile
r Radial direction
u Based on radial velocity profile
v Including virtual origin offset
w Based on vertical velocity profile
z Vertical direction
α Entrainment
0 Plume quantity at source
1 Wall-jet quantity at upstream end
Table 0.2: Common subscripts
Acronym Full
lhs Left-hand side
ode Ordinary differential equation
rhs Right-hand side
rms Root mean squared
tke Turbulent kinetic energy
CFD Computational fluid dynamics
DNS Direct numerical simulation
ECL Ecole Centrale de Lyon




LMFA Laboratoire de Me´canique des fluides et d’Acoustique
PIV Particle Image Velocimetry
ZFE Zone of flow establishment
Table 0.3: Frequently used abbreviations.
Preamble
Flows driven by density differences, whether natural or induced by man, surround us
on a wide range of scales. As a density difference is generated by commonly occuring
temperature or salinity differences, these flows are ubiquitous. On the largest scales,
they transport and mix the water in our oceans and air in our atmosphere. At an
intermediate scale, frequently referred to as the mesoscale, the cold outflows which
flow downwards from thunderstorms and impact the ground are a common aviation
hazard. On a smaller scale, the toxins emitted by fire plumes or dense gas releases
are a threat to health.
This work focusses on a continuous, localised release of buoyant fluid from a
horizontal source whose dimension is significantly smaller than the horizontal and
vertical scales of the quiescent, uniform environment into which the flow propagates.
We consider both passive releases, which are only driven by the density difference
between the source fluid and the denser ambient, and forced releases, where the fluid
has source momentum in addition to its buoyancy. In general, these releases give
rise to turbulent plumes, a familiar example being the cloud of smoke and water
vapour seen rising from a chimney stack on a cold, still morning.
The first part of the research presented in this thesis focusses on the freely-
propagating plume. Velocity and temperature measurements are presented which
contribute considerably to the existing experimental data available in the literature.
This data-set is used to validate classical plume theory and make a check of the
experimental set-up so that the subsequent results can be presented with confidence.
It is also possible that this dataset will be used by other researchers to validate
numerical simulations of buoyant flows. The effect of varying the source balance of
buoyancy and momentum upon the plume dynamics is investigated. Measurements
also reveal the development region or ‘zone of flow establishment’.
Frequently, plumes are restricted by some form of confinement, either vertically,
horizontally or both, for example the plumes rising from the occupants of a room.
Whether this restriction takes the form of a solid wall, free surface or density discon-
tinuity, the disturbance to the flow is typically significant. The simplest confining
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boundary is arguably a horizontal surface located some distance H from the source
of buoyant fluid. The horizontal boundary forces the vertical flow to change di-
rection and propagate radially outwards. This type of semi-confined flow can be
frequently observed in the natural world with examples including the impingement
of a fire plume against a ceiling and a plume of volcanic ash with the tropopause.
An investigation into this type of flow, which we refer to as the ‘impinging buoyant
plume’, constitutes the second part of the research.
Plume impingement has not been studied as extensively as jet impingement and
several key questions remain unanswered. For example, how much energy is lost
as the vertical flow is forced to turn and propagate horizontally? What effect does
buoyancy have on the horizontal flow? How does the flow evolve with increasing
radial distance and what is the effect of changing the source-boundary separation?
These are just some of the questions addressed in this thesis guided by the novel
application of highly-resolved Particle Image Velocimetry measurements to this rel-
atively low-speed, buoyant, turbulent flow.
The free and impinging plume studies both employed similar experimental tech-
niques and analysis methods. Statistics of the steady flow were determined from a
highly-resolved data-set. The third part of the research concerns a time-dependent
flow and is of a more qualitative nature.
The complexity of the impinging plume increases considerably when a radial con-
finement is added to the geometry. This restricts the radial propagation of the flow
produced by the impinging plume. The plume is now effectively enclosed and buoy-
ant fluid begins to accumulate within and thereby fill the enclosure, a configuration
known as the ‘filling-box’. While previous work, which we shall go on to review in
detail, has contributed analytical solutions for the density profiles in the enclosure
after a certain time-scale has elapsed, in many applications, such as the spread of
smoke carried by a fire plume in a room, what happens in the early moments of a
confined release following impingement with the horizontal and then vertical bound-
aries, may be critical. This has been overlooked in earlier studies, yet is crucial as
it is during these early transients that the fire is best tackled by fire-fighters.
Visualisations and velocity measurements of these early filling-box transients are
reported. This work provides the first detailed measurements of the velocity field
induced in the filling-box by the turbulent plume during the early transients and
resolves the turbulent structures that comprise the plume outflow.
The experiments which investigated the impinging jet were conducted on thermal
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air plumes in facilities at the Laboratoire de Me´canique des fluides et de l’Acoustique
(LMFA) of E´cole Centrale de Lyon (ECL). Filling-box experiments were performed
on brine plumes in fresh water in visualisation tanks in the Department of Civil
& Environmental Engineering at Imperial College London (ICL). The set of ex-
periments at ECL used a combination of Particle Image Velocimetry (PIV) and
thermocouples to measure flow velocities and temperatures. At ICL, Light-Induced
Fluorescence (LIF) enabled visualisation of a plane through the centre of the axi-
symmetric flow to complement the PIV work. These experiments enabled effective
use of the equipment, techniques and expertise available at both institutions.
The principal objective of this research was to use experimental measurements
to answer questions of importance regarding these impinging flows which remain
unresolved in the literature. Using experimental techniques unavailable to earlier
researchers, the work presented herein makes a substantial contribution to the ex-
isting knowledge of these flows. Free and impinging plumes and the dynamics of the
filling-box flow are studied in detail. Notably, the data gathered are of very high
spatial resolution and provide a resource for those interested by not only the plume
dynamics, but also radial gravity currents and the filling-box.
1 Introduction
1.1 Problem outline
Turbulent buoyant flows are common in geophysical and industrial thermodynamic
processes which disperse contaminants such as a pollutant species or heat. This
thesis addresses three types of progressively more confined buoyant flows shown in
figure 1.1. Buoyant plumes, which may be further classified according to the relative
importance of buoyancy and inertia forces at the source, or locally, are vertical
flows which arise due to a density difference with the environment into which they
develop. This environment may in general be non-uniform, although most of the
work presented in this thesis concerns flows propagating into nominally unstratified
environments.
The first problem of interest is the freely-propagating plume, within which high-
resolution velocity and temperature measurements were made. The source balance
of buoyancy and inertia was varied and the dynamics of the flows with distance
from the source investigated. Attention then turned to plumes impinging against an
impermeable, rough, horizontal boundary, which are analysed by way of a similar
set of experiments. Finally, a cylindrical vertical wall was placed around the plume.
This latter configuration is referred to as the ‘filling-box’, the early transient stages
of this flow being the focus of this work.
1.2 Motivation
The problem of buoyant fluid flows impinging against solid surfaces is of interest
to engineers and academics over a wide range of fields ranging from meteorology to
aircraft and fire safety. This thesis comprises an experimental investigation of the
constituents of this type of flow. The original idea emanated from the problem of
tunnel fires, in which the effects of the geometric confines of the structure dominate
the movement of smoke (Vauquelin & Me´gret, 2002). The source of the fire, a
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a) b) c)
Figure 1.1: Schematic of the three progressively more confined plumes investigated
in this thesis: a) freely-propagating plume (chapter 4), b) impinging
plume (chapter 5), c) filling-box (chapter 6). Straight lines denote solid
boundaries and grey shading the buoyant fluid.
thermal turbulent plume, must be well understood as must the impingement with
the ceiling and walls.
To simplify the problem, free plumes are initially investigated, with the aim of
improving the empirical data-set existing in the literature by acquiring velocity data
at a high resolution. Numerical modellers require experimental data resources to
validate boundary conditions, their multiple free constants and as a means of estab-
lishing if their grids are suitable. The physics of the entrainment process are not
fully understood and there also seems to be a lack of experimental data focussing on
the turbulence in the plume, especially when compared to its non-buoyant cousin,
the jet. In addition, this work aims to confirm the validity, or otherwise, of the as-
sumptions made in deriving the classical theoretical models which have been applied
by scientists and engineers to these flows for many years.
The impinging plume is another fluid flow that appears to have been the focus
of comparatively little experimental attention. As such there are many outstanding
questions concerning the form of the velocity profiles in the radial flow which the
impingement generates. No accepted magnitude of the head loss due to impingement
exists in the literature. Other outstanding questions are addressed in the impinging
plumes chapter. Theoretical models of this flow are in need of a complementary
experimental data set.
The axi-symmetric filling-box, shown schematically in figure 1.1c), is the final con-
figuration studied herein. Baines and Turner’s (1969) filling-box model has provided
the starting point for much work on confined plumes. One of the aspects covered by
the modelling and experiments of their paper was the stratification which develops
in the box at large times. During a fire, it is what happens to the poisonous gases
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in the early moments of the event which determine whether people reach the emer-
gency exits. The stratification at large times is therefore somewhat irrelevant in this
context. The work in this thesis on the filling-box problem focusses on these early
transient events, including the ‘overturning’ of fluid against its buoyancy (Kaye &
Hunt, 2007). Flow visualisation and measurements of the velocity field shed new
light on the problem which other experimental techniques have not captured.
1.3 Objectives
The objectives of the thesis are to:
 acquire a high-resolution set of velocity measurements in free and impinging
turbulent buoyant plumes,
 obtain profiles of mean and fluctuating plume dynamic quantities,
 estimate the extent of the plume zone of flow establishment,
 investigate the development of plume fluxes on the source Richardson number,
 compare the experimental data to classical plume theory, assessing the validity
of the assumptions
 compute the entrainment coefficient in both the plume and buoyant radial
wall-jet,
 estimate the head loss coefficient due to plume impingement,
 obtain a simple expression for the vertical profile of radial velocity in the radial
wall-jet,
 describe the two filling-box mechanisms identified by Kaye & Hunt (2007),
 use vortex tracking techniques to elucidate the difference between the ‘rolling’
and ‘slumping’ mechanisms.
These objectives are achieved by making thousands of high-resolution velocity
measurements using Particle Image Velocimetry (PIV). Temperatures were mea-
sured using thermocouple probes. Data have been analysed to compute key statistics
of the turbulent flow such as the mean velocity components, turbulence intensities
and Reynolds stresses. The classical integral plume and wall-jet models have been
solved numerically using Matlab software. Extensive graphical presentation of the
data is included in the relevant chapter. The filling-box work, which is of a more
qualitative nature, exploited both the PIV technique and visualisation on an axis of
28 Introduction
symmetry. Image processing and analysis enabled measurements of the rise height
of the overturning flow as well as qualitative observations of the bulk fluid motion.
1.4 Orientation
The remaining six chapters of this thesis are as follows. Chapter 2 introduces the
fluid dynamics theory fundamental to the work contained herein. The experimental
techniques and methods, in addition to some of the analysis techniques employed, are
presented in chapter 3. Specifically, the experimental set-ups are described in detail
alongside an introduction to the velocity, temperature and salinity measurement
techniques.
Subsequently, chapters 4-6 contain the results, analysis and key findings. Chap-
ter 4 is dedicated to an experimental investigation of freely-propagating plumes, in
which four different source conditions are studied. The impinging plume and devel-
opment of the resulting radial buoyant wall-jet is investigated in chapter 5. Chapter
6 contains the work on the filling-box problem. Finally, general conclusions drawn
from the experimental results are presented in chapter 7.
2 Fundamentals
This chapter introduces the fundamental concepts and literature relevant to the
problems studied in chapters 4, 5 and 6. Only literature directly relevant to the entire
thesis is addressed in detail, although concepts crucial to an understanding of later
work are introduced. Where a detailed analysis of a certain part of the literature
is required, for example when comparing a theoretical model with experimental
results, the work may be alluded to in this chapter and explored in more detail in
the relevant part of the thesis as indicated in the text.
An outline of buoyancy-driven flows is presented before the non-dimensional pa-
rameters relevant to confined buoyant flows are introduced in §2.2. §2.3 provides
a short introduction to turbulence theory and modelling which is required for an
appreciation of the analysis of some of the experimental results.
2.1 Buoyancy-driven flows
When a density difference between a fluid parcel and its surroundings is present,
a net buoyancy force acts. The line of action of this force is coincident with the
gravitational field and the sense is determined by the sign of the density difference.
If the buoyancy force is sufficient to overcome the retarding viscous forces and dif-
fusive processes, then the fluid element is set in convective motion. Positive density
differences give rise to vertical upward motion, whereas negative density differences
result in sinking.
A modified gravitational acceleration, g′, also known as the ‘reduced gravity’ and
referred to herein as ‘buoyancy’, quantifies the buoyancy force per unit mass. The
densities of the buoyant fluid, the surrounding fluid and a reference fluid are denoted
as ρ, ρe and ρa, respectively. Throughout this work, the reference density is taken
to be the fixed density of the unstratified ambient and therefore ρa ≡ ρe. As in










where g denotes the gravitational acceleration. Note the formulation in (2.1)
requires the vertical coordinate z to increase upwards and therefore g < 0.
From (2.1), we see that an increased density difference results in a higher buoy-
ancy force and that this is in the same sense as gravity if ∆ρ < 0 and the opposite
sense if ∆ρ < 0. Thus a fluid element lighter than its surroundings will tend to rise
whereas a heavier element will sink relative to the ambient.
Any fluid which is relatively dense at the top is ‘convectively unstable’. The
atmosphere is therefore convectively unstable during the day as the ground, warmed
by solar radiation, heats the air from below. Plumes, common to all the flows studied
herein, begin to form as this fluid is transported upwards. Conversely, buoyant radial
wall-jets are stably stratified although it will be shown later that due to cooling from
the horizontal wall, the near-wall region may be convectively unstable.
2.1.1 Governing equations and approximations
The conservation of three thermodynamic quantities form the basis of the simplified
models which will be applied to the buoyant plume and radial wall-jet flows. In this
section, the consequences of some of the essential approximations required by these
theoretical models are examined. These are the low Mach number, Boussinesq and
constant entropy approximations.
To begin with, the governing conservation equations are stated. These can be
found in greater depth in Tritton (1988), Linden (2000) and Cancelli (2005). In






(ρui) = 0, (2.2)





= ∇ · u. (2.3)
it is seen that a non-zero divergence of the velocity field implies a variation in
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In (2.4) p, and µ represent the pressure and dynamic viscosity respectively.
The internal energy per unit volume, E = ρCvT , where Cv and T are the spe-









+D + S. (2.5)
Here, λ is the heat diffusivity, D the viscous dissipation of kinetic energy and S
groups any eventual sources or sinks of internal energy.




= RM , (2.6)
R being the Boltzman constant and M the molecular weight. Re-writing in








Throughout this thesis, the specific heat capacities, Cv and Cp, and the dynamic
and kinematic viscosities, µ and ν are assumed constant with temperature. In reality
all exhibit variation with temperature.
Low Mach number approximation
The speed of sound in air is given by the derivative of the pressure with respect to











where ψ = Cp/Cv.
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where Ma is the Mach number. From (2.10) we see that if Ma≪ 1, then dp/p≪ 1
and the pressure in the equation of state (2.6) may be approximated as a constant.








ρT = constant. (2.12)









where T and Te are the plume and ambient temperatures respectively. This form
is useful to the work herein as it enables buoyancy to be calculated directly from
temperature measurements. However, this approach is only applicable in ideal gases
where the Mach number is low.
The implication of the modified equation of state (2.12) is that under the low
Mach number approximation, changes in density are due entirely to changes in
temperature. The product ρT is constant and therefore the left-hand side (l.h.s.)















(2.14) implies that a non-zero divergence of the velocity field may result from
heat diffusion, source or sink terms and a non-zero dissipation function. Under the
low Mach number approximation alone the momentum and continuity equations
(2.2 and 2.4) remain unchanged.
Boussinesq approximation
The Boussinesq approximation, originally formulated by Boussinesq (1903), consists
of neglecting density differences in the governing equations except in the body force
















where ν denotes the kinematic viscosity. Volume continuity (2.15) requires that













Constant entropy approximation in isobaric systems
Taking the internal energy balance (2.5) and assuming that diffusive effects are
negligible, there are no sources or sinks and the dissipation function is equal to zero,
the constant entropy approximation requires
D
Dt




Assuming that the system is isobaric, p = ρT = constant and therefore this
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implies that the divergence of the velocity field must be zero. From (2.3), if the
divergence of the velocity is equal to zero, it follows that Dρ/Dt = 0 also.
These approximations, implicit in the derivation of the plume equations are tested
experimentally in chapter 4. The plume and radial wall-jet equations are not explic-
itly derived here. A full derivation is contained in Appendices A and B.
2.1.2 Vorticity
The curl of a velocity field results in a rotational quantity which describes the cir-
culation density in a fluid, known as vorticity. Therefore the curl of the momentum


















where ωi = (∇∧ ui) is the vorticity vector.
The sense of vorticity corresponds to the direction of circulation and the conven-
tion of assigning positivity to clockwise vorticity will be followed. Vortex dynamics
will be of importance in the filling-box work of chapter 6, where it is clear that the
dynamics of large eddy structures are a very important aspect of the filling process.
The last term on the right-hand side (r.h.s.) of (2.18) is the baroclinic torque,
a vorticity generating mechanism. This buoyancy-induced vorticity is given by the
vector product of the pressure gradient and the stratification gradient
−→
Sp = ∇(ρ−1).
The baroclinic torque is non zero whenever the vectors of the pressure and stratifi-
cation gradients are not parallel (see Linden, 2000). Figure 2.1 shows the vorticity
generation in a plume qualitatively.
The velocity gradients, represented by the first term on the r.h.s. of (2.18), are
responsible for increases in vorticity due to vortex stretching. In plumes, the buoy-
ancy generates vorticity in the same sense as the vortex stretching by the velocity
gradients. In the buoyant radial wall-jet, the production of vorticity by buoyancy
opposes the vortex stretching due to the velocity gradients, except within the bound-
ary layer. As turbulent entrainment (Turner, 1986) is a mixing process thought to
be dominated by engulfment of fluid by large coherent structures, this provides a
qualitative argument as to why entrainment is enhanced in plumes compared to jets.
Now the non-dimensional parameters which have been used in the setting up of
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Figure 2.1: Illustration of the direction of vorticity generated by the typical mean
buoyancy profiles in a turbulent plume. In the plume, vortex stretching
by the velocity gradient acts in the same direction.
the experiments and analysis as well as the application of several assumptions made
in this work are introduced.
2.2 Non-dimensional parameters
Non-dimensionalisation of the governing equations results in non-dimensional pa-
rameters which may be evaluated to assess the relative importance of different pro-
cesses in the fluid flow. This allows us to characterise the flows and importantly
allows the experimentalist to create reduced-scale flows which are dynamically sim-
ilar to the real flow of interest.
2.2.1 Reynolds number
Non-dimensionalisation of the momentum equations (2.4) results in a parameter
grouped with the viscosity term. This is the Reynolds number, Re, which is a






where U and L are characteristic velocity and length-scales, respectively. A large
Reynolds number results in a small viscous term relative to the inertia term in the
equations of motion. The effects of viscosity may then be neglected in the momentum
equation.
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In most of the flows studied herein Re > 3, 000 which is large enough for the
flow field to be considered turbulent. However, near to the plume source this is not
the case in two of the experiments. In the laboratory, particularly in air due to
its relatively high kinematic viscosity, it was very difficult to achieve high Reynolds
numbers close to the plume source. However, transition to turbulence occurs close
to the source.
2.2.2 Rayleigh number
In contrast, the Rayleigh number, Ra, is a measure of the relative importance of the
destabilising effects which promote convective motions and the dissipative processes





whereH is the vertical scale of interest (herein, the separation between the source
and the point of impingement) and κ the coefficient of diffusion of heat or salt. In





Various values and ranges of values of the Rayleigh number define important
stages of convection in convectively unstable flows. The threshold of motion, where
the buoyancy is just able to overcome the dissipative forces theoretically occurs
at Ra ≃ 657 for Rayleigh-Bernard convection between two parallel plates (Turner,
1979). Experimental work has shown that the laminar motion induced by this weak
convection makes the transition to turbulence at Ra ∼ 106 and that the convection
is fully turbulent and therefore independent of the Rayleigh number for Ra & 1011
(Niemela et al., 2000).
In the impinging plume experiments, care was taken to ensure that Ra > 1011 so
the flow was in the fully-developed turbulent convective regime prior to impingement.
This is the case for most buoyant flows of industrial and geophysical interest and
is an important assumption made in the development of plume theory which we
introduce in chapter 4.
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2.2.3 Richardson and Froude numbers
The Richardson number is applied to a set of non-dimensional groups which char-
acterise the relative importance of buoyancy and inertia in a given flow. This group
appears upon non-dimensionalisation of the plume conservation equations. This pa-
rameter is of importance herein because it provides a convenient way to assess the
effect of differing flux balances on entrainment into the flow. A form of this number,
the ‘plume parameter’ Γ, is used to classify plumes of differing momentum-buoyancy
balances.
Three Richardson numbers are of relevance in this work. The first of these, the
bulk Richardson number, relates the mean quantities averaged spatially over some





Here, L is a characteristic length-scale of the flow, which could be, for exam-
ple, the wall-jet depth or plume width. The Richardson and Froude numbers are
interchangeable and related by




The plume Richardson number, Γ is significant as it enables a categorisation of
the plume as pure, forced or lazy (Morton, 1959; Hunt & Kaye, 2001). The source






























In (2.25), B0,M0 and Q0 are the real (unscaled) source fluxes and α the entrain-
ment coefficient. The jet-length, LM , is the vertical scale over which the source
momentum flux dominates the buoyancy-generated momentum flux. Larger LM ,
therefore corresponds to increased source forcing. The source length-scale, LQ, is
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directly proportional to the source radius. In general the plume Richardson number










Where Γ > 1 the plume has a deficit of momentum flux and is classified as ‘lazy’.
Conversely, where Γ < 1, the plume has an excess of momentum flux and is classified
as ‘forced’. The pure plume has a constant Γ = 1 at all heights in an unstratified
environment.
In stratified flows, of which the buoyant radial wall-jet is an example, another
non-dimensional parameter of interest is the gradient Richardson number Ri∆. Qual-
itatively this is local ratio of the turbulent suppression by buoyancy to turbulence
production by shear. Ri∆ thus depends on the cross-stream velocity and buoyancy


















Note that if the stratification is convectively unstable, N2 < 0, N is imaginary
and Ri∆ < 0 and has little physical meaning. The gradient Richardson number will
be used in the work on the buoyant radial wall-jet in order to assess whether the
stratification in the wall-jet is sufficient to dampen the turbulence.
2.2.4 Pe´clet number
The Pe´clet number, Pe, results from the non-dimensionalisation of the advection-
diffusion transport equation, and measures the relative magnitude of these two pro-





The flows studied in this thesis are all in the high Pe´clet regime, Pe ≫ 1 and
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therefore molecular diffusive processes are regarded as negligible.
2.2.5 Prandtl number
The Prandtl number, Pr, may be substituted into many of the relations defined in
this section. This group is the ratio of the momentum diffusivity via the kinematic





This number is invariant in each set of experiments and takes the value Pr ≈ 0.7
for heat in air and Pr ≈ 700 for salt in water.
2.3 Turbulent flow
In chapters 4 and 5 a comprehensive statistical analysis of the flow fields in turbulent
buoyant plumes and radial wall-jets is presented. In this section some fundamental
turbulence theory is outlined.
2.3.1 Velocity segregation
In order to analyse steady turbulent flows, the flow field is decomposed into a mean
and a fluctuating component. The instantaneous velocity u(t) (or pressure or den-
sity) is then the sum of the time-averaged mean velocity, u and a departure from
that mean u′:
u = u+ u′. (2.31)
Significantly, the fluctuating component is such that its temporal average is nec-
essarily zero (u′ = 0). However, the variance of the fluctuating component, σ2 = u′2,
is non zero and gives a measure of the magnitude of the velocity fluctuations. This
can be used to define the turbulence intensity, I, which is simply the ratio of the







If the velocity and pressure terms in the equations of motion are replaced by the
sum of a mean and fluctuating component and then averaged over time using the



















The penultimate term on the r.h.s. of (2.33) denotes the stress which the fluctuat-
ing velocity components exert on the mean flow, the so-called Reynolds stresses. In
this work, only the Reynolds shear stresses, u′iu
′
j with i 6= j, are considered because
this is of importance in the cross-stream transport of momentum, and therefore
entrainment.
2.3.3 Turbulent length scales
Turbulent length scales are estimated from the experimental data-set in chapter 4.
Of particular interest to this work are the integral length scale, L and the mixing
length ℓm. The integral length scale characterises the size of the largest energy-
carrying eddies in the turbulence (Tennekes & Lumley, 1972). The mixing length
requires the adoption of a turbulent viscosity model.
Integral length scales
The integral length scale is computed from the cross-correlation of the velocity com-
ponents in the flow field. If u1 and u2 are parallel velocity components at two
different points (r1, z1) and (r2, z2) at the same instant in time, then the spatial cor-
relation coefficient, χ, between them can be computed. The correlation coefficient
reduces with increasing distance from a maximum of χ = 1 at (r1, z1) to χ = 0 far
from this point, where u1 and u2 are uncorrelated. Negative values of χ are possible
and correspond to negatively correlated velocities.
Normalising the velocity correlations in each direction on the mean-square of the







; |f |, |g| ≤ 1. (2.34)
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The longitudinal autocorrelation function, f , takes a maximum value of f = 1







The integral length scale is of interest to this work because turbulent entrainment
is thought to be dominated by engulfment of ambient fluid by the largest turbulent
structures in the flow (Turner, 1986) (see §2.4). With a finite grid of points output
from a numerical simulation or PIV experiments, the integral in (2.35) is unobtain-
able and L is estimated using the commonly applied hypothesis that the decay of
the correlation coefficient in space is approximated by an exponential curve of the
form
f(r) = e−r/Λ. (2.36)
The measures of the integral length scale made in this thesis assume that L ≈ Λ.
Mixing length and turbulent viscosity
Free-shear flows such as turbulent jets and plumes are flows to which the turbulent
viscosity hypothesis can be reasonably applied (Pope, 2000). In a simple shear flow











where νT is the turbulent viscosity. The stream-wise gradient of the cross-stream
velocity, ∂u∂z , is negligible compared to the
∂w
∂r term (Pope, 2000) and therefore the
model will be applied using the approximate relation
u′w′ = −νT ∂w
∂r
. (2.38)
According to this model, turbulence exerts an effect on the mean flow similar
to that of molecular viscosity. Prandtl’s mixing-length model relates the turbulent








in the case considered herein. Substituting for the turbulent viscosity from (2.39)
into (2.38), an expression is obtained which relates the mixing length to the Reynolds








The two quantities will be estimated and compared from PIV results in chapters
4 and 5 as if ℓm ≈ L , then the mixing length model may be reasonable applied to
plumes.
2.4 Entrainment
Turbulent plumes and wall-jets, described in some detail in later chapters, are shear
flows which entrain by means of turbulent mixing. Entrainment is of considerable
importance because it determines the evolution of flow width and volume flux, di-
rectly affecting contaminant concentrations as well as the dynamics of both the
environment and the flow. Some previous work is quoted herein, but for a substan-
tial introduction to the topic, the reader is referred to Turner’s (1986) comprehensive
review paper on the entrainment assumption.
Entrainment is a complex physical process. However, it is generally accepted that
ambient fluid is captured by an engulfing by large-scale turbulent eddies and then
mixed throughout the plume by smaller scale turbulence (Turner, 1986). The now
classic entrainment model is attractive because it enables a complex turbulent pro-
cess to be modelled by a very simple relationship between two local time-averaged
orthogonal velocities. The hypothesis simply relates the mean time-averaged lo-
cal cross-stream entrainment velocity across a turbulent shear layer, uent, to the
perpendicular mean characteristic stream-wise velocity, w at the same cross-stream
location via the relationship
uα = αw (2.41)
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where α denotes the entrainment coefficient. This relationship, originally pro-
posed by G.I. Taylor in 1945 and formally introduced by Batchelor (1954) and Mor-
ton, Taylor & Turner (1956), has been shown to provide a simple yet satisfactorily
turbulence model for this entrainment process over a wide range of scales, from the
laboratory to volcanic plumes.
For the hypothesis to be valid, the velocities must be averaged over a time that
is significantly larger than the time-scale of the turbulence, or ‘eddy turnover time’
(Woods, 2010). In plumes and jets, the velocity scale may be the maximum centre-
line vertical velocity, wm, or more frequently the velocity spatially-averaged over
the flow cross-section wt. This ‘top-hat’ model, applied frequently to plume and jet
models, assumes that the velocity is constant and uniform within the plume and
zero outside. The difference between the actual and top-hat profiles is illustrated in
figure 2.2 (Turner, 1979).
The numerical value of the entrainment coefficient cannot be predicted by theory
and must be estimated by experiment. It is sensitive to the choice of flow boundary
and to the form of the velocity profiles considered. The boundary used to determine
α is arbitrary and in general, the further from the position of maximum velocity
it is taken to be, the larger the value of α. In plumes and jets, the entrainment





(Hunt & Kaye, 2001).
Herein, the entrainment coefficient has been estimated from the PIV data using
a flux method in addition to a simpler boundary argument. These are detailed in
chapters 4 and 5.
Experimental work has shown that α is greater in plumes than in jets (Ricou
& Spalding, 1961) and that it increases with the square root of the local density
difference ∆ρρ . This indicates that plumes entrain more ambient fluid for a given
vertical momentum flux. The mechanism which allows the enhanced entrainment
is the generation of vorticity by the buoyancy. Morton (1965) developed an argu-
ment based on the increased local Reynolds stress to explain this dependence of the






Figure 2.2: Schematics of (a) a Gaussian velocity profile characterised by a maximum
centre line velocity, wm and radius b. (b) The top-hat equivalent of profile
(a), with a spatially-averaged uniform velocity wt.
2.5 Summary
In this chapter fundamental fluid dynamical concepts crucial to understanding of
the later work have been introduced. The governing equations and some of the ap-
proximations which allow their simplification and subsequent use as building blocks
of the plume model have been detailed. Non-dimensional parameters, important in
the design of the experiment and analysis of the results, have also been approached.
Aspects of turbulent flow important to the later evaluation of turbulent dynamic
quantities and length scales were reviewed, as was the entrainment hypothesis. The
next chapter details the experimental and analysis methods.
3 Methodology
This chapter describes the experimental and analytical methods employed. In order
to meet the objectives outlined in chapter 1, which include measuring the head loss
at impingement, studying the development of the radial flow and understanding the
early transients of the filling-box flow, measurements of the velocity and density fields
in addition to visualisation techniques for qualitative observation were required.
Two different complementary laboratory set-ups were designed. The experiments
on free and impinging buoyant plumes, presented in chapters 4 and 5, were performed
on thermal plumes rising in an ambient air environment. This was to enable mea-
surements to be made on the stationary plume over long time periods, which is not
possible in an aqueous medium. In contrast the filling-box experiments, reported
in chapter 6, were performed on brine plumes in water. The latter is a valid ap-
proach provided that density differences are small and therefore that the Boussinesq
approximation applies.
The experimental set-ups are described in detail, with a particular focus on the
challenge of delivering constant source conditions in §§3.1 and 3.2. The experimental
techniques employed in this research are then described, detailing the modifications
made to appropriate these techniques to our experiment. In §3.3, we describe how
visualisation by means of the Light-Induced Fluorescence (LIF) technique was ex-
ploited in order to observe the flow structure.
In §3.4, Particle Image Velocimetry (PIV) and its application to the low-velocity
air and water flows of interest is introduced. The two set-ups were similar and for
this reason the focus will be on the application of PIV to the air experiments. Any
major differences between the two set-ups are detailed. The cross-correlation and
post-processing steps are necessarily included as they are essential to estimating the
quality and reliability of the velocity data.
The chapter continues with a description of the two types of density measure-
ments made during the experimental campaign. §3.5 outlines how temperature
measurements in air were made and how the density and volume flow rate of plume
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fluid were measured in order to control the source conditions. Sufficient detail of the
experimental programme has been provided so that an independent researcher could
repeat and extend the experiments and their analysis, learn from the problems and
limitations and eventually improve on this work.
3.1 Thermal plumes in air
3.1.1 Overview
Heated air was injected vertically via a nozzle into a still, unstratified ambient. A
horizontal wooden board, 1.5m square in plan and 18mm thick formed the bound-
ary in the impinging set-up. Velocities and temperatures were measured in separate
campaigns, as simultaneous thermocouple acquisition would have seriously com-
promised the quality of the PIV data. The incense used to seed the plume fluid
for velocimetry leaves a residue on thermocouples, increasing their response time,
whereas the reflections generated by the laser light on the thermocouple material
would have resulted in unacceptably poor PIV images.
The injector employed was adapted specifically for this study and was thus able
to deliver air to the environment at a maximum flow-rate of 62.5l/min and with
a temperature in the range 288 - 408K, allowing experiments over a wide range of
source conditions ranging from lazy (Γ0 > 1) to highly forced (Γ0 ≪ 1) plumes.
PIV was employed to measure the flow velocities and thermocouple arrays to record
temperatures. As reliable turbulent statistics were a requirement, 3,000 velocity
fields per experiment were acquired at 4Hz. Temperature measurements were made
at 10Hz for 180 seconds. These acquisition frequencies were determined by the limi-
tations of the available hardware available and the response time of thermocouples.
The averaging time was determined such that each experiment could be completed
in one day, minimising changes in atmospheric conditions to which the experiment
was sensitive. A schematic overview of the experimental set-up is presented in figure
3.1.
3.1.2 Location
The principal challenge of experiments on thermal plumes in air is to eradicate, or
at least minimise, unwanted air motions generated by convection from solar heating,













Figure 3.1: A schematic diagram of the PIV experimental set-up to study free and
impinging thermal plumes of air.
closed, dark, window-less enclosure of dimensions 10m × 7m floor plan and 5m in
height, to isolate them from ambient air currents. Thermal insulation was applied
to the one wall of the enclosure which communicated with the external environment.
This minimised convection currents generated by temperature differences between
the atmosphere and building environment.
As laboratory equipment and the human experimentalist also generate unwanted
air movements by convection and advection, the experiment was set up so that
the operator and as much of the equipment as possible were located outside of the
enclosure leaving solely the laser and camera inside. These devices give off heat and
contain micro-fans and so were housed in plastic sheeting in an attempt to isolate
them as much as possible.
After making adjustments to the experiment such as moving and focussing the
camera and checking the flow parameters, the door of the enclosure was closed and
air in the room allowed to settle for 10 minutes, a time-scale over which residual air
movements dissipated.
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3.1.3 Control of experimental parameters
Air was supplied to the nozzle from a 6bar-rated remote compressor able to provide
a constant volume flow rate for a duration of at least 12 hours. At the upstream
end of the tubing, a single-stage diaphragm pressure regulator kept the pressure of
the supply constant at 2bar for all experiments. This was the calibration pressure
of the mass flow rate meter used to control the supply of air to the experiment. All
of these apparatus were inter-connected by plastic tubing and airtight joints.
The mass flow-rate meter was calibrated, using a household gas meter, up to
250l/min (at standard atmospheric conditions of 1bar and 273.15K), well in excess
of the maximum flow rates required. An electronic control system with digital
output allowed the mass flow rate to be controlled at increments corresponding to
approximately 0.1l/min in volumetric terms. An electronic feedback system ensured
that the volume flow rate fluctuated by a maximum of ±0.25l/min (≈ 1-5%).
Determining the source conditions
Atmospheric pressure was monitored by a portable weather station, enabling vol-
ume flow rate at the source to be calculated from the ideal gas law (2.6). Ambient
temperature was also monitored continuously over the course of the experiment to
determine the extent of any developing stratification in the enclosure. The temper-
ature at the nozzle exit was also monitored to ensure constant source conditions.
3.1.4 Injector & nozzle
An electric copper coil across which a maximum voltage of 250V was applied heated
the air at the upstream end of the injector. The majority of the experiments required
a voltage of approximately 220V. Thermocouples positioned over the nozzle showed
the temperature to vary by as little as 5K from the nozzle boundary to the source
centre. Typical temporal variation was ±2K, 1% in terms of density difference, over
the course of each experiment.
The air supplied to the experiment passed through a porous ceramic cylinder
through which 10m of copper wire was wound. This element heated the air to over
600K. Heat transfer from the injector to the environment limited the maximum exit
temperature to approximately 400K.














Figure 3.2: Schematic showing a) the hot air injector employed in the thermal plume
experiments and b) the nozzle through which brine was supplied to the
filling-box experiments.
heated and seeded (§3.4.2) airflow. Shortly downstream of the diffuser and up-
stream of the contraction, the flow was fed through a turbulence-generating grid in
an effort to induce turbulence.
A period of a couple of hours was required for the experiment to reach a state of
thermal equilibrium and a stable temperature to be established at the nozzle exit
for a given potential difference. The source conditions were varied principally by
changing the nozzle diameter. Four annular diaphragms were fitted to the nozzle
exit with diameters of 68mm, 50mm, 30mm and 10mm, corresponding to increasingly
forced plumes. Figure 3.2a) shows a schematic of the plume injector.
3.2 Saline plumes in water
3.2.1 Overview
The filling-box experiments employed both flow visualisation and PIV. The exper-
imental set-up was submerged in a larger visualisation tank of square plan 1.25m











Figure 3.3: A schematic diagram of the PIV/LIF experiments used to study the
filling-box flow with brine in fresh water.
high and a glass cylinder of diameter 24cm and height 45cm served as the model
filling-boxes. The experiment was illuminated from below to avoid laser reflections
from the curved cylinder walls. The set-up is shown schematically in figure 3.3.
In contrast to the thermal plume experiments described above, unwanted con-
vection was not a major problem in a self-contained water tank. The only check
required was a verification that the plume and ambient fluids were at the same tem-
perature, which was always 293K ± 1K, and that the ambient was quiescent and
uniform.
The first step in the experiment was to batch sufficient brine, approximately
10l per experiment, at the required density. The brine was then transferred to a
reservoir, to which the pump supplying the experiment was connected. Into this
reservoir, 5ml of seeding mixture (see §3.4.2 for details) were added. Agitation of
the reservoir ensured that particle settling was avoided.
The cylinder and tank were filled with ambient fluid. In the visualisation experi-
ments this was fresh water and to optimise image quality for PIV, an ethanol-alcohol
mix of identical refractive index to the brine was batched.
Prior to each experiment the cylinder was emptied and a new ethanol/water
ambient mixed, the density being measured by a densitometer (see §3.5 for details)
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on 10ml samples taken by syringe. Once the desired density was achieved to the
accuracy of the densitometer (10−4g/cm3) a tablespoon of seeding particles was
added to the ambient and vigorously mixed to ensure a uniform concentration. The
ambient was then allowed to settle over a 20-minute period. This period was the
maximum allowable settling time which did not result in significant particle settling
in the ambient. This process was repeated for each experiment.
3.2.2 Source conditions
As the densities of the ambient and plume source fluids were constant, the plume
source conditions were changed by varying the volume flow rate. A highly accurate
Ismatec gear pump, was used to deliver the required volume flux to the experiment.
The ramp-up time of the pump is less than 1/24s and therefore an effectively constant
source volume flow rate is achieved. This pump is rated to supply fluid at a rate in
the range 0.038 - 3.840l/min.
3.2.3 Nozzle
The nozzle was connected to the reservoir by silicon tubing. A sand filter prevented
specks of dirt or other contaminant passing into the experiment, which would have
compromised PIV images. Upstream of the nozzle exit, several fine grids acted as a
pressure drop whose purpose was to minimise the exchange flow between the nozzle
and ambient during the settling period. The diameter of the nozzle exit was 13mm.
This nozzle is shown schematically in figure 3.2b).
3.3 Light-Induced Fluorescence
Light-Induced Fluorescence (LIF) is a planar visualisation technique, well docu-
mented in the literature (see Papanicolaou & List (1988)), which exploits the fluo-
rescence properties of a solute. It may also be used to indirectly measure concentra-
tions. The solute, sodium fluoroscein, predominantly emits light in the green part
of the spectrum. The concentration of fluoroscein required was so small (0.005g/l)
that its addition did not appreciably alter the density of the saline solution.
The light-sheet entered the centre of the cylinder from below while the rest of
the tank was blacked out. This sheet diverged as it travelled through the tank,
but remained under 3mm thick in the visualisation plane. A CCD digital camera,
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Figure 3.4: Example of an LIF image from an axi-symmetric filling-box experiment
showing a large leading vortex to the left and the plume centreline at
the extreme right. In this inverted image, the dark areas denote buoyant
fluid.
positioned normal to this plane, filmed the experiments at a sampling rate of 12
frames per second.
Images were acquired using the image analysis software DigiFlow 2.0 (Dalziel,
1993) and processed using Matlab. Figure 3.4 shows a typical processed image in
which the light intensities of the original raw image have been stretched to improve
clarity.
3.4 Particle Image Velocimetry
Particle Image Velocimetry (PIV) is an established non-intrusive, optical technique
for the measurement of flow velocities on a plane. Although in use since the 1970s,
the advent of the CCD digital camera and double-pulsed laser systems, allied with
increasingly sophisticated cross-correlation algorithms and huge advances in comput-
ing power have made PIV a reliable and practicable technique for the determination
of high spatio-temporally resolved velocity fields. Excellent introductions and re-
views of the PIV technology and techniques are given by Raffel et al. (1998) and
Westerweel (1997). Here, the fundamental principles of this widely-used velocime-
try technique and the adaptations required for successful application in low-speed
thermal or saline, plume and boundary-layer flows are outlined.
PIV requires the determination of particle displacements between two images
separated by a time interval, which is typically of the order of microseconds. The
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image must be calibrated beforehand so that the size and location of each pixel are
known. Once the particle displacement is determined this is divided by the time-
step between the two images resulting in a velocity. Image pairs are acquired and
divided into ‘interrogation areas’, whose form and size may be altered to suit the
application of interest. These areas must contain sufficient particle images for the
key step of statistical cross-correlation necessary to calculate the displacement and
hence the velocity of the interrogation area between the two images.
Radial and vertical velocity components were measured on a plane (2D2C PIV).
This set-up required one camera to be placed perpendicular to the measurement
plane. Azimuthal velocities were not measured as there was no net swirling compo-
nent.
The fluid flow was seeded with nominally neutrally buoyant particles. This is
crucial so that the motion of the particles is representative of the mean motion of
the fluid elements. When illuminated, each particle must scatter sufficient light for
the CCD camera device to record an increase in light intensity and therefore an
image of the particle, whose optimal diameter should ideally slightly exceed one
pixel. The seeding concentration must be neither so high as to result in image
saturation, nor so low that there are insufficient particles in each interrogation area
to perform a reliable correlation.
Optimisation of the time-step between image pairs is essential to successful PIV.
Excessive shortening of the time-step incurs large experimental error bounds whereas
too long between successive images results in many particles entering and leaving
the measurement plane and therefore poor statistical convergence.
3.4.1 Equipment
PIV systems comprise a light-sheet generator, camera, synchroniser, trigger and
image acquisition cards. As the particles are usually small and must scatter a
quantity of light sufficient to be recorded by at least 1 pixel of a CCD camera,
continuous lasers are not powerful enough and pulsed lasers are used instead. The
cameras must have the capability to acquire two images at very short intervals before
sending the data to storage. Finally, a computer, software and a signal generator
are required to control and synchronise the camera and lasers.
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Equipment Details
Laser (LMFA) NewWave Solo PIV III Nd:YAG, 50mJ, 5ns pulses
Laser (ICL) Litron LPY-602 Nd:YAG, 100mJ, 8ns pulses
Camera (LMFA) PCO Sensicam, 12-bit CCD, 1.3Mpx
Camera (ICL) Dantec FlowSense 2M, 8-bit CCD, 1.9Mpx
Trigger National Instruments signal generator
Acquisition (LMFA) LaVision DaVis 7.2
Acquisition (ICL) Dantec FlowManager
Processing software LaVision DaVis 7.2
Table 3.1: The equipment which comprised the PIV systems employed at Imperial
College London (ICL) and Laboratoire de Me´canique des Fluides et de
l’Acoustique (LMFA).
Figure 3.5: A photograph showing the laser light sheet illuminating a section through
the impinging plume, which has been heavily seeded with incense for
illustrative purposes.
Laser
A neodymium-YAG laser (Nd:YAG), frequently employed in PIV practice, was used.
This laser uses a frequency doubler to discharge a third of its energy at the 532nm
wavelength (green light). Successive pulses may be separated by only a few microsec-
onds, far shorter than the minimum time required for a laser cavity to recharge.
Therefore, two independently-triggered laser cavities are required.
The system used in air was capable of a maximum acquisition frequency of 4Hz,
whereas that employed in the water experiments could acquire at up to 15Hz. The
components of the two PIV systems used are summarised in table 3.1.
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Light sheet
The laser beam is passed through a semi-cylindrical lens, creating a diverging two-
dimensional light sheet. The lens could be adjusted so that the sheet is focussed
on the area of interest and its thickness kept to a minimum. In these experiments,
the furthest measurement plane was over 1m from the lens, a distance over which
significant diffraction can occur. The maximum light-sheet thickness was 3mm.
Camera
The sensor in a CCD camera comprises an array of pixels. Pixels are of the order
of 10µm square which corresponds to 100 pixels/mm. Increasing the number of
pixels allows more velocity vectors to be computed, with, however, the disadvantage
of increased processing and memory requirements. The camera specifications are
listed in table 3.1.
3.4.2 Seeding
Velocity measurements were required in both the ambient and plume fluid in both
sets of experiments. Both fluids were therefore seeded. The air ambient was seeded
using a theatre smoke generator which filled the whole enclosure with approximately
spherical 1µm polyethylene glycol particles. Over a 10-minute period, the release
of smoke spread to fill the enclosure uniformly, all motion induced by the initial jet
of smoke was dissipated and acquisition of data could begin. Approximately one
smoke injection per hour seeded the ambient sufficiently.
The plume fluid was seeded with incense as glycol degrades at high tempera-
tures. Ideally, both flows would have been seeded with the same substance, but it
was impractical to seed the entire enclosure with incense for safety and cost rea-
sons. Commonly used seeding particles with arguably better optical properties,
such as olive oil droplets, could not be used because of their flammable nature. In-
cense particles are somewhat large and irregular in comparison, however analysis
of the PIV images show that the light-scattering properties in our experiment were
approximately equal and the signal-to-noise ratio of the cross-correlation peak was
independent of the seeding material. This indicates robust and reliable experimental
data.
In order that the concentration of incense particles in the flow could be varied to
optimal levels for PIV, a by-pass was incorporated into the air supply to the nozzle.
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A stick of incense was burned in a vessel of height 1.3m and diameter 1m. Most
of the air by-passed this container, but some was diverted via the vessel and mixed
with the clean air downstream of the heating coil. The resulting seeding system
proved very successful.
In water, the absence of heat and the comparatively small volumes of fluid re-
quired made seeding less problematic. Both the saline plume and ambient fresh
water were seeded with polystint spheres, a by-product from the plastics industry.
Selected based on their median diameter of 11 µm, these particles were nominally
neutrally buoyant in the water/ethanol solution, their settling time in the experi-
mental geometry being many orders of magnitude longer than the duration of each
experiment.
3.4.3 Difficulties
The distance from the camera to the measurement plane was determined by a trade-
off. Positioning close to the plane improves both the resolution and quality of the
PIV. However, in order to capture data over the required radial and vertical extent,
problematic and costly re-positioning of the camera was required. We decided upon
a compromise of 8 separate fields. of view and spatial resolution of 1mm, obtained
by a camera - laser plane separation of 80cm.
Each field of view measured approximately 110mm × 90mm and successive fields
overlapped horizontally by 20-30mm. The duration of each acquisition was 12.5
minutes. Setting up the next experiment, which principally consisted of camera re-
positioning and re-alignment required a further 20 minutes and each case therefore
took approximately 4 hours to complete allowing completion comfortably within one
working day.
Light reflections from the bounding surface are a problem whenever one attempts
to employ PIV close to boundaries. We minimised these by painting all surfaces,
specifically the wooden boundaries, as well as the nozzle exists, with matt black
paint and keeping the laser power as low as possible without compromising the PIV
results.
3.4.4 Processing
To obtain a high resolution of data, interrogation areas had a dimension of 16 × 16
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Figure 3.6: A histogram of velocity magnitude exhibiting the whole pixel displace-
ment bias characteristic of peak-locking, reproduced from Christensen
(2004). The vertical scale plots the probability density function and the
horizontal axis the displacement in pixel multiples.
0.7mm and a velocity field of 160 × 128 vectors for each field of view.
In order to record sufficiently large particle images for PIV processing at 16 ×
16 pixels and to minimise peak-locking (see 3.4.5), the measurement plane was split
into various fields of view with the 3,000 image pairs acquired sequentially. Clearly,
it would have been preferable to keep the number of fields even lower, however peak-
locking quickly became a problem as the field of view was enlarged (see §3.4.5).
Although significantly more expensive computationally, analysis showed that the
highest-quality correlations were obtained with circular interrogation areas. LaVi-
sion’s DaVis 7.2 software was used to perform the PIV correlation.
3.4.5 Measurement quality
Both the reliability and the precision of data acquired using PIV may be assessed by
computing some simple statistics of the data obtained following the cross-correlation.
Firstly, a good indicator of the reliability of the data may be gained by finding the
percentage of velocity vectors which post-processing algorithms deem to be spurious.
In our work we have applied three criteria to the data to flag up such cases. The
most important concerns the signal to noise ratio of the cross-correlation. If this
was found to exceed 1.2, the vector was rejected. This value is commonly applied
in PIV practice (Christensen, 2004).
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Secondly, vectors were eliminated if their magnitude exceeded the average of
its eight nearest neighbours’ by 3 times. These were then replaced with the next
strongest correlation if it adhered to these criteria. If not, the spatial point was
removed from the computation of mean and turbulent statistics. The percentage of
rejected vectors always lay in the range 1-4%, indicative of a high quality data-set.
Peak-locking
Modern PIV processing algorithms use sub-pixel methods, which output displace-
ments accurate to 1/10th of a pixel, resulting in an order-of-magnitude improvement
in precision. A common source of systematic bias in PIV measurement is known
as peak-locking, where whole pixel particle displacements are favoured by the pro-
cessing algorithms. Christensen (2004) has shown that while this may not have an
impact on the mean flow statistics, it wreaks havoc with the turbulent statistics
obtained from ensembles of PIV data.
Peak-locking occurs when the particle images are too small, typically one pixel
or less in diameter. The problem may be mitigated by increasing the light intensity,
blurring the particle images by a slight de-focussing of the camera, or simply by
moving the camera closer to the measurement plane. An average particle diameter
of 1.5 pixels virtually eliminates peak-locking and, in combination with a robust sub-
pixel algorithm, gives particle displacements accurate to a tenth of a pixel diameter.
Plotting a histogram of the normalised particle displacement in a vector field
quickly reveals the extent to which peak-locking is present. If peak-locking is severe,
as in the histogram shown in figure 3.6, displacements are concentrated around
the integer pixel values, or zero and one in the normalised case. There is no widely
accepted method of quantifying peak-locking and the method presented in LaVision’s
DaVis software manual was employed. The peak-locking coefficient, Π, is calculated
hence
Π = 4(0.25 − Ξ), (3.1)
where Ξ is the centre of mass of the particle displacement histogram. If peak-
locking is absent, Π = 0, as Ξ = 0.25 and if all of the displacements are whole
pixel multiples, then the centre of mass of the histogram is located at Ξ = 0 and
Π = 1. It is accepted that peak-locking is at an acceptable level if Π < 0.1.
Throughout these experiments, Π < 0.05, allowing a confident statement that the
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particle displacements are accurate at the sub-pixel level.
Measurement accuracy
Having determined that the PIV data is accurate to the sub-pixel level, the error in
velocity measurements may be computed. Given that the mean pixel size is approx-
imately 1.4mm, displacements are accurate to ±0.14mm. The time-step between
laser pulses was varied to suit the flow velocities in each field of view (§3.1). For
example, in the plume measurements, the time-step increased with vertical distance
from the source, reflecting the decreasing mean velocities. The average time-step
was 2ms and consequently the accuracy of the measured velocities is ±0.07m/s. Due
to the approximately linear increase in time-step with distance from the vertical axis
of the plume, the percentage error remains effectively constant at ±5%.
3.4.6 Experimental particularities
PIV is an optical method which relies on high image quality. The experiments
with buoyancy necessarily require two fluids with different densities. Increasing the
density by adding salt to fresh water produces a significant change in refractive index
with detrimental consequences for image quality. This was not a problem in the air
experiments.
An image containing fluids of different refractive indices may be blurred over
a significant part of the field of view as it is not possible to simultaneously focus
on both. Brine has an increased density and refractive index compared to fresh
water and therefore an ambient with increased refractive index was required. Solu-
tions of ethanol and water are ideal for this purpose and therefore constituted the
environment of the filling-box experiments. Crucially, mixing two different fluids
of identical refractive index does not change the refractive index. Hannoun et al.
(1988) give a thorough description of this method which they adopted to perform
PIV measurements across a sharp density interface.
3.5 Buoyancy Measurements
The buoyancy of saline plumes is limited in water by the aqueous solubility of sodium
chloride. The filling-box experiments were all performed with an identical source
reduced gravity of g′ = 0.21ms−2. In contrast, a much higher source buoyancy
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was achieved using thermal plumes in air – a maximum temperature of 408K cor-
responding to a density difference of over 40% and g′ = 4.1ms−2. At these levels,
non-Boussinesq effects are important and we use the length scale of Woods (1997)
(see chapter 4) to estimate the vertical extent over which these effects are important
as 10cm.
3.5.1 Temperature
Temperature data were acquired in order to estimate the reduced gravity of the
buoyant free and impinging plumes. The experiments were repeated with identical
source conditions and temperatures measured over an identical domain to the PIV
measurements.
Due to hardware limitations and the fact that these are point as opposed to planar
measurements, both the averaging time and spatial resolution were reduced in order
to complete each experimental case within a working day. Inox thermocouples were
selected because their rigidity improves positioning accuracy. Thirty probes were
aligned in a horizontal rake at a 1cm spacing.
The horizontal rake was mounted on a rail system enabling movement in three
directions to millimetric accuracy. Probes were programmed by the National In-
struments software Labview to acquire data at the manufacturer’s advised maximum
frequency of 10Hz. At each vertical position temperatures were measured for a dura-
tion of 180s. The rake ensemble was then carefully repositioned to the next vertical
coordinate. Alignment with the PIV laser was used to ensure that the thermocouple
probes were positioned in the velocity measurement plane.
3.5.2 Salinity
Saline solution densities were measured using an Anton Paar resonating densitome-
ter. These densities were not measured during experiments. Significant disturbances
to the flow would have occurred in attempting to measure densities directly. Quali-
tative density information is obtained from the LIF visualisation techniques (§3.3).
3.6 Data analysis
Many terabytes of raw data were acquired in the experimental programme outlined
above, and data management was not a trivial task. Using a variety of analysis tech-
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niques, the raw data has been analysed to calculate quantities that are of physical
significance. This section outlines these analysis methods.
3.6.1 PIV - steady flow
Statistics of the mean and fluctuating flow components were derived from the 3,000
velocity fields obtained at each field of view. To ensure that the data-set was suf-
ficient to reliably compute mean statistics, figure 3.7 illustrates the statistical con-
vergence of the mean from a point taken from the radial outflow of the impinging
plume data and indicative of the PIV results presented in chapters 4 and 5. The
mean velocity computed with n points, un, normalised by the mean velocity com-
puted with 1,000 data points, denoted u1000 is plotted against n. The plot shows
that un/u1000 tends to 1 in the range 400 < n < 600, indicating high reliability of
the mean data computed from 3,000 velocity measurements. However, it is generally
accepted that 104 velocity fields are required to reliably compute turbulent statis-
tics. All quantities presented herein, whether mean or fluctuating, are computed
from 3,000 instantaneous velocity fields.
Mean and turbulent kinetic energies per unit mass were computed directly from
the first and second statistical moments of the data-set. Quantities involving deriva-
tives, such as the Reynolds stresses, were computed using three-point central dif-
ferences. All of these computations were executed by the LaVision software and
compared to the author’s Matlab code for verification. An excellent example of the
processing and analysis of turbulent measurements from a PIV data-set is given by
Piirto et al. (2003)
The integral length scale, L , was estimated by computing the spatial correlation
of the two velocity field components at every point in the domain and then applying
(2.36). This calculation is computationally expensive, and was therefore executed
with the mean and variances of the velocity field re-calculated from 1,500 velocity
fields only. A check calculation with 3,000 fields as input revealed that this did not
significantly alter the estimate of L .
3.6.2 PIV - transient flow
The time dependent filling-box did not require a statistical analysis. The interest in
these experiments was the topology of the velocity field and the position of coherent





























Figure 3.7: Typical statistical convergence of the mean of the radial and vertical
velocities at a point in the radial wall-jet. The subscript 1000 denotes
the mean computed from n = 1, 000 fields.
field by calculating the local velocity gradients at each time instant.
Berson et al. (2008, 2009) present a method which uses the topology of the vor-
ticity field to compute non-dimensional scalar quantities they denote Γ1,Γ2 and Γ3
which locate vortex centres and delimit the coherent structures via the adoption of
threshold values. This method can be easily applied to PIV mesh grids and it is
exploited in chapter 6 to track the position of turbulent structures in time.
The first quantity, Γ1 enables identification of the centre of a vortical structure.
To calculate Γ1 at a point P , requires knowledge of the direction of the velocity
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An a grid of N finite points, Γ1 is evaluated by the following summation of the












Figure 3.8: (Schematic showing computation of vortex identification parameter, Γ1.
(a) Idealised vortex of surface and (b) how Γ1 may be calculated on a







sin θj . (3.3)
The quantity Γ1 exhibits behaviour similar to the Dirac function and is usually
close to zero except at vortex centres where for a circular vortex | Γ1 |= 1. In CFD
or PIV practice, a threshold of Γ1 ≈ 0.65 is sufficient to pick out vortex centres.
A second quantity, Γ2, enables the extent of the vortical structure to be delimited.
This function exhibits top-hat behaviour, i.e. Γ2 ≈ 0 outwith the vortex whereas
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| PM |  | UM − UP |dS. (3.4)
The final quantity, Γ3, is essentially a combination of Γ1 and Γ2. The vortex
extent is computed via Γ2 followed by Γ3, which is identical to Γ1 except that it
allows for absolute motion of the point P . A more reliable estimate of the position of
the vortex centre is obtained via Γ3, as it corrects for the convective velocity of the
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dS. (3.5)
Figure 3.8 illustrates schematically the computation of these vortex identification
parameters and how they can be applied to a grid of points.
3.6.3 Temperature
At each thermocouple position the mean temperature was computed. Insufficient
data was collected for reliable statistics of the fluctuating part of the flow. The
temperature data were then used to compute the mean buoyancy flux (see §4.5) and
Richardson (or Froude) number (2.22) of the flow.
This chapter has introduced the experimental set-ups employed and the techniques
used to make measurements of velocity, temperature and salinity. The challenge of
delivering constant source conditions has been explained and the reliability of the




Axi-symmetric turbulent plumes produced by horizontal, circular sources of buoy-
ancy, momentum and volume fluxes have been the subject of much research over
the last 70 years or so. The seminal works of Zel’dovich (1937) and Morton, Taylor
& Turner (1956) developed the conservation equations of the key flow properties
assuming a conceptual point-source of buoyancy flux alone, complete dynamical
self-similarity, fully-developed turbulence, small density differences and negligible
diffusion and radiation. The backbone of this theory has remained virtually un-
changed since. Although validated by only a limited set of experimental campaigns
the solutions have been applied to many geophysical and industrial problems.
This chapter presents a data-set that is hitherto unique in its spatial resolution.
Four steady free thermal plumes of air of differing source Richardson and Reynolds
number were introduced into a nominally quiescent, unstratified laboratory enclo-
sure. Measurements of velocity and temperature were made using PIV and ther-
mocouples from near to the source to a height of tens of source diameters. From
these measurements, we investigate the vertical development of the plume fluxes
and radial profiles of the mean and fluctuating statistics. These are compared to
previous experimental and numerical data and solutions of the plume equations.
For source Richardson numbers varying over several decades, we observe and
quantify the expected difference in height dependency of w ∼ z−1 and w ∼ z−1/3
between the jet-like and plume-like flows. However, these differences persist over
greater heights than a numerical solution of the plume equations suggests. The
near-source development region of the plume is also investigated.
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4.1 Introduction
In this chapter experimental measurements conducted on the freely propagating
steady plume are presented. Four plumes with differing source conditions are stud-
ied, ranging from jet-like releases with source Richardson number (2.24) in the range
0 < Γ0 < 1 to lazy plumes with Γ0 > 1. Quantities reported were derived from PIV
velocity and thermocouple temperature measurements.
Experiments of this kind on plumes at a spatial resolution of less than 1mm have
seldom been undertaken. The measurements presented herein represent a formidable
data-set to which asymptotic jet (List, 1982) and plume theory (Morton, Taylor
& Turner, 1956) may be compared. First and second statistical moments of the
turbulent flow have been calculated from the velocity measurements and may be
used by numerical practitioners as a calibration resource.
An objective of this section is to provide data for comparison between the freely
propagating cases and the impinging flows we meet in the next chapter. This will
allow us to assess when the effects of the boundary impact significantly on the plume
dynamics. A robust data-set in the free case will improve confidence in the results
published in the following chapter on the less well-known and more experimentally
problematic impinging case.
Data presented in this chapter were obtained in conditions controlled and mon-
itored carefully in the laboratory. Steps taken to minimise disturbances to the
flow are described in §3.1.3 and §4.3. The source conditions were limited by the
equipment available and the air medium. A schematic of the time-averaged plume
annotated with the coordinate system employed is shown in figure 4.1. It is worth
exploring the principal limitations of the experiment in a little more detail before
continuing the chapter.
Firstly, the higher source Richardson numbers of the pure and lazy cases re-
quired low flow velocities. The source Reynolds numbers in these two cases were
Re0 ≈ 1, 000 and measurements confirm that the near-source flow field is not fully
turbulent. The entrainment hypothesis of G.I. Taylor (see Turner, 1986) is essen-
tially a turbulence model which is valid only when the turbulence is fully-developed.
As Re ∼ z2/3 (see §4.2.1) in a pure plume, background disturbances and flow devel-
opment conspire to yield a turbulent regime where Re & 3, 000 at a vertical height
of approximately 10 source radii in these two experiments. Experimental data will
be shown later in this section which show how the turbulent statistics develop near





Figure 4.1: A schematic of a time-averaged plume with the coordinate system (r, z)
employed throughout this chapter. The source radius is denoted b0.
The second point of note regarding the applicability of the data is that for the
practical reasons detailed in §3.1.3, a high temperature difference was required at
the source. At a source density difference of 30%, the Boussinesq approximation
cannot reasonably be applied. Woods (1997) suggested a length scale over which









where B0 denotes the source buoyancy flux. This was generalised by van den













where η0 = ρe/ρ0 is the source density ratio. Adopting a constant of proportion-
ality equal to 5 in (4.2) yields the same numerical value of zB as (4.1). In these
experimental plumes, 3 . zB . 10. This will be verified later in §4.6.
In geophysical applications, and more particularly laboratory practice, not all of
the assumptions made in deriving plume and jet theory are appropriate. The data
presented herein were achieved practically in the confines of the laboratory and while
they may not all be scalable to atmospheric flows, they do provide a check against
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theory for flows at an intermediate scale and useful information regarding the range
of applicability of plume theory. Later on in this chapter, the divergence of the mean
velocity field is calculated to investigate the validity of the three approximations of
low Mach number, small density differences and constant entropy, detailed in §2.1.1,
to these laboratory plumes.
Strong variations in the height dependencies of key quantities were found for the
different source conditions studied corresponding to jet-like, forced, notionally pure
and lazy plumes. The dynamical behaviour ranges from close to the pure jet in the
jet-like flow, through to the approximately pure plume behaviour in the developed
pure and lazy plumes. The forced plume exhibits behaviour intermediate to the
two limiting cases over the vertical extent of the measurement domain. The vertical
coordinate, z, is scaled mostly on the source radius, zb = z/b0, and also on the
jet-length zM = z/LM where this is instructive.
Comparison of the experimental results with numerical solutions of the plume
equations, (A-26), also reveals interesting results. It is found that the jet-like and
forced plume cases are well modelled by the theory. The agreement is somewhat
poorer in the remaining cases, and this is due to the fact that the flows produced
in the laboratory are not fully-turbulent near the source, and a potential weak
stratification which may have developed in the environment.
Following an introduction to previous theoretical, experimental and numerical
plume research, the experimental parameters considered are briefly outlined in §4.3.
Radial profiles of dynamic quantities derived from the measurements are examined
in §4.4. Estimates of the plume fluxes and their evolution with height from the
source are contained in §4.5. In §4.6 some higher order turbulence quantities are
computed which are useful in assessing the assumptions made in deriving plume
theory and the appropriateness of certain computational approaches. A comparison
between the experimental results and the theoretical model is presented in §4.7. The
chapter ends with conclusions drawn from the measurements presented herein.
4.2 Previous work
The theoretical, experimental and numerical plume literature is explored in this
section, with the most significant and relevant findings and limitations to this work
detailed. In no way is a full review of the theoretical developments attempted as we
merely wish to proceed to the classical scalings.
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4.2.1 Theoretical work
Zel’dovich (1937) and Morton et al. (1956) used asymptotics and dimensional anal-
ysis to develop the classical mathematical plume model derived in chapter 2. Quan-
tities of significance in plume dynamics are the time-averaged vertical velocity and
buoyancy, w and g′, their radial profiles and the radius, b. The resulting mean fluxes















The plume radius may be determined from either the buoyancy or velocity pro-
files, previous measurements, for example those of Shabbir & George (1994) revealing
a significant discrepancy between the two.
A significant contribution was made by Morton (1959) who introduced the plume
Richardson number Γ, enabling the classification of plumes into ‘forced’, ‘pure’ and
‘lazy’ and developed the virtual origin, a concept consisting of relating a general
plume source to the conceptual point source on which the model is based. Morton
(1959) defined the plume Richardson number as in (2.24).
If the source momentum flux is dominant, the flow is jet-like and Γ≪ 1. The pure
plume, in which the fluxes are in a state of balance at all heights, has a Richardson
number Γ = 1 independent of height in an unstratified environment. Finally, lazy
plumes, Γ > 1, are buoyancy flux dominated flows with a near-source deficit of
momentum flux. In all non-pure turbulent plumes (Γ 6= 1) propagating through
an unstratified ambient, Γ → 1 as z → ∞. Hunt & Kaye (2001) give a detailed
theoretical discussion of the evolution of Γ with distance from the source.
Turbulent jets, being significant in many engineering contexts, have been the
subject of a large volume of research. In a review paper, List (1982) summarises
theoretical developments in jets and plumes and contains a thorough list of literature
to which the reader may refer. Of particular importance to the work herein are the
solutions of the asymptotic jet and plume mathematical models, as the experimental
data are compared to these in §4.5. These solutions may be obtained from a similar-
ity solution of the jet and plume equations and the power-law dependencies may be
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Quantity Plume Jet
w ∼ z−1/3 ∼ z−1
b ∼ z ∼ z
g′ ∼ z−5/3 ∼ z−1
Q ∼ z5/3 ∼ z
M ∼ z4/3 ∼ z0
B ∼ z0 —
Re ∼ z2/3 ∼ z0
Table 4.1: Height dependency of jet and pure plume dynamic quantities.
simply derived from dimensional considerations. Incidentally, this theory can only
predict the power-law dependence of physical quantities on the source momentum
or buoyancy flux, M0 and B0, and the height z. The value of the constants can
only be determined experimentally as they essentially describe the turbulence. For
further reading on the development of plume theory, recent review papers by Woods
(2010) and Hunt & van den Bremer (2011) are recommended.
On dimensional grounds both the pure plume and jet radii must depend solely on
the vertical distance from the source. Similarly, the decay of velocity wj ∼M1/20 z−1
in a pure jet and wp ∼ B1/30 z−1/3 in a pure plume. The reduced deceleration in the
plume is due to generation of momentum by the buoyancy. Conversely, pure jets are
supplied solely by the momentum flux at the source. The four flows studied range
from jet-like to lazy and therefore a wide variety of behaviour should therefore be
expected.
Both jets and plumes dilute prodigiously and this is achieved by the entrainment
of ambient fluid. However the rate at which the ambient is entrained is not equal in
each extreme case. The pure jet volume flux increases with height as Qj ∼ M1/20 z
whereas the plume is an even more effective diluter as Qp ∼ B1/30 z5/3. In a pure jet,
the source momentum flux is conserved, i.e. there is no dependence with height and
Mj = M0z
0. In the pure plume, as stated above, momentum flux increases with
height and does so as Mp ∼ B2/30 z4/3.
In an unstratified environment, internal energy conservation requires that the
flux of buoyancy is conserved. This holds whether in a pure, lazy or forced plume as
long as the environment is unstratified. Given this conservation, and that B = Qg′,
the buoyancy dilutes at the same rate that the volume flux increases in the pure jet
and plume, i.e. g′j ∼ z−1 and g′p ∼ z−5/3, respectively. The power-law dependencies
of these key plume quantities on height are summarised in table 4.1.
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Extensions of the classical plume model are numerous and allow for the modelling
of stratified environments (Caulfield & Woods, 1998), non-constant source strengths
(Scase et al., 2006) and chemically reacting plumes (Zhou, 2002).
4.2.2 Experimental results
In early experimental work, Ricou & Spalding (1961) used a porous cylinder placed
around jets and plumes to supply enough air to produce a zero pressure drop and
thus satisfy what they called the ‘entrainment appetite’ of the flow. As a result
of this work, Ricou & Spalding (1961) determined that the entrainment coefficient
was higher in plumes than in jets. The deviation of α from the value observed in a
non-buoyant jet was found to be proportional to the square root of the local density








In (4.4) the density ratio η = 1 in the case of a jet, η > 1 in a plume and al-
though irrelevant here but included for completeness, η < 1 in a fountain. There is
apparent confusion in the literature regarding the work of Ricou & Spalding (1961).
In these ascending light plumes, the density ratio is clearly that in (4.4). However,
from Morton (1965) onwards, who sought a Reynolds stress-based theoretical argu-





. This would be correct in downward propagating dense
plumes, but not in the ascending fire and volcanic plumes to which it has been
frequently applied. Given that ρ < ρe in ascending plumes, this alternative formula-
tion would correspond to a reduction in the entrainment coefficient with increasing
density difference and therefore contradict the results of Ricou & Spalding (1961).
The physical explanation of the enhanced turbulent entrainment in plumes com-
pared to jets is that in the former, buoyancy generates vorticity which acts to en-
hance the turbulence in the shear layer and therefore the mixing of ambient into
the plume. The results of Ricou & Spalding (1961) suggest that this enhancement
is proportional to
√
η. One would expect the profiles of Reynolds stress to therefore
be relatively increased in the plume compared to the jet; this will be investigated
later in this chapter.
George et al. (1977) investigated the buoyant plume and made concurrent tem-
perature and velocity measurements using two-wire probes. The plumes were nei-
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ther Boussinesq nor fully-turbulent at source. Although the authors reported that
the Gaussian velocity profiles were approximately 10% wider than their buoyancy
counterparts, they neglected this difference in their subsequent analysis. Their mea-
surements of the fluctuating flow components show that these were still developing
at heights of more than 20 source radii, yet do tend towards Gaussian profiles. The
entrainment coefficient was estimated as α = 0.108. Finally George et al. (1977) es-
timated that turbulent fluxes are responsible for 8% and 15% of the total momentum
and buoyancy fluxes respectively.
A decade later, Papanicolaou & List (1988) used LDA combined with LIF to
simultaneously measure velocities and concentrations in saline water plumes at fre-
quencies of up to 50Hz over a vertical extent of 80cm. The spatial resolution of
their measurements were an order of magnitude lower than those reported herein.
In addition, the velocity data was acquired at points rather than over a plane, re-
sulting in greater exposure to small changes in the boundary conditions. However,
the simultaneous measurement of salinity and velocity signals enabled correlation of
the two and therefore one of the few published estimates of the turbulent buoyancy
flux in plumes.
Papanicolaou & List (1988) found that the plume behaved in a jet-like manner
for zM < 1, a pure-like manner for zM > 5 and a smooth transition between the two
regimes occurred over 1 < zM < 5. This agrees well with the theoretical prediction
of Morton (1959). They also found that the ratio between the rate of spread of
buoyancy and velocity profiles took an average value of ϕ = bg/bw = 1.19 in plumes
and ϕ = 1.33 in jets and thereby contradicting the findings of George et al. (1977).
Shabbir & George (1994) conducted a set of hot-wire velocity and thermocou-
ple temperature measurements on axi-symmetric turbulent plumes. These plumes
were neither Boussinesq nor turbulent at the source, caveats which are somewhat
neglected in their analysis. In addition, they placed concentric screens around the
source to prevent horizontal plume drift which may have influenced plume entrain-
ment. A relatively poor fit of the mean vertical velocity data to a Gaussian curve
is presented. Given this poor fit of the key first statistical moment of the data,
the validity of the computation of second and third moments is questionable, given
their implicit assumption of Gaussian profiles of the fluctuating velocity field. Good
agreement is presented between the measurements and the power-law relationships
predicted by the classical plume model. Due to the similar experimental conditions
of thermal air plumes at similar temperatures and nozzle diameters, the data of
Shabbir & George (1994) provide a useful benchmark to the current study.
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Crimaldi & Koseff (2001) made high spatially and temporally resolved measure-
ments of the concentration field of a scalar using LIF. Data were acquired by two
methods at different sampling frequencies — 2Hz for the entire field and 1,000Hz at
single points. The mean concentration profiles were found to be Gaussian and self-
similar in nature. Their data, obtained from 8,000 measurements, also suggests that
the r.m.s. of the fluctuating concentration is Gaussian and self-similar, although
the authors claim that the averaging time was insufficient to dampen the effect of
individual turbulent structures on the statistics.
The work of Wang & Law (2002) is very relevant to the work herein as it is the only
existing major application of PIV to the buoyant plume. The experiments reported
by Wang & Law (2002) actually made simultaneous measurements of concentration
and velocity on brine plumes in water using planar LIF and PIV. Source Reynolds
numbers of the plumes lay in the range 1, 500 < Re < 9, 510 and non-buoyant jets
were compared to buoyant plumes. Wang & Law (2002) inferred the entrainment
coefficient from curve fitting to their data, not directly as is done herein. They
estimate that the turbulent momentum flux contributes 10% of the local momentum
flux, finding no difference between jets and plumes. The results of Wang & Law
(2002) are compared further to those obtained during the present measurement
campaign in each relevant section.
Kaminski et al. (2005) summarised the discrepancy in the literature regarding
the different spread rates of the buoyancy and velocity profiles in plumes. Out
of the 8 experimental studies they quote, half suggest that the buoyancy profiles
spread more rapidly and half suggest the opposite. By evaluating a shape profile
parameter A which is a function of the ratio of the radii of the buoyancy and velocity
profiles, ϕ = bg/bw (see §4.5.5), they suggested that this discrepancy is due to the
non-dimensional distance from the source at which the measurements are made and
that ϕ is an increasing function of zb. This is discussed in more detail in §4.5.5.
4.2.3 Numerical simulations
Computational fluid dynamics (CFD) has been extensively used over the past twenty
years to simulate turbulent plumes. Large-eddy simulations (LES) and increasingly
direct numerical simulations (DNS) form the major part of this work. The work
cited herein is by no means an exhaustive list but does contain a few interesting and
contrasting examples of simulations conducted under nominally similar conditions
to the experiments reported herein.
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Zhou (2001) performed large-eddy simulations (LES) on a turbulent forced plume
with a source Reynolds number of 1,300. This is one of the earlier computational
works on plumes and some interesting results are noted. The turbulent heat flux
is estimated at 20% of the total. Profiles of the Reynolds shear stresses show very
good qualitative agreement with the experimental values measured herein and pre-
sented in §4.4. Zhou (2001) report that the turbulence intensity is at a maximum
of Iw = 0.20 at the plume axis and is approximately equal in the vertical and radial
directions, contradicting the findings reported herein. They find also that more than
16 source radii are required for the flow to become fully self-similar. The entrainment
coefficient is reported as α = 0.09.
Recently, in work motivated by a desire to model the fire plume created by the
Buncefield oil depot fire of 2005, Devenish et al. (2010) conducted LES simulations
on a thermal plume rising through the atmosphere. Their work, which included a
heated plate as a source, thus has a very low Reynolds number at source. In contrast
to the conventional plume vernacular, they define a ‘pure source’ as one which has
no volume or momentum flux at the source but does not necessarily issue from a
point. Their plume based on Morton’s (1959) Richardson number is infinitely lazy.
As LES essentially forces the flow to be turbulent where it may not be, the re-
sults of the simulation close to the source are questionable (Devenish et al., 2010).
At larger heights some interesting observations are made. The velocity height rela-
tionship is approximately w ∼ z−1/3 in the far-field and the reduced gravity follows
g′ ∼ z−5/3, both of which agree with the power-law dependencies of the similarity
solutions of Morton et al. (1956). In addition, Devenish et al. (2010) show that
profiles of reduced gravity and vertical velocity are approximately Gaussian in na-
ture, self-similar and have no discernible difference in radial rate of spread, implying
ϕ = 1. They compute an estimate for the entrainment coefficient of α = 0.15.
This discussion has shown how little agreement there is in the literature con-
cerning some of the basic plume behaviour, such as the drift between the buoyancy
and velocity profiles. Both experimental and numerical practitioners agree that
the profiles of these quantities are Gaussian. Although numerical simulations have
undoubtedly a golden future ahead, there is a lack of experimental data at the reso-
lution which practitioners of CFD can obtain. The work presented in the remainder
of this chapter provides a significant new contribution to this literature.
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J 0.5 1,490 2,800×103 4,800 186 0.0002 7,700 14
F 1.5 1,490 310×103 4,800 36 0.038 2,600 14
P 2.5 1,010 52×103 3,100 12 1.0 1,100 12
L 3.4 1,010 28×103 3,100 7 4.7 800 12
Table 4.2: The four source conditions investigated during the experimental cam-
paign. J refers to jet-like, F to forced plume, P to pure plume and L to
lazy plume.
4.3 Experimental parameters
Experimental parameters were chosen to generate plumes ranging from ‘jet-like’ to
‘lazy’. In addition, the injected air velocity was kept as high as practicable in order
to maximise Reynolds number and reduce the influence of background disturbances
which were estimated to be less than 0.1m/s. Details of the injector are given in
§3.1.4.
As the source Richardson number, Γ0, was changed principally by varying the
source radius b0, a nozzle was selected with a maximum radius of 34mm, resulting in
w0 ≈ 0.5ms−1 at the maximum achievable volume flow-rate. With the 2kW heating
element a maximum temperature difference of ∆T0 ≈ 100K was achieved, necessary
to achieve a high buoyancy flux at low velocities. Table 4.2 summarises the four
different cases studied, where J, F, P and L refer to jet-like, forced, pure and lazy
plumes respectively.
4.4 Radial profiles of dynamic plume quantities
The mean and turbulent dynamic profiles are investigated in order to determine
if, how and over what vertical scales, the plumes are self-similar. Throughout this
section, it is important to keep in mind that self-similarity of the flow is one of the
key suppositions in the turbulent buoyant plume model of Morton et al. (1956).
4.4.1 Mean vertical velocity profiles
From each profile of the measured vertical velocity, w(r, z), a Gaussian profile centred
on r = 0 has been fitted to the data. The form of each profile





Figure 4.2: Typical radial profile of vertical velocity, w, in the upward-travelling
plume flow. The plume boundary bw is shown.






is determined by the standard deviation, bw, which we define to be the plume
width and wm, the mean vertical centre-line velocity. These quantities are shown
schematically on an idealised Gaussian velocity profile in figure 4.2. Figure 4.3 shows
how the measured profiles all collapse very tightly onto the Gaussian profile when
the velocity and radial coordinate are normalised on wm and bw, respectively.
Computation of the coefficient of determination of fit, 0 ≤ R2 ≤ 1, enables
an assessment of how well this Gaussian fits the measured profiles. In the well-
developed plume, the Gaussian function provides an excellent fit to these data, with
0.98 ≤ R2 ≤ 1. This is returned to in greater detail in §4.5.1.
4.4.2 Mean radial velocity profiles
The measurements of mean radial velocity are not of comparable quality to the
remainder of the data-set. Experimental PIV parameters were optimised based
on the flow velocity of greatest interest — the mean vertical plume velocity. As
the maximum radial velocity is one order of magnitude smaller than its vertical
counterpart at any given height, the error in the measurements is greatly increased.


































Figure 4.3: Plots of time-averaged vertical velocity profiles (a) measured at 5 heights,
z, and (b) 85 profiles normalised with velocity scale wm and length scale
bw plotted with the Gaussian w/wm = exp(−r2/b2w). Data taken from
the far-field of plume J.









Figure 4.4: Plot of time-averaged radial velocity profiles from plume J.
motion.
For these reasons, the 3,000 velocity fields acquired were generally insufficient to
obtain smooth, coherent and self-preserving profiles of u(r, z). Volume conservation
requires that if the profiles of vertical velocity are self-similar, the profiles of radial
velocity must also be self-similar (Scase et al., 2007). One experiment on the im-
pinging plume acquired 10,000 instantaneous fields. From this data-set the mean
radial velocity was computed, the normalised profiles of which are shown in figure
4.4. The plot shows that the magnitude of the maximum radial velocity is less than
5% of wm. Mean profiles of radial velocity are not discussed further in this chapter.
4.4.3 Profiles of first and second order moments
Figures 4.5-4.8 contain plots of the non-dimensionalised profiles either measured
directly or inferred. All statistics were obtained from 3,000 instantaneous velocity
fields. Each plot contains 14 radial profiles equally spaced in height over the entire
vertical extent of each experiment. See table 4.3 for heights and symbols used
in plots. The following non-dimensionalised quantities are all plotted against the
normalised radial coordinate, r/bw: mean vertical velocity, w/wm; Reynolds shear
stress, u′w′/w2m; vertical and radial turbulence intensities, Iw and Iu; and finally the
mean, a/w2m and turbulent, k/w
2
m, kinetic energies per unit mass. The figures in
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Profile heights, zb = z/b0
Symbol J F P L
◦ 9.0 3.0 1.8 1.4
. . . . 16.1 5.4 3.2 2.4
 23.2 7.8 4.6 3.5
△ 30.2 10.2 6.0 4.5
⊲ 37.3 12.5 7.4 5.6
⊳ 44.4 14.9 8.8 6.6
◦◦ 51.5 17.3 10.2 7.7
+ 58.5 19.7 11.6 8.7
× 65.6 22.0 13.0 9.8
 72.7 24.5 14.4 10.8
. . . 79.8 26.8 15.8 11.9
△△ 86.8 29.2 17.2 12.9
⊲⊲ 93.9 31.6 18.6 14.0
⊳⊳ 101.0 34.0 21.1 15.0
Table 4.3: Non-dimensional heights of profiles plotted in figures 4.5-4.8.
this section will be examined in turn as they each reveal interesting aspects of the
nature of flow development.
Plume J
Figure 4.5 contains the plots of the jet-like, high Reynolds number plume J. Refer
to table 4.2 for full source conditions. Plot (a) shows that the mean vertical velocity
collapses tightly on to a Gaussian curve. In addition, the Reynolds stresses col-
lapse, with the exception perhaps of the lowermost profile. The maximum Reynolds
stresses of |u′w′/w2m| = 0.02 occur close to the plume boundary. The Reynolds stress
profile is qualitatively very similar to that published in the numerical work of Zhou
(2001).
The turbulence intensities, shown in plots (c)-(d), also exhibit a very good col-
lapse on to a single curve with the exception of the three lowermost profiles. Neither
of these profiles are generally Gaussian in nature as Papanicolaou & List (1988)
suggest and as Crimaldi & Koseff (2001) found the turbulent concentration field to
be. As the other experimental results demonstrate in due course, these turbulence
intensity profiles are consistent in the developed flow field for the 4 cases presented
herein. The centre-line vertical and radial turbulence intensities are Iw ≈ 0.25 and
Iu ≈ 0.2, respectively. This is consistent with previous data (Shabbir & George,
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1994; Wang & Law, 2002).
Given that the mean vertical velocity collapses so well, it is therefore no surprise
that the mean kinetic energy profiles collapse onto the curve
a(r, z) = w2m(z) exp(−r2/b2w(z))2. (4.6)
Plot (f) shows that the turbulent kinetic energy (t.k.e.) is not self-similar, even
in the far-field. There is a clear trend of reduction in t.k.e. with increasing vertical
distance from the source. The energy plots show that the vast majority of the mean
and turbulent kinetic energy is concentrated within ±bw — this is therefore a highly
appropriate measure of the plume boundary.
Plume F
Examination of figure 4.6 leads to the same broad observations as those above.
Differences between the near-source and fully-developed profiles begins to emerge.
As in plume J, the mean vertical velocity and Reynolds stresses collapse toward single
profiles which are identical to those in figure 4.5 (a)-(b). The lowermost vertical
velocity profile is not quite Gaussian while the corresponding Reynolds stress profile
does not collapse on to the remainder of the data.
Plots 4.5 (c)-(d) reveal that the three lowermost turbulence intensities profiles
differ significantly from the developed profiles. A core of reduced turbulent intensi-
ties centred on the plume axis is clearly identifiable becoming less pronounced with
height. This appears to correspond to the zone of flow establishment, where the
shear layer which develops on the plume perimeter has not fully penetrated into the
plume. The fully developed turbulence intensity profiles approximately match those
in plume J.
The kinetic energy of the mean flow field is well preserved over the measurement
domain and assumes an identical profile to that in figure 4.5. Radial profiles of t.k.e.
again contain the most scatter. The lowermost profiles contain the core of reduced
turbulent intensities and this is reflected in their form. However, with the exception
of these two profiles, the scatter in the remaining profiles is reduced compared to
plume J. The magnitude of the non-dimensionalised t.k.e. generally agrees with the
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Figure 4.5: Plume J. Non-dimensionalised radial profiles of (a) time-averaged verti-
cal velocity, (b) Reynolds shear stress, (c) and (d) fluctuating vertical
and radial velocities, (e) and (f) mean and turbulent kinetic energies. 14
profiles plotted in the range 9 < zb < 101.
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Given the intermediate source Reynolds number, Re0 ≈ 103, in plumes P and L
(table 4.2), self-similarity of even the mean flow field is not be expected in the near-
source region and the zone of flow establishment can be expected to persist over
a greater relative extent of the plume. Examination of figure 4.7 (a) does reveal
slightly increased scatter in the mean vertical velocity profiles. Beyond the plume
radius (| r/bw |> 1), this could be a result of unwanted convection from the injector
unit or background ambient motion, to which the reduced velocities in the plume
are now more susceptible.
The Reynolds stresses now show considerable scatter, as plot (b) demonstrates.
The profile closest to the source takes a value close to zero right across the plume.
Successive profiles tend towards the same far-field state of apparent self-similarity
observed in plumes J and F.
Plots 4.7(c)-(d) show some interesting features. Firstly of note is that for small
zb the turbulent intensities are as low as 5% inside the plume, indicating a quasi-
laminar flow. The core of reduced turbulent intensity persists over approximately
5 source diameters and is noticeable in plots of both Iw and Iu. The maximum
turbulence intensity Iw ≈ 0.31 is slightly increased in magnitude compared to the
previous cases.
The kinetic energies plotted in figure 4.7(e)-(f) emphasise these trends. The mean
kinetic energy profiles collapse onto (4.6) with slightly more scatter than plumes J
and F. The radial profiles of t.k.e. illustrate starkly how the turbulent kinetic energy
is very small close to the source but grows significantly as the shear layers penetrate
the plume core.
Plume L
Finally we come to plume L, with lowest Re0 and highest Γ0. Qualitatively the
comments made in the previous section hold for plume L. This is not surprising as
the Reynolds numbers of both P and L are indicative of similar flow regimes. Notable
observations are that the mean vertical velocity, figure 4.8(a) exhibits increased
scatter, probably for similar reasons as those cited above.
The Reynolds stress profiles are similar in form to those of plume P; near to
the source the Reynolds stresses are negligible and approximately constant across
the plume whereas with increasing distance from the source, the profiles begin to
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Figure 4.8: Plume L. See caption of figure 4.5. 14 profiles plotted in range 1.4 <
zb < 15.
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converge towards a self-similar profile. However, in the developed lazy plume, the
magnitude of the maximum non-dimensional Reynolds stress is increased by up
to 40% compared to the jet-like case J (figure 4.8). The results of Wang & Law
(2002) also suggest that the maximum Reynolds stress is enhanced in the plume
compared to the jet, however the significant scatter in the results does not allow a
reliable quantification. This is the effect of the excess of buoyancy flux generating
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Figure 4.9: Normalised profiles of buoyancy, g′/g′m for plumes (a) J, (b) F, (c), P
and (d) L, plotted over the same vertical extent as figure captions 4.5 -
4.8, respectively.
The radial profiles of buoyancy are now examined. The length scale is now the
standard deviation of the Gaussian buoyancy profiles, denoted bg, and the buoyancy
scale is simply the maximum centre-line buoyancy, g′m. Figure 4.9 shows that, albeit
with increased overall scatter due to insufficient averaging time and the compar-
atively large percentage error in the thermocouple measurements (table 4.4), the
buoyancy profiles exhibit approximate self-similarity at all heights and in all exper-
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Measurement Frequency (Hz) Duration (s) Error
Velocity 4 750 ±0.01ms−1
Temperature 10 180 ±0.5K
Table 4.4: The characteristics of the two sets of measurements.
ZFE
Plume 1st moment 2nd moment




Table 4.5: The vertical extent of the zone of flow establishment (ZFE) for the four
plumes obtained from first and second moments in multiples of the source
radius, b0.
iments. The near-source behaviour noted in the dynamic profiles is not observed.
This is because the temperature profiles at the nozzle exit were already approxi-
mately Gaussian, probably due to cooling from the injector walls.
4.4.5 Zone of flow establishment (ZFE)
The zone of flow establishment is the height over which the plume becomes approxi-
mately self-preserving. Analysis of the profiles presented in this section, particularly
the mean vertical velocity, Reynolds shear stress and turbulence intensity allow first
and second moment estimates of the ZFE extent.
Table 4.5 shows that in general and in particular for plumes J and F, the ZFE
estimate is shorter if the mean vertical velocity profile alone is taken into consider-
ation. The difference between the two estimates is much reduced for plumes P and
L. With the Reynolds stress and turbulence intensity profiles taken into account,
the ZFE is actually longer in the higher Reynolds number cases. Possibly the excess
buoyancy flux in plumes P and L acts to organise the profiles over a relatively short
vertical extent. This extent agrees well with the data presented by Kaminski et al.
(2005), who claim that a close collapse of data is achieved at zb ≈ 20.
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4.4.6 Summary of profile data
In this section, the Gaussian form of the mean vertical velocity profile has been
determined for the four plumes over the majority of the measurement domain. The
profiles of turbulence intensity allow an estimate of the extent of the zone of flow
establishment at 10 . zb . 15 for the first and second statistical moments, this
being appropriate to all four plumes.
The Reynolds stress profiles agree quantitatively with the numerical work of
Zhou (2001) except the for lazy plume, where the Reynolds stresses are enhanced
by the excess of buoyancy. Plume J is approximately self-similar in the mean and
fluctuating profiles, with the exception of the t.k.e. at all measured heights. With
decreasing Reynolds number, divergence of the lowermost profiles from the fully-
developed state is increasingly observed.
4.5 Evolution of plume dynamics with height
In this section, bulk quantities are calculated and compared to their theoretical
pure-plume and jet dependencies, listed in table 4.1. To allow direct comparison
between the different plumes, experimental data of others, the asymptotic theory
and, in §4.7, a numerical solution of the plume equations, the dynamic quantities
are scaled on their source values and all lengths on the source radius, b0. The reason
for not scaling on the jet-length, LM is that this is only a dominant length scale in
plumes J and F. The source length scale LQ is directly proportional to b0 (§2.2). For
ease of comprehension, all plots are presented with the vertical axis representing the
scaled height, zb. As the high vertical resolution of velocity data is not conducive
to clarity of figures, only one in eight points is plotted on the figures in this section
which do not contain a temperature-dependent quantity.
This section begins with experimental observations of the near-source region,
a part of the flow which §4.4 revealed to be neither self-similar nor fully turbu-
lent in plumes P and L. §§4.5.2 - 4.5.10 each focus on a dynamic quantity derived
from the measurements, beginning with the vertical velocity, then moving on to the
plume radii, volume and momentum fluxes, buoyancy, buoyancy flux and finally the
Richardson number.
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Plume zb(min) zb(max) zM (min) zM (max)
J 2.4 132 0.01 0.4
F 0.8 44 0.03 1.8
P 0.5 26 0.10 5.5
L 0.4 19 0.17 9.4
Table 4.6: Limiting measurement heights, z(min) and z(max), scaled on the source
radius, b0 and secondly the jet-length LM .
4.5.1 Near-source region
This section begins with some observations of a part of the flow where, according
to the findings of §4.4, the plume profiles are not self-similar and therefore not
applicable to modelling by classical plume theory. The minimum and maximum
acquisition heights are scaled on the plume source radius and jet-length in table 4.6.
Previous experimental and computational work, for instance that of Shabbir &
George (1994), Crimaldi & Koseff (2001) and Devenish et al. (2010), show that in the
developed plume, profiles of both vertical velocity and buoyancy are approximately
Gaussian in form. For this reason the first attempt to fit profiles to the data is made
with the Gaussian distribution. The data published herein confirms that this profile
is appropriate in the fully-developed turbulent plume.
The value of R2 at which a profile is taken to be ‘approximately Gaussian’ is
of course arbitrary and subjective. A criterion of R2 ≥ 0.98, stringent given the
experimental conditions, is plotted as a dashed line with the data in figure 4.10
showing that the high Reynolds number cases J and F largely satisfy this criterion
over the entire height. The figure qualifies the assertion of §4.4 that the Gaussian
provides a poorer fit to the data for zb < 10 in plumes P and L.
There are several possible explanations for the differences in near-source be-
haviour. These include the low Reynolds numbers at the source, which as table
4.2 shows, is particularly relevant in cases P and L. The reduced velocities mean
that both the development of the shear layers at the edge of the plume and their
penetration into the plume core are retarded (see figures 4.7 and 4.8).
The design of the nozzle is also a factor which affects near-source plume behaviour.
It is clear from the mean vertical velocity profiles that cases J and F enter the
environment at an already advanced stage of development. This could be because
the sudden contraction and then expansion at the nozzle exit (see figure 3.2) is more
pronounced in these cases, as b0 was smaller, and could be a source of instability.












Figure 4.10: Plot of the coefficient of determination R2, for fits of the Gaussian
function (4.5) to the radial profiles of vertical velocity.
Conversely, the larger diameter nozzle apertures in cases P and L did not force the
fluid from the injector through such a sudden convergence, which may be a reason
that the velocity profile generated in the injector is preserved for longer.
4.5.2 Vertical centre-line velocity
In the absence of a cross-flow the maximum mean velocity, wm, in a plume or
jet occurs on the plume axis, r = 0. Due to background air disturbances and
camera positioning uncertainties, wm did not always coincide with the axis of the
experiment. When this was the case, the maximum value of w(r) was taken and
the radial coordinate system locally translated so that wm(z) = w(0, z) so as not to
introduce errors in the determination of the plume radius and the bulk quantities.
These adjustments were never more than ±3mm.
Entrainment of ambient fluid into the flow by turbulent mixing causes plumes to
widen in a self-similar manner as previous studies and this work show. Assuming self-
similar Gaussian profiles, the decay of wm can be understood by realising that the
spreading of the profiles due to entrainment must be accompanied by a corresponding
decrease in vertical velocity.
Figure 4.11 shows a substantial variation in the nature of the velocity decay with











Figure 4.11: Height dependency of centre-line velocity wm/w0 for the four plumes
J, F, P, L with the pure plume and power laws, ∼ z−1/3b and ∼ z−1b
plotted for comparison.
dependencies plotted for comparison. Note that in this plot, data for plumes P and
L has been shifted to the left for ease of comparison. Plume J, the most jet-like flow,
closely follows the wm/w0 ∼ z−1b line. This data indicates that heat is little more
than a passive scalar quantity in this flow and the source momentum flux completely
dominates that induced by the buoyancy. This is unsurprising as z(max) ≈ LM/3,
so the entire experiment is well within one jet-length.
In plume F, the fluid decelerates at a rate intermediate to the pure jet and pure
plume. Even at a non-dimensional height of zb = 40, the behaviour remains closer
to the pure jet than the pure plume, with no appreciable tendency to approach
the wm/w0 ∼ z−1/3b line. Experiment F reaches a height of z(max) ≈ 2LM and
is therefore entirely within the 5 jet-lengths over which the source momentum flux
dominates (Morton, 1959; Papanicolaou & List, 1988).
Plumes P and L, the higher source Richardson number flows, are of particular
interest. As figure 4.11 shows, the centre-line velocity increases by up to 20% over
the interval 0 . zb . 5. This is a similar height range to that required for the
velocity profiles to exhibit approximate self-similarity (figure 4.7). The near-source
acceleration has several possible explanations. As the shear-layer develops and the
velocity profiles evolve from plug-like to Gaussian in form, the centre-line velocity
wm increases. Additionally, measurements of the plume radius indicate that the low
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Reynolds number in the near-source zone may suppress entrainment. Insufficient
entrainment may cause the plume to contract, requiring a convective acceleration
of fluid so that mass is conserved. This persists until the flow becomes sufficiently
turbulent to entrain at a rate consistent with a turbulent entrainment coefficient.
Following the initial convective acceleration, the plumes P then decelerates at a
greater rate than the theoretical pure plume.
Finally, solutions of the plume equations predict a reduction in radius and asso-
ciated velocity increase with height in flows where Γ > 2.5, which neck inwards and
therefore must accelerate (Morton, 1959; Hunt & Kaye, 2005), even though ambient
fluid is entrained. This may be another reason why case L exhibits an increase in
wm with height near the source. The increase is similar in cases L and P and it is
therefore likely that the major contribution comes from the adjustment of the veloc-
ity profiles. However, it is important to stress here that theoretically the reduction
in radius and associated acceleration in plumes where Γ > 2.5 does not require any
reduction in the entrainment coefficient and as such occurs in fully-developed, lazy
turbulent plumes.
4.5.3 Radial growth from velocity profiles
The measure of plume radius, bw, is independent of any assumptions regarding the
entrainment coefficient. This contrasts with plume theory, where in the pure case,
b = 6αz/5. However, it does implicitly assume Gaussian mean velocity profiles and
is therefore not strictly valid for zb . 10 in plumes P and L.
Figure 4.12 shows how the normalised plume radius bw/b0 evolves with height
for the four experiments, plotted alongside a line of gradient ∝ zb, which is the
theoretical asymptotic jet and pure plume behaviour. The plot shows that unlike
the velocity decay, there is no noticeable variation between the four cases in the far
field. As seen in §4.2.1, jets and plumes both spread linearly with height but at
different rates.
While in both highly-forced cases, J and F, the radius grows monotonically from
very close to the source, albeit in a less-than-linear fashion, cases P and L exhibit
different behaviour. The pure plume appears to be straight-sided over a vertical
distance of approximately 3b0, indicating that entrainment is substantially reduced
in this section. The lazy plume, L, exhibits some radius shrinkage or ‘necking’, but
as discussed in the previous section, this is probably more due to the near-source













Figure 4.12: Height dependency of normalised plume radius, bw/b0, for the four
plumes J, F, P, L with the pure plume and jet dependency, a linear
growth rate is plotted for comparison.
4.5.4 Radial growth from buoyancy profiles
A second way of estimating plume radius is from the buoyancy profiles. It should
be noted that these data were acquired at a resolution ten times coarser than the
velocity measurements and averaged over a shorter time interval. The radius ob-
tained from the buoyancy profiles is denoted bg. An identical curve-fitting method
is used as that described in the previous section, with a fit of the form






Firstly of note is that the radial profiles of buoyancy are also very well fitted by
Gaussian curves. The plot in figure 4.13 is the buoyancy analogue of figure 4.10.
Again the coefficient of determination principally lies in the range 0.95 < R2 < 1,
backing up the qualitative observations of figure 4.9. At a limited number of points
in plumes P and L, R2 < 0.95. This is almost certainly due to insufficient averaging
time, which in these cases would have been smaller relative to the eddy turnover
time, of order 0.1s. There is contamination due to heating from the injector unit
which near to the source resulted in local temperatures raised by 1-2K.
Figure 4.14 shows bg/b0 plotted for the four cases next to a line of linear growth












Figure 4.13: Plot of the coefficient of determination, R2, for fits of the Gaussian













Figure 4.14: Height dependency of normalised plume half-width (obtained from
buoyancy profiles) bg/b0 for the four plumes J, F, P, L. A linear growth
rate is plotted for comparison.
rate. Qualitatively, the data plotted in figures 4.12 and 4.14 show good agreement.
Again, the establishment zone appears to be of the order of 5b0 in plumes P and
L. In the far field, the radial spread is approximately linear in all cases. Similar



























Figure 4.15: Comparison of widths of velocity and buoyancy profiles for plumes (a) J,
(b) F, (c) P, (d) L. Filled circles denote bw, hollow circles denote bg.
4.5.5 Comparison of radial growths rates
Previous authors have measured widely varying differences between the spread of
the buoyancy and velocity profiles. For example, Papanicolaou & List (1988) (brine
plumes in fresh water) find the ratio ϕ = bg/bw = 1.19 in plumes and ϕ = 1.32
in jets. The physical implication of their result is that the spread of buoyancy
profiles exceeds that of the velocity profiles and therefore that the turbulence radially
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mixes buoyancy more effectively than momentum. Conversely experiments of other
workers, such as George et al. (1977) (thermal plumes in air) and Makagome &
Hirita (1977), lead them to the contradictory conclusion that ϕ < 1. Wang & Law
(2002) (brine plumes in fresh water) find that the ratio decreases from ϕ = 1.23 in
jets to ϕ = 1.04 in plumes.
Herein, this ratio is obtained from an average over the plume height where R2 >
0.98 for the velocity profiles and R2 > 0.95 for the buoyancy profiles. The resulting
data, plotted in figure 4.15, yield average values of ϕ = 1.33 in the jet-like case and
ϕ = 1.21 in plumes P and L. These experimental results clearly support the findings
of Papanicolaou & List (1988) and Panchapakesan & Lumley (1993) who found
ϕ ≈ 1.2. Not only is there a qualitative agreement, but the values of ϕ obtained
from these data are very well matched, differing by less than 10%.
Kaminski, Tait & Carazzo (2005) suggested that the large discrepancy in the
literature is explained by the distance from the source at which the profiles were
measured. They noticed that workers who obtained ϕ < 1 have acquired data
close (zb ∼ 10) to the source whereas measurements further away from the source
(zb ∼ 100) resulted in ϕ > 1. Kaminski et al. (2005) plotted a parameter A = A(ϕ)
against zb which led them to the conclude that ϕ increases slowly with zb. They
referred to this evolution in the value of ϕ as ‘similarity drift’.
The data presented herein directly contradict the suggested similarity drift model
of Kaminski et al. (2005). We obtain a value of ϕ at the upper end of the data pub-
lished in the literature with data acquired very close to the source. The parameter
ϕ also shows no appreciable tendency to change with zb. However, Kaminski et al.
(2005) did state that because of the rate of change of A with zb they did not expect
any single experimental study to evidence a change in ϕ. Clarifying, the data plot-
ted in figure 4.15 were obtained at a non-dimensional height which according to the
model of Kaminski et al. (2005), a value of ϕ < 1 would be expected.
The mechanism proposed by Kaminski et al. (2005) for the variation in ϕ assumes
that the buoyancy profiles close to the source are narrower than the velocity profiles,
which was not the case in the experiments reported herein. However, their proposal
that if the turbulent Prandtl number is close to unity, ϕ ≈ 1.4 reasonable in the
fully developed plume, may be an upper limit of ϕ. It is beyond the scope of this
thesis to speculate any further as to this mechanism, but it is certain that these
data, obtained on thermal plumes in air, does not help resolve this issue definitively.
The turbulent Prandtl number, Prt = ϕ
−2 (Carazzo et al., 2006) and as such takes















Figure 4.16: Height dependency of normalised volume flux Q/Q0 for the four plumes




Integrating the Gaussian velocity profiles (4.5) with respect to radius from the plume




Figure 4.16 shows that in plume J, the volume flux follows the pure jet depen-
dency Q ∼ z very closely. Similarly to the velocity decay results, plume F exhibits
behaviour which is somewhat closer to the pure jet than the pure plume, with no
discernible tendency to approach the pure plume behaviour over the two jet-lengths
of measurement.
The volume flux in cases P and L nominally increases at the pure plume power-
law dependency of Q ∼ z5/3. Although according to plume theory the Γ0 values of
the two cases ought to result in very different behaviours close to the source, when
they reach the developed stage, these results indicate that the Richardson numbers












Figure 4.17: Height dependency of normalised momentum flux, M/M0 for the four
plumes J, F, P, L with the pure plume and jet dependencies, ∼ z4/3b
and ∼ z0b plotted for comparison.
of both are approximately equal.
4.5.7 Momentum flux
The calculations in this section have made the assumption that the density of air is
constant and therefore the quantity of interest is the momentum flux per unit density,
[M ] = L4T−2. Momentum flux, M , was computed by integrating the square of the
radial vertical velocity profile to infinity, to give
M(z) = πwm(z)
2b2w(z). (4.9)
Figure 4.17 shows that plume J has a near-constant momentum flux over a sig-
nificant vertical extent. As with the previous quantities plotted, plume F behaves
in an intermediate fashion to the two asymptotic cases. Plumes P and L attain
the pure plume momentum flux evolution at zb ≈ 10, at which height the velocity
profiles have achieved approximate self-similarity (figure 4.10).
Momentum flux is a second order quantity in velocity and radius, and therefore
any experimental errors are quadrupled. It is therefore of testament to the quality of

















Figure 4.18: Height dependency of normalised centre-line buoyancy g′m/g
′
0 for the
four plumes J, F, P, L.
at all heights.
4.5.8 Buoyancy
Again aware of the relative limitations and quality of the temperature data outlined
in §4.5.4, we proceed to provide estimates of the mean maximum centre-line buoy-
ancy g′m and its dilution in the plume for the four cases considered. The buoyancy is
calculated from (2.1) adopting a reference temperature of 289K, the time-averaged
measured ambient air temperature in the experimental enclosure at two sensors.
Figure 4.18 plots how g′m decreases as the plumes propagate vertically upwards
alongside the theoretical behaviours. In contrast to the previous quantities plotted,
plume J begins to diverge significantly from the pure jet dilution of ∼ z−1b for
zb & 50. At these heights, the buoyancy decreases with height at a higher rate than
the theory predicts, at approximately ∼ z−4/3b . A close look at the other cases also
reveals that g′m decreases more rapidly with height than predicted, although the
discrepancy appears to be reduced in cases P and L.
Significantly, the rate of decrease of g′m with height is more rapid than the rate of
increase of the volume flux, Q. It seems that dilution by entrainment is insufficient
to explain the reduction in buoyancy that the measurements indicate and it is con-
sequently unlikely that the mean buoyancy flux is conserved. The mean buoyancy










Figure 4.19: Height dependency of mean buoyancy flux, B/B0.
flux is computed explicitly in the following section.
4.5.9 Buoyancy flux
So far in this chapter, the tacit assumption of a conserved mean buoyancy flux has
been made, even though the results in §4.5.8 suggest that this is not the case in these
experiments. The mean buoyancy flux is now explicitly computed by evaluating the












Figure 4.19 confirms that in contrast to the experiments of Shabbir & George
(1994), which conserved buoyancy flux to ‘within 10%’ over a similar vertical ex-
tent, these results suggest that the buoyancy flux is not approximately conserved
and reduces by 20% - 70% over the height of the experiment. The results show a sys-
tematic increase in the rate of loss of buoyancy flux with increased source Richardson
number.
Three possible suspects could be responsible for the removal of buoyancy from
the mean flow — thermal diffusion, radiation and ambient stratification. With a
thermal diffusivity in air of κ = 2.2 × 10−5m2s−1, the Pe´clet number of the flows
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Pe > 600. Advection therefore dominates the transport of heat and molecular
diffusion can be confidently ruled out. The radiative heat flux in air is negligible
at these temperatures and it is therefore highly unlikely that it makes a significant
contribution here.
It is possible that the turbulent transport of buoyancy, neglected in the com-
putation of these quantities derived exclusively from the mean flow field, makes a
significant contribution. However, Papanicolaou & List (1988) report that this con-
tributes a constant 16% to the total buoyancy flux, insufficient to explain all but
the plume J data.
In a stably-stratified environment, where the buoyancy frequency N > 0, buoy-
ancy flux is not conserved (see 4.18). Indeed solving the Boussinesq plume equations
(A-26) withN2 > 0 results in a reduction in buoyancy flux with height. These results
could therefore indicate that the experimental environment was stably stratified.
However, ambient temperatures were acquired above and below the experiment for
the entire duration of the measurements with this monitoring indicating that any dif-
ference in temperature was smaller than the resolution of the thermocouples, which
was ±0.5K. This is entirely reasonable as the experimental enclosure and thermal
plume constitute a filling-box with buoyancy losses which would stratify accordingly
(Baines & Turner, 1969; Manins, 1979).
In 1990, W.K. George, one of the leading plume and jet experimentalists of
the last century, published some honest reflections on his experience of thermal air
plume measurements in light of what he regarded as conclusions hastily drawn in
George et al. (1977). These experiments were notable for a reduction in buoyancy
flux of 50-70% over a vertical height of 1m. George (1990) noted that an appar-
ently insignificant temperature gradient of approximately 1K/m in his experiments
generated a sufficiently strong stratification to cause a significant decrease in the
measured buoyancy flux. Notably, these experiments were dynamically most similar
to the plumes P and L in which an equivalent buoyancy flux decrease was observed.
A 1K/m vertical temperature gradient is insufficient to be resolved by the ther-
mocouple measurements made of the ambient, which gave temperatures to ±0.5K.
In the regretful absence of a detailed vertical profile of the enclosure temperature
neither above nor below the measurement domain, it is concluded that this stratifi-
cation must be responsible for the reduction in buoyancy flux in these experiments.
This is tested in §4.7, where the data are compared to the classical plume equations.
The maximum thermal gradient in this experiment was 2Km−1, which corre-
sponds to a buoyancy frequency of N = 0.26s−1. Non-dimensionalising the buoyancy






Table 4.7: Tabulated values of the non-dimensional buoyancy frequency, N∗, for each
of the experimental cases based on a temperature gradient of 2Km−1.





the relative effect of the stratification on each plume may be investigated. The
resulting non-dimensional buoyancy frequencies are tabulated in table 4.7.
Studying the values of N∗ tabulated, we see immediately why the buoyancy flux
diminishes to a greater extent in plumes P and L compared to the jet-like plume
J. The stratification is of increased relative importance to the plume dynamics in
these cases. This provides a convincing argument as to the cause of the reduction
in B with height.
4.5.10 Plume Richardson number
The plume Richardson number, Γ, is estimated at all heights from (2.26). A constant
entrainment coefficient of α = 0.1 is assumed. Figure 4.20 shows this estimate for
Γ plotted for the four plumes. Encouragingly, the values of Γ close to the source
closely match those in table 4.2, indicating that the experimental plumes had source
Richardson numbers very close to those intended.
As has been customary in this section, we begin with an assessment of plumes
J and F, both low Richardson number, high Reynolds number flows at source. As
expected, both of these plots show that Γ tends towards unity, plume J at an in-
creased rate compared to F as the theoretical models predict (Hunt & Kaye, 2001).
The effects of the weak stratification can be observed in experiment F for zb & 25,
where the plume becomes slightly more forced.
The behaviour of Γ(z) in plumes P and L initially appears to be surprising.
Turbulent plume theory reveals that plume P would be expected to show a constant












Figure 4.20: Height dependency of plume Richardson number Γ from 2.26.
However as figure 4.20 shows, the Richardson number ‘overshoots’ unity in both
cases and the flows become progressively more forced with height. Again, this is
most likely due to the weak stratification in the enclosure. The very closely matched
Richardson numbers in these two plumes reflects the closely matched behaviour of
the other dynamics quantities reviewed in this section.
4.5.11 Reynolds number
Figure 4.21 shows a plot of the plume Reynolds number in the four cases studied.
The Reynolds number was computed using the plume radius bw as a length scale












The kinematic viscosity of air is taken as the constant ν = 1.5× 10−5m2s−1 at a
pressure of one atmosphere and temperature of 293K.













Figure 4.21: Evolution of Reynolds number, Re, with height for the four experiments
alongside the asymptotic jet and plume dependencies.
The plot shows that the Reynolds number is a fairly constant 5,000 in the jet-like
case and approaches 4,000 in the other cases towards the maximum height of the
experiment. Figure 4.21 also shows that Re ≈ 1, 000 near the source of plumes
P and L, which does not correspond to fully turbulent flow as previous data have
indicated.
4.5.12 Entrainment coefficient
Many researchers have attempted to infer the entrainment coefficient, α, from exper-
imental observations (Turner, 1986) as it is central to plume theory. The entrainment
coefficient is defined as the ratio of two perpendicular mean velocities, the entrain-
ment velocity and the vertical velocity. Although widely and successfully applied to
many problems, this form of turbulence closure that describes the turbulent mix-
ing process by which ambient fluid is entrained across the shear layers forming the
plume boundary and into the plume, is nonetheless a rather crude model of a com-
plex physical phenomenon. The entrainment coefficient is now estimated from the













Figure 4.22: Schematic showing the control volume used to estimate plume entrain-
ment coefficient αi at height zi.
Entrainment coefficient estimates from the fluxes
Firstly, we estimate the entrainment coefficient from the measured volume flux, de-
noting this αQ. By considering the control volume shown in figure 4.22, an estimate
for the entrainment coefficient αQ,i at each vertical height zi was made.
The entrained volume flux, Qent,i, is approximated as the mean horizontal velocity
multiplied by the mean surface area of the section of the plume considered and this,
combined with volume conservation, gives
Qent,i = Qi+1 −Qi−1 = 4πbiuiδz = 4πbiαQ,iwiδz,





Figure 4.23 shows some scatter in αQ. Over the vertical extent of the measure-
ments αQ increases from αQ ≈ 0.5 to αQ ≈ 0.1. There is no noticeable difference
between the four plumes. These measurements were averaged over 10 PIV grid
points. This method assumes perfectly Gaussian velocity profiles at all heights.
















Figure 4.23: Comparison of entrainment coefficient, αQ estimated from the fluxes
(4.13).
In general, the estimates correlate very well with the results of other researchers,
such as Ricou & Spalding (1961) and Baines & Turner (1969), who measured the
entrainment coefficient using completely different means.
Entrainment coefficient estimates from the local Richardson number
We now proceed to a second estimate of the entrainment coefficient which does not
require computation of the volume flux. This entrainment coefficient is denoted αR.
The differential equation for the velocity with height may be written
db
dz
(z) = 2αR(z)− b(z)g
′(z)
2w2(z)
= 2αR(z) − Ri(z)
2
. (4.14)
Re-arranging (4.14), which follows directly from (4.18) gives an explicit relation
for αR which may be applied, using central differences to compute the approximate































Figure 4.24: Comparison of entrainment coefficient estimated from (4.15).
behaviour of αR with z is observed. However, the magnitude of this entrainment
coefficient is reduced and lies in the range 0.5αQ < αR < 0.66αQ.
Variations of α
As entrainment is a turbulent mixing process, α can be expected to be zero in
a laminar flow and increase to a maximum constant value in a fully developed
turbulent flow. Figure 4.25 shows the entrainment coefficient plotted against the
local Reynolds number. This plot reveals that there is no global dependence of the
entrainment coefficient on Reynolds number. Rather, for each plume, a point is
reached where the entrainment coefficient exhibits little or no further growth with
Reynolds number. This varies from Re ≈ 2, 000 for plumes L and P to Re ≈ 4, 000
for plume J. This result may be interpreted as showing that self-similarity of the
fluctuating flow components must be reached before the entrainment coefficient may
be assumed to take a constant value. Because of the relatively more significant role
of buoyancy in plumes P and L, this is reached at a lower Reynolds number.
Figure 4.26 shows that any Richardson number dependence is dwarfed by the de-
pendence on local Reynolds number and therefore the former cannot be determined
from these measurements. There is some indication from figure 4.26 that the en-
trainment coefficient decreases with increasing Richardson number in the pure and
lazy plumes, whereas the opposite is observed for the forced plumes.












Figure 4.25: Entrainment coefficient αR plotted against local Reynolds number,














Figure 4.26: Entrainment coefficient αQ plotted against local Richardson number,
Ri = g′b/w2.
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In light of these data, and using the latter method to estimate the entrainment
coefficient, we find that a constant value in the range 0.06 ≤ α ≤ 0.08 is appropriate
for plumes over the range of Richardson numbers studied, provided that Re > 3, 000.
4.6 Turbulence and other measurements
In this section, the aim is to use turbulent statistics of the velocity data to illuminate
the discussion in the previous chapter, particularly with regards to the apparently
non-constant entrainment coefficient and flow conditions near to the source. The
integral length scale profiles are examined, and the mixing-length model applied to
the plumes.
4.6.1 Turbulent length scales
In this section, length scales of the turbulence are computed. First of all, the integral
length scale is estimate from the velocity correlations. Subsequently, the mixing
length is estimated from the Reynolds shear stress and velocity gradients.
Integral length scale
The integral length scales (see §2.3.3) of the flow at every point in the measurement
plane has been estimated using the 3,000 instantaneous velocity fields acquired at
each field of view. It must be stressed that the integral length scale presented herein
is an estimate which assumes that the spatial correlations of the velocity components
decay in an exponential manner in both the vertical and radial directions.
The scaled integral length scale profiles shown in figures 4.27-4.30 bolster the
findings of §4.4. Approximate self-similarity of the profiles is achieved at all mea-
sured heights for plume J. Near-source deviation increases with decreasing Reynolds
number and is most noticeable in plumes P and L. These data also indicate that
the turbulence is not isotropic as the vertical length scale, Lww, is 1-3 times larger
than the radial scale Luu. The turbulence is increasingly anisotropic with increasing
Richardson number and consequently a relatively stronger vortex stretching effect
by the buoyancy.
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Figure 4.27: Plume J. Radial profiles of the integral length scales, (a) Luu and (b)
Lww, non-dimensionalised on plume width, bw. 14 profiles plotted in
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Figure 4.28: Plume F. Radial profiles of the integral length scales, (a) Luu and (b)
Lww, non-dimensionalised on the plume width, bw. 14 profiles plotted
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Figure 4.29: Plume P. Radial profiles of the integral length scales, (a) Luu and (b)
Lww, non-dimensionalised on the plume width, b. 14 profiles plotted
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Figure 4.30: Plume L. Radial profiles of the integral length scales, (a) Luu and (b)
Lww, non-dimensionalised on the plume width, b. 14 profiles plotted
in range 1.4 < zb < 14.
Mixing length
In turbulent jets and plumes, the radial mixing of momentum and buoyancy is of
interest as this is the mechanism by which the ambient is entrained. The mixing
length is therefore directly comparable to the integral length scale Luu obtained from
the correlation of the radial velocity in the radial direction. To test the validity of
the mixing-length model in turbulent plumes and jets, the two turbulent lengths ℓm
and Luu are now compared.
In figure 4.31 it can be seen that qualitatively the radial profiles of the mixing-
length and the integral length scale are broadly similar, except close to the plume
axis, where ℓm exhibits a strong peak. The reason for this is straightforward to
understand. As the plume centre-line is approached, the velocity gradient tends to
zero, i.e.
∂w/∂r → 0 as r → 0.
Near the plume axis, the small Reynolds stress is divided by the square of a
small velocity gradient which is why the mixing-length shoots off towards infinity.
In fact, the mixing-length model runs into trouble wherever the velocity gradient
approaches zero, as from (2.39), this implies a zero turbulent viscosity, a predic-
tion that has been contradicted by experimental data. The mixing-length model is
therefore inappropriate near to the plume centre-line.
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Figure 4.31: Radial profiles of the mixing length non-dimensionalised on plume ra-
dius estimated using the turbulent viscosity model for plumes (a) J,
(b) F, (c) P and (d) L. Dark points show the mixing length ℓm/bw,
light points denote the integral length scale, Luu/bw.
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4.6.2 Divergence of velocity field
The purpose of computing the divergence of the velocity field is to assess the suit-
ability of the approximations of low Mach number and constant entropy made in
the plume equations. Wherever the divergence is significantly non-null, these ap-
proximations are not applicable. To calculate the divergence of the velocity field in







is computed, using central differences, at every point in the measurement domain.
In order to enable a quantitative comparison of the different plumes, velocities are
normalised on the vertical source velocity w0 and spatial coordinates on the source
radius b0.
The results of this computation show that in the far-field, as expected, the diver-
gence is effectively zero. Attention is therefore focussed on the near-source region,
where significant deviations from this are observed. Examination of the divergence
fields plotted in figure 4.32 reveals that the divergence is non-zero close to all four
sources, with the maximum values being found near to the plume boundary, where
velocity and temperature gradients are highest. At these locations, the differences
in entropy are much more significant than elsewhere in the flow field.
The plots show that the non-zero divergence disappears at zb ≈ 2 in plume F,
and zb ≈ 5 in plumes P and L. This cannot be confirmed for plume J because there
is no data sufficiently close to the source.
The non-dimensional modified internal energy conservation equation (2.5) at low



















Examination of (4.17) reveals that the areas of large divergence must be asso-
ciated with either a low Reynolds, Pe´clet number, or both. Due to the reduced
source velocities and higher source radius, both the Reynolds and Pe´clet numbers
are highest in plume L, which has the highest measured divergence.
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Figure 4.32: Divergence of normalised velocity field for plumes (a) J, (b) F, (c) P
and (d) L. Note the different scales in each plot.
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4.7 Comparison with solution of plume equations
In this section, taking each plume in turn, a comparison of the experimental data
and solutions of the plume equations is presented. The Morton et al. (1956) system
of Boussinesq plume equations is
dg′
dz



















where all variables are non-dimensional and Ri0 denotes the source Richardson
number, which is directly proportional to Γ0. The system of equations (4.18) ap-
propriate for Gaussian profiles is solved numerically subject to the source plume
Richardson number of each experiment. Appendix A contains a derivation of (4.18)
and the numerical scheme employed to solve it. Input parameters are the source
Richardson number, Γ0 from table 4.2, entrainment constant, α and buoyancy fre-
quency N from table 4.7. A linear fit to the entrainment coefficient data plotted in
figure 4.24 of the form
α = C1z +C2 ≯ 0.08 (4.19)
was input. The constants C1 and C2 result from the fit of this linear model to
the data.
The plume equations assume that the mean profiles of velocity and buoyancy are
self-similar at all heights above the source. The experimental data has shown that
this assumption is valid in the far-field, where the profiles of buoyancy and velocity
are Gaussian, but unreasonable near to the source, particularly for plumes P and L.
In addition for zb < zB , the Boussinesq approximation is not applicable. A generally
better agreement is expected in the far-field than near.
4.7.1 Plume J
This case represents that which ought to best satisfy the assumptions made in deriv-
ing classical plume theory. The flow is turbulent close to the source and the velocity
and temperature profiles assume self-similar profiles in the near-field.













Figure 4.33: Comparison of measured (a) radius, (b) velocity and (c) buoyancy with
the numerical solution (dashed line) of the plume equations for plume
J.
Figure 4.33 shows that for the radius and velocity, a very good agreement is
obtained between the model and the data. In the far-field there is some divergence
in the radial spread rate — the model under-predicting. The velocity plot shows
discrepancies in the very near-field, most likely due to adjustment of the velocity
profiles in the very near-source region.
The dilution of buoyancy is well predicted by the model expected as this was the
case which conserved buoyancy flux to within 20%. However the decay in buoyancy
occurs at a slightly faster rate than theory indicates. Figure 4.33(b) shows also
that qualitatively at least, the development of the experimentally determined Γ(z)
is reproduced.
4.7.2 Plume F
This high Reynolds number forced plume exhibited behaviour intermediate to the
asymptotic pure jet and plume cases over the vertical extent of the experiment.
Again, in this case, we see excellent agreement in between the experimental data
and the model for all quantities except the buoyancy, g′.
In figure 4.34 we see that the solutions to the plume equations replicate the
observed behaviour. There are slight discrepancies near to the source, where the
measured profiles were not self-similar.















Figure 4.34: Comparison of measured (a) radius, (b) velocity and (c) buoyancy with
the numerical solution (dashed line) of the plume equations for plume
F.
height substantially more rapidly than the plume model predicts. However, the
model does appear to reproduce the estimated value of Γ0.
4.7.3 Plume P
As discussed in the previous section and earlier in the present, the assumptions
regarding the flow conditions made in deriving plume theory cannot be reasonably
applied near to the source for plumes P and L. The velocity profiles are not self-
similar, turbulence is not fully developed and as such, entrainment of ambient fluid
into the plumes is reduced.
In §4.5.10, it was noted that in both the pure and lazy plumes, Γ dropped below
unity in the rising plume, revealing a transition to a weakly forced regime.
Figure 4.35 shows that the experimental data and model plume agree very well on
the evolution of plume radius and Γ. The plot of g′ exhibits a moderate agreement,
whereas the velocity exhibits a rather poor agreement, although away from the
source region, the gradients of the model and experimental data are qualitatively
similar. Crucially, the solution of the model with the measured vertical profile of α
does predict that a low entrainment coefficient may cause a pure plume to develop
into a forced plume.
The behaviour of the velocity is somewhat different. Instead of the measured 30%
increase in w from zb = 0 to zb = 5, the solution of the plume equations outputs a













Figure 4.35: Comparison of measured (a) radius, (b) velocity and (c) buoyancy with















Figure 4.36: Comparison of measured (a) radius, (b) velocity and (c) buoyancy with
the numerical solution (dashed line) of the plume equations for plume
L.
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monotonic decrease albeit at a reduced rate compared to a fully turbulent plume.
In the far-field, the data and model agree on the rate of decay of velocity.
4.7.4 Plume L
Studying figure 4.36, very similar features are observed to the model comparison of
plume P. The radius and Richardson number variations appear to be reproduced
closely by the theoretical model. The difference between measured and model ve-
locity behaviour with height is similar to plume P as the model fails to reproduce
the initial near-source acceleration. Incidentally, this initial increase in velocity is
predicted by the model if the entrainment coefficient is sufficiently high near the
source.
In order for a better fit between the model and the data near to the source, an
attempt was made to compare the data to solutions of the non-Boussinesq system
A-12. However, no noticeable improvement was made, indicating that major con-
tribution to the divergence between the theoretical model and the data is made by
the low Reynolds number and lack of self-similarity.
4.8 Summary of findings
In this chapter, a highly resolved set of PIV measurements carried out on four tur-
bulent plumes of source Richardson number in the range 10−2 < Γ0 < 5 have been
presented in addition to thermocouple temperature measurements. These measure-
ments have been used to assess dynamical self-similarity, evolution of key dynamic
quantities with height from the source and for comparison with solutions of the the-
oretical plume model of Morton et al. (1956). The length scales of the turbulence
have been estimated as has the divergence of the velocity field.
The measurements presented herein show that the fully turbulent plume exhibits
approximate self-similarity of all first and second order moments over a large range
of Reynolds and Richardson numbers, with the exception of the turbulent kinetic
energy, which decreases with height. Approximately 10 source length scales are
required for similarity of the second moments to be achieved in plumes P and L
(table 4.5) and this defines the zone of flow establishment. The coarser temperature
data show that buoyancy profiles are Gaussian and self-similar from closer to the
source in all experimental cases.
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The jet-like case achieves the asymptotic jet power-law dependencies of all dy-
namic quantities close to the source. The pure and lazy cases become slightly forced
due to suppressed entrainment close to the source and then recover the pure plume
behaviour at 5-6 source diameters from the source. The intermediate plume exhibits
intermediate behaviour over the entire experiment, up to a height of 30 source diam-
eters or 3 jet-lengths. A transition towards pure plume behaviour is not observed.
The buoyancy flux does not appear to be conserved according to these experi-
ments and a weak stratification of the experimental enclosure is suggested as the
culprit. Further work should to seek to establish the reasons for this and measure
velocity and temperature concurrently in order that the turbulent buoyancy flux
may be quantified.
A good agreement between the data and solutions to the plume model of Morton
et al. (1956) is obtained for the higher Reynolds number flows. A reasonable qual-
itative agreement is obtained for the pure and lazy plumes, the model appearing
to capture the radius and Richardson number development well, but not the near-
source behaviour of the velocity and buoyancy due to the plug-like velocity profiles
and low Reynolds number.
The entrainment coefficient, α, was computed, with more success directly from
measures of radius than the volume flux. The recommended range for the entrain-
ment coefficient confirms previous experimental work at the laboratory scale and is
0.06 ≤ α ≤ 0.08.
The integral length scale of the turbulence was computed for all cases at all
heights. It has been shown herein that the mixing length model may not be applied
to the very centre of the plume, where it diverges significantly from the integral
length scale because of the small velocity gradients near the plume axis.
The divergence of the velocity field was found to be zero everywhere except for
near to the source. This confirms that the assumption of a constant entropy flow
is valid in the fully-developed plume but not near to the source and certainly not
within a non-Boussinesq length of the source.
5 Impinging Plumes
The impinging buoyant plume is a common, naturally-occurring flow observed over
a large range of scales. Such flows are encountered in engine cylinders, natural and
forced ventilation and enclosed fires. On a larger scale, the cold down-flows or mi-
crobursts from convectional thunderstorms impinge against the ground, generating
strong turbulent wind gusts and vertical wind-shear which endanger aircraft.
This chapter presents an experimental investigation of continuous, steady, ther-
mal air plumes impinging against a rough horizontal surface in an otherwise nom-
inally quiescent and uniform environment. Surprisingly for such a ubiquitous flow,
there is a sparsity of experimental data currently available on the buoyant radial
wall-jet development post impingement. Results from a series of laboratory ex-
periments on impinging thermal air plumes are presented, comprising velocity and
temperature measurements in the both plume and the radial outflow generated upon
impingement. The acquired data are compared to numerical solutions of the wall-jet
equations with realistic friction and buoyancy transfer coefficients.
This work shows that the vertical profiles of dynamic quantities in the devel-
oped radial wall-jet generated by the plume are self-similar. A single mathematical
function is shown to provide a very good fit to the mean radial velocity profiles,
regardless of the plume source conditions and boundary height. The near-field
momentum-dominated character of the radial flow produced by an impinging pure
plume is confirmed experimentally for the first time. A state of balance with the
internal Froude number approaching a constant value is progressively reached with
radial distance downstream. An estimate is made of the head loss produced by the
impingement of the plume against the boundary. Moreover, PIV results are also
used to estimate the wall-jet entrainment coefficient. The novel results contained
herein represent a substantial contribution to furthering existing knowledge of the
impinging plume and buoyant radial wall-jet.
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5.1 Introduction
Impinging buoyant plumes are common geophysical and industrial flows. The impact
of a smoke plume, rising from a fire, against a ceiling or a cold thunderstorm outflow
against the ground are frequently observed natural examples (Zukoski, 1978; Lund-
gren et al., 1992). Herein, established knowledge of the impinging plume is built
upon through analysis of highly-resolved velocity and temperature measurements,
and comparison made between experimental data and theoretical models of the bulk
flow.
The flow of interest includes the transition from a vertical, axi-symmetric, con-
vectively unstable, free shear flow to a radial, stably stratified, bounded shear flow.
Heat transfer and wall friction create thermal and inertial boundary layers close to
the wall. The wall extracts both momentum and buoyancy by means of friction and
heat transfer. These effects thereby add to the complexity of an already formidable
problem to describe.
There are many open questions regarding the nature of this class of flows which
form the motivation for and are addressed in this chapter. For example, what is the
magnitude of the energy loss due to the impingement? Is the radial flow self-similar
and if so, can the mean velocity profiles be approximated by a simple mathematical
expression? What is the rate of entrainment into the radial flow? These questions
and others will be addressed in this chapter. Firstly, the flow is introduced in greater
detail.
5.1.1 Problem Definition
A schematic representing an instantaneous snap-shot of the impinging plume is
shown in figure 5.1, with the buoyant fluid shaded in grey, annotated with cylindrical
coordinates (r, z) and origin at the centre of the plume source of radius b0. The
impermeable confining boundary at z = H, hereinafter referred to as the ‘wall’, is
rough and horizontal. Velocity components in the radial and vertical directions are
denoted u and w, respectively. In §5.4, a boundary layer vertical coordinate z′ is
employed. In this system, z′ = 0 at the wall and increases downwards.
No net swirling force acts on the fluid and therefore there is no mean azimuthal
velocity. This was confirmed experimentally as an azimuthal flow component would
have rendered PIV acquisition on a vertical plane problematic. The excellent quality
of the PIV data (see §3.6.1 and figure 3.7) is consistent with a very weak or non-
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existent mean azimuthal flow. The plume is continuous and steady so that the mean









Figure 5.1: A schematic showing the impinging plume and the cylindrical coordinate
system (r, z) and its origin centred on the plume source. The boundary
layer vertical coordinate, z′, employed in §5.4, is also shown.
The radial wall-jet created by the plume impingement can be sub-divided into four
bulk sections radially. As figure 5.2 shows, Kaye & Hunt (2007) showed theoretically
that the flow is dominated by inertia in the near field. They found that the wall-jet





is independent of height and greater than unity for pure plumes. This inertia
dominated character of the near field radial buoyant wall-jet is hitherto unconfirmed
experimentally. In (5.1) u and g′ denote the depth-averaged radial velocity and
buoyancy and h the wall-jet depth respectively. The wall-jet depth is obtained from
the velocity profiles and is defined in §5.4.3 and figure 5.7. A region then follows
where inertia and buoyancy progressively reach a state of balance and the wall-jet
Froude number decreases and converges to a constant value, nominally unity.
As the flow continues to spread radially, viscous dissipation becomes increas-
ingly important and can no longer be neglected. After Britter (1979), Rooney
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(1997) showed that in the constant buoyancy flux axi-symmetric gravity current,





where Q is the volume flow rate, and therefore that the flow always eventually
becomes viscous at large enough radius. The work presented herein focusses on the
near field high-Re parts of the flow, shaded in grey in figure 5.2 and is therefore
restricted to fully developed turbulent flows only.
I-dominated I-B balance I-B-V balance V-dominated
Plume Buoyant radial wall-jet
Figure 5.2: Schematic illustration of the various regions of the propagating buoyant
wall-jet. I denotes inertia, B buoyancy and V viscosity. The shaded area
denotes the region of interest in this chapter.
Figure 5.3 shows a time-averaged schematic idealisation of the impinging plume.
The buoyant plume, with Gaussian mean vertical velocity profile (see chapter 4),
is increasingly influenced by the presence of the boundary as it approaches z = H.
The height where the impinging plume deviates from free plume behaviour, ceases
to entrain and begins a transition to a radial flow, marks the upstream extent of an
area referred to as the ‘impingement zone’. A stagnation point exists on the centre-
line at the boundary, in which the pressures were measured for the non-buoyant case
by Donaldson & Snedeker (1971). The vertical momentum of the fluid is transferred
to the wall and the fluid is forced radially outwards along the surface.
The fluid within the radial wall-jet is expected to be weakly stably stratified as
the hottest, least dense air rises to the wall. Turbulence is damped by this stable
configuration. However, due to the transfer of heat and momentum by conduction
and friction, thermal and inertial boundary layers exist close to the wall. Fluid in
the thermal boundary layer loses heat to the wall and is therefore cooler than the
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Figure 5.3: A schematic showing an idealised time-averaged picture of the impinging
plume, velocity profiles in the plume and radial wall-jet flows and the
impingement zone control volume. Quantities b and h denote the plume
half-width and current depth, u(r, z) and w(r, z) the radial and vertical
velocity profiles respectively.
underlying fluid. This configuration is convectively unstable and is discussed in §5.4
and 5.6.2. The presence of the rough solid boundary signifies that the flow must
satisfy the no-slip and impermeable boundary conditions, u = w = 0 at z = H.
Chapter 4 confirmed the approximate Gaussian nature of velocity and buoyancy
profiles in the freely propagating plume. The presence of a boundary layer in the
wall-jet indicates that the cross-stream profiles of stream-wise velocity must adopt
a different form. Later in this chapter, the self-similar profile which the mean radial
velocity takes is determined from the experimental data.
As it propagates radially, the buoyant radial wall-jet spreads vertically down-
wards as ambient fluid is entrained across the shear-layer. Previous observations
(for example Bakke, 1957) have indicated that the depth, h, increases with radius,
indicating vigorous entrainment of ambient fluid. A weakly or non-entraining wall-
jet must decrease in depth with increasing radius due to conservation of volume.
Velocity measurements are used to estimate the value of the wall-jet entrainment
coefficient, ε, which, as in plume theory relates the characteristic radial velocity to
the perpendicular entrainment velocity.
Conservation of the mean fluxes of volume, horizontal momentum and buoyancy
in the axi-symmetric radial flow are the basis for the radial wall-jet conservation
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The wall-jet conservation equations (as stated in §5.7) of the fluxes (5.3) are
solved with entrainment, friction and heat transfer coefficients. The solutions are
compared to the experimental data.
This chapter is laid out in a similar fashion to chapter 4. A review of pertinent
literature is contained in §5.2. Experimental configurations are outlined in §5.3 and
vertical profiles of the wall-jet dynamic quantities are investigated in §5.4. Section
5.5 focusses on the impinging zone and includes an estimate of the head loss due
to impingement. Bulk quantities of the flow are calculated in §5.6 and their radial
dependence evaluated. Before the chapter concludes, §5.7 presents a comparison
between the experimental data and an integral model of the radial buoyant wall-jet.
5.2 Previous work
A significant volume of fire research literature (Zukoski, 1978; Cooper, 1988) has
looked at the impinging plume without any experimental data of the type and de-
tail presented herein. The dynamics of the wall-jet itself have been neglected in the
pursuit of other key characteristics, principally the heat transfer between the fluid
and the wall. Another practical application of considerable importance to aviation
safety has been the down-burst phenomenon of intense thunderstorm activity (Lin-
den & Simpson, 1985; Lundgren et al., 1992). However this is an essentially transient
process and it is not at all certain that any analysis of this problem is applicable to
the time averaged flow.
In industrial processes, impinging non-buoyant jets are frequently used to cool or
heat objects (Jambunathan et al., 1992). In this section, what may be regarded as
significant theoretical, experimental and numerical contributions to the understand-
ing of the impinging plume is reviewed. The existing research is predominantly
theoretical and experimental — comparatively few numerical studies exist at this
time. Much of the focus in the entire body of existing work is on the heat trans-
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fer to the wall, this being of particular significance in fire spread and damage and
industrial cooling processes.
One of the earliest contributions to the wall-jet literature was Glauert’s (1956)
theoretical analysis on the non-buoyant flow. This work developed similarity solu-
tions of the boundary layer equations which built upon the earlier work of Prandtl
and Schlichting. Glauert matched a near wall and far field solution to obtain a
congruent velocity profile for the entire wall-jet. Bakke (1957) conducted a comple-
mentary experimental study to the theoretical work of Glauert (1956). Measuring
velocity using Pitot probes at a resolution as high as 0.3mm in the boundary layer,
Bakke investigated the form of the velocity profiles. These were found to be self-
similar over the extent of the experiment and well fitted by Glauert’s theoretical
profile, particularly near to the wall. Best fits to the growth in wall-jet depth and
peak radial velocity with radius were h ∼ r0.94 and um ∼ r−1.12 respectively. Seban
(1961) completed a more extensive experimental validation of Glauert’s theoretical
non-buoyant wall-jet velocity profile and found it to be a good fit to his data.
In their paper on the ‘filling-box’ (see chapter 6), Baines & Turner (1969) touched
briefly on the radial wall-jet formed following pure plume impingement. This work
assumes that turbulence in the wall-jet dissipates quickly and that the wall-jet thick-
ness is initially very small. This assumption is questionable and subsequent authors
have suggested that the wall-jet outflow occupies a significant fraction of the box
height. This literature is reviewed further in the following chapter.
A two-part experimental research paper was published in the early 1970s by
Donaldson & Snedeker (1971) and Donaldson et al. (1971) who were motivated
by a desire to understand heat transfer properties of a non-buoyant jet impinging
against a heated plate. Pressure measurements were made with Pitot probes. Ve-
locity profiles were determined and agree closely, particularly near to the wall, with
Glauert’s theoretical profile. The authors doubted whether the radial wall-jet had
fully-developed over the extent of their measurements, however this was comparable
to the radial distance over which the measurements presented in this chapter were
made.
Understanding the wall-jet induced by fire plumes motivated Alpert (1975) to
derive the Boussinesq buoyant wall-jet conservation equations (see Appendix B for
a similar derivation). This model allows for a transfer of both heat and momentum
to the wall by way of the Reynolds analogy between heat transfer and wall friction.
Alpert (1975) found that his model agreed well with data obtained from large-scale
hydrocarbon fire experiments over a radial distance of 2 ceiling heights. Numerical
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solutions of a model similar to Alpert’s are compared to the experimental data in
§5.7.
Beyler (1986) reviewed the theoretical work on the wall-jet generated by fire
plumes. This work focussed almost exclusively on the wall temperature develop-
ment radially, with little attention paid to the nature of the profiles of velocity and
temperature. Numerous other wall-jet studies exist in the literature but the absence
of buoyancy does not make them directly relevant to the work herein. The review
paper of Launder & Rodi (1983) provides a summary of experimental and theoretical
developments in the non-buoyant wall-jet which for reasons of relevance are omitted
herein.
You & Faeth (1979) computed the ceiling heat transfer of the impinging fire
plume by way of a series of small-scale ethanol fire experiments in an enclosure. The
results of this work suggested that the heat transfer of the impinging plume was
25-40% of the heat transfer of a pure jet.
Lundgren et al. (1992) investigated the transient micro-bust phenomenon using
flow visualisation techniques on finite volume saline water plumes and supplemented
this with numerical vortex simulations. This work investigated the ‘roll-up’ of vor-
tices upon the initial plume impingement. It is likely that this mechanism also
applies to the continuous impinging plume. Of note is that this work finds the non-
dimensional speed of radial propagation to be independent of the plume - ground
separation.
Beitelmal (2000) looked at the heat transfer properties of the two-dimensional im-
pinging non-buoyant jet, computing the Nusselt number of different jets on heated
flat and oblique surfaces. He measured the temperature of the surface using ther-
mocouples, but not the temperature of the adjacent fluid as we do herein.
In the context of the filling-box, Kaye & Hunt (2007) discuss the unsteady initial
outflow from an impinging plume and make an analogy between the buoyant wall-
jet and a constant buoyancy flux radial gravity current. They measured the front
position of the outflow with time and found that the propagation speed is enhanced
in the forced part of the wall flow, i.e. at small r. Plotting non-dimensional radial
position, φ = r/H, against non-dimensional time, τ = tH−4/3B
1/3
0 , they observed
a change with φ of the non-dimensional velocity. A similar relationship was also
determined by Kaye & Hunt (2007) who observed the dimensionless radial position
to evolve from φ ∼ τ1/2 to φ ∼ τ3/4 with the transition occurring over a range of
φ centred on φ ≈ 0.65. They subsequently found that this radial position coincided
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with a change in overturning behaviour (see chapter 6 for more details on this).
Kaye & Hunt (2007) determined, using theoretical arguments, that the radial
buoyant wall-jet generated by an impinging pure plume is momentum-flux dom-
inated close to the impingement and therefore has a Froude number Fr > 1 at
formation. They also suggest that with increasing radial distance downstream from
the impingement zone, the fluxes of momentum, buoyancy and volume tend towards
a state of balance and Fr→ 1. Relating the impinging plume to the radial outflow,
Kaye & Hunt (2007), following Jirka & Harleman (1979), made an analogy between
the impinging process and a right-angled bend in pipe flow in order to model the
associated energy loss. The resulting assumed head loss coefficient, γ = 0.9, is of
importance to the work herein as the Froude number in the radial outflow is pro-
portional to γ9/4. As a consequence the upstream condition of the buoyant radial
wall-jet is sensitive to changes in γ.
Cooper & Hunt (2007) conducted experiments on impinging fountains, a common
flow in the context of building ventilation and heating, where fountains may be used
to create hot-air ‘curtains’. However in this case the radial outflow is statically
unstable and once buoyancy has overcome the Coanda effect, the flow separates from
the wall. Papakonstantis & Christodoulou (2010) propelled heavy fluid upwards at
different angles of incidence and studied the resulting floor flow. Again, there is
little focus on the velocity and density profiles.
The reader interested in numerical work on the impinging plume is to be disap-
pointed as there is a real lack of work in this area. A numerical complement to this
present chapter would make a much-needed contribution to the literature. There
are however numerous numerical studies on the impinging non-buoyant jet and its
heat transfer characteristics, for example the LES study of Voke (1998) and RANS
work of Draksler & Koncˇar (2011).
This review has thus far been chronological. This order is now broken to permit
a more extensive review of the thesis of Rooney (1997), which is a work of consid-
erable importance to this chapter. The novel theoretical and experimental work on
the impinging plume contained in Rooney’s thesis has yet to be published in peer-
reviewed journals and has therefore received comparatively little attention. This
situation should soon be remedied by the publication of Rooney & Linden (2011).
The first part of Rooney’s (1997) impinging plume work concerns similarity so-
lutions for the wall-jet. Assuming that the fluxes of volume and buoyancy are
conserved upon impingement and the plume is pure, Rooney (1997) obtains that
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the outflow velocity is independent of boundary height H and the outflow depth is





the constants of proportionality being a function of the plume entrainment coef-
ficient and the wall-jet Froude number. Considering an idealised scenario in which
the wall-jet forms immediately into a gravity current, Rooney (1997) estimates the
wall-jet Froude number to lie in the range 0.71 . Fr . 1.3.
At this juncture it is worth mentioning the hydraulic jump. Rooney (1997) re-
ports Linden & Simpson (1994) who speculated that the ‘zone of rings’ they observed
in the wall-jet outflow was the axi-symmetric analogue of the hydraulic jump. In
none of the experiments reported herein was a super- to sub-critical flow transi-
tion observed in the mean and none of the measurements support a Froude number
Fr < 1.
By writing down the vorticity equation for the radial wall-jet flow, Rooney (1997)
identifies a ‘vortex force’ due to stretching of fluctuating azimuthal vorticity which
acts on the mean radial flow. This is not quantified and the author states that it
is only expected to be significant at small radii, where the wall-jet cannot locally
be approximated as a two-dimensional flow. He claims that the vortex force may
be one reason why there is divergence between the similarity solution and available
data at small radius.
Rooney (1997) also made measurements on the plume and radial wall-jet issuing
from room-scale fires using heat flux meters and thermocouples. Temperatures were
measured in the wall and in the wall-jet at 10mm and 100mm from the wall. Rooney
used cross-correlation velocimetry of a fast (100Hz) thermocouple signal to obtain
the velocity of the wall-jet. Each measurement was essentially an estimate for the
radial velocity averaged over a radial distance of 30mm. These measurements are
not as comprehensive as those presented herein but do appear to back up the model
(5.4) when modified to take into account a coefficient of heat transfer. Rooney (1997)
does clearly state that solutions to his model should be seen as scaling parameters
rather than the actual wall-jet velocity, depth and buoyancy. The Froude number
calculated in the ‘adjustment region’ corresponding to the inertia-dominated region
herein (r/H < 1), was estimated by Rooney (1997) to be Fr ≈ 3.5. This is certainly
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comparable with the Froude numbers reported in §5.6.
Summarising this review of the unfortunately sparse relevant literature, there is
an absence of work regarding the dynamics of the impinging plume and resulting
radial buoyant wall-jet especially when compared to the free plume of chapter 4.
Direct and detailed velocity measurements are almost entirely absent. The impinging
non-buoyant jet has received enviable attention as a result of its application in
industrial and electrical cooling. Research on the impinging plume, which has been
principally the focus of the fire research community, has focussed on the heat transfer
properties of the impinging flow with a view to flame propagation and fire spread.
Heat transfer in itself is not the motivation for the work herein.
Of concern herein are the evolution with radial distance of the wall-jet depth,
velocity and buoyancy. These are of importance in smoke and contaminant prop-
agation in the fire context, an application which has been somewhat overlooked.
Comparison of velocity measurements in the buoyant and isothermal cases are made
and illustrate the marked difference between the two. An exponential form for the
mean velocity is proposed which relies not on a solution of the boundary layer equa-
tions, but a fit to the experimental data over the vertical extent of the buoyant
wall-jet. The heat transfer properties of the fluid and boundary are of course of im-
portance as they contribute to the dynamic behaviour of the flow. However, there is
no attempt herein to measure this directly, although heat transfer will be modelled
by an inferred coefficient when the experimental results are compared to numerical
solutions of the buoyant wall-jet conservation equations (5.13).
5.3 Experimental particularities
The PIV and thermocouple measurements techniques and set-up employed in this
chapter were identical to those of chapter 4, with the addition of a horizontal plywood
board. The detail of the experimental set-up and techniques employed are described
in §§3.1 and 3.4. The experimental set-up is shown schematically in figure 3.1 and
the plume nozzle shown in figure 3.2.
The radial flows issuing from 3 different plume source conditions were investi-
gated. Plume source conditions were varied between experiments by increasing the
momentum flux while keeping the volume and buoyancy fluxes constant. The three
Γ0 values (2.24) considered correspond to jet-like, forced and pure plumes, closely
matching experiments P, F and J of chapter 4. Two boundary heights, H, were
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Case LM (mm) LQ (mm) T0 (K) zv (mm) zB (mm) Re0 Γ0
P 116 116 384 124 110 1,030 1.0
F 255 69 384 270 110 1,720 0.1
J 2,560 23 398 2,710 172 10,500 0.0001
Table 5.1: Properties of the three source conditions studied.
considered to enable potential scaling of the radial wall-jet on the plume source
conditions to be assessed.
The PIV data was used to derive the mean and fluctuating velocity components,
Reynolds stresses and kinetic energies of the mean and fluctuating flow. The mean
velocity fields show very little scatter or disturbance within any single field of view,
indicating that the averaging time was sufficient. There is slightly more scatter in
the turbulent quantities, expected because 3,000 samples is towards the lower limit
of data required for reliable convergence of second order statistics.
Between adjacent fields of view there were occasional discontinuities in the radial
profiles of the wall-jet height and radial velocity. This was due principally to camera
positioning and parallax errors. Wherever this occurred, the radial coordinate was
corrected by matching the radial velocity profiles. The corrections were always
smaller than 5mm. Experimental parameters are listed in table 5.1.
Plume source conditions were maintained constant over the duration of each
experiment as outlined in chapter 3. The environment was nominally quiescent and
uniform, although the work in chapter 4 indicated that a thermal gradient of 2Km−1
may have been present.
5.4 Wall-jet vertical profiles
Herein, the extent of self-preservation in the buoyant radial wall-jet is investigated.
Results presented in chapter 4 showed that the vertical plume becomes self-similar
in the second-order quantities at a height of approximately 10 source radii. As the
condition H > 10b0 is always satisfied, the plumes can be assumed fully developed
upon impingement. In the radial wall-jet, the cross-stream profiles are vertical and
for convenience, a vertical coordinate system is adopted in this section in which z′
increases downwards from z′ = 0 at the wall to z′ =∞ for from the wall.
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Table 5.2: Non-dimensional radius of profiles plotted in figures 5.4-5.5. Upstream
extent of the impingement zone is denoted r1, see figure 5.10.
tively are the maximum radial velocity, um and local flow depth hu. The flow depth
is obtained from the velocity profiles and defined as the distance from the wall to the
point in the free shear layer where the radial velocity has dropped to um/e (see figure
5.7). These scales are analogous to wm and bw of chapter 4. The non-dimensional
vertical coordinate is defined
z′h = z
′/hu. (5.5)
Firstly, profiles obtained in the buoyant wall-jet are presented. These are then
contrasted to data obtained from a non-buoyant radial wall-jet experiment.
The symbols on figures 5.4-5.5 correspond to the non-dimensional radii listed in
table 5.2. The radial coordinate r1 corresponds to the downstream boundary of
the impinging zone (see §5.5), shown schematically on figure 5.10. Throughout this
chapter the subscript 1 denotes any quantity at the upstream end of the wall-jet,
analogous to the now familiar subscript 0 at the plume source. All plotted profiles
exclude the impinging zone (r/r1 < 1), where the streamlines are curved, both the
radial and vertical velocity components are of similar order of magnitude and the
buoyant fluid constitutes neither a plume nor a wall-jet.
5.4.1 Buoyant wall-jet
Figure 5.4 shows non-dimensional profiles of the mean radial and vertical velocities,
turbulence intensities, Reynolds shear stress and t.k.e. in the buoyant radial wall-jet.
































Figure 5.4: Buoyant radial wall-jet. Non-dimensionalised radial profiles of (a,b)
mean radial and vertical velocities, (c,d) fluctuating vertical and radial
velocities, (e) Reynolds shear stress and (f) turbulent kinetic energy.
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notable exception of the Reynolds shear stress, collapse tightly onto each other. The
profile of mean radial velocity, u/um clearly shows the boundary layer for z
′
h < 1/4.
The velocity grows to a maximum before tailing off towards zero at sufficiently large
z′h. Plot 5.4(b) shows that the mean vertical velocity is slightly positive where the
radial velocities are highest, signifying a mean downwards spread of the wall-jet.
Towards the edge of the flow and beyond, the vertical velocity approaches a value
of −um/10, indicative of the entrainment of the ambient fluid.
The profiles of turbulence intensity show a good collapse. Within the outflow, yet
outside the boundary layer, the radial turbulence intensity adopts an approximately
constant value of Iu ≈ 0.35. The maximum vertical turbulence intensity occurs near
the wall-jet edge at z′h ≈ 1 and has a magnitude of Iw ≈ 0.26. As in the plume,
the turbulence intensity in the stream-wise direction of the radial wall-jet is greater
than that in the cross-stream direction, indicating vortex stretching by the mean
flow.
In figure 5.4(e), the two Reynolds stress profiles obtained the furthest upstream
diverge somewhat from the remaining profiles. This can also be observed, albeit to
a lesser extent, in the vertical turbulence intensity plot, 5.4(d). This is probably
due to occasional meanderings of the plume into areas usually occupied by the wall-
jet. Otherwise, the Reynolds shear stress profiles are largely self-similar. The mean
flow kinetic energy exhibits an even tighter collapse than the radial velocity and
is therefore not shown here. The profiles of turbulent kinetic energy are broadly
self-similar and show that the maximum turbulent kinetic energy is approximately
1/10 of the maximum kinetic energy of the mean flow.
According to the model of Kaye & Hunt (2007), the radial outflow from a pure
plume develops from a high-Froude number, momentum-dominated flow to a con-
stant Froude number, constant depth region. The constant depth region implies a
breakdown in self-similarity. To maintain a constant depth the local velocity scale
must decrease with increasing radius in order to conserve volume. The local length
scale, the depth, remains constant meaning that self-similarity is not possible. How-
ever the some of the data plotted in these figures are drawn from the part of the
flow where the Froude number has essentially reached a constant value (see §5.6.1).
5.4.2 Non-buoyant wall-jet
At a certain distance downstream of the impingement zone, the non-buoyant wall-
jet separated from the wall, presumably forming the re-circulating cell described by
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Jirka & Harleman (1979). No profiles measured downstream of the separation are
plotted in figure 5.5.
Comparison of figures 5.4 and 5.5 reveals some notable differences between the
buoyant and non-buoyant wall-jets at relatively similar Reynolds numbers (see table
5.1). However, the mean radial velocity profiles adopt a similar form. Later in
this chapter, it will be shown that in all experiments, including the non-buoyant
case, the vertical profiles of radial velocity can be well approximated by the same
mathematical function.
Differences begin to emerge in the profile of mean vertical velocity. Figure 5.5(b)
shows that the vertical velocity is almost double that in the buoyant case. This
immediately implies that there is increased entrainment of ambient fluid by the non-
buoyant wall-jet. The fluctuating component of the flow is also increased compared
to the buoyant flow, with the maximum turbulence intensities now Iu ≈ 0.41 and
Iw ≈ 0.32, increases of 17% and 23% compared to the buoyant wall-jet.
Given that the turbulence intensities are increased, it is no surprise that the
turbulent kinetic energy is 30% higher in the non-buoyant case. The Reynolds shear
stress does not collapse nearly as well as in figure 5.4 and the peak value increased
in magnitude by over 40% in the developed wall-jet, also indicative of enhanced
entrainment. Unlike the vertical plume, the stable stratification which develops
in the buoyant wall-jet acts to dampen the turbulence in this part of the flow.
Notably, the Reynolds stresses progressively increase in magnitude with distance
downstream. For r/r1 . 2, they are approximately equal to their buoyant wall-jet
counterparts. These data illustrate quantitatively the reduction in mean vertical
velocity and turbulence intensity by the stable stratification in the buoyant wall-
jet. This is in stark contrast to the free plume where buoyancy acts to enhance
turbulence and entrainment.
A key distinction between the non-buoyant and buoyant wall-jets is boundary
layer separation. Downstream from the impingement zone, the non-buoyant wall-
jet separates from the wall. A vector plot of the mean velocity field illustrating
this separation is shown in figure 5.6. Jirka & Harleman (1979), who looked at the
mixing of fluid by buoyant jets, cited earlier work by Iamandi & Rouse (1969) to
illustrate recirculating cells of radial extent 2 − 2.5H generated by impinging non-
buoyant jets. The downwards-pointing vectors in figure 5.6 show the beginning of
this recirculation which is completed by the re-entrainment of this fluid into the jet.
In spite of a lack of data below z′ = 90mm, the case shown in figure 5.6 broadly

































Figure 5.5: Non-buoyant radial wall-jet. Non-dimensionalised radial profiles of (a,b)
mean radial and vertical velocities, (c,d) fluctuating vertical and radial





























Figure 5.6: Vector plot showing separation of the non-buoyant radial wall-jet from
the wall. Vectors overlay a colour plot of the mean kinetic energy, a.
Wall-jet boundary layer separation was studied in detail by Didden & Ho (1985).
They showed that the perturbations in the inviscid region of the wall-jet separa-
tion produce an unsteady wall pressure gradient which in turn retards the viscous
boundary layer. Further investigation of wall-jet separation is beyond the scope of
this work. The essential point is that the buoyancy within the buoyant wall-jet must
suppress the mechanism suggested by Didden & Ho (1985) as none of the buoyant
wall-jets generated in this laboratory investigation separated from the wall.
5.4.3 Form of mean velocity profiles
The aim of this section is to identify a functional form to model the mean radial ve-
locity profiles. The function is not derived from similarity solutions of the boundary-
and shear-layer equations, instead the interest here is to use simple functional forms
to provide a best-fit to measurements without matching together solutions for each
part of the wall-jet, as previous authors have (Glauert, 1956; Alpert, 1975).
Figure 5.4 indicates that the profile of u(z′) must satisfy two boundary conditions.







Figure 5.7: Typical profile of radial velocity, u(z′), in the radial buoyant wall-jet.
The wall-jet depth is denoted hu.
u|z′=0 = 0.
Neglecting the weak induced flow into the plume and the radial outflow, the
second boundary condition is
u|z′→∞ = 0.
As a consequence of the two boundary conditions, the model function must con-
tain a maximum in [0,∞] for any non-zero velocity profile. The velocity decay on
the free-shear side of the maximum could be exponential, as in the plume. Boundary
layers have been historically modelled by log or power laws resulting from solutions
of the boundary layer equations (see Krogstad et al., 1992). If one unique function
is to model the entire profile, it requires an exponential term to dominate for large
z′ and a power of z′ to dominate near to the wall. The function







satisfies both of the boundary conditions and fits experimental data very well.
Unlike the Gaussian plume profile, the parameters of (5.6), µ2 and σ2 do not
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correspond to the mean and standard deviation of the distribution. The parameter
σ2 contributes both to the spread of the profile and the magnitude of the peak,
whereas µ2 contributes only to the latter. Their respective dimensions are, [µ2] =
T−1 and [σ2] = L. In fact, z
′ = σ2 is the vertical coordinate of the stationary point
of (5.6), where du/dz′ = 0. The point z′ = 2σ2 corresponds to the stationary point
of the derivative of (5.6) (d2u/dz′2 = 0) the location of maximum shear.













This is our first attempt to model the mean wall-jet velocity profile with a single
mathematical function which is valid for all z′. Such a simple expression cannot
resolve the various parts of the boundary layer, investigation of which is not the
focus of this work. However, for small z′h, u/um is of order ∼ z′h and therefore of
the same order as the logarithmic law of the wall. This may explain why (5.7) is a
good fit to the data over the entire profile.
Figure 5.8 shows just how well the model profile (5.7) fits the normalised data.
A study of all the data indicates that there is divergence of the data and the fitted
profile for z′h > 2 where measured velocities are small in comparison to background
airflows and there is a weak horizontal back-flow towards the radially entraining
plume. Over the majority of the profile, where the overwhelming contribution to
the bulk fluxes is made, the functional forms provide an excellent fit to the measured
data. In fact, in the range 0 < z′h < 2, the coefficient of determination of the fit,
R2 ≥ 0.98 is at least as good as the fit of a Gaussian profile to the plume profiles of
vertical velocity.
Applicability of model profiles
Significantly, the proposed profile function (5.7) provides an excellent fit to the
measured data irrespective of the source conditions of the plume, the boundary
height and distance from the impingement zone, at least over a radial extent of
1 < r/r1 < 4. The Froude number over this range of flows varies by at least an
order of magnitude and there would appear therefore to be only a weak Froude
number dependence of the velocity profiles which has not been resolved by these
measurements. Interestingly, (5.8) also provides a good fit to the non-buoyant wall-










Figure 5.8: Comparison of normalised experimental data with model profile. Dotted
line shows (5.7) with um = hu = 1.
important assumption made in the derivation of the conservation equations of both
Morton et al. (1956) and Alpert (1975). These measurements suggest that (5.7) is
applicable to all data acquired in the turbulent buoyant wall-jet. Departure from
this profile requires significant contribution from viscous forces for profiles beyond
the inertia-buoyancy balance of figure 5.2. Speculating as to the nature of this
modification by viscous effects at large radius is beyond the scope of this thesis.
5.4.4 Buoyancy profiles
Temperature measurements within the radial outflow made by Inox thermocouple
probes at 10Hz for a duration of 180 seconds are presented in this section. The
measurement domain spanned an identical plane to the velocity measurements with
13 points in the vertical and 50 in the radial directions at an average resolution of
10mm.
Figure 5.9 shows the mean buoyancy profiles from two of the experiments. These
show common features. The peak buoyancy, g′m, is located in the range 0.5 < z
′
h < 1.
The thermal boundary layer is therefore thicker than the inertial boundary layer and
a relatively large proportion of the wall-jet is therefore convectively unstable in the
















Figure 5.9: Vertical profiles of buoyancy normalised on peak profile buoyancy, g′m.
Note that vertical coordinate is normalised on the velocity-derived wall-
jet depth. Plots a) and b) show data from experiments F2 and J2 re-
spectively.
wooden surface suggest a minimum buoyancy of 20-50% g′m adjacent to the wall
based on a temperature drop of 20K from the location of g′m.
These data indicate a partial collapse normalised on the length and buoyancy
scales hu and g
′
m respectively. The large scatter in these data is due to the 10%
error in temperature measurements at these comparatively low temperatures.
5.5 Impingement zone
In this section, the impinging zone is investigated and we revert back to the original
vertical coordinate system. Where the buoyant jet strikes the horizontal boundary
a stagnation point exists in the mean flow at r = 0, z = H, reverting to the global
vertical coordinate. The resulting high-pressure zone creates an adverse pressure
gradient which causes the fluid arriving at the boundary to be pushed around the
stagnation point and radially outwards. This process results in force being exerted
on the solid boundary and kinetic energy being removed from the flow. A loss of
vertical momentum flux is therefore associated with the impingement of a fluid jet
against a horizontal surface.
The impingement zone is demarcated in the schematic time-averaged picture
shown in figure 5.3 and in greater detail, annotated with the fluxes, in figure 5.10.
Outside of the impingement zone streamlines are approximately parallel to z in the
plume and r in the wall-jet as there is only a weak orthogonal entrained velocity
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component. Within the impingement zone, the streamlines are curved and the
vertical and radial fluxes of volume are a poor approximation of the total fluxes. It
is therefore important to find a method for delineating the impingement zone from
the remainder of the fluid.
Following Alpert (1975), it is assumed that entrainment of ambient fluid is negli-
gible within the impingement zone control volume. Such an assumption is reasonable
as there is little or no shear layer across which fluid may be entrained. It is therefore
required that the vertical flux of volume entering the control volume in the plume,
Qvi, at coordinate zi, equals the volume flux leaving radially in the wall-jet, Qr1, at
coordinate r1,
Qvi = Qr1. (5.8)






Now the question of how to define suitable upstream and downstream boundaries
of the control volume must be addressed.
5.5.1 Demarcation
The demarcation of the impingement zone is subjective, particularly regarding the
choice of the downstream control volume boundary location, r = r1. For example, r1
could be chosen as the radius at which the radial velocity is a maximum. However,
inspection of the velocity profiles show that the profiles are not yet self-similar at
this radius and moreover, the streamlines are still curved indicating a significant
vertical velocity component.
One could also chose to use the minimum wall-jet depth to define r1. However,
this is not easily determined due to the discrete measurements and low gradient of
the depth in this shallow part of the wall-jet. However, this definition was used as
a check.
Therefore zi and r1 are defined using continuity arguments. Invoking the earlier
assumption of zero entrainment in the impinging zone (5.8), the upstream extent
of the control volume is defined by the height at which the vertical plume volume
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flux reaches a maximum. As the plume fluid approaches the boundary, the vertical
volume flux is reduced to zero and there must therefore be a maximum in the vertical
plume volume flux, Qv(z) which defines zi.
The downstream control volume boundary, r1, is determined by finding the radial
coordinate at which the radial volume flux, Qr, as inferred from the velocity profile
(5.7), satisfies volume conservation (5.8). If the assumption of zero entrainment
holds, this indicates that the flow has turned the corner and is now fully radial in
nature.
Contributors to head loss
Within the impingement zone shown in figure 5.10, there are several sinks of mo-
mentum. Firstly, there is a frictional head loss due to the presence of the rough
wall acting on the fluid from r = 0 to r = r1. In addition, the poorly understood
turning mechanism from vertical to horizontal flow contributes a loss as the fluid is
accelerated around the ‘corner’ and exerts a force on the wall. Turbulent momentum
transfer also extracts energy from the mean flow.
The buoyancy contained in the fluid is an important source of momentum flux
in the impingement zone. From experiments performed on impinging buoyant jets,
values of γ > 1 (5.9) were obtained, indicating that over the control volume the
generation of momentum by the buoyancy exceeds losses due to the mechanisms
discussed in the previous paragraph. Therefore to remove this buoyant generation
of momentum from the estimate of γ, a supplementary experiment was performed
on an impinging non-buoyant jet and it is these results that are used to calculate an
estimate of γ.
5.5.2 Dynamic head loss estimate
No previous work has explicitly quantified the dynamics head loss coefficient that
occurs in the impinging plume as it impacts the bounding surface and is forced
radially outwards. Following Jirka & Harleman (1979), Kaye & Hunt (2007) suggest
that as the flow is forced to turn through 90◦, it is similar to the loss in a pipe-bend
and therefore take a value of γ = 0.9 in their analysis. As Kaye & Hunt (2007) point
out, it is imperative to accurately determine the value of γ as they determine it to
be linked to the upstream Froude number of the radial outflow by a 9/4 power law.








Figure 5.10: Schematic showing a section through the control volume used for anal-
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Figure 5.11: Development of (a) radial and (b) vertical volume flux and (c) radial
and (d) vertical momentum flux in the impinging (non-buoyant) jet.
146 Impinging Plumes
are plotted in figure 5.11. Figure 5.11(b) shows a clear maximum in the jet vertical
volume flux and this defines the upstream control volume boundary as zi = 0.37m.
Figure 5.11(a) reveals a clear change in the gradient of Q(r) near the edge of the
plume zone as a truly radial flow develops. Comparison of Qi and Q1 shows that
volume is conserved in the impinging zone and the assumption of negligible entrain-
ment of ambient fluid is justified. The continuity argument results in a downstream
control volume boundary at r1 = 0.11m.
Plot (c) in figure 5.11 shows the rapid increase in Mr with r, up to a maximum
value at r1. The gentle subsequent decrease is the result of wall-friction extracting
momentum from the radial wall-jet.
Taking the data from these figures, a value of γ = 0.80 is obtained. This is
considerably less than the γ = 0.90 of a pipe bend. This confirms that not all
of the kinetic energy contained in the impinging plume is transferred to the radial
outflow. However, it should be noted that this estimate does include the effects of
wall friction on the flow in the interval 0 ≤ r ≤ ro and is therefore an overestimate.
A problem with this method becomes evident upon close examination of 5.11(b)
and (d). The point at which the volume flux is a maximum in the plume does not
coincide with the point of maximum momentum flux. In other words, the vertical
momentum flux is influenced by the wall further upstream than the volume flux.
The consequence of this observation is that the continuity argument for definition of
the control volume boundaries is not the most appropriate. However, plotting the
vertical and radial momentum and volume fluxes was highly informative and allows
an estimate of γ nonetheless.
5.6 Buoyant wall-jet evolution
This section concerns the radial development of the buoyant wall-jet, in particular
the depth and velocity. Table 5.3 indicates the experimental case to which the
symbols used the plots in this section refer. The minimum wall-jet depth, h1, is
the chosen length scale, while the velocity scale is the peak radial velocity at the
corresponding radial coordinate, um1.
Figure 5.12 plots the radial development of the wall-jet depth and peak radial
velocity, normalised on their upstream values. Given the different plume source
conditions, it is surprising to note the partial collapse of these curves. However, with
a range of plume source Richardson numbers varying over two orders of magnitude
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Symbol Experiment H(m) Γ0
◦ P1 0.4 1
△ F1 0.4 0.08
 J1 0.4 0.009
◦ P2 0.64 1
△ F2 0.64 0.08
 J2 0.64 0.009
Table 5.3: Nomenclature of plots contained within §5.6
and two distinct boundary heights, self-similarity between the different flows is not
expected. Once a minimum flow depth at r/h1 ≈ 6 is reached, the depth increases
monotonically with radius, consistent with a vigorously entraining flow. Counter-
intuitively, there is a trend for the most momentum-dominated wall-jets to grow at
a slightly reduced rate compared to the other cases. This is most likely due to the
reduced relative importance of the convectively unstable thermal boundary layer,
which generates increased turbulence and entrainment, in these cases.
The velocity data exhibits some collapse, particularly in the near field, with
the notable exception of experiment P2, where the velocity decay proceeds at a










to the velocity data allows the rate of decay coefficient β to be obtained. Values
of β for these experiments are listed against the initial wall-jet Froude number (see
§5.6.1 and figure 5.13) in table 5.4, with Bakke’s non-buoyant result for comparison.
A relationship of increasing β with Fr1 is seen, reflecting the increased driving force
in the relatively more buoyant wall-jets.
A note of caution regarding the data for experiment P2 is required. These data
are incoherent with the other experiments, with a far larger rate of decay of velocity
with radius than even experiment P1. This is due to the small velocities relative to
background disturbances in this configuration. This experiment is discarded from
most of the remainder of this chapter.
The curves presented in figure 5.12 do not collapse if the length scale is taken as
r1. This implies that h1 is the appropriate length scale and also that r1 and h1 do






























Figure 5.12: Radial development of wall-jet (a) depth and (b) peak radial velocity.
Length scale, h1, corresponds to the minimum wall-jet depth and source
conditions are given in table 5.3.
Experiment Fr1 β







Table 5.4: Mean decay coefficient, β, of maximum radial velocity um with radius, r,
over the measurement domain (5.10). Bakke’s (1957) data on the non-









Figure 5.13: Radial development of wall-jet Froude number. Symbols are as defined
in (5.3)
5.6.1 Froude number evolution
Kaye & Hunt (2007) showed theoretically that the buoyant wall-jet established by
a pure plume source (Γ0 = 1) is momentum dominated, Fr > 1, for small r and
approaches a constant Fr = 1, characteristic of a gravity current, with increasing
radius. The internal Froude number is the wall-jet analogue of the plume Richardson
number Γ and is defined as shown in (5.1).
Figure 5.13 shows that these data support the theoretical prediction of Kaye
& Hunt (2007). Peak Froude number is substantially higher in the momentum-
dominated impinging plumes. The general trend is that the rate of change of Froude
number, dFr/dr increases with increasing Fr. The Froude number observed for
r/h1 > 20 in experiments P1 and F1 is a constant Fr ≈ 1.
There is no trend with regards plume source - boundary separation height, H. It
is of little value to attempt to scale the wall-jet dynamics on the boundary separation
height by including a virtual origin correction (Hunt & Kaye, 2001) as the source-
boundary separation is considerably smaller than one jet-length in the forced case
and therefore cannot be reasonably applied (Morton, 1959).
5.6.2 Wall-jet entrainment
The wall-jet entrainment coefficient, ε, has been evaluated for the radial buoyant
wall-jet. This was obtained by first fitting polynomial and power-law relationships








Figure 5.14: Radial development of the entrainment coefficient ε. Symbols are as
defined in (5.3)
domain to even out step changes due to the discrete nature of the data.
The resulting values of ε are plotted in 5.14 and warrant commentary. Experi-
ments J1 and J2 both yield a near-constant entrainment coefficient of almost exactly
ε = 0.10. All other cases exhibit a tendency for ε to decrease with distance from the
impingement zone which is particularly pronounced in cases F2 and P2. However
what is perhaps surprising is that the entrainment coefficient in the non jet-like
cases is everywhere ε > 0.10. Cases P1 and F1 demonstrate a gradual decline from
ε = 0.125 to ε = 0.11 whereas case F2 shows a more sudden decrease from ε = 0.15
to ε = 0.115.
In the configuration studied (figure 5.3), unlike the free plume, increased buoy-
ancy ought to suppress turbulence and therefore entrainment. In §5.4, a clear reduc-
tion in Reynolds stress and turbulence intensity was noted between the non-buoyant
and buoyant wall-jet. The unstable stratification due to heat transfer to the wall,
observed in figure 5.9 is the only reasonable explanation.
At their radial source, wall-jets J1 and J2 are momentum-dominated as figure 5.13
indicates. The unstable stratification of the wall-jet flow is of reduced significance
in these cases. As the buoyancy profiles of §5.4.4 showed, the cooling from the wall
appears to be enhanced in the less-forced cases, deepening the unstably stratified
layer. It is therefore likely that the increased entrainment in experiments J and P
is due to turbulence generation by the unstable stratification.
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Experiment r/h1 Fr1 ε Cf K
P1 6 5 0.110 0.02 0.02
F1 5 5 0.110 0.02 0.02
F2 6 6 0.105 0.02 0.02
J1 4.5 14 0.093 0.02 0.02
J2 7 17 0.090 0.02 0.02
Table 5.5: Input parameters to the wall-jet equations for each experiment. The
upstream Froude number, Fr1 is evaluated at non-dimensional coordinate
r/h1 (figure 5.13).
5.7 Comparison with integral model
In this section, experimental results are compared with solutions of the buoyant
wall-jet conservation equations. In addition to the upstream Froude number, Fr1
and entrainment coefficient, ε, two supplementary parameters are required in order
to model the wall friction, Cf and heat transfer, parametrised by a buoyancy transfer





Employing the Reynolds analogy between friction and heat transfer, the non-
dimensional buoyancy transfer coefficient
K = CfPr
−2/3, (5.12)
for the isothermal wall whereas for the perfectly insulating wall, K = 0. Alpert
(1975) suggests that an intermediate value appropriate to real ceilings should be
adopted.
The non-dimensional radial wall-jet equations for the conservation of volume,































where the subscript 1 denotes that these variables are obtained from the measure-
ments at the radius r1. The factor of 1/2 in the hydrostatic pressure term (second
on l.h.s.) of the momentum equation assumes top-hat buoyancy profiles.
In this section, the experimental results are compared to numerical solutions of
(5.13) solved subject to Fr1 and r1 derived directly from the measurements, based
on the downstream control volume boundary defined earlier. As both Cf and K are
difficult to measure, values are assumed, checked against inferences from the velocity
and temperature data, and finally a brief sensitivity analysis of the model to these
parameters in addition to the entrainment coefficient is conducted.
Values for the entrainment coefficient, friction and buoyancy transfer parameters
are listed in table 5.5. As in air, Pr−2/3 ≃ 1.15, we assume that Cf = K. This
assumes a wall that is more isothermal than perfectly insulating. However, as the
next section shows, solutions to the equations are relatively insensitive to changes
in K.
Figure 5.15 shows an excellent agreement between the data and the theoretical
model in the development of the velocity and depth for all r/h1. This is because the
two causes of the discrepancy in the plume modelling of chapter 4 of non-Boussinesq
effects and low Reynolds number are absent upon impingement.
5.7.1 Sensitivity to model input parameters
As outlined above, the buoyant wall-jet model contains two empirical input param-
eters, the wall friction and buoyancy transfer coefficients in addition to the source
Froude number and entrainment coefficient. Due to the increased dependence on
empirical parameters, compared to the plume equations (chapter 4), the sensitivity
of the model to these parameters must be assessed.
Qualitatively, an increased friction coefficient will cause the velocity to decay
at an increased rate with a corresponding increased deepening. An increased wall
buoyancy transfer will remove the only source of momentum from the fluid and



























Figure 5.15: Comparison of experimental measurements with solutions of wall-jet
equation for experiments (a) F1 and (b) J2. △ and # denote measured
h and u; - - - and — the model solution subject to the parameters listed
in table 5.5.
equations are relatively insensitive to the value of K yet sensitive to the friction Cf .
Figure 5.17 illustrates the insensitivity of the wall-jet equations to the heat trans-
fer coefficient. A five-fold increase in K has no significant effect on the velocity and
depth. As figure 5.17(b-c) show, the model is much more sensitive to changes to Cf
than K. A doubling to Cf = 0.04 has a notable effect on the evolution of the depth.
5.7.2 Buoyancy transfer coefficient
In the previous section, a value for the buoyancy transfer coefficient K was assumed















Figure 5.16: Radial evolution of normalised buoyancy flux B/B1 in the radial buoy-
ant wall-jet. Point symbols denote experimental data; lines denote
solutions to the wall-jet equations (5.13) with K = Cf = 0.02.
demonstrated that the model is relatively insensitive to changes in this parameter,
it is worth using the experimental data to compute the buoyancy flux evolution in
the wall jet and hence infer K.
Figure 5.16 illustrates the reduction in buoyancy flux with increasing radial dis-
tance from the impingement zone plotted for cases J1 and J2, for which the tem-
perature data was most reliable. The points plotted are the estimated buoyancy
flux normalised on the buoyancy flux at the upstream end of the wall-jet. These
show a generally good agreement with the solution to the integral model with the
coefficients listed in table 5.5. This indicates that the assumed constant buoyancy
transfer coefficient K ≈ Cf = 0.02, reliably parametrised the heat transfer to the
wall in our experiments. Up to a non-dimensional radius of r/r1, the buoyancy in
the wall-jet has fallen to 60% of its initial value.
5.8 Summary of findings
This chapter has presented results of velocity and temperature measurements con-
ducted on continuous, steady, impinging buoyant plumes.
Both the mean and fluctuating dynamic quantities in the radial wall-jet exhib-
ited a broad self-similarity. The suppressed entrainment in the buoyant wall-jet as
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compared to the non-buoyant wall-jet is due to the stable stratification reducing
turbulence intensities and therefore the Reynolds shear stress. In the buoyant cases
considered there was approximately a 40% increase in the peak profile Reynolds
shear stress.
An apparently constant mean radial velocity profile was found which was very









where the wall-jet depth is defined as the distance from the wall to the point
where the velocity has fallen to um/e. This is applicable over the whole of the
measured extent of the profile, but it should be noted that this has only covered
Froude numbers in the range Fr > 1.
The buoyant wall-jet did not separate from the wall up to the maximum measured
radius of r/h1 ≈ 40, unlike the non-buoyant wall-jet. This confirms the observations
of Jirka & Harleman (1979) who observed wall-jet separation at a radial distance
of approximately 2.5H. This does not preclude eventual separation of the buoyant
wall-jet further downstream, at a point where the buoyancy has been diluted to
such an extent that it is unable to suppress the separation mechanism suggested by
Didden & Ho (1985).
The head loss coefficient due to impingement was estimated from PIV flux mea-
surements on a non-buoyant jet as γ = 0.80. Over the extent of the control volume
considered, the buoyancy in the buoyant wall-jet acted to increase the momentum
flux in the flow and thus were more significant than any head losses due to the
impingement. The estimated γ is 11% less than the value of γ = 0.90 for a 90◦
pipe bend assumed by Kaye & Hunt (2007). The sensitivity of the upstream wall-jet
Froude number to this head loss coefficient results in a corresponding overestimate
of 16% of Fr1.
The radial development of the buoyant wall-jet produced by 3 different plume
source conditions separated from the wall by two distinct heights was compared.
The rate of decay of the peak radial velocity was found to increase with decreasing
Froude number. The minimum depth h1 provided a length scale on which wall-jet
quantities exhibited a partial collapse. The corresponding radius at minimum depth,
r1, did not scale on h1 over the range of parameters studied.
Estimates of the outflow Froude number confirm, as predicted theoretically by
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Kaye & Hunt (2007), that the buoyant wall-jet formed by an impinging pure plume is
momentum dominated with initial Froude number Fr1 > 1. With increasing forcing
at the plume source, Fr1 increases further, provided that the boundary is of the
order of a jet-length from the source. In these cases the transition to pure gravity
current occurs over an increased radial distance.
The entrainment coefficient was estimated and found to lie in the range 0.10 ≤
ε ≤ 0.12. In all cases, ε approached a constant value of ε = 0.10 with increasing
radial distance from the impingement zone. The entrainment coefficient was higher
in the least-forced radial wall-jets, we suggest that this is due to the increased relative
importance of turbulence generation by the convectively unstable thermal boundary
layer in these cases.
The buoyant wall-jets studied herein were Boussinesq and fully turbulent, even
at the upstream end. The applicability of the model to the whole wall-jet is not
therefore not subject to the same Reynolds number effects close to the plume source
encountered in the previous chapter. An excellent agreement between the buoy-
ant wall-jet conservation equations and the experimental data was obtained. Non-
dimensional constant friction and buoyancy transfer coefficients, Cf and K, were
input into the model. Although application of the Reynolds analogy between fric-
tion and heat transfer means that K = K(Cf ), the sensitivity of the model to a
variation in each parameter was analysed. The results of this analysis suggest that
the model is much more sensitive to changes in Cf than changes in K.
The literature review of this chapter highlighted the lack of experimental data
acquired within the impinging plume and resulting radial buoyant wall-jet. The data
presented herein make several significant contributions to published research. The
simple exponential law for the mean radial velocity profile, impingement head loss
coefficient and comparison of the dynamics of the buoyant and non-buoyant cases







































Figure 5.17: Sensitivity of solution to (5.13) to friction and buoyancy transfer coef-
ficients. Data from experiment J2 plotted alongside solutions with (a)
Cf = 0.02, K = 0.02, (b) Cf = 0.02, K = 0.1 and (c) Cf = 0.04,
K = 0.02.
6 Early Filling-Box Transients
A single turbulent plume placed at the centre of the floor of a cylindrical enclosure
induces a flow known as the ‘filling-box’. The theoretical filling-box model of Baines
& Turner (1969) has been the starting point for much work on confined buoyancy
release problems in the fields of natural ventilation, meteorology and oceanogra-
phy. Attractive because of their relative simplicity and robustness, the original
two-dimensional and axi-symmetric similarity solutions for the plume-driven den-
sity profiles have been extended by other authors to include diffusion, radiative
walls, multiple buoyancy inputs and initially stratified environments thus increasing
applicability of the model to a wider range of geophysical and industrial flows.
Here, we study in detail the original filling-box configuration with a plume source
whose horizontal scale is small relative to the container radius. Visualisations and
PIV measurements of dense saline plumes in a laboratory model shed new light on
the filling mechanism. We show that the vortices formed during the impingement of
the starting plume against the horizontal confining boundary play a significant role
in the subsequent filling dynamics. This may significantly alter the box filling time
and have profound implications for applications of the original model, for example
in the prediction of egress times in fire evacuation scenarios and other pollutant
dispersion applications. This work improves understanding of the ‘slumping’ and
‘rolling’ filling modes identified by Kaye & Hunt (2007). The slumping regime is
characterised by a returning radial flow whereas the rolling regime is dominated by
a toroidal vortex that occupies up to 40% of the box height.
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6.1 Introduction
The filling-box, introduced by Baines & Turner (1969), is the flow induced by a
buoyancy source enclosed in a cylindrical box of height H and radius R, shown
in figure 6.1. The buoyancy source is a continuous, turbulent plume and the box
environment initially quiescent and uniform. The plume source is located on the
lower boundary of the box. This is the simplest configuration of a class of practical
problems which also includes a fire plume in an enclosed space or the mixing of
water in lakes and oceans (Manins, 1979; Killworth, 1979). In practice plumes may
be neither pure nor of constant source condition. Baines & Turner (1969) developed
an elegant similarity solution for the stratification in the box concentrating on the
simplest case of a pure, constant buoyancy flux, point-source plume.
The objective of Baines & Turner (1969) was to develop a solution for the vertical
position of the first horizontal front of buoyant fluid during the early transients. They
also developed a solution for the density profiles in the box at times greater than
that required for the whole environment to be recycled through the plume, after
which the density profile is quasi-steady. As the flow is enclosed and the confining
boundaries considered by Baines & Turner (1969) permit no buoyancy transfer,
buoyancy accumulates in the box and the problem is inherently time-dependent.
Baines & Turner (1969) made several simplifying assumptions in modelling the
filling-box theoretically. Firstly, the plume radius b ≪ R at all heights so that
the motion induced in the ambient by the plume fluid may be neglected in the
plume conservation equations. Barnett (1991) showed that when this is not the
case, the shear between the plume and the return flow in the ambient, required to
conserve volume, increases plume entrainment and spread rate, eventually destroying
the plume. At a height where R/z ≈ 0.17 for a point-source plume, the vertical
momentum flux becomes singular and the plume ceases to exist. Barnett (1991)
deduced that at this height the vertical velocity, w, in the rising plume equals the
downward velocity, −U , in the environment. These excessively slender geometries
in which this ‘plume blocking’ occurs are not addressed in this work.
Upon impingement with the horizontal confining boundary, Baines & Turner
(1969) assumed that the buoyant fluid spreads instantaneously across the box radius
forming a buoyant layer or ‘first front’ of infinitesimal depth. They also assumed
that turbulence in the layer dissipates quickly and therefore that no mixing with
the ambient occurs outside of the plume. As the buoyant layer deepens, the plume
begins to entrain from it upstream of the box ceiling. Subsequent fluid arrives at






Figure 6.1: A schematic drawing of the filling-box with coordinate system (r, z) and
the box radius and height, R and H. Shown is the configuration for as-
cending thermal plumes. That for descending saline plumes is a vertical
mirror image
the boundary with greater buoyancy and thus displaces the first front towards the
plume source. The stratification which develops in the box is therefore stable. A
schematic of the filling-box is shown in figure 6.2.
The early stages of the filling-box, particularly the physics of the filling mechanism
and the penetration depth during overturning, (see figure 6.2) are the focus of this
chapter. Experimental data are presented which calls into question some of the
assumptions made in the work of Baines & Turner (1969) regarding the nature of
the radial outflow and the modelling of overturning by Kaye & Hunt (2007) in slender
geometries.
If the outflow contains sufficient momentum flux to overcome the buoyancy force
and viscous dissipative forces when it collides with the side-walls, the buoyant fluid
is forced to propagate against its buoyancy, a process known as ‘overturning’. In
the oceanic context, the overturning of dense, cold and saline water is referred to as
‘up-welling’ (Condie & Kawase, 1992). Unlike the classic filling-box, the resulting
flow is inherently unstable. Baines & Turner (1969) alluded to overturning insofar
as it limits the validity of their stably stratified filling-box model. To this end, they
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Figure 6.2: A schematic drawing of filling-box flows for a) the idealised pure point
source case (Baines & Turner, 1969) and b) a more general case with over-
turning. The notation for the plume source conditions (§6.2) is shown in








where α is the plume entrainment coefficient and Φ = R/H the box aspect ratio.
Experimental observations led them to conclude that overturning was not significant
for pure plumes in enclosures of aspect ratio Φ & 1. Examination of (6.1) shows
that with increasing Φ the buoyancy becomes relatively less significant compared to
the inertia and the potential for overturning is reduced.
The Baines & Turner (1969) model is extended by Manins (1979) who modified
the two-dimensional filling-box boundary conditions to allow for a diffusive box
interior and buoyancy losses or gains via conducting surfaces. Manins (1979) shows
that when the aspect ratio L/H ≈ 1, (L being the box width in the rectangular box
considered) the horizontal and vertical accelerations and velocities in the ambient are
of similar order of magnitude and overturning occurs. He describes the outflow using
a unique internal Froude number which is close to unity and derives the associated
time scale and depth. The analysis of Manins (1979), combined with experimental
evidence, suggests that the outflow occupies approximately 25% of the box depth.
This outflow depth is significantly greater than those observed by Baines & Turner
(1969), Kaye & Hunt (2007) and the experiments reported herein and may be due
to the two-dimensional geometry. Worster & Huppert (1983) developed a similarity
solution for the time-dependent density profiles in the filling-box.
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Between the extremes of a stable stratification with little outflow turbulence and
Barnett’s plume blocking lie a range of aspect ratios where an unstable overturning
flow is observed. This range of aspect ratios is approximately centred on unity and is
common in natural flows, for example many rooms in dwellings and offices. Without
studying the phenomenon in detail, both Baines & Turner (1969) and Manins (1979)
suggest that increasingly slender geometry, i.e. decreasing Φ, promotes overturning.
This is expanded upon by Kaye & Hunt (2007) who establish a predictive model
for the extent of side-wall overturning induced by a pure, point source plume, de-
noted Λ in figure 6.2. Kaye & Hunt (2007) develop a simplified model for the early
filling-box transients by modelling the radial outflow following the plume-boundary
impingement as a forced radial gravity current whose local Froude number (5.1)
tends to unity with increasing distance from the radial outflow source. Upon impact
with the side-walls, the overturning fluid is modelled as a line wall fountain whose
source conditions are set by the fluxes and depth of the radial flow at the side-wall.
Kaye & Hunt (2007) suggest, based on the variation of Fr(r) and observations,
that there are two distinct overturning regimes, referred to as ‘rolling’ and ‘slump-
ing’. Their data indicate that the functional dependence of non-dimensional pene-
tration depth, ζ = Λ/H, on the aspect ratio evolves from ζ ∼ Φ−1/3 for rolling to
ζ ∼ Φ0 for slumping. Kaye & Hunt (2007) found a critical aspect ratio at which
the transition between the two regimes occurs at Φ = 0.66. The relationship they
established is summarised by
ζ ≈ 0.33Φ−1/3, 0.25 ≤ Φ ≤ 0.66 ‘Rolling’
ζ ≈ 0.38, Φ ≥ 0.66 ‘Slumping’
}
. (6.2)
Kaye & Hunt (2007) applied the conservation equations, fountain theory and
an impingement head-loss coefficient, γ, as evaluated in chapter 5, to the plume-
boundary impingement. Defining a Richardson number appropriate to the radial
outflow, they found that the outflow produced by a pure plume is always initially
forced. The experiments presented in chapter 5 confirmed this theoretical result. As
the radial flow propagates away from its source, the fluxes adjust towards a state
of balance at which Fr = 1. The authors propose that this change in flow regime is
due to the forcing of the radial current when it strikes the side-wall and therefore
the position of the side-wall relative to the outflow source is the critical parameter
in determining the flow regime. Rolling results from an outflow that has still not
adjusted to a state of balance upon impact with the side-walls (Fr(r = R) > 1) and
is therefore observed at low aspect ratios.
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There have been numerous other extensions to the original filling-box model, for
example the works of Wong & Griffiths (1999) and Wong et al. (2001). The former
investigates how the presence of two plumes of different source strength affects the
stratification in the filling-box. Wong & Griffiths (1999) find that the spreading
depth of the weaker plume is determined by the ratio of the two buoyancy fluxes
raised to the power of 2/3. This work also identifies the presence of counter-flowing
shear layers, which were also observed in the experiments reported herein. By using
a vertical dye line to estimate horizontal velocities, Wong et al. (2001) establish that
a plume in a large aspect ratio filling-box produces shear layers in the ambient which
are not reflected in the density profiles.
The body of previous work in this subject area has used simplified theoretical
models to develop solutions for key physical quantities including the density profiles
and overturning penetration depth. Kaye & Hunt (2007) matched plume, grav-
ity current and line wall fountain theory in their overturning model. We examine
whether in their quest to predict certain characteristics of the flow, previous authors
have neglected important physical aspects of the filling process. Decomposition of
the flow into constituent parts coupled with the use of classical theory developed for
these separate time-averaged flows has yielded some results of use in certain con-
ditions. It is debatable that these methods can reliably predict the behaviour of a
transient phenomenon. The consequences of overturning buoyant fluid may be that
in a confined pollutant release or fire scenario, the early transients may represent
a more dangerous situation at breathing level than at later times when there is a
higher mean concentration of pollutant in the enclosure.
Herein, we report a series of flow visualisation and velocity measurement experi-
ments on the filling-box flow which we describe in §6.2. Experiments on dense saline
plumes in a freshwater/alcohol ambient covered a large range of box aspect ratios
and plume source conditions. We are not aware of any previous work which has made
detailed velocity measurements of this flow. Figure 6.3 shows a typical combined
velocity and vorticity field which clearly shows significant motions in the area where
purely ambient fluid would be expected in the filling-box model. In §6.3, it is shown
that the initial filling dynamics are dominated by the behaviour of large scale eddy
structures, which form upon plume impingement and are maintained in the radial
outflow. This is in marked contrast to the filling mechanism postulated in previous
work. We also show that the early transients of box/plume configurations in the
parameter space labelled as ‘stable’ by Baines & Turner (1969), Manins (1979) and
Kaye & Hunt (2007) are dominated by these vortices. The velocity measurements
provide clear evidence that the box fills in a way that it is significantly different to
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Figure 6.3: A plot of the velocity and vorticity fields of a filling-box flow. The vertical
axis is coincident with the plume centre-line and the horizontal axis
with the base of the box. Note the large eddy structures and significant
velocities in the ambient. Vorticity is given in s−1 as shown on the grey
scale and radial and vertical distances are normalised on the box height,
H.
the classical model. Although some of the physics of the early filling remain unclear,
we observe the two distinct regimes, ‘slumping’ and ‘rolling’ identified by Kaye &
Hunt (2007). Conclusions drawn from the experimental work are summarised in
§6.4.
6.2 Experimental Set-up
Two complementary sets of laboratory experiments using visualisation and measure-
ment techniques were employed. Both box aspect ratio and plume source conditions
were varied to determine their influence on the filling mechanism. Our experiments
exploited both LIF for visualisation and PIV to measure velocities driven by dense
brine plumes in water. The experimental set-up is described in detail and illustrated
in §3.2.
A collar mechanism enabled the nozzle height above the cylinder base to be
changed. Over the course of the experimental campaign we varied the box aspect
ratio in the range 0.54 ≤ Φ ≤ 2.05, well into the range of aspect ratios which Baines
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& Turner (1969) claimed to yield a stably stratified filling-box flow, i.e. Φ ≤ 1.
Particle image quality is severely comprised if the field of view contains fluids of
differing refractive indices, n. This is the case with freshwater and aqueous solutions
of sodium chloride salt, as n increases with increasing salinity. Adding ethanol to
water has the effect of increasing n while reducing the density. In order to obtain
two fluids of identical refractive index with a small density difference, refractive
index matching was performed as described by Hannoun et al. (1988) . Our ambient
consisted of an approximately 5% V/V aqueous solution of ethanol. We matched the
refractive indices at n = 1.1336 yielding specific gravities for the saline and ethanol
solutions of 1.012 and 0.9909 respectively. Fluid specific gravities were determined
by an Anton Paar DCM 4500 density meter.
Density differences were always sufficiently small to enable the Boussinesq ap-
proximation to be applied, ensuring that the inverted geometry was applicable
to the buoyant rising plume application. Three increasingly forced source condi-
tions were investigated by injecting brine at volume flow rates of 8.8, 18.3 and 30.5
cm3s−1 corresponding to source Richardson numbers (2.24), Γ0 = 1.0, 0.25 and 0.10.
Source conditions therefore ranged from pure to highly forced. In these experiments,
3cm ≤ LM ≤ 10cm; plume impingement did occasionally occur where the source mo-
mentum flux remains dominant, see table 6.1. As Ra > 1011 (2.20) and Re > 5, 000
(2.19), the plumes were well within the fully turbulent convection regime. Table 6.1
contains a record of the experimental parameters for the 15 PIV runs.
The measured velocity fields comprised 200 × 148 vectors at a spatial resolution
of 1mm. The velocity fields were processed to filter out any false vectors resulting
from this initial calculation, see chapter 3 for details. A peak validation factor of
1.2 was applied to filter out noisy vectors and replace them with the result which
corresponded most closely to the neighbouring vectors. Less than 2% of the vectors
in any given velocity field were replaced, signifying that the correlations were unam-
biguous and that the particle images were of high quality and results are reliable.
This post-processed velocity data was used to compute the vorticity field at each
time-step.
6.3 Filling mechanisms
Two distinct filling regimes may develop during the early transients. These ‘rolling’
and ‘slumping’ mechanisms have been observed previously by Kaye & Hunt (2007),
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H Φ H/LM Γ0 B0 T Q0 Qα
Expt. (cm) (—) (—) (—) (cm4s−3) (s) (cm3s−1) (cm3s−1)
1a 11 2.05 3.7 1.00 190 379 8.8 47
1b 11 2.05 1.8 0.25 390 300 18.3 58
1c 11 2.05 1.1 0.10 640 254 30.5 75
1d 11 2.05 8.8 5.00 100 774 5.2 34
2a 18 1.24 6.0 1.00 190 272 8.8 115
2b 18 1.24 3.0 0.25 390 216 18.3 145
2c 18 1.24 1.8 0.10 640 182 30.5 172
2d 18 1.24 13.9 5.00 100 412 5.2 91
3a 29 0.78 9.7 1.00 190 199 8.8 251
3b 29 0.78 4.8 0.25 390 157 18.3 317
3c 29 0.78 2.9 0.10 640 133 30.5 375
3d 29 1.24 22.0 5.00 100 248 5.2 217
4a 34 0.66 11.3 1.00 190 179 8.8 327
4b 34 0.66 5.7 0.25 390 142 18.3 413
4c 34 0.66 3.4 0.10 640 120 30.5 490
4d 34 1.24 26.1 5.00 100 202 5.2 284
5a 41 0.54 13.8 1.00 190 157 8.8 455
5b 41 0.54 6.9 0.25 390 124 18.3 573
5c 41 0.54 4.1 0.10 640 105 30.5 680
5d 41 1.24 31.5 5.00 100 183 5.2 344
Table 6.1: Summary of key experimental parameters. in clear Perspex cylinder of
radius R = 22.5cm. Qα denotes the approximate entrained volume over
the entire plume. Source radius, b0 = 0.65cm
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but not described in detail. A new regime, which is a sub-set of the slumping
flows, denoted herein as ‘blocking’, occurs in high aspect ratio geometries and is
documented for the first time herein. In this section, the features of each mechanism
are illustrated by instantaneous vector fields and LIF visualisations. Throughout this
section positive vorticity denotes clockwise fluid circulation.
A filling time scale, T , is defined by the box volume divided by the volume
flux entrained into the plume. Integrating the top-hat time-averaged Morton et al.
(1956) solutions for the total entrained volume flow rate, Qα, into a pure, point-















where Vbox = πR
2H is the box volume and Qα the approximate entrained volume
of fluid into the entire plume assuming the modelling assumptions of Baines & Turner
(1969). This is the time scale over which the whole box volume is recirculated
through the plume. Note that the expression used for the total entrained volume
flow rate does not include the source momentum and volume fluxes, which are non
zero for the cases considered herein, and is therefore an estimate for non point-
source, pure plumes. However, as the source scale is small compared to the box
radius b0/R ≃ 0.01 and the value of Γ0 remains within an order of magnitude of






The key parameters of each experiment are given in table 6.1 which shows that
the volume entrained by the plume dominates the source volume flux of the plume in
all but experiments 1a-c, where the small plume-boundary separation does not allow
much entrainment. This indicates that the majority of the experimental observations
is not affected by the source volume flux.
6.3.1 Rolling
Figures 6.4 and 6.5 illustrate the rolling regime. Upon impingement, the plume
starting cap forms a large primary toroidal vortex (figures 6.4a and 6.5a-d). The
horizontal and vertical scales of this structure are comparable with the plume radius
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at impingement. This structure propagates radially outwards (figures 6.4a-c) and
gains vorticity from eddies which are subsequently formed and merge with it. The
primary vortex grows as it propagates outwards and its centre is forced vertically
upwards as it encounters the box perimeter. Note the difference in scale of the
structure at τ = 0.020 and τ = 0.262 as there is an apparent accumulation of
negative vorticity via the coalescence of discrete structures.
Images (d) and (e) show that the rolling vortex completely dominates the flow
outside of the plume and increases in vertical extent, following its initial formation,
to approximately 1/3 of the box height. We note here that Kaye & Hunt (2007)
predict a non-dimensional penetration depth of ζ = 0.4 for the case illustrated in
figure 6.4 (Φ = 0.54).
The rotation of the primary vortex is maintained by the shear from the plume,
entrainment into the plume and the underlying radial outflow. Radially, for suffi-
ciently large τ , the vortex occupies the entire space between the perimeter and the
plume. Most of the fluid from the outflow current is advected around the vortex
and is directly re-entrained by either the plume or the radial outflow as images (e)
and (f) show.
As there is only a very limited collapse of the overturned buoyant fluid between
images (e) and (f), it seems that buoyancy is not of major importance during these
early transients. Buoyancy would generate vorticity in the opposite sense to the
rolling circulation, inhibiting the growth of the vortex. In this case, the baroclinic
vorticity seems to be negligible compared to the effect of the entraining effect of the
plume. This flow resembles what would be qualitatively expected if the source of
buoyancy were replaced by a pure jet (Γ0 = 0).
Although derived using bulk time-averaged quantities, the analysis of Kaye &
Hunt (2007) is in broad agreement with the results of this work. In addition, these
detailed experiments indicate a range of aspect ratios for rolling which is consistent
with that proposed by Kaye & Hunt (2007), namely 0.25 ≤ Φ ≤ 0.66.
Significantly, there is no mechanism which suppresses the rolling regime once it
has developed, at times far greater than in the images shown in figure 6.5 (τ ≫ 0.5).
As the plume continues to fill a region of the box with buoyant fluid, the average
density difference between the plume source fluid and the ambient decreases and in
this region the flow approaches that of the aforementioned jet. We therefore contest
the suggestion by Baines & Turner (1969) that after a certain time scale has passed,
the transients settle down and a horizontal density front propagates towards the
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Figure 6.4: A series of velocity fields from experiment 5a; Φ = 0.54, Γ0 = 1 and
b0/R = 0.03. In this and subsequent figures, radial and vertical coordi-
nates are normalised by the box height, H. Time τ = 0 corresponds to
the instant when the starting plume first impinges the horizontal bound-
ary. Only one half of the filling-box is shown.
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(a) τ = 0.009 (e) τ = 0.251 (i) τ = 0.407
(b) τ = 0.133 (f) τ = 0.290 (j) τ = 0.447
(c) τ = 0.172 (g) τ = 0.329 (k) τ = 0.486
(d) τ = 0.212 (h) τ = 0.368 (l) τ = 0.525
Figure 6.5: A series of inverted LIF images taken from the filling-box of experiment
3a with Φ = 0.78, Γ0 = 1 and b0/R = 0.05. This sequence of images
captures the rolling mechanism. The whole filling-box is shown in these
stills.
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plume source. Our experiments suggest that significant horizontal inhomogeneities
persist in the box at large times.
6.3.2 Slumping
Figures 6.6 and 6.7 show a flow typical of the slumping regime. This regime was also
identified by Kaye & Hunt (2007) who described a bulk collapse of the overturned
fluid after it has reached a maximum penetration depth, ζ. Slumping occurs in
larger aspect ratio boxes, at Φ > 0.66, where a significant density difference is
maintained between the impinging plume fluid and the ambient, thus generating
significant horizontal hydrostatic pressure gradients.
Figures 6.6(a) and (b) show the primary vortex propagating outwards from left
to right before being forced upwards and that secondary vortices form and trail
behind. Whilst qualitatively this pattern of flow is also seen in the early rolling
transients, the principal difference is that the primary vortex does not not grow to
occupy a large volume of the ambient environment as it does in the rolling regime.
Instead, a time is reached where the upwards velocity of the vortex is reduced to zero
and thereafter it begins to collapse back down. As it collapses, the resulting radial
pressure gradient drives the fluid back towards the plume. A shear layer forms as
this back-flow, moving from right to left, rides above the outflow (figure 6.6(e) and
(f)). There is substantial mixing between these layers. The back-flow then collides
with the plume and waves form on the density interface.
It is possible to explain the slumping flow by considering the role of buoyancy in
the generation of vorticity. The buoyancy of the vortex, which begins to propagate
up the box perimeter, acts to generate positive vorticity. This, combined with a
slumping of the flow due to its bulk buoyancy, acts to destroy the initial structure
and generate the return current which propagates back to the plume.
Blocking
The blocking sub-regime, which we describe here for the first time, occurs at large
aspect ratios, nominally that of the slumping regime, Φ > 0.66. Velocity fields
acquired from a blocking experiment are shown in figure 6.8. Note that the quality
of PIV in this instance is not as good due to a excessive concentrations of particles
which accumulated in the nozzle prior to the commencement of the experiment,
which was a problem at large aspect ratios. Initially the flow appears to be identical
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Figure 6.6: A sequence of velocity fields taken from the filling-box of experiment 3a
with Φ = 0.78, Γ0 = 0.1 and b0/R = 0.03. These velocity fields captures
the slumping mechanism.
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(a) τ = 0.055 (g) τ = 0.283
(b) τ = 0.093 (h) τ = 0.321
(c) τ = 0.131 (i) τ = 0.359
(d) τ = 0.169 (j) τ = 0.397
(e) τ = 0.207 (k) τ = 0.435
(f) τ = 0.245 (l) τ = 0.473
Figure 6.7: A series of inverted LIF images taken from the filling-box of experiment
3a with Φ = 0.78, Γ0 = 1 and b0/R = 0.05. This sequence of images
captures the slumping mechanism. The whole filling-box is shown in
these stills.
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to slumping. As the primary vortex impacts the wall, it quickly collapses back
achieving a maximum penetration depth. All motion in this volume of buoyant
fluid then appears to be damped and an almost stagnant region with a very weak
circulation develops. It could well be that this regime represents the beginning of
the transition from the slumping regime to a more laminar outflow layer similar to
the idealised filling-box flow of Baines & Turner (1969). However the outflow depth
still appears to be of the z/H ≈ 0.3.
Fluid continues to flow towards the sidewall in the radial outflow and upon reach-
ing the stagnant zone begins to bifurcate. The underside of the current attempts to
undermine the stagnant fluid. The remainder of the outflow behaves as if the edge
of the stagnant region is the edge of the box and is forced upwards. Occasionally,
vortex structures manage to penetrate the stagnant region. However, whenever this
is takes place, it is merely a temporary phenomenon and the flow reverts to the
blocking regime.
It is possible that the experiments performed by Kaye & Hunt (2007) included
this regime, however observation may have been difficult using LIF alone.
6.3.3 Sidewall penetration depth
An important feature of the early filling-box transients is the initial non-dimensional
penetration depth, ζ, to which the buoyant fluid propagates against its buoyancy.
Kaye & Hunt (2007) established that dependence of penetration depth on aspect
ratio is ζ ∼ Φ−1/3 for the rolling regime (0.25 < Φ < 0.66) and ζ ∼ Φ0 for the
slumping flow (Φ > 0.66). The measurement of the penetration depth is less clearly
defined in the rolling case than when the fluid slumps definitively back down. How-
ever, the penetration depth in rolling configurations is closely related to the size of
the resilient rolling vortex that forms.
The qualitative concentration-based LIF penetration depth measurements made
by Kaye & Hunt (2007) and herein, may not be the most robust method to estimate
the penetration depth. However, allying these measurements with the velocity fields
provides useful corroboration of the penetration depth. This is particularly the case
in the rolling regime, where a definite maximum rise height is not always observed
and as a result the measurement becomes subjective. Velocity data also allows the
topology of the velocity field to be analysed and vortex structures, such as the rolling
vortex, to be identified.
Figure 6.9 plots the penetration depth against aspect ratio with the relationship
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Figure 6.8: A series of velocity fields from the filling of a box of aspect ratio Φ = 2.05,
(experiment 1b) by a weakly forced plume.
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Figure 6.9: Non-dimensional penetration depth ζ against aspect ratio Φ. Hollow
symbols denote rolling regime, filled symbols denote slumping. The dot-
ted lines represent the penetration depth relationship for point source
plumes established by Kaye & Hunt (2007) (6.2).
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suggested by Kaye & Hunt (2007). In plot(a), the box radius and penetration depth
are scaled on the box height H. Figure 6.9(b) contains the same data scaled on
the box height with the addition of a plume asymptotic virtual origin correction,
Hv = H + zv.
Examination of figure 6.9(a) yields some useful observations. As expected intu-
itively, for a given box aspect ratio, increased forcing at the plume source results
in an increased rise height. This holds whether within the sidewall flow slumps or
rolls. At each aspect ratio plotted, the lowermost point denotes the laziest plume
and each successive one corresponds to increased source forcing. At Φ = 0.54, a
transition from slumping to rolling with increased forcing is seen and therefore the
effect of decreased source forcing is to shift the (pure) plume source resulting in a
higher aspect ratio.
Interestingly the pure plume relationship of Kaye & Hunt (2007) fits the data
relatively well, with the exception of the increased penetration depth for Φ < 0.66.
From the data plotted, anything other than an independence of penetration depth on
aspect ratio is difficult to justify. Their predicted transition from rolling to slumping
at Φ ≈ 0.66 is confirmed by these data, even though these plumes are generally not
pure.
Having observed the increased rise height with increased source forcing, it was
worth incorporating the virtual origin of Morton (1959); Hunt & Kaye (2001) into
the length scale H in an attempt to achieve a collapse of the data onto the theoretical
relationship (6.2) of Kaye & Hunt (2007). The length scale Hv = H+zv was used to
scale the non-dimensional box radius and penetration depth, Φv and ζv, respectively.
Figure 6.9(b) shows that this scaling works particularly well in the slumping regime,
where the data is well approximated by a constant line of ζv = 0.31. The rolling
regime does not scale so well on this new length scale. The penetration depth is
now over-predicted by 25% by the Kaye & Hunt (2007) model. The tendency for
increased penetration depth at aspect ratios in the range 0.25 ≤ Φ ≤ 0.66 is much
weaker than suggested by the -1/3 power law dependency. Interestingly, the model
also over-predicted the experimental results of Kaye & Hunt (2007) over this range
of aspect ratios.
Including the virtual origin correction was an attempt to generalise the model of
Kaye & Hunt (2007) to non-pure plume sources. The original motivation for this
study was the fact that most plumes do not issue from pure point sources. It should
be noted that the application of the virtual origin is only robust where the box
height exceeds one, or ideally several, jet-lengths. Morton (1959) calculated that
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plume fluxes are 99% accurate with a virtual origin offset for distances greater than
5LM from the source. The values listed in table 6.1 show that this was the case in the
rolling cases and generally not in the slumping cases, yet the slumping cases scaled
better when the virtual origin was included. This warrants further investigation in
the future and discussion herein.
The penetration depth data demonstrates that the box aspect ratio has little
influence on the penetration depth in both the slumping and rolling regimes. The
-1/3 dependence suggested for rolling flows by Kaye & Hunt (2007) has theoretical
justification, yet even their results contain large uncertainty and scatter and do
not categorically confirm this relationship. Although there does appear to be some
slight disagreement between the present data and those of Kaye & Hunt (2007), the
conclusions do not change from an engineering perspective. The vast majority of
the measured penetration depths plotted in figure 6.9 lie in the range 0.3 < ζ < 0.4
signifying that buoyant fluid consistently penetrates deep into the enclosure. This
is of utmost importance in the context of room fires.
We now attempt to reason the apparent misfit of the Kaye & Hunt (2007) model
to the data scaled using the virtual origin. The nominally constant offset between
the data points and the model for the slumping flows indicate that the relationship
ζv ∼ Φ0v is reliable for Φ > 0.66. The offset is due to a mismatch of the empirical
constant, which Kaye & Hunt (2007) determined to be 0.38 whereas the data plotted
in figure 6.9(b) would suggest a value of 0.31. The more troubling divergence between
the data and the theoretical model is for small aspect ratios.
At small aspect ratios, rather than exhibiting any aspect ratio dependence on
penetration depth, the data plotted in figure 6.9(b) suggest a continuation of the
slumping behaviour, i.e. ζv ∼ Φ0v. Examination of the similar figure plotted by
Kaye & Hunt (2007) reveals that their data and model did not correlate very well
over this range of aspect ratios either, with the model also tending to over-predict
penetration depth. It is worth speculating as to why this may be the case.
The sidewall flow was modelled as a line wall fountain by Kaye & Hunt (2007).
In the slumping case, i.e. at large relative radius, this approximation of the radial
sidewall flow as two dimensional is valid. At small aspect ratios, where rolling occurs,
the axi-symmetric nature of the flow cannot be neglected. In addition, the proximity
of the plume means that its influence on the sidewall flow cannot be neglected.
Qualitatively, examination of figures 6.5 and 6.7 reveals two distinct mechanisms by
which the space between the plume and the sidewall fountain is filled with buoyant
fluid. The rolling flow, which appears to be viable only when the conditions permit
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a vortex of aspect ratio close to unity to form is re-entrained into the plume 6.5(h-l).
At higher aspect ratios, the sidewall flow collapses because of a radial hydrostatic
pressure gradient which causes it to flow back towards the plume 6.7(f-j).
6.3.4 Later transients
In a few experiments (3b and 3c) an evolution from one regime to the other was
observed as the initial rolling vortex broke down completely only to be replaced by
a subsequent large outflow vortex. These experiments were performed in boxes with
close to the Kaye & Hunt (2007) threshold aspect ratio of Φ = 0.66. Some of our
experiments extended towards τ = 1 (table 6.1). Even at these comparatively late
times, where Baines & Turner (1969) indicate that the flow should revert towards
the stably stratified filling-box, no tendency for the rolling vortex to weaken in either
size or intensity was observed. In fact, it could be postulated that even at much later
times, the rolling vortex is conserved as the magnitude of the density difference, the
resulting buoyancy force being the only force that could weaken the rolling, decreases
with increasing time.
6.4 Summary
Observations of the early transients do not agree with the thin, laminar layer of fluid
suggested by Baines & Turner (1969) in their filling-box model. Even pure plumes in
large aspect ratio boxes (Φ > 0.66), generate a turbulent, entraining radial outflow
layer which occupies up to 10-20% of the box height.
There are two distinct mechanisms by which the box fills. In slender geometries,
with Φ . 0.66, a large toroidal vortex occupies the radial space between the side-wall
and the plume and extends up to a height of z/H ≈ 0.4. This is known as the ‘rolling’
mechanism. These data suggest that the critical aspect ratio Φ = 0.66, found by
Kaye & Hunt (2007), reliably determines the transition between the rolling and
slumping regimes. The data presented herein do call into question the relationship
established by Kaye & Hunt (2007) where the rolling regime occurs, at aspect ratios
where the modelling of the sidewall flow as a two-dimensional line plume is not as
valid.
‘Slumping’ occurs in large aspect ratio boxes, Φ & 0.65. This mechanism is
characterised by an initial accumulation of fluid near the box perimeter, which grows
until a clearly defined maximum penetration depth is reached. This flow is similar
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in many respects to a wall fountain. Due to the hydrostatic pressure gradient which
arises due to the accumulation of buoyant fluid, the accumulated fluid then collapses
and flows back towards the plume. As the back-flow overrides the initial outflow,
vigorous mixing between the two occurs.
Adding the virtual origin correction to the box height and using this as a length
scale, resulted in a good collapse of the penetration depth data. This corresponds to
a generalisation of the model of Kaye & Hunt (2007) for non-pure non-point sources.
Although when plotted against the model of Kaye & Hunt (2007) there was a con-
tinuous offset, this is due to difference in the empirical constant of proportionality.
The value of this constant requires a substantial set of experiments to be performed.
From a practical viewpoint, the implication of this is that buoyant fluid and
any associated contaminants penetrate a significant vertical distance into the en-
closure comparatively early. Over the set of parameters analysed herein, at a non-
dimensional time of τ ≈ 0.4 and greater, buoyant fluid can be found at almost
half-way between ceiling and floor. It should be noted that a cylindrical geometry is
likely to be the worst-case from an engineering point of view as in any rectangular
geometry, azimuthal pressure gradients may distribute the buoyant fluid around the
room rather than vertically.
7 General Conclusions
In this final chapter, the key conclusions of the work presented in this thesis are
drawn. The novel and significant technical findings of the preceding three chapters
are underscored. Difficulties and limitations of the experimental set-up are detailed
in order to aid future researchers. Recommendations are made regarding some of the
unanswered questions of the problems studied herein. Finally, the author’s opinions
regarding future research opportunities in this area of fluid dynamics are outlined.
The research work presented in this thesis comprises an experimental investi-
gation of continuous buoyant releases in progressively more confined environments,
using particle image velocimetry (PIV), temperature measurements and flow visuali-
sations. In the first stage, we measured velocity and temperature in steady turbulent
plumes and computed the fluxes of volume, momentum and buoyancy. These exper-
iments acquired data at an unmatched spatial resolution. Although, at the source,
the plume conditions were neither Boussinesq nor always fully turbulent, solution of
the Morton et al. (1956) plume model were well matched by the data, particularly
in the far field.
Self-similarity of the freely propagating plume was investigated by normalising
profiles of the first and second moments of the turbulent velocity field on the local
plume width and peak vertical velocity. Not only was the Gaussian nature of both
the vertical velocity and buoyancy determined, but also the difference in vertical
rate of spread between the two, ϕ = bg/bw, was found to be ϕ ≈ 1.3 for the jet-
like experiment and ϕ ≈ 1.2 for the less forced remainder. Comparison with the
existing literature reveals a large discrepancy in this quantity in the range 0.85 .
ϕ . 1.35; the data obtained in this study agree very closely with those obtained by
Papanicolaou & List (1988) in saline water plumes at a markedly different Prandtl
number and seem to therefore exclude variations in this parameter as a factor in the
discrepancy.
Measurements were used to estimate the plume entrainment coefficient, α. A
volume flux based method was used which resulted in considerable scatter, so a
radius-based measure was used instead. This resulted in a nominally constant en-
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trainment coefficient with height and source condition of α ≈ 0.07 for local Reynolds
number in excess of Re = 3, 000. The zone of flow establishment was estimated at
10-15 source radii for the fluctuating flow components. Within the zone of flow es-
tablishment, the divergence of the mean velocity field was significantly higher than
in the developed plume, and the turbulent statistics had not reached their fully-
developed levels, and the mean velocity profiles were less well approximated by a
Gaussian distribution. Beyond this length scale, the plume model of Morton et al.
(1956) may be applied with confidence.
The second stage of the project was dedicated to the plume impinging against
a rough horizontal boundary. In this part of the work, several notable results were
achieved. Perhaps most notably, the radial velocity profiles in the buoyant wall-jet














where z′ is the boundary layer coordinate, um the maximum profile velocity and
hu the local flow depth. The fit was at least as good as the fit of a Gaussian profile
to the plume vertical velocity in the range 0 < z′h < 2.5. This form allows for the
straightforward development of simple expressions to determine the fluxes of volume
and momentum. A particularly novel result was an estimate of the head loss due
to the impingement of the vertical plume with the horizontal wall. Taking a non-
buoyant test case to remove the buoyant generation of momentum, this coefficient
was estimated as γ = 0.8. This is useful when modelling the impinging plume as
it allows a more confident estimate of the upstream wall-jet Froude number. The
experimental data was found to be well matched to solutions of the buoyant wall-jet
equations originally developed by Alpert (1975).
The final part of the thesis was distinct from the others in two respects. The
plume was entirely enclosed in a cylindrical box and the work focussed on the time-
dependent filling-box problem, particularly the early stages. We showed the im-
portance of individual eddy structures to this process and observed two distinct
filling mechanisms named rolling and slumping. These experimental results lead to
a questioning of the simplified model approaches of both Baines & Turner (1969)
and attempts to describe overturning in more advanced models. This work partic-
ularly called into question the model of Kaye & Hunt (2007) at aspect ratios which
promote the rolling mechanism. Their model did not predict penetration depth well
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in the rolling regime, the likely reason for this being that the sidewall flow cannot
be modelled as a line wall fountain at small radius.
7.1 Recommendations to the experimentalist
Flow visualisation, PIV and thermocouples measurements have all contributed to
the research presented in this thesis. The light-induced fluorescence (LIF) technique
was selected as it offers insights into flow structure that depth-averaged visualisation
techniques do not. In aqueous experiments, the LIF technique is straightforward if
used solely as a visualisation technique. Sodium fluorescein was an appropriate dye
and helped achieve good quality images.
The substantially more sophisticated PIV technique brings to bear problems of
which the experimentalist should be aware. These principally concern the optical
properties of the fluid media and camera positioning. Although temperature differ-
ences in air were as high as 130K, I did not encounter difficulties with associated
changes to the refractive index in air. Conversely, this was a problem in the freshwa-
ter / brine experiments, where alcohol was added to the environment so as to equalise
the refractive indices of the two fluids. Camera positioning is somewhat more com-
plicated than it seems to the non-specialist, particularly with regards to minimising
parallax errors. Moving the camera further back would have minimised resolution
and additionally reduced the precision of the velocity measurements by an order of
magnitude due to peak-locking. The system of a rail-mounted micro-controlled cam-
era support provided the best solution to this problem, but maintaining a constant
laser-sheet camera separation and orthogonality was not perfectly accomplished in
spite of substantial efforts.
Perhaps surprisingly to the junior researcher, temperature measurements proved
the most awkward from an installation, acquisition and interpretation viewpoint.
Firstly the original thermocouples selected were not sufficiently rigid for their posi-
tion to be reliably determined. I deemed this a greater problem than the increased
flow disturbance created by the rigid 1mm diameter Inox probes which were sub-
sequently used to acquire temperature measurements. Acquiring meaningful data
at an adequate resolution over a reasonably short time period proved exceptionally
challenging due to the punctual nature of the measurements. For these reasons I
would not advocate use of thermocouples in experiments such as these. Ihle et al.
(2009) describe a synthetic Schlieren technique for measuring density combined with
PIV. This seems a highly promising technique for future plume work, particularly as
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the simultaneous acquisition of velocity and temperature data enables an estimate
of the turbulent buoyancy flux. Having said that, these measurements are depth-
averaged and although non-intrusive, require at least correlation with data acquired
on a plane through the plume centre to be of real benefit.
As chapter 4 highlighted in citing the comments of George (1990), the same
diligence must be applied in measuring the experimental environment as is brought
to bear on the experiment itself. The measured reduction in buoyancy flux with
height was most likely due to the development of a thermal stratification in the
experimental enclosure — itself a filling-box. Having assumed that any significant
stratification would be resolved by the thermocouple measurements made in the
room, I originally thought that the experiment had been notionally completed in
a uniform environment. However, a background temperature gradient of 1-2K/m,
sufficient to account for the observed reduction in buoyancy flux, would not have
been resolved by the thermocouples employed and was probably present over the
whole course of the experiments.
The application of increasingly advanced experimental methods to the freely-
propagating plume is feasible but I am unsure as to the potential benefits at this
stage. A better understanding of turbulence in the plume may require a substantial
set of LDA measurements allied with DNS modelling. The difficulty of controlling
the experimental environment will remain daunting. Therefore instrumentation and
measurement of the environment should, in my opinion, be at least as comprehensive
as that of the flow itself, particularly concerning lazier plumes with low source
velocities. This is the principal learning of the experimental campaign.
7.2 Further research in this field
This work has made a new contribution to the existing published experimental
data on the three distinct buoyancy-driven flows studied. The resolution of the
velocity data is particularly impressive, at 0.7mm, and represents an application of
technologies becoming increasingly suitable for laboratory use on stationary buoyant
flows because of the enhanced computer power and storage readily available. It is
now worth reflecting on the possibilities for future work in this field.
Some of the findings, for example the measured plume rate of spread ratio ϕ, may
be seen as controversial as they contradict previous findings. These results may be
seen as fuelling controversy, but I do not believe that to be the case. These results
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simply add to pre-existing confusion regarding the presence, or indeed otherwise, of
the self-similarity drift with vertical distance from the source proposed by Kaminski
et al. (2005). It is possible that rather than depending on the distance from the
plume source at which the measurements are made, the different values of ϕ are due
to radiative effects, background stratification or motion in the ambient into which
the plume propagates. At the present time the existing set of experiments reported
in the literature does not give one the ability to predict, with any confidence, what
value other experimental or numerical researchers would obtain for ϕ and therefore
this question remains open.
Measuring the heat transfer across an impingement surface is notoriously com-
plicated and was not attempted directly during this investigation. The heat transfer
properties of an impinging non-buoyant jet has been the principal focus of much
of the published work in this domain, yet mine was the dynamics of the fluid flow.
Hence the heat and frictional momentum transfer to the wall were inferred rather
than measured. A useful addition to this work would be a direct measurement of
the heat transfer properties of impinging turbulent thermal plumes.
This thesis has demonstrated that there is little added value in using PIV to
measure the entrainment coefficient in both the plume and wall-jet. This technique
requires a substantial amount of financial and time input, both into the experiment
and its processing and analysis. However the end result is, in my opinion, no more
reliable than the simpler methods of earlier researchers such as Baines (1983). My
recommendation to any industrial practitioner using the plume model of Morton,
Taylor & Turner (1956) would be to run the model with a value of α = 0.10 and run
a sensitivity analysis so that the consequences of varying the entrainment coefficient
by 30% in either direction can be assessed and quantified.
PIV does come into its own where profiles of first and higher order moments of
the turbulent velocity field are required. This work has shown quantitatively how
increased relative buoyancy acts to enhance entrainment via increased Reynolds
stresses in plumes and while the lower Reynolds stresses measured in the buoyant
relative to the non-buoyant wall-jet are indicative of suppressed entrainment.
The temptation to construct experimental facilities of increasing complexity at
substantially increased cost, so that the environment can be controlled to a greater
degree, should in my view be resisted. The purpose of experimental plume research
is to model flows and while there will always be scale effects and unwanted back-
ground convection and stratification, the alliance of laboratory scale experiments
with numerical simulation and theoretical modelling provide a powerful trident with
186 General Conclusions
which to increase our understanding of the problem. Plumes on a geophysical scale
issue into stratified or unstable non-quiescent environments which in addition may
be subject to high levels of shear. In my view it is of greater interest experimen-
tally and practically to undertake a research, using similar techniques as employed
herein, to study these flows rather than the idealised plume in neutral, quiescent
surroundings. Indeed, there is an already significant volume of research on plumes
in cross-flows.
There are undoubtedly many questions regarding the nature of localised turbu-
lent convective flows which require further thought, data and confirmation. The
classical integral models approximate the flow well when the key approximations of
Boussinesq density contrasts and fully-developed turbulence are adhered to. Fur-
ther verification of this seems superfluous, the future of plume research should be
dedicated to definitively answering some of the remaining questions detailed herein
and focussing on realistic stratified and motive ambient environments.
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Appendix A: Derivation of plume
equations
Review of the plume literature shows that in spite of many papers, it is difficult to
find any single work where the plume equations are derived from first principles with
all of the necessary simplifying assumptions stated explicitly. In this section, the
model differential equations are derived completely from the governing equations,
building on the approximations outlined in §2.1.1. The more general non-Boussinesq
case is tackled first, followed by the small density difference Boussinesq plume equa-
tions.
A-1 Non-Boussinesq plumes
In non-Boussinesq plumes, density differences are important in each term of the
momentum equations and hence the conservation of mass and momentum must be
considered. Mass continuity gives
d
dz
(ρwb2) = 2buαρe, (A-1)




(ρw2b2) = −gb2(ρ− ρe). (A-2)
The next conserved quantity to be considered is the internal energy per unit
mass, e = CvT . In turbulent flows, the Reynolds and Pe´clet numbers are high and
therefore the diffusive terms, specifically the generation of heat by viscosity and its








































As seen in chapter 2, in low Mach number flows, the pressure may be assumed












q = 0, (A-6)
where the quantity q is the enthalpy. This establishes the equivalence of the
internal energy and enthalpy resulting in a third conservation equation for enthalpy.
Assuming that there is no source or sink of heat in the plume, which is the case in
non-reacting or condensing plumes, and assuming no radiation, the enthalpy balance
is













Figure A-1: Instantaneous and time-averaged pictures of an ascending turbulent
plume.
As ρT = ρeTe, (A-8) simplifies further to
d
dz
(b2w) = 2buα, (A-9)
which is a simple volume balance. (A-9) results directly from the internal energy
balance via the enthalpy balance given the assumptions stated above.
The system of equations (A-1), (A-2) and (A-9) can be written as differential
equations for w(z), b(z) and η(z) = ρ(z)/ρe; the vertical velocity, radius and density
ratio respectively. Straightforward application of the product rule of differentiation






































To non-dimensionalise the system (A-11), the source length and velocity scales











where b0 and w0 are the source half-width and velocity respectively. The source
Richardson number Ri0 = g
′b0 w
2
0 and the source density ratio, η0 appear due to the
non-dimensionalisation and these are the non-dimensional source parameters which
determine the nature of the vertically propagating flow. Dropping the asterisks the

























We can solve (A-12) subject to the source conditions specified by F0 and η0 with
w(z = 0) = b(z = 0) = 1.
Discretising (A-12) and implementing the finite difference method, the following
discretised form of the o.d.e.s is obtained




























In the Boussinesq plume, the density becomes a constant in the mass conservation
equation and this reduces to volume continuity,
d
dz
(wb2) = 2buα. (A-14)
Dividing through (A-2) by the ambient density, ρe, an equation for the conserva-














Invoking the Boussinesq approximation, ρ/ρe ≈ 1, (A-15) reduces to
d
dz
(w2b2) = −g′b2. (A-16)












This assumes identical top-hat profiles of buoyancy and velocity. Making no


























If the radius b is a function of height, as it must be by dimensional analysis, and
that the velocity and buoyancy profiles are self-similar, i.e.
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w(r, z) = Fw(r/b)fw(z)
g′(r, z) = Fg(r/b)fg(z)
}
(A-20)















which is satisfied exactly for top-hat variables. For Gaussian profiles of velocity











Again, application of the product rule allows this system of equations to be
written as differential equations for the half-width, vertical velocity and buoyancy,
b, w and g′, respectively.
dg′
dz







































and dropping the asterisks results in the following non-dimensionalised system























Discretising the equation in order to implement the finite difference method gives

























From (A-26) the behaviour in a turbulent, Boussinesq plume depends solely on
the source Richardson number.
Appendix B: Derivation of wall-jet
equations
In this work, the experimental results are compared to the model of Alpert (1975),
which is introduced in this section. The buoyant radial wall-jet model of Alpert
(1975) requires the three key assumptions of §2.1.1: low Mach number, the Boussi-
nesq approximation and constant entropy. Analysis in chapter 4 showed these to
be valid for z / b0 & 10 in the vertical plume. Given that H > 10b0, these
assumptions are also valid in the wall-jet.















Turbulent entrainment of ambient fluid results in a net inflow across the free






(ruh) = εu (B-2)
The momentum conservation in a sector of a radial flow is somewhat more com-
plicated than the plume case. Figure B-1 shows the forces acting on a sector of
length dr subtending an angle dθ. The sources of momentum are the force due
to the radial pressure gradient and entrained ambient air, Mp and Mε, while the
wall friction extracts momentum from the flow, Mw. The rate of change of radial









Figure B-1: A sector of the wall-jet showed to aid derivation of the momentum equa-
tion for this flow.






The turbulent momentum transfer from the radial wall-jet to the outflow,
Mε = u′w′dφdr, (B-4)
is modelled using the Prandtl mixing length hypothesis, in which the velocity
scale is assumed to be the local mean radial velocity





The turbulent viscosity is modelled as the product of the integral length scale
and a fluctuating velocity scale νT = L σ whereas the velocity gradient is modelled
as the velocity difference, ∆u, across the shear layer over the length of the shear
layer, assumed L .
The net force acting on the sector is
Mp −Mε −Mw = 1
2
h2g′dθdr − εu2rdθdr − Cfu2rdθdr. (B-6)
Here, Cf = τwall/ρeu
2, is the non-dimensional wall friction. Equating (B-3) and
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(g′h2) = −Cfu2r − εu2r. (B-7)
Assuming radiative and diffusive effects to be negligible, the only sink of buoyancy





(ruhg′) = J, (B-8)
where J is the buoyancy transfer to the wall. The buoyancy transfer to the wall





Applying the Reynolds analogy between fluid friction and heat transfer, we obtain
Y = ρeuCpCfPr
−2/3(T − Twall). (B-10)







Substituting (B-10) and (B-11) into (B-9), we obtain
J = −ug′Pr−2/3Cf = −ug′K. (B-12)





(ug′hr) = −ug′K. (B-13)
As such, we now have a system of equations for the conservation of volume,






















Now introducing non dimensional asterisked variables by scaling the dimensional





































Dropping asterisks and simplifying, we see that the only boundary condition is
























Manipulating (B-16) to obtain differential equations for the wall-jet depth, ve-




































Appendix C: Estimating plume and
wall-jet fluxes
C-1 Volume flux
Due to the discrete nature of PIV measurements, we have fitted profiles of the form
(4.5) and (5.6) and computed fluxes of volume and momentum by integrating these
functions between appropriate limits. Using numerical quadrature methods such
as Simpson’s rule would be another way to do this, but where the gradient of the
velocity profile is large and the grid spacing large, this results in errors. It has been
shown that (4.5) and (5.6) provide excellent fits to the measured data and we will
thus proceed with these in this section. One advantage of these functional forms
is that they can be readily integrated analytically resulting in expressions for the
fluxes of volume and momentum in terms of the profile parameters µ1, µ2, σ1 and
σ2 the plume half-width and wall-jet depth b and h and the radial distance from the
axis r.
C-1.1 Gaussian profiles
To calculate the volume flux through an axi-symmetric Gaussian profile up to the
plume boundary, b, it is necessary to rotate the first quadrant of the Gaussian shown
in figure C-1 between the limits r = 0 and r = b around the w-axis and evaluate
the resulting ‘solid of rotation’. In order to do this, we integrate the Gaussian with
respect to w between the limits w = q and w = µ1, shaded in light grey and add it




r2dw + πb2q. (C-1)







Figure C-1: Typical profile of radial velocity, u, in the radial buoyant wall-jet. c2
denotes the arbitrary constant used to define the wall-jet boundary, h.















dw + πb2q. (C-3)











Now, q is simply the value of the Gaussian(4.5) evaluated at r = b






so that substituting appropriately for q in (C-4) with (C-5) and simplifying, we












Note that the exponential term in (C-6) is the truncation error incurred by not
integrating to infinity, and therefore the volume flux obtained by evaluating the





Similarly, to compute the radial volume flux, Qr, it is necessary to take the profile
u = u(z), integrate from the boundary to the current depth, h and rotate this area

























which may be used to compute the radial volume flux at any radius r, provided
that the velocity profile is well fitted by (5.6).
We note the similarity in form of expressions (C-6) and (C-9). In (C-9), the expo-
nential term also corresponds to the error incurred because of the finite integration




















The momentum flux can be evaluated from the velocity profiles using identical meth-
ods to those outlined in §C-1. However, this time the square of the velocity profile
must be integrated between the appropriate limits.













Following identical steps to those outlined in the previous section, we obtain
expressions for the vertical and radial momentum fluxes, Mv and Mr. The resulting
expression for Mv from the Gaussian vertical velocity profile centred on r = 0 and













As momentum flux is a vector quantity, the total radial momentum flux integrated
around any given circumference at radial co-ordinate r is zero. Conservation of
momentum also requires this as there is no net radial momentum flux in the buoyant
jet. It is, however, possible to calculate a quantity with the dimensions of momentum
flux by integrating the vertical profile of the radial velocity squared around half of
the circumference and doubling the result. This radial quantity will be referred to
as Mr because it has identical dimensions to Mv even though, strictly speaking, it
is not a momentum flux. Mr obtained by thus from the exponential radial velocity

























Again, both expressions (C-13) and (C-14) contain easily identifiable expressions
for the error due in calculation due to the upper bound of integration not being at
infinity. Interestingly the truncation error in (C-13) is the square of that in (C-6)
while the truncation error in (C-14) is very close to the square of that in (C-9). As in
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the previous section the limits of these truncation terms as b and h tend to infinity





















In a developed turbulent plume, as the results presented in chapter 4 show, the
radial profiles of both vertical velocity and buoyancy are Gaussian in nature. The
result of the integral of (C-15) is a function of the profile widths and centre-line
maxima
B = 2π
gmwmb
2
gb
2
w
b2g + b
2
w
. (C-16)
