We present a self-learning approach to object classification from 3D point clouds. Existing 3D feature descriptors have been utilized successfully for 3D point cloud classification. But there is not a single best descriptor for any situation. We extend a well-tried 3D object classification pipeline based on local 3D feature descriptors by a reinforcement learning approach that learns strategies to select point cloud descriptors depending on qualities of the point cloud to be classified. The reinforcement learning framework learns autonomously a strategy to select feature descriptors from a provided set of descriptors and to apply them successively for an optimal classification result. Extensive experiments on more than 200.000 3D point clouds yielded higher classification rates with partly more reliable results than a single descriptor setting. Furthermore, our approach proved to be able to preserve classification strategies that have been learned so far while integrating additional descriptors in an ongoing classification process.
INTRODUCTION
An important step towards an effective scene understanding is a reliable object classification. A central requirement for classification algorithms is their invariance to varying conditions such as location, scale, pose, partial occlusion, or lighting conditions. The basic approaches to extract useful information from images for either object recognition or classification are similar and there are a lot of surveys available (Sun et al., 2006; Li and Allinson, 2008; Andreopoulos and Tsotsos, 2013; Loncomilla et al., 2016) .
While initially the application scenarios had a strong focus on facial recognition, the spectrum became significantly more diverse with the introduction of reliable local 2D feature descriptors. Finally, due to the results of deep convolutional neural networks (Ciresan et al., 2012) , the research in this area received new impetus that continues to the present day. However, there are some cases in which the previously mentioned image-based approaches to object classification do not work properly on principle. This applies to situations where no structured image information is available, e.g., when the lighting is insufficient or the objects are monochrome and due to their shape without sufficient shading. Figure 1 shows two examples that reflect such situations, where additional 3D information in form of 3D point clouds could help to improve object classification. In this work we present an approach to object classification based on local feature descriptors for 3D point clouds. Particularly, the focus is not on a single local 3D feature descriptor, since the 3D object classification results of any single descriptor vary a lot depending on the density and structure of a 3D point cloud. Instead, the approach presented is essentially based on a machine learning method. We use a reinforcement learning framework to adaptively select and apply different 3D feature descriptors depending on the 3D point cloud to be classified. This leads to a clear improvement of the classification results compared to the use of single local 3D feature descriptors only. The paper is divided into the following sections:
Section 2 provides an overview of the methods relevant in the context of this work. Section 3 introduces our proposed approach and describes its components in detail. Section 4 describes the experiments and intermediate results. The final 3D object classification results are summarized in Section 5. Finally, Section 6 provides an outlook to future extensions and adaptations of the presented approach. The approach proposed in this work including all parameters of the model and extended experiments are described in detail in (Garstka, 2016) .
RELATED WORK
This section starts with a brief overview of related keypoint detectors (subsection 2.1) and local 3D feature descriptors for 3D point clouds (subsection 2.2). The majority of currently available algorithms for keypoint detection and local 3D feature descriptors are summarized in a survey of 3D object recognition methods by (Guo et al., 2014) . Thus, only algorithms and approaches that are relevant for our work are quoted below. This is followed by a subsection on classification approaches for 3D point clouds (subsection 2.3) and a short introduction of Q-Learning as a reinforcement learning technique we utilize for our approach (subsection 2.4).
Keypoint Detectors
Computational costs of local 3D feature descriptors are mostly high. It does not make sense to compute feature vectors for all points of a point cloud. We use a keypoint detector to reduce the number of feature vectors. Based on the evaluations of (Salti et al., 2011) and (Filipe and Alexandre, 2014) we use the keypoint detector introduced in context of the shape signature feature descriptor (ISS) by (Zhong, 2009 ).
Local 3D Feature Descriptors
In this subsection, we give an overview of those local 3D feature descriptors used in the context of this work. In short, we use five local 3D feature descriptors for 3D point clouds: The spin image (SI) introduced by (Johnson and Hebert, 1998 ) is a 2D histogram that is rotated around the normal vector of a point. The point feature histogram (PFH) and the fast point feature histogram (FPFH) collect information from a local environment based on the so-called Darbeaux frame. Both were introduced by (Rusu et al., 2008) . The signature of histograms of orientations (SHOT) by (Tombari et al., 2010b ) is a set of histograms of angles determined for multiple segments of a spherical environment. The values of these histograms are concatenated to a signature. And finally the unique shape context (USC) by (Tombari et al., 2010a) , which is a normal aligned spherical histogram. These local 3D feature descriptors have been selected because of their broad spectrum of different properties. Two approaches, SI and USC use histograms, PFH and FPFH create signatures using surface properties and SHOT is a hybrid solution of histograms and surface properties. The dimensions of the feature descriptions should cover the largest possible range, from FPFH with 33 dimensions to USC with 1960 dimensions. In the same way the speed of the descriptors should cover a large range, from SI, which is the fastest to PFH which is more than 1000 times slower. Finally, three of the descriptors require a local reference frame (SHOT, SI, and USC) and the others do not (FPFH and PFH).
3D Classification Approaches
A common way to classify an object based on a given set of local feature descriptions consists of two steps. The first step is inspired by text categorization approaches, e.g., (Joachims, 1998) . This socalled bag-of-words representation has become an eligible method for categorizing visual content. An early approach is the visual categorization with bags of keypoints (Csurka et al., 2004) . The basic approach consists of mapping high-dimensional vectors, whose values are usually continuous, to a finite set of quantized representatives. These representatives form the so-called visual vocabulary. A histogram in the same size as the vocabulary is used to count the mapped feature descriptions and is called frequency histogram. Therefore, the method is often referred to as a bag-of-features in this context. In a second step these frequency histograms are used as input vectors for classifiers. Support vector machines (SVM) are often used as a classifier. Primarily, SVMs are binary classifiers. Therefore, each object class requires its own SVM. The frequency histogram is then applied separately to the SVM of each object class. There are numerous approaches that follow this basic principle, e.g., (Madry et al., 2012; Yang et al., 2014) .
Reinforcement Learning -Q-Learning
A reinforcement learning (RL) system consists of an agent that interacts with an environment. Based on the current state s t of the environment at time t the agent decides with respect to the learned experience what action a t will be performed next. The experience arises from consequences the agent undergoes within the environment, i.e., a positive or negative reward r t+1 , which reflects whether the action a t was appropriate to bring the agent closer to its goal (Sutton and Barto, 1998) . Q-learning (Watkins and Dayan, 1992) is an algorithm to solve the reinforcement problem for a finite number of discrete states of a fully observable environment. It determines values which describe the quality of an action a ∈ A(s) for a state s ∈ S. These so-called Q-values can be used for a mapping π called policy between the current state and the next action. Q-learning updates its Q-values using action a t in state s t at time t while observing Q-values of the next state s t+1 and the immediate reward r t+1 :
where α is a parameter that controls the learning rate and γ is the discount rate with 0 ≤ γ ≤ 1. The latter determines how strongly immediate rewards are weighted compared to future rewards. In this way the return, i.e., the total discount of future rewards, for state-action pairs is estimated. Initially, all Q-values are initialized with a constant value, typically zero. In this phase, the Q-values cannot be used for decisions. Therefore, the actions are typically selected randomly with a probability ε = 1.0. Or in other words: the RL agent follows a random policy. This phase is called exploration phase. As soon as the Q values get more stable, the portion of randomly selected actions ε is successively reduced. This is the transition to the exploitation phase where the RL agent follows a so-called ε-greedy policy. As long as ε = 0, Q-learning can react to changes in the behavior of the environment and makes adjustments to the Q-values. Q-learning is proven to converge to an optimal value, which means that the best possible way to solve a given task can be dictated by taking actions greedily with respect to the learned Q-values (greedypolicy) (Watkins and Dayan, 1992) .
METHODS
In our approach several local 3D feature descriptors are autonomously selected and applied to a 3D point cloud to be classified. This is not achieved by a onetime optimization of the classification pipeline but by a continuous learning process, which has been implemented in the form of a RL framework (Sutton and Barto, 1998) . The basic structure of the classification pipeline is presented in Subsection 3.1 and is extended with the RL framework as described in Subsection 3.3. Subsection 3.4 shows how the adaptiveness of Q-learning is adopted to add local 3D point cloud descriptors dynamically during ongoing classification processes.
Classification Pipeline
The structure of the basic classification pipeline is schematically shown in Figure 2 . Within this pipeline some parameters have to be defined in advance. We take these parameters from an evaluation described in (Garstka and Peters, 2016) . The dataset used in the context of this work is the RGB-D Object Dataset of the University of Washington (Lai et al., 2011) . The dataset contains 51 object classes with 300 different objects where each object was captured in different poses, resulting in 207841 distinct point clouds, or approximately 4000 point clouds per object class on average. We use only the 3D point cloud data of the dataset for our experiments. Apart from the complete set of 3D point clouds, we also use a reduced set of 3D point clouds, which only consists of 10 of the 51 object classes (see Figure 3 ). The classification pipeline starts with a keypoint detection algorithm. As already noted in Section 2.1, we use the ISS keypoint algorithm introduced by Zhong. The average number of keypoints determined by ISS on the given set of point clouds is approx. 131. In the second step the basic classification pipeline continues with the computation of a local 3D feature description at each keypoint. The descriptors used have been presented in Section 2.2. Next, the calculated feature descriptions are sorted into the bag of features frequency histogram. Beforehand, the number of visual words of the vocabulary, i.e., the num- ber of bins of the frequency histogram, has to be defined. Within the scope of preceding evaluations we obtained best results with vocabulary sizes of 50 for SI, 100 for PFH, FPFH and SHOT, and 200 for USC, which are also used for the experiments described in Section 4. The vocabulary is determined using kmeans++ (Arthur and Vassilvitskii, 2007) with an Euclidean distance.
The last step of the pipeline is the classification. Each object class is bound to a set of corresponding SVMs, one for each local 3D feature descriptor. The kernel function used in SVMs is a Gaussian radial basis function. The best parameter values are taken from an evaluation described in (Garstka and Peters, 2016) quoted above: the kernel parameter γ = 0.008 and the SVM penalty parameter C = 125. All SVMs have been trained using every second point cloud of the corresponding object class as positive example, which are ≈ 2000 3D point clouds. The double amount of ≈ 4000 randomly selected 3D point clouds from all other object classes have been used as negative examples.
Reference Values
In order to obtain an average classification rate for each local 3D feature descriptor, the basic classification pipeline has been applied for each local 3D feature descriptor separately to all 3D point clouds, which were not used for the training of the SVMs. In the following this setting is referred to as single descriptor setting. The results can be divided into 3 cases:
1. Exactly for one object class the prediction value of its SVM is positive, and it is the correct object class. This case is hereinafter referred to as an exact match.
2. For several object classes the prediction values of their SVMs are positive, but the object class the SVM of which has the highest prediction value corresponds to the correct object class. The latter will be hereinafter referred to as the best match.
3. In all other situations the classification fails.
The assignment rates from the first and second case are summarized as classification rate. Table 1 shows the classification rates of all individual local 3D feature descriptors while performing the described basic classification pipeline. These values serve as reference values for the subsequent extension of the pipeline with the RL framework. The parameters required for each local 3D feature descriptor were taken from the respective original publication for each descriptor and from the evaluation described in (Garstka and Peters, 2016) . In the single descriptor setting the portion of the exact class assignments (case 1 of the previously described three cases) among the classification rates is 0% in all cases.
Reinforcement Learning Framework
The extension of the basic classification pipeline with a RL approach is illustrated in Figure 4 and described in Subsubsection 3.3.1 to 3.3.3. To extend the basic classification pipeline with a RL approach the general proceeding is as follows: Beginning with a 3D point cloud, the first step of the basic pipeline, i.e., the recognition of the keypoints, is performed. Next, the feature descriptions are determined at each keypoint. Instead of using a single descriptor, the RL agent selects one of the available descriptors to determine the feature descriptions. Then the remaining two steps of the pipeline are executed for the selected descriptor. Once the prediction value of the SVM of the respective descriptor corresponding to each object class has been determined, all object classes with a negative prediction value are excluded. The remaining classes are hereinafter referred to as class candidates. The further procedure depends primarily on the set of class candidates. If it contains more than one object class, the classification pipeline resumes at the second step. In this case, the RL agent selects another unused descriptor with which new feature descriptions are determined at the already detected keypoints. Then the remaining steps of the pipeline are executed again.
The new prediction values corresponding to the remaining classes are used to further reduce the class candidates. After a few iterations this process ideally ends up with the one matching object class remaining. However, due to the similarity of many object classes, this will rarely be the case. To prevent the selection of all feature descriptors during each classification, a restriction of computation time is introduced. As soon as the time limit is exceeded the object class with the highest prediction value within the remaining class candidates is returned as best matching object class. The implementation of these concepts, the components, and parameters are described in detail in the following.
Basic Components of the Framework
The environment of the RL framework is defined by the set of class candidates, which at the beginning contains all object classes and additional properties of the input point cloud (see Figure 4) . The point cloud properties and their associated discrete values are: 1. The number of keypoints relative to all objects: 1st quartile: → slight structure → 1 2nd, 3rd quartile: → medium structure → 2 4th quartile:
→ considerable structure → 3 2. The ratio between the two successive eigenvalues of the covariance matrix of the point cloud, r 1 = e 2 /e 1 and r 2 = e 3 /e 2 , where e 1 ≤ e 2 ≤ e 3 : r 1 ≤ 3.0 ∧ r 2 ≤ 3.0 → uniform, not flat → 1 r 1 ≤ 3.0 ∧ r 2 > 3.0 → elongated, not flat → 2 r 1 > 3.0 ∧ r 2 ≤ 3.0 → uniform and flat → 3 r 1 > 3.0 ∧ r 2 > 3.0 → elongated and flat → 4 The RL agent knows the current state of the environment, i.e., the class candidates and the point cloud properties. Based on the state the agent can perform an action, i.e., the selection of a local 3D feature descriptor the agent has not yet applied. The agent needs a policy to decide which descriptor should be selected next in the current state. When using Q-learning, policies are usually based on the so-called Q-table, which contains a value for each pair of state and action that reflects how suitable an action is in a given state. Under the assumption that the Q-table contains only optimal Q-values, the agent selects the best local 3D feature descriptor for the current state based on the values of the Q-table. The selected descriptor leads to a change of the environment, i.e., a reduced set of class candidates. As the Q-table is initially empty, it is build up successively during the classification.
Terminal States and Rewards
The learning mechanism of RL is based on rewards. In general, a reward can be given for each action a in a state s. However, in the context of our classification framework a decision on the success of a classification is possible only after the classification process is terminated. Therefore, all possible terminal states have to be defined first (see Table 2 ). An 'exact Table 2 : Summary of rewards for terminal states in our RL framework. C is the set of class candidates, n C the number of all object classes, t the computation time required to get a result, and t max the time limit.
name reward terminal state 1) exact match 3.0 − t/t max 2a) no actions/match 2.0 − |C |/n C 2b) no actions/miss 1.0 − |C |/n C 3a) timeout/match 2.0 − |C |/n C 3b) timeout/miss 1.0 − |C |/n C 4) fail state −1.0 match' means that the set of remaining class candidates contains only the correct object class while no timeout occurred. In case of the two terminal states distinguished for 'no actions' no local 3D feature descriptor is left to select, while in case of the two terminal states distinguished for 'timeout' the computation time limit is exceeded. In both cases 'match' means that the best matching class is the correct object class while 'miss' means that the best matching class is an incorrect object class. The fourth case 'fail state' comprises all cases that are not covered by the previously stated cases, such as the case that the set of remaining class candidates does not contain the correct object class while there are still descriptors left to be selected and no timeout occurred. For 2a) and 3a) the best matching object class is determined from the set of class candidates by the highest sum of the prediction values over all iterations. In our approach only terminal states allow a statement of success or failure. Thus, all other rewards r are initially set to a value of 0. The rewards for the six cases described above are shown in Table 2 .
Time Constraint
As already pointed out, a time constraint is set to prevent the successive application of all available local 3D feature descriptors during a classification. The motivation is that the average computing times for each descriptor measured separately should fit into the preset time interval, while at the same time it should not be possible to apply the whole set of available descriptors within this interval. Table 3 contains the average computation time of each local 3D feature descriptor per keypoint in milliseconds and the average computation time for a whole object assuming an average number of 131 keypoints per object. Based on these results, a value of 10 seconds was set as a limit for all subsequent experiments. 
Exploration and Exploitation
At the beginning the Q-table is initialized with zero values. During the exploration phase the values of the Q-table converge. In the course of the learning process first the portion of random actions ε is kept at 1.0, but the learning rate α is slowly reduced to a value of 0.001. Then it is, together with the portion ε of randomly selected actions continuously reduced to a value of 0.0 (exploitation phase). In practical terms the exploration phase consists of a total of 100 million classifications reducing the learning rate α beginning with the 60 millionth classification. After 90 million classifications the random portion ε is also reduced.
Adaptiveness
As already pointed out in Subsection 2.4 a special property of Q-learning is its support of on-line learning. Under the assumption α > 0 and ε > 0, Qlearning can react to changes in the environment by adjusting the Q-table continuously. We exploit this property to dynamically add new local 3D feature descriptors during ongoing classification processes. This enhances the flexibility of a 3D object classification system considerably, since the strategies to classify objects that have been learned so far, can be preserved and exploited by dynamically adapting them, integrating new descriptors smoothly in the classification process. For this purpose we include complete classifications of known objects with probability ε while using a random-policy.
EXPERIMENTS AND INTERMEDIATE RESULTS
The main focus of this section lies on the experiments and their intermediate results. Subsection 4.1 contains a figure to illustrate how the values of the Qtable converge during the learning process. The final 3D object classification rates that can be achieved with our proposed approach are given in Subsection 4.2. They are summarized well-arranged later in Section 5. Finally, the adaptiveness of our approach is examined in experiments described in Subsection 4.3.
The following applies to all illustrations: the dotted blue line illustrates the learning rate α, while the dashed blue line corresponds to the value of ε. Figure 5 shows the development of the average of all Q-values, depending on the number of performed episodes. It takes a few million classifications until the value gradually reaches its maximum. However, when the learning rate α is slowly decreased from the 60 millionth classification on, it is obvious that the quality of many state-action pairs has been overestimated so that the average Q-value now declines until it slowly converges to a stable value. Figure 6 shows the distribution of the terminal states that is obtained on the full set of 51 object classes. For a better illustration, only the interval from 80 million to 100 million classifications is displayed. The colored curves represent the percentages of the terminal states as introduced in Section 3.3.2 with the exception of fail states. In addition, the red curve summarizes all positive results, i.e., those results that returned a correct object class in one or another way. It is the sum of the results for the terminal states 'exact match', 'no actions/match', and 'timeout/match'. nal distribution of the terminal states after the last episode, represented by the endpoints of the curves shown in Figure 6 , is summarized in Table 4 , supplemented by the percentage of fail states. This table also contains the results for the reduced set of 10 object classes.
Exploration Phase

Distribution of Terminal States
Adaptive Learning
To explore the adaptiveness of the RL framework, we perform similar experiments as described in the subsections before. The difference, however, is that the learning process is started with a reduced set of only four of five local 3D feature descriptors. Accordingly, the values of α and ε are initially 1.0. After 25 million episodes the learning rate α is reduced to a value of 0.1. In this way, a potential over-fitting is compensated. After 45 million episodes ε is also reduced Figure 7 illustrates the adaptiveness of our approach for the case that the FPFH descriptor (Rusu et al., 2009 ) is omitted at the beginning, using the reduced set of 10 object classes. Without FPFH the classification rate is ≈ 57% (episode 45-50 million). After 50 million episodes, FPFH is added to the list of available descriptors. This is indicated by the red dashed line in Figure 7 . Immediately afterwards the number of correct classifications increases significantly within a few episodes and stabilizes to the value of about ≈ 67%. The difference of ≈ 67% to the result of 75% that was reported in Section 4.2 is due to the increased portion of random descriptor selections and the adapted learning rate. If both, α and ε, were set to zero the results would be identical.
Figure 8: These images show examples from the reduced set of 10 object classes. The upper row shows images from an object in a specific pose where classification yielded the best result, while the lower row shows an object from the same object class where classification yielded the worst result. The overall geometry for most of the classes is similar for best and worst matches with a few exceptions, the most obvious are the classes 'greens' and 'pitcher'.
3D OBJECT CLASSIFICATION RESULTS
The final 3D object classification rates that can be achieved with our proposed approach of learning strategies to select point cloud descriptors are summarized concisely in Table 5 . The classification rate of 21.5% that has been achieved with our approach on the full set of 51 object classes, for example, is the sum of the percentages for the terminal states 'exact match', 'no actions/match', and 'timeout/match' (see Table 4 ). This value has to be compared with the highest classification rate that can be achieved in the single descriptor setting. This classification rate has been provided by the FPFH descriptor with 9.4% (see Table 1 ). Thus, the classification rate could be more than doubled with our approach in the case of 51 object classes. In the case of the reduced set of 10 object classes the classification rate of 75.0% achieved with our approach (see Table 4 ) is an improvement of 10 percentage points compared to the best classification rate of 65.0% which could be achieved with FPFH (see Table 1 ). Furthermore, the classification rate of 75.0% contains a share of 16.0% exact class assignments (see Table 4 , 'exact match'), whereas the single descriptor setting across all descriptors did not yield any exact assignment at all (see Subsection 3.2). This means that the results obtained within the proposed RL framework are partly also more reliable that those obtained in the single descriptor setting. Figure 8 shows examples for success and failure cases. The object instances and poses shown in the upper row correspond to point clouds where the classification yields the best results, while the point cloud of the object instances and poses shown in the bottom row lead to the worst classification results. With the exception of the object classes 'greens' and 'pitcher' the proposed method seems to impose no bias in the sense that point clouds with distinctly different geometry (in comparison to other instances of their class) are systematically classified worse. This argumentation can be verified by comparing the images of all object instances from the reduced set of 10 object classes given in the supplemental material.
CONCLUSION AND OUTLOOK
We presented a self-learning approach to object classification from 3D point clouds. We extended an approved 3D object classification pipeline based on local 3D feature descriptors by a reinforcement learning approach that learns strategies to select point cloud descriptors depending on qualities of the point cloud to be classified. The reinforcement learning framework is provided with a number of 3D feature descriptors and learns autonomously via trial and error a strategy to select and apply them successively for an optimal classification result. Thus, the classification process does not follow a rigid scheme anymore, but dynamically adapts its classification strategy to a changing environment. Our experiments demonstrated that this approach is able to provide higher classification rates in comparison to results obtained in rigid scheme classification settings. In addition, some of the results turned out to be more reliable. With few exception the proposed method seems to impose no bias in the sense that point clouds with distinctly different geometry (in comparison to other instances of their class) are systematically classified worse. A special advantage of the reinforcement learning framework consists in its flexibility and adaptiveness. The latter allows for the subsequent integration of additional 3D feature descriptors while the system is already running in an application scenario. Our approach proved to be able to preserve classification strategies that have been learned so far and at the same time to smoothly integrate new descriptors in already learned strategies. The adaptiveness of the proposed self-learning approach enhances the flexibility of a 3D object classification system considerably, as new feature descriptors will be developed in the future and the learning process for a special application scenario does not have to be started from scratch again.
