Introduction
Few functional forms are as widely used in the social sciences to study highly skewed positive outcomes as is the logarithmic specification, which reduces the leverage exerted by extreme values, producing more robust and often more efficient estimates (Deb, Manning, and Norton 2005) . However, many outcomes have distributions that are characterized not only by a long right tail, but also by a large spike at zero, for which the log is undefined. Examples include expenditures on consumer durables and investment goods, number of cigarettes smoked, and countless others. Two-part models, the first part consisting of a probit, logit, or linear equation
to distinguish between zero and positive values, and the second part using OLS on the logs of the positives, are well-suited to such outcomes. Unlike the Tobit, the two-part model allows the use of logs, and also allows different parameters to determine the two parts of the data-generating process. Two-part models are also arguably more appropriate than Heckman-style selection-bias models when the zero values represent outcomes of interest, rather than censored values of a latent variable, or data that have been made missing by taking the log of zero (Duan, et al. 1984 ).
Yet the log form has the drawback of generating estimates of marginal effects on the conditional mean of the log of the outcome, not on the conditional mean of the outcome itself, which is usually of more interest. Although many economists ignore this difference, some, primarily health economists, have taken these concerns seriously, and have developed retransformation techniques that produce consistent estimates of the desired expected values, and marginal effects. This is straightforward if the error terms in the logged equation are homoskedastically normal, but is more complicated in the presence of non-normality, and, especially, heteroskedasticity (Duan 1983; Mullahy 1998 ).
This paper describes an approach to this problem that is applicable when we wish to express our marginal effects as elasticities. I use a procedure suggested, but not pursued explicitly, by Mullahy (1998) , to test the proposition that the retransformation problem is ignorable, and to correct the estimated elasticities if it is not. An empirical example, based on a model of expenditures on variable inputs by Bulgarian family farmers, demonstrates that these corrections may be non-trivial.
The Retransformation Problem
Consider a semi-log equation of the following form, defined only for y > 0:
To find the conditional mean of y, as opposed to ln y, we first take antilogs, then expectations: To illustrate why this last proviso is important, take the partial derivative of [2] with respect to some x k ; the matrix X now contains the remaining covariates.
[3]
If the second term of this expression is zero, then Duan's estimator of the expectation in the first term suffices. But if u is heteroskedastic in x k , the latter term will generally not be zero.
The algebra is simpler if we are interested in the elasticity of y with respect to x k ) ( Next consider a two-part model, whose first equation models the probability of a positive outcome, using a probit. Two versions are presented, first with x k in levels and then again with x k in logs:
, where Φ is the cumulative standard normal. For the positive values, we have:
The expected value of y is then:
and differentiating this with respect to x k allows us to compute the elasticity of interest ) (
For a covariate entering in levels [8], or logs [8'], we get:
The first term of the rightmost expression is the elasticity of the probability of y's being positive, Moreover, the first term in [8] pertains to a conditional mean probability, not a conditional mean log probability. Thus even if we were content to speak of elasticities at the mean of logs for the positive values, to avoid the retransformation problem, this would still be inconsistent with the way the elasticity of the probability of positive outcomes is defined.
The last step is to estimate
. Mullahy (1998) suggests (pp. 15-16) that since e u is necessarily positive, it makes sense to model its conditional expectation exponentially: [10]
Mullahy does not calculate this estimator explicitly, but does present several related alternatives, and shows how estimates of the term k λˆeffectively reconcile the differences between his estimators and the homoskedastic two-part model that uses Duan's scalar smearing adjustment. I prefer the approach outlined here because, unlike Mullahy's alternatives, equation
[10] incorporates a direct estimate of k λˆ, and, in principle, a means for testing whether this parameter is small enough to ignore. That test rests on heteroskedasticity-and cluster-robust standard errors; however, Mullahy cautions that these have not been shown to be consistent for this application, and must be interpreted with care. As an alternative, I also present bootstrapped standard errors, for each component of [10] and [10'], and for their sum. Note that the bootstrap re-samples survey clusters, not households.
An Empirical Example
The data for this example come from a recent survey from Bulgaria, described in more detail in ( [Self] 2007). A two-part model is used to predict total expenditures on variable inputs such as feed and herbicides, for a sample of 1206 family farms. Seventy-five percent (n=907) had positive expenditures, with a mean of $US 623, but with a highly skewed distribution (minimum $5, maximum $18,333). For this exercise, the covariates are the log of non-farm income, the log of land under cultivation, the number of farm implements owned, an indicator for households owning livestock, and the household head's age.
The first column of Table 1 . We see significant effects of heteroskedasticity with respect to the log of land area, and age. For non-farm income, the variable of interest to [Self] (2007) , the effect is nearly significant (p=0.145). Note: Bootstrapped standard errors in parentheses, based on 500 repetitions.
