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a b s t r a c t
There are two fundamental computably enumerable sets associated with any Kolmogorov
complexitymeasure. These are the set of non-randomstrings and the overgraph. This paper
investigates the computational power of these sets. It follows work done by Kummer,
Muchnik and Positselsky, and Allender and co-authors. Muchnik and Positselsky asked
whether there exists an optimal monotone machine whose overgraph is not tt-complete.
This paper answers this question in the negative by proving that the overgraph of any
optimalmonotonemachine, or any optimal processmachine, is tt-complete. Themonotone
results are shown for both descriptional complexity Km and KM , the complexity measure
derived from algorithmic probability. A distinction is drawn between two definitions of
process machines that exist in the literature. For one class of process machines, designated
strict process machines, it is shown that there is a universal machine whose set of non-
random strings is not tt-complete.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The goal of this paper is to add to our understanding of the computational power of random strings. This topic has seen
significant recent interest with papers by Kummer [11], Muchnik and Positselsky [16], and Allender and co-authors [1,2],
which have looked at the power of these sets both in terms of computability theory and complexity theory. Before giving
precise statements about the results obtained, we will review some background on the theory of algorithmic randomness
and relative computational power.
1.1. Algorithmic information theory
Imagine we are observing someone repeatedly tossing a coin. Each time the coin comes down heads, we write down a
1, and each time the coin comes down tails, we write down a 0. After 1000 coin tosses we look at the binary string written
down. It is reasonable to think that the binary string should ‘‘look’’ random. For example, we would not expect a highly
regular binary string such as 0011100111 repeated 100 times to appear. Our general intuition is that random data should
have not patterns that could be used to provide a short description of the data. In fact, we could go further and say that
random data should not have short descriptions at all.
We can think of a description τ as being an element in the domain of a function F : 2<ω → 2<ω (where 2<ω is the set of
all finite binary strings). We say τ is an F-description of σ if F(τ ) = σ . The complexity of the string σ with respect to F can
then be defined as:
C F (σ ) =
{
min{|τ | : F(τ ) = σ } if ∃τ ∈ 2<ω, F(τ ) = σ
∞ otherwise.
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We can now define a string σ as being randomwith respect to F if C F (σ ) ≥ |σ |. This approach does not give an absolute
notion for randomness of strings. For any string σ , a function could be defined that has a very short description of σ . It
is possible, however, to define a notion of randomness up to a constant as follows. We call a partial computable function
U : 2<ω → 2<ω optimal if for any other partial computable function F : 2<ω → 2<ω , there is some constant d such that
CU(σ ) ≤ C F (σ ) + d for all σ . The existence of an optimal partial computable function U can be established by taking an
enumeration F1, F2, . . . of all partial computable functions from 2<ω to 2<ω . U is then defined by U(1e0τ) = Fe(τ ). This
ensures that CU(σ ) ≤ C Fe(σ )+ e+ 1 for all σ . This approach was first suggested by Solomonoff [18] and Kolmogorov [10].
As well as being optimal, U as defined is a universal partial computable function because it contains an index for any other
partial computable function (1e0 is an index of Fe in U).
If we take a different optimal partial computable function V , then we get a different complexity CV . However, as both U
and V are optimal, the complexities CU and CV can differ only by a constant.
From now on we will refer to partial computable functions from 2<ω to 2<ω as machines. This terminology comes from
the fact that a partial computable function can be regarded as a Turing machine. U becomes an optimal machine. We fix
an optimal machine U and define the plain Kolmogorov complexity C(σ ) for any string to be CU(σ ). This is called plain
Kolmogorov complexity because there are other important types of Kolmogorov complexity that we will define shortly.
This definition gives rise to two fundamental, computably enumerable, sets of strings.
(1) The set of non-random strings: R¯C = {σ ∈ 2<ω : CU(σ ) < |σ |}.
(2) The overgraph: OC = {〈σ , n〉 : CU(σ ) ≤ n}.
In the definition of these sets, we take |σ | to be the length of the string σ and 〈·, ·〉 to be a computable bijection
〈·, ·〉 : N × N → N such as the Cantor pairing function 〈x, y〉 = 12 (x + y)(x + y + 1) + y. We can apply the function〈·, ·〉 to strings as well as integers by fixing some computable bijection betweenN and 2<ω . These sets are not just of interest
to those working in the field of algorithmic information theory. The thesis that randomness can be used as a resource to
enable efficient computation has been under intensive development in recent years by the computer science community.
As an illustration, Allender and co-authors have shown that sets related to these are complete for several complexity classes
under probabilistic and non-uniform reductions [2]. This paper will investigate the computational power of the above sets
for different types of Kolmogorov complexity.
1.2. Varieties of Kolmogorov complexity
In this paper we will consider different notions of Kolmogorov complexity. These notions arose early in the study of
algorithmic randomness. A significant impetus towards their developmentwas to characterize randomness for real numbers
(where a real number is identified as an infinite binary string). On first thought, it would seem that a realα should be random
if all of its initial segments are random. Using plain complexity this means that for all n, C(α  n) ≥ n − O(1) where α  n
is the first n bits of α. However, Martin-Löf showed that no real α has this property! The reason is as follows. The intention
behind Kolmogorov complexity is that if U(τ ) = σ , then the information of the bits of τ is used by U to produce σ . However,
a machine interpreting a description τ can use the bits of τ and additionally the length of τ to determine its output.
The variations of plain Kolmogorov complexitywewill consider avoid this problem and capture the original spirit behind
Kolmogorov complexity. The types of complexity we will look at derive from: prefix-free machines, process machines and
monotone machines. Prefix-free machines and process machines when considered as functions from 2<ω to 2<ω , are partial
computable functions with special properties. In order to define these machines we need to introduce some definitions. The
set of all binary strings of length n, the set of all finite binary strings, and the set of all infinite binary strings will be denoted
by {0, 1}n, 2<ω , and 2ω respectively. The relation  on 2<ω × (2<ω ∪ 2ω) is defined by σ  τ if σ is an initial segment of
τ . We say σ ≺ τ , if σ  τ and τ 6 σ . If σ 6 τ and τ 6 σ , then τ and σ are said to be incomparable. The operation of
appending a string τ to the end of a finite string σ , will be represented by στ .
Prefix-free machines were developed by Levin [13], Gács [8] and Chaitin [4]. A subset A ⊆ 2<ω is prefix-free if for all τ1,
τ2 ∈ A, τ1 6≺ τ2.
Definition 1.1. A prefix-free machine is a partial computable functionM : 2<ω → 2<ω such that the domain ofM is prefix-
free.
We can enumerate all partial computable prefix-free machines {Me}e∈N, create an optimal prefix-free machine U by
U(1e0τ) = Me(τ ), and define the prefix-free complexity K of a string σ to be K(σ ) = CU(σ ).
The main idea behind a process machine is that the function must preserve the ordering of 2<ω .
Definition 1.2. A process machine is a partial computable functionM : 2<ω → 2<ω such that if τ , τ ′ ∈ dom(M), and τ ′  τ ,
thenM(τ ′)  M(τ ).
Again we can take an optimal process machine U and define the process complexity KMD of a string σ by KMD(σ ) = CU(σ ).
This definition of a process machine was given by Schnorr in [17]. We follow the notation of [7] by using KMD to denote
process complexity. This definition of a process differs slightly from that given by Levin and Zvonkin in [14]. Wewill use the
term strict process machine for Levin and Zvonkin’s definition. It is defined as follows.
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Definition 1.3. A strict process machine is a partial computable function M : 2<ω → 2<ω such that if τ ∈ dom(M) and
τ ′  τ , then τ ′ ∈ dom(M) andM(τ ′)  M(τ ).
Both of these definitions of process machines have merit. Schnorr’s definition corresponds to a homomorphism of the
domain of M . Levin and Zvonkin’s definition has the following very natural model. This model is almost identical to one
described in the first paper on algorithmic randomness by Solomonoff [18]. Take a three-tape Turing machine M with a
read-only one-way input tape, a one-way write-once output tape, and a work tape. The first square of the input table is
blank and the input head starts on that square. Let the machine run. If at any stageM wants to move the input head of the
tape, first we defineM(τ ) = σ , where τ is the input string read so far and σ is the current output on the output tape.
Levin and Zvonkin did not use strict process machines to define a notion of complexity in the same way as Schnorr.
Instead, they used strict process machines to construct a universal semimeasure. The universal semimeasure was used to
define another variant of Kolmogorov complexity KM that we will encounter soon [12,14]. However, we will consider what
happens if we do use strict processmachines to define a variant of process complexity.We define the strict process complexity
KMS (σ ) to be C
U(σ )where this time U is an optimal strict process machine.
A main motivation for introducing this definition is that Schnorr’s process machines can be difficult to deal with. Proofs
using processmachines can get tied down in combinatorial details that do not necessarily shedmuch light on the underlying
questions of randomness. Strict processmachines are often simpler to dealwith because theymust keep their domain closed
downwards under . Like process complexity, strict process complexity provides simple characterizations of computable
reals and Martin-Löf random reals [6]. Section 3 provides an example of how strict process machines can be easier to work
with. In this section, we prove that there exists a universal strict process machine whose set of non-random strings is not
tt-complete. The technique used in the proof of this result is suitable for a universal strict process machine, but not for
universal process machines in general.
It can be shown that the complexities KMD and KMS are different. In fact given any a ∈ R, 0 < a < 1, then there exist
infinitely many σ such that: KMS (σ )− KMD(σ ) > a log log |σ | [6].
Note that a prefix-freemachine can be considered as a strict processmachine. This is done as follows. SupposeM : 2<ω →
2<ω is a prefix-free machine. We take λ to be the empty string, and we define a strict process machineM ′ as follows:
M ′(σ ) =

M(σ ) if σ ∈ dom(M)
λ if there exists σ ′  σ and σ ′ ∈ dom(M)
undefined otherwise.
It can be shown that if M is partial computable then so is M ′. Additionally, with the exception of the empty string, the
complexities generated by the two machines agree. This gives us a strictly increasing sequence of classes of machines:
prefix-free machines, strict process machines, process machines and general Turing machines.
Monotone machines fit into the picture differently. Monotone machines are like process machines that are allowed to
describe real numbers. The idea is that if 0e1 is the index of a machine that computes a real, then 0e1 is a description
of that real. It can be argued that monotone machines are more suited for characterizing the complexity of reals as non-
computable reals can be considered as limits of computable reals rather than limits of strings [3]. Monotone machines were
first introduced by Levin [12].
Definition 1.4. A monotone machine L is a computably enumerable set of pairs of finite binary strings 〈τ , σ 〉 such that if
〈τ1, σ1〉, 〈τ2, σ2〉 ∈ L and τ1  τ2, then σ1  σ2 or σ2  σ1.
For example, given a computable real α, a monotone machine L could be created by enumerating 〈τ , α  n〉 into L at
stage n. In this case, τ is a finite description of α. A monotone machine gives rise to two different complexity measures:
descriptional complexity and algorithmic probability.
Definition 1.5. The descriptional monotone complexity of a binary string σ with respect to amonotonemachine L is K Lm(σ ) =
min{|τ | : 〈τ , σ ′〉 ∈ L and σ  σ ′}.
We call amonotonemachineU optimal if for all monotonemachines L there is a constant d such that KUm (σ ) ≤ K Lm(σ )+d.
We can fix an optimal monotone machine U and define Km(σ ) = KUm (σ ). Because a monotone machine can output a real
from a finite description, monotone complexity can be used to give a simple characterization of the computable reals; a real
α is computable if and only if there is some constant c such that for all n, Km(α  n) ≤ c.
The other complexity measure that arises frommonotone machines is algorithmic probability. This is also known in the
literature as a priori complexity. Intuitively, the algorithmic probability of a string σ is the likelihood that the monotone
machine will output an extension of σ on some random input. To define algorithmic probability properly, recall that Cantor
space is the topology on 2ω defined by taking {[σ ] : σ ∈ 2<ω}, where [σ ] = {σα : α ∈ 2ω} for each σ ∈ 2<ω , as a basis
of open sets. If X ⊆ 2<ω , then [X] = ⋃σ∈X [σ ]. The Lebesgue measure on Cantor space µ is the outer measure obtained by
defining µ([σ ]) = 2−|σ | for all open sets [σ ] in the basis where |σ | is the length of σ .
Definition 1.6. The algorithmic probability of σ with respect to a monotone machine L isML([σ ]) = µ([{τ : 〈τ , σ ′〉 ∈ L and
σ  σ ′}]).
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ML has the properties of a computably enumerable semimeasure [15].
Definition 1.7. A computable semimeasure is a functionm : {[τ ] : τ ∈ 2<ω} → R≥0 such that:
(1) For all τ ∈ 2<ω ,m([τ ]) is a computable real, and
(2) m([λ]) ≤ 1, and
(3) For all τ ∈ 2<ω ,m([τ ]) ≥ m([τ0])+m([τ1]).
A computably enumerable semimeasure m, is a semimeasure such that:m([τ ]) = limt→∞mt([τ ]) for all τ ∈ 2<ω , where
{mt}t<ω is a uniform set of computable semimeasures, and if t ≤ t ′, then for all τ ,mt([τ ]) ≤ mt ′([τ ]).
The notion of algorithmic probability can also be defined for prefix-free machines. If U is an optimal prefix-free machine,
we can define MˆU([σ ]) = µ([{τ : U(τ ) = σ }]). However, this definition does not give us anything new. The coding theorem
tells us that K(σ ) = − log(MˆU(σ ))±O(1) [7]. For monotone machines, the situation is different and it is worth introducing
the following definition. First we fix an optimal monotone machine U .
Definition 1.8. KM(σ ) = − logMU([σ ])
For all σ ∈ 2<ω , KM(σ ) ≤ Km(σ ) because if the shortest description of σ is of length r , then the algorithmic probability
of σ occurring is at least 2−r . However from a theorem of Gács, for all c ∈ N, there is some finite string σ such that
Km(σ )− KM(σ ) > c , so KM and Km are genuinely different [9].
As a process machine is a monotone machine, it follows that: Km(σ ) ≤ KMD(σ ) + O(1). Now we have a collection of
complexities K , KMS , KMD , Km and KM with the property that for all σ ∈ 2<ω .
KM(σ ) ≤ Km(σ )+ O(1)
≤ KMD(σ )+ O(1)
≤ KMS (σ )+ O(1)
≤ K(σ )+ O(1).
The most common notion of randomness for reals used in algorithmic information theory is that of Martin-Löf randomness.
One reason these variations of plain Kolmogorov complexity are useful is because they allow simple characterizations of
Martin-Löf randomness. It can be shown that for a real α, K(α  n) ≥ n− O(1) if and only if α is Martin-Löf random if and
only if KM(α  n) ≥ n − O(1) [5] [12]. If Q is any of the complexities: K , KMS , KMD , Km and KM , then Q lies between K and
KM . We can conclude that a real α is Martin-Löf random if and only if Q (α  n) ≥ n− O(1). Thus all the complexities give
rise to the same class of random reals.
A fuller introduction to monotonic complexity and prefix-free complexity can be found in [7] or [15]. Notice that the
definition of the set of non-random strings, and the overgraph, can be generalized to any complexity measure.
Definition 1.9. Let Q be a standard complexity measure, e.g. C , K , KMD , KMS , Km, or KM , and U an optimal machine for that
complexity measure, then:
(1) The set of non-random strings is R¯UQ = {σ ∈ 2<ω : Q U(σ ) < |σ |}.
(2) The overgraph OUQ is {〈σ , n〉 : Q U(σ ) ≤ n}.
1.3. Computational power
The focus of this paper is to investigate the computational power of the set of non-random strings and the overgraph.
We will use the following notions of computational reducibility.
(1) Turing reducibility: A ≤T B if there is an oracle Turing machineΦ such thatΦB = A.
(2) Weak truth-table reducibility: A ≤wtt B if there is an oracle Turing machine Φ such that ΦB = A, and a computable
function ϕ(n) such that the computation of ΦB(n) only makes queries of the oracle B for values less than or equal to
ϕ(n).
(3) Truth-table reducibility: A ≤tt B if there is an oracle Turing machineΦ such thatΦB = A andΦC is total for any oracle C .
Note that we can extend this definition of reducibility from subsets of N to subsets of 2<ω by fixing some computable
bijection between N and 2<ω . If r is a reducibility, a computably enumerable set A is said to be r-complete if for any
computably enumerable set W , W ≤r A. A simple way to show that a c.e. set A is r-complete is to show that ∅′ ≤r A
where ∅′ is the halting problem. Of course completeness with respect to a more restrictive or stronger reducibility implies
greater computational power.
For any complexitymeasure, both the overgraph and the set of non-random strings are easily seen to beweak truth-table
complete [11]. The question is whether they are computationally stronger than this. This relatively long-standing question
was answered by Kummer for plain Kolmogorov complexity [11].
Theorem 1.10 (Kummer). If U is any optimal Turing machine, then R¯UC is tt-complete.
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Kummer’s proof is interesting because it is non-uniform, and uses conjunctive queries that grow exponentially in size.1
The main variation of Kolmogorov complexity where the computational power of the set of non-random strings or the
overgraph has been examined is prefix-free complexity K [16]. Muchnik established the following surprising result.
Theorem 1.11 (Muchnik). There exist universal prefix-free machines U and V such that OUK is tt-complete and O
V
K is not
tt-complete.
Muchnik’s result left open the question of whether there existed an optimal prefix-free machine for which the set of
non-random strings is tt-complete. Allender and co-authors resolved the question in [1].
Theorem 1.12 (Allender, Buhrman and Koucký). There exists a universal prefix-free machine U such that RUK is tt-complete.
The technique used in the proof of Theorem 1.12 can be easily adapted to construct universal machines with tt-complete
sets of non-random strings for the following classes of machines:
• Prefix-free machines.
• Strict process machines.
• Process machines.
• Monotone machines (for both Km and KM complexities).
This paper continues this work. In Section 2, the overgraphs of other types of universal machines are investigated. This
section proves the following theorem.
Theorem 1.13. For any optimal monotonemachine U, the overgraph OUKm is tt-complete via a reduction that is non-uniform in ∅′.
The construction used in the proof of Theorem 1.13 can be generalized to obtain the following corollaries.
Corollary 1.14. For any optimal monotone machine U the overgraph OUKM is truth-table complete.
Corollary 1.15. For any optimal process machine U, or any optimal strict process machine V , the overgraphs OUKMD and O
V
KMS
are
truth-table complete.
Hence of the varieties of Kolmogorov complexity considered in this paper, it is only prefix-free complexity forwhich there
is a optimal machine whose overgraph is not tt-complete. In Section 3 we will shift our attention to the set of non-random
strings. We will prove the following theorem.
Theorem 1.16. There exists a universal strict process machine V such that R¯VKMS is not tt-complete.
An important initial stage in this proof is showing that there exists a universal strict process machine whose set of non-
random strings is closed under extension.
2. The overgraph of optimal monotone machines
The goal for this section is to answer the questionMuchnik and Positselsky posed in [16] by showing that for any optimal
monotonemachineU , the overgraph is truth-table complete. Let us fix an optimalmonotonemachineU and consider Km(σ )
to be KUm (σ ).
In order to prove Theorem 1.13 we will build a monotone machine N that ensures ∅′ ≥tt OUKm . To give this proof the
widest possible applicability, we will require N to be a strict process machine. For our construction, we would like to know
some constant c such that Km(σ ) ≤ CN(σ )+ c .
To achieve thiswewill uniformly construct a family of strict processmachines L0, L2, L4, . . . .Wecombine thesemachines
to form N by defining N(0k) = λ and N(0k1σ) = L2k(σ ). As Km(σ ) ≤ CN(σ )+ c , it follows that Km(σ ) ≤ C Ld(σ )+ d2 +1+ c
and so if d2 ≥ c + 1, then Km(σ ) ≤ C L
d
(σ )+ d
In effect, each machine Ld is guessing that its constant with respect to U is no more than d. As U is an optimal monotone
machine, for some machine Ld, the guess will be correct.
From now on let us just fix some d and refer to Ld as L. In addition to L, we need to build a corresponding truth-table
reduction Γ . The reduction Γ will work if the following inequality holds:
Km(σ ) ≤ C L(σ )+ d. (2.1)
To avoid excessive superscripts, we will write Γ (Z; x) for Γ Z (x). For this proof we will omit the Km subscript and write
OL for OLKm . This allows us to reuse the subscript position to define:
OLk = {σ ∈ 2<ω : 〈σ , k〉 ∈ OL}.
1 The reader may wonder if these sets are complete under evenmore powerful reducibilities such as≤m ,≤bT , or≤btt , where for example≤bT is a Turing
reducibility that is only allowed to ask a fixed number of queries of the oracle. The answer is no as Muchnik proved that the overgraph of any Kolmogorov
complexity function is not bT -complete [16]. However, the question for polynomial reducibilities is still open (see [1]).
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In this proof, we will consider the strict process machine L that we are building as both a partial computable function
L : 2<ω → 2<ω , and a c.e. set of ordered pairs where 〈τ , σ 〉 ∈ L if and only if L(τ ) = σ . We will use Ls to be the sth stage in
the enumeration of L. Furtherwewill also consider L as defining a c.e. semimeasureML, whereML([σ ]) = µ([{τ : 〈τ , σ ′〉 ∈ L
and σ  σ ′}]). FinallyMLs is the semimeasure obtained by using Ls instead of L.
The truth-table reduction that we will construct will work as follows. For each x ∈ N, a set of strings Sx will be specified.
The reduction will determine which strings are in OUd+x and make a decision as to whether or not x ∈ ∅′ based on this
information.
The simplest thing to do would be to try and encode x ∈ ∅′ by adding all such strings to OUd+x i.e. making Sx ⊆ OUd+x.
However, this will not work because if we consider an opponent controlling both the optimal machine and ∅′, then the
opponent could wait until Sx was defined, then add it to OUd+x andwithhold x from ∅′. In fact, given any truth-table reduction
Γ , the opponent could choose an x, wait until the truth-table used by Γ (x) is defined, and then adopt a winning strategy to
ensure either Γ (OU ; x) = 0 or Γ (OU ; x) = 1. By adding x to ∅′ in the first case and keeping it out in the second case, the
opponent could ensure Γ (OU ; x) 6= ∅′(x).
To overcome this problem, we make the reduction non-uniform by allowing it to be wrong on some initial segment of
∅′. The reduction will be constructed in such a way that the cost to the opponent of making the reduction incorrect for any
x is so significant, that the reduction can only be incorrect a finite number of times.
Themachine Lwe use for adding pairs to the overgraphmust be a strict processmachine. Lwill be constructed as follows.
For each τ ∈ {0, 1}x wewill choose some στ , such that {στ : τ ∈ {0, 1}x} is a prefix-free set. The pairs 〈τ , στ 〉 are candidates
for addition into our machine, and Sx will be defined as {στ : τ ∈ {0, 1}x}. Further we will make sure that if τ ′ ≺ τ , then
either:
(1) στ ′ ≺ στ , or
(2) if στ ′ 6≺ στ , then the pair 〈τ ′, στ ′〉 is never added to our machine.
If we decide to add 〈τ , στ 〉 to our machine, then assuming (2.1) holds, Km(στ ) ≤ |τ | + d = x+ d and hence στ ∈ OUd+x.
Now our opponent has the ability to add στ to OUd+x as well. If the opponent does this, then the opponent must have
added some pair 〈ρ, σ 〉with σ  στ into U with |ρ| ≤ d+ x at a certain stage s. If we consider the c.e semimeasure defined
by U ,MU , then this implies thatMU([στ ]) ≥ 2−d−x. Now provided we have not described any extension of στ with Ls, then
MLs([στ ]) = 0.Wewill show how under these conditions, we can ‘bypass’ the measure spent by the optimal machine on στ .
Bypassingmeasure is a key idea in this proof. If the opponent has spent 2−d−x of measure on the string στ , then this measure
cannot be reassigned by the c.e. semimeasureMU to any strings that are incomparable with στ . Our strategy is to avoid using
any extensions of στ whenwe define Sy for some new y. If there is no extension of στ in Sy, then the opponent cannot use the
measure placed on στ to add any element of Sy into OUd+y (i.e. to add elements of Sy to O
U
d+y the opponent will need to find
descriptions that are incomparable with any descriptions of στ ). Hence if the opponent wants to affect Γ (OU ; y), then the
opponent must use additional measure. Because we have not described any extension of στ with Ls, we have not committed
any measure to στ and so we have not lost any measure in this action. This is called bypassing measure because some of the
opponents measure has been left stranded on στ .
Bypassing measure allows us to ensure the reduction works on all but a finite set. We wait until an appropriate stage s
when we have some bound on the measure that we can bypass. When we define Ss, we ensure that for any υ ∈ {0, 1}s, συ
does not extend στ . Instead we will set συ to extend some ρτ incomparable with στ .
However, our opponent still has one last trick up its sleeve. Before it adds some string στ to OUd+x, it will try to force us to
enumerate some 〈τ ′, στ ′〉 into our machine L with στ ′  στ . This action would make us commit some measure ofML to στ
and prevent us from bypassing the measure on στ . Our strategy to deal with this is complicated and will be detailed in the
proof. The basic idea is that if the opponent prevents us bypassing the measure on στ in this way, then either something has
been added to ∅′, or the opponent has spent measure somewhere else. The following reduction is designed to ensure that
if the opponent has spent measure somewhere else we can bypass this instead, and to limit the impact of adding elements
to ∅′.
The Γ reduction. Γ will be defined as follows. First Γ (0) = 0. If x 6= 0, then at stage x in the construction, a set Sx will be
defined. This set will have 2x elements andwill be indexed by {0, 1}x so for all τ ∈ {0, 1}x there is a unique string στ ∈ Sx. To
determine if x ∈ ∅′, Γ runs the construction until Sx is defined and then determines which elements of the set Sx are in OUd+x.
If Sx ⊆ OUd+x, then Γ (x) = 0. Otherwise Γ lexicographically orders {0, 1}x with 0 < 1, and finds the lex least τ ∈ {0, 1}x
such that either:
(1) Exactly one of στ and στ¯ are in OUd+x, in which case Γ (x) = 1; or
(2) Neither στ nor στ¯ are in OUd+x, in which case Γ (x) = 0.
Where the string τ¯ is obtained from τ by setting all 0s in τ to 1 and all 1s to 0.
The reduction can be thought of as checking pairs in some order. For example consider S3. First the reduction checks if
σ000, and σ111 are in OUd+3. If they are not both in then the reduction can give an answer immediately. If they are both in,
then the reduction checks if σ001, and σ110 are in and so on. This can be described by simply looking at the indices of the σ ’s
involved e.g. first 000 and 111; then 001 and 110; then 010 and 101; and finally 011 and 100.
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Let us see how this would work in practice. The optimal monotone machine U is defined by a c.e. set so we will take Us
to be the sth stage in the enumeration of U . Similarly we will take ∅′s to be the sth stage in the enumeration of ∅′. We will
take OUs to be the overgraph of Us and O
Us
k = {σ ∈ 2<ω : 〈σ , k〉 ∈ OUs}. Note that if s < t , then OUs ⊆ OUt and OUsk ⊆ OUtk .
We can regard the construction of the reduction as a game between us and the opponent each with the ability to add strings
to OUsk .
As an example consider a game around Γ (3). Assume that S3, the set of strings used by Γ (3) has been defined. Further
assume at stage 0, 3 6∈ ∅′0 and S3 ∩ OU0d+3 = ∅. This means that Γ (OU0; 3) = 0 = ∅′0(3). Now suppose at some stage s0, the
opponent enumerates σ000 in toO
Us0
d+3. Thiswould causeΓ (O
Us0 ; 3) = 1. Sowewould add the pair 〈111, σ111〉 to ourmachine
L at the following stage. If we assume that this description appears in the optimal machine at stage s1, then Γ (OUs1 ; 3) = 0.
Now if at a later stage s3, 3 ∈ ∅′s3 , then we would add 〈001, σ001〉 to L. If at any stage now the opponent adds σ110 to OUd+x
then we will respond by adding 〈010, σ010〉, to L.
Note that for a given x, Γ (x) can be changed from 0 to 1, and back again by adding a single string of Sx to OUd+x (provided
Sx 6⊆ OUd+x). If at some stage s of the construction Γ (OUs; x) = 0, then there are two possible choices of string for changing
the reduction to 1. While if Γ (OUs; x) = 1 there is only one possible string that can be enumerated into the overgraph to
changeΓ (x) to 0 again. Also note that if 〈τ , στ 〉 is enumerated into L, then the only reason to enumerate 〈τ¯ , στ¯ 〉 into Lwould
be because we want to keep L a strict process machine.
Now, if we get to a stage s where for some x, Sx ⊆ OUsd+x and x ∈ ∅′s, then we no longer have any ability to change the
reduction. At this point we give up making the reduction work for x, in fact we go further and give up trying to make the
reduction work on any value below s + 2. We have a marker which points to a value after which the reduction works. We
move themarker to point to s+1 and call s+1 amarker move stage. The reason that themarker cannot bemoved infinitely
often, is that now when we define Ss+1, we can do it in such a way as to avoid extending some of the strings that have been
enumerated into the optimal machine by our opponent and thus bypassing some of our opponents measure.
In looking for strings that have measure we can bypass, we do not just consider those strings in Sx. We consider all
strings στ , where τ can have any length such that: for any ρ that occurs no later than τ in the search order of Γ , σρ ∈ OUsd+|τ |
(e.g. {000, 111, 001, 110} all occur no later than 110 in the search order). From this set of strings S, we set T to be the set of
indices describing the strings in S. We use T instead of S because it is easier to deal with. As Sx ⊆ OUsd+x, we have that Sx ⊆ S
so {0, 1}x ⊆ T and henceµ([T ]) = 1. From the set T we consider the set of maximal strings under the order and use these
to form a prefix-free set Tˆ .
We can find some lower bound onµ([Tˆ ]). This is because given any length, there can be atmost two strings of that length
that are in T , not in Tˆ and are not covered by [Tˆ ]. Hence the difference between µ([T ]) = 1 and µ([Tˆ ]) can be bounded.
We define B to be those strings in Tˆ which index strings enumerated into the overgraph by the opponent and whose
measure we can bypass. Again we can find a lower bound on µ([B]) because nearly half the strings in Tˆ must be in B. The
reason for this is twofold. First it will be shown that if τ ∈ Tˆ , then τ¯ ∈ Tˆ . Secondly, we are unlikely to add both 〈τ , στ 〉
and 〈τ¯ , στ¯ 〉 to our machine L. The only reason we would do this would be to maintain L as a strict process machine. Say we
added 〈τ , στ 〉 to L to keep L a strict process machine, then there exists some τ ′  τ with τ ′ ∈ dom(L). Further as τ ′ 6∈ T (as
τ ∈ Tˆ ), it must be that we added 〈τ ′, στ ′〉 to L in order to encode some x entering ∅′. However, this scenario can only affect
a certain number of elements of Tˆ . This is what we will use to find a lower bound for µ([B]).
For the verification of the proof, it is useful to formalize the ‘order’ that the reduction Γ uses the strings in Sx. This is
done by defining a relation on {0, 1}k as follows: τ1 ≤Γ τ2 if the min(τ1, τ¯1) ≤lex min(τ2, τ¯2) where the minimum is with
respect to the lexicographical order. Further τ1 <Γ τ2 is defined to hold if τ1 ≤Γ τ2 but not τ2 ≤Γ τ1. One way to think
of the relation ≤Γ is as follows. Partition {0, 1}k into equivalence classes each with two elements. If τ ∈ {0, 1}k, then the
equivalence class of τ is {τ , τ¯ }. Lexicographically order these equivalence classes using the element of each equivalence
class that starts with 0. Then τ1 ≤Γ τ2 if and only if the equivalence class of τ1 is lexicographically less than or equal to the
equivalence class of τ2.
Note that while≤Γ is reflexive and transitive it is not a pre-order as antisymmetry fails. However, if τ ≤Γ ρ and ρ ≤Γ τ ,
then either ρ = τ , or ρ = τ¯ . The relation ≤Γ is total in the sense that for all τ , ρ ∈ {0, 1}k, τ ≤Γ ρ or ρ ≤Γ τ . Note that
this implies that if τ 6≤Γ ρ then ρ <Γ τ .
Lemma 2.1. If τ1, τ2, υ1, υ2 ∈ 2<ω with |τ1| = |τ2| < |υ1| = |υ2| and τ1 ≺ υ1, and τ2 ≺ υ2, then τ1 <Γ τ2 implies υ1 <Γ υ2.
Proof. If τ1 <Γ τ2, then τ1 6= λ and so either τ1 or τ¯1 begin with 0. Let us assume that τ1 starts with 0. If τ1 <Γ τ2, this
implies that τ1 <lex τ2 and τ1 <lex τ¯2. Now as υ1  τ1 and υ2  τ2 it follows that υ1 <lex υ2 and υ1 <lex υ¯2. Hence
min(υ1, υ¯1) <lex min(υ2, υ¯2) and so υ1 <Γ υ2. Similarly if τ¯1 starts with 0. 
In the construction and verification that follow we will assume that OLsk ⊆ OUsd+k and {〈σ , d + n〉 : 〈σ , n〉 ∈ OLs} ⊆ OUs .
The reason we can make this assumption is that after we add some pair 〈τ , σ 〉 to Ls, we can wait until a stage s′ such that
〈σ , |τ |+d〉 entersOUs′ . If (2.1) holds thenwe know such a stage s′must occur. If (2.1) does not hold thenwe could bewaiting
forever. In this case the construction presented below may stall at the end of some stage s. If this occurs then we can still
verify that L is a strict process machine and so N will be a strict process machine too.
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Construction. At stage 0: Set σλ = 0 and S0 = {σλ}. S0 is only used to start the construction and will not be used by Γ as
Γ (Z; 0) = 0 for any oracle Z by definition. Let L0 = {〈λ, σλ〉}. Let C0 = {0}. The set Cs is used to determine the position of
the marker at stage s.
Stage s + 1: Let cs, the marker, be the largest element in Cs. First we need to define Ss+1. If s + 1 6= cs, then s + 1 is
not a marker move stage. In this case, for all τ ∈ {0, 1}s choose four extensions στ0, στ1, ρτ0, ρτ1 of στ that are pairwise
incomparable, and not in OUsd+s+1. This is possible because O
Us
d+s+1 is finite. Let Ss+1 = {στ : τ ∈ {0, 1}s+1}.
If cs = s+ 1 then s+ 1 is a marker move stage. The construction of Ss+1 will be done in such a way as to avoid extending
some στ that have been added to O
Us
d+|τ | by the opponent thus bypassing measure. The procedure for finding στ to avoid is
as follows:
First for k ∈ Nwith 1 ≤ k ≤ s, set:
T s+1k = {τ ∈ {0, 1}k : ∀τ ′ ∈ {0, 1}k, if τ ′ ≤Γ τ , then στ ′ ∈ OUsd+k}. T s+1k is defined this way because this is the order that the
reduction Γ examines the strings in Sk.
Set T s+1 =⋃1≤k≤s T s+1k
We want to work with a prefix-free set so let:
Tˆ s+1 = {τ ∈ T s+1 : ∀τ ′  τ , τ ′ 6∈ T s+1}. Note that this is a set of maximal elements of T s+1 when prefix-free sets are usually
constructed using minimal elements.
Finally, to ensure that we can bypass descriptions, let: Bs+1 = {τ ∈ Tˆ s+1 : ∀τ ′  τ , τ ′ 6∈ dom(Ls)}. For all υ ∈ Bs+1,
let {υ0, . . . , υn} be the set of extensions of υ of length s+ 1. Choose συ0 , ρυ0 , . . . , συn , ρυn that are pairwise incomparable,
not in OUsd+s+1 and all extend ρυ . For all τ ∈ {0, 1}s+1 that do not extend some υ ∈ Bs+1, choose a στ and a ρτ which are
incomparable, not in OUsd+s+1 and extend στ ′ where τ ′ = τ  (|τ | − 1). Again let Ss+1 = {στ : τ ∈ {0, 1}s+1}.
Secondly, we need to determine which descriptions to commit to our machine L. Let Xs = {x ∈ N : cs < x < s and
Γ (OUs; x) 6= ∅′s(x)}. If Xs = ∅, set Ls+1 = Ls. If Xs 6= ∅, and for some x ∈ Xs Sx ⊆ OUsd+x, then set Cs+1 = Cs ∪ {s + 2} and set
Ls+1 = Ls. This will cause the marker to be moved at the next stage.
Otherwise let xs be the least element of Xs, choose τ ∈ {0, 1}xs such that στ 6∈ OUsd+xs and for all τ ′ <Γ τ , στ ′ ∈ OUsd+xs . We
are going to add 〈τ , στ 〉 to Ls+1. However, we want to make L a strict process machine so we need to ensure that dom(Ls+1)
is closed under substrings. Let υ be the longest initial segment of τ such that υ ∈ dom(Ls). Consider any τ ′ such that
υ ≺ τ ′  τ . If |τ ′| ≤ cs, then we will set Ls+1(τ ′) = Ls(υ). Otherwise if |τ ′| > cs, we will set Ls+1(τ ′) = στ ′ . To achieve this
we set:
Ls+1 = Ls ∪ {〈τ ′, Ls(υ)〉 : υ ≺ τ ′  τ and |τ ′| ≤ cs} ∪ {〈τ ′, στ ′〉 : υ ≺ τ ′  τ and |τ ′| > cs}. We also set Cs+1 = Cs because
the marker has not moved.
Verification. First we will show that L is a strict process machine. To do this, we need the following lemma.
Lemma 2.2. If τ1 ≺ τ2 and L(τ1) = στ1 , then στ1 ≺ στ2 .
Proof. Assume τ1 ≺ τ2. If στ1 6≺ στ2 , then there must be some marker move stage s + 1 with |τ2| ≥ s + 1 > |τ1| and
στ2  ρτ0 where τ1  τ0 and τ0 ∈ Bs+1. This implies that τ1 6∈ dom(Ls) by definition of Bs+1. However, this means that for all
stages t > s, Lt(τ1) 6= στ1 because once the marker has moved past |τ1|, if τ1 is added to the domain of Lt , then Lt(τ1) = συ
for some υ ≺ τ1 so Lt(τ1) 6= στ1 . The result follows contrapositively. 
Lemma 2.3. L is a strict process machine.
Proof. To prove this we induct on the stages of the construction. Clearly L0 is a strict process machine. Now if Ls is a strict
process machine then the construction ensures that Ls+1 is at least a function whose domain is closed downward under.
This is because if Ls+1 6= Ls, then Ls+1 is formed by taking, some τ 6∈ dom(Ls) and finding the longest υ ≺ τ such that
υ ∈ dom(Ls). The strings that we add to the domain of Ls+1 are exactly those strings τ ′ such that υ ≺ τ ′  τ .
We also need to show that Ls+1 is a process. In the construction, Ls+1 is defined to be: Ls ∪ {〈τ ′, Ls(υ)〉 : υ ≺ τ ′  τ and
|τ ′| ≤ cs} ∪ {〈τ ′, στ ′〉 : υ ≺ τ ′  τ and |τ ′| > cs}.
Let P1 = Ls ∪ {〈τ ′, Ls(υ)〉 : υ ≺ τ ′  τ and |τ ′| ≤ cs}. P1 is a process. Let P2 = {〈τ ′, στ ′〉 : υ ≺ τ ′  τ and |τ ′| > cs}.
P2 is a process because for any τ1, τ2 with υ  τ1 ≺ τ2  τ , we have that στ1 ≺ στ2 since the marker has not been moved
since στ1 was defined.
To show that the union of these two processes is a process, consider any τ1 ≺ τ2 with τ1 in the domain of P1 and τ2 in
the domain of P2. If τ1  υ then P1(τ1)  P1(υ). Otherwise υ ≺ τ1 and so P1(τ1) = P1(υ). Now by construction there
must be some υ ′  υ such that Ls(υ) = Ls(υ ′) = συ′ . Hence as υ ′  τ2, the previous lemma implies that συ′ ≺ στ2 . Hence
P2(τ2) = στ2  συ′ = Ls(υ) = P1(υ)  P1(τ1).
If (2.1) does not hold then the construction could stall at the end of some stage. In this case L = Ls for some s and hence L
is a strict process machine. If the construction does not stall then L =⋃s∈N Ls. In this case Lmust be a strict process machine
because otherwise for some s, Ls would fail to be a strict process machine. 
From now on we will assume that (2.1) holds.
Lemma 2.4. If there are only a finite number of marker move stages, then for all but finitely many x, Γ (OU ; x) = ∅′(x).
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Proof. If there are only a finite number ofmarkermove stages, then let s0 be the lastmarkermove stage. Choose any x0 > s0.
Let s1 + 1 be a stage such that:
(1) s1 > x0; and
(2) ∅′s1  (x0 + 1) = ∅′  (x0 + 1); and
(3) For all x ≤ x0, Sx ∩ OUd+x = Sx ∩ O
Us1
d+x.
This last condition implies that Γ (OUs1 ; x) = Γ (OU ; x) for all x ≤ x0. If x0 ∈ Xs1 , then as the marker does not
move again, there must be some x with x ≤ x0 such that for some τ ∈ {0, 1}x with στ 6∈ OUs1d+x, 〈τ , στ 〉 is added to
Ls1+1. But this would add στ to O
U
d+x a contradiction as Sx ∩ OUd+x = Sx ∩ O
Us1
d+x for all x ≤ x0. Hence x0 6∈ Xs1 and so
Γ (OU ; x0) = Γ (OUs1 ; x0) = ∅′s1(x0) = ∅′(x0). 
Now it is necessary to show that there are only a finite number of marker move stages. The reason for this is that each
time the marker is moved, a portion of the measure that the optimal machine has spent is bypassed by the construction,
and can no longer be used to affect Γ . By showing that there is a lower bound on the amount of measure that is bypassed
each time themarker is moved, it follows that themarker can only bemoved a finite number of times otherwise the optimal
machine will run out of measure. For any x there is a direct relation between the index of a string in Sx and the measure
needed to add the string to OUd+x. Hence to determine a lower bound on the amount of measure bypassed, it is useful to find
a lower bound on µ([Bs]). The first step towards achieving this will be to find a lower bound on µ([Tˆ s]).
For the rest of the verification, fix s to be a particular marker move stage. As s is fixed, Tk will be used for T sk .
Lemma 2.5. For all k ∈ N with 1 ≤ k < s, if τ , ρ ∈ {0, 1}k with τ ∈ Tk and ρ ≤Γ τ then ρ ∈ Tk.
Proof. If ρ 6∈ Tk, then for some υ ∈ {0, 1}k such that υ ≤Γ ρ, συ 6∈ OUsd+k. However, by the transitivity of the ≤Γ relation,
υ ≤Γ τ and so τ 6∈ Tk. 
Note that this lemma implies that if τ ∈ Tk, then τ¯ ∈ Tk as well.
Lemma 2.6. For all k, j ∈ N, if 1 ≤ k < j < s, then [Tk] ⊆ [Tj] or [Tj] ⊆ [Tk].
Proof. If [Tj] 6⊆ [Tk], then there is some υ ∈ Tj such that if τ = υ  k, τ 6∈ Tk. Now if τ ′ ∈ Tk, then τ ′ <Γ τ (because the
relation is total and if τ ≤Γ τ ′ then by definition τ ′ 6∈ Tk). Now let υ ′ be any extension of τ ′ such that |υ ′| = j. By Lemma 2.1,
υ ′ <Γ υ , and hence υ ′ ∈ Tj by Lemma 2.5. Thus [Tk] ⊆ [Tj]. 
Take x to be the maximum integer such that Sx ⊆ OUsd+x. By the construction such an x exists, as this is the reason for a
marker move stage. Additionally, x is greater than the previous marker move stage. From the previous lemma, there exists
an increasing integer sequence j(0) < j(1) < · · · < j(n) such that j(0) = x and j(n) = s− 1 with [Tj(0)] ) · · · ) [Tj(n)] and
for all l ∈ N, if j(i) < l ≤ j(i+ 1) for some i, then [Tl] ⊆ [Tj(i+1)].
If 0 ≤ i < n, let Tˆj(i) = {τ ∈ Tj(i) : ∀τ ′ ∈ Tj(i+1), τ ′ 6 τ }. Let Tˆj(n) = Tj(n).
Lemma 2.7. For all i ∈ {0, 1, 2, . . . , n− 1}, µ([Tˆj(i)]) ≥ µ([Tj(i)] \ [Tj(i+1)])− 2−j(i)+1.
Proof. We know that [Tj(i)] ) [Tj(i+1)], so let τ be a element of Tj(i) such that there exists some υ  τ , with |υ| = j(i + 1)
and υ 6∈ Tj(i+1), but for all τ ′ <Γ τ for all υ ′  τ ′ with |υ ′| = j(i+ 1), υ ′ ∈ Tj(i+1).
Now take any τ ′ ∈ Tj(i) such that τ <Γ τ ′. For any υ ′ of length j(i + 1), such that υ ′  τ ′ it follows by Lemma 2.1 that
υ <Γ υ
′ and hence υ ′ 6∈ Tj(i+1) by Lemma 2.5. Thus τ ′ ∈ Tˆj(i).
Thus for all τ ′ ∈ Tj(i), if τ ′ <Γ τ , then [τ ′] ⊆ [Tj(i+1)]. If τ <Γ τ ′ then [τ ′] ⊆ [Tˆj(i)]. If neither τ ′ <Γ τ nor τ <Γ τ ′, then
τ ′ must be one of τ or τ¯ .
This shows that [Tˆj(i)] ⊇ ([Tj(i)] \ [Tj(i+1)]) \ [{τ , τ¯ }]. The result follows as µ([{τ , τ¯ }]) = 2−j(i)+1. 
The following lemma shows us that the Tˆ s defined in the construction (now referred to as Tˆ because s is fixed) is just the
same as
⋃n
i=0 Tˆj(i).
Lemma 2.8. Tˆ =⋃ni=0 Tˆj(i).
Proof. If τ ∈ Tˆ , then by definition for all τ ′ ∈ T , τ ′ 6 τ . Hence τ ∈ Tj(i) for some i and ∀τ ′  τ , τ ′ 6∈ Tj(i+1). Thus τ ∈ Tˆj(i),
so Tˆ ⊆⋃ni=0 Tˆj(i).
For the other direction, first note that Tˆj(n) = Ts−1 ⊆ Tˆ because any maximal length element must be a maximal element
under . If for some i, 0 ≤ i < n, τ ∈ Tˆj(i), then for all τ ′ ∈ Tj(i+1), τ ′ 6 τ . Now for all l > j(i), [Tl] ⊆ [Tj(i+1)], thus for all
τ ′ ∈ Tl, τ ′ 6 τ and so τ ∈ Tˆ . Hence⋃ni=0 Tˆj(i) ⊆ Tˆ . 
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Now as j(0) = x and Sx ⊆ OUsd+x, it follows that µ[Tj(0)] = 1. We can assume that x ≥ 4 because x is greater than any
previous marker move stage and so this will be true after at most 3 marker move stages. This gives us that:
µ([Tˆ ]) =
n∑
i=0
µ([Tˆj(i)])
≥
n−1∑
i=0
(µ([Tj(i)] \ [Tj(i+1)])− 2−j(i)+1)+ µ([Tj(n)])
= µ([Tj(0)])−
n−1∑
i=0
2−j(i)+1
>
3
4
.
Now we have achieved the first step by finding a lower bound on µ([Tˆ ]). The next step is to find a lower bound for
µ([Bs]). Recall that Bs was defined in the construction to be {τ ∈ Tˆ : ∀τ ′  τ , τ ′ 6∈ dom(Ls−1)}.
Lemma 2.9. If τ ∈ Tˆ then τ¯ ∈ Tˆ .
Proof. If τ ∈ Tˆ , then for some i, τ ∈ Tˆj(i). So τ ∈ Tj(i), and thus τ¯ ∈ Tj(i). Now if υ¯  τ¯ and |υ¯| = j(i + 1), then υ  τ and
hence υ 6∈ Tj(i+1) (as τ ∈ Tˆj(i)). Thus υ¯ 6∈ Tj(i+1) and so τ¯ ∈ Tˆj(i). 
Lemma 2.10. If τ ∈ Tˆ and τ , τ¯ 6∈ Bs, then there exists υ ∈ dom(Ls−1) with υ  τ or υ  τ¯ .
Proof. This lemma follows from the fact that we only add descriptions to L for two reasons. The first is to change the
reduction and the second is to ensure that the domain is closed under substrings. Assume that there is no υ ∈ dom(Ls−1)
with υ  τ or υ  τ¯ . In this case there is no need to add τ or τ¯ to the domain of Ls−1 in order to close it under substrings. So
if τ 6∈ Bs, then it must be that τ ∈ dom(Ls−1). Further we must have added τ to the domain of Ls−1 to change the reduction
Γ . In this case there is no reason why we should add τ¯ to change the reduction as well. Hence τ¯ 6∈ dom(Ls−1) so τ¯ ∈ Bs. 
Lemma 2.11. If τ1, τ2 ∈ Tˆ with |τ1| = |τ2| and τ1 ≺Γ τ2, then at least one of τ2, τ¯2 are in Bs.
Proof. First we know by Lemma 2.9 that τ¯1, τ¯2 ∈ Tˆ . We will assume that τ2, τ¯2 6∈ Bs and derive a contradiction.
By the last lemma if τ2, τ¯2 6∈ Bs, then there must be some υ2 ∈ dom(Ls−1) such that υ2  τ2 or υ2  τ¯2. We will assume
without loss of generality that υ2  τ2.
Let k = |υ2|. Note that k < s. As υ2 ∈ dom(Ls−1), then for all υ <Γ υ2, συ ∈ OUsd+k as this is how the construction chooses
pairs to add to L. Hence for all υ <Γ υ2, υ ∈ Tk. Take any υ1 extending τ1 with |υ1| = k. As τ1 <Γ τ2, so by Lemma 2.1
υ1 <Γ υ2 and thus υ1 ∈ Tk. Thus [τ1] ⊆ Tk and so τ1 6∈ Tˆ which contradicts our initial assumption. 
We can use this last lemma to put a lower bound on the measure of Bs.
Lemma 2.12. If s is a marker move stage then µ([Bs]) ≥ 14
Proof. The previous lemma tells us that for any given length l, if there exists a τ ∈ Tˆ of length l such that neither τ nor τ¯
are in Bs, then for any string υ of length l such that υ 6= τ and υ 6= τ¯ , either υ or υ¯ are in Bs. Thus:
µ([Bs]) ≥ 1
2
(
µ([Tˆ s])−
m∑
i=0
2 · 2−j(i)
)
>
1
2
(
3
4
− 1
4
)
= 1
4
. 
Now for all τ ∈ Bs, στ ∈ OUsd+|τ | and so MU([στ ]) ≥ 2−d−|τ |. Additionally, by construction, as Bs is a prefix-free set, so is
{στ : τ ∈ Bs}. Hence it follows that:
MU([{στ : τ ∈ Bs}]) =
∑
τ∈Bs
MU([στ ])
≥
∑
τ∈B
2−d−|τ |
= 2−d
∑
τ∈B
µ([τ ])
≥ 2−dµ([Bs]) ≥ 2−d−2.
Lemma 2.13. If s1 and s2 are both marker move stages and s1 6= s2, then the sets [{στ : τ ∈ Bs1}] and [{στ : τ ∈ Bs2}] are
disjoint.
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Proof. Take any τ ∈ Bs1 , and υ ∈ Bs2 . From the construction, |τ | < s1, and the length of υ is larger than any previousmarker
move stage so in particular |υ| > s1 > |τ |. Now if υ 6 τ , then the construction ensures that συ and στ are incomparable. If
υ  τ , then again by construction συ  ρτ and hence συ and στ are incomparable. 
Proof of Theorem 1.13. By Lemma 2.3, for any k ∈ N, L2k is a strict process machine and hence N defined by N(0k) = λ
and N(0k1σ) = L2k(σ ) is a strict process machine. The argument at the start of this section shows that for some Ld, (2.1)
holds. If we let Γ be the reduction constructed with Ld then by Lemma 2.4, if there are a finite number of marker moves
then Γ (OUs; x) = ∅′(x) for all but finitely many x. Now there can only be a finite number of marker move stages because if
C is the set of all marker move stages, then by the previous lemma:
MU([λ]) ≥
∑
s∈C
MU([{στ : τ ∈ Bs}]) ≥ |C |2−d−2.
Hence |C | ≤ 2d+2 and in particular C is finite.
This construction is non-uniform in ∅′. This is because C is finite so ∅′ can determine the size of it by simply asking does
another element enter enough times. The non-uniformity is due to the fact that the initial segment, and a d such that (2.1)
holds, still need to be guessed. 
It is interesting to note that the construction used in Kummer’s proof of Theorem 1.10 to show that for any universal
machine R¯UC is tt-complete is different. This construction uses a finite set of sequences S1, . . . , Sn. The key to unraveling the
construction is to determine the maximum i such that Si is infinite. This cannot be done using a ∅′ oracle. Additionally, as
some initial segment still needs to be guessed, Kummer’s construction is non-uniform in ∅′′.
Proof of Corollary 1.14. The proof still works if OUKm is replaced by O
U
KM . First, if the construction enumerates some pair
〈σ , n〉 into L, this adds 〈σ , n+ d〉 to OUKM as well as OUKm because OUKm ⊆ OUKM .
During the verification of the construction, we proved by contradiction that the opponent could not force the reduction
to be incorrect at a infinite number of points. During this proof, we did not consider the length of any description made
by the opponent. We only considered the overall measure placed on elements of Sx. In fact we treated the opponent like a
semimeasure. Hence as KM is the complexity derived from a optimal semimeasure, the same contradiction will ensue if OUKm
is replaced by OUKM . 
Proof of Corollary 1.15. An optimal process machine is also a monotone machine. Hence the limitations exploited in the
proof of an optimal monotone machine also apply to an optimal process machine. The machine N constructed in the proof
is a strict process machine. 
3. Strict process complexity
In this sectionwewill look at universal strict processmachines.Wewill present a proof that there exists a universal strict
process machine whose set of non-random strings is not tt-complete. For this section we will use R¯M for R¯MKMS
.
First we will show that it is possible to construct a universal strict process machine whose set of non-random strings is
closed under extension. In this section, we will take U to be a universal strict process machine. Again we will regard U as a
c.e. set and as a function. We will take {Us}s∈N to be an enumeration of U . Because U is a strict process machine, we can take
our approximation to have the property that if 〈τ , σ 〉 ∈ Us and τ ′ ≺ τ then there is some σ ′  σ such that 〈τ ′, σ ′〉 ∈ Us.
This can be done by simplywaiting until 〈τ ′, σ ′〉 is enumerated intoU . Wewill writeUs(τ ) ↓ if τ is an element of the domain
of Us and Us(τ ) ↑ otherwise.
Theorem 3.1. There exists a universal strict process machine V such that R¯V is closed upwards under i.e. if σ ∈ R¯V and σ ′  σ
then σ ′ ∈ R¯V .
Proof. In this proof, we construct V from a standard universal strict process machine U . We let 0 be the index of U in V , i.e.
we set V (0τ) = U(τ ) for all τ ∈ 2<ω . We use strings in the domain of V starting with 1 to get the desired closure property.
If at some stage s, Us(τ ) ↓= σ and |τ | ≤ |σ | − 2, then V (0τ) ↓= σ with |0τ | < |σ |. This means that σ ∈ R¯V . We want
to make sure all extensions of σ are added to R¯V . Because we are dealing with a strict process machine, we know that if
τ ′ ≺ τ then Us(τ ′) ↓. We let τ ′ be the shortest initial segment of τ such that |Us(τ ′)| ≥ |τ ′| + 2. Let υ = Us(τ ′). We need
to make all extensions of υ non-random (σ must be one of these extensions). We do this by ensuring for all pi ∈ 2<ω , that
V (1τ ′pi) = υpi .
If all extensions of υ are non-random, then no string comparable with τ ′ can now be used by U to add a string to R¯V . If
ρ ≺ τ ′, then Us(ρ) ↓ so if ρ made a string non-random with respect to V , we would have chosen ρ instead of τ ′. If ρ  τ ′
then ρ can only describe extensions of υ which will already be in R¯V . Hence the set of descriptions that cause strings to be
added to R¯V is a prefix-free set. This means that if for all such τ ′, we set V (1τ ′pi) = υpi for all pi ∈ 2<ω and V (1τ ′′) = λ for
all τ ′′ ≺ τ ′, then V will remain a strict process machine.
Construction: At stage 0, set V0 = {〈λ, λ〉}. This is needed to keep V a strict process machine.
At stage 2s+ 1 we add all descriptions of Us to V by setting V2s+1 = V2s ∪ {〈0τ , σ 〉 : 〈τ , σ 〉 ∈ Us}.
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At stage 2s+ 2, let Ts = {τ ∈ 2<ω : |τ | ≤ s and Us(τ ) ↓ and |τ | ≤ |Us(τ )| − 2}. Let Tˆs be the set of minimal elements of
Ts under the  relation. Set V2s+2 = V2s+1 ∪ {〈1τpi,Us(τ )pi〉 : τ ∈ Tˆs and pi ∈ 2<ω and |pi | ≤ s} ∪ {〈1ρ, λ〉 : ∃τ ∈ Tˆs and
ρ ≺ τ }.
Lemma 3.2. V is a universal strict process machine.
Proof. We will show that the set of ordered pairs V defined in the construction is in fact a strict process machine. We only
need to consider pairs of the form 〈1τ , σ 〉 because we know that U is a strict process machine. First by construction, it
follows that if 〈1τ , σ 〉 ∈ Vs for some stage s, then for all τ ′ ≺ τ there exists a σ ′  σ such that 〈1τ ′, σ ′〉 ∈ Vs.
Thus all we need to show is that the set of ordered pairs is actually a function. First observe that if s0 < s1, then Tˆs0 ⊆ Tˆs1 .
This is true because take any τ ∈ Tˆs0 . As τ ∈ Tˆs0 , τ ∈ Ts0 and so τ ∈ Ts1 . Now if τ ′ is an initial segment of τ then as Us0(τ ) ↓
so Us0(τ
′) ↓. However, τ ′ 6∈ Ts0 and so τ ′ 6∈ Ts1 and thus τ ∈ Tˆs1 .
Let 〈1ρ, σ1〉, 〈1ρ, σ2〉 ∈ V . Let s0 be the stage that 〈1ρ, σ1〉 first entered V and s1 the stage that 〈1ρ, σ2〉 first entered V .
Assume without loss of generality that s0 ≤ s1. If σ1 = λ then ρ ≺ τ for some τ ∈ Tˆs0 ⊆ Tˆs1 and so σ2 = λ. If σ1 6= λ then
1ρ = 1τpi for some τ ∈ Tˆs0 and pi ∈ 2<ω so σ1 = U(τ )pi . As Tˆs0 ⊆ Tˆs1 hence σ2 = U(τ )pi as well. Thus σ1 = σ2 and V is a
function. 
Lemma 3.3. R¯V is closed under extension.
Proof. Assume σ ∈ R¯V and consider any υ ∈ 2<ω . We will show that συ ∈ R¯V . There must be some description ρ 6= λ such
that for some s0, Vs0(ρ) = σ and |ρ| < |σ |.
If the first bit of ρ is 1 then by construction ρ = 1τpi and σ = Vs0(1τ)pi for some τ ∈ Tˆs0 and pi ∈ 2<ω . Let s1 =
max(s0, 2|piυ|+2). As τ ∈ Tˆs1 , so Vs1(1τpiυ) = Us1(τ )piυ = Vs0(1τ)piυ = συ . Now |1τpiυ| = |ρ|+|υ| < |σ |+|υ| = |συ|
Hence συ ∈ R¯V .
If the first bit of ρ is 0 then let 0τ = ρ. By construction τ ∈ dom(U) so let s0 be a stage such that Us0(τ ) ↓= σ . As
|ρ| < |σ |, |τ | ≤ |σ | − 2 so τ ∈ Ts0 and hence there is some initial segment τ ′ of τ such τ ′ ∈ Tˆs0 . Let σ ′ = Us0(τ ′).
Because τ ′ ∈ Ts0 , so |τ ′| ≤ |σ ′| − 2. Let pi be such that σ = σ ′pi . Let s1 = max(s0, 2|piυ| + 1). As τ ′ ∈ Tˆs1 , so
Vs1(1τ
′piυ) = Us1(τ ′)piυ = σ ′piυ = συ . Now |1τ ′piυ| = 1 + |τ ′| + |pi | + |υ| < |σ ′| + |pi | + |υ| = |συ|. So again
συ ∈ R¯V . 
The argument used does not generalize to process machines. To see why this is true, consider the following example. Let
U be a universal process machine. Take stages s1 < s2 and assume that at stage s1, Us1(00) = 0000, Us1(10) = 0001 and
Us1(λ) ↑. Now if we tried to follow the above construction, we would set V2s1+2(100) = 0000, and V2s1+2(110) = 0001.
Now if at stage s2, Us2(λ) = 00, then we would like to set V2s2+2(1) = 00, and somehow use extensions of 1 to make all
extensions of 00 non-random. However, consider 001. It is not possible to set V2s2+2(10) = 001 or V2s2+2(11) = 001 and
keep V as a processmachine and so the argument fails. However, this does not rule out the possibility that another argument
could be used.
For strict process machines, Theorem 3.1 allows us to remove a great deal of information from the set of non-random
strings. We can use this theorem to prove that there exists a universal strict process machine whose set of non-random
strings is not tt-complete. This proof is an adaptation of Muchnik’s proof of the existence of a universal prefix-free machine
whose overgraph is not tt-complete. However, as readers may not be familiar with this result we will present the proof in
full. This proof technique uses the fact that the outcome of a finite game can be computably determined.
Consider the following game between two players. The game is played on a finite acyclic directed graph. Each vertex of
the graph has the value 0 or 1. Each edge has a positive cost assigned to it. At any stage of the game, there is a single vertex
which represents the game position. The game position begins at a designated start vertex. Player one and player two take
turns. Each player starts with a finite amount money. At each turn, a player can either pass or move the game position. If
there is a directed edge from the current game position to another vertex, then the player can move the game position to
that vertex. However, the player must pay the cost assigned to the edge. Because the graph is finite and acyclic, there must
come a stage when there are no more moves that can be made, or both players elect to pass from that stage on. If player one
and player two both start with the same amount of money, then either player one has a winning strategy to ensure that the
game ends on a vertex labeled 0 or not. If not, then by passing on the first move, player one can adopt player two’s strategy
to prevent the game ending on a 0. Hence as all vertices are labeled, player one has a computable winning strategy to ensure
the game ends on a 1.
We can turn a truth-table reduction froma computably enumerable set into such a game. LetΓ be a truth-table reduction.
Let B be a c.e. set that both players can add elements to at some cost. Choose awitness n. Consider the truth-table forΓ (n). Let
p1, p2, . . . , pk be the truth-table variables. The directed graphwill be constructed as follows. The vertices represent the rows
in the truth-table. The vertices are labeledwith the value of the row, 0 or 1. There exists an edge from vertex v1 to vertex v2, if
it possible to go from the row associated with v1 to the row associated with v2 by changing some of the truth-table variables
from 0 to 1. The edge cost is the cost to the players of adding to B the set of variables whose truth-table value changes. The
game position starts at the vertex associated with the row with all variables 0. Players move by enumerating elements of
p1, p2, . . . , pk into B. The fact that player one has a winning strategy to ensure that either Γ B(n) = 0 or Γ B(n) = 1 will be
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used by the following proof to construct a universal strict process machine V such that R¯V is not tt-complete. In this case
we need to play an infinite number of games in order to diagonalize all truth-table reductions.
In the proof that follows there will be three roles: the champion, the opponent and the arbitrator. The champion and the
opponent will be players in the game. They will move by adding strings to R¯V . The arbitrator will make sure that the set of
all non-random strings is closed under extension. The opponent represents the universal strict process machine. The index
of the opponent in the proof is 000, the index of the champion is 01. We give the champion a shorter index because it will
needmoremeasure (measure will replace money in the games). The index of the arbitrator will be 1. The arbitrator acts just
as in Theorem 3.1. Because the actions of the arbitrator can be determined, both players know that once a string σ is in R¯V ,
all extensions of σ will also be non-random. Hence when we consider R¯Vs , we will act under the assumption that this has
already been closed under extensions.
An effective version of the Kraft inequality will be used for the proof [7].
Theorem 3.4 (Kraft Chaitin Theorem). Let D = {di}i∈N be a computable integer sequence such that∑∞i=0 2−di ≤ 1, then there
exists a function fD : N→ 2<ω such that:
(1) img(fD) is prefix-free,
(2) for all i, |fD(i)| = di, and
(3) fD(i) is computable from d0, . . . , di.
We are now able to prove the main result of this section.
Proof of Theorem 1.16. To prove this theorem we will construct a universal strict process machine V and a c.e. set A ⊆ N
such that A 6≤tt R¯V . For this proof, we assume that the arbitrator acts behind the scenes and that for all s, R¯Vs is closed under
extensions. Let {Γn}n∈N be an enumeration of all truth-table reductions.
Wewill define Ds = {τ ∈ 2<ω : Us(τ ) ↓ and |τ | < |Us(τ )|−3} so if τ ∈ Ds, then Us(τ ) ∈ R¯V . Wewill useDs to determine
howmuch the opponent spends in the games. We will show that if the opponent plays a move in a game between stages s0
and s1, then we can determine a lower bound for µ([Ds1 ])− µ([Ds0 ]).
Requirements:
We have a requirement Pn for each n ∈ N. The nth requirement Pn is: there exists i, j such that A(〈n, i, j〉) 6= Γ R¯Vn (〈n, i, j〉).
The triples 〈n, i, j〉will be used as follows. n represents the reduction to be diagonalized. i is incremented every time the
requirement is injured by a higher priority requirement. It also provides an upper bound on themeasure that can be used by
the players in the game. j provides us with a series of games for each diagonalization; it will be incremented if our opponent
ever ‘breaks’ the rules of the game by using too much measure.
Construction:
At stage 0, set V0 = {〈λ, λ〉, 〈0, λ〉, 〈00, λ〉}. Set A0 = ∅.
At stage 2s+1 do the following. For all n < s if Pn does not have a witness, assign 〈n, 0, 0〉 to Pn. For all n < s, let 〈n, in, jn〉
be the witness for Pn. If Pn does not have a game assigned, run Γn(〈n, in, jn〉) for s steps to see if it returns a truth-table.
If it does return a truth-table, let Xn = {σ1, σ2, . . . , σk} be the set of strings used as variables by this truth-table. For the
purpose of this game,wewill assume that higher priority requirements have stopped acting i.e. that the associated games are
finished. Because of this, we do not want to injure any higher priority games, so let: Yn = {σ ∈ Xn : for all τ ∈ ∪i<nXi, σ 6 τ
or τ ∈ R¯V2s}. Notice that σ ∈ Xn \ Yn if and only if adding σ to R¯V2s+1 would change some variable used by a higher priority
game (as R¯V2s+1 is closed under extension).
The game G〈n,in,jn〉 is defined as follows. We will assume that the strings in Xn \ Yn do not change (if they do change then
this will affect a higher priority game). The vertices in the game correspond to possible truth assignments to the variables in
Yn. The vertices are labeled with the value of the corresponding line in the truth-table (assuming those variables in Xn \ Yn
retain their current values). An edge exists from a vertex v1 to a vertex v2, if it is possible to go from the row associated with
v1 to the row associated with v2 by changing some of the truth-table variables from 0 to 1. If going from vertex v1 to vertex
v2 requires changing the variables in Σ ⊆ Yn, then the cost associated with the edge is µ([Σ]). The amount of measure
each player has to expend on the game is 2−n−in−6. The game G〈n,in,jn〉, though defined, is said to be uninitialized.
We allow the opponent to move by setting V2s+1 = V2s ∪ {〈000τ , σ 〉 : 〈τ , σ 〉 ∈ Us}.
At stage 2s+2,we determinewhether there is any game that the champion needs to attend to.We find all games assigned
to requirements, that are uninitialized, or where the opponent has made a move. The opponent is considered to have made
amove if some new strings used by the truth-table reduction have been enumerated into R¯V2s+1 \ R¯V2s . If no such games exist,
then we set V2s+2 = V2s+1. Otherwise let G〈n,in,jn〉 be the highest priority game (i.e. game with the smallest n) that needs
attention. First we reset all lower priority games. For all p such that n < p ≤ s, let 〈np, ip, jp〉 be the current witness assigned
to Rp. Remove this witness and the associated game and let 〈np, ip + 1, 0〉 be the new witness.
If G〈n,in,jn〉 is a gamewhich is uninitialized, thenwe set the start position for the game to be the vertex that corresponds to
assigning σi a truth value of 1 if and only if σi ∈ R¯V2s+2 . The champion decides whether to take a winning strategy to ensure
that Γn(〈n, in, jn〉) = 0 or Γn(〈n, in, jn〉) = 1. In the first case we add 〈n, in, jn〉 to As, in the second case we leave it out. We
let Σ be the set of strings that the champion needs to enumerate into R¯Vs+2 for the first step of this strategy. We now say
that the game G〈n,in,jn〉 has been initialized.
If G〈n,in,jn〉 is a game that our opponent has made a move on, then let 2s0 be the stage that this game was initialized. If
µ([Ds]) − µ([Ds0 ]) ≥ 2−n−in−6, then the opponent has exceeded the allocated measure for the game G〈n,in,jn〉. In this case,
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remove 〈n, in, jn〉 as a witness for Pn and also remove the game. Let 〈n, in, jn + 1〉 be the new witness. Let Σ = ∅. If the
opponent has not exceeded the allocated measure then, let Σ be the set of strings that the champion needs to enumerate
into R¯Vs+2 for the next move in the pre-determined winning strategy.
Now we need to add Σ to R¯Vs+2 in order to make the champion’s next move. We know that the arbitrator will ensure
that R¯Vs+2 is closed under extensions. So if we take Σˆ = {σ1, . . . , σk} to be a prefix-free set formed by taking the 
minimal elements of Σ . The champion only needs to enumerate Σˆ into R¯Vs+2 . We will use the Kraft Chaitin theorem to
find descriptions for these strings.
We use the Kraft Chaitin theorem to request a string τi of length |σi| − 3 for all i, 1 ≤ i ≤ k. We set V2s+2 =
V2s+1 ∪ {〈01τi, σi〉 : 1 ≤ i ≤ k} ∪ {〈01τ , λ〉 : ∃i, 1 ≤ i ≤ k and τ ≺ τi}.
Note that the champion decreases the measure available for future requests by 23µ([Σ]). However by scaling, we can
regard the champion as having 18 of measure to spend, and this move costing the champion µ([Σ]).
The first step in verifying this proof is to show that if the opponent makes a move then it must pay the cost of the move.
Lemma 3.5. If the opponent enumerates a set of stringsΣ into R¯V2s1 \ R¯V2s0 , then µ([Ds1 ])− µ([Ds0 ]) ≥ 24µ([Σ]).
Proof. Form a prefix-free set Σˆ from the set of minimal elements ofΣ under the  relation. Let Σˆ = {σ1, . . . , σk}. For all
i ∈ Nwith 1 ≤ i ≤ k, there exists some τi ∈ 2<ω such that τi 6∈ dom(Us0), and Us1(τi)  σi, |τi| < |Us1(τi)|−3 (i.e. τi ∈ Ds1 ).
Let C = {Us1(τi) : 1 ≤ i ≤ k}. Now [C] ⊇ [Σ] so we can let Cˆ be a minimal subset of C such that [Cˆ] ⊇ [Σ]. Hence
µ([Cˆ]) ≥ µ([Σ]). For all υ ∈ Cˆ , choose an i such that U(τi) = υ and let I be the set of all such i. The set {τi : i ∈ I} is
prefix-free because its image under U is prefix-free and U is a strict process machine. It follows that:
µ([{τi : i ∈ I}]) =
∑
i∈I
2−|τi|
≥
∑
i∈I
24−|Us1 (τi)|
= 24µ([Cˆ])
≥ 24µ([Σ]).
Finally take any i ∈ I . If τ  τi, τ 6∈ dom(Us0), as the domain of a strict process machine is closed under substrings. So
τ 6∈ Ds0 . If τ ≺ τi, and τ ∈ Ds0 , then Us0(τ ) ∈ R¯Vs0 and hence as Us0(τ )  Us1(τi)  σi, σi ∈ R¯Vs0 . But we assumed that
σi 6∈ R¯Vs0 so again τ 6∈ Ds0 . Hence [τi] ∩ [Ds0 ] = ∅. The result follows as [{τi : i ∈ I}] ∪ Ds0 ⊆ Ds1 . 
Again by scaling we can regard the opponent as having measure of 116 and the cost of the move as being µ([Σ]).
Lemma 3.6. V is a strict process machine.
Proof. U is by assumption a strict process machine, so to check that V is a strict process machine, we just need to check that
the strings enumerated into V by the champion. As the champion is effectively a prefix-free machine, we just need to show
that the champion does not run out of measure.
To do this we divide the games into two sorts, those games G〈n,i,j〉 with j = 0 and those games without. We know the
champion always keeps within the rules of the game. Let C be the cost to the champion of playing those games with j = 0.
C is less than the sum of the measure allocated to each game. Hence C ≤∑n∈N∑i∈N 2−n−i−6 =∑n∈N 2−n−5 = 116 .
Now j is only incremented if the opponent exceeds the amount of measure allocated to a game. Hence the measure the
champion spends on these games is always less than the measure the opponent spends overall. As the opponent only has
1
16 to spend, it follows that the champion spends less than C + 116 = 18 , the amount of measure available to it. Hence the
champion does not run out of measure and thus V is a strict process machine. 
Lemma 3.7. All requirements are met.
Proof. Take any requirement Pn. Assume at some stage s0 all higher priority requirements have stopped acting. Let 〈n, i, j〉
be thewitness assigned to Pn at stage s0. Because all higher priority requirements have stopped acting, i is never incremented
again. So if the witness is changed, it must be because j is increased. This in turn must be caused by the opponent exceeding
their allocated measure of 2−n−i−6 in the previous game. This can only happen a finite number of times otherwise the
opponent will run out of measure.
Thus there is some final witness 〈n, in, jn〉 assigned to Pn. If Γn(〈n, in, jn〉) never halts then the requirement is met.
If Γn(〈n, in, jn〉) does halt then the champion will adopt a winning strategy for the game G〈n,in,jn〉 and so in either case
Γ R¯
V
n (〈n, in, jn〉) 6= A(〈n, in, jn〉). 
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4. Conclusion
The results on tt-completeness of the overgraphs and the sets of non-random strings obtained from the complexity
measures: K , KMS , KMD , Km, KM and C can be summarized as follows:
Complexity R¯U tt-complete? OU tt-complete?
K Dependent on machine Dependent on machine
KMS Dependent on machine Always
KMD , Km or KM True for some Always
universal machines
C Always Always
This table includes the results of: Kummer; Muchnik and Positselsky; Allender, Buhrman and Koucký. In this table,
‘Always’ means that for every optimal machine the set in question is tt-complete. ‘Dependent onmachine’ means that there
exists two different optimal machines such that for one the set is tt-complete and for the other the set is not tt-complete.
This leaves the following outstanding questions.
Question 4.1. Does there exist an optimal monotone machine U such that R¯UKm is not tt-complete?
Question 4.2. Does there exist an optimal monotone machine U such that R¯UKM is not tt-complete?
Question 4.3. Does there exist an optimal process machine U such that R¯UKMD is not tt-complete?
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