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In this paper, the product of a Jacobi polynomial and function is shown to 
generate the Jacobi polynomial. This type of expansion was previously known 
for all the classical orthogonal polynomials except the Jacobi. The result is then 
used to obtain generalizations to Watson’s [IO] multiplication theorem in- 
volving integrals of Bessel functions. The integrals considered are of the form 
1. INTRODUCTION 
Recently, outstanding work has been done on the properties of the Jacobi 
polynomial by Koornwinder [4-61, and others. These results include addition 
theorems and integral representations not previously available for the Jacobi 
polynomial. A summary of these results is given by Askey [I]. No formula of 
the type 
i. %m-m+z(x> = ii@, t), (1.1) 
wheref,+,(x) is a classical polynomial of degree (m + I), has been given for the 
Jacobi polynomial. The Hermite polynomial [7, Eq. 1, p. 1971, the Laguerre 
polynomial [7, Eq. 9, p. 2111, the Legendre polynomial [7, Eq. 7, p. 1691, and 
the Gegenbauer polynomial [7, Eq. 23, p. 2801 satisfy (1.1). In this paper we 
present a theorem which shows that the Jacobi polynomial also satisfies (1 .I). 
For CL, /3 any arbitrary complex numbers and 1 a nonnegative integer, 
2 cm + ZY(~ + B + z + l>m t” pm(x) 
m=o m!(a + B + z+ 2)m WL+2 
(2) W2~ + a + B + 2) 
=r(z+or+l)r(z+/3+l)t~+“+r+r z 
p(-*s) (!+J) &“’ (7) , (1.2) 
where p = (1 - 2xt + tz)llz, 1 t 1 < 1, (a), = r(a -I- m)/r(a), quotient of 
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gamma functions, and the Q function is the Jacobi function of the second kind 
P, p. 741. 
In Section 4, we employ the result (1.2) in the derivation of multiplication 
theorems for integrals involving Bessel functions. 
2. PROOF OF EQUATION (1.2) 
Consider the expression 
.T(-21-a-p-l -m) 
F(---I-cd-/3-m-n) 
zFl [-m’l~;~;~pm-mln; m; I] . 
(2-l) 
With the aid of the formulas for the hypergeometric function of unit argument 
[7, P* 491 
r(c) r(c - a - b) 
2FlE4 6 c; 11 = qc _ a) qc _ b) 
and using the gamma function relation 
r(a - n) = (-1)” r(a) T(l - a)/r(l - a + n), 
(2.1) reduces to 
(2.2) 
Q-a) q-21 - a - /3 - 1) 
q-z - ci - /B) q-z - a) 
(2.3) 
x 2’1 C 
-4 z+a+p+1; 1+1; 
1 +a; 
z F z+a+1, 
I [ 2 l ci+/3+21+2; Yl . 
Returning to (2.1), putting the hypergeometric polynomials in series form, 
employing the series transformation 
n,m,k,p)= f f f ~f(n+km+P.kp) (2.4) 
n=Om=O k=O p=O 
and reducing the subsequent series over k and p by the binomial theorem, one 
obtains the reduced expression 
- 
c 
(-1)” yy  1 - y)-l-a-- (1 - Z)-r--a--B-l-~ (1 + I + cY& (I + 01 + p + l)n 
9l2=0 m! (0~ + B + 22 + % 
(2.5) 
*  81 
[ 
Z+ol+l+m, Z+a+P+l+m; 
1 +a; (1 -y;; -a) I * 
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The .$, function in (2.5) may be transformed to 
[ l +(l --y;(l -2) 1 
--I--a--B-l--m 
(2.6) 
.&I[- (Z + m), I+ a + B + 1 + m; a+ 1; z+(l -;)(l -z) I * 
Combining Eqs. (2.3), (2.5), (2.6), using the algebraic transformations 
Y = (1 - if - P)l(l - 4, z = (p + t - 1)/2t 
and the representations 
p$Bfx) = i!+ $, [ -” n -+; ; ’ + ” (1 - 4 18, P. 611 
(2.7) 
and 
fgy’(y) = 2n+E+Be + 01 + 1) r(n + B + 1) (y _ l)-w4(y + 1)-o 
r(a + B -t 2n + 2) 
* 81 [ 
nfafl, nfl; 
a+p+2n+2; 
2/(1 -Y)] F3, P- 741 (2.8) 
for the Jacobi polynomial and function, respectively, gives the required theorem. 
3. SPECIAL CASES . 
Carlitz [3] proved the result 
(3.1) 
where R = (1 - 2xr + @)lia. 
This formula can be derived from (1.2) by putting I = 0, and letting /3 -+ - l_ 
Regarding this equation, see comments of Askey [l, p. 221. 
For the Gegenbauer polynomial, let 01 = p = et - l/2 and note 
~(v-l/2.v-l/2)(x) = (v ; *k)$+) 
II 
v n 
[8, p. 8(-J]. 
409/57/z-I5 
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Hence, (1.2) gives the new result 
m (m + Z)! (v + thn+2 m 
z, 42v -t 21+ l>m t GL(4 
I! 22vq21 + 22: + 1) 
t’+vyZ + 2v) T(2v) 
C,% ($Y, Qc (Lpj , (3*2) 
where D,” is defined by Watson [9, p. 1291. 
The Legendre polynomial expansion is also new. Put u = 4 in (3.2), to give 
where QI is the Legendre function of the second kind. 
For the Laguerre and Hermite polynomials, we obtain the known results 
[7, Eq. 9, p. 2111 and [7, Eq. 1, p. 1971, respectively. For the Laguerre poly- 
nomial, the result is obtained with the aid of Eq. (1.2), and using the limiting 
process. A similar procedure is followed for the Hermite polynomial through 
Eq. (3.2). 
4. INTEGRALS OF BESSEL FUNCTIONS 
We now prove the formula 
.r 
cc IA t cos 0) J7(t sin B sin $ cos 4) J,(tx cos 4) Jv(ty cos 4) tl-” dt 
0 
= f(8, I#, $2, y) t A,P~$-cos 20) P:$(cos 2$) 
n=0 
. FJ --n, n + p i- !J - h + 1; p + 1, v + 1; x2, Y”], (4.1) 
where 
K = $(p + v - 7 - u - A), 
f(i9, 4, x, y) = siV(0) sinT(0) sirIT CO+-~(+) Yy”, 
i 
21-~(2?2+~+v-~++)r(~+v-~+-t++) 
x r(g(T t- (I + p i- v - h + 2n + 2)) 
An = 
x r(+(, + v - 7 - u - h + 2n + 2)) 
- 
( 
n!F(, + 1) r(v + 1) F($(2 + U--7 + p + v - x + 2n)) 
x F(&(2 + 7 + p + v - u - h + 2n)) 1 
(4.2) 
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Note. P,!$’ is the nonterminating Jacobi function, which is the Jacobi 
polynomial when K is a nonnegative integer. Note, in this case 
(-l)n+K P:;“?(cos 28) -7 P&$(-cos 2q, 
and the restrictions 0 < 9 < irr, and 0 < q5 < .&r are not necessary. F4 is the 
Appell function defined in [lo, p. 3711. 
Refore proceeding to the proof of (4.1), we shall give a special case of the 
expression. It is of interest because of the appearance of four Jacobi functions 
in the expansion. It is also a generalization of Eq. (7) of Watson [lo, p. 4131. 
Letting ;\ = 0 in (4.1), and using Watson’s result for the reduction of the F4 
function [lo, p. 3711, 
s = JA f cos 19) JT(t sin 0 sin 4 cos 4) Ju(t cos 4 cos 4 cos w) 0 
x Jv(t cos $ sin # sin w) f dt (4.3) 
- g(Q, 4, *, w) 5 R,PZ;‘( -cos 28) P;;;ycos 24) p,(~‘qcos 2#) 
n=o 
x p:qcos 2w), 
where 
I, = gp -t v - 7 - CT), 
g(B,4, *, w) = coP(O) sin7 (e) COS-~-~($) siriT COST sin”($) 
X cos@(w) sin”(w), 
( 
2n!(--l)n(lr.+1~+21z~-1)II(~-:-Y+11Tl) 
x T($(T 1 u -{- p -- v 1. 2n - 2)) 
fj, = -‘~~~ -.-.-.- _-- x T($(2n + p -- 1, - - T - (5 $. 2)) __-- ~__ !* 
c 
I l)F(V t-n i.l)T(4(2n-! /L--:-v 7-t CT+2)) 
x r(;(2n 7 p -I y -... 7.. g.l.2)) 1 
(4.4) 
Re(p + v + u -1.. T -t 2) > 0, cos 0 # 1 cos # 1 sin 0 sin + f cos(# k W)I, and 
o<e<~,o<+<~w. 
See the note following Eq. (4.2). Under those conditions, we would have four 
Jacobi polynomials. 
For 4 = 0, one obtains Watson’s result. 
Pfoof. We use the result (1.2), and note that the restriction I a nonnegative 
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integer is not necessary if suitable restrictions are placed on the variables. 
Putting (1.2) in the form 
F ~+~+~+l, 
[ 
1+u+1; 
21 
1 +u; 
cos2e 1 
* 2’1 [ 
~SoSl, z+a+u+1; 
a+u+2z+2; 
sin2 4 1 
(4.5) 
m (Z+u+1),(a+u+Z+1),(sin~9sin~)~~ 
=zo- m!(u + u + 21 + 2)m 
. $1 [ 
l+u+m+l, Z + a + u + m + 1; cos2 B 
a+ 1; Giq' 1 
We now require the representation [lo, Eq. 1, p. 4011 
s * IA t cos 4) J,,(t cos 6) t2z+2m+a+o+1 dt 0 
(cos e)J r(l + a + u + m + 1) 22z+2m+a+o+1 
= (cos~)~~+~~+~+~~+~ T(l + u) r(-u - 1 - m) (4.6) 
. pFI 
[ 
Z+a+u+m+l, Z+u+m+l; cos20 
1 +a; a-$’ 1 
Combining (4.5), (4.6), and noting that [lo, p. 151 
oF, -; a + u + 21+ 2; 
[ 
-t2(sin ~9 sin I$ cos 4)” 
4 I 
qu + u + 21 + 2) 2=+0+21+1~ 
(4.7) 
= (t si* 0 sin+ ~~~~)Q+U+22+1 n+"+2z+1 
(t sin 0 sin 4 cos C), 
F z+a+u+1, z+u+1; 
2 1 
[ ufl; 
COG e 
I 
*2F, 
[ 
~+~+~+l, lfufl; 
u+u+21+2; 
sin2 f$ 
I 
~(-u-z)r(u+1)r(u+u+2Z+2)(cos~) 
= r(Z + a + u + 1) (cos OF (sin 0)a+o+2z+1 (sin +)a+“+2z+1 
s “* JA t cos #) Jo(t cos 0) Ja+o+2z+l(t sin 0 sin I$ cos 4) dt. 
(4.8) 
Multiplying both sides of (4.8) by Appell’s polynomial F4 in two variables, 
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making appropriate algebraic transformations, and using the expansion of 
Bailey [2, Eq. (3.1), p. 2351 one obtains 
s 
m J,,(t cos 0) J7(t sin 0 sin + cos 4) J,,(~x cos 4) Jy(ty cos 4) PA dt 
0 
zzz f (2n + p + v - A + 1) (P -t v - x + 1L (&J + 7 + P i v - h + 2)), 
TL=O 
n!($(-u - 7 + p + v - x + 2))% 
.Fa[-% 12 -k CL +v--h-Ll;I*+I,v+l;X2,y2] 
~2Fl[t(u-‘T+r+V-X+2n~~‘1~(U~T+X-~----22n); cos28] 
9 
*2Fl 
[ 
a@+T+P+-t--+-t2nT2), &(o+T+h-P----w; sin2$ 
T+ 1; I* 
(4.9) 
Using the representation for the Jacobi function [8, p. 611 
P?$( -cos 20) 
(4.10) 
(1 + 4n+K 
= qn+K+l) 2F1 [
-(n+K), n+K+u+T+l; cos2# 
ufl; 1 
and the corresponding expression for 4 gives the result (4.1). For K a nonnegative 
integer, the right-hand side of (4.10) is a polynomial. 
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