Abstract. Atmospheric chemical transport models (CTMs) are essential tools for the study of air pollution, for environmental policy decisions, for the interpretation of observational data, and for producing air quality forecasts. Many air quality studies require sensitivity analyses, i.e., the computation of derivatives of the model output with respect to model parameters. The derivatives of a cost functional (defined on the model output) with respect to a large number of model parameters can be calculated efficiently through adjoint sensitivity analysis. While the traditional (first order) adjoint models give the gradient of the cost functional with respect to parameters, second order adjoint models give second derivative information in the form of products between the Hessian of the cost functional and a user defined vector.
tional approach the data assimilation problem is posed as a large-scale minimization problem, whose numerical solution requires the gradient of the cost function with respect to model parameters.
The derivatives of a cost functional (defined on the model output) with respect to a large number of model parameters can be calculated efficiently through adjoint sensitivity analysis. While the traditional (first order) adjoint models give the gradient of the cost functional (first order derivatives with respect to parameters), second order adjoint models give second derivative information in the form of products between the Hessian of the cost functional and a user defined vector.
Second order adjoints have been discussed in the literature in several contexts. Wang et al. [72] have developed the theory of second order adjoints and its applications in numerical weather prediction. Second order adjoints have been used in data assimilation within the numerical optimization algorithms by Wang et al., [73] , Le Dimet et al., [34, 38] , and Ozyurt et al., [8] . Daescu and Navon [21] have used second order adjoints of reduced order models to perform the optimization for data assimilation in a low-dimensional control space. Raffard and Tomlin [61] have applied second order adjoints for constrained PDE optimization programs in the context of air traffic flow. Charpentier et al. [19] have used second order adjoints for the optimal control of integral equations. Hessian vector products have been used in the calculation of Hessian singular vectors in the context of data assimilation ( [6, 73, 62] ). The use of Hessian information for uncertainty quantification have been explored by Le Dimet et al. [38] and by Alekseev et al. [1] . Alekseev and Navon [2] have used the Hessian spectrum to precondition the solution of ill-posed inverse problems.
Ozyurt and Barton [8, 9] have discussed the evaluation of second order adjoints for embedded functionals of stiff systems. Their approach is to derive the second order adjoint ODE and then solve it efficiently together with the forward, the tangent linear, and the first order adjoint models using backward differentiation formulas (DASSL). Different Jacobian matrices appearing in the definition of the second order adjoint ODE are derived from the original ODE using automatic differentiation. The LU factorizations of the forward model solution are reused in the tangent linear and the first and second order adjoint solutions, which leads to a computationally efficient process. The current paper discusses the calculation of second order adjoints for stiff ODEs arising in chemical kinetic models. This work is different from [8, 9] as we focus on discrete second order adjoints and we use one step methods of Runge-Kutta and Rosenbrock types. Moreover, we propose a transformation that eliminates the need of costly quadrature evaluations in [8, 9] .
Most applications to date have focused on continuous second order adjoints (obtained by linearizing the underlying ordinary or partial differential equation models) [8, 34, 72] . Discrete second order adjoints (obtained by linearizing the numerical approximations of the model) have been obtained by automatic differentiation [19, 40, 7] .
Other applications of automatic differentiation to obtain high order derivatives are discussed in [46, 10, 33, 36] .
In this paper we discuss the mathematical foundations of the discrete second order adjoint sensitivity method and present a complete set of computational tools for performing second order sensitivity studies in three-dimensional atmospheric CTMs. The tools include discrete second order adjoints of Runge Kutta and of Rosenbrock time stepping methods for stiff equations together with efficient implementation strategies. Numerical examples show how second order adjoints can extend the range of validity of sensitivity analyses for nonlinear chemical kinetic models. The use of second order adjoint information in the optimization process for chemical data assimilation is exemplified on a simulation of real atmospheric conditions with real observations. We also illustrate second order adjoint based methodologies for the quantification of uncertainty in the chemical fields after data assimilation, and for the computation of the most important directions of error growth in a three-dimensional atmospheric CTM.
The main contributions of this work are the derivation of efficient discrete second order adjoint schemes for Runge-Kutta and Rosenbrock stiff solvers, the construction of second order adjoints for a three-dimensional chemical transport model, and the illustration of how these computational tools are essential in important applications like sensitivity analysis, optimization, uncertainty quantification, and the calculation of directions of maximal error growth in three-dimensional atmospheric CTMs.
The paper is organized as follows. Section 2 introduces the atmospheric chemistry and transport models, their solution by the operator splitting approach, and discusses the tangent linear and discrete adjoint models. Section 3 develops the mathematical framework for second order adjoint sensitivity analysis. Discrete second order adjoints for stiff ODEs are developed based on Runge Kutta methods (Section 3.3) and on Rosenbrock methods (Section 3.4). Section 4 discusses the construction of the discrete second order adjoint for the transport system. Section 5 illustrates important applications of second order adjoints, and Section 6 draws the conclusions of this work.
Atmospheric Chemistry and Transport
Modeling. Consider a domain Ω which covers a region of the atmosphere. Let n be the outward normal vector on each point of the boundary ∂Ω. At each time moment the boundary of the domain is partitioned into ∂Ω = Γ IN ∪ Γ OUT ∪ Γ GR where Γ GR is the ground level portion of the boundary; Γ IN is the set of (lateral or top) boundary points where u · n ≤ 0 and Γ OUT the set where u · n > 0. In the following u is the wind field vector, K the turbulent diffusivity tensor, ρ the air density in moles/cm 3 , and c i the molefraction concentration of chemical species i (1 ≤ i ≤ n s ). The density of this species is ρ c i (moles/cm 3 ). Let V dep i be the deposition velocity of species i, Q i the rate of surface emissions, and E i the rate of elevated emissions for this species. The rate of chemical transformations f i depends on absolute concentration values; the rate at which mole-fraction concentrations change is then f i (ρc)/ρ.
The evolution of concentrations in time is described by the material balance equations
1b)
1c)
K ∂c i ∂n = 0 for x ∈ Γ OUT , (2.1d)
We refer to the system (2.1a)-(2.1e) as the forward model. To simplify the presentation, in this paper we consider as parameters the initial state c 0 of the model; it is known that this does not restrict the generality of the formulation. The solution of the forward model c = c(t, c 0 ) is uniquely determined once the model parameters c 0 are specified. The forward model (2.1a)-(2.1e) is solved by a sequence of N timesteps of length ∆t taken between t 0 and t N = t F . At each time step one calculates the numerical approximation c k (x) ≈ c(t k , x) at t k = t 0 + k∆t such that
2)
The numerical solution operator N is based on an operator splitting approach, where the transport steps along each direction and the chemistry steps are taken successively. Operator splitting is standard practice in computational air pollution modeling [48] . It allows the development of the forward, tangent linear, and adjoint models with relative ease. Formally, if we denote by T the numerical solution operator for directional transport, and by C the solution operator for chemistry we have
3)
The numerical errors introduced by splitting are an important component of model errors (see e.g., [69] ). In this paper, for the purpose of 4D-Var data assimilation, we assume the model errors to be small. Indeed, in computational air pollution modeling the splitting errors oscillate with the diurnal cycle and do not grow unboundedly for evolving time [48] . A perturbation δc 0 in the parameters c 0 propagates in time according to the tangent linear discrete model
where N ′ is the tangent linear operator associated with the solution operator N . For an operator splitting approach (2.3) N ′ is built from the tangent linear transport and chemistry operators T ′ and C ′ .
To each tangent linear operator corresponds an adjoint operator (denoted here with a star superscript). The (discrete) adjoint model is
5) The forcing function φ and the initial values λ N are chosen such that the adjoint variables are sensitivities of a given cost functional with respect to the state variables.
The numerical experiments in this paper use the state-of-the-art regional atmospheric photochemistry and transport model STEM (Sulfur Transport Eulerian Model) [14] to solve the mass-balance equations for concentrations of trace species (2.2) in order to determine the fate of pollutants in the atmosphere. STEM has first order adjoint capabilities [64] and has been used extensively in real life chemical data assimilation studies [17, 45, 12, 18] . In this paper we endow STEM with the capability to compute second order adjoints and we illustrate several applications of this capability.
3. Second Order Adjoints for Stiff ODEs. In this section we review the derivation of continuous and discrete second order adjoint equations (SOA) in the context of ordinary differential equations (ODEs).
Continuous Second Order Adjoints. Consider a general (stiff) ODE
For our application the vector y(t) ∈ Ê ns represents the time evolving concentrations of the chemical species starting from the initial configuration c
np is a vector of model parameters. The rate of change in the concentrations c is determined by the nonlinear production/loss function R = [R 1 , . . . , R ns ] T .
Consider a cost functional
defined on the time evolving concentrations. We want to efficiently obtain the first and second order derivatives of the cost function with respect to model parameters,
Note that the parameters can be transformed into variables by appending additional formal evolution equations for parameters p ′ = 0. This allows to always reduce the sensitivity of the cost functional with respect to parameters to the sensitivity of the cost functional with respect to initial conditions. Moreover, the general cost functional defined as an integral of a function of the state along the trajectory can be reformulated as a cost functional defined on the state at the final time by appending an additional variable θ and an equation that performs the time integration. The equivalent system becomes:
Without loss of generality the mathematical formulation of the stiff nonlinear differential equations which constitute the forward model is
The solution is
T ∈ Ê n , n = n s + n p + 1, and the model parameters are the initial conditions y 0 . Again without loss of generality the cost functional is defined as a function of the state at the final time
In this paper we assume that the functions f and g are at least twice continuously differentiable.
We are interested to efficiently evaluate the first and second order sensitivities of the cost functional (3.2) with respect to changes in initial conditions
, and
Throughout this paper vectors will be represented in column format and an upper script (·)
T will denote the transposition operator. The gradient of a scalar function (e.g., ∂Ψ/∂y 0 ) is a row vector. We denote the Jacobian of the time derivative function in (3.1) by
The Hessian of the time derivative function in (3.1) is a 3-tensor of second order derivatives
The Hessian allows to express the derivatives of the Jacobian times a user vector. As shown in Appendix A for any vectors u and v we have that
where the dot operator (·) denotes the regular tensor-vector product.
Small perturbations of the solution (due to infinitesimally small changes δy 0 in the initial conditions)
propagate forward in time according to the tangent linear model
The change in the cost functional (3.2) due to the small change δy 0 in the initial conditions is
In the forward sensitivity analysis each integration of the tangent linear model (3.6) allows to compute the dot product of the gradient ∂Ψ/∂y 0 with the vector of initial perturbations δy 0 . The gradient is recovered after n tangent linear model (3.6) integrations initialized with linearly independent perturbation vectors.
A more efficient way of calculating the gradient ∂Ψ/∂y 0 is provided by the first order adjoint model [22, 63, 64] 
The adjoint variables λ(t) ∈ Ê n represent the sensitivities of the cost functional with respect to (changes in) the model solution
and in particular we have that the adjoint variable at the initial time is the transposed gradient of the cost functional with respect to initial conditions
We are now interested in obtaining the second order derivatives of the cost functional with respect to initial conditions. The Hessian of the cost functional is
The Hessian has n 2 elements. In many problems (including our target application, atmospheric chemical transport problems) n is very large and computing the entire Hessian is not practical. We will therefore look to compute Hessian times vector products σ = H · u for any user-defined vector u
To compute such products we consider the variation of the cost functional (3.2) with respect to changes in initial conditions as a new cost functional that depends on both the initial state and on the initial perturbation
The gradient of δΨ with respect to changes in y 0 can be computed by the adjoint method. This gradient represents the product of the Hessian of Ψ times the initial perturbation vector,
From (3.10) we see that the Hessian-vector products can be computed as the first order adjoint gradients of the cost functional δΨ, if the tangent linear model is initialized with the user-defined vector δy 0 = u.
The cost functional (3.9) depends on both y and δy. Consequently, to evaluate δΨ one needs to consider both the forward (3.1) and the tangent linear model (3.6) evolving together forward in time:
The Jacobian of the extended system (3.11) is
The adjoint of the (tangent linear model of the) extended system (3.11) for the cost function (3.9) reads
The equation for λ in (3.12) is the first order adjoint equation (3.7).
The first equation in (3.12) is the second order adjoint ordinary differential equation and defines the time evolution of the second order adjoint variable σ,
By the definition of first and second order adjoints we have that
Consequently the second order adjoint equation (3.13) can also be obtained by formally taking the variation of the first order adjoint equation (3.7) with respect to changes δy 0 in the initial conditions y
3.2. Discrete Second Order Adjoints. Similar considerations hold for the discrete system 14) and the discrete cost function of the form
The discrete system (3.14) represents a numerical discretization of (3.1) with a onestep numerical method. The cost function (3.15) is defined on the numerical solution, and approximates the continuous cost function (3.2) defined on the exact solution.
We denote the Jacobian matrix of the discrete time-marching operator by N ′ k (y) = ∂N k /∂y, and the Hessian three-tensor by N ′′ k (y) = ∂ 2 N k /∂y 2 . The tangent linear model of (3.14) is
The extended adjoint of the combined (3.14)-(3.16) for the cost function δΨ reads
At the end of the backward in time integration (3.17) provides the gradient and the Hessian vector product
We will now construct specific discrete second order adjoints for the cases where the numerical discretizations (3.14) are of Runge-Kutta and of Rosenbrock types. n at time t k+1 = t k + h using the formula:
The coefficients a ij , b i and c i are prescribed for the desired accuracy and stability properties. The stage derivative vectors k i are defined implicitly, and require solving a (set of) nonlinear system(s) by simplified Newton-type methods.
For a general implicit method most of the coefficients a ij = 0 and one large nonlinear system (3.18) of dimension ns (dimension of the system times the number of stages) needs to be solved to simultaneously find all the stage derivative vectors k 1 , · · · , k s . We will call such methods fully implicit Runge Kutta methods (FIRK).
Singly diagonally implicit Runge Kutta methods (SDIRK) are characterized by a special structure of the coefficients (a ij = 0 whenever i > j and a ii = γ for all i = 1, · · · , s). In this case the stage derivative vectors k 1 , · · · , k s are solved for successively, each requiring the solution of a nonlinear system of dimension n. Moreover the same LU factorization can be reused for all systems during the simplified Newton iterations.
Following [44, Section IV.8] , for implementation purposes (3.18) is written in the equivalent form
Replacing the nonlinear system in k i by a nonlinear system in Z i has numerical advantages for stiff systems where f has a large Lipschitz constant. The coefficients With the compact notation
and with the Kronecker product denoted ⊗, the n × n identity matrix denoted I n , the method (3.19) can be written as
The nonlinear system (3.20) in Z can be solved by Newton iterations of the form
where
, I ns is the ns × ns identity matrix, and the Jacobian matrix 
. This results in the following approximation of (3.22)
Replacing the matrix (3.22) by (3.23) leads to simplified Newton iterations of the
The computational workload spent in the LU factorization of the ns × ns matrix
This linear algebra computational work can be reduced to O(n 3 s) by diagonalizing the inverse of the Runge-Kutta matrix [44, Section IV.8]
For typical FIRK methods with an odd number of stages the inverse Runge Kutta matrix A −1 has one real eigenvalue γ and (s − 1)/2 pairs of complex conjugate eigenvalues α k ± β k i, while for an even number of stages there typically are s/2 complex conjugate pairs.
By changing the variables in the simplified Newton iterations (3.23)
and after premultiplying (3.24) by h
The required linear algebra reduces to one real LU decomposition of the n × n matrix
and one (or several) complex LU decompositions of the n × n matrices h
Corresponding forward-backward substitutions are performed at each iteration.
Implementation Aspects of SDIRK Methods. For SDIRK methods the matrix (3.22) has a block lower triangular form. The system (3.20) can be written in the equivalent form
which implies that sums of derivative values can be expressed as sums of Z variables
Simplified Newton iterations are used to evaluate Z i successively for each stage i = 1, · · · , s: 
The resulting formula (3.28) is the same as the one obtained by applying (3.19) to solve the forward model (3.1) together with the tangent linear model (3.6).
Using the compact notation (3.22) of the previous section and
the equation (3.28) for the tangent linear variables δZ is:
This can also be obtained by taking the variation of equation (3.20) .
Implementation Aspects of the Tangent Linear FIRK Methods. The ns × ns system of linear equations (3.29) can be solved directly for the tangent linear variables δZ. This is advantageous for very sparse systems. For non-sparse Jacobians one can avoid the ns × ns LU factorization of (3.29) by using the approximation (3.23) and solving the system (3.29) with the iterative scheme:
Unlike the direct solution of (3.29) the iterative approach solves the tangent linear variables within a prescribed accuracy which is controlled by our implementation via the number of iterations. In case of iteration non-convergence the solution is computed by the direct method. The LU decomposition of the system matrix I ns − hA ⊗ J t k , y k (or, more exactly, several equivalent n × n real and complex LU factorizations) is (are) available from the direct solution (3.26) . Thus the calculation of the tangent linear variables piggybacks the calculation of the forward variables. Each step of the forward solution is followed by the corresponding step of the tangent linear model, which reuses the same LU decomposition(s). The additional cost of computing the tangent linear variables in this direct-decoupled Runge Kutta approach is moderate. The accuracy of the tangent linear solution can be monitored via the embedded Runge Kutta scheme, and the step size control can be based on both the forward and the tangent linear error estimates. Implementation Aspects of the Tangent Linear SDIRK Methods. For SDIRK methods the linear system (3.29) is block upper triangular, and the stage tangent linear variables δZ i can be solved for successively for stages i = 1, · · · , s
For each stage a n × n system of linear equations needs to be solved. Each system has a different matrix (since the Jacobians in (3.30) are evaluated at different arguments) and therefore one needs to perform s different LU decompositions.
An iterative solution of (3.30) is possible based on the approximation (3.23)
The iterative solution (3.31) uses the same n × n LU factorization of h −1 γ −1 I n − J t k , y k for all stages. Moreover, this LU decomposition is already available from the forward solution (3.27) . Thus the tangent linear solution can be obtained at only a moderate additional cost. The accuracy with which the iterations (3.31) solve the system (3.30) is controlled in our implementation. In the case of non-convergence a direct solution is employed.
The Discrete First and Second Order Runge Kutta Adjoints.
Following Hager [41] the first order discrete adjoint of the Runge Kutta method (3.18) is:
The discrete second order adjoint of the Runge Kutta method (3.18) is obtained by taking the variation of (3.32) with respect to changes in initial conditions:
Recall that the forward stage variables are
Implementation Aspects of First Order Adjoints of FIRK Methods. Using the matrix (3.22) and the notation
. . .
the equation (3.32) for the adjoint stage vectors U can be written compactly as
Not surprisingly this ns×ns linear system is the transpose of the tangent linear model system (3.29). The system (3.34) can be solved directly for very sparse systems. For non-sparse systems the cost of the ns × ns LU factorization can be avoided using again the approximation (3.23) and solving the linear system (3.34) by iterations of the form
The LU factorization of
operations using the transformation (3.25) of the Runge Kutta matrix. Note that the real and complex LU factorizations are the same as the ones used in the forward and in the tangent linear model calculations.
Implementation Aspects of First Order Adjoints of SDIRK Methods. For SDIRK methods each stage requires to solve a different n × n linear system. Sequentially for each stage (in reverse order) we have
To avoid s different LU decompositions one can employ an iterative approach that re-uses the same LU decomposition for all stages
Our implementation controls the accuracy of the solution via the number of iterations;
if non-convergence is detected a direct solution is employed.
Implementation Aspects of Second Order Adjoints of FIRK Methods. Using the matrix (3.22) and the notation
the second order adjoint equation (3.33) can be written compactly as
This ns × ns linear system has the same matrix as the first order adjoint (3.34). For very sparse systems one can solve directly for the first order adjoint (3.34) and for the second order adjoint stage vectors (3.35) reusing the same ns × ns LU decomposition.
Like with the first order adjoint, one can avoid the ns × ns LU decomposition and solve the equation (3.33) by iterations of the form
Our implementation controls the accuracy of the second order adjoint solution via the number of iterations; if non-convergence is detected a direct solution is employed.
Implementation Aspects of Second Order Adjoint of SDIRK Methods. Equation 
The direct solution of (3.36) requires a different n × n LU factorization for each stage.
To avoid this the systems (3.36) can be solved by an iterative approach which uses the same LU factorization for all stages: 
where s is the number of stages. The formula coefficients a ij , c ij , m i , γ, and γ i give the order of consistency and the stability properties. The ODE Jacobian J as well as the partial derivative of the ODE function with respect to time f t are explicitly used in the formula. Only one LU factorization per step is used. Moreover, no iterations are needed in the solution process. Rosenbrock methods are well suited for mildly stiff problems and moderate accuracy [44] . They are designed to have excellent stability properties, preserve linear invariants (a.k.a. mass) and are computationally efficient.
In [65] we have shown that Rosenbrock methods work well for solving atmospheric chemistry problems. 
Note that the tangent linear stages ℓ i require explicitly the ODE Hessian H (due to the explicit presence of the ODE Jacobian in the forward Rosenbrock formula). The method requires a single n × n LU decomposition per step to obtain both the concentrations y k+1 and the sensitivities δy k+1 . The additional cost required for the tangent linear calculations is alleviated by the reuse of the same LU decomposition.
However the calculation of the Hessian and the corresponding tensor-vector products in the tangent linear calculations can be relatively expensive.
The Discrete First and Second Order Adjoints of Rosenbrock Methods. The discrete first order adjoint of the (non-autonomous) Rosenbrock method (3.38) is [63]
The formula (3.40) makes explicit use of the partial derivative of the Jacobian with respect to time J t and of the ODE Hessian H (both computed once at the beginning of the time step). The same LU factorization is used by all stages; this is the LU factorization used in both the forward and the tangent linear methods.
The discrete second order adjoint of a Rosenbrock method is obtained by taking the variation of (3.40) with respect to changes in the initial condition
the ODE Hessian with respect to time H t . It also requires the derivative of the Hessian-vector products with respect to the solution (∂/∂y{(H(t, y) · k) T · u}). This term involves third order derivatives of the ODE right hand side function
The calculation of these high order derivatives is challenging, making the second order discrete adjoint Rosenbrock formula (3.41) less attractive in practice. Nevertheless the approach is useful for typical chemical mechanisms which involve only monomolecular and bimolecular reactions. For these mechanisms the underlying ODE function f (t, y)
is quadratic in y, and the third order derivatives of f vanish.
KPP. The implementation of numerical integrators for chemistry can be
done automatically using the Kinetic PreProcessor KPP software tools [25] . KPP was extended [22, 63] 2. Jac, Jac SP: the ODE Jacobian J(t, y) in full or in sparse format; 3. KppDecomp: sparse LU decomposition for the Jacobian;
4. KppSolve, KppSolveTR: solve sparse system with the Jacobian matrix and its transpose; 5. Jac SP Vec (w ← J · u), JacTR SP Vec (w ← J T · u): sparse matrix-vector multiplication of the Jacobian (transposed or not) with user vector; 6. Hess: the ODE Hessian H(t, y) represented in sparse 3-tensor format;
product of the Hessian (or its transpose) with user vectors; same as the derivative of Jacobian (transposed) vector product times vector. In [22, 63] we show how these KPP building blocks can be used to implement very efficiently code for direct and adjoint sensitivity analysis of chemical systems. A related approach was taken in the early application of the 4D-Var to chemical data assimilation by Fisher and Lary [35] .
4. Discrete SOA for the Transport System. In the STEM model [14] the transport equation is solved using a directional x, y, and z split approach. The basic numerical techniques solve the one-dimensional transport equation
In STEM the horizontal advection term is discretized by the third order upwind finite difference formula [47] − u ∂c
The diffusion terms are discretized by the second order central differences
(4.3) For the inflow boundary the advection discretization drops to the first order upwind scheme, which makes the order of consistency of the whole scheme quadratic for the interior points of the domain. For the outflow boundary the advection discretization also drops to the first order upwind scheme.
The space semi-discretization leads to the linear ordinary differential equation
where the matrix A(t) depends on the wind field, the diffusion tensor, and the air density but it does not depend on the unknown concentrations (for the discretization schemes under consideration). The vector B(t) represents the Dirichlet boundary conditions. The forward system is advanced in time from t k to t k+1 = t k + ∆t using Crank-
The chosen discretization leads to pentadiagonal matrices and systems which can be solved very efficiently. Equation (4.5) represents the forward discrete model for horizontal transport. The corresponding adjoint system is then advanced backwards in time using the discrete adjoint formulation
Equation (4.6) is a consistent time discretization of the continuous adjoint equation.
Because of the linear discretization the second order adjoint formula obtained by taking the variation of (4.6) has the same form as (4.6)
This means that the same adjoint transport routines are used for both the first order adjoint (4.6) and for the second order adjoint solutions (4.7). Moreover, it is possible to reuse the same LU decomposition of I − (∆t/2)A(t k+1 ) for both the first and the second order adjoint calculations.
The vertical advection term is discretized by the first order upwind finite difference formula, while the vertical diffusion is discretized by the second order central differences on a non-uniform vertical grid. The top boundary condition is Dirichlet for inflow and Neumann for outflow, while the Neumann ground boundary condition accounts for emission and deposition fluxes. Similar considerations hold for the discrete adjoints of the vertical transport. The same discrete adjoint vertical transport routine are used for both the first and the second order adjoint solutions.
Other transport discretization schemes are possible, notably monotonic finite volume schemes for advection that use flux or slope limiting to avoid the creation of spurious oscillations. The analysis of the corresponding discrete adjoint schemes performed in [53] reveals possible pitfalls. A discussion of discrete second order adjoints for monotonic advection schemes is outside the scope of this paper. We compute adjoint sensitivities of two different cost functions. The first one is the P AN concentration at the final time, the second is half the O 3 concentration squared at the final time
Applications of
The initial N O X concentrations are perturbed from their reference values as follows
For each cost function and each perturbation we compute the first order adjoints λ 1,2 (ε). For the reference solution we also compute the first and second order adjoints (λ 1,2 (0) and σ 1,2 respectively). Using the relation σ 1,2 ≈ λ 1,2 (ε) − λ 1,2 (0) we validate our implementation by checking the second order adjoint against the finite difference of first order adjoints. Specifically we compute the RMS norm of the relative error for all n components
These relative errors are reported in Table 5 .1. We see that for both cost functions and for both methods the agreement between the second order adjoint and the finite difference of first order adjoints is improved with decreasing the perturbation magnitude. The agreement for the RODAS method results on the first cost function is excellent (we have no explanation for this).
The computational costs associated with the first and second order adjoints are reported in Table 5 .2. For the SDIRK method the cost of the first order adjoint (including the forward model) is about twice the cost of the forward integration, while the cost of the second order adjoint is about three times the cost of a forward integration. For the Rosenbrock method the cost of the first order adjoint is more than twice the forward cost (due to the added overhead of computing Hessians). For the SAPRC-99 chemical mechanism the Hessian is constant, and the third order derivative terms that appear in the discrete second order Rosenbrock adjoint vanish. The cost 
We see in Figure 5 .1 that the first order approximation is poor for large perturbations, while the second order approximation continues to work well for large deviations from reference.
The Chemical Transport Model and the Test Case.
The previous sensitivity analysis application is performed in a box model. We now consider full three-dimensional chemistry and transport simulations. The numerical experiments The changes in P AN concentration for different changes in the initial conditions ∆c 0 are shown against the first order approximation (λ T · ∆c 0 , marked with "x") and against the second order approximation (λ T · ∆c 0 + 1/2 · σ T · ∆c 0 , marked with "o"). The first order sensitivity analysis is inaccurate for this highly nonlinear system, while the second order sensitivity analysis accurately predicts the changes in P AN .
use the state-of-the-art regional atmospheric photochemistry and transport model STEM [14] . Data assimilation is the process of integrating observational data and model predictions to obtain an optimal representation of the state of the atmosphere. As more chemical observations in the troposphere are becoming available, chemical data assimilation is expected to play an essential role in air quality forecasting, similar to the role it has in numerical weather prediction. Variational techniques for data assimilation are well-established [30, 54, 70] , and the 4D-Var framework is the current state-of-the-art in meteorological [20, 60] and chemical [31, 32, 51, 63, 64, 66, 67] assimilation.
The observations used in this paper for data assimilation are real ozone (O 3 ) measurements taken during the ICARTT [37] campaign in summer 2004 [71] . Ground level ozone measurements are provided hourly by the EPA's AirNow network of ground stations (340 in total) whose locations are shown in Figure 5 .2(a). Elevated ozone measurements are taken by two ozonesondes and a P3-B flight, all shown in Figure  5 .2(b). More ozone observations are available from two Mozaic flights. The setting for data assimilation is described in detail in [18] . We denote by z k the observations available at discrete times t k , k = 1, · · · , N . The last observation is taken at the final 
where the observational and representativeness errors ε k are assumed to be normally distributed and uncorrelated random variables with zero mean and covariances
We consider the situation where the initial state y 0 is uncertain, and is represented as a normally distributed random variable with mean y B ("background state") and covariance B. In four-dimensional variational (4D-Var) approach to data assimilation one uses the information from both the background state and the observations to determine the most likely initial state y a as the minimizer of the following cost
The first term represents a penalty for the departure from the background value y B . The next terms measure the mismatch between model predictions and observations. In the case where the model is linear, the background uncertainty is Gaussian y 0 ∈ N (y B , B), and the observation uncertainties are Gaussian, the aposteriori probability density of the initial state is also Gaussian. In this situation the cost function (5.3) represents the negative logarithm of the aposteriori Gaussian probability density function, and the minimizer y a of (5.3) represents the maximum likelihood estimator of the state. In the following numerical experiments only the initial O 3 concentration is considered uncertain. All first and second order adjoint derivatives of (5.3)
are computed with respect to the initial ozone concentration field, unless specified otherwise.
The efficient numerical minimization of (5. 
Next the first and second order adjoint models defined for the cost function (5.3) are solved together, backward in time:
(5.5) Table 5 .3 CPU times for a 12 hours three-dimensional chemistry and transport simulation. FWD denotes the forward model, TLM the tangent linear model, FOA the first order adjoint, and SOA the second order adjoint. Shown are the wall clock times and the times relative to the forward model run.
Validation of Second Order Adjoints against Finite Differences. We now validate the correctness of the three-dimensional second order adjoints against finite differences of first order adjoints. The cost function for this experiment is (5.3). Additional experiments (not shown here) using cost functions defined as the sum of concentrations of ground level P AN over the coastal area at final time lead to similar conclusions.
We run two 12-hour simulations, one with the reference initial conditions and the other with perturbed initial N O 2 concentrations. The second order adjoint σ for the reference run is shown in Figure 5.3(a) (ground level values) . The difference ∆λ of first order adjoints computed in the perturbed run and in the reference run is shown in Figure 5 .3(b) (ground level values). The second order adjoint is very similar to the finite difference of first order adjoints, confirming the correctness of our implementation.
Validation of Hessian Symmetry. Some of the applications discussed next (optimization, Hessian eigenvalue decomposition) require the Hessian to be symmetric.
Second order adjoint methodology provides Hessian-vector products. Even if the full Hessian of the cost function (5.3) is not available we check its symmetry as follows.
The Hessian product with two vectors δy 1 and δy 2 , are computed starting from the same set of initial concentrations y 0 ,
and dot products are taken between the second order adjoints and the perturbations.
The two dot products are equal if the computed Hessian is symmetric In our experiments we set the first vector to be the set of initial conditions, For each test we run 1 hour, 4 hours and 8 hours simulations. The results are shown in Table 5 .4. The two products are close to each other in both tests, which indicates that the Hessian (computed by the second order adjoint method) is symmetric. Small differences are acceptable considering the large size of the vectors (10 5 ). Large-scale unconstrained optimization solvers are discussed in [55, 58, 59] . Two classes of numerical optimization methods are popular in variational data assimilation: quasi-Newton and nonlinear conjugate gradients. They require only first order gradient information, and can handle very large scale and highly nonlinear problems. In our numerical tests we consider one method from each class to minimize (5.3).
Comparisons of different optimization methods for data assimilation with fluid flow models are given by Alekseev and Navon [3] and Daescu and Navon [23] . QuasiNewton methods approximate the inverse of the Hessian matrix by a symmetric positive definite matrix, which is updated at every step using the new search directions and the new gradients. The Broyden Fletcher Goldfarb Shanno (BFGS) Hessian update formula [57] has proved effective in many applications. The limited-memory version (L-BFGS) [52] can handle very large problems by storing only a finite number of search directions and gradients used in the approximation of the inverse Hessian. The L-BFGS-B implementation of Zhu, Byrd, and Nocedal [11, 74] is able to handle bound constraints and has become the gold standard in variational data assimilation. In our previous data assimilation work [18, 24, 64] we have successfully used this package for chemical data assimilation with full 3D models. This L-BFGS-B implementation [11, 74] is used for the numerical results reported in this paper.
Extensions of the linear conjugate gradients method to nonquadratic problems have been extensively studied [59] . The basic idea is to express the new search directions recursively as linear combinations of the negative gradients and previous search directions. Different coefficients for the linear combination lead to different methods including Fletcher-Reeves, Polak-Ribiere, Hestenes-Stiefel, etc. The numerical tests reported in this paper use the CG+ Conjugate Gradient package of Liu, Nocedal, and Walz [39] with the Fletcher-Reeves version of nonlinear conjugate gradients (FR-CG).
Additional tests (not reported here) have shown that FR performs slightly better than the other nonlinear conjugate gradient methods for the test problem under consideration.
We next discuss two optimization methods that use second order information in the form of Hessian-vector products. The first method is a version of nonlinear conjugate gradients that uses Hessian-vector products to compute search directions. The second is the Hessian-free Newton method, which approximately solves the Newton's equation using an iterative method that requires only Hessian-vector products.
Daniel's Nonlinear Conjugate Gradients.
Daniel's nonlinear conjugate gradients method [26, 27, 28, 29] uses explicit Hessian-vector products in the calculation of the new search direction. This approach has been traditionally considered impractical for large scale optimization problems due to the need for second order information [42] . Since second order adjoints can provide Hessian-vector prod-ucts efficiently we revisit Daniel's method and use it to solve the data assimilation problem (5.3).
We next describe Daniel's method and show how it can be efficiently implemented using a single forward and backward model run (during which both first and second order adjoints are computed). In the first step one computes the gradient via one first order adjoint model run, and initializes the product of the Hessian and the search direction by either running the second order adjoint model or by approximating the Hessian with the identity matrix:
For each iteration one constructs the one-dimensional quadratic model along the search direction, updates the point in state space, updates the gradient, the search direction, and the product between the Hessian and the search direction. The computational cost at each step is dominated by one forward-backward run with the gradient evaluated by first order adjoint and two Hessian-vector products evaluated by the second order adjoint. Note that two Hessian-vector products can be computed simultaneously in a single backward run, and computational savings are possible by reusing the LU decompositions.
Compute in a single forward-backward run:
Here we denote by x k the vector of initial concentrations y 0 after k optimization iterations.
Hessian Free
Newton. The minimization of (5.3) can be carried out in principle using Newton's method. With x k denoting the value of the solution after k
Newton iteration the process is
Each iteration requires to solve a linear system. The system matrix is the Hessian and the right hand side vector the gradient computed at the current iterate. Since the Hessian is a large symmetric matrix, a sensible approach is to solve the system using the linear conjugate gradients iterative method. The linear system solution (5.6) needs to be only as accurate as the solution of the nonlinear system. Therefore one can stop the conjugate gradient process after only a few iterations. Moreover, the conjugate gradients algorithm only requires matrix times vector products. The Hessian-vector products needed are computed by the second order adjoint. Because the full Hessian is not required the approach is called Hessian-free Newton (HFN). Consequently each outer Newton iteration requires several inner iterations of the linear conjugate gradients to solve (5.6). Each of the inner iterations performs one forward integration of the forward and the tangent linear models (5.4), followed by one reverse integration of the first and second order adjoint models (5.5). The computational cost of each inner iteration is therefore relatively expensive.
For the numerical experiments we use the HYBRID code of Morales and Nocedal [56] to test the stand-alone HFN method. This code also implements an enriched optimization algorithm that allows to interlace L-BFGS and HFN iterations and use the information collected by one type of iteration to improve the performance of the other. We will refer to the enriched method as the "HYBRID" method. In the numerical experiments reported here we alternate five L-BFGS iterations with one HFN iteration. The decrease of the cost function with the number of iterations is reported in Figure 5 .4(a). All methods are able to drive the cost function from a value of about 55,000 down to about 14,000 after ten iterations. Beyond ten iterations further decrease in the cost function is small, indicating that all solutions have approached the optimum.
The decrease of the cost function versus the computational time is reported in Figure 5.4(b) . On the abscissa we use scaled time units, where one unit is the CPU time of one forward run (with only the nonlinear model, and without any derivative calculations). The cost of each optimization is estimated based on the number of model runs and the relative timings for the first and second order adjoint calculations given in Table 5 .3. The results in Figure 5 .4(b) indicate that that L-BFGS-B method is the most efficient method. Daniel's CG method performs better than FR-CG, especially during the first few iterations. HFN converges toward the solution in a small number of outer iterations, but at the cost of many inner iterations. This makes the total computational cost of HFN to be the highest among all methods. The HYBRID method starts with five L-BFGS iterations, and during them its performance is similar to that of L-BFGS-B. After the HFN step the HYBRID method becomes slightly slower than L-BFGS-B.
The quality of each optimization solution is measured by the norm of the gradient of the cost function, and by the R 2 correlation factor and root mean square (RM S) difference between the observations and the model predictions (when the model is initialized with the solution of the optimization process y 0 = y a ). The R 2 correlation factor and the RM S difference between the set of all individual observations z i , i = 1, · · · , m in the assimilation window and the set of all corresponding model predictions (Dy) i are defined as follows
. Table 5 .5 shows the norm of the gradient of the cost function, the R 2 correlation factor, and the RM S difference between observations and model predictions when initialized with the background and with each of the optimization solutions. A good solution has a small norm of gradient, a small RM S difference between observations and model predictions, as well as a large correlation coefficient between observations and model predictions.
The results in Table 5 . The scatter and quantile-quantile plots of Figure 5 .5 also illustrate how the correlation between model predictions (represented on the y-axes) and the observations (represented on the x-axes) is improved through data assimilation. The background case shown in To show the time evolution of ground level ozone concentrations we select four 
Uncertainty quantification.
When the model is linear, and the background and observation uncertainties are Gaussian, the aposteriori probability density of the initial state is also Gaussian (with mean y a and covariance P a (t 0 ), i.e., y 0 ∈ N y a , P a (t 0 ) ). In this case the cost function (5.3) is quadratic and represents the negative logarithm of the aposteriori Gaussian probability density function
It is easy to see that the Hessian of the cost function equals the inverse of the aposteriori covariance matrix, ∂ 2 Ψ/∂y 2 = P a t 0 −1 .
For nonlinear models with non-Gaussian uncertainty probability densities one solves the nonlinear minimization problem (5.3) to obtain the analyzed initial condition
The Hessian of the cost function (5.3), evaluated at the optimal initial condition y a , offers an approximation of the aposteriori covariance matrix of the uncertainty in the analyzed initial conditions:
We expect this to be a good approximation if the errors are relatively small, if their propagation in time obeys the tangent linear model, and if the distribution of uncertainty is not far from Gaussian. Our goal is now to characterize the aposteriori errors, i.e., to quantify the uncertainty in the initial state y a after the assimilation of observations. For this let (λ P i , v i ), i = 1, · · · , n, be the eigenvalue-eigenvector pairs of the aposteriori covariance matrix P a t 0 . The eigenvectors are orthogonal to each other (because of symmetry) and have norm one. Moreover, all the eigenvalues are non-negative λ P i ≥ 0. Under the Gaussian assumption the aposteriori error in the initial condition is a Gaussian random process which can be described in terms of the eigenvalues and eigenvectors of the covariance matrix 8) where ξ i are independent Gaussian random variables. The principal components λ P i v i of the aposteriori error are along the directions of the largest eigenvalues of the covariance matrix. According to (5.7) the largest eigenvalues of the covariance matrix are (approximated by) the inverses of the smallest Hessian eigenvalues λ The largest five and the smallest five eigenvalues of the Hessian of the cost function are computed using the ARPACK package [49] . The simulation is initialized with the optimal solution y a of the data assimilation problem given by L-BFGS-B.
The second adjoint model is used to provide the Hessian-vector products required by ARPACK. These eigenvalues are reported in Table 5 .6. The inverses of the Hessian eigenvalues approximate the eigenvalues of the aposteriori covariance matrix P a (t 0 )
and are also reported in To visualize the spatial distribution of the error we plot the 2 ppb isosurface of the first principal error component λ P 1 v 1 in Figure 5 .8. The unit conversion from molecules/cm 3 to ppb is done using the appropriate air density in each vertical layer.
The principal component the error is located at high altitudes. This can be explained by the dense observational network at the ground level used in this data assimilation study, see Figure 5 .2; the assimilation of these observations reduces the uncertainty in ozone initial concentrations at low altitudes. In contrast the number of observations at high altitudes is low and considerable uncertainty remains after data assimilation.
One possible conclusion is that more high altitude observations are needed to further reduce the global level of uncertainty.
5.6. Directions of important error growth. We now look into the problem of how uncertainties propagate forward in time through the model. Specifically we want to estimate which perturbations at the initial time grow to have the largest impact on the solution accuracy at the final time. These "directions of maximal error growth" [5] are important in several applications. First, in order to have an accurate forecast (an accurate solution at the final time) one needs to reduce the uncertainty in the initial state along these directions [51] . New observations added to increase the accuracy of the simulation (through data assimilation) are most useful if placed along these directions [50] . Next, in a Monte Carlo approach, a small ensemble of runs can represent well the uncertainty in a large-dimensional system if it is initialized with perturbations along the directions of maximal error growth [4] . 
The error covariance matrix P a (t 0 ) evolves into the forecast error covariance matrix
The principal components of the forecast uncertainty (uncertainty at the final time)
are along the dominant eigenvectors of the forecast error covariance matrix P f (t F ).
We want to find the directions δy 0 at the initial time which grow through (5.9) into the dominant eigenvectors of P f at the final time. We have that:
The inverse covariance matrix can be approximated by the Hessian of the cost function (5.7). We see that the dominant eigenvectors in this case are the solution of the generalized eigenvalue problem
The generalized eigenvectors in (5.10) are called Hessian singular vectors in the data assimilation literature [4] . The matrix times vector products N ′ * N ′ δy 0 needed to evaluate the left hand side are computed by one forward integration of the TLM (δy(t F ) = N ′ δy 0 ) followed by one backward integration of the adjoint (N ′ * δy(t F )).
The adjoint variable is initialized with the final value of the TLM integration. The
Hessian times vector products needed to evaluate the right hand side are obtained by the second order adjoint.
For numerical experiments we run the STEM model for 8 hours. The simulation is initialized with the optimal solution of the data assimilation problem given by L-BFGS-B. The dominant generalized eigenvalues (5.10) are computed using the JDQZ package which implements a Jacobi-Davidson algorithm [68] . Table 5 .7 shows the largest five generalized eigenvalues (5.10). We see that the fifth generalized eigenvalues is two orders of magnitude smaller than the first. few directions at the initial time have a large impact on the final time uncertainty. Figure 5 .9 presents the Hessian singular vector associated with the largest generalized eigenvalue in Table 5 .7. Most of the area where initial perturbations have a large impact is at high altitudes, which is not surprising given that most of the uncertainty in the ozone field is at high altitudes. on the model output) with respect to a large number of model parameters. Second order adjoints allow to efficiently calculate products between the Hessian of the cost functional and user defined vectors.
One important component of chemical transport models is the solution of stiff chemical kinetics. We derive the second order discrete adjoint formulations for three classes of stiff numerical solvers: fully implicit Runge Kutta, singly diagonally-implicit Runge Kutta, and Rosenbrock methods. For each we discuss in detail efficient implementation aspects which are based on reusing the expensive LU decompositions. Specifically the tangent linear model calculations "piggyback" the forward model calculations and use the same LU decompositions. Similarly the second order adjoint calculations "piggyback" the first order adjoint calculations and reuse the same Jacobians and LU decompositions.
The other important component of chemical transport models are the convection and diffusion processes. The discrete second order adjoints for the transport solution use the same routines as the first order adjoints. This is due to the linear finite difference discretization of the convection and diffusion terms used in the model under consideration.
The first application of second order adjoints is to extend the validity range of sensitivity analysis to larger perturbations. We illustrate how in a nonlinear chemical box model the change in the final peroxy acetyl nitrate concentration due to changes in initial N O X concentrations is predicted poorly by the first order sensitivity analysis. The prediction is considerably improved with second order sensitivity analysis. Second order adjoints can be useful in chemical transport modeling to better represent the sensitivity of a given receptor with respect to changes in initial conditions, emissions, meteorological conditions, etc. It can be useful to quantify the sensitivity of adjoint variables (which give areas that influence a given receptor) to other model parameters like the wind fields etc. Finally, the sensitivity of the optimal solution in data assimilation with respect to changes in observations, in the initial conditions, and in model parameters, can also be computed using second order adjoints.
The use of the second order adjoints in the optimization process for chemical data assimilation is numerically investigated. We consider two methods that require Hessian-vector products in addition to gradient information: the Hessian free Newton method and the Daniel nonlinear conjugate gradients. For reference we employ two methods that require only first order derivative information: the Fletcher-Reeves nonlinear conjugate gradients and the limited memory BFGS quasi-Newton method.
L-BFGS is considered the gold standard in data assimilation. We also consider a hybrid method that interlaces L-BFGS and HFN iterations. Each iteration of the methods that require Hessian-vector products is more expensive than an iteration of methods that require only gradient information; therefore the question arises whether the computation of the second order information pays off during the optimization process. For the test problem under consideration L-BFGS is still the most effective method, followed closely by Daniel's nonlinear conjugate gradients. Hessian free Newton converges in a small number of iterations but the overall computational cost is relatively large. Until recently the use of second order information in large scale data assimilation problems was considered prohibitive. Methods that require only gradient information have been studied extensively, and the software that implements them is quite mature. In the authors opinion the possibility to compute efficiently Hessianvector products via second order adjoint modeling opens the door for new research to develop numerical optimization algorithms that can use effectively this information.
Future work will be devoted to developing new optimization methods that can make efficient use of Hessian-vector products.
The Hessian evaluated at the optimal initial condition provides an approximation of the inverse aposteriori error covariance matrix. The eigenvectors of the Hessian associated with its smallest eigenvalues approximate the principal components of the aposteriori error field. This allows to estimate the remaining errors in the distribution of pollutants after data assimilation. In this paper we illustrate this uncertainty quantification method and compute the first five principal components of the error in the ozone field. The data assimilation test problem under consideration incorporates observations from a dense network at ground level; after data assimilation the largest levels of uncertainty are at high altitudes, where the observational network is sparse.
Some perturbations at the initial time grow to have the largest impact on the solution accuracy at the final time. These "most important directions of error growth" can be estimated using second order information. Specifically the Hessian singular vectors are those directions at the initial time which grow into the dominant eigenvectors of the covariance matrix at the final time. We illustrate their computation via the solution of a generalized eigenvalue problem, where the right hand side matrix is the Hessian of the cost function. For our test problem the most important initial time perturbations are also at high altitudes.
The efficient calculation of second order adjoints for three-dimensional atmospheric chemistry and transport models is demonstrated in this paper. While the cost of a first order adjoint computation is slightly over two times the cost of a forward simulation, the cost of a second order adjoint calculation is three and a half times the cost of a forward model run. The availability of Hessian-vector products opens the door for new analyses with chemical transport models. It allows to extend the validity of sensitivity analysis to large perturbations of the parameters. A quantification of uncertainty after data assimilation becomes possible. The Hessian-vector products allow to estimate the most important directions of error growth. Second order information is also useful in the large scale numerical optimization routines for data assimilation, but more work is needed to make these optimization methods competitive with quasi-Newton methods. 
The Jacobian of the time derivative function is J i,j (t, y) = ∂f i (t, y) ∂y j , 1 ≤ i, j ≤ n .
The Hessian contains second order derivatives of the time derivative functions. More exactly, the Hessian is a 3-tensor such that H i,j,k (t, y) = ∂J i,j (t, y) ∂y k = ∂ 2 f i (t, y) ∂y j ∂y k = ∂ 2 f i (t, y) ∂y k ∂y j = H i,k,j (t, y) , 1 ≤ i, j, k ≤ n .
For each component i of the ODE derivative function there is a Hessian matrix H i,:,: .
The Hessian allows to conveniently express the derivatives of the Jacobian times a user vector: 
