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Abstract
In this paper, we revisit two results that consider a crystal manyfold
background in the Randall-Sundrum scenario (RS) and add the discus-
sion related to geometrical couplings in such a configuration. The wave
functions of fields trapped in the crystal are Bloch-like waves, and their
behavior is very similar to electrons inside a semiconductor, just like in
the Kronig-Penney model (KP). We compute the mass dispersion relation
for those fields with and without a dilaton coupling. We find that this
relation is very different from the one obtained in previous works. It leads
to new results for the band gap structure of these fields. For example, in
the case of the Kalb-Ramond field, and with the correct dispersion rela-
tion, there is no gap between the mass bands. When the generalization to
the q-form is done, we show that it is not possible to suppress or generate
mass for the fields by controlling the dilaton coupling, differently of what
was argued in one of the works revised. When regarding the geometrical
coupling, we find some similarities (the gauge and Kalb-Ramond, with
both couplings, has the same dispersion as the free scalar and gravita-
tional fields ) and some differences (the order of the Bessel‘s function in
the dispersion relations changes, if we consider one coupling per time).
We also calculate the mass for the first mass mode for each field studied.
Where we found, for example, a massive photon with a mass of order
10−29kg.
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1 Introduction
The crystal manyfold universe is a very interesting construction in the extra
dimensions scenario with many branes [1–7]. In these models, there are branes
in any direction of the bulk, and they can have intersections. In [1], the author
constructs brane-world solutions regarding intersecting families of parallel n +
2-branes in a 4 + n-dimensional AdS space.These works gave rise to discussions
related to, for example, cosmological braneworld models [8, 9] and dark matter
approaches [10, 11]. In [1], the author applies his general construction for the
gravitational field in such a background. Then he finds a dispersion relation
that gives the allowed values of mass, generating a band gap structure. In [4],
the authors extended the results of [1] for the case of the scalar, gauge, Kalb-
Ramond and q-form fields, with and without the dilaton coupling. The dilaton
is a scalar field used in order to localize the gauge field in a thick brane [12].
In reviewing the basic results related to crystal manyfold universes, we found
mistakes in the computation of the mass band gap structure. In this work, we
compute the correct dispersion relation and discuss the new results.
Localization procedures have been studied since the Randall-Sundrum model
[13,14] was presented. Many proposals were made pursuing to localize fields of
different spins in several membrane structures [12, 15–26]. Beyond that, many
authors had also studied the resonances of these fields [25–37]. All of these
problems can be studied using Schro¨dinger like equations. In the case we attack
here, the potential is generated by lots of branes, and we analyze its interactions
with several fields. The problem is translated in usual equations of condensed
matter physics in order to study electrons inside semiconductors. Then, it is
interesting to explore situations in higher dimensional physics that resembles
those in lower dimensional cases. In this sense, an important issue in theoretical
condensed matter is the behavior of electrons inside periodic potentials. This is
the core of the Kronig-Penney model [38] which is based on Bloch‘s idea [39]: the
interaction of the electron with the particles in an one dimensional crystal can
be approximated by a periodic potential. By solving the Schro¨dinger equation
with that periodic potential, one can find the energy bands, and this tells us
the allowed mass values. We will use similar ideas in the crystal brane-world
scenario. We also discuss here the geometrical coupling in such a crystal. The
geometrical coupling is a technique developed to localize q-form fields. The
localization is done through the coupling with the Ricci scalar or Ricci tensor,
as can be seen in [40–43]. We study here the gauge, Kalb-Ramond and q-form
fields with both couplings. With that at hand, we generate new band gap
structures different from the case with dilaton coupling.
Within all that, in the case of a D-dimensional universe, there is the pos-
sibility of the existence of many antisymmetric fields [44]. However, in five
dimensions, the relevant ones are the one, two and three forms. This happens
because of the counting of physical degrees of freedom, and also because they
are canceled out in the visible brane due to the gauge freedom. The new field
that appear, for instance, the 2-form, is important because it may be related, for
example, to the spacetime torsion or the axion field [45–47]. The mass spectrum
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of the two and three forms are also studied in [45,48]. These fields appear natu-
rally in string theory and have a relation with the ADS/CFT conjecture [49–51].
Even so, we study again the essential cases of the gravitational field, the vector
field and the scalar field, for completeness.
The organization of this work is as follows. In section two we review the crys-
tal manyfold universe. Section three is devoted to the review of the gravitational
case. After that, we develop the general dispersion relation. In the next step,
we develop the parameters for all the fields that we deal with: scalar, gravita-
tional, gauge, Kalb-Ramond and q-forms. The study with geometrical coupling
is done in section six. Finally, we present our conclusions and perspectives of
future works.
2 Review of The Crystal Manyfold Background
In this section we make a brief review of the crystal manyfold background.
A discussion with more details can be found at [1]. The crystal manyfold is
described by an array of 2+n-branes in a 4+n-dimensional AdS space, equally
distant and with same brane tension. The action describing such a configuration
is
S =
∫
M
d4+nx
√
g4+n
(
R
2κ24+n
+ Λ
)
−
n∑
k=1
∑
jk
∫
jklk
d3+nx
√
g3+nσk. (1)
Where κ24+n =
8pi
Mn+2∗
, and M∗ is the fundamental scale of the theory. The
equation of motion from (1) is
GMN = κ
2
4+nΛδ
M
N −
n∑
k=1
√
g3+n√
g4+n
|kκ24+nσk
∑
j
(−1)jδ(zk−jlk)diag(1, 1, 1, 1, 1, ..., 0k, ..., 1).
(2)
Where zk parameterize the extra dimensions.
The general solution that is valid in the whole manifold (bulk and branes)
is written in the form
ds2n+4 = Ω
2(ηµνdx
µdxν +
n∑
k=1
(dzk)2), (3)
where n is the number of spatial extra dimensions. The solution for the confor-
mal factor Ω is
Ω−1 = K
n∑
k=1
S(kk) + 1, (4)
with K = (
√
nL)−1 and the functions S satisfying
2
d2S(zk)
d(zk)2
= 2
∑
j
(−1)jδ(zk − jlk), (5)
|dS(z
k)
dzk| = 1.
Here L is the AdS radius, and lk the separation of the branes. The function S
which solves (5) is the sawtooth function, that can be written as follow
S(zk) =

...
2plk − zk, for (2p− 1)lk < zk < 2plk;
zk − 2plk, for 2plk < zk < (2p+ 1)lk;
...
. (6)
In this manuscript we will deal only with one extra dimension, i.e., n = 1.
This means that we will work in the 5-dimensional case. In order to get the set
of equations that we will deal with, we just put n = 1 in the previous group of
equations.
Here, like in [12,35], we will also analyze the cases with the dilaton coupling.
The metric in this configuration reads
ds2 = e2A(y)ηµνdx
µdxν + e2B(y)dy2. (7)
By solving the Einstein’s equations with this metric one gets
B(y) =
A(y)
4
, pi = −
√
3M3A(y). (8)
In [4], the authors introduced a parameter b so that B(y) = (1−b)A(y). If b = 34
the dilaton is introduced together with its consequences. When b = 1 the dilaton
coupling disappear. They also introduced the transformation dydz = e
A(y)−B(y) =
ebA(y) = Ω(z) to be performed in (7), in order to obtain a conformal metric like
(3). The transformation leads to A¯(z) = ln Ω(z)/b, where A(y) = A¯(z).
3 Revisiting the Gravitational Case
In the previous section we revised the crystal manyfold background. In this one
we will review the dispersion relation found by [1] and [4]. We will show that
this dispersion relation is not correct, leading to wrong band gap structure for
the mass. After that, we show, clearly, how to get the right dispersion relation,
as well as the new results.
3.1 The Wrong Dispersion Relation
When treating the gravitational field, we are interested in linear perturbations of
the 4D metric of the form g¯µν = gµν+hµν [1]. Where hµν are the fluctuations in
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the transverse traceless gauge: ∇µhµν = hµν = 0. In first order, the perturbation
satisfy
δRµν =
1
2
Rλνhµλ +
1
2
Rλµhλν . (9)
Substituting the background metric (3) with n = 1, and defining the wave
function hµν = ΩΨ, where Ψ is a complex function that is formed by linear
combination of + and x polarizations, the authors in [1] found a Schro¨dinger
like equation
Ψ′′ +
(
m2 − 15
4(S(z) + L)2
)
Ψ +
3
S(z) + L
∑
j
(−1)jδ(z − jl)Ψ = 0. (10)
As claimed in [1] this is similar to a Schro¨dinger equation of an electron in a
periodic potential, which assembles the Kronig-Penney (KP) model [38].
The techinics used by them to solve (10) is similar to the (KG) model. Since
the metric is periodic, they choose two elementary cells where the Schro¨dinger
equation is solved. They chose the cells between 0 < z < 2l and 2l < z < 4l.
Because the presence of the delta function in (10),the boundary conditions for
the functions are continuous while the boundaries conditions for the deriva-
tive are not. In the vertex l and 2l they are: Ψ′(l+) − Ψ′(l−) = 3l+LΨ(l),
Ψ′(2l+) − Ψ′(2l−) = − 3LΨ(2l), Ψ(l+) = Ψ(l−) and Ψ(2l+) = Ψ(2l−) . Solving
the Schro¨dinger equation for these two elementary cells with the help of the
boundaries conditions, they find the following dispersion relation
cos(lq) =
(j2n1 + j1n2)(jˆ2nˆ1 + jˆ1nˆ2)− jˆ1jˆ2(j1j2 + 3n1n2)
2(j2n1 − j1n2)(jˆ2nˆ1 − jˆ1nˆ2)
(11)
− nˆ1nˆ2(3j1j2 + n1n2)
2(j2n1 − j1n2)(jˆ2nˆ1 − jˆ1nˆ2)
.
In q = 0 there is a gap in the spectrum os mass given by the equation
j1j2jˆ1jˆ2 + n1n2nˆ1nˆ2 + j2jˆ2nˆ1n1 + j1jˆ1n2nˆ2 = (12)
3j1jˆ2nˆ1n2 + 3jˆ1j2n1nˆ2 − 3jˆ1jˆ2n1n2 − 3j1j2nˆ1nˆ2.
This equation provides a constraint in m. Solving it gives us the lowest value of
mass, and consequently the magnitude of the gap. The authors in [1], does not
solve this equation explicit. What they do is just analyze the arguments of the
Bessel functions that are mL and m(l+L). Then, they argue that the only two
candidates for the mass gap (mgap) are L
−1 and (l + L)−1. The first option is
excluded, because that in the limit of l→∞ the single brane case [14] must be
satisfied. Then the mass gap must be
mgap =
O(1)
l + L
. (13)
In the next subsection, we will show that the result (11) is not right, as well as
the equation (12). We also calculate the explicit value of the numerator in (13),
finding a correction to the Newton’s law that is inside the experimental bounds.
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3.2 The Correct Dispersion Relation
Now we present the way that we calculated the dispersion relation for the grav-
itational case, which means that we start from equation (10). As in [1], we use
the analogy of electrons inside a crystal, that way we need to solve(10) for two
adjacent elementary cells. Solving for these two cells it is possible to relate the
constants in the wave functions in order to obtain the dispersion relation. The
procedure that we will use is based on the transfer matrix techinics, also used
in [4].The configuration for the two elementary cells can be seen in the figure
below
Wave functions traveling inside the crystal
Figure 1: One patch of the 1-D crystal (Two adjacent cells)
To calculate the boundaries conditions to (10) we have to realize that S(z) =
l for z = l, 3l, 5l, ... and S(z) = 0 for z = 0, 2l, 4l, .... Calculating the condition
in z = l and j = 1, we have
Ψ′(l+)−Ψ′(l−) = 3Ψ(l)
(l + L)
. (14)
And for z = 2l and j = 2, we find
Ψ′(2l+)−Ψ′(2l−) = − 3
L
Ψ(2l). (15)
Once that the wave function has no discontinuity, its boundaries conditions are
Ψ(l+) = Ψ(l−) and Ψ(2l+) = Ψ(2l−). (16)
The differential equation for the first cell can be written as
Ψ′′ +m2Ψ =
{
15
4(z+L)2 Ψ p/ 0 < z < l
15
4(2l−z+L)2 p/ l < z < 2l
. (17)
The above equations can be transformed in a standard Bessel equation through
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the transformation
Ψ =
{√
uΨ(u) u = m(z + L) p/ 0 < z < l√
vΨ(v) v = m(2l − z + L) p/ l < z < 2l . (18)
After doing the derivatives in (18), and substituting in (17), we found
{
u2Ψ′′(u) + uΨ′(u) + [u2 − 4]Ψ(u) = 0 u = m(z + L) for 0 < z < l
v2Ψ′′(v) + vΨ′(v) + [v2 − 4]Ψ(v) = 0 v = m(2l − z + L) for l < z < 2l .
(19)
We then see that ν = 2. This is the order of the Bessel functions that we will
consider from now on.
The solution for the first cell is given by
Ψ =
{√
u(AH+2 (u) +BH
−
2 (u)) 0 < z < l u = m(z + L)√
v(CH+2 (v) +DH
−
2 (v)) l < z < 2l v = m(2l − z + L).
(20)
Where H±2 are the Hankel functions of first and second kind of order two.They
are defined as
H+2 = J2 + iN2 and H
−
2 = J2 − iN2. (21)
with J2 and N2 being the Bessel functions of first and second kind and order
two. To simplify the solution (20), we define the quantities
E(u) =
√
uH+2 (u)
F (u) =
√
uH−2 (u)
G(v) =
√
vH+2 (v)
I(v) =
√
vH−2 (v)
, (22)
then equation (20) becomes
Ψ =
{
AE(u) +BF (u) 0 < z < l u = m(z + L)
CG(v) +DI(v) l < z < 2l v = m(2l − z + L) . (23)
It is important to not that in the vertex z = l we have
E(l) = G(l)
F (l) = I(l)
E′(l) = G′(l)
F ′(l) = I ′(l).
(24)
By using (24) and the boundaries conditions for the function and its derivative
in z = l, we get
6
(
E(l) F (l)
−mE′(l) −mF ′(l)
)(
C
D
)
=
(
E(l) F (l)
mE′(l) + 2cE(l)(l+L) mF
′(l) + 2cF (l)(l+L)
)(
A
B
)
.
(25)
Where E′(l) = dE(u)du |z=l and F ′(l) = dF (u)du |z=l. With this matrix we can relate
the constants C and D with A and B. It is valid to mention that when we derive
the Hankel functions we use the relation dH
±
du = H
±
1 − 2uH±2 . Also, we use the
following definitions in the vertex H±1,2(0) = H
±
1,2(2l) = H
±
1,2(4l) = hˆ
±
1,2(for all
l even ) and H±1,2(l) = H
±
1,2(3l) = h
±
1,2(for all l odd), where h
±
1 = j1 ± in1 and
h±2 = j2± in2. The same definition applies to hˆ±1,2, but with jˆ1,2 and nˆ1,2.When
we explicit the constants C,D, we have
(
C
D
)
=
− (h−2 h+1 +h+2 h−1 )h−2 h+1 −h+2 h−1 − 2h−2 h−1h−2 h+1 −h+2 h−1
2h+2 h
+
1
h−2 h
+
1 −h+2 h−1
(h−2 h
+
1 +h
+
2 h
−
1 )
h−2 h
+
1 −h+2 h−1
(A
B
)
= K
(
A
B
)
. (26)
The wave function for the first cell is
Ψ =

√
m(z + L)[AH+2 (m(z + L)) +BH
−
2 (m(z + L))] 0 < z < l√
m(2l − z + L)
[(
− (h−2 h+1 +h+2 h−1 )
h−2 h
+
1 −h+2 h−1
A− 2h−2 h−1
h−2 h
+
1 −h+2 h−1
B
)
H+2 (m(2l − z + L))
+
(
2h+2 h
+
1
h−2 h
+
1 −h+2 h−1
A+
(h−2 h
+
1 +h
+
2 h
−
1 )
h−2 h
+
1 −h+2 h−1
B
)
H−2 (m(2l − z + L))
]
l < z < 2l.
(27)
For the other cell the procedure is similar, and we get
Ψ =

√
m(z − 2l + L)[AˆH+2 (m(z − 2l + L)) + BˆH−2 (m(z − 2l + L))] 2l < z < 3l√
m(4l − z + L)
[(
− (h−2 h+1 +h+2 h−1 )
h−2 h
+
1 −h+2 h−1
Aˆ− 2h−2 h−1
h−2 h
+
1 −h+2 h−1
Bˆ
)
H+2 (m(4l − z + L))
+
(
2h+2 h
+
1
h−2 h
+
1 −h+2 h−1
Aˆ+
(h−2 h
+
1 +h
+
2 h
−
1 )
h−2 h
+
1 −h+2 h−1
Bˆ
)
H−2 (m(4l − z + L))
]
3l < z < 4l.
(28)
For each cell we have the wave function depending on just two constants,
we then have to relate them. To do it, we use the Boundaries condition for the
Bloch wave 1 together with the usual conditions
Ψ(2l) = e2iqlΨ(0)
Ψ(4l) = e2iqlΨ(2l)
Ψ(2l+) = Ψ(2l−)
Ψ′(2l+)−Ψ′(2l−) = − 3LΨ(2l).
(29)
Using the first condition in (29), and the equation (26) , we have
B =
(e2iqlhˆ+2 − hˆ+2 K11 − hˆ−2 K21)A
hˆ+2 K12 + hˆ
−
2 K22 − e2iqlhˆ−2
. (30)
1ψ(zi + 2l) = e
2iqlψ(zi)
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For the second cell, and using the second condition in (29)
Bˆ =
(e2iqlhˆ+2 − hˆ+2 K11 − hˆ−2 K21)Aˆ
hˆ+2 K12 + hˆ
−
2 K22 − e2iqlhˆ−2
. (31)
We yet define
f =
(e2iqlhˆ+2 − hˆ+2 K11 − hˆ−2 K21)
hˆ+2 K12 + hˆ
−
2 K22 − e2iqlhˆ−2
, (32)
which allows us to write (30) and (31) as B = fA and Bˆ = fAˆ. The third
condition in (29) leads to
Aˆ = e2iqlA. (33)
Then we have four constants and three equations; (30),(31) and (33). The other
equation that we need is found by using the last condition in (29), and using a
similar procedure that we did to find the transfer matrix through the vertex l,
the result is
(
Aˆ
Bˆ
)
=
− (hˆ−2 hˆ+1 +hˆ+2 hˆ−1 )hˆ−2 hˆ+1 −hˆ+2 hˆ−1 − 2hˆ−2 hˆ−1hˆ−2 hˆ+1 −hˆ+2 hˆ−1
2hˆ+2 hˆ
+
1
hˆ−2 hˆ
+
1 −hˆ+2 hˆ−1
(hˆ−2 hˆ
+
1 +hˆ
+
2 hˆ
−
1 )
hˆ−2 hˆ
+
1 −hˆ+2 hˆ−1
(C
D
)
= Kˆ
(
C
D
)
. (34)
Here Kˆ is the same matrix than K, but with h→ hˆ. Placing (29),(30),(31) and
(33) in (34),we get (
e2iql
fe2iql
)
= KˆK
(
1
f
)
. (35)
Until now our procedure assembles the ones used in [1] and [4].However,
there it is not very clear how they arrive in the dispersion relation starting from
equation (35). What we do now is to show how to solve this equation in a very
simple way. The equation above can yet be written as
(
e2iql − (Kˆ11K11 + Kˆ12K21) −(Kˆ11K12 + Kˆ12K22)
−(Kˆ11K12 + Kˆ12K22) e2iql − (Kˆ21K12 + Kˆ22K22)
)(
1
f
)
= 0 (36)
The above equation has solution if the determinant of the matrix that multiply(
1
f
)
be equal to zero, i.e,
e4iql − e2iql[(Kˆ21K12 + Kˆ22K22) + (Kˆ11K11 + Kˆ12K21)] + (37)
(Kˆ11K11 + Kˆ12K21).(Kˆ21K12 + Kˆ22K22)− (Kˆ11K12 + Kˆ12K22).(Kˆ21K11 + Kˆ22K21) = 0.
It can be written as
e4iql − e2iqlTr(KˆK) + det(KˆK) = 0. (38)
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Using (26) and (34),it is straightforward to show that det(KˆK) = 1. Then,using
the fact that det(KˆK) = 1, from (38) we get
cos(2ql) =
1
2
Tr(KˆK). (39)
Coming back with the definitions of h±1 and h
±
2 and putting in terms of cos(ql),
we have
cos(ql) =
√
−jˆ1jˆ2n1n2 − nˆ1nˆ2j1j2 + jˆ2nˆ1j2n1 + jˆ1nˆ2j1n2
(jˆ2nˆ1 − jˆ1nˆ2)(j2n1 − j1n2)
. (40)
It is clear that this dispersion is very different of (11). Then we felt the need to
review the works [1] and [4].We will now show the results that we found using
our dispersion relation, and compare with the old results.
In order to do the numerical calculations, we need to give the magnitude of
some parameters. If we want to have gravity in the observational bound, the
relation between l and L is l
3
L2 ≤ 1mm [1]. And M2PL ≈ M3∗LN . N is the
number of branes in the crystal. The fundamental scale satisfy M∗ ≈ 1L ∗ TeV
and, if we take l ≈ eV −1 << 1mm, we find N ≈ 1016, M∗ ≈ 100TeV ( 1L ≈ 100).
In (40), we have also used as the argument of the Bessel functions
nˆ2 = N2(mL) (41)
nˆ1 = N1(mL)
n2 = N2(m(l + L))
n1 = N1(m(l + L))
and
jˆ2 = J2(mL) (42)
jˆ1 = J1(mL)
j2 = J2(m(l + L))
j1 = J1(m(l + L)).
With l being the distance between the branes, and L the AdS radius.
If we set q = 0 in (40), we get the first gap of mass. From the equation that
we get, we can calculate the magnitude of the first mass mode. Here, contrarily
of [1], we do the calculation explicitly. In [1], the author just gave a heuristic
estimation of this mass. The mass found by them was mgap =
O(1)
l+L . This
numerator in their case is approximately 10. Here we find the exact value of
this numerator. When we put q = 0 in (40), we obtain the following equation
9
[N1(mL)J1(m(l + L))− J1(mL)N1(m(l + L))] ∗ (43)
[N2(mL)J2(m(l + L))− J2(mL)N2(m(l + L))] = 0.
Where we already use the definitions (41) and (42). To solve this equation we
use x = m(l+L), and with the relation l/L = 100 we obtain x101 = mL. As the
equation (43) is a product of two equations, we find two roots for x, obviously
we choose the lowest one to be our first mode.
Equation (40) gives us the allowed mass modes for the field. We did a plot
comparing it with (11). We also did a graphic, with (40), that shows the first
gap of mass (first value of mass after the zero mode). These plots are showed
below
(a) The lowest mass modes for
the gravitational field.
(b) Gap for the first mass mode.
Figure 2: The lowest mass modes for the gravitational field are represented in
(a). The dashed curve is the plot with the wrong dispersion relation, and the
solid curve the plot with the correct one. In (b), we have the gap between the
zero mode and the first mass mode using the correct dispersion relation.
In Figure2,the lowest mass modes are plotted in part (a).In part (b),we show
the gap between the zero mode and the first mass mode. Where f(x) is equal to
(40), and we have made x = m(l + L). As one can see in(a), the old dispersion
relation (dashed curve) says that the lowest mass mode has a maximum in
q = 0. However, within our results, the lowest mode has a minimum in q = 0.
In addition, with the old relation, there is no mass around q = 0 for m bigger
than m ≈ 9.5. That is not true according to our relation.
By solving equation (43), we find the value for the first mass mode: mgap =
3.83
l+L . With this mass in hands it is possible to estimate the corrections on
Newton’s law due to Bulk gravitons. The potential of interaction between two
particles of mass m1 and m2 separated by a distance r is
V = −Gm1m2
r
(
1 +
∫ ∞
mgap
dm
K
m
K
e−mr
)
. (44)
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After integration we get
V = −Gm1m2
r
(
1 +
L2
(l + L)r
e
−3.83r
(l+L)
)
. (45)
As l = 10−4mm and L = 10−10mm the correction is very small, bellow the
bound limit of the gravitational experiments; 1mm. Also, realize that due to
the gap, the corrections is O(r−2), in contrast with O(r−3) as showed in [14].
4 The General setup
In the previous section we developed the specific case of the gravitational field.
Now, we will construct the general Schro¨dinger equation and the dispersion
relation that is valid for any bosonic field. In the mathematical process of
separation of variables of the equations of motion, we eventually arrive at one
point where we deal with an equation of the form [35][
− d
2
dy2
+ P ′(y)
d
dy
+ V (y)
]
ψ(y) = m2Q(y)ψ(y). (46)
The terms in this equation are P (y) = γA(y), Q(y) = e−2bA(y) and V (y) = 0
for all the fields, except for gravity. The equation (46) can be put in the form
of a Schro¨edinger like equation through the transformations
dz
dy
= f(y), ψ(y) = Θ(y)ψ¯(z), (47)
with
f(y) =
√
Q(y), Θ(y) = exp(P (y)/2)Q(y)−1/4, (48)
and
U¯(z) =
V (y)
f2
+ (P ′(y)Ω′(y)− Ω′′(y))/Ωf2. (49)
In the equations above, the prime symbol is the derivative with respect to y. The
expression above is useful when dzdy = f(y) is not known. When this expression
is known, it is better to work with an expression that uses the derivatives in the
z coordinate
U¯(z) = V¯ (z)/f¯2(z) +
P¯ ′(z)Θ¯′(z)− Θ¯′′(z)
Θ¯(z)
− Θ¯
′(z)
Θ¯(z)
f¯ ′(z)
f¯(z)
, (50)
where f(y) = f¯(z). When all these steps are made, we get the desired Schro¨dinger
like equation [
− d
2
dz2
+ U¯(z)
]
ψ¯(z) = m2ψ¯(z), (51)
with U¯(z) given by
U¯(z) = cA¯′′(z) + c2[A¯′]2. (52)
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As we have A¯(z) = ln Ω(z)/b, we get
U¯(z) =
(
c
b
+
c2
b2
)
(Ω−1)′2
(Ω−1)2
− c
b
(Ω−1)′′
(Ω−1)
. (53)
It is valid to mention that we have used Ω−1 in the potential because of its
form (4). Now, using the explicit form of Ω−1 for n = 1, we get the following
Schro¨edinger like equation
Ψ′′ +
[
m2 −
(
c
b
+
c2
b2
)
1
(S(z) + L)2
+
2c
b
∑
j(−1)jδ(z − jl)
(S(z) + L)
]
Ψ = 0. (54)
Realize that this equation is very similar to (10), the difference is just some
parameters. As these parameters are constants, the procedure to solve this
equation for two adjacent cells is identical to the one did in section three. Fol-
lowing exactly the same steps took in the previous section, we arrive at the
general dispersion relation
cos(ql) = (55)√
−nˆν nˆν−1jνjν−1 − jˆν jˆν−1nνnν−1 + nˆν jˆν−1nνjν−1 + jˆν nˆν−1jνnν−1
(nˆν jˆν−1 − jˆν nˆν−1)(nνjν−1 − jνnν−1)
.
Where ν =
(
1
2 +
c
b
)
. Then, for each field,with or without the dilaton, we need
to find c and b.
5 Revisiting the Bosonic Fields in The Crystal
Manyfold
Here we will discuss each field separately. We will analyze the fields with and
without the dilaton coupling, just like in [4]. We also make some comments
about their localization. However, the main goal is to find the parameters that
will be used in the dispersion relation.
5.1 The Gravitational Field
As we already discuss the free case, here we will just show how is the behavior of
the gravity in the presence of the dilaton, just like in [12,37]. Again we consider
the Einstein’s equations in the axial gauge, and the equation that depends on
the extra dimension is[
−e2(A−B) ∂
2
∂y2
+ e2(A−B)B′
d
dy
+ 2e2(A−B)(A′′ −A′B′ + 2(A′)2)− ∂2
]
hµν = 0,
(56)
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with ∂2 ≡ ηµν∂µ∂ν . After the separation of variables hµν = h¯µνψ(y) we get
− ψ(y)′′ +B′ψ(y)′ + 2(A−A′B′ + 2(A′)2)ψ(y) = m2e2(B −A)ψ(y). (57)
Using the process described in section four, we get the Schro¨dinger equation(
− d
2
dz2
+ U¯
)
ψ¯ = m2ψ¯, (58)
with potential
U¯ =
3
2
e
3
2A
(
A′′ +
9
4
(A′)2
)
. (59)
Taking the transformation dzdy = e
− 34A(y), the potential above gets the form
U¯ =
3
2
A¯′′ +
9
4
A¯′2 (60)
which is in the form of (52), with c = 32 and, due to the presence of the dilaton,
b = 34 . In that way, we get the following value for ν: ν =
5
2 . The localization
using the dilaton coupling has been well discussed in [12].
The results for the gravitational field coupled with the dilaton are shown in
the figure bellow. Here we have considered the dilaton coupling as λ = 1√
(3M3)
.
We can see that there is a shift in the values of mass, when compared with the
results found with the dispersion relation found in [1]. Also, due to the presence
of the dilaton, the mass gap increases from mgap =
3.83
(l+L) to mgap =
4.76
(l+L) .
(a) The lowest mass modes for
the gravitational field with the
dilaton.
(b) Gap for the first mass mode.
Figure 3: The lowest mass modes for the gravitational field with the dilaton
are represented in (a). The dashed curve is the plot with the wrong dispersion
relation, and the solid curve the plot with the correct one. In (b), we have the
gap between the zero mode and the first mass mode using the correct dispersion
relation.
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5.2 The Scalar Field
Now, we turn our attention to the scalar field in the crystal manyfold. Here we
will follow the process that was done in [4]. We start with the dilaton free case
in which the action is given by
S =
1
2
∫
d5x
√−ggMN∂MΦ∂NΦ. (61)
The equation of motion obtained is
∂M [
√−ggMN∂NΦ] = 0. (62)
The zero mode solution is of the form Φ = Cφ(x), with C being a constant.
This implies an effective action given by
S =
∫
dzΩ(z)3
∫
d4xηµν∂µφ∂νφ. (63)
The first integral in the action above is finite. Then the scalar field can be
localized in any cell of the crystal. We see that the scalar field does not needs
any coupling in order to be localized. Yet, in [4], they analyze the case with the
dilaton coupling.
Before turning to the case with dilaton, let us first comment the massive
modes in the free case. From equation (62), we can get
− φ(y)′′ − 4A′(y)φ(y)′ = m2φ(y)e−2A(y), (64)
and using the process already described, we have the following potential for the
Schro¨edinger like equation
U = e2A
[
15
4
A′2 +
3
2
A′′
]
. (65)
Using the transformation dzdy = e
−A(y) we get
U¯(z) =
9
4
A¯′2 +
3
2
A¯′′. (66)
Then, for the dilaton free case, the scalar field has the same results of the
gravitational field with c = 32 ,and ν = 2. The band structure is the same of
Figure2.
When considering the coupling with the dilaton, the action is of the form
S =
∫
d5x
√−ge−λpigMN∂MΦ∂NΦ, (67)
where pi is the dilaton, and λ is the coupling parameter. The equation of motion,
that depends on the extra dimension and that we get from (67), is
φ(y)′′ −A′
(
15
4
+ λ
√
3M3
)
φ(y)′ = m2φ(y)e−
3
2A. (68)
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The Schro¨edinger equation that we get has as potential
U(y) = e
3
2A
[
A′2
(
α2
4
− 9
64
)
−A′′
(
α
2
+
3
8
)]
, (69)
where α = − 154 − λ
√
3M3. After the change for the z coordinate, with trans-
formation dzdy = e
− 34A, we arrive at
U¯(z) =
[
−
(
α
2
+
3
8
)
A′′ +A′2
(
α
2
+
3
8
)2]
. (70)
We then see that c =
(
3
2 +
λ
√
3M3
2
)
, and ν =
(
5
2 + 2λ
√
3M3
3
)
. As λ = 1√
(3M)3
,
ν = 3.17. Again, the dilaton field increases the mass for the first mass mode, the
mass gap is mgap =
5.35
(l+L) as can be seen in Figure4(b). Let us see the band gap
structure in this case. Once more the comparison between the two dispersion
relation, Figure 4(a), shows a change in the values of the massive modes.
(a) The lowest mass modes for
the scalar field with the dila-
ton.
(b) Gap for the first mass mode.
Figure 4: The lowest mass modes for the scalar field with the dilaton are repre-
sented in (a). The dashed curve is the plot with the wrong dispersion relation,
and the solid curve the plot with the correct one. In (b), we have the gap
between the zero mode and the first mass mode using the correct dispersion
relation.
5.3 The Gauge Field
Let us now see how is the behavior of the gauge field inside the crystal. We will
initially consider the free case and, after this, the case with the dilaton coupling.
The results about localization will end up being very similar to the cases of just
one brane [4,37]. Again we follow the steps made in [4]. The action for the free
case is given by
S = −1
4
∫
d5x
√−gFMNFMN , (71)
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with FMN = ∂[MAN ] being the field strength of the 1-form field AM . The
equation of motion from action (71) is
∂M (
√−ggMP gNQFPQ) = 0. (72)
From the equation above we get
− f(y)′′ − 2A′f(y)′ = m2fe−2A, (73)
where we have used the gauge A5 = ∂
µAµ = 0. Whit this, the acceptable
solution for the zero mode is f = C, where C is a constant. Then the gauge
field gets the form AM = CAM (x), which leads to the effective action
S = −1
4
∫
Ω(z)dz
∫
d4xFµνF
µν . (74)
From the form of Ω(z), we see that the gauge field is not localized in any cell of
the crystal. Some additional term needs to be added in the action in order to
achieve localization. The term that will be used by us, just like in [12], is the
dilaton one. But, before it, we analyze the massive modes without this case.
Using the equation (73), and the known process to obtain a Schro¨dinger like
equation, we have the following potential
U(y) = e2A
(
3
4
A′2 +
A′′
2
)
, (75)
and performing the transformation dzdy = e
−A(y), we get
U¯(z) =
[
1
4
A¯′(z)2 +
A¯′′(z)
2
]
. (76)
Then we see that in this case c = 12 and ν = 1. Plugging this value in the
dispersion relation we get the results showed in the figure bellow. As one can
see, differently of what happen in [4], there is mass around q = 0. In [4], the
mass modes were restricted to q ≈ 0.5pi/l, and this is not true. Also from
Figure5(b), we see that the first mass mode is mgap =
0.8
(l+L) .
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(a) The lowest mass modes for
the free gauge field.
(b) Gap for the first mass mode.
Figure 5: The lowest mass modes for the free gauge field are represented in (a).
The dashed curve is the plot with the wrong dispersion relation, and the solid
curve the plot with the correct one. In (b), we have the gap between the zero
mode and the first mass mode using the correct dispersion relation.
When we add the dilaton coupling the action reads
S = −1
4
∫
d5x
√−ge−λpiFMNFMN . (77)
The equation of motion is very similar to (72), but with the difference that the
term e−λpi appear inside the parenthesis. By using the same gauge as before,
and the relation B = A4 , we achieve
− f ′′(y)−A′
(
7
4
+ λ
√
3M3
)
f ′(y) = m2f(y)e−
3
2A. (78)
From this equation, and using dzdy = e
− 34A, we get
U¯(z) =
[
−A¯′′
(
α
2
+
3
8
)
+ A¯′2
(
α
2
+
3
8
)2]
, (79)
where α = −
(
7
4 + λ
√
3M3
)
, c =
(
1
2 +
λ
√
3M3
2
)
, which leads to ν =
(
7
6 +
2λ
√
3M3
3
)
.
The effective action is
S = −1
4
∫
dyeA(
1
4+λ
√
3M3)
∫
d4xFµνF
µν . (80)
Then, in order to have a gauge field localized in the crystal, we need that
λ > − 1
4
√
3M3
. This is the same condition obtained in the cases with just one
brane. Using the same value for the coupling as before, we get ν = 1.84. The
band gap structure is showed in the figure below. It is obvious the difference
among the solid and dashed curves. For instance, the dashed one tell us that
the lowest mode has a maximum in q = 0, while the solid says that the lowest
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mode has a minimum in this value of q. By one hand, for the dashed curve,
there is no mass mode allowed around q = 0 for M > 6. On the other hand, for
the correct dispersion relation, there is mass modes around q = 0 for M > 6.
Figure 6(b), tells the value of mgap =
3.61
(l+L) .
(a) The lowest mass modes for
the gauge field with the dila-
ton.
(b) Gap for the first mass mode.
Figure 6: The lowest mass modes for the gauge field with the dilaton are repre-
sented in (a). The dashed curve is the plot with the wrong dispersion relation,
and the solid curve the plot with the correct one. In (b), we have the gap
between the zero mode and the first mass mode using the correct dispersion
relation.
5.4 The Kalb-Ramond Field
In this subsection we will verify the characteristics of the Kalb-Ramond field in
the crystal manyfold. This is a rank two anti-symmetric field that appear as
a super gravity mass less mode in string theory. Here we will follow the same
procedure used in [4]. The action for such a field is given by
S = − 1
12
∫
d5x
√−gFMNRFMNR, (81)
where FMNR = ∂[MANR] is the field strength for the 2-form field. The equation
of motion is
∂M [
√−ggMLgNT gRPFLTP ] = 0. (82)
From this equation we obtain
− f ′′(y) = m2f(y)e−2A. (83)
For the zero mode, we have a solution for the field as AMN = CAMN (x). With
this and using the gauge Aµ5 = ∂
µAµν = 0, we get the effective action
S = − 1
12
∫
Ω(z)−2dz
∫
d4xFµνρF
µνρ. (84)
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The conclusion is, as
∫
Ω−2dz = ∞, the two form field is also not localized
freely.
The massive modes are studied from equation (83), i.e., we use it to obtain
the Schro¨edinger like equation with potential
U(y) = −e2A
(
A′′
2
+
A′2
4
)
. (85)
Using the transformation dzdy = e
−A(y), we have
U¯ =
(
A¯′2
4
− A¯
′′
2
)
. (86)
From this we see that c = − 12 , and consequently ν = 0. As ν = 0, and
remembering the properties of the Bessel functions j−1 = −j1 and n−1 = −n1,
the dispersion relation will be the same that for the case of the free gauge field.
These results are showed in Figure5.
If we consider the coupling with the dilaton, the action reads
S = − 1
12
∫
d5x
√−ge−λpiFMNRFMNR. (87)
Again, the equation of motion differ from (82)just by the term e−λpi, that will
be inside the brackets. However, with this change the analogue equation to (83)
is
− f(y)′′ − f(y)′A′
(
−1
4
+ λ
√
3M3
)
= m2e−
3
2Af(y). (88)
Using the process that we already know, we arrive at one potential identical
to (79), but with α = 14 − λ
√
3M3. This leads to c = − 12 + λ
√
3M3
2 , and
ν = − 16 + 2λ
√
3M3
3 . The effective action in this case is
S = − 1
12
∫
dyeA(−
7
4+λ
√
3M3)FµνρF
µνρ. (89)
This inform us that the Kalb-Ramond field is localized if λ > 7
4
√
3M3
. This case
shows an interesting result as we can see in Figure7(a). According to the new
dispersion relation, the dispersion for this field (with the dilaton coupling) is
linear, at the least for the values of q showed in Figure7(a), i.e., there is no gap
between the mass bands. This characteristic does not appear with the wrong
dispersion relation used in the work [4].
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(a) The lowest mass modes for
the Kalb-Ramond field with
the dilaton.
(b) Gap for the first mass mode.
Figure 7: The lowest mass modes for the Kalb-Ramond field with the dilaton
are represented in (a). The dashed curve is the plot with the wrong dispersion
relation, and the solid curve the plot with the correct one. In (b), we have the
gap between the zero mode and the first mass mode using the correct dispersion
relation.
5.5 The q-Form Field
We are now ready to generalize the cases discussed before, by studying the q-
form field in a p-brane in a D-dimensional space, with p = D − 2. It was also
studied in [4,53], and we follow very like these works. The action for the q-form
is
S = − 1
2(q + 1)!
∫
dDx
√−gFM1...Mq+1FM1...Mq+1 , (90)
where the general field strength associated to the q-form is FM1...Mq+1 = (q +
1)∂[M1AM2...Mq ]. The equation of motion is
∂M1 [
√−gFM1...Mq+1 ] = 0. (91)
By doing the process where the equation that depends on the extra dimension
is separated from the one that depends on the xµ, using the gauge Aµ1...µq−15 =
∂µ1Aµ1...µq = 0, and considering the q-form as AM1...Mq = AM1...Mq (x), we get
− f ′′(y)−A′(p− 2q + 1)f ′ = m2e−2Af(y). (92)
From the considerations above we get also the effective action
S = − 1
2(p+ 1)!
∫
dye(D−2q−3)A
∫
dD−1xFµ1...µq+1F
µ1...µq+1 , (93)
that tells us that, in order to obtain a localized q-form, it has to obey the
relation q < D−32 . For D = 5, we have q < 1, showing that in the free case, just
the 0-form is localized.
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The study of the massive modes is done with the use of equation (92). From
this, we get a Schro¨edinger like equation with potential
U(y) = e2A
[
−A¯′2
(
q − p
2
)
(p− 2q + 1)− A¯′′
(
q − p
2
)
− A¯′2
(
q − p
2
)]
. (94)
Through the relation between the coordinates z and y we obtain the potential
in the form (52)
U¯ =
[
A¯′2
(p
2
− q
)2
+ A¯′′
(p
2
− q
)]
. (95)
Then, we can easily see that c = p2 − q, and ν =
(
p+1
2 − q
)
. We can now turn
our attention to the q-form with the dilaton.
When we consider the action with the dilaton, it takes the form
S = − 1
2(p+ 1)!
∫
dDx
√−ge−λpiFM1...Mq+1FM1...Mq+1 . (96)
Using the gauge already mentioned in this subsection, we have the effective
action in the form
S = − 1
2(p+ 1)!
∫
dyeA(p−2q−3/4+λ
√
3M3)
∫
dD−1xFµ1...µq+1F
µ1...µq+1 . (97)
As we can see, the localization of the q-form, coupled with the dilaton, obeys
the relation λ > 8q−4p+3
4
√
3M3
.
The equation of motion that we get from action (96) is
∂M1 [
√−ge−λpiFM1...Mq+1 ] = 0. (98)
And from this one we have
− f ′′(y)−A′(p− 2q + λ
√
3M3 + 3/4)f ′(y) = f(y)m2e−3/2A. (99)
As we already know, from the last formula we have a Schro¨edinger like equation
and, in this case, the potential is
U¯ =
[
A¯′2
(
α
2
− 3
8
)2
+ A¯′′
(
α
2
− 3
8
)]
. (100)
In the formula above, α = 4p−8q+34 + λ
√
3M3, c = α2 − 38 and ν = 2α3 . We
can summarize the results of this section in two tables,one for the free case and
other for the coupling with the dilaton:
Table 1: Parameters for the cases without dilaton
Field value of ν Parameter b Parameter c
Gravitational 2 1 3/2
scalar 2 1 3/2
Gauge 1 1 1/2
Kalb-Ramond 0 1 -1/2
q-form 1+p2 − q 1 p2 − q
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Table 2: Parameters for the cases with dilaton
Field value of ν Parameter b parameter c
Gravitational 5/2 3/4 3/2
scalar 52 +
2λ
√
3M3
3 3/4 3/2 +
λ
√
3M3
2
Gauge 76 +
2λ
√
3M3
3 3/4 1/2 +
λ
√
3M3
2
Kalb-Ramond − 16 + 2λ
√
3M3
3 3/4 -1/2 +
λ
√
3M3
2
q-form 2α3 3/4 −
(
α
2 + 3/8
)
We can also discuss some results for the q-form field. In Figure8(a), accord-
ing to the dashed curve there are two different regimens, one for ν > 1, and
other for ν < 1. For ν > 1 the mass values increases, while for ν < 1 the mass
show a parabolic behavior. This is almost what happens with the solid curve,
except for the first two values of mass. Part 2) of Figure8(a) shows that the
second mass mode tends to zero. Things are completely different in Figure8(b).
According to the dashed curve, there is no mass below ν ≈ 1.6. And as we
can see, it does not happen for the solid curve. In this way, the analyses done
in [4] for the q-form field can not be performed. In that work, they say that
by controlling the dilaton coupling it is possible to generate or suppress mass
modes, and that is not true, once there is mass for all the values of ν.
(a) q = 0.5pi/l (b) q = 0.0
Figure 8: The mass dispersion against the order of the Bessel function
What is still valid for both dispersion relation is the plot of the mass against
the separation between the branes l, as you can see in Figure 9. There, the plot
was done for different values of ν. It shows that the mass decreases as m(l) ∝ 1l .
In the limit of l → ∞ there will be no gap, and the behavior of the system is
like that with just one brane [14].
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Figure 9: The lowest mass modes against the distance between the branes.
6 Bosonic Fields in the Crystal Manyfold (With
Non-minimal Coupling)
In this section we will study the gauge,Kalb-Ramond and q-form fields in the
background of the crystal manyfold. The results of this section are new,and that
way there is no comparison to be made. This time we take the couplings with
geometrical quantities: the Ricci scalar and the Ricci tensor. The Schro¨dinger
equation will be very like (53), but with the difference that b = 1, once now there
is no dilaton coupling. As the Schro¨dinger equation changes just for a constant,
the dispersion relation still remains as in (55). We start with the study of the
gauge field. Also, because b = 1, the metric is ds2 = e2A(y)ηµνdx
µdxν + dz2,
and the value of ν is ν2 =
(
1
2 + c1
)2
.
6.1 The Gauge Field
We start our discussion with both couplings: the Ricci scalar and the Ricci
tensor. The action, in five dimensions, takes the form
S = −
∫
d5x
√−g
[
1
4
FMNF
MN +
λ1
2
RAMA
M +
λ2
2
RMNA
MAN
]
. (101)
Here FMN = ∂[MAN ]. The equation of motion that we obtain from this action
is
∂M [
√−gFMN ] = λ1
√−gRAN + λ2
√−gRMNAM . (102)
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Due to the fact that FMN be antisymmetric, we have from the above equation
∂µ[λ1e
3ARAµ + λ2e
ARµνA
ν ] = −∂5[λ1e3ARA5 + λ2eAR55A5] = 0. (103)
From equation (102), we get the following equations
∂5[e
AF 5ν ] + ∂µ[e
AFµν ] = λ1e
3ARAν + λ2e
ARνµA
µ = 0, (104)
and
∂µF
µ5 = λ1e
2ARA5 + λ2R
5
5A
5. (105)
Now, by using the identities in [19], which are ∂µF
µν = AνT ;F 5µ = ∂5A
µ
T +
F 5µL ;F
µ5
L =
∂µ
 ∂νF
ν5 and the separation for the field Aµ = AµT +A
µ
L, where A
T
µ
is the transverse part of the field and ALµ is the longitudinal one, we can have
from equation (105)
∂µF
µ5
L − λ1e2ARA5 − λ2R55A5 = 0. (106)
Using the identities in (104), we get
eAAνT + ∂5[eA∂5AνT ] + ∂5[eAF 5νL ] (107)
−λ1e3ARAνT − λ1e3ARAνL − λ2eARνµAµT − λ2eARνµAµL = 0.
With the help of the mentioned identities, we can prove that
∂5[e
AF 5νL ] = λ1e
3ARAνL+e
Aλ2R
ν
α
∂α
 (∂µA
µ
L) = λ1e
3ARAνL+λ2e
ARνµA
µ
L. (108)
By replacing (108) in (107), we have
eAAνT + ∂5[eA∂5AνT ]− λ2eA
Rββ
4
AνT = 0. (109)
In order to solve the above equation, we propose the following ansatz:
AνT (x, z) = e
−A2 χ(y)AˆνT (x). With that we have for the function of the extra
dimension
χ′′ −
[
A′′
(
1
2
− 8λ1 − λ2
)
+A′2
(
1
4
− 12λ1 − 3λ2
)]
χ = −m2χ. (110)
Here we can define c1 =
1
2 − 8λ1 − λ2 and c2 = 14 − 12λ1 − 3λ2. For the zero
mode, the equation above admits a solution of the form χ = eaA. The potential
of (110) is of the form U = c1A
′′+ c2A′2. Using the solution proposed, it is easy
to see that c1 = a and c2 = a
2, or just c21 = c2. However, just with this condition
we can not find the two coupling constants. In order to find both of them we
need one more condition. This condition is obtained observing the asymptotic
behavior of the potential in (110). In essence we observe the behavior of the
warp factor A(y). The general case is well done in [23]. The condition found
in [23] was 2c1 > d, where d is the number of extra dimensions and, in our case,
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d = 1. We will use these two conditions, c21 = c2 and 2c1 > 1, to find the values
of λ1 and λ2. Using the condition c
2
1 = c2, we obtain
λ±2 = −(1 + 8λ1)±
√
12λ1 + 1. (111)
Getting λ+2 , and using the formula for c1, we have c
+
1 =
3
2 −
√
12λ1 + 1. In the
same way, with λ−2 we have c
−
1 =
3
2 +
√
12λ1 + 1. With c
−
1 and the condition
2c1 > 1 we get λ1 ≥ − 112 . With c+1 we have λ1 < 0. If we get the value
λ1 = − 112 , and put in λ±2 we obtain λ2 = − 13 . Substituting λ1 and λ2 in c1 and
c2, we get c1 =
3
2 and c2 =
9
4 . This leads to the solution χ = e
3
2A for the zero
mode of (110). The effective action for the zero mode is given by
Seff = −
∫
e3A(z)dz
[∫
d4x
1
4
F˜µνT F˜
T
µν
]
. (112)
And with A(z) = − ln(K|z|+1), we get for the first integral in the above action
the value 1k . Then we have a zero mode localized in the brane.
We can now analyze the values of ν that will be used in the dispersion
relation (55). The value of ν is ν =
(
1
2 + c1
)
. Placing the value of c1 we find
that ν = 2. We realize that this value is the same of the cases of the free scalar
and free gravitational fields. However, we can make some changes. For example,
we can make λ1 = 0 which means to take off the Ricci Scalar,which means that
we are in a model like in [43]. With that, we get ν = 3. We can also turn off the
parameter λ2, putting the Ricci tensor out off the game, this model is showed
in [19]. By doing that, we arrive at ν = 32 . From the equation (105), we see that
we have to deal with the localization of a scalar field. But we will not focus in
this part.
The results for the mass modes that we get in this case are showed in Figure
10. The results for ν = 2 were already showed in Figure 2. In Figure 10, when
λ1 is turned off (there is just the Ricci tensor) we have ν = 3. For λ2 = 0, we
have ν = 32 . We also realize that there is a big gap between the first mass mode
and the next ones. This tell us that just the first mass mode has a chance to
be found,in the near future. The gap between the zero mode and the first mass
mode for ν = 1.5 and ν = 3 are, respectively, 3.39l+L and
5.4
l+L . For ν = 2, the gap
mass, as we saw before, is mgap =
3.83
(l+L) . After the conversion we get one mass
of order 10−29kg. This is above the lower bound limit imposed in the tests for
a massive photon [54].
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(a) Gauge field with both cou-
plings ν = 2,just with the Ricci
scalar ν = 1.5 and just with the
Ricci tensor ν = 3
(b) Gap for the first mode for ν = 1.5.
(c) Gap for the first mode for ν = 3
Figure 10: The allowed mass modes with the geometrical coupling(gauge field),
and the respective gap for different values of ν.
6.2 The Kalb-Ramond Field
Let us now turn our attention to the Kalb-Ramond field. While in the local-
ization process of the 1-form field we get a scalar field along the way, in the
dimensional reduction of the Kalb-Ramond field we have a 2-form field local-
ized and also a 1-form field. In that way, the localization of the Kalb-Ramond
field induces a localization of a 1-form field as discussed in [42]. The action for
the Kalb-Ramond field in five dimensions with the two geometric quantities is
S = −
∫
d5x
√−g
[
1
12
FM1M2M3F
M1M2M3 +
λ1
4
RAM2N2AM2N2+ (113)
λ2
4
gN1N2RM1M2AM1N1AM2N2
]
.
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Where FM1M2M3 = (q + 1)∂[M1AM2M3], with q = 2. This action leads to the
following equation of motion
∂M1 [
√−gFM1M2M3 ]− λ1
√−gRAM2M3 − (114)
λ2
√−ggN1[M3RM2]M1AM1N1 = 0.
The last term appears anti-symmetrized due to AM1M2 be antisymmetric. Just
like we did in the case of the 1-form field, we use the fact that the field strength
is completely antisymmetric to get the following equation from (114)
∂M2 [λ1
√−gRAM2M3 + λ2
√−ggN1[M3RM2]M1AM1N1 ] = 0. (115)
We can split the equation (114) in two parts, one tensorial and other vectorial.
By fixing M2 = ν and M3 = 5, we get the vector part as
∂µF
µν5 − λ1e2ARAν5 − λ2
2
R55A
ν5 − λ2
2
Rββ
4
Aν5 = 0. (116)
When we fix M2 = µ and M3 = ν in (114), we have the tensor part given by
∂ρF
ρµν + eA∂5[e
−AF 5µν ]− λ1e2ARAµν − λ2
Rββ
4
Aµν = 0. (117)
We now work with equation (115). We make M3 = 5 to get
∂µ(λ1e
ARAµ5) + (λ2e
−AR
β
β
8
+
λ2
2
e−AR55)∂µA
µ5 = 0. (118)
From the last equation, we see that the vector field Aµ5, once that R, Rββ
and R55 depends only of A(y) and its derivative, obeys the transverse condition
∂µA
µ5 = 0. For M3 = ν in (115), we obtain
∂5
[
λ1Re
A +
λ2
2
e−A
(
R55 +
Rββ
4
)]
A5ν + ∂µ
[
λ1e
AR+ λ2e
−AR
β
β
4
]
Aµν = 0.
(119)
We see that the Kalb-Ramond field does not have null divergence. Because of
that we split it like done in [41,42]
AµνT = A
µν +
1
∂
[µ∂ρA
ν]ρ ; AµνL = −
1
∂
[µ∂ρA
ν]ρ. (120)
We have to show that the longitudinal and transverse part of the field can be
decoupled. For this we use the identities
∂µF
µνρ = AνρT ; F
5µν
L = −
1
∂
[µ∂ρF
ν]ρ5 ; Fµν5 = ∂5AµνT +F
µν5
L . (121)
We now use (121) in (117), the result is
AµνT + eA∂5[e−A∂5A
µν
T ] + e
A∂5[e
−AF 5µνL ] (122)
−λ1e2ARAµνT − λ1e2ARAµνL − λ2
Rββ
4
AµνT − λ2
Rββ
4
AµνL = 0
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With the help of the second identity in (121), and with the equation (116) and
(119), we show that
eA∂5[e
−AF 5µνL ] =
(
λ1e
2AR+ λ2
Rββ
4
)
AµνL . (123)
Placing (123) in (122) we arrive at
AµνT + eA∂5(e−A∂5A
µν
T )− λ1e2ARAµνT − λ2
Rββ
4
AµνT = 0. (124)
The standard solution that is proposed to solve the above equation is AµνT =
e
A
2 A˜µνT (x)ψ(z). By plugging this solution in (124) we have
ψ′′ −
[
A′′
(
−1
2
− 8λ1 − λ2
)
+A′2
(
1
4
− 12λ1 − 3λ2
)]
ψ = −m2ψ. (125)
Like we did in the previous section, we have to use two conditions to determine
λ1 and λ2. Here c1 = − 12 − 8λ1 − λ2 and c2 = 14 − 12λ1 − 3λ2. The conditions
are the same used in the case of the gauge field. By using them we have
λ±2 = −8λ1 − 2± 2
√
3λ1 + 1. (126)
Substituting λ+2 in c1, we find λ1 < − 14 . With λ−2 we get λ1 ≥ − 13 . Using
λ1 = − 13 in λ2, we find λ2 = 23 . With the values of λ1 and λ2 at hand, we
find that c1 =
3
2 and c2 =
9
4 . Coincidentally, we find the same values as for the
gauge field. With that, the solution is given by ψ = e
3
2A.
With c1 =
3
2 we have ν = 2. However, if we make λ2 = 0, model treated
in [42], we have c1 = 2 which leads to ν =
5
2 . Also, if we turn off the λ1
parameter, model studied in [40], we get c1 =
7
2 , then ν = 4. The effective
action for the zero mode of the Kalb-Ramond field is
Seff = − 1
12
∫
e3Adz
∫
d4xFˆTµνρFˆ
µνρ
T , (127)
and this represents the action of a localized zero mode on the brane. The plots
for the Kalb-Ramond field are showed in Figure11. When considering both
couplings, we have ν = 2. Just like in the case of the gauge field. If we take off
the Ricci tensor, we have ν = 2.5. By making λ1 = 0(just the Ricci tensor), we
get ν = 4. The first mass mode for ν = 2.5 and ν = 4 are, respectively, 4.46l+L and
6.6
l+L .
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(a) Kalb-Ramond field with
both couplings ν = 2,just with
the Ricci scalar ν = 2.5 and
just with the Ricci tensor ν = 4
(b) Gap for the first mode for ν = 2.5.
(c) Gap for the first mode for ν = 4
Figure 11: The allowed mass modes with the geometrical coupling(Kalb-
Ramond field), and the respective gap for different values of ν.
6.3 The q-Form Field
Now we generalize the previous results to the case of the q-form field. We will
see if it is possible to localize it in a (D − 1)-brane, and also analyze the value
of ν. The action for the q-form with both couplings is
S = −
∫
dDx
√−g
[
1
2(q + 1)!
FM1M2...Mq+1F
M1M2...Mq+1 +
λ1
2q!
RAM2...Mq+1A
M2...Mq+1(128)
+
λ2
2q!
gM1N1R
M1M2gN1N2gM3N3 ...gMq+1Nq+1AM2M3...Mq+1AN2N3...Nq+1
]
.
The field strength is given by FM1M2...Mq+1 = (q + 1)∂[M1AM2M3...Mq+1]. The
equation of motion that we obtain from (128) is
∂M1 [
√−gFM1M2...Mq+1 ]− λ1R
√−gAM2M3...Mq+1 (129)
−λ2
2
√−ggM1N1RM1[M2AN1M3]...Mq+1 .
29
In the equation above the indices M2 and M3 are anti-symmetrized. Just like in
the previous two cases, we use the anti-symmetry of the field strength to obtain
∂M2
[√−gλ1RAM2M3...Mq+1 + λ2
2
√−ggM1N1RM1[M2AN1M3]...Mq+1
]
= 0.
(130)
What we have to do now is decompose the q-form in D-dimensions in a q-form
and a (q-1)-form in (D-1)-dimensions. In order to do that we have to expand
the equation (129). With this expansion, we will get two different equations,
one with one of the free indices equal 5 and other which none of the free indices
equal to 5.
By doing M2 = 5 in (129), substituting the
√−g and the term of the metric,
the equation of motion becomes
∂µ1 [e
αqAFµ1µ2...µq5]− eβqAλ1RAµ2...µq5 (131)
−λ2
2
eαqA
(
R55 +
Rββ
4
)
Aµ2...µq5 = 0.
Making M2 = µ2 in (129), we get
eαqA∂µ1F
µ1µ2...µq+1 + ∂5[e
αqAF 5µ2...µq+1 ] (132)
−eβqAλ1RAµ2µ3...µq+1 − λ2eαqA
Rββ
4
Aµ2...µq+1 = 0.
Where αq = [D − 2(q + 1)] and βq = (D − 2q). In the case of the 1-form, we
have ∂µF
µ5 − λ1Re2AA5 − λ2R55A5 = 0, i.e., the equation (131) is not valid
for the 1-form. This is due to the fact that none of the indices of RM1M2 be
anti-symmetrized with the indices of the field. In that way we can correct the
equation (131) in the following way
∂µ1 [e
αqAFµ1µ2...µq5]− eβqAλ1RAµ2µ3...µq5 (133)
−λ2eαqA
(R55 + kR
β
β)
(k + 1)
Aµ2µ3...µq5 = 0,
where k = 0 for the 1-form and k = 1 for the rest. Now, we turn our attention
to (130). By making some changes in the indices we can write it as
∂M1 [
√−gλ1RAM1M2...Mq ] + ∂M1
[
λ2
√−g
2
gN3N1R
N3[M1AN1M2]...Mq
]
= 0.
(134)
Then, fixing M2 = 5 in (134), we get the divergence condition to the (q-1)-form
∂µ1A
µ1µ2...µq−15 = 0. Making M2 = µ2 in (134), we get
∂5
[
eβqARλ1A
µ1...µq−15 + eαqA
(R55 + kR
β
β)
(k + 1)
Aµ1µ2...µq−15
]
(135)
+
[
eβqAλ1R+ λ2e
αqA
Rββ
4
]
∂µ1A
µ1µ2...µq = 0.
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Then we see that a q-form has no null divergence. Just like in all the previous
cases, we propose the decomposition of it in its transverse and longitudinal parts
A
µ1µ2...µq
T = A
µ1µ2...µq +
(−1)q
 ∂
[µ1∂ν1A
µ2...µq ]ν1 (136)
A
µ1µ2...µq
L =
(−1)q−1
 ∂
[µ1∂ν1A
µ2...µq ]ν1
Aµ1µ2...µq = A
µ1µ2...µq
T +A
µ1µ2...µq
L .
By using (136) we can write (132) as
eαqA∂νF
νµ1...µq + ∂5[e
αqAF 5µ1...µq ]− eβqAλ1RAµ1...µqT (137)
−eβqAλ1RAµ1...µqL − λ2eαqA
Rββ
4
A
µ1...µq
T − λ2eαqA
Rββ
4
A
µ1...µq
L .
We yet use the generalized identities for the q-form that can be found at [41,43]
Fµ1µ2...µq5 = F
µ1µ2...µq5
L + ∂
5A
µ1µ2...µq
T (138)
F
µ1µ2...µq5
L =
(−1)q−1
 ∂
[µ1∂νF
µ2...µq ]ν5
∂νF
νµ1...µq = Aµ1...µqT .
Substituting (138) in (137), we get
eαqAAµ1...µqT + ∂5[eαqA(F
5µ1...µq
L )] + ∂5[e
αqA(∂5A
µ1...µq
T )](139)
−eβqAλ1RAµ1...µqT − eβqAλ1RAµ1...µqL − λ2eαqA
Rββ
4
A
µ1...µq
T − λ2eαqA
Rββ
4
A
µ1...µq
L .
By using the second identity in (138),(133),(135) and (136) we can show that
the second term in (139) is
∂5[e
αqA(F
5µ1...µq
L )] =
(
eβqAλ1R+ λ2e
αqA
Rββ
4
)
A
µ1...µq
L . (140)
Then, plugging (140) in (139) we have
eαqAAµ1...µqT + ∂5[eαqA(∂5A
µ1...µq
T )] (141)
−eβqAλ1RAµ1...µqT − λ2eαqA
Rββ
4
A
µ1...µq
T = 0.
As a solution for the above equation we proposeA
µ1...µq
T = Aˆ
µ1...µq
T (x)e
−αqA2 ψ(z).
With this solution in (141) we separate the variables obtaining one equation
that depends on the extra dimension and other that has a xµ dependence. The
equation that depends on the extra dimension is
ψ′′ −
[
A′′
(αq
2
− 2λ1(D − 1)− λ2
)
+A′2
(
α2q
4
− λ1(D − 1)(D − 2)− λ2(D − 2)
)]
ψ = −m2ψ,(142)
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where we have used the Ricci scalar and Ricci tensor in D− dimensions com-
puted in [23, 43]. Here we have c1 and c2 as c1 =
αq
2 − 2λ1(D − 1) − λ2 ,
c2 =
α2q
4 −λ1(D−1)(D−2)−λ2(D−2). In order to determine λ1 and λ2 we use
the same process as before, using c21 = c2 and 2c1 > d, where d is the number
of extra dimensions. By using the condition c21 = c2 we get
λ±2 = −
[−αq + 4λ1(D − 1) + (D − 2)]
2
(143)
±1
2
√
α2q + 4λ1(D − 1)(D − 2)− 2αq(D − 2) + (D − 2)2.
We then use the second condition 2c1 > d, together with the values of λ2, to
find the range of values for λ1
2αq(D − 2)− (D − 2)2 − α2q
4(D − 1)(D − 2) ≤ λ1 <
(D − d− 2)2 + 2αq(D − 2)− (D − 2)2 − α2q
4(D − 1)(D − 2) .
(144)
Getting the exact value of λ1 we find the following result for λ2
λ2 = − [−αq + 4λ1(D − 1) + (D − 2)]
2
. (145)
With the values of λ1 and λ2 found, we then have c1 and c2 as c1 =
(D−2)
2
and c2 =
(D−2)2
4 . This leads to the solution ψ = e
(D−2)A
2 . We see that it is
independent of the q-form. The value of ν is ν2 =
(
D−1
2
)2
. If D = 5 we always
get ν = 2. This is the reason why we get the same parameters for the gauge
and Kalb-Ramond fields. The effective action for the zero mode of the q-form
is
Seff = − 1
2(q + 1)!
∫
e(D−2)Adz
∫
d4xFˆTµ1µ2...µq+1 Fˆ
µ1µ2...µq+1
T . (146)
Which tells us that we have a localized zero mode of the q-form for D > 3.
7 Conclusion
In this paper, we studied the behavior of bosonic fields in the crystal manyfold
background. We revised the works [1, 4] where we found some mistakes in the
calculations of the dispersion relation what leads to incorrect band gap struc-
tures. We then show how to get the correct dispersion relation and compare
our results with the previous ones. The study is made for the scalar, gravi-
tational, gauge, Kalb-Ramond and q-form fields, with and without the dilaton
coupling. We also introduced in this same background the geometrical coupling,
and studied the gauge, Kalb-Ramond and q-form fields.
When we regard the free behavior, the scalar and gravitational fields have
the same dispersion relation due to the fact that both have ν = 2. This value
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for ν is also found in the geometrical coupling when we consider the Ricci scalar
and Ricci tensor. Yet in the free case, the gauge and Kalb-Ramond fields have
the same mass dispersion due to the property of the Bessel functions already
mentioned in the results.
When the dilaton coupling is considered, the dispersion relation is different
for all the fields. And then, for each of them, we have a different band gap
structure. The most interesting is the band gap structure of the Kalb-Ramond
field. It is the only one that is linear for the values of q considered. In that way,
it is the unique that does not show a gap between the mass band. The analyses
for the q-form field also changes. In the work [4], they said that it is possible to
generate or suppress mass modes by controlling the dilaton coupling. According
to our results it is not true.
In all the cases studied, we also gave the value for the first mass mode for
each field. These results were achieved through the dispersion relation, when
we made q = 0. These mass represents the gaps between the zero mode and the
first mass modes. We found, for example, that we can have a massive photon
with mass of order 10−29kg.
For the case of the geometrical coupling we already see that when both
of parameters are different of zero, we get the same results that for the free
scalar and gravitational fields. When one of the parameters are turned off we
get different results. When we generalize to the q-form case, we see that the
parameter ν is ν2 = (D−12 )
2. Then, if D = 5 the result will always be ν = 2.
This is why we got ν = 2 for the scalar, gauge and Kalb-Ramond fields. As
future work we intent to study fermions in this background.
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