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ABSTRACT 
A new approach for unconstrained optimization of a function f(x) 
has been investigated. The method is based on solving the differential 
equation ~~ = ± Vf(x) which defines orthogonal trajectories in Rn-space. 
A number of numerical integration techniques .have been used for solving 
the above differential equation, the most powerful one which gives rise to 
a. very efficient optimization algorithm is the generalization of the 
Trapezoidal rule. The interaction between the parameters which appear 
as a result of using the numerical integration has been investigated. 
In the above approach factorization of the positive definite matrix 
(eG + AI), allowing some control over the diagonal elements of the matrix. 
is presented. 
A Liapunov function approach has been used in constructing a number 
of different differential equations of the above form. It is well known 
that if a Liapunov function which satisfies certain conditions can be 
found for a given system of differential equations then the origin of 
the system is stable. Pursuing this idea further we constructed a Liapunov 
function and then the corresponding differential equation. Application 
of this differential equation to the problem of finding a minimum of a 
function f is shown to yield a vector that converges to a point where 
Vf = o. 
The use of differential equations is also extended to the optimal 
control problem. The technique is only applicable to unconstrained optimal 
, 
control problems. If a terminal condition and inequality constraints are 
presented, the problem should be converted to unconstrained form, e.g. by 
the use of penalty functions. The method tends to converge, even from a 
poor approximation point to the minimum without using line searches. 
1 
CHAPTER 1 
INTRODUCTION 
1.1 THE PROBLEM. 
The problem considered is the minimization or maximization of a 
real valued function f(x) of n variables over a subset D of Rn. 
It is assumed that the gradient vector 
af 
ax
Z
' ••••• 
and the Hessian matrix 
G ; [G .. ) ; [ aZf ) ~J ax. eX. 
~ J 
of f(x) can be evaluated analytically. 
2i) ax 
n 
i,j = 1,2, ... ,n 
Most methods for solving such problems involve generating a sequence 
X of points via the iteration 
n 
(1.1) 
where t E R determines the length of the step to be taken in the 
n 
direction,p from the point X once p is chosen. There are various ways 
n n n 
of selecting the parameter t • among the most common are line search 
n 
techniques (in which the parameter t is determined by solving a one 
n 
dimensional minimization problem along the' vector p ) and methods such 
n 
as the Goldstein-Armijo algorithm (see Ortega and Rheinboldt 1970). 
Most methods for minimization of the objective function f(x) by 
using the iterate (1.1) can be classified according to the way in which 
the direction vector p is chosen. 
n 
2 
If the choice 
p = - 'Vf (x ) 
n n 
(1. 2) 
is made, then the method is of gradient type, while if Pn is chosen 
as 
p = _ fG(x )TI 'Vf(x ) 
n L n~ n (1. 3) 
then the method is of Newton type •. From one point of view, the search 
direction of the gradient type methods can be interpreted as being based 
on a linear approximation of the objective function. On the other hand 
; 
the Newton type method~ originate from a quadratic approximation to 
the objective function f(x). The quadratic approximation of f(x) in 
terms of (x-x ) is given by the truncated Taylor series 
n 
f(x) = f(x ) + 'VTf(x ) (x-x ) + I (x-x )T G(x )(x-x ) 
n n n 2 n n n (1.4) 
Although the gradient and the Newton type methods are the corner 
stone for many of the powerful optimization methods, they have certain 
disadvantages such as the need for exact determination of the step size 
t , the slow convergence of gradient methods and the narrow region of 
n 
convergence for the Newton methods. A major drawback to Newton methods 
(other than the difficulty of obtaining the inverse of the Hessian 
matrix) is that the value of the objective function is only guaranteed 
to be improved on each iteration if the Hessian matrix G(x) of the 
objective function is positive definite. G(x) is positive definite for 
strictly convex functions, but for general functions, Newton's method 
may lead to search directions diverging from the minimum of f(x). 
As a possible way to overcome some of these difficulties, 
3 
Goldstein (1965), Daniel (1971) have suggested replacing the vector 
p in (1.1) by a more general curvilinear path p(x , t ) so that 
n n n 
(1.1) becomes 
x = x + p(x , t ) 
n+l n n (1.5) 
The main idea behind using (1.5) instead of (1.1) is that of 
selecting the step size in a certain way (not necessarily exact) 
such that Y
n 
(the directional derivative of the function f(x + p(x ,t» 
n n 
converges to zero as n increases. However the function f(x) needs to 
possess certain properties and to satisfy certain conditions, some of 
which are rather difficult to meet from a practical point of view as 
confirmed by Daniel (1971). 
Our approach to this problem is to construct the curvilinear 
path by following the trajectories defined by certain differential 
equations. The rationale behind the use of the differential equations 
is that if one moves in the direction in which the function is decreasing 
most ra~idly and if the step size is small enough, then one can guarantee 
that the function is decreasing and will eventually reach a point where 
it cannot be decreased any further, assuming that a minimum does exist. 
In the limit as the step size get smaller, a curvilinear path is defined 
which begins at some initial point in the space Rn and passes through 
the minimum. This curvilinear path can be characterized in the following 
way. 
Let the initial point be x and let its distance, measured along 
o 
the curvilinear path, from some arbitrary point x be denoted by s. 
It is then possible to define the point x as a function of the arc 
length. That is 
x = 1/I(s) (1. 6) 
4 
As a consequence of this it follows that 
x = 1jJ (0) • 
o 
(1. 7) 
We now wish to move along that curvilinear path for which the 
objective function f(x) is decreasing most rapidly. Denoting the 
gradient vector of f(x) at x by g(x), c1earty this will be achieved 
along that path whose forward tangent 1jJ'(s) lies along the anti gradient 
vector (-g(1jJ(s». Thus the required path may be obtained as a solution 
of the vector differential equations 
and assuming 
1jJ' (s) = - g(1jJ(s» 
s = set) where t is a parameter 
d1jJ dt 
dt ds 
ds 
dt 
- g(1jJ) 
11 g(1jJ) 11 
then (l.Ba) will become 
dl/! = 
dt 
g(l/!) 
(loB) 
(1. Ba) 
(l.Bb) 
and this is clearly equivalent (from the point of view of stability) 
to 
d1jJ = 
dt - g(l/!) (1.9) 
These differential equations form the basis for detailed study 
in this thesis. They are not, however the only possible differential 
equations that can be used for optimization and therefore general 
procedures for deriving differential equations for this purpose are 
5 
investigated. Thus this study will also consider the construction 
of additional differential equations and subsequently the application 
of such equations in the development of practical methods for the 
n 1 
minimization of a function f : R ~ R. Before we describe the 
present work, we give here a brief account of the related historical 
background. 
Davidenko (1953) has considered differential equations as a tool 
for so'lving general non-linear equations when a poor initial estimate 
* to the solution x, is known. Such an approach uses certain differential 
* equations whose solution x(t) + x as t ~ ~ , i.e. x(t) defines a 
trajectory which converges to the required solution. The differential 
equation which was originally suggested by Davidenko in the special 
case when the equations to be solved are Vf = 0, is 
dx 
dt = 
-1 G (x) Vf (x) (1.10) 
where G(x) the Hessian matrix of f(x) is assumed to be non singular 
* at x 
The above differential equation is based on the so-called 
"continuation methods" which proceed by imbedding a parameter >. 1n 
a function 
such that 
and 
H(x, >.), 
H(x, 0) 
>. E iSJ, lJ , 
= Vf(x ) + Vf(x) 
o 
, H(x, 1) = Vf(x). 
A solution x of H(x, 0) = 0 is known and H(x, 'I) = 0 is the equation 
o 
to be solved. The function H(x, >.) can be defined in various ways, 
but for the purpose of deriving the above differential equation, the 
6 
function H(x, A) is taken to be 
H(x, A) = Vf(x) + (1 - A) Vf(x ) 
o 
If the eqll~t.i"::l H(x, A) = 0 has a solution X(A) such that H (x, A) 
x 
is non-singular for A E [0, 1], then it follows from the implici t 
function theorem that X(A) satisfies 
Conversely if the above differential equation has a solution 
X(A) for A E [0, IJ 
then ~: (x, A) = 0 for A E [0, 1] . 
By making the change of variable A-I 
corresponds to t E [0, ~) and H(x, A) becomes 
H (x, t) Vf(x) - e- t Vf(x ) 
. 0 
= e 
-t Then). E [0, (I 
Differentiation of H(x, ).) and substitution of Vf(x) = e-t Vf(x ) 
o 
shows that x(t) s~tisfies the differential equation (1.10). 
Meyer (1968) considered the general imbedding which is based on 
the above differential equation. Meyer's approach is to find a scalar 
differential equation whose solution bounds the solution of the vector 
differential equation. He also investigated the numerical solution of 
the differential equations for the parameter t in a finite interval 
[a, bJ . 
Further contributions to this idea have been made by Broyden (1969), 
Boggs (1971). Broyden's new method was based on a differential equation 
of the form 
7 
(1.11) 
which is similar to equation (1.10). However Broyden uses the initial 
gradient vector Vf(x ) in place of the current vector Vf(x(t». He 
o 
then solves the differential equation (1.11) by Euler's method of 
integration but with step size computed according to the curvature 
of the trajectory. 
B?ggs approach is especially interesting in that the independent 
variable of the integration is allowed to lie in the half open interval 
[0, m) rather than being restricted to the finite interval say [a, ~. 
Such restriction usually requires that x(b) be computed to the accuracy 
* desired in x (the solution of the non-linear system of equations 
Vf(x) = 0). Boggs technique on the other hand does not require accurate 
numerical solutions. His technique further permits the use of the 
A-stable integration technique of Dahlquist (1963). To make these 
ideas more clear, let us look at Boggs specific suggestion for the 
function H(x, t) having the properties that H(x, 0) = 0 has known 
solution, x , and H(x, t) + Vf(x) as t + m, namely, 
o 
-t H(x, t) = Vf(x) - e Vf(x) = 0 
o 
On differentiating H(x, t) = 0 with respect to t one obtains 
~~ = - (G(x»-l Vf(x) (1.12) 
which is the basic differential equation derived by Davidenko, but 
the crucial thing to observe is that a solution of the above differential 
equation satisfies H(x, t) = 0 so that from the definition of H(x, t) 
* x(t) + x as t + m 
8 
It can be seen from the preceding analysis that the use of the 
above method is restricted to the case where the Hessian matrix G(x) 
is non singular. In other words these methods are confined to finding 
isolated roots of Vf(x) = O. When the Hessian matrix is singular, 
the methods need not converge. However an interesting device for 
the use of (1.12) in global optimization has been suggested by 
Branin (1972). The idea is to insert a parameter a = a(x) in the 
differ'ential equation (1.12). In fact Branin employs: 
(1) a (x) = sign det(G(x» 
and the differential equation (1.12) in this case takes the form 
. 
x - a(x) G-l(x) Vf(x) . 
Smale (1976) considers various related choices of a(x), say of the 
form 
(2) sign a(x) = sign det(G(x» . 
Then if Vf(x) satisfies appropriate boundary conditions on Q for some 
boundary set Q E Rn, it is shown by Smale that for almost all x on 
o 
the boundary of Q the path defined by 
is such that 
where 
dx = sign a(x) G-l(x) Vf(x) dt 
* Lim x(t) -+ x 
t-+t l 
* Vf(x ) = 0 and o ~ tl f: w 
Note that with such choices for a(t), the search direction need 
not always be pointed in the Newton direction" but frequently in just 
9 
the opposite direction. The switch in direction occurs whenever 
det(G(x» changes sign. 
Deuflhard (1974), Gay (1977) among others have also used 
differential equations to solve systems of non-linear equations. 
The use of second order differential equations for this purpose 
has been investigated by Incerti, Parasi and Zirilli (1979). 
An alternative, but related approach which has been investigated 
by Bot:saris and Jacobson (1976) and Botsaris (1976) describes a new 
technique for obtaining the local minimum of a function by solving 
an associated set of differential equations. However, since the 
work given in this thesis depends on the same principles, we shall 
glve a brief description of their main ideas. 
Consider the differential equation 
dx = _ '7f(x) 
dt 
with x(t ) = x given. 
o 0 
When the gradient function 9f(x(t» is approximated by 
9f(x(t» = 9f(x.) + G(x )(x(t) - x ) 
n n n 
(1.13) 
then the differential equation (1.13) will have the following form 
d~(t) = _ 19f (x) + G(x )(x - x)l 
t L n n nJ 
The analytic solution of (1.14) is given by 
x(t) x 
n 
(1.14) 
(1.15) 
Note that the curvilinear path mentioned previously can be written 
for (1.15) by 
10 
C-l(x ) Vf(x ). (1.16) 
n n 
However in order to find the new 
-tG(x ) 
point x(t), i.e. x 1 the evaluation 
n+ 
of the matrix e n and the inversion of the Hessian matrix G(x ) 
n 
are required and these are obviously very costly operations. 
As a way of avoiding the inversion of ·the Hessian matrix, when 
the eigenvalues and the corresponding eigenvectors of the Hessian 
matri~ are known, the following standard procedure can be used. 
Denoting the eigenvalues of G(x
n
) by VI' V2"",vn (Vi < Vj if 
i < j) and the normalized eigenvectors by e l ,e2 , ... ,en , then 
T 
-1 n e. e. L 1 1 G = n v· i=l 1 
and 
e n = L exp(- V.t) e. e. -tG(x) [n T~ 
i=l 1. 1. 1. 
(1.17) 
Therefore by substituting (1.17) into (1.15), we get 
x 
n+l 
exp(- v.t)-l ~ 
__ --=-1 __ e i e~_ 
Vi 
Vi (x ) • 
n 
(1.18) 
It is clear that (1.18) will break down when one of the eigenvalues 
is negative and when t tends to infinity. In fact Botsaris and Jacobson 
have followed the idea of Greenstadt (1967) and replace any negative 
eigenvalues by their modulii. Where t tends to infinity they replace 
the curvilinear path given by (1.16) by the Newton direction. This 
method suffers from the same difficulty as that of Greenstadt. In 
other words it will break down if any eigenvalue is zero and is unable 
to distinguish between negative and positive curvature. Moreover it 
11 
is'costly in terms of computer calculation. 
To counteract some of these difficulties it is necessary to 
generate a downhill direction p(x ) 
n 
T (i.e.Vf(x l)P(x)<O), 
n+ n 
whereupon taking sufficiently small steps in this direction ensures 
that the value of the objective function is reduced at each iteration. 
However since the use of small step size slows down the iteration 
process, a number of useful procedures suggested by Daniel (1971), 
Wolfe .(1969), Dixon (1976) can be used. The basis on which these 
procedures stand is to select the step size such that the directional 
derivative of f(x) tends to zero. This is obviously equivalent 
when the curvilinear path is linear to the downhill property 
(see Daniel J .W. (1971». In the case when the Hessian matrix is 
negative definite or singular, the downhill property cannot be 
satisfied and in order to circumvent this difficulty, certain 
devices can be used. One of the most successful is .due to Gill,·. _. 
Murray and Pitfield (1972). This procedure is a special case of 
a general procedure which has been introduced by Bennett (1965), see 
also Fletcher and Powell (1973). 
1.2 OUTLINE OF CHAPTERS. 
The original work of this thesis is contained in Chapters 2 - 6, 
where a new differential equation approach to function minimization 
is given. Chapter 2 deals with the construction of various differential 
equations, the inspiration for which comes from the idea of Liapunov 
stability theory of ordinary differential equations. Various connections 
between Liapunov stability theory and the optimization methods are given. 
The work of Edelen (1976) is discussed in this chapter, since it forms 
12 
the basis of results needed later. Some of the differential equations 
obtained are later used to build up optimization methods for a 
general non-linear function f(x). The build-up of the optimization 
methods is a more complex task than developing the differential 
equations and Chapter 3 illustrates the derivation of various 
optimization methods by applying different numerical integration 
techniques. However, the most promising numerical integration techniques 
are those possessing the A-stability property, since the well-known 
difficulties with the convential optimization methods can be explained 
by anzlo~ous difficulties with stiff systems of differential equations. 
This approach is taken up in detail in Chapter 4 especially the use of 
the generalized Trapezoidal rule (G.T.R.). The remaining parts of 
this chapter deal with the interaction between the parameters e, h 
which appear as a result of using G.T.R. Also included in this chapter 
are some of the standard results which will be needed extensively. 
References for the proofs of these are supplied. 
The implementation of the main optimization algorithm and the 
numerical results are given in Chapter 5. The practical performance 
of the al~orithm is dependent on the parameters e, h mentioned above. 
Factorization of the Hessian matrix is introduced 1n order for the 
parameters e, h to control the possibility of its diagonal elements 
being positive. Comparisons with the Davidon-Fletcher-Powell method 
and the Gill-Murray method are given. 
The optimization algorithm derived in Chapter 4 has interesting 
applications in optimal control and temperature profile problems, 
the results of these applications are given in Chapter 6. 
There are a number of interesting and relevant areas, which requ1re 
further study and these together with some general conclusions are 
described in Chapter 7. 
13 
CHAPTER 2 
THE USE OF LIAPUNOV FUNCTIONS IN CONSTRUCTING 
DIFFERENTIAL EQUATIONS FOR OPTIMIZATION PURPOSES, 
2.1 INTRODUCTION • 
. The purpose of this chapter is to derive the differential equations 
mentiohed in the Introduction (Chapter 1) and to explore their 
theoretical convergence. Edelen (1976) gives a general theorem 
which can be viewed essentially as an elegant way for constructing 
these differential equations. In Section 2.2 Edelen's theorem is 
discussed and an example is introduced to illustrate some of the 
difficulties associated with his approach. In Section 2.3, we give 
a new approach for the construction of the differential equations. 
Section 2.4 deals with their construction from a different point of 
view to that given in Section 2.3. Finally we end this chapter with 
some conclu?ions regarding a speCific differential equation that will be 
studied in more detail in the coming chapters. 
2.2 THE CONSTRUCTION OF THE DIFFERENTIAL EQUATIONS BY MEANS OF 
LIAPUNOV FUHCTIONS. 
Consider an optimization problem of the form 
minimize f(x) (2.1) 
x E D 
where f is a twice continuously differentiable real valued function 
n 
and D is a subset of R . 
It is well-known that stationary values of the function f(x) 
occur at points where its gradient is zero, i.e. the stationary 
14 
points of the function are the roots of the set of (non-linear 
in general) algebraic equations 
Y(x) = 0 (2.2) 
where 
Y(x) ;; <Jf(x) 
i .e. <Jf(x) = 0 • (2.3) 
One important approach for solving non-linear algebraic equations 
.. 
* and hence for obtaining stationary points x of the function f(x) is 
to consider the following equation 
dY(x) F(Y(x» (2.4) dt 
with Y(x) : DC Rn ... Rn F : Rn ... Rn 
and where the right hand side of (2.4) is to be chosen so that the 
solution curve of the above differential equation from a suitable 
starting point passes through a stationary point of f(x). Although 
such a procedure seems very attractive in view of the relative ease 
with which the differential equations can be solved by high speed 
computer, there are two basic questions associated with its use. 
The first is that of determining whether the limit points of 
solutions of the differential equations consist only of solutions of 
the non-linear systems of equations (2.2) or whether there are 
spurious limits. 
The second is determining how rapidly the solutions of the 
differential equations approach their limits. The answer to these 
questions have been dealt with in Edelen's paper, which is based on 
the following theorem. 
15 
2.2.1 Theorem (Edelen (1976), p.69). 
T n Let x = (xl' ..• ,x
n
) be an element of R (throughout we use 
column vectors denoting transposition by T so that uTv is the inner 
product of the vectors u and v). 
Every solution of the following system of differential equations 
dY(x) = _ F(Y(x» 
dt 
with arbitrary initial condition 
is such that 
Y (x ) = b 
o 
Lim Y(x(t» = 0 
t_ 
provided F(Y(x» is a Cl vector valued function given by 
2 
where u(w) E C and 
and 
F(Y(x» 
u(O) = 0 
= 'V <}(w) + u(w) 
w 
T 
w u(w) = O. 
The function <} above is some C2 scalar valued function given by 
where (1) w(Y) = '1y v(Y) , 
d). 
). 
(2) v(Y) is a C3scalar valued function such that 
v(Y) ~ 0 , v(Y) -+ ., as lIyl! -+ ., 
v(Y) and '1y v(Y) = 0 iff Y = 0 , 
16 
(3) 2 p(w), kM are C scalar valued functions such that 
k(w) = 0 iff w =0 and pew) = 0 iff w = 0 and 
pew) > 0 for w # 0 and k(w) < 0 for w # O. 
PROOF. 
The proof is given in Appendix A. 
It should be noticed here that the question concerning the rate 
of convergence of solutions is not dealt with directly by the above 
theorem. But some examples are given in Edelen (1976) to illustrate 
this aspect of the problem. 
An examination of the statement of the above theorem shows that 
in order to actually construct the differential equations, we need 
to select suitable functions u and~. From a practical point of 
view, however, some difficulties arise in making this selection. 
To gain more understanding of the above theorem and to illustrate 
some of the complications that can arise, an--_ example which is a 
straight-forward application of the theorem is given. 
Notice that different choices for the functions u, ~ will give 
rise to different functions F(Y(x». 
Example (Special ca'se). 
Let the function v Rn + RI be defined by 
v(Y(x» = 1 lIy(x) 112 
2 
Assume that x is a function of a dummy variable (time t), then 
17 
Y(x(t)) = yet) 
and according to condition (1) in the theorem 
w(Y(t)) = yet) • 
Hence if F(Y(t)) is selected in accordance with the statement of 
the theorem and by taking 
u(Y(t)) 0, 
then 
F(Y(t)) = Vy $(Y(t)) . (2.5) 
Hence 
dY(t) 
= - Vy $(Y(t)) dt 
= 
- Vy r [P(AY) - k(AY))d~~ • 
0 
(2.6) 
Since 
dv yT. dY 
dt = dt 
and by using (2.6) it follows that 
~~ = k(Y(t)) - p(Y(t)) (2.7) 
Since p(Y) ~ 0 for every Y I 0, then 
dv dt ~ k(Y(t)) . (2.8) 
Therefore key) is at our disposal subject only to the condition 
key) ~ 0, key) = 0 iff Y = o. 
Hence it is possible generally to select k(Y(t)) = - Q(v) and as 
a special case 
Q(v) = £v (2.9) 
This particular choice of Q(v) is made since the theorem requires 
that key) ~ 0 and this follows since v ~ 0 and £ is any positive 
18 
number. In this event 
dv 
dt ~ - EV (2.10) 
and this implies that 
(2.11) 
tha t is 
(2.12) 
It thus follows that every solution of (2.6) satisfies (2.12), in 
other words 
yet) + 0 as t + ~ • 
In particular if 
p(Y) = 0, 
£ = 1 
and yet) = Ilf(x) 
where f 1S assumed to be a continuous differentiable function 
then the differential equation (2.6) will become 
d Ilf 
-- = - Ilf(x) dt 
and this has solution curves which tend to the zero vector for 
sufficiently large t for all initial values 
Ilf(x ) = c 
o 
(2.13) 
However the solution to (2.13) defines a curve in Ilf(x) space 
but this is not what we are looking for. What is required is a 
system of differential equations for the determination of x(t) rather 
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than Vf(x(t», solutions of which tend to ~he solution of Vf(x(t» = o. 
A trivial application of the chain rule in (2.13) yields 
n 
I 
i=l 
G •• 
1J 
dx. 
1 
dt :: - V. f(x), J j = 1, ... , n (2.14) 
where G .. represents the elements of the Hessian matrix G(x) of the 
1J 
function f(x). From this it is clear that a system of differential 
equations can be obtained for x(t). The limit properties of the 
system (2.14) can be, however, quite different from those of (2.13). 
In fact there are two distinct cases that can arise. 
The first case occurs when 
det G(x) '" 0 • (2.15) 
From this it follows that the system of differential equations 
n (2.13) .and (2.14) are equivalent, since for every x ER, Vf(x) 
vector valued one to one function of Rn onto Rn. 
The second case is characterized by the fact that condition 
(2.15) is not satisfied at one or more points x E Rn. Therefore an 
integration of (2.14) can lead to unbounded values of the solution 
x. and the system may not be stable. 
1 
It is very clear from the above example that the construction 
of the differential equations by means of Edelen's theorem depends 
on prior conditions and to verify whether these conditions are 
satisfied or not seems just as difficult as the original problem. 
What we need therefore is a method of construction which does not 
depend on any prior conditions. 
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2.3 NEW APPROACH FOR THE CONSTRUCTION OF THE DIFFERENTIAL EQUATIONS. 
The preceding considerations provide a motivation for constructing 
the differential equations in such a way that it is not necessary to 
test for the satisfaction of (2.15). The new construction will proceed 
in the following manner: 
Proposition 1. 
Trajectories of the differential equations 
where 
dx 
- = F(x) dt (2.16) 
which start from a given point X will tend to the solution of 
o 
Vf(x) = 0 and satisfy ~~ = 0 as t + ~, when the function F(x) is 
given by - V 
x 
w(x) and w(x) satisfies either 
(a) w(x) = A r f(x) - f(X*») + ~ 11 Vf (x) 112 ,A > o constant, 
or 
* (b) w(x) = f(x) - f(x ) 
* where x 1S the minimum point of the function f (x), which is assumed 
to be continuously differentiable and strictly convex. 
PROOF. 
Consider the first case '(a), where w(x) is defined by 
( *) 1 2 w(x) = A f(x) - f(x) + ZIlVf(x) 11 (2.17) 
Since the function f(x) is strictly convex, its matrix of second 
derivatives G(x) is positive definite and hence for any vector u E Rn 
(2.18) 
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that is, the eigenvalues of the Hessian matrix are uniformly . bounded 
above by a constant M. The constant A in (2.17) is to be chosen so 
that 
uT(G(X) + AI)u < a 
where a is a positive constant. 
(2.19) 
By differentiating both sides of (2.17) with respect to x, we 
get 
Since 
v w(x) = A Vf(x) + G(x) Vf(x) • 
x 
(2.20) 
F(x) = - V w(x) {according to the statement of the 
x 
proposition 1}, then 
F(x) = - (1 Vf(x) + G(x) Vf(X») • (2.21) 
In view of (2.16), (2.21), the differential equation becomes 
:~ = - (G(X) + AI) Vf(x) . (2.22) 
At this stage the differential equation has been constructed. 
The remaining part of the proof is to consider the theoretical 
convergence of the differential equation (2.22) and the satisfaction 
df * of -- = 0 when x ~ x • 
d t ' 
Consider the total derivative of w(x) with respect to t, i.e. 
dw(x) 
dt 
T dx 
Vx w(x) dt 
In Vlew of (2.20) and (2.22), (2.23) becomes 
dw(x) = _ 11 (G(x) + AI) Vf(x) 112 
dt 
and from (2.24), it follows that 
(2.23) 
(2.24) 
/ 
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d",(x) 
dt ~ 0 (2.25) 
d",(x) * * 
and dt vanishes only "'hen x = x i.e. "'hen Vf(x) = 0 at x = x • 
By differentiating (2.17) with respect to t, we get 
dw(x) 
dt 
= _ A df (x) +.!. ~ 11 Vf{x) 112 
dt 2 dt 
* But when x .... x , which implies that 
* Vf(x) .... Vf(x ) = 0, 
it is seen from (2.24) that 
dw(x) 
dt ~ 0 as x -+ x 
Hence it follows from (2.26) that 
as 
df .... 0 
dt 
* x .... x 
* 
Notice also, the function f(x) can be expressed 
f(x(t» = f(x ) +f df(x(T» dT 0 dt 
0 
which is equivalent to 
f(x(t» = f(x ) + f T . dX(T) 0 vf (x(-r» dt 0 
Therefore using (2.22) in (2.28) it follows that 
f(x(t» = f(x ) 
o 
- Jot [ Vf(X(T» G(x) 
Hence by (2.19), (2.29) will become 
) 
as 
die 
(2.26) 
(2.28) 
(2.29) 
and then 
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f(x(t» - f(x
o
) < - It odT 
o 
f(x(t» - f(x ) < - at 
o 
which implies that 
f(x ) - f(x(t» > 0 
o 
(2.30) 
The inequality (2.30) means that the function f(x) is decreasing 
along>the trajectories defined by (2.22). 
The conclusions which can be drawn from the above analysis are 
as follows: 
(1) It is clear by definition that w(x) is continuous and has 
continuous.derivatives 
* w(x ) = 0 , 
w(x) is positive definite according to (2.30) 
and w (x) .. ~ as 11 x 11 .. ~ (which follows from the 
definition of w(x) and the strict convexity of the function 
f (x» . 
(2) The differential equation (2.22) has a critical point at 
x = 
* dw(x) 
x and from (2.25) dt is negative definite along 
the trajectories of (2.22). 
Hence from the definition of w(x) and in view of (1) and (2) the 
function w(x) is a Liapunov function (see Barnett and Storey (1970» 
and the critical point of the system of differential equations (2.22) 
is asymptotically stable in the large. (Theorem (5-2-6) p.73 in 
Barnett and Storey (1970) or Theorem 3 p.339, Luenberger (1979». 
Therefore any trajectory which passes through x will tend to the 
o 
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critical point .. x .. and the directional derivative of f at x 
will be equal to zero. 
Notice the analysis given above is confined to the case where 
w(x) is given by (a) in the statement of Proposition 1. 
When the case (b) is considered a similar analysis can be 
followed. For brevity, we shall only sketch this case when w(x) is 
given by 
.. 
w(x) = f(x) - f(x) 
By differentiating (2.31) with respect to x, we get 
v w(x) = 'If (x) 
x 
(2.31) 
(2.32) 
and according to the statement of Proposition 1, the following 
dffferential equation will result 
dx dt = - Vf(x) • (2.33) 
Now consider the total derivative of w(x) with respect to t 
dw(x) =('1 -( »T dx 
dt x w x dt· 
dw(x) Hence by (2.32), (2.33), -dt will become 
and this implies that 
dw(x) 
dt < 0 
and dw(x) 
dt 
.. * will vanish only at x = x , where 'If (x.) = o. 
(2.34) 
By taking the total derivative of both sides of (2.31), it 
follows that 
dw(x) 
dt 
= .=d.:;,.f (>..::x'-'-) 
dt 
and since 
then 
Writing 
and using 
the equation 
But 
so 
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dw(x) 
->- 0 as dt 
* x->-x 
df 0 - ->- as dt 
* x ->- x 
f(x(t» = f (x ) +f df(x(T» dT 0 dT 
0 
df 1 2 dt = - lV'f(x(t» 11 
(2.35) becomes 
f 2 f(x(t» = f(x ) - IIV'f(x(T» 11 dT 0 
0 
IIV'f(x(t» 112 > 0 for every x f. x 
f(x(t» - f(x ) < 0 
o 
* 
(2.35) 
which means the function f(x(t» is decreasing along the trajectories 
defined by (2.33). 
That ",(x) is a Liapunov function can be seen from (2.31), (2.34) 
and the fact that f(x) is strictly convex. Hence the critical point 
* x is asymptotically stable in the large. Hence the trajectories of 
(2.33) tend to the critical point from any starting point x • 
o 
The above analysis indicates clearly that the differential 
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equations which are derived in accordance with the hypothesis of the 
propositions are not tied to any prior conditions. However another 
class of" differential equations can also be derived which clearly 
depends on the choice of w(x). 
In the next section, we shall continue the construction of equations 
in a way similar to that given by Edelen b~t with the aim of 
eliminating the complication which appeared because of the dependence 
of the right hand side in (2.4) on functions such as ~ and u. 
2.4 Proposition 2. 
Trajectories of the differential equations 
d Vf(x) = F(Vf(x» 
dt (2.36) 
(F is a Cl vector valued function and f is a" twice continuously 
differentiable and strictly convex function) which start from a 
* given point Vf(x ) will tend to Vf(x ) = 0 and satisfy 
o 
* df(x ) 
dt = 0, 
provided F(Vf(x» is given by 
F (Vf (x» = - VVf(x) w(x) 
where w(x) is given by 
(c) w(Vf(x» = ~ IIAVf(x) 112 
and A is an arbitrary nxn matrix 
or (d) I 2 w(Vf(x» = IIIVf(x) 11 I 2 ± log(l+ 111 Vf (x) 11 ) • 
PROOF. 
Let us analyse the first case when the function w(x) is given 
by (c), Le. 
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w('lf(x)) = i IIA'lf(x) 112 (2.37) 
The special case of (2.37) when the matrix A is replaced by 
an identity matrix is 
w('lf(x)) = i lI'lf(x) 112 (2.38) 
By differentiating (2.38) with respect to 'If(x) 
'l'lf(x)w('lf(x)) = 'If(x) (2.39) 
According to the hypothesis of the proposition 
F('lf(x)) = - 'l'lf(x)w('lf(x)) , 
so the differential equation (2.36) will take the following form 
d 'If(x) = _ 'If(x) 
dt (2.40) 
From (2.40) it is obvious that along the trajectories in'lf(x) 
space, the direction of 'If(x) is kept constant but its norm varies 
exponentially. 
However the analytic solution of (2.40) is 
so that 
'If(x(t)) = 'If(x ) 
o 
'If(x(t)) ~ 0 as 
-t 
e 
t ~ ~ 
w('lf(x)) is positive definite by definition and 
dw('lf(x)) 
dt = -
and so is negative definite. 
(2.41) 
(2.42) 
From the assumption of the differentiability of f(x) it follows 
• 
that 
df 
-= dt 
(Vf(x))T dx 
dt 
which is equivalent to 
But 
df 
dt = 
=-d ....;V,:.-f .>..:( x~) = 
dt 
so (2.43) becomes 
dx 
G(x) dt 
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df T -1 dt = - V f(x) G (x) Vf(x) • 
Then 
df 
dt -> 0 
Vf(x) ... 0 
as 
if G(x) is assumed to be positive definite. 
Furthermore if we assume that 
T -1 Vf (x) G (x) Vf(x) 
is bounded above by a positive constant M, i.e. 
then from 
it follows that 
T -1 V f(x) G (x) Vf(x) < M 
f(x(t)) 
f(x(t)) ~ f(x ) - Mt 
o 
df(x(T)) dT 
dT 
(2.43) 
(2.44) 
(2.45) 
(2.46) 
(2.47) 
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It is clear from the preceding analysis and the strict convexity 
of f that w(~f(x» is a global Liapunov function and that the critical 
point of the differential equation (2.40) is asymptotically stable 
1n the large. 
Branin (1972) has proposed a new method of solving non-linear 
equations which is based on integrating the differential equation 
(2.40) when it is in the form 
dx = _ (G(x»-l ~f(x) 
dt (2.48) 
A cbange in the parameter t enables this differential equation to be 
written as 
dx 
dt - (adj G(x» "f(x) (2.49 ) 
Trajectories of (2.49 ) terminate when "f(x) = 0, i.e. at stationary 
points of f (x) (Branin termed these essential s ingulari ties) and also 
when adj (G(x» is singular and "f(x) is parallel to the eigenvectors 
corresponding to the zero eigenvalue (such points were called 
extraneous singularities by Branin, see also Dixon, Gomulka and 
Hersom (1975». 
The solution can therefore be obtained by integrating the 
differential equations 
~~ = ± adj (G(x» vf (x) 
from any starting point. The sign must be changed on crossing a 
singularity and some extrapolation device adopted in that region. 
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On the basis of experimental evidence Branin made two conjectures 
(1) an extraneous singularity cannot be of focus type, i.e. trajectories 
cannot spiral into it; 
(2) in the absence of extraneous singulari ties all the curves of the 
above differential equation are connected in the sense that an 
integration from any starting point will locate all the stationary 
points. Gomulka (1975) has investigated the nature of extraneous 
singularities and confirmed the truth of the first of these conjectures. 
The truth of the second conjecture is not yet determined, but Treccani 
(1975) has produced an example of a simple function whose contours 
are homomorphic to a sphere which still possesses separate arcs of 
the same trajectory. 
It can be seen clearly, however, from the analysis given above 
that the change of sign in Branin's technique requires advance 
knowledge about the determinant of the Hessian matrix. 
Now consider that part of the proposition, when the function 
w(Vf(x» is given by (d), i.e. 
w('lf(x» = i II'lf(x) 112 ± 10g(1 + i II'lf(x) 112) (2.50) 
then in accordance with the hypothesis of Proposition (2) 
i.e. 
Hence 
d 'If (x) 
dt = - 'l'lf(x)w('lf(x» 
d 'If(x) 
dt 
d 'If(x) 
dt (2.51) 
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From the definition of the function w(Vf(x» it follows that 
w(Vf (x» > 0 for every Vf (x) " 0 
and the total derivative of (2.50) in view of (2.51) is 
form 
dw(Vf(x» 
dt 
Iherefore from 
and 
(2.52) 
dw(Vf(x» 
dt 
dw(Vf(x» 
dt 
(2.52) 
is negative definite 
* .. 0 as X" x . 
The differential equation (2.51) can be recast 1n the following 
dx ~ 1 ] -1 dt = - 1 ± 1 2 (G(x» Vf(x) 
1+21IVf(~) 11 
(2.53) 
when it is assumed that the Hessian matrix G(x) is non-singular. 
A proof that 
df .. 0 
dt as * X"x 
follows in a similar manner to the case where w(Vf(x» is defined 
by (c). 
It is clear from the above construction that the differential 
equations (2.40) and (2.53), which are derived in accordance with 
hypothesis of Proposition 2 can also be derived by following Edelen's 
theorem. But the purpose of such construction is to make it clear 
that the need of finding extra functions such as ~ and u in Edelen's 
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theorem is not necessary and this might lead to a further complication. 
However it can be noticed that fOllowing the trajectories of these 
differential equations in an attempt to approach the minimum of the 
objective function does not always have the general validity except 
in the case where it is established that det(G(x» f 0 for all x. 
Therefore following the trajectories of these differential equations 
will run into difficulties for the same reason as Newton's method, 
nameli because the inverse of the Hessian matrix becomes unbounded 
if det G(x) = O. It is also clear that Davidenko - Branin method 
suffers from the same difficulty. 
2.5 CONCLUSIONS. 
A number of differential equations have been derived in this 
chapter, the purpose of such derivation being to find differential 
equations whose trajectories approach the minimum of an objective 
function. The relationship between the limit of the solution curves 
of such differential equations and the minima of the objective 
function has been analysed by the use of Liapunov stability theory. 
As stated at the beginning of this chapter, Edelen has analysed the 
use of Liapunov functions in deriving differential equations whose 
solutions pass through the critical points of the function f(x). 
Edelen's construction depended on the art of finding 
functions u and ~ which must be consistent with the conditions of his 
theorem. In using the theorem a Liapunov function would be selected 
from which u, ~ and then the right-hand side of the differential equation 
could be obtained. Clearly, however, the choice of such a Liapunov 
function to satisfy the conditions of the theorem and at the same time 
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to give a suitable right hand side is not an easy task. Hence 
the theorem is of more use from a theoretical than from a practical 
point of view. 
This is borne out by the fact that the most obvious Liapunov 
function for the theorem requires the condition det G(x) + o. 
In our propositionswe have derived the differential equations 
1n two different ways. In one of these ways, we attempted to avoid 
the necessity for testing for det G(x) + O. In the other way the 
construction was similar to that of Edelen but the need for extra 
functions such as u and ~ was avoided. 
As has been pointed out in the preceding sections of this 
chapter, Edelen's construction as well as ours is based on choosing 
specific Liapunov functions. The existence of such Liapunov functions 
and the satisfaction of the conditions imposed in the propositions 
guarantees that the solution of the differential equation will pass 
through the stationary point. 
In the forthcoming chapters, we shall focus our attention on one 
specific differential equation~ namely the differential equation 
dx 
= ± ~f(x) dt 
This choice follows from practical considerations. 
2.54 
It is our intention to investigate the use of a number of numerical 
integration techniques for following the trajectories of the differential 
equation and clearly this is much easier for 2.54 than for, e.g., 
dx -1 
-- = - (G(x) ~f(x) dt . 2.55 
As will be shown later there are important connections between some of 
these integration techniques when applied to 2.54 and current methods 
of optimization. These connections do not arise for any of the other 
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equations derived in this chapter. 
It has not been found possible to say anything about the relative 
merits of the various differential equations obtained abov~ directly 
by the use of Liapunov theory. However it is important to know that 
the trajectories of the differential equation that we have selected(for 
other reasons) have suitable behaviour. 
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CHAPTER 3 
NUMERICAL INTEGRATION TECHNIQUES AND OPTIMIZATION 
In the previous chapter a class of differential equations was 
derived and theoretical analysis of these differential equations 
* * indicates clearly that their solutions converge to x where 9f(x ) = o. 
In this chapter, we are focusing attention on applying different 
numerical integration techniques to one of these differential 
equations. 
3.1 EULER'S METHOD OF INTEGRATION. 
Let f(x) be an arbitrary real-valued function in cl, defined 
on some open subset D of Rn. A classical method for finding a 
local minimum of f(x) is Cauchy's steepest descent method. This 
method of optimization is clearly equivalent to a numerical solution 
of the differential equation 
dx 
-- = - 9f(x) x(t) = x dt '0 0 (3.1) 
by usingEuler'smethod of integration which gives the solution in 
the following form 
x = x - h 9f(x ) 
n+l n n (3.2) 
where h is the step size of the integration. 
Of course Euler's method is not generally proposed as a practical 
method for solving Ordinary Differential Equations, but is mainly 
useful for illustration and proofs of convergence. 
To gain more understanding of Euler's method, we shall apply 
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it to the differential equation 
dx 
dt = - Ax (3.3) 
where in this case the objective function f Rn + RI is defined by 
1 T f(x) = 2" x Ax (3.4) 
with A an nXn symmetric positive definite matrix. Clearly f has 
a un1que global minimum point x* = 0 over Rn. 
In view of (3.3) and (3.4) equation (3.2) will become 
and hence by (3.4) 
= (I - hA) x 
n 
- hA) A(I 
(3.5) 
(3.6) 
Since the eigenvectors u. (i = 1 •... • n) of A corresponding to 
1 
the eigenvalues A. (i = l •...• n) are linearly independent (A is real 
1 
and symmetric) there exist a. (i = 1.2 •...• n) such that 
1 
x = 
n 
n 
l 
i=l 
a. u. 
1 1 
which gives by (3.6) 
Since 
n 
= 1:. l n l f(x 1) n+ 2 . 1 1= j=l 
A u. = A. u. 111 
and if u. (i = 1 •... • n) are normalized so that 
1 
(i = 1 •...• n), 
(3.7) 
(3.8) 
(3.9) 
t 
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T 
1 
0 if 1 
" 
j 
u. u. = o .. 
1 1 1J 1 if i j = 
and now (3.9) and (3.10) give 
1 n 
= - L 2 . 1 1= 
2 2 
a. (1 - hA.} A. 
1 1 1 
Now consider the following polynomial in A 
p(A) = 1 - hA 
p(O) = 1 
(3.10) 
(3.11) 
(3.12) 
The value of h which minimizes the maximum value of the polynomial 
p(A) is required. Sincelp(A)1 is linear in A, then its maxinuID value 
is achieved at one of the end points [1.1' A,J~ Then the best h is 
determined from 
1 - hA = - (1 - hA ) 
n 1 
and thus 
Therefore 
{Max Ip(A) I} 
1.1 -A 
Min n = 
1.1 + A A . n 
1 
and it follows that 
1.1 - A 
1 - hA. n 
1 ~ 1.1 + A n 
(3.13) 
By using (3.13) it follows that 
1 [1.1 - Anr n 2 f(xn+1) ~ 2 1.1 + An L a. A. i=l 1 1 (3.14) 
it is assumed that 1.1 > 1.2 > ... > A • 
n 
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but 
1 n 2 f(x ) = I a. A-n 2 i=l 1 1 (3.15) 
and so by (3.15) 
f(x
n
+1) [AI - Ant f(x ) fi Al + An n (3.16) 
However 
[AI - Af o < n < 1 Al + n 
and so f(x ) ~ 0 as n ~~. Now for f(x) defined by (3.4). f(x) = O. 
n 
if and only if x = 0 and since f is continuous at x = 0 it follows 
that x ~ 0 as n ~ m • 
n 
To examine the rate of convergence. let the error e in the 
n 
* estimate x of x be 
n 
e 
n 
* x - x 
n 
for every n > o. 
Then because u. (i = 1.2 •..•• n) are linearly independent. there exist 
1 
c. (i = 1.2 •.•.• n) such that 
1 
n 
e = I c. n i=l 1 
and by (3.17) 
eT A 
n 
e I 
u. 
1 
n n i=l 
~ A 
2 
c. 
1 
n 
I n i=l 
similarly we have 
T n 2 
e e = I c. n n i=l 1 
and so 
(3.17) 
L 
1 
2 
c. 
1 
Furthermore 
and hence 
Since 
then 
eT A 
n 
f(x ) 
n 
f(x ) 
o 
e 
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!.-.eTAe 
Ann 
n 
for any n > 0 . 
* T * = (x - x) A(x - x ) n n n 
* = 2f(x ) n (because x 0) 
2 [A - A 2n A~ + n f(x ) <-' A A 0 n n 
* 2 
- x liE . 
(3.18) 
(3.19) 
It is clear from (3.19) that the rate of convergence depends 
c - 1 Al 
on the ratio c + 1 ; where c = X-
n 
Now the condition number c(A) of the matrix A with respect to 
the norm II'II E is defined by 
where 
= Max A. = Al 
A. 1 
1 
-1 The eigenva1ues ~. (i = 1, ..• ,n) of A are given by 
1 
1 
~. --
1 A. 
1 
(i=1,2, ... ,n) • 
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Hence 
11 A-I liE = Max R} 
• 1 l~l.~n 
1 
= 
A 
n 
and so 
c(A) Al = 
- = c A 
n 
We therefore conclude that the rate of convergence in this case 
depends upon the condition number of the matrix A. A matrix A is 
ill-conditioned if c(A) » 1, so that Al »A
n
• In this case 
c - 1 . 
c + 1 1S very close to unity and (3.19) shows that the convergence 
is very slow. 
This observation about the rate 6f convergence, leads us to 
ask which numerical integration technique is best in this context. 
This obviously depends on the problem as equations (3.1) or (~.3) 
can, by their nature, be stiff. This leads to an examination of 
the possible advantages of implicit or semi-implicit numerical 
integration' techniques over the classical Euler method. 
3.2 IMPLICIT EULER'S METHOD. 
Let us examine the numerical solution resulting from the 
application of the backward Euler method on the differential equation 
(3.3) with the function f(x) defined as before by 
f(x) (3.20) 
where A is a symmetric positive definite matrix. 
By 'Ising the backward Euler method on (3.3), we get 
Hence by (3. 20) 
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= (I + hA)-l x 
n 
f(x
n
+l ) = i x! [(I + hA)-l A(I + hA)-l) xn 
Now there exist a. (i = 1, ... , n) such that 
1 
n 
x = L a. u. n i=l 1 1 
and hence 
(3.21) 
(3.22) 
n 
L j=l 
a.a. [(I+hA) -lu.)T 
1 ] 1 
A(I + hA) -1 u. 
1 
(3.23) 
After normalizing the eigenvectors u. (i l, ... ,n), (3.23) takes 
1 
the following form 
1 n 2 + hA.)-2 f(xn+l ) = - L a. (1 A. (3.24 ) 2 i=l 1 1 1 
Now consider the following rational function in A 
. peA) = 1 . (3.25) 1 + hA 
with p(O) = 1. 
It is clear that peA) achieves its maximum when A = A , that is 
n 
1 Max P (A ) = .,--.,..;:;,.-,-1 + hA A. n 
1 
then for purposes of compari sont we take 
'XObviously h = 00 minimizes the maximum value of peA»~. 
Thus, for 
and hence 
But 
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this value of h 
Max peA) = I 
A- I + /An/Al 1 
I f(x
n
+l ) ~2 [1 +)VAlf 
f(x ) = 
n 
n 
I 
i=l 
2 
a. A. 
1 1 
and by substituting (3.28) in (3.27) 
n 
I 
i=l 
f (x I) ~ r 1 ) 2 f (x ) 
n+ 1 +/~ n 
. n 1 . 
From (3.29) it follows that 
f(x ) ~ 0 as n ~ ~ 
n 
and by the continuity of f(x), x ~ O. 
n 
(3.26) 
2 
a. A. 
1 1 
(3.27) 
(3.28) 
(3.29) 
To examine the rate of convergence, let the error e in the 
n 
* estimate x of x be defined by 
n 
e = x - x 
n n 
* 
and by using a similar analysis to that given· in Section 3.2, we 
get 
(3.30) 
which by (3.29) gives 
(3.31) 
But 
resulting in 
f(x ) ~ 
n 
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[ 
1 ) 2n * 2 
= c 1 + re Ilxo - x liE 
where c is the condition number of the matrix A. 
(3.32) 
From (3.32), it is clear that the rate of convergence depends 
on the condition number, and in this case even if the condition 
number increases, convergence still occurs. Hence, we see that 
the performance of the method depends on the particular integration 
technique used. 
Another numerical integration technique may substantially alter 
the convergence characteristics as we shall see in the next section. 
3.3 TRAPEZOIDAL RULE. 
The application of the Trapezoidal rule to the differential 
equation defined by (3.1) leads to the fOllowing iterative process 
(3.33) 
Consider the function f(x) defined by (3.4). This brings out 
the essential features of optimization problems, because any objective 
function with continuous second partial derivatives in a convex 
* neighbourhood D of a critical point x in which the Hessian is 
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* positive definite has a strong global minimum point at x and 
is well approximated by 
1 * T * * * f(x) = 2 (x - x) G(x )(x - x ) + f(x ) 
* for x sufficiently close to x • 
On using (3.4), the iteration process .(3.33) becomes 
x = x - ~ lAx + Ax J 
n+l n 2 L n n+l 
and this is equivalent to 
x = 11 + bArl 11 
n+l L: 2J L: - ~ Alx 2 ~I n 
Hence by (3.4) 
. 1 T [ h )-1 [ h) f(xn+l ) = 2 xn I + 2 A A I - 2 A xn 
But there exist a. 
1 
(i = 1,2 •.•. ,n) such that 
n 
x = I a. u. n i=l 1 1 
Hence by (3.37) and assuming that u. (i = 1,2, ... ,n) are 
1 
normalized, (3.36) becomes 
1 n [ h ) -2 [ h J 2 f(x ) = - I .1 - - A. I + - A. 
n+l 2 i=l 2 1 2 1 
Consider the rational function 
peA) = 
pea) = 1 
1 - hA I 
1 + hA 
It is easy to show that the peA) is monotonic with 
2 
a. A. 
1 1 
(3.34 ) 
(3.35 ) 
(3.36) 
(3.37) 
(3.38) 
respect to the argument A. Thus for a fixed value of h it attains 
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its maximum at·the.end points AI' An' 
Tben to find the best value of h it is necessary to consider 
h 1 - - A 
Min &·1 2 n h h A. 1 + - A 
1 2 n 
It is easy to verify that 
h 2 
/ Al An 
will satisfy (3.39) . 
Hence 
and hence by (3.40) 
Since 
f(x ) 
n 
n 
I 
i=l 
2 
a. A. 
1 ·1 
then it follows that 
where 
But 
giving 
r
: - 2/1C)2 
+ 2/1C 
o < [1 - 2/1C ) 2 < 1 
1 + 2/1C 
f (x ) + 0 as n + ~ • 
n 
, 
f(x ) 
n 
1 h - - A 2 1 
1 h + 2" Al 
n 
I 2 
i=l 
a. A. 
1 1 
) (3.39) 
(3.40) 
(3.41 ) 
(3.42) 
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Since the analysis concerning the rate of convergence of this 
method follows the same line as that given in the previous sections, 
we obtain similarly 
Ilx n (3.43) 
It shDuld be nDted frDm the abDve that the rate of convergence 
again'depends Dn the cDndi tiDn number Df A. Thus the convergence 
rate is 
which clearly shDws that the convergence slDws dDwn as the conditiDn 
number is increased. 
By cDmparing the rate of cDnvergence Df the methods given in 
Sections 3.1, 3.2, and 3.3, we conclude that implicit Euler methDd 
has a better rate Df cDnvergence than the Trapezoidal rule, and the 
implicit Euler method and TrapezDidal rule have a better rate of 
convergence than Euler's method, but coincide with Euler when c (the 
condition number) becomes very small., 
Therefore Dn the basis of the rate of convergence obtained in 
the previous sectiDns, it seems apprDpriate at this stage to examine 
other numerical integratior techniques from an optimization point 
of view. 
3.4 EXPLICIT RUNGE··KUTTA. 
The standard fourth order Runge-Kutta method for the numerical 
integratiDn Df the differential equation i = f(x, t) is written as 
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x 
n+l xn + ~ h + 2k2 + 2k3 + k4) 
kl = f(~, t k) 
k2 f(~ hkl + ~) = + -2-' tk 
k3 f(~ hk2 tk + ~) = + -2-' 
where h is the step size. 
If we no,", apply the above Runge-Kutta method to the differential 
equation (3.1), we get 
kl = Vf(x ) n 
k2 = Vf [Xn + h~l) 
+ h~2) (3.44) k3 = Vf(Xn 
k4 = Vf(x
n 
+ hk3) 
Refering to the above Runge-Kutta method, it is easy to show 
as follows that the direction given by 
(3.45) 
(wherekl (h), k2(h), k/I.), k4 (h) are given in (3.44» is a down-hill 
direction. 
xn+l can be written as 
h 
x = x - - s(h) 
n+l n 6 (3.46) 
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Considering the derivative of f(x
n
+l ) with respect to h 
df (x 1) T dX
n
+l -d~hc-n-+- = Vf (x
n
+1) dh 
and using (3.46) gives 
dXn +l 1 [ 
---'d='-h-=- = - 6" s (h) + hs' (h») • 
Hence by (3.48), (3.47) 
Since 
then 
s(h) + 6 'Jf(x) as h + 0 and also 
n 
h=O 
From (3.50) it follows that 
::: 0 
h=O 
and this means that the direction s(h) is a descent direction. 
Kizner (1964) has applied the above Runge-Kutta scheme to the 
differential equation 
where 
dx 
- = F(x) dt 
F(x) = C-1(x) 'Jf(x) 
(3.47) 
(3.48) 
(3.49) 
(3.50) 
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in order to find the roots of the function Vf(x). Kizner's 
application is very expensive in terms of computational time, 
because he needs to evaluate the inverse of the Hessian matrix 
at four different points in every step of the iteration process. 
The result of using (3.46) on minimizing the Rosenbrock 
function is demonstrated in Table (1) for the case where h is 
just the step size of integration and in Table (2) for the case 
where· h is found from the line search 
f(x(hl » = Min f(x(h» h 
In both cases the results are not as good as expected and compare 
unfavourably with simple conventional optimization methods. 
3.5 THE IMPLICIT RUNGE-KUTTA. 
Consider the initial value problem 
~(t) = f(x(t» (3.51) 
x(t ) = x , f : Rn ... Rn • 
o 0 
The general s-stage Runge-Kutta method for obtaining an 
approximate solution for (3.51) is given by 
s 
x = x + h L w k n+l n p=l p P 
(3.52) 
where 
k = f(Y ) , 
P P 
s 
Y. = x + h L .a, . k. 1 n 1J J , j=l i = 1,2, ... ,5 
which can be characterized in matrix form as 
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TABLE (1) 
Minimizing the Rosenbrock function by (3.46) without line search. 
No. iteration xl x2 f(x) Note 
0 - 1.2 1 24.2 
21 - 1.02 1;06 4.11 Stability is 
83 - 1.01 1.03 4.05 present but 
207 - 0.98 0.97 3.94 
" is 331 - 0.95 0.91 3.81 conve~gence 
455 - 0.92 0.85 3.69 very slow 
579 - 0.88 0.79 3.56 
719 -0.84 0.72 3.42 
TABLE (2) 
Minimizing the Rosenbrock function by (3.46) with line search. 
No. iteration xl x2 f(x) Note 
0 - 1.2 1 24.2 Reduction in the 
1 1.002 1.004 .42xlO -5 value of the 
-5 function at 1st 2 1.002 1.004 .42x10 iteration, was 
fortuitously 
very good. 
Subsequently, 
however, 
convergence did 
not occur. 
where 
c. 
1. 
c 
s 
s 
L j=l 
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i = 1,2,.",8 a .. 
1.J 
To solve the s-stage implicit equations involving Y., a Newton 
1. 
method can be used. Let Y. + 0. , i = 1,2, ... ,s, be the modified 
1. 1. 
approximation after a single iteration, then °1 , °2", .,°5 are given 
by the following linear system 
-ha2l j l' ............. , 
(j. = f' (Y. ) , 
1. 1. 
I-ha j ° ss s s 
i=l ••... s). 
= 
Y -x -h 1 n 
s 
L j=l 
s 
al·k. 
J J 
Y -x -h L a .k. 
s n . 1 sJ J J= 
It is clear from (3.53) that a major part of the computer time 
is expended in evaluating j and solving the linear system, which 
becomes increasingly costly when the order of the method is high. 
However, such a scheme is not suitable for our implementation since 
highly accurate numerical solutions will lead to slow convergence 
(3.53) 
from an optimization point of view. Numerical experiments confirmed 
this. 
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Cash (1977, 1979a) has constructed a class of methods, called 
implicit methods, which to some extent overcome this problem of 
implementation. When one of Cash's schemes is applied ~o the 
differential equation (3.1), the following approximate solution 
is given. 
4 
x = x - h L w. k. n+1 n i=l 1 1 (3.54 ) 
kl = 'If(x 1) n+ 
k2 = Vf(x 1 + ah k1 ) n+ 
(3.55) 
k3 = Vf(x ) n 
k4 = Vf(x n + bh k3) 
The parameters in the above scheme are chosen by matching (3.55) 
with the Taylor series up to the third order resulting in a solution 
in the form of (3.54) with one free parameter. The free parameter 
is chosen to make w1 = o. 
This particular choice of" the free parameter yields a third 
order A-stable scheme (the definition of A-stability is given in 
Appendix B) • 
(1 h + <;7f (x ) xn+1 = x - h 2 Vf(xn+1 - 6 <;7f(xn+1» n n 
1 
- % Vf(Xn»)· - - Vf(x 2 n (3.56) 
Define 
h y = x - - Vf(x ) 
n n 6 n 
fix = xn+l - x n n 
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Then (3.56) will become after using a single Newton step 
~x 
n 
- h [
1 h 
- IIf(Y + (I - - G(x 0» 2 n 6 n 
+ IIf(x ) - ! IIf(Y ») 
n 2 n 
and by linearizing again about Y , (3.57) becomes 
n 
By reorganizing terms in (3.58), we get 
~x 
n 
(3.57) 
[
I 1 
- + - G(Y ) h 2 n llx = - IIf(x ). (3.59) n n 
From (3.59) it is clear that in order to find x
n
+l ' we need to 
evaluate the Hessian matrix G at two different points for every 
iteration. However in order to avoid this, we treat (3.56) in the 
following way. 
From (3.56) it follows that 
llx 
n 
llx 
n 
after linearizing about x , we get 
n 
Thus (3.61) becomes 
h
2 
2 ) 
- - G (x ) 12 n 
(3.60) 
(3.61) 
~x = - h IIf (x ) . 
n n 
(3.62) 
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Equation (3.62)was applied to a number of test examples with 
and without decomposition of the matrix. The result of these tests 
has been discouraging and somewhat unusual as is seen in Tables (3) 
and (4). The numerical test on the Rosenbrock function indicates 
that convergence to the solution is not achieved. 
The general conclusions that can be drawn from the numerical 
work on this method are 
(1) Good results can usually be obtained (at the expense of great 
increase in computer time) if the step size is sufficiently small, 
but when the step size is increased the solution becomes inaccurate, 
and instability sometimes occurs. 
(2) Further increase in the step size causes the descent condition 
to be lost. To remedy this switching procedures on the step size 
were developed in regions of the solution associated wi th increasing 
or decreasing steps, but were not successful, since too many unknown 
parameters were involved. 
3.6 ROSENBROCK IMPLICIT PROCESS. 
The general Rosenbrock method for obtaining an approximate 
solution for (3.1) 
x = x 
n+l n 
k. = Vf(x 
1 n 
is given 
s 
- h 'I 
i=l 
i-I 
+ h I 
j=l 
by 
w. k. 
1 1 
a .. 
1J 
af i-I 
k.) +hd. - (x +h I b .. 
J 1 ax n j=l 1J 
See Rosenbrock (1963) or Rosenbrock and Storey (1966). 
k.) k. 
J 1 
(3.63) 
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TABLE (3) 
Minimizing the Rosenbrock function by using (3.62) with decomposition. 
No. of xl x2 f (x) Note iterations. 
0 - 1.2 1 24.2 Convergence has 
3 - 1.16 1.01 15.5 not occurred. 
6 - 1.02 1.06 4.11 The program is 
.. 
50 - 1.01 1.03 4.06 stopped af ter 
60 - 1.001 1.01 4.01 118 iterations. 
70 - .982 .974 3.93 
90 - .963 .937 3.86 
118 - .941 .895 3.77 
TABLE (4) 
Minimizing the Rosenbrock function by (3.62) without decomposition. 
No. of Xl x2 f(x) Note iterations 
0 - 1.2 1 24.2 
3 - 1.13 1.02 10.8 Convergence is 
6 - 1.04 1.06 8.78 
even slower. 
40 - 1.03 1.06 6.23 
50 - 1.02 1.06 5.21 
90 - 1.02 1.06 4.11 
118 - 1.02 .1.05 4.10 
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It is of course clear that the application of (3.63) involves 
the evaluation of the inverse of the Hessian matrix s-times at 
different points throughout every iteration. This leads to very 
expensive computing time compared with simpler optimization methods. 
However in recent years considerable efforts have been directed 
towards making the above process more reliable and to reduce the 
amount of computation. Among those who have contributed to 
modifying the above process are Wolfbrandt (1977), Norset (1976) 
and Artemev (1974). 
Consider now the Artemev numerical integration scheme on the 
differential equation (3.1) 
4 
xn+l = x L p. k. n i=l 1 1 (3.64) 
h[ I - r
l 
k. = h G(x
n
) <Jf(n.), 
1 1 
(3.65) 
i 
n· = x + L B .• k. i = 2,3,4 1 n j=l 1J J 
(3.66 ) 
nl = X n 
(3.67) 
The selection of the parameters B .. , p. is based on the following 
1J 1 
approximation 
x 
e 
x 
= 1 +--I-x 
1 ~3 
+ '6 (I-x) 3 
1 
+ 24 
4 
x 
4 (I-x) 
The above method is of fifth order and A-stable provided the 
parameters p., B .. satisfy the following equations 
1 1J 
n 
L 
i=l 
p. 
1 
= 1 (3.68) 
c2 , 
4 
L 
i=2 
4 
L 
i=2 
4 
L 
i=2 
B32 
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1 p. c. 
-2' 1 1 
2 1 p. c. = -
1 1 3 
3 1 p. c. = -
1 1 4 
c2 P3 + (B42 c2 + B43 
i-I 
1 
= 24 
c3) 
1 
P4 = -6 
c. = L B •• i = 2,3,4 1 j=l 1J 
The equations (3.72) - (3.76) have been solved in 
c3 and P4 and the other parameters are found to be 
13 1 
-2 2 PI =- , P2 = "6 , P3 = , P4 ="3 6 
B3l 
1 
B32 
3 
B4l 
3 
B42 =8 , =8' =8 , = 
(3.69). 
(3.70) 
(3.71) 
(3.72) 
(3.73) 
(3.74) 
(3.75) 
(3.76) 
terms of 
, B2l -1 , 
19 
B43 
1 
24 , = "6 
The results of the application of the above method are demonstrated 
in Table (5) and Table (6). 
From the tables it can be seen that the result is very accurate 
and instability has never occurred, but as the tables indicate the 
convergence is slo~. (Notice that the n~ber of gradient evaluations needed at 
every iteration is three times that needed by Ne~ton's method.) 
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TABLE (5) 
Minimizing the Rosenbrock function by using (3.64). 
No. of xl x2 f(x) iterations. 
0 - 1.2 1 24.2 
31 .589 .329 0.199 
-5 50 .976 .951 0.746xl0 
60 .998 .997 0.203xl0tl 
70 .999 .999 0.164xlO -8 
81 .999 .999 0.323xlO-12 
TABLE (6) 
Minimizing Powell's function by using (3.64). 
No. of Xl x2 x3 x4 f(x) /iterations. 
0 3 - 1 0.0 -2 215.0 
15 .703 - .071 .118 .121 1.16 
.036 -2 30 .205 - .020 .036 .839xlO 
-1 -1 -1 -1 -4 45 .615xlO - .615xlO .119xlO • 119xlO .613xlO 
-1 -2 -2 -2 -6 60 .199xlO - .199xl0 .525xlO .525xlO .492xlO 
-2 -2 -3 -2 -8 75 .792xlO .,. • 792xlO - • 792xlO .308xlO .784xlO 
-2 -2 -3 -2 -9 80 .439xlO - .439xlO - .439xlO .208xlO .734xlO 
-2 -3 -2 -2 -9 85 .316xlO - .316xlO .156xlO .156xlO .206xlO 
-2 -2 -2 -2 
.884 xlO-10 90 .255x10 - .255xlO .127xlO .127xlO 
100 
. -2 
-2 -3 -3 
.272 xlO-lO ,190xlO - .190xlO .947xlO .947xlO 
TABLE 7a 
Function 
2 2 2 1 : 100(x2 - x) + (1 - xl) 1 
2 2 (xl + 2 _ 7)2 2: (xl + x2 - 11) + x2 
3 
[ci - xl (l - 'r 3: L x~) , cl = 1.5, c2 = 2.25, i=l 
c3 = 2.625 
4: ( _ x 2) 8 1 ) 8 100 x2 1 + - xl 
5: 2 2 2 2 2 100(x2 - xl) + (1 + xl) + 90(x4 - x3) 
2 2 
+ 10.1(x2 - 1) + (x4 - 1) + 19.8(x2 - 1)(x4 - 1) 
2 2 (x - 4 6: (xl + lOx2) + 5(x3 - x) + 2x3) 4 2 
+ 10(xl - x4) 
4 
2 2 9 2 2 7: (1 - xl) + (1 - xlO) + L (x. - xi + l ) i=l 1 
Starting 
Vector 
-1.2,1.0 
1.0,1.0 
8.0,0.8 
-1.2,1.0 
-3, -1", 
-3,-1 
3.0,-1.0, 
0.0,1.0 
-2, .• -2 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Notes 
Hime1b1au convergence criteria 
have been used in connection 
with the application of eight 
integration techniques on these 
test functions. Tolerance 
parameters concerning the 
convergence criteria are the same 
as those in Chapter 5, where 
the convergence criteria are given 
in detail. 
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3.7 Conclusions. 
In this chapter a number of different numerical integration 
techniques for solving Equation (3.1) have been introduced and their 
behaviour investigated. During the discussion of the Runge-Kutta 
method (with and without line search), the .Cash scheme (with and 
without decomposition) and the Rosenbrock-Artemev method brief mention 
has been made of their numerical performance (Tables 1-6). 
:1uch more extensive numerical work was also carried out on the 
following methods of integration. 
L Euler (steepest descent) (E) 
2. Runge-Kutta (R.K.) 
3. R.K. with line search (R.K.S.) 
4. Implicit Euler (Levenberg j.'larquardt) (I.E.) 
5. Trapezoidal rule (T.R.) 
6. Rosenbrock-Artemev (R.A.) 
7. Cash (C) 
8. Camwith decomposition (C.D.) 
The test functions used are detailed in Table 7(a). The 
computational results are shown graphically in Figs 1-7 which are 
plots of the test functions against the number of function 
evaluations. The number of function evaluations to satisfy the 
v 
Himnelblau convergence criteria are shown in Table 7(b) (except as 
detailed in the footnotes). 
It is clear from the results that R.K. is worse than R.K.S. which 
is roughly comparable with E. Since the Euler method is of course 
simply the method of steepest descent it has only linear convergence 
and so we conclude that the R.K.and R.K.S. !'Jethods converge too slowly 
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to be of practical value in general. This slow convergence is 
clearly shown in Figs 1-7. 
Turning to the implicit schemes the first three namely I.E,. 
T.R. and R.A. are generally much superior to the explicit schemes 
and the other two C and C.D are inferior (although C.D. is somewhat 
better than ~). From the point of view of convergence the two best 
methods are I.E. and R.A. but the latter requires many more function 
evaluations than the former to achieve this convergence. Notice 
that none of the eight methods considered converged to the minimum 
of test function No.3 (Beale's function). This was caused by failure 
of the line search for the explicit methods and the non positive-
ness 
definite /-of the Hessian for the implicit methods. A point worth 
noticing is the extreme s tabili ty of the R.A. method despite its 
use of large numbers of function evaluations. 
As a consequence of the above discussion it was decided to 
confine subsequent attention to implicit schemes similar to the 
implicit Euler method and thse are examined in detail in the next 
two chapters. 
63 
CHAPTER 4 
THE ORTHOGONAL TRAJECTORY 
4.1 BASIC PROPERTIES OF THE SOLUTION. 
In this chapter we turn our attention to the problem of 
integrating one of the differential equations obtained in Chapter 2. 
To begin with, we make some observations concerning the solution 
curve of the differential equation and the problem of minimizing 
or maximizing the real-valued function 
n f(x), x E R 
This in general can represent a constrained or unconstrained 
(4.1) 
optimization 'problem, depending on the construction of f (in the 
constrained case a penalty function can be used). 
A parametric representation of the orthogonal trajectories of 
the function f(x) is given by the system of the differential 
equations 
dx 
dt ± Vf(x) 
x(t ) = x 
o 0 
(4.2) 
(4.3) 
Denote the solution of (4.2) with initial condition (4.3) by 
x(t, x , t). This solution will give rise to a curve in Rn with 
o 0 
the property: If for specific t, x(t, x
o
' to) is on this curve, 
then - Vf(x(t, x , t » is tangent to the contour surface of the 
o 0 
function f(x(t, x , t » at x(t, x , t ) and points in the direction 
o 0 0 0 
of greatest decrease of f(x(t, x , t ». 
o 0 
The first objective of this chapter is to provide a general 
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theorem concerning the solution curve to the differential equation 
(4.2). This theorem will guarantee under certain conditions that 
the solution will tend to the minimum of the objective function. 
Since (4.2) is a special case of the equations discussed in the 
previous chapter, convergence of the trajectories from any initial 
* point to x is guaranteed by Proposition(l) provided f(x) is strictly 
. Rn convex 1n . The following theorem, however, gives a proof of 
this result which is based on the classical convergence theory for 
steepest, descent and is independent of Liapunov stability theory. 
4.2.1 Theorem. 
Let f(x) : D E Rn + RI be continuously differentiable and 
strictly convex on the subset C of D defined by 
(4.4 ) 
If C is bounded, then the solution to the differential equation 
(4.2) which starts at Xo is such that 
* Lim x( t, x 0' t ) + x 
t-- 0 
* where x minimizes f. 
PROOF. 
Since fEcI the existence of the solution curve to the 
differential equation (4.2) follows from Peano's theorem, see, 
for example, Coddington and Levinson (1955). 
To prove the theorem, it is first shown that the function f 
is decreasing along the solution curve to (4.2). On writing (where 
without loss of generality t has been taken to be 0) 
o 
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r df 0» do f(x(t, xo ' 0» = f(xo) + t (x(o, x , 0 
0 
it follows that 
0» r T 0» dx (a, f(x(t, x , = f (xo) + 'Vf (x(o, x , dt 0 0 
0 
By substituting (4.2) into (4.6), we get 
f(x(t, xo ' 0» = f(xo) - r lI'lf(x(o, x , 0 0» 112 do 
since 
lI'lf(x(t, x , 
o 
0 
0»11 2 > 0 
* everywhere except when x = x , then it follows that 
f (x (t, x , 
o 
0» < f (x ) 
o 
From (4.8) it follows that x(t, x , 0) is in C. 
o 
* 
(4.5) 
O)do. x , 
0 
(4.6) 
(4.7) 
(4.8) 
Now to prove x(t) + x as t + ~ , let us assume the contrary, i.e. 
* Lim x(t) +x 
t--
(4.9) 
From this it follows that there exists a sequence {lk} and a constant 
p > 0, such that 
for every k, (4.10) 
where 
From the continuity of x it follows that, for every E > 0, there 
exist a 0 > 0 such that 
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(4.11) 
whenever 
(4.12) 
Therefore, there exist ~ > 0 such that 
(4.13) 
for 
Now take t. be that set which includes those elements for 
1 
which 
But 
f (x (t, 0) = f(x ) -
o 
where N is a number such that 
N 
I 
i=l 
Hence, from (4.15) it follows that 
f(x(t, x , 
o 
(4.14) 
IIV'f(x(o. ,x ,0» 112 do 
1 0 
(4.15) 
(4.16) 
(4.17) 
Since N ~ m and I p,2 N is independent of t then f(x(t» tends to 
* 
- m , which contradicts the definition of x • 
Hence 
* Lim x(t) ~ x 
t-
(4.18) 
Therefore for arbitrary initial value Xo for which the set C(Xo) is 
bounded, a solution of 4.2 exists and approaches the minimum of f. 
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4.2 BASIC METHOD AND ITS DERIVATION. 
Consider the application of the generalized Trapezoidal rule 
t9 (2.4). It results in the following finite difference scheme 
x 
n 
= ± (1-8) 
where h is the step size. 
Vf(x ) + 
n 
(4.19) 
The simplest method with 8 = 0 is equivalent to the application 
1 
of the Euler explicit method .. When 8 = "2 ' the method is the Trapezoidal 
rule wi th the truncation error (0 (h 3» . When e = 1, the method is 
the backward Euler method. This method is regarded as more stable 
than the Trapezoidal rule (Rosenbrock and Storey (1966» and experience 
shows that instability rarely occurs. Unfortunately, however, the 
truncation error is 0(h2) and this can impose fairly severe restriction 
on h but near the steady state large steps can be taken. 
It is clear that (4.19) represents a set of non-linear equations 
for the new point x
n
+l ' To solve them it is convenient to linearize 
about x , e.g. by using a one-step Newton method, this gives 
n 
= ± (1-8)' Vf(x
n
) + 8 
- x ») 
. n 
(4.20) 
where G(x ) is the Hessian matrix of f(x) evaluated at x • 
n n 
From (4.20) and by rearranging terms it follows 
+ !) [x - x ) = - Vf (x) . h n+l n n (4.21) 
When the matrix 
is non-singular, (4.21) becomes 
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Vf(x ) 
n 
It is interesting to consider (4.22) from an optimization 
(4.22) 
point of view. In the optimization terminology when 6 = 0, (i.e. 
the Euler method of integration) (4.22) reduces to the gradient 
method which has the form 
x = x - (l Vf (x ) 
n+l n n (4.23) 
where (l is a scalar usually determined so that f(x 1) is minimized. 
n+ 
When e = I, the method is that of Levenberg and Marquardt (see 
Levenberg (1944), Marquardt (1963» 
x = x -[G(X) + u)-l Vf(x
n
) 
n+l n n (4.24 ) 
In their approach the constant A (which is the reciprocal of the 
step size in (4.22» is multiplied by the identity matrix and added 
to G(x ), the multiple being chosen ,to satisfy the following 
n 
conditions: 
(1) 
(2) 
(G(x ) + AI) is positive definite 
n 
11 (G(x ) + U)-l Vf(x ) 11" £ 
n n 
where £ is a restriction on the step size. 
This is a modification to Newton's method originally developed 
for least square problems and works well in practice. 
Finally, in general, the method is similar to that proposed 
by Goldfeld, Quandt and Trotter (1966): 
x = x + p[G(X ) + AI)-l Vf(x ) 
n+l n n n (4.25) 
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where A is selected in the same way as in Marquardt (1963). The 
scalar p is chosen for reasons of computational efficiency rather 
than theoretical elegance. Notice also that Dennis and Mor~ (1977) 
with regard to the global choice of p say that "it has turned out 
to be a hard problem". 
In the application of (4.22) it is of benefit to choose the 
parameters (e, h) so that the resulting method will follow the 
orthogonal trajectories well enough to inhibit divergence, but will 
also provide fast convergence. In other words, this means that the 
efficiency of (4.22) is largely dependent upon the interaction 
between these parameters. Therefore, from this point of view, our aim 
will be directed towards finding a region ·in (8, h) plane such 
that for (e, h) in this region, the iteration process (4.22) is 
convergent. Before doing so, we give some general results on 
iterative processes of the form 
n n p:DER ->R 
i=l,~ ... (4.26) 
which will be useful for facilitating the proof of the convergence 
of (4.22). We quote the following definitions and theorems which 
can be found in Ortega and Rheinboldt, (1970). 
Definition 4.2.1 (Ortega and Rheinboldt, 1970). 
n n * Let p : D E R -> R , then x is a point of attraction of the 
iterative process (4.26) if there exists an open neighbourhood S of 
* x such that SeD and for any x E S, the iterates {x.} remain in 
o 1 
* D and converge to x . 
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Lemma 4.2.2 Wolfe (1978). 
Let A, B be nxn real matrices. Assume A to be non-singular 
with IIA-llI" a and also that IIA - BII" 8, a8 < 1. Then 
(4.27) 
Theorem 4.2.3 (Ortega and Rheinboldt, 1970). 
Suppose ~f : DC Rn + Rn is differentiable at x* and ~f(x*) = O. 
Assume A is a continuous and non-singular matrix, then the mapping 
-1 p(x) = x-A. ~f(x) 
is well defined and moreover 
* -1 * *. p'(x) = I - A (x) G(x ) (4.28) 
where G(x) is the Hessian matrix. 
Theorem 4.2.4 (Ortega and Rheinboldt, 1970). 
Suppose n n * P : D C R + R has a fixed point x E int(D) and is 
* continuous in an open neighbourhood S of x 
* G(x) exists in S and is continuous at x . 
of G(x) satisfies 
* p = p(G(x » < 1 
* 
Suppose also that 
If the spectral radius 
then x is a point of attraction of the iterative process given by 
(4.26). 
After stating the theoretical background, we are now in a 
position to consider the theoretical interaction between the parameters 
(9, h) of the iteration process (4.22). 
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Theorem 4.2.5 
Suppose Vf(x) : D E Rn ~ Rn is a continuously differentiable 
* * * function at x' and' that Vf(x ) = O. Suppose also that G(x ) is 
* continuous and non-singular and the spectral radius of G(x ) satisfies 
* p = p (G(x » < 1 
then the iteration process 
x = p(x ) 
n+1 n 
where 
* is convergent to x if e, h satisfy 
11 
e> 2 -h jJ. 
1 
Vf(x ) 
n 
* where IJ, (n = 1,2, ..• ,n) are the eigenva1ues of G(x). 
1 
PROOF. 
(4.29) 
(4.30) 
We require first that the matrix (eG(x*) 
This is obvious from the fact that the 'matrix 
+ ~) be non-singular. 
* G(x ) is non-singular 
by assumption. 
Then using (4.28) to (4.29) with p(x ) given by (4.30) it 
n 
follows that 
p'(x*) = I - (eG(x*) + ~r1 G(x*) 
* 
(4.31) 
Assume the eigenva1ues of the matrix p'(x ) are v. (i = 1,2, .•• ,n), 
1 
then from (4.31) it follows 
hjJ. 
1 
V. = 1 - --;:;,.....:,-:-, 
1 ehjJ . + 1 
1 
(4.32) 
~ 
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By assumption 
• p • p(G(x » < 1 
which is equivalent to 
2 Iv.1 < 1 
1. 
Hence from (4.32) and (4.33) it follows 
2 2 leh~. + 1 - h~. I < leh~. + 11 
1. 1. 1. 
by solving (4.34) for e it follows 
1 
e > "2 -
vhich completes the proof. 
See comment below. 
1 
~. 
1. 
4.3 PRACTICAL CONSIDERATIONS. 
(4.33) 
(4.34) 
(4.35) 
While the above theorem provides considerable insight into the 
behaviour of the parameters e, h , it does not offer a useful 
technique for selecting them. However the selection of these 
parameters, can be considered as a crucial part of the problem 
encountered by using the iteration process (4.22). A step size h 
too large may result in the estimate x being outside the region of 
convergence of the iteration process (4.22) resulting in a failure 
of the process or a long step size may pass over the stationary 
values of the function f(x). On the other hand too small a step 
size h may result in an excessive number of steps and corresponding 
excess of computational effort. 
Since the derivation of the iteration process (4.22) is based 
dx on the numerical integration of the initial value problem dt 
Since 
R _ Vf(x), 
AsI~ the funct:on f i, Icaled by • eon!t.~t factor I, thaD 
can be '~en that the corresp~ndin, s~~ct.al radii .r. related by 
Vf • ~& • 
C • KG" 
plC) • Kp(C') 
Itn C. c·. ue the Hus{u. :wtricu which correspond to f and ... Kf. 
Bo •• ver such. lealin, vill 1e.d to ret.tlo~5hip. berweec the 
er. le. vhi,h corr~,?ond to f and ,. 
When it i. ir?l~~d to un.c.led f.4.12 i. 
• J (€C. !)-I "f Ir. .1 ........ +, b" 
it (01::1'&'1 that 4.22 vh'll .pplied to & • Id ~ecO'mu 
* 1-1 
\'1' '" • (~KC • b) KO, 
which i. equivalent to 
\.1 • ~ -. (91;011 + ni)-l ':'e . 
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it is desirable to consider the estimation of these parameters 
from the view point of numerical analysis of initial value problems. 
Usually the discussion of the stability of initial value problems 
is based on the linear system of differential equations 
x = - Ax (4.36 ) 
so from the point of view of optimization the function under 
consideration is 
f(x) (4.37) 
The matrix A is assumed to be real and symmetric positive 
definite. 
Then the analytical s.olution of (4.36) from any starting point 
x is given by 
n 
x(t +h) = exp(- Ah)x (4.38) 
n n 
Any numerical solution of (4.38) from any starting point x is 
n 
given by 
xn+l = p(- Ah)x n 
where p(.) is a polynomial which is expected to be a good 
(4.39) 
approximation to the exponential function in (4.38), when certain 
conditions are satisfied. From the fact that the exponential 
function in (4.38) decreases with increasing h, an obvious requirement 
which can be imposed on the polynomial p(.) is that 
p(- Ab) < 1 ·(4.40) 
be satisfied so that the numerical solution (4.39) is decreasing. 
Another more stringent condition than (4.4q) which has often been 
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used to measure the validity of numerical integration techniques 
for solving stiff systems of differential equations is called the 
A-stability condition. This condition was discovered firstly by 
Dahlquist (1963) and extended by many others. The requirement 
of this condition is that all the numerical solutions should tend 
to zero as t + ~, when applied to a scalar form of the differential 
equation (4.36), i.e. 
(4.41) 
where A is a complex constant with positive real part (in our case 
A is taken as a positive real number). 
There are of course many theorems and definitions available 
concerning the A-stability condition and standard references for 
these are Lambert (1973) or Cash (1979b). Roughly speaking A-stability 
guarantees that the numerical solution of the differential equations is 
asymptotically stable, whenever the solution of this differential 
equation has this property (see Appendix B). 
In view of the above discussions concerning the A-stability 
of the numerical integration techniques, it is worthwhile to consider 
these concepts from the optimization point of view, Ill-conditioned 
problems in optimization can be interpreted as those which correspond 
to a function f(x) with a minimum lying in a narrow valley with 
steep sides. Such an interpretation comes as consequence of the 
connection between optimizing the function f(x) and solving the 
differential equation which is related to f(x). To give more insight 
into such an interpretation, consider the problem of minimizing f(x) 
which is given by (4.37) and assume that matrix A has a widely 
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separated eigenvalue (i.e. its condition number is high). Assume 
for illustration purposes that the function f(x) is minimized by 
the simplest optimization method, (steepest descent). This is 
clearly as stated before equivalent to solving (4.36) by Euler's 
method of integration. Since the advantages and disadvantages of 
Euler and steepest descent are similar concerning the solution of 
(4.36) and optimization of (4.37) we can conclude that 
the remedy of solving (4.36) by using suitable numerical integration, 
techniques can also be used to overcome ill-conditioned problems 
in optimization. However the ill-conditioned optimization problems 
have been noticed by many authors includingLuenberger (1973). They 
point out that when the condition number of the matrix A is high 
the D.F.P. method and other second order methods fail to produce 
satisfactory results. To overcome this difficulty, they suggest 
inserting certain parameters in the updating formula of the Hessian 
matrix and then using these parameters to minimize the condition 
number. 
However our approach to this problem is to use A-stable numerical 
integration techniques for the differential equation which of course 
is connected with the function f(x) being minimized. Although the 
A-stable numerical integration has proved to be suitable for solving 
ill-conditioned problems, it has been noticed in Chapter 3 that certain 
sophisticated A-stable numerical methods are unlikely to be useful in 
optimization. This is because they keep the numerical solutions 
very close to the true ones and as a consequence of this, slow 
convergence will be inevitable. Therefore these' problems can be 
overcome by using a low order A-stable numerical integration technique. 
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The one which we intend to use is the generalized Trapezoidal 
rule. For illustrative purposes attention is focused on the one 
dimensional version of this numerical integration technique. 
The one dimensional version of the generalized Trapezoidal rule, when it 
is applied to (4.41) gives 
The requirement for the parameters (h,e) is to preserve the 
A-s tabi li ty property". 
To find conditions for (4.42) to satisfy the A-stability 
property, let 
h ; hA 
Then from (4.42) it follows that 
1 - hO-e) 
1 + he 
x 
n 
(4.42) 
(4.43) 
The analytic solution x(t +h) of (4.41) when started from x is 
n n 
-h 
= e x 
n 
Clearly x 1 ~ 0 as n + ~ and this is the requirement for A-stability 
n+ 
property. 
By letting 
-h 1 - hO-e) 
e ; (4.44) 
1 + he 
the value of e is found to be 
(4.45) 
77 
Thus for e given by (4.45), the numerical solution (4.42) satisfies 
the A-stability condition. 
It is also important that e and h satisfy the conditions 
and 
Lim a = I 
h ..... 
e ~ 0 for h sufficiently small ----- c2 • 
The cl condition means that the iteration process (4.22) tends to 
that of Newton as the iterations proceed and condition c2 means 
that the iteration process starts like steepest descent. 
This idea obviously is not new, since all the quasi-Newton 
methods are based on it. They are based on keeping the iterate 
stable by starting with steepest descent and then gaining a higher 
rate of convergence by gradually converting to Newton's Method. 
To prove that equation (4.45) satisfies condition cl and c 2 ' 
consider the limit of (4.45) when h ~ m. It is obvious that 
" h ~ m as h ~ m for a constant positive A. 
'" Hence -h
.!.+ e 1 A A 
A h h Lim e (h) = Lim = I A 
h_ h- I -h - e 
which satisfies condition cl. 
On the other hand when h tends to zero an application of 
L.' H~pi tal's rule shows that e also tends to zero. 
From the above, we can say that the parameters h, e which are 
given by (4.44) or (4.45) satisfy the A-stability condition and 
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furthermore, keep the iteration process (4.22) between that of 
steepest descent and Newton methods. 
4.4 DECOMPOSITION OF THE MATRIX (eG + ~) 
n(n+l) . In general there are 2 second partlal derivatives of 
f : Rn + RI each of which must be calculated explicity and programmed. 
If f is a function of a large number of variables, it may be tedious 
to invert the matrix of second derivatives. Furthermore, it is 
often difficult ·to avoid making errors when inverting matrices. 
Therefore, in view of these remarks, the inverting of (eG +~) , 
would seem to suffer similar difficulties. 
However, one way of avoiding these problems is to consider 
the decomposition of the matrix (eG +~) into suitable factors. 
By. this means we seek to eliminate much of the computational effort 
and allow the parameters e, h to exercise some control over the 
diagonal elements of the decomposed matrix. But the crucial question, 
we shall encounter in such a decomposition is that the parameters e, h 
should not violate equation (4.45). This seems very difficult, 
because we have only two parameters e, h, corresponding to n diagonal 
elements. Therefore any device for correcting these parameters will 
run into trouble. However, from a practical point of view, it is 
desirable to allow these parameters to control just the maximum and 
the minimum diagonal elements. 
For these reasons, let the 
I eG(x) + h = 
matrix (eG + ~) be reduced to 
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where L is a lower triangular matrix with unit diagonal elements, 
and D is diagonal matrix. 
Assume that 
1 A = h6 (4.46) 
To start the decomposition, a value of.h is required. Assume 
h is initially given an arbitrary value, then find the corresponding 
value of e, A from (4.45) and (4.46). 
Then, put 
where 
L = 
and 
D = 
= L(D + AI) LT 
• 
Ln1 •......•• .'.1 
• d 
n 
(4.47) 
Then the factorization can proceed in the usual way by determining 
the L.· and the d., Le. 
1J 1 
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n 2 d. = G •• + A - L L .. (d. + A) J JJ i=l 1J J (4.48) 
i-l 
G •• 
- L ~ ~j ('\ + A) 1J k=l i L .. = 
1J A."+A 1 
(4.49) 
It is apparent from (4.48) and (4.49) that if G has a negative 
diagonal element then for the given value of A, the matrix G + AI 
may not be positive definite. Then a usefui strategy to follow is 
to reduce the Hessian matrix G to triangular factors first and then 
if it appears that one of its diagonal elements is zero or negative, 
take A such that 
G •. + A > 0 
11 
Assume the value of A which satisfies (4.50) is 
A = <5 
then from (4.42) (the eigenvaluel- is assumed to be negative) 
1 1 - e-h 
he = ~~-;:h--
1 - e + h 
Hence by (4.51) and (4.46) 
1 -h 
<5 
- e 
= 
-h 1 - e + h 
From (4.52) it follows 
1 1 - h I= 
-h 
e - 1 
and therefore 
1 1 h = 
<5 -h 1 - e 
(4.50) 
(4.51) 
(4.52) 
(4.53) 
(4.54) 
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Equation (4.54) has no solution for h in th~ interval (0, =) 
when 0 ~ 1 and therefore equation (4.54) can be replaced by 
11 - t I = -e _--:-h.!!h __ -1 (4.54a) 
In any case the solution of (4.54a)is complicated, because of the 
occurrence of the exponential term and to avoid such complication 
an approximation to e -h can be used, 1.e. 
-h 1 h
2 
.e = - h +-2 
Subs ti tuting (4.55) in (4. 54a) gives 
and then the value of e follows from (4.46) 
1 e = ----,~--
20r-O-(IHI 
(4.55) 
(4.56) 
(4.57) 
The decomposition is then ~tarted using (4.48) and (4.49). 
The above procedure has been applied to a number of test 
functions and the results of the application together with advantages 
and disadvantages will be illustrated later in Chapter 5. 
THE ALGORITHM. 
* It is assumed that an estimate x of the minimum x of f is 
o 
given. 
(1) Set k = 0, h an arbitrary value say h = .05 (which 
o 0 
worked reasonably well in most of the test problems being examined 
by this algorithm.) 
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(2) Compute g(k) and G(k) from 
(k) k i g. = V. f (x ) = 1,2, .... ,n 
1 1 
G~~) k (i, j 1,2, ...• n) = G .. (x ) = 
1J 1J 
(3) Perform the decomposition of the matrix G into LDLT. 
(4) Compute the 
and 
Max 
i=l, ... ,n 
Min 
i=l, .... ,n 
d. 
1 
d. 
1 
(5) If the Min 
i=l, ... ,n 
d. is negative or zero go to step 9, else 
1 
(6) Compute h from 
(7) Compute a from (4.45). 
(8) Set 
1 ). = -ha 
and go to step 11. 
(No. of iterations -1) 
(9) Find the smallest positive number). so that 
Min 
i=l, ... ,n 
(la) Find a from (4.57). 
d. + ). > 0 
1 
(11) Find the L,D matrices from (4.48) and (4.49). 
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(12) Set 
DLT = u. 
(13) Solve the linear system of equations 
Lup(k) = _ eg(k) 
(14) Set 
x 
(k+1) 
= x 
(k) 
+ P (k) 
(15) If convergence is achieved go to 17, else 
(16) Set 
k = k + r 
and go to step 2. 
(17) Set 
* 
(k+l) 
x = x 
(18) Stop. 
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Comment. 
It is clear, by Wolfe' s theorem [see Dixon 197i1, that convergence 
to the minimum will occur provided that the conditions of theorem 
4.2.1 are satisfied and the step length h is chosen in the algorithm 
in such a way that f(x) is decreased at each iteration. This however 
can be very slow in practical problems and so hand 6 are selected 
to ensure A-stability with the hope that longer step lengths can 
be ·taken as the minimum is approached .. 
It is also important to note that in practical problems the 
conditions of theorem 4.2.1 may not be satisfied so that f(x) may 
not have a unique minimum. Wolfe has shown that even when an algorithm 
satisfies the condition of this theorem convergence may be to a non-minimum 
cri tical point. Furthermore the initial estimate x of the mininiizer 
o 
may be far from this critical point and so care must be taken in the 
early iterations to follow the trajectory. 
These concepts will be illustrated with reference to a specific 
function in Chapter 5. 
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CHAPTER 5 
NUMERICAL RESULTS 
In this chapter details of the applications of the algorithm 
described in Chapter 4 to some test functions are given. 
The results obtained are compared with some existing 
minimization methods (Davidon, Fletcher and Powell, Gill and Murray). 
The basis used for the comparisons is the number of function 
evaluations which is in general a reasonable measure of the time of 
computation. 
5.1 COMPUTATIONAL CONSIDERATIONS. 
When computing the number of function evaluations, gradient 
and Hessian evaluations should obviously be taken into account. 
One gradient evaluation is equivalent to n function evaluations 
and one Hessian evaluation equivalent to n(~+l) function evaluations .. 
Therefore, we let s be the number of iterations required by the 
algorithm to converge to a stationary point and c. the number of 
1 
function evaluation during the i-th iteration. Then, since the 
algorithm requires one gradient and one Hessian evaluation (assumed 
to be evaluated analytically) per iteration, the total number of 
function evaluations 1S 
+ [ + n(n+l») c i . s n 2 . 
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5.2 TEST FUNCTIONS. 
A number of functions have been used as test examples. The 
reason for these functions being commonly used by workers in 
optimization is that they present difficult valleys and flat surfaces 
and therefore we can, to some degree, be certain that an algorithm 
which performs well on them should-be reliable in general function 
minimization. 
1. Rosenbrock's function (Rosenbrock, 1960). 
f(x) 
initial approximation 
x = (-1.2, 1). 
o 
This is a well-known function with a valley along the parabola 
2 
x2 = xl and with its minimum at (I, 1). 
2. Himme1b1au function (Himme1b1au, 1972). 
2 - 2 2 2 
f(x) = (Xl + x2 - 11) + (Xl + x2 - 7) 
initial approximation 
X = 0, 1). 
o 
This function has three stationary points at 
* (3.58443, -1.84813)T xl = 
* (3, 2) T x2 = 
* (-3.77931, -3.283186)T x3 = 
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* * * where xl and x2 are minima and satisfy f(x) = 0, where x3 is 
minimum but does not satisfy f(x) = o. 
Note that all the computer codes tested from x 
o 
yielded the second solution. 
3. Beale's function (Beale, 1958). 
where cl = 1.5, c2 = 2.25, c3 = 2.625. 
T 
==(1,1), 
This function has a narrow curving valley approaching the line 
The starting point is 
x = (8.0, .8)T 
o 
and the minimum value is zero at 
* T x = (3.0, 0.5) . 
4. Box's function (Box, 1966). 
z. = exp (- t.) 
.l. 1 
i 
t. = 10 1 
This function has a minimum value 
x* = 0, 10) T 
and the starting point is 
T 
x = (5.0, 0.0) • 
o 
- exp (- lOt.) 
1 
zero at 
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5. Wood's function (Colville, 1968). 
( ) ( 2 2) 2 ( ) 2 9 f x = 100 x2 - xl + 1 - xl + 0 
+ (1 - x3)2 + 10.1[(X2 -
19.8 (xZ - 1)(x4 - 1). 
The starting point is 
T 
x = (-3, -1, -3, -1) . 
o 
2 1) + (x4 -
The function has a minimum value zero at 
* T x = (1, 1, 1, 1) • 
The function has a saddle point when the function has a value 
near to f(x) = 7.82, performance of algorithms on this function can 
vary widely due to some xk becoming close to the saddle point and 
non-unimodality along certain directions of search causing an 
alternative path to be taken to the solution, (see Gill, Murray and 
Pitfield (1972». 
6. Powell's function of four variables (Powe11, 1962). 
f(x) 
The starting point is 
T Xo = (3.,-1.0, 0., 1.) 
* 
and x* = (0, 0, 0, O)T. 
The Hessian matrix of f at x has two zero eigenva1ues and the 
function value varies very slowly in the neighbourhood of the 
minimum. 
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7. Cragg and levy's function (Cragg and Levy, 1969). 
f(x) = [exp(x1) - x2)4 + 100(x2 - x3)6 + tan
4 (x3 - x4 ) 
+ x~ + (x4 - 1)2 . 
The starting point is 
T 
x = (1, 2, 2, 2) . 
o 
This function is severely non-linear in all variables, it has 
minimum value zero at 
* T . 
x = (0, 1, 1, 1) • 
8. Modification of Rosenbrock's function. 
f ( ) 0 ( 2) 8 (1 ) 8 x = 10 x2 - Xl + - Xl 
The starting point is 
T 
x = (-1.2, 1) • 
o 
The minimum value of the function is zero at 
* T x = (1, 1) • 
9. Dixon's function (Wolfe,1977). 
f(x) 
9 
L 
i=l 
2 2 (x. - x. 1) 
1 1+ 
The starting point is 
T * x = (-2, ..••. -2.) and x = (1, 1, ••• ,1). 
o 
This function has 10 variables and provides some indication 
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of the behaviour of the algorithm as the number of variables 
increases. 
5.3 CONVERGENCE CRITERIA. 
On the execution of the algorithm the following convergence 
criteria have been used. They are incorporated in the main program 
as a subroutine. 
(1) if If("k)1 < f tol go to step 3else 
(2) f tol go to step 9 or go to step 4 
(4 ) if I{I < xtol go to step 6 else 
i i 
(5) if l"k -i"k+ll > x 1 go to step 9 or go to step 7 to 
"k 
(6) if I{+l - {I > x tol go to step 9 else 
(7) if IQf({)1 > Qftol go to step 9 else 
(8) Return 
(9) Convergence criteria are not satisfied, stop • 
These convergence criteria· are due to Himelblau (1972) and 
have been widely used by many authors, (see Wolfe,(l978». The 
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tolerance parameters were taken as 
f = 10-5 
tol 
Vf 1 to 
Using this convergence criteria, the algorithm has been tested 
on the test functions of section 5.2. The performance of the 
algorithm will be summarized later. 
5.4 RESULTS AND COMPARISONS. 
The algorithm derived in Chapter 4 has been programmed and 
tested on the examples of section 5.2. In this 
section we g,ive tentative conclusions based on the observed behaviour , 
of the, algorithm. This will consist of a brief discussion of one 
example and presentation of the results of the others. 
The example we choose to analyse, is the cusp function 
of Dixon (1973). 
f (x) 
with 
This function takes the form 
x = (2, 5, O)T 
o 
and the solution we seek is 
* T x = (1.23, 1.52, 0) (rounded to 3 figures) 
with 
* f(x) = 16.52. 
The reason for analysing the behaviour of the algorithm on this 
specific example is because the function is not well-behaved. 
The Hessian matrix of this function is undefined at the minimum 
point. 
When the present algorithm is applied to this example, the value 
of the function is reduced to 16.6 which is not the real minimum 
value. The diagonal elements are determined using the procedure 
provided previously in Chapter 4. In applying this procedure an 
arbitrary value of h is used in order to start the iteration process. 
At this stage decomposition of the Hessian matrix has to be performed. 
This involves checking the maximum and the minimum diagonal elements. 
But the algorithm failed when such a procedure was incorporated. 
This failure is clearly due to the way 1n which the value of h is 
selected when the algorithm is applied to badly behaved functions of this type. 
It is important to note that when the other procedure which 
does not utilize A is used, stability in reducing the values of 
the function occurs, but this is accompanied with slow convergence. 
Therefore we conclude that the algorithm did not succeed in 
finding the correct answer to this example. 
In general with regard to the examples of section 5.2, the 
results of the proposed algorithm and the ones developed by Davidon, 
Fletcher and Gill and Murray are demonstrated in Tables 1 - 3. 
All computations were performed in Fortran (Double precision) using 
* Prime 400 and the computations have been repeated on the 19045 
(single precision) I.C.L. computer of Loughborough University of 
... 
Technology as a check.' 
t Precisions are 14 digits on Prime, 11 digits On 1900. 
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The Gill and Murray algorithm is readily available and provides 
a standard against which other algorithms can be tested. But the 
• 
convergence criteria for this algorithm is not the same as that used 
by the proposed method and that of the D.F.P. algorithm. 
It can be seen from Tables 1 - 3 that performance of the new 
algorithm is acceptable and comparable with the other two. 
On the Rosenbrock function for example the D.F.P. algorithm 
terminated after a total of 124 function evaluations with the 
-10 function value f. = .15xlO . However the proposed algorithm 
m1n 
terminated after 108 function evaluations with the f . 
m1n 
-13 
= .lxlO . 
The Gill and Murray algorithm terminated after 135 function 
evaluations with the f . 
m1n 
-19 
= .1xlO . 
The numerical comparisons of different algorithms are more 
realistic if a number of starting points are used instead of a 
single one. 
All algorithms were tried using different starting points and 
the results on a selective number of test functions are demonstrated 
in Table 4. However function (9) is tried with starting point 
T (-20 •......•.• -20) which is obviously different from the classical 
point (-2 .••.•.• _2)T. The proposed algorithm works well and the 
results are demonstrated in Table 14. But the D.F.P. and the Gill 
and Murray algorithms fail" to produce any satisfactory results. 
These results are not reported. because both algorithms fail in 
the early stages of the process. 
In· connection with Beale's function with x 
o 
T 
= (8 ••. 8) • 
Himelblau (1972) has noticed that the Newton method fails owing 
to the nature of the Hessian 1'latrix, 
94 
Although the proposed algorithm and the others are worked well, the 
-11 proposed algorithm reduced f(x) to f = .17xlO in (78) function 
evaluations whereas the D.F.P. algorithm reduced f(x) to f = .lxlO-9 
in (130) function evaluations. Finally the Gill and Murray algorithm 
reduced f(x) to f = .2xlO-16 in (165) function evaluations .. 
The results of testing the algorithm on Wood's function are shown 
in Table (9). As this table indicates instability has occurred when 
the point ~ gets close to the point where f(x) = 7.8. This, of course, 
has been noticed by Gill, Murray and Pitfield (1972) who pointed out 
that 'near to this point the algorithm will vary widely due to the 
existence of a saddle point and non-unimodality along certain direction 
of search causing an alternative path to be taken to the solution'. 
In this case reduction in the step size will not be useful, since the 
trajectories of the differential equations, will stall at the saddle 
point. 
Despite the fact that instability occurs near the saddle points, 
it was noticed that if the iterations of the algorithm are continued, 
then the instability dies out and convergence to the actual minimum 
occurs. A similar effect has been noticed by Brandon (1974). 
Finally the detailed numerical results concerning the test functions 
are given in Tables 5 - 14. In conclusion we can say from these tables 
we have obtained a certain measure of success in developing an 
optimization algorithm based on the use of differential equations. 
TABLE 1 - RESULTS OF THE PROPOSED ALGORITHM 
Function Starting No. of No. of Mininrum Optimal Value 
Number Points Iterations Function Points of the Function 
Eva1ua t ions 
1 -1.2,1. 17 108 .999, .999 .116x10 -13 
2 1.,1. 7 52 2.99, 2.00 .222 xlO -8 
3 8. , .8 12 78 2.99, .499 .427xlO-11 
4 5. ,0. 69 420 .999, .999 • 136x10-11 
5 -3.,-1., 34 525 .999, .999, . 169x 10-11 
-3. ,-1. 1.00, 1.00 
-3 -4 
. 935 XlO-12 -3,1.,0., 75 1125 .81x10 , .81x10 6 1. 
-3 -3 
-.40x10 ,-.40x10 
1.,2., 73 1095 .014, 1.01 • 192x10-9 7 2. ,2. 1. 0, 1.0 
8 -1. 2, 1. 16 102 .94, .93 .314 xlO-9 
9 -2.,-2., 24 720 1., ..... ,1. .649x10-13 
••.••.• 2 . 
TABLE 2 - RESULTS FOR D.F.P. ALGORITHM. 
Function Starting No. of No. of Minimum Optimal Value 
Number Points Iterations Function Points of the Function 
Evaluations 
1 -1. 2, 1. 14 124 .999, .999 .158xlO-1O 
2 I., 1. 6 511 2.99, 2.00 • 136XlO-8 
3 8. , .8 12 130 2.99, .499 .176xlO -9 
4 5. , 0 Fail 
5 -3. , -I., 49 636 .999, .999, 1.0, .913xlO -11 
- 3., -1. 1.0 
-3.,.1.0, -5 -.865X10-6 
.154xlO-19 6 39 615 .865xlO , 0.0, O. -5 
-.388xlO-5 .388xlO , 
I., 2. , -5 .999, 
.848xlO-26 7 152 1874 - .13lxlO , 2. , 2. 1.0, 1.0 
8 -1.2, 1. 6 72 .969, .933 .739xlO-12 
-2. , -2. , . . . 78 1337 I., I., e ••••• -9 9 
-2 . , ••••. 1 .0 .320xlO . . . . , 
TABLE 3 - RESULTS FOR GILL AND MURRAY ALGORITHM. 
Function Starting No. of No. of Minimum Optimal Va1ue 
Number Points Iterations Function Points of the Function 
Eva 1 ua tions 
1 -1. 2, 1. 21 135 loO, 1.0 .156 10-19 
2 1., 1. 6 36 3. , 2. .692 10-14 
3 8. , .8 28 165 3. , .5 .205 10-16 
4 5. , o. 18 108 loO, 10. .102 10-18 
5 -3. , -1. , 4'4 700 .999" .999, .218 10-13 
-3. , -1. 1.0, 1.0 
-3. , 1., 23 370 .227 
10-3 
.227 10-4 
.530 10-9 6 , o. , 1. 
-.219 10-2 .219 10-2 , 
I., 2. , 935 .218 
10-1 1.02 
.395 10-8 7 SO , 2. , 2. 1.00, 1.00 
8 -1.2, 1. 39 234 .875, .713 .646 10-7 
9 -2. , -2., •.. 25 1716 1., 1., ••••.. ,I. .203 10-15 
...... , -2 
TABLE - 4. 
Gill and Murray Method D.F.P. Method " Proposed Method 
* * * * * * x f(x ) x f(x ) Nf x f (x ) Nf x f(x ) Nf 0 0 
-3.635, 5.621 .5xlO 4 1.0, 1.0 . 6xlO -20 213 1.0, 1.0 .lXlO-14 169 1.0, 1.0 .6X10-15 130 
'" 
.4X103 .lX10-17 . 7xlO-9 .3X10-16 -
-2.0, 2.0 1.0, 1.0 140 1.0, 1.0 19S 1.0, 1.0 132 
.:< 
<.l 4 
.2x10-15 .9X10-13 .lXlO-16 o '" 2.0, -2.0 .3xl0 1.0, 1.0 97 1.0, 1.0 506 1.0, 1.0 96 .. 0 
oD .... 4 
.9XI0-lS .5 xlO-16 .2 xlO-14 "' ... -2. , -2.0 .3x10 1.0, 1.0 160 1.0, 1.0 577 1.0, 1.0 105 0) <.l 
'" '" 2 .2xlO-13 .lx10-13 .1xlO -13 o ::J 
-.221, .639 .3xlO 1.0, 1.0 SI 1.0, 1.0 269 1.0, 1.0 100 ..:~ 
'" 
S. , 0 .lXI03 F F 3.0, .5 .2 xlO-13 " 65 
'" 0 . 2 
.1xlO -20 
.4xl0-12 .1XlO-13 - .... 8.0, .2 .8x10 3.0, .5 74 3.0, .5 213 3.0, .5 45 0)'" 
.... u 
.2X10-17 .4"XI0 -13 .8xlO-13 
'" '" 5.0, .8 .49 3.0, .5 52 3.0, .5 124 3.0, .5 135 OJ ::J "'~ 
,:<0:> 2.0, -2.0 .lX109 1.1, 1.3 -7 220 1.1, 1.3 .7 xlO-7 444 <.l~ .7xlO F 
o '" 
."SX1015 -7 .6x10-7 ... 0 6.39, -.221 1.1, 1.3 310 1.1, 1.3 525 oD .... .6xlO F 
Cl ... 
.lxl0lO -9 OJ u 
-3.635, 5.621 .97, 98 220 
UI '" 
F F .Sx10 
o ::J 
..:~ 
'" 
3, 1, 3, 1 .lx105 1, 1, 1, 1 .4X10-17 70 1, 1, 1, 1 .8x10-1O 769 1, 1, 1, 1 .7x10-14 182 
0 
.lxl05 .lX10-19 .lXlO-1O .2XlO-12 .... 
-3, 1, -3, 1 1, 1, 1, 1 522 1 1, 1, 1 690 1, 1, 1, 1 442 ... , 
<.l 
.9x103 .8X10-1O .1xlO -11 Cl 1, -1, 1, -1 1, 1, 1, 1 0.0 36 1, 1, 1, 1 601 1, 1, 1, 1 91 ::J 
~ 2 
.4X10-15 .5xlO-12 .2X10-12 ..., 
-1.2,1,-1.2,1 .4x10 1, 1, 1, 1 441 1, 1, 1, 1 2457 1, 1, 1, 1 546 
0 2 
.lX10-17 .1XlO-1O . 7xlO -12 0 
-1.2,1,1.2, 1 1, 1, 1, 1 234 1, 1, 1, 1 433 1, 1 234 ::.: .4x10 1, 1, 
TABLE 5 - ROSENBROCK FUNCTION 
N. Nf N Total Current Value 1 g Evaluations Point of the Function 
0 1 2 6 -1. 2, 1.0 24.2 
1 2 4 12 -1.189, 1.146 12.011 
2 3 6 18 -1.157, 1.282 4.985 
3 4 8 24 -1.005, .982 4.103 
5 6 12 36 - .629, .382 2.672 
8 16 48 .167, -1 1.364 7 - .232x10 
8 9 18 54 .425, -.170 12.683 
9 10 20 60 .433, .183 .322 
10 11 22 66 .732, .447 .873 
11 12 24 72 .746, .556 .642x10 -1 
13 14 28 84 .961, .923 .150xlO -2 
15 16 32 96 .999, .998 . 339xlO-6 
16 17 34 102 .999, .999 .923x10-1O 
17 18 36 108 .999, .999 . 116X lO-13 
N. Nf N 1 g 
0 1 2 
1 2 4 
2 3 6 
3 4 8 
4 5 10 
5 6 12 
6 7 14 
7 8 16 
TABLE 6 - HIMMELBLAU FUNCTION. 
Total Current Point 
Evaluations 
6 1., 1., 
12 2.586, 3.852 
18 2.731, 3.054 
24 2.892, 2.451 
30 2.971, 2.124 
36 2.996, 2.014 
42 2.999, 2.000 
46 3. , 2. 
Value 
of the Function 
.106x103 
.108X103 
.258X102 
3.652 
.235 
. 325xlO -2 
.496xlO -5 
• 222xlO -8 
.... 
o 
" 
TABLE 7 - BEALE FUNCTION. 
N. Nf N Total Current 1 g Evaluations 
0 1 2 6 8. 
1 2 4 12 7.010 
2 3 6 18 6.156 
3 4 8 24 6.063 
4 5 10 30 4.720 
5 6 12 36 4.504 
6 7 14 42 3.316 
7 8 16 48 3.415 
8 9 18 54 2.836 
9 10 20 60 2.954 
10 11 22 66 2.996 
11 12 24 72 2.999 
12 13 26 78 2.999 
Point 
.8 
.785 
.789 
.803 
.752 
.723 
.625 
.590 
.487 
.487 
.4992 
.499 
.. 499 
Value 
of the Function 
2.042 
1.179 
.3015 
.190 
.158 
.105 
.132 
.184X10-l 
.236x10-1 
.365 x10-3 
.358XlO-S 
.S05xlO -8 
.427xlO-11 
0-
o 
0-
N. Nf N Total 1 g Eva1ua dons 
0 1 2 6 
1 2 4 12 
2 4 8 24 
3 5 10 30 
5 .7 14 42 
7 9 18 54 
9 11 22 66 
11 13 26 78 
13 15 30 90 
15 17 34 102 
17 19 38 114 
19 21 42 126 
21 23 46 138 
23 25 50 150 
25 27 54 162 
27 29 58 174 
29 31 62 186 
34 35 70 210 
40 41 82 246 
50 51 102 306 
68 69 138 414 
69 70 140 420 
TABLE 8 - BOX FUNCTION. 
Current Point 
5. 
-.214X102 
-.210X102 
- .205xlO 2 
-.196xlO 2 
- . 186x102 
- .176xlO 2 
- . 166xlO 2 
- .156.10 2 
- .1468x10 2 
- • 136x10 2 
- .126xlO 2 
- • 116xlO 2 
-.106xlO 2 
-9.654 
-8.639 
-7.620 
-5.041 
-1. 836 
1.019 
.999 
1. 
o. 
-.897x10-1 
.317 
.783 
1.775 
2.804 
3.85 
4.939 
6.053 
7.215 
8.456 
9.841 
.115x10 2 
.142x10 2 
.232xlO 2 
.663x10 2 
.656x10 2 
.636x10 2 
.608x10 2 
.560xlO 2 
9.999 
10. 
Value 
of the Function 
.195x 102 
.424x 1019 
.193x 1019 
• 785x 1018 
.117x 1018 
.166x 1017 
.23IX1016 
.319 x1015 
.438x1014 
.600x1013 
.819x1012 
.111x1012 
.152x1011 
.208x101O 
.284x109 
.388X108 
.531X107 
.373405 
.969x10 2 
.1472 
.606x10 -9 
.136x10-11 
.... 
o 
N 
N. Nf N Total 1 g Evaluations 
0 1 4 15 
2 3 12 45 
4 5 20 75 
6 7 28 105 
8 9 36 135 
10 11 44 165 
12 13 52 195 
14 15 60 225 
16 17 68 255 
18 19 76 285 
20 21 84 315 
22 23 92 345 
24 25 100 375 
26 27 108 405 
28 29 116 435 
. 30 31 124 465 
32 33 132 495 
34 35 140 525 
TABLE 9 - WOOD FUNCTION. 
Current' Point 
-1., -3. , -3. , 1. 
-2.589, 4.578, -2.548, 4.267 
-1.623, 2.178, -1.566, 1.973 
-1.117, 1.184, -1.056, 1.050 
-1.004, 1.018, -.935, .885 
-.332, .837 x10-1 , -1.483, 2.150 
.860 x10-1 , -.693 xlO-1 , -1.397, 
-2.993, -.933, -1.711, 2.815 
-1. 900, 2.458, -549, .210 
-1.470, 2.067, .,.141, • 125 x10-1 
-1.243, 1. 540, .606, .375 
• 130xlO-1 , 
-.580, 3.035, 8.445 
.335 x10-1, 
-.111, 1.875, 3.271 
.188, .161 xlO-1 , 1.440, 2.048 
.500, .240, 1.317, 1. 734 
.792, .627, 1.167, 1.361 
.998, .997, 1.003, 1.006 
.999, .999, 1.000, 1.000 
Value 
of the Function 
.191 x105 
.139 x104 
.101 x103 
.100 x102 
7.876 
9.218 
1.961 7.707 
.981x104 
.147x103 
8.217 
5.403 
.443x103 
.230X102 
1.411 
.590 
.126 
.267xlO-3 
. 169xlO-11 
... 
o 
w 
TABLE 10 - POWELL FUNCTION. 
N. Nf N Total Current Point Value 1 g Eva 1ua tions of the Function 
0 1 4 15 -3.00, -1.000, 0.000, 1.000 .273x104 
4 5 20 75 -1.033, .102, .200, .199 .231x10 2 
9 36 135 -.219, 10-1 . 366xlO -1, .364 Xl0-1 -1 8 .219 , • 431x 10 
12 13 52 195 -.602xl0-1 , -2 .602x10 , -2 -.828x10 , .829x10 -2 .730xlO -4 
16 17 68 255 -1 -.184x10 , -2 .184x10 , -2 -.680x10 , -.680x10 -2 .237x10 -6 
20 21 84 315 -2 -.862x10 , -3 -2 .862x10 ,-.414x10 , -.414x10 -2 .110x10 -7 
24 25 100 375 -2 -.558xlO , -3 -2 .558x10 ,-.277x10 , -.277x10 -2 .201x10 -8 
28 29 116 435 -2 -.410x10 , -3 -2 .410x10 ,-.204x10 , -.204 xlO -2 .590x10 -9 
32 33 132 495 -2 -.321xlO , -3 .321xlO , -2 - .160x10 , -.160xl0 -2 .223xl0 -9 
36 37 148 555 -2 -.262x10 , -3 .262xl0 , -2 -.130xl0 , - . 130xl0 -2 .991x10 -10 
40 41 164 615 -2 -.220xl0 , -3 .220xl0 , -2 .109x10 , -.109xl0 -2 .490xl0 -1~ 
44 45 180 675 -2 -.188x10 , -3 .188x10 , -3 -.940x10 , -.940xlO -3 .263xl0 -10 
48 49 196 735 . -2 -.164x10 , -3 .164x10 , -3 -.817x10 , -:817x10 -3 ~150XlO-1O 
52 53 212 795 -2 -3 -.1445x10 ,.144x10 , -3 -.720x10 , -.720x10 -3 .909x10 -11 
56 57 228 855 -2 -.128x10 , -3 .128xlO , -3 -.641x10 , -.641xlO -3 .570xlO -11 
60 61 244 915 -2 -.115x10 , -3 .115x10 , -3 -.575x10 , -.575xlO -3 .371x10-11 
64 65 260 975 -2 - .104x10 , -3 1.04xl0 , -3 -.521xlO , ' -3 -.521xlO .248xlO -11 
68 69 276 1035 -3 -.952xlO , -4 -3 .952x10 ,-.474x10 , -.474x10 -3 .170x10-11 
72 73 292 1095 -3 -.872x10 , -4 .872x10 , -3 -.434x10 , -.434x10 -3 .120x10-11 
75 76 304 1140 -3 -.819x10 , -4 .819x10 , -3 -.408xl0 , -.408xl0 -3 .935x10-12 
N. Nf N Total 1 g Evaluations 
0 1 4 15 
5 6 24 90 
10 11 44 165 
15 16 64' 240 
20 21 84 315 
25 26 104 390 
30 31 124 465 
35 36 144 540 
40 41 205 615 
45 46 230 690 
50 51 255 765 
55 56 280 840 
60 61 305 915 
65 66 330 990 
70 71 355 1065 
73 74 370 1110 
TABLE 11 - CRAGG AND LEVY FUNCTION. 
Current Point 
. 
1.000, 2.000, 2.000, 
.466, 1.391, 1.209, 
.155, 1.124, 1. 055, 
-1 
.852xlO , 1.068, 1.027, 
-1 
.594xlO , 1.048, 1.017, 
-1 
. 458xlO , 1.037, 1.012, 
-1 
.374xl0 , 1.030, 1.009, 
-1 
.317xlO , 1.026, 1.007, 
-1 
.275xl0 , 1.023, 1.005, 
-1 
.243x10 , 1.020, 1.005, 
-1 
.218xlO , 1.018, 1.004, 
-1 
.198xlO , 1.016, 1.003, 
-1 
.182xlO , 1.015, 1.003, 
-1 
.168xlO , 1.014, 1.003, 
-1 
.156xlO , 1.013, 1.002, 
-1 
.149x10 , 1.012, 1.002, 
of 
2.000 
1.006 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
Value 
the Function 
2.266 
.938xl0-2 
.111xlO -4 
.121xIO-5 
.203xIO-6 
.562xI0-7 
.204xlO-7 
.887xIO-8 
• .435xlO -8 
.233xlO -8 
.134xlO -8 
.822xl0 -9 
.529xlO -9 
.347x10 -9 
.237x10 -9 
.192x10 -9 
.... 
o 
'" 
N. Nf 1 
0 1 
1 2 
2 3 
3 4 
4 5 
5 6 
6 7 
7 8 
8 9 
9 10 
10 11 
11 12 
12 13 
13 14 
14 15 
15 16 
16 17 
TABLE 12 - ROSENBROCK FUNCTION WITH POWER 8. 
N Total Current Point Value g Evaluations of the Function 
2 6 -1.20, 1.00 .548 X103 
4 12 -.892, .323 .164 x103 
6 18 -.628, -.818 x10-1 .496 x102 
8 24 -.401, -.299 .151 x102 
10 30 -.208, -.389 4.682 
12 36 -.438, -.397 1.474 
14 42 .972 x10-1 , -.354 .471 
16 48 .218, -.279 .152 
18 54 .322, -.188 .499x10-1 
20 60 .411, -.908x10-1 .164X10-1 
22 66 .488, • 773x10 -2 .549 X10-2 
24 72 .923, .944 .500x10-6 
26 78 .946, .931 .352X10-9 
26 84 .946, .931 .342X10-9 
30 90 .946, .931 .332x10-9 
32 96 .946, .931 . 323x10-9 
34 102 .946, .931 . 314x 10 -9 
..... 
o 
CO' 
TABLE 13 - DIXON'g FUNCTION. 
N. Nf N Total Current Point Value 1 g Eval. of the Function 
0 1 10 30 .2.00, -2.00, -2.00, -2.00, -2.00, -2.00, -2.00, -2.00, -2.00, -2.00 .342X103 
1 2 20 60 -1.182, -1.192, -1.190, -1.190, -1.189, -1.198, -1.189, -1.189, -1.594. 1.677 .616X102 
3 4 40 120 -.256 10-1 , -.402, -.303, -.332, -.327, -.317, -.3606, -'.212, -.766, .745 3.062 
5 6 60 180 .698, .31t., -.127, -1 '-1 -.129xl0 ,-.340xl0 , -1 -.329xl0 , -1 -.260xl0 , -1 -.163xl0 , -.369, .554 .686 
7 8 80 240 • 872 , .688, .404, ,.124, -1 -.209xl0 , -4 .109xl0 , -4 -.206xl0 , -3 -.274xl0 • -.176, .512 .529 
9 10 100 300 .934, .837, .678, .441, .171, -1 -3 .163xl0 ,-.100xl0 , -5 -.142xl0 , -1 -.845xl0 , .502 .507 
11 12 120 360 .960, .902, .802, .635, .394, .144, -1 .153xl0 , -4 .521xlO , -1 -.422xl0 , .500 .502 
13 14 140 420 .973 , .934, .866, .746, .552, .299, -1 .838xlO , -2 • 514xl0 , -1 -.211xlO • .500 .501 
15 16 160 480 .984, .960, .918, ,.839, .701, .484, .223, -1 .4?6 xl0 , .187, .506 .500 
17 18 180 540 .996, .990, .979, .952, .887, .739, .474, .221, .382, .514 .490 
19 20 200 600 1.015, 1. 037 , 1.074, 1.128, 1.184, 1.186, 1.088, 1.022, .974, .621 .439 
21 22 220 660 1.000, 1.000, 1.001, 1.002, 1.003, 1.003, 1.002, 1.001, 1.000, 1.000 .651xlO -4 
22 23 230 690 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000 .784xl0 -8 
23 24 240 720 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000 .649xl0-13 
N. Nf N Total 1 g Eval. . 
0 1 10 30 -20.00 -20.00 -20.00 
2 3 30 90 -8.870 -8.785 -8.788 
4 5 50 150 -3.815 -3.699 -3.706 
6 7 70 210 -1. 500 -1.408 -1.422 
8 9 90 270 - .285 - .461 - .416 
10 11 110 330 .625 .104 - .138 
12 13 130 390 .854 .644 .356 
14 15 150 450 .927 .820 .647 
16 17 170 510 .957 .893 .785 
18 19 190 570 .971 .929 .856 
20 21 210 630 .981 .953 .903 
22 23 230 690 .993 .984 .966 
24 25 250 750 1.011 1.028 1.056 
26 27 270 810 1.000 1.000 1.000 
28 29 290 870 1.000 1.000 1.000 
TABLE 14 - DIXON'g FUNCTION. 
Current Point 
-20.00 -20.00 -20.00 -20.00 -20.00 -20.00 -20.00 
-8.788 -8.788 -8.788 -8.789 -8.745 -10.334 42.052 
-3.706 -3.706 -3.706 -3.711 -3.699 -4.883 9.845 
-1.420 -1.421 -1.418 -1.439 -1. 290 -2.298 2.579 
- .427 - .428 - .412 - .476 - .250 -1.111 1.000 
- .038 - .060 - .058 - .054 - .024 - .533 .613 
.038 -.410x10 -2 -.145XI0-3 - .163 xI0-3 -.732xl0-3 -.255 .525 
.390 .130 -2 -5 .409xl0 -.131xl0 -.684x10-5 -.122 .506 
.606 .356 .115 .866xl0 -2 .535xlO -5 - .607xlO-1 .501 
.728 .526 .270 .670xl0 -1 . 296x1.0-2 ~ .321xl0 -1 .500 
.812 .627 .426 .175 .312XlO-1 .251 .496 
.929 .846 .678 .405 .172 .410 .435 
1.094 1.123 1.083 .925 .781 .761 .• 155 
1.001 . 1.001 1.002 1.002 1.004 1.005 1.003 
1.000 1.000 1.000 1.000 1.000 1.000 1.000 
Value 
of the Function 
.158 107 
.655 105 
.277 104 
.115 103 
5.512 
.803 
.542 
.509 
.502 
.501 
.504 
.539 
1.020 
.832xl0-4 
.440xl0 -13 
.... 
a 
(» 
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5.5 CONCLUSIONS. 
In the preceeding chapter, we have presented a new algorithm 
for unconstrained optimization. The attractive feature of this 
algorithm is that the requirement of the line search, which is 
extremely important in most of the available optimization algorithms, 
is not used here. In fact the line search is overridden in this 
algorithm because we are following the trajectories of differential 
equations. These trajectories possess the property of passing through 
the stationary point of the function being minimized. 
The differential equations are in general non-linear, and hence 
an analytical solution may not· exist. Consequently as an alternative 
to the analytical solution, our attention is focused on trying 
different numerical integration techniques which have been suggested 
by Storey (1978) for use in optimization such as the generalized Trapczoidal 
rule. The parameters e, h in the numerical integration have been used 
in the form~lation of the proposed algorithm. The parameter h is 
allowed to increase in order to speed up the convergence by using the 
formula derived in Chapter 4. This formula is also inexpensive because 
it only depends on the number of iterations. This selection of the 
step size (h) is heuristic in nature with no theoretical guarantee that 
it is the best method. But based on experience, it produced good results 
for the test problems used in this chapter. A necessary requirement 
for using the algorithm is the specification of the initial values of h. 
All the test problems started with h = .05 and this value was 
subsequently modified by the algorithm. 
Notice that the algorithm performs better than the 8ill-Murray method 
on 5 out of the 9 functions tested and has about 4% fewer function 
evaluations in total for all 9 functions. 
6.1 INTRODUCTION. 
110 
CHAPTER 6 
OPTIMAL CONTROL 
In optimal control problems the difficulties involved in solving 
analytically the necessary conditions for optimality have led to the 
development of numerical techniques. Rather" than using numerical 
techniques to solve the two boundary value problems arising from the 
maximum principle, the question arises whether such techniques might 
not be employed directly. That is, does a means exist of approximately 
determining the minimizing solution without requiring a knowledge of 
those functions for which the first variation of the objective 
functional J vanishes? Techniques of this type are termed direct 
methods, whereas those employing the requirement that oJ ; 0 to find 
the minimizing solution are termed indirect methods. 
The present chapter develops a direct method based on the 
optimization algorithm "given in Chapter 4. 
Various direct methods of optimization have been suggested 
previously in connection with this problem, see Lasdon et a1. (1967), Horwitz 
and Sarachik (1968) and Miele, Cloutier, Mohanty and Wu (1979). One common 
limitation when using such algorithms is the requirement of an accurate 
line search. A line search technique which is not accurate may result 
in oscillation in the control variable and this in turn can cause 
instability in the cost functional to be minimized. On the other 
hand a perfect line search may result in an excessive number of steps 
and correspondingly excess of computational effort. 
Since most of the above difficulties arise from the use of the 
line search technique, an a1gorithm which does not require line 
III 
searches is needed. Therefore, the algorithm of Chapter 4 which 
does not require a line search is extended here to solve the 
optimal control problem. Section 6.2 deals with the formulation 
of the optimal control problem and thereafter in Section 6.3 the 
proposed method is introduced. The results of using the proposed 
method·on a number of test problems are given in Section 6.4. 
Another application of the method to a temperature profile problem 
is given in Section 6.5. Finally we ended this chapter with some 
cone 1 us ions . These are given in Section 6.6. 
6.2 FORMULATION OF THE PROBLEM. 
The basic optimal control problem is formulated. A system 
x = f(x (t),u(t)) (6.1) 
is defined on a fixed time interval to ~ t ~ t f • with a given 
initial condition 
x(t ) = x 
o 0 
a set of admissible controls 
u(t) E U 
and an objective functional 
t f 
J = ~(x(tf)) + It F(x(t). u(t))dt 
o 
to be minimized or maximized. 
Generally it is assumed that the state vector x(t) is 
(6.2) 
n-dimensional and the control u(t) is m-dimensional. The function f 
is composed of n separate component functions, that are all well 
behaved so that the system (6.1) with its initial condition has a 
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unique solution once the control is specified. The set of allowable 
controls U is an important component of the optimal control problem. 
In some cases, this set is the whole of m-dimensional space in which 
case there is no real constraint on u(t). In other cases, however, 
this set takes the form of inequalities on'the components of u(t). 
In the objective functional (6.2) both ',p and F are real valued 
functions of their respective arguments. The term ~(x(tf» is the 
contribution to the objective functional of the final state. 
The interpretation of the optimal contra'! problem (6.1), (6.2) 
is straightforward, but worth emphasizing. The unknown is the 
control function u(t) on to ~ t ~ t f . Once this function is specified, 
it determines in conjunction with system equations (6.1) and the 
initial condition a unique state trajectory x(t), t ~ t ~ t f . . 0 
This trajectory and the control function then determine a value 
of J. The problem is to find the optimal control function u(t), 
to ~ t ~ t f , satisfying the system equations (6.1) which leads to 
the least or largest possible value of J. 
In many respects optimal control is a natural extension of 
minimization or maximization of a function. The conditions for 
this are derived by considering the effect of small change near 
the minimum or maximum point. That is, it is assumed that u(t) 
is optimal as a control function to start with, then a small change 
is made in u(t) and the corresponding change in the objective 
functional J is determined. However, because a change in u(t) 
also changes x(t), it is difficult to directly determine the net 
influence on the value of the objective functional. Therefore a 
somewhat indirect approach is taken. The method used is to adjoin 
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to J some additional terms which sum to zero. In particular the 
form of the modified objective functional is 
t f 
J = J - It A(t)T (x(t) - f(x(t), U(t»)dt 
o 
The coefficient n-vector A(t) is at this point arbitrary. 
For convenience define the Hamiltonian function 
T H(x,A,u) = A f(x,u) + F(x,u) 
In terms of the Hamiltonian the modified objective function 
takes the form 
(6.3) 
(6.4) 
t f 
J = Hx(tf » + It [H(X(t), u(t), A(t» - AT(t) ,,(t) )dt . 
o 
If the control function u(t) is not constrained it is possible 
to proceed in a similar manner to that in the calculus of variations. 
The necessary condition for optimality is then the vanishing of the 
first variation of J corresponding to a variation in u(t). This can 
be shown to lead to the following result' (see Appendix C for the 
derivation) • 
. ,,(t) = 
with the initial condition 
oH 
OA 
x(t ) = x 
o 0 
A(t) = oH oX 
= 
of A(t) --oX 
(6.5) 
(6.6) 
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with final condition 
aH 
-- = 0 (6.7) 
au 
1.e. 
r~(X'U))T het) + aF(x,u) = 0 au au (6.8) 
When the control function u(t) is constrained to lie in some 
m 
subset U of R the necessary condition still requires the solution 
of the state and the adjoint equations, with their respective boundary 
conditions, but now the optimal function must minimize the Hamiltonian 
with respect- to all admissible controls lying in U. In this form 
the solution is known as the minimum principle (originally the 
maximum principle because of slightly different definition of H) 
of Pontryagin. 
One of the earliest techniques used in solving optimal control problems 
is an analogue of the steepest descent method used in function 
minimization. In this technique an initial estimate of the minimiting 
solution (control) is first made, the technique then improves this 
approximation by determining which changes are required to drive H 
to a lower value along the path of steepest descent, (see Hasdorff(1976)). 
It is also possible to extend the conjugate gradient method for 
function minimization to the optimal control problem. To start the 
procedure an initial estimate u is made of the control function then 
- 0 
from the differential equations, the state variables and the co-state 
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variables are calculated .. In general, x ,u will not minimize H. 
o 0 
Thus it is necessary to change the control variable in forming the 
second approximation ul so as to obtain the corresponding state 
and co-state which provide a lower value of H. This will proceed 
in the following way 
where E is chosen such that H(u. 1) is minimized. 1+ 
The initial value of the control u is arbitrary and 
o 
s = - g(u ) 
o 0 
where g is the gradient of H at u and 
where S. is given either by 
1 
or 
e· = 1 
For more details about this method, see Polak (1973). 
It is natural to attempt to improve the convergence of the 
(6.9) 
(6.10) 
(6.11) 
(6.12) 
(6.13) 
techniques described above by the use of second order methods, e.g., 
the Davidon, Fletcher and Powell method which make use of higher 
order derivatives than the first of the Hamiltonian function. For 
a brief account of such techniques with references to the original 
work, see Turner and Huntlei (1976). 
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6.3 THE PROPOSED METHOD. 
The basic idea of the proposed method is iterative and proceeds 
as follows. It has been seen so far that the necessary conditions 
for optimality when u is unconstrained are 
with 
x(t) = 
ACt) = 
= 
A(tf ) 
oH 
= 0 
au 
= 
dH 
, x(t ) = x dA 0 0 
dH 
ax 
- [~!(X'U)r A(t) 
~(x(tf» 
ax 
(6.14) 
aF(x,u) 
ox 
(6.15) 
(6.16) 
In this method for optimal control as for finite dimensional 
optimization we start with a nominal control trajectory u. (t), 
1 
t E [to,tJ and use this to solve the differential equations (6.14) 
and (6.15) such that the nominal state, co-state trajectories x.(t), 
·1 
A.(t) satisfy the boundary conditions 
1 
x(t ) = 
o 
x , 
o 
If the nominal control trajectory also satisfies 
aH(x. ,u. ,A.) 0 
au 1 1 1 = , 
then x., u., A. are extremals. 
111 
(6.17) 
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In fact for arbitrary choice of u(t), equation (6.17) will not 
in general be satisfied. Consider then the variation of the objective 
functional J about the nominal state, co-state, to the first order 
terms, this will result in 
t 
6J = (2.t(X(t f » - A(t »)T 6~(t ) +f f{(~(t) 
ax f f t i 
+ 3H(xJ t) ,u.( t») ~ 
3x 1 1 uX 
o 
(6.18) 
where 
6x(t) = 
6u(t) 
6A (t) = h. l(t) - A. (t) 
1+ 1 
and 6J is the change in the objective functional which corresponds 
to the changes in x(t), u(t) and A(t). 
Now if equations (6.14), (6".15), with their initial and final 
conditions are satisfied, then (6.18) becomes 
[ 
aH (x" (t) , u. (t) , A. (t») T 
- 1 1 1 au 6u(t) dt (6.19) 
In order to minimize J, it is necessary that 
6J ~ 0 
and since the sign of 6J depends on the sign of the product 
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[ aaHuJ T ou this can be performed by a suitable choice of 6u. 
we set ou as 
6u aH =-G(u.) (x.,u.,A.) 
1 au 1 1 1 
where 
G(u) ~ a2H rrl = 8-- +-
au2 h 
and the matrix iH is assumed to be positive defini te. 
au
2 
Then this will give oJ the following form 
which clearly satisfies 
6J :: o. 
The equality will hold if and only if 
aH 
au. 
1 
Thus 
(6.20) 
Thus if the choice of ou is as in (6.20) with Iloull sufficiently 
small, then each value of the objective function will be as small as 
the preceeding value. Eventually, when J reaches a relative minimum, 
aH • 
the vector au will be zero throughout the interval [to' tfJ. 
The development of the tools required for our solution procedure 
is now complete. Listed below are the steps to be undertaken so as 
to reach the optimal solution. 
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Step 1. 
The first step in the ~lgorithm is to choose a nominal control 
trajectory over the period to to t f • Since the calculations are 
to be performed on a digital computer, it is necessary to discretise 
this trajectory. This can be done, for example, by'subdividing the 
interval [to' tfJ into 
length and considering 
N subintervals which are usually of equal 
the control u as being piecewise-constant 
o 
during each of the subintervals 
u (t) = u (t ), t E rt ,t 1J, 
o 0 y l y y+ _ y = O,l; ... ,N-l • 
Step 2. 
Using the nominal control trajectory u., integrate the state 
1 
equations (6.14) from to to t f with initial condition x(to) = 
and store the resulting state trajectory x.(t) as a piecewise 
1 
constant vector function. 
Step 3. 
x 
o 
Calculate Ai(t f ) by substituting xi(t f ) from Step 2 into the 
right-hand side of the equation 
, 
Using this value of Ai(t f ) as the terminal condition and the piecewise 
constant values of x. stored in Step 2, integrate the co-state 
1 
equations backwards in the time from t f to to' 
2 a .. H 
-2 
au. 
1 
for t in the interval [to' tfJ. 
Calculate aH 
3u. ' 
1 
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Step 4. 
Start with an arbitrary value of h = h not exceeding 50 (this 
o 
is empirical and based on numerical experience), and then find e 
from 
Calculate 
by substituting 
Step'S. 
e = ! exp(-h) + h-l 
h 1 ,exp( h) 
G(u) 
Do the factorization of G(u) (when there is more than one control variable) 
as in the algorithm given in Chapter 4. 
Step 6. 
If 
II ~II au ~ (: A 
where E is preselected small positive constant, stop and record 
the x., u. as the optimal state and control trajectories. 
1 1 
If the termination criterion (A) is not satisfied, generate 
a new control function from 
u. 1 = u. -' G(u.) aH 
1 + 1 1 au. 
1 
where 
y = 0,1, ... ,N-l 
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replace u.(t ) by u. l(t ). 
1 Y 1+ Y 
y = O •...• N-l and return to Step 2. 
The termination constant £ depends mainly on the accuracy of 
the solution required and the iteration procedure can be terminated 
when such criterion is satisfied or when the difference in the 
objective functional values between two successive iterations is 
sufficiently small. 
The algorithm can also be used to handle problems with terminal 
constraints on the state variables. This can be done by the penalty-
function approach. The technique can also be used to treat problems 
with inequality constraints. 
The idea is very' simple. Assume that 1jI = 0 is the terminal 
constraint to be satisfied by the problem solution. The penalty 
function approach is to adjoin a positive definite function of 1jI. 
2 for example. kljl • where k'> O. to the J (objective functional) to 
be minimized 
But in the special case when the desired final state is fixed as 
xf(t f ). then an extra term can be added to the objective function 
of the form 
A 1 T 
1jI = '2 z wz 
where 
and w is a diagonal matrix with elements kl •...• k
n
. 
Hence 
'J=J+ljI. 
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The value of the objective function is thus penalized for 
deviation of z from zero. If the optimal control is found so as 
to minimize J, the solution will also attempt to drive z to the 
neighbourhood of zero. The larger the diagonal elements of the 
matrix w, the greater.the penalty paid for deviation of z from 
zero .. 
The advantage of the technique is that it eliminates the need 
for directly satisfying the constraints; hence the computational 
solution is simpler. However, as the elements of ware increased 
in an attempt to refine the solution, instabilities can result. 
They occur because of the effort by the control to drive z to zero 
in J at the expense of minimizing J. Thus the penalty function 
approach might best be· used to quickly bring the solution to the 
neighbourhood of the desired resul t •. 
6.4 COMPUTATIONAL EXPERIENCE. 
In order to test the algorithm, some numerical examples were 
solved. The algorithm was programmed in Fortran and the numerical 
results were obtained in single-precision arithmetic. 
Computations were perform~d at Loughborough University, uS1ng 
* an ICL 19045 computer and 400 Prime computer. The computations 
* here are those obtained on the ICL 19045 computer. 
For each example, the interval of integration was divided into 
10 steps. The differential equations were integrated using a variable-order 
Adams method, except for test example (2) where a 4th order Runge-Kutta method 
is used. 
The following upper bound 
N ~ 50 
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is imposed on the number of iterations so that an excessive amount 
of computing time is avoided. 
A 
The step size h is determined in accordance with 
h = h x 2(No. of iteration -1) 
o 
where h is given as an initial estimate. 
o 
Notice that the solution of the optimal control problems by 
other available algorithms has not been considered here, but for 
comparison purposes, the test examples are chosen from references 
where full numerical results are given. 
Tes t Example 1. 
The following example has been studied by Cloutier, Mohanty and 
Miele (1977). The control system is described by the equations 
x = y , x(O) = 0 
y = u+v 2 - y, y(O) = -1 
and the performance index is 
2 
+ y 
- 2 2 
+ U +v J dt 
400 
To start the process of finding the optimal controls, the initial 
estimate for the nominal controls was 
u(t) = 0, 
v(t) = 0 
for all t in the interval 0 ~ t ~ 1 is made. 
The result of successively improving the solution found using the 
method is illustrated in Tables (1) and (2) and Figures (A) and (B). 
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Comparisons concerning the number of iterations and the performance 
index with already existing numerical results of Cloutier, Mohanty 
and Mie1e are given in Table 3. Tables 1 and 2 also include 
the numerical solution g1ven by C10utier, Mohanty and Miele. 
TABLE 1 
Control variables (iteration 4) for the 
proposed method and (iteration 3) for Cloutier 
method. 
The proposed method Cloutier, Mohanty and Mie1e method 
t u v u v 
.1.0 0.0 0.0 0.0 0.0 
0.9 0.73 0.73 0.15 0,15 
0.8 0.16 0.16 0.24 0.24 
0.7 0.30 0,30 0.20 0.20 
0.6 0.50 0.50 -0.003 -0.003 
0.5 0,82 0,82 -0.26 -0.26 
Q.4 1.37 1. 37 -0.41 -0.41 
0.3 2.37 2.37 -0.07 -0.07 
0.2 4.08 4.08 1.25 1. 25 
0.1 6.92 6.92 4,34 4.34 
0.6 11.25 11.25 10.15 10.15 
t 
0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
No. 
The 
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TABLE 2 
State variables (iteration 4) for the 
proposed method and (iteration 3) for C10utier 
method. 
proposed method C1outier, Mohanty and 
x y x 
0.0 -1.0 0.0 
- .063 - .530 -0.065 
- .100 - .220 -0.096 
- .116 - .077 -0.113 
- .120 - .020 -0.122 
- .122 - .015 -0.126 
- .l25 - .036 -0.127 
- .130 - .062 -0.126 
- .137 - .083 -0.123 
- .146 - .089 -0.120 
- .154 - .081 -0.116 
TABLE 3 
Mie1e method 
y 
-1.0 
-0.428 
- .224 
- .121 
-0.060 
-0.022 
0.001 
0.018 
0.028 
0.036 
0.041 
The proposed ,algorithm C1outier, Mohanty and Mie1e method 
of iteration Performance Performance inde; 
index 
0 0.6004 0.6004 
1 0.2957 0.1613 
2 0.1379 0.0879 
3 0.1047 0.0721 
4 0.0861 
126 
From Table 3 it is clear that Cloutier method performs better 
in this particular example than the proposed method. But this is 
probably due to the way in which the systems of state and co-state 
equations have been solved. 
Test Example 2. 
This example is the rocket problem described by Drefus, see Lasdon 
(1967). In normalized form, see Appendix C, the third order dynamical 
system is given by 
Xl = x2 Xl (0) = 0 
x2 = 6.4 sinu - 3.2 
x3 = 6.4 cosu 
and the augmented cost functio~al by 
where 
p = [40000 0 l 
o 100J 
'IT The initial control function uo(t) = 2 (l-t) was used throughout. 
Table (4) shows the convergence of the objective function and 
Table (5) the control and the state functions obtained by the 
method. The cost functional is reduced to -3.476 after 35 iterations. 
Note that the conjugate gradient method has been applied by Lasdon 
* and reapplied by A.AL-Sied , the functional value is reduced to -3.44 
in (14) iterations. Figures (C) and (D) show the behaviour of the 
control and the cost function for this example. 
* A. AL-Sied 'private communication' 
Department of Transport Technology, Loughborough University of Technology. 
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TABLE 4 
No. of The proposed C.G. Method. 
iterations method. Objective Notes 
Objective Fun. Fun. 
1 34.708 32.199 
3 20.704 - .574 
5 - .391 -1.262 
7 -1.420 -3.330 The algorithm reaches the 
9 -1.579 -3.352 
above final value in (105) 11 -2.578 -3.399 
13 -3.118 -3.442 function evaluations, whereas 
15 -3.122 the conjugate gradient method 17 -3.189 
21 -3.251 reached the final value in 
25 -3.311 (110) function evaluations. 30 -3.362 
33 -3.364 
34 -3.476 
TABLE 5 
Final State and Control Functions 
No. of xl x2 u iterations. 
1 0.994 0.874 -0.005 
3 0.973 0.468 -0.357 
5 0.989 -0.104 -1.053 
7 1.004 -0.153 -1. 212 
9 1.000 -0.163 -1.215 
11 0.995 -0.474 -1.122 
13 0.999 0.496 -1.065 
15 0.999 0.051 -1.065 
17 1.001 0.015 -1.093 
21 0.999 -0.010 -1. III 
25 0.998 0.010 -1.084 
30 0.999 0.046 -1.057 
33 0.999 0.046 -1.057 
34 0.999 0.010 -1.084 
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. Tes t Problem 3. 
Consider the following non-linear optimal control problem 
Minimize 
t (xi 2 + u2) dt I = + x2 0 
subject to 
xl = x2 xl (0) = 3.0 
2 
+ u, x2 (O) 0.0. x2 ~ -x + (l-xI )x2 = I 
The fact that the optimization problem is highly non-linear 
is evident. The state xl(t), x2(t) denotes the error rate and the 
error of the non-linear regulator described by the state differential 
equations. The uncontrolled system exhibits a limit cycle,thus the 
objective of the control is to eliminate this limit cycle behaviour 
and to minimize the error rate in the sense of the least integral 
square. 
Figures E and F show the behaviour of the objective function 
and the control functions. Table 6 shows the computed results for 
the state and the control functions and Table 7 shows the sequence 
of the costs obtained by the method as well as those given by Lasdon. 
Convergence of the method is taking place in (7) iterations. 
An important point to notice is the significant decrease 1n 
performance index in comparison with the results obtained by Lasdon 
and Horwitz and Sarachik (1968) by applying the conjugate gradient 
method on this problem as Table 7 indicates. 
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TABLE 6 
The state and the control functions after 7 iterations. 
Xl x2 u 
3.0 0.0 0.0 
2.820 -.483 0.424 
2.569 -.531 0.732 
2.298 -.570 0.808 
2.017 -.584 0.561 
1. 750 -.519 0.796 
1.538 -.359 -0.377 
1.398 -.211 -0.683 
1.287 -.225 -0.884 
1.110 -.469 -1.035 
.750 -.989 -1.119 
TABLE 7 
The proposed method c.g. method 
No. of The objective The objective 
iterations function function 
0 27.209 27.209 
1 23.027 25.289 
2 22.120 25. 
3 21.690 24.970 
4 21. 460 24.221 
5 21.500 23.600 
6 21.400 22.780 
7 21. 380 22.423 
8 22.259 
9 22.190 
10 22.180 
11 22.1780 
14 21. 800 
20 21.6 
Cost 
Function 
",13- 1 
s 
1 
3. 
2. 
~ !-------
u* (t)"> 
" 
6. 
7 
h. 
" 
'. 
3 
2. 
, 
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6.5 DETERMINATION OF THE OPTIMAL TEMPERATURE PROFILE IN A CHEMICAL REACTOR. 
The determination of the optimal temperature profile in a chemical 
reactor is a very important problem of optimization in chemical 
engineering. 
The solution of the problem is presented in detail in Rosenbrock 
and Storey (1966). 
Consider a reaction scheme of the kind shown in Fig. (G), where A 
is the feed material, B is a transient intermediate, C is the required 
product and D is an unwanted side product. The kinetic rate constants 
k. are assumed to obey the usual law 
1 
[_ERTi) k. = C. exp 1 1 
A 
D D 
Fm. (G) 
D 
where C. are frequency factors, the E. are activation energies, R is 
1 1 
the gas constant, and T is the absolute temperature. 
The reaction is assumed to take place in a tubular reaction vessel 
with plug flow conditions. The problem is to select a temperature 
profile along the tube which will maximize some measure of the reactor 
performance. 
The effect of a temperature profile will depend very much on the 
nature of the reaction that is taking place. For example the yield of 
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an exothermic reversible reaction may be increased by favouring 
the forward rate at one end of the tube and the equilibrium yield 
at the other. With a reaction of the type shown in Fig. (I), the 
yield can often be increased (depending on the relative ratios of 
the rate constants) by favouring production of the required product 
at the expense of the side product. On the other hand, with an endo-
thermic reversible reaction the higher the temperature the larger 
the yield, the upper limit to the temperature being determined by 
practical considerations. 
Our attention is confined to a specific example of the reaction 
scheme of Fig. (1) in which the rate constants are given in the form 
k. = C ex" (_ Ei [.!. __ 1 )) 
l i r R T 658 (6.21) 
where C. and E. are given in Table R. Consideration of the ratios 
1 1 
of the various activation energies indicatES a falling tell1'erature 
profile for optimum yield. Catalyst stability imposes an upper bound 
of 5500 C on the temperature. It is also important to notice that 
as the useful product C is itself being reacted to D there will be an 
optimal contact time. This is in opposition to the case where C does 
not react where consequently the yield continually increases with 
increase in the contact time. 
TABLE (8) 
1 2 3 4 5 
c. 1.02 0.93 0.386 3.28 0.084 
1 
-
E. 16,000 14,000 15,000 10,000 15,000 
1 
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Stated mathematically the problem is as follows: Given the 
set of differential equations (kinetic equations) 
dXl (kl + k2 + k3) xl fl -- = - = dt 
dX2 
kl xl - k4 x2 f2 (6.22) -- = = dt 
dX3 = k4 x2 - kS x3 = f3 dt 
with initial conditions 
Xl(O) = 1, 
and the k. given by (6.21); find the temperature profile T(t) and 
1 
the final time t f so that x3(t f ) is a maximum. Here concentrations 
of A, B, C have been denoted by xl' x2' x3 • 
For the control T(t) to minimize x3(t f ), the maximum principle 
must be satisfied. 
Introducing the multipliers "'l(t), "'2(t), "'3(t), the corresponding 
co-state equations are 
d"'2 
k4 "'2 - k4 "'3' "'2(tf ) 0 (6.23) -- = = dt 
d"'3 = kS "'3' "'3(tf ) = 1 dt 
At each instant the temperature T is selected to maximize H, 
where 
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3 
H = L 
i=l 
1jJ. f. 
1 1 
(6.24) 
A . . . f H h d·· aH 0 b t an l.nterl.or maX1mum 0 ,t e con 1t·10n - = must e met au . 
F . (6.24) aH rom equa t10n aT = 0 is 
aH 
-= 
aT 
(6.25) 
Clearly in order to solve (6.25) for the optimal temperature T 
numerical methods must be used. Here, however, the method of 
Chapter 4 is used to find the optimal profile-. 
The method of Chapter 4 needs the matrix of second derivatives 
of H to be evaluated analytically in addition to the gradient. 
From (6.25), the second derivative of H with respect to T is obtained as 
1 [_ 
:R;i4 
2 
+ kl El ljJ2Xl 
h aH. . b (6 25) were aT 1S g1Ven y • . 
Now, set for simplicity 
g(T) G(T) 
_ ~ aH 
T aT 
(6.26) 
and start with the same procedure as given in Section 6.3, except 
that in this case the value of h, is kept constant throughout the 
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process. 
Firstly the algorithm was tried' using an initial temperature 
profile which decreased linearly from 5000 C at the inlet to 2000 C 
at the outlet. If at any stage a temperature tried to exceed 5500 C 
it was set equal to that value. A fixed value of h ~ 100 was used 
throughout the integration of the state and co-state equations which 
was by Runge-Kutta with a step length of 0.01. This resulted in a 
best yield of 0.444 in only a single iteration which is a considerable 
(1969) 
improvement on the best yield (0.438) obtained by Walderk Another 
run under the same conditions but with an initial, isothermal profile 
of 4000 C gave a final yield of .455 in 4 iterations. 
The' final temperature profile for this second run is compared 
with that obtained by Walder in Fig H. Notice that Walder's result 
was obtained in 10 iterations of the gradient method with the 
trapezoidal method of integration and using 160 time steps. It 1S 
clear that incorporation of a second-order effect allows further 
convergence to give a significantly improved temperature profile 
and yield. Of course each iteration of the algorithm involved 
computation of G(T) whereas Walder's method only required geT). 
The method was also tried with isothermal temperature profiles 
success. With these profiles 
and a contact time of 1 sec, convergence could not be obtained wi th a 
A 
fixed value of h. 
Finally the effect of a longer contact time was investigated and the 
best· yields for 2, 4 and 10 secs were found to be .445, .451 and .445 
respectively when a starting isothermal profile of 400 0 C was used. It 
was found that for these longer contact times convergence from more 
l36a 
remote initial temperature profiles was less difficult to achieve. 
Of course the whole question of convergence for this optimal 
temperature profile problem is a very difficult one and is very 
sensitive to 3H df which becomes very small as the optimal profile 
is approached. It should be noted that Walder found little difficulty 
ln achieving convergence from remote starting profiles when he used 
the method of steepest ascent albeit at the expense of greatly increased 
numbers of iterations. 
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6.6 CONCLUSIONS. 
We have examined the application of the algorithm derived in 
Chapter 4 to three test optimal control problems, one of which has 
inequality constraints. This constrained problem was converted to 
an unconstrained problem using a penalty function technique. Thus 
there are effectively three unconstrained optimal control problems 
which have been solved by the algorithm. The results of the 
applic'ation of different optimization methods have been taken from 
their original references except for the one which conerns problem (2). 
* This has been supplied by A.AL-Sied . 
In the test problem (1) which has been tested by Miele, Cloutier, 
Mohanty and Wu (1979) the true solution for the control and state 
variable to the optimal control problem was in fact very close to 
that reported in this reference; whereas the performance of the 
present algorithm is not so good. In the work of Miele et al. the 
integration of the .objective function and the state and the co-state 
equations was done in a special way which is close to the analytic 
solution. In the present algorithm, however, the integration was 
performed numerically but without any attempt to match the analytical 
solution. This obviously could lead to inaccuracies. Consequently, 
several runs were made with different time steps. This change of the 
time step size did not make any significant change to the results. 
The performance of the algorithm when applied to test problem (2) 
was much better than that on test problem (1). 
* A.AL-Sied 'private commu~ication'. 
Department of Transport Technology, Loughborough University of Technology. 
138 
However, comparing the algorithm with the conjugate gradient method 
the algorithm performs better from an accuracy point of view, while 
the conjugate gradient method moves towards the minimum more quickly, 
i.e. in less iterations. It is clear from Table 4 and }'ig.D that the 
algorithm is not so rapidly convergent as the conjugate gradient 
method but eventually finds the minimum to a greater accuracy. Notice 
also that the values obtained in Table 4 required 105 function 
evaluations when the algorithm was used and 110 when the conjugate 
gradient method was used. Thus, it seems that the performance of 
the algorithm on this problem was better than that of the conjugate 
gradient method. (Other initial controls were tried but it was 
found difficult to satisfy the constraints with these). 
In addition, we have considered test problem (3). The 
algorithm gave the best solution to this problem. A comparison 
from Table (7) which contains the results of the algorithm and 
the conjugate gradient method shows that the algorithm is better 
in terms of accuracy and number of function evaluations. 
Finally the algorithm was tested on a temperature profile 
problem and the results were very encouraging. The only additional 
computational requirement over steepest ascent and gradient methods 
was in finding 
at each stage of the integration. The optimal yield was obtained in 
very few iterations and convergence was complete in the sense that 
the maximum yield occurred at the reactor outlet unlike the yield 
profiles obtained by Walder where higher values of the yield occurred 
at voints inside the reactor. 
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Clearly the results of this chapter are of a preliminary 
nature and much more work is required· to fully explore the advantag~s 
and disadvantages of this new approach to optimal control. 
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CHAPTER 7 
CONCLUSIONS AND FURTHER WORK 
In this research a new method for unconstrained optimization 
has been derived and applied to solve a number of test problems. 
The method given here is rather different fr-om conventional methods, 
since it takes certain differential equations as its basis. The 
inspiration for these differential equations comes from the idea of 
Liapunov stability theory. Although Edelin (1976) has constructed 
a number of differential equations for optimization purposes, there 
are a number of difficulties associated with his· approach and these 
are discussed in Chapter 2. The approach given in this work is an 
attempt to simplify the construction of the equations and overcome 
some of these difficulties. 
To solve the differential equations several different numerical 
integration techniques have been examined and the generalized 
Trapezoidal rule proves to be one of the most suitable. The parameters 
which arise in using this method together with the decomposition of 
the Hessian matrix offer an interesting possibility of avoiding line 
search techniques. Higher order numerical integration techniques 
both explicit and implicit behave in a·similar manner but neither 
realize their theoretical advantages because of practical difficulties 
in their implementation, especially for cases where the differential 
equations have a second order derivative. Programming for these is 
considerably more complicated than the single step methods. 
Rosenbrock's process is easy to program and only involves a single 
decomposition of the Hessian matrix •. It still requires a considerable 
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amount of computation so even for the simplest problems computation 
time is excessive. This method requires four evaluations of the 
gradient, at every stage,in addition to the evaluation of the 
Hessian matrix. Therefore despite the success of this method on 
solving a number of test problems, it"can be considered as 
impractical. 
The method described in Chapter 4 is extended to solve optimal 
control problems. The method i!; tested on a number of test problems 
and the result was encouraging in comparison with some standard 
techniques applied on the same problems. 
In summary, we can say that the principle objective of this 
study has been achieved. We have been successful in constructing 
a number of optimization methods, some of which proved to be 
effective where certain standard methods have not been. 
The differential equations have been developed 
and shown to be a useful tool in deriving the optimization methods. 
Although we have met with a certain measure of success, several 
questions present themselves as·areas of further work, in particular 
the following. Is there any advantage in considering the differential 
equations 
where 
dx. 
1 
dx. 
J 
g. (x) 
1 
= "-g::". (rx') 
J 
g(x) = '7f(x) 
i = 1, ... ,j-l, j+l, ... ,n 
.If this is used, the actual path is defined as a function of 
the index. This reduces the number of equations to be solved by one, 
.' 
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but there is no reduction in the number of variables to be computed. 
For the quadratic function 
f(x) TIT = fo + b x + 2" x Dx 
where D is a diagonal matrix, the differential equation above takes 
the form 
d .. x. 
11 1 
d .. x. 
JJ J 
+ b. 
1 
+ b. 
J 
The solution of this differential equation is given by 
c 
xi =: d .. 
11 
d •• 
JJ 
d .. 
11 
d .. 
x.) JJ _ ai 
J d .. 
11 
It may be that the above path is more efficient than that of 
the normal methods. 
Another area of further work is to consider a combination of 
more than one differential equation, e.g. 
dx 
dt 
dx 
dt 
where g(x) is given by 
= - "f(x) 
= - "g(x) 
g(x) = i II"f(x) 112 
Clearly the values of the function f(x) and g(x) decrease as 
the point x moves away from the starting point ~ along the 
directions 
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deS) = - SVg("It) 
Then by combining these two directions, it seems possible to 
minimize along the new direction to give 
and hence find a,B such that 
f(x("k,Bk» = Min f(x(a,S» • 
a,S 
The new direction which is a function of two variables can 
be transformed into a function of one variable by considering the 
approximation of the solution curve x(t) by 
x(t) I 1 2·· I = "It + h x(t) + "2 h x(t) 
"It "It 
From the above differential equation this can be reduced to 
x(t) = "It- [hI 
and then h ·can be found from 
= Min f(x(t» 
h 
Other combinations are also possible for example, 
-1 
x(a,S) = "It - (ar + BG ) Vf("It) 
where aVf("It) is the direction resulting from using Euler's method 
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on integrating the differential equation 
dx 
dt ; - IIf(x) 
-1 
and SG IIf(x) is the direction obtained from integrating 
by Euler's method also. 
Then a,S would be found from 
; Min f(x(o,8» . 
0,8 
The above combination seems to be similar to that taken by 
Dennis and Mei (1975) except for the parameter a which takes the 
value one in their approach. 
Finally more extensive work on both the theory and application 
of the new method for optimal control problems could be carried out. 
It would be of particular interest to make critical comparisons with 
second order methods such as D.F.P (Turner and Huntley (1976». 
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,l\PPENDIX A 
EDELEN'S THEOREM 
Every solution of the system of autonomous differential equations 
dy(t) = _ F(y(t)) 
dt 
with finite initial condition is such that 
Lim (y(t)) = ° (vector), 
t--
1 provided F(y) is a C vector valued function that is given by 
F(y) = 'V cj>(w(y)) + u(w(y)) • 
w 
1 for some C vector valued function u(w) such that 
u(o) = ° , T w u(w) = ° 
'2 
and some C scalar valued function 
where 
(1) 
(2) 
and (3) 
such that 
w(y) = 'V v(y) y 
v(y) is 3 a C scalar valued function 
v(y) ~ 0, v(y) -+ (XI as 11 y 11 -+00 
v(y) = 
° 
iff y = 0, 
'V v(y) 
= ° iff y = 0, Y 
pew) and k(w) are C2 scalar-valued 
k(w) :i 
° 
such that 
....... 
o •••••• 
o •••••• 
functions 
........ 
A.l 
A.2 
A.3 
A.4 
A.S 
A.6 
A.7 
A.S 
A.9 
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k(w) = 0 iff w = 0 
p (w) ~ 0 
p(O) = 0 
PROOF. 
Note first that (A.9 - A.12) imply 
v ~p-k)1 = 0 w . 
w = 0 
while (A.6 - A.B) are certainly satisfied for 
v(y) = ~ IIyl12 
• ( ). C3 . S1nce v y 1S a functwn, then 
w(y) = V v(y) y 
A.IO 
A.ll 
A.12 
A.13 
and hence (A.2 - A.4) and the continuity conditions satisfied by 
u(w), pew) and k(w) show that F(y) is a Cl function. It also follows 
from (A.2 - A.5), A.8 and A.13 that F(y) = 0 iff Y = 0 and hence y = 0 
is the only critical point of the system (A.l). A straightforward 
calculation and use of A.l gives us 
d dt v(y(t» = [V V()J T dy y Y dt 
T 
= - (V v) F y A.14 
and hence A.6 - A.8 show that v(y) will be a global Liapunov function 
for system A.I that implies the global asymptotic stability of y = 0 
provided 
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~(y) = (Vy v(y) )T F(y) A.lS 
satisfies the conditions 
A.16 
~(y) = 0 iff y = 0 A.l7 
Now, A.S and A.S, imply that w(y) = 0 iff Y = 0, while A.2 shows 
* * that F(y) has actually the form F(y) = F (y), where F (w) is of 
°1 
class C in w. Accordingly A.IS A.17 can be rewritten in the 
equivalent forms 
~(w) * T * = ~ (w(y)) = (w(y)) F (w(y)), 
* ~ (w) ~ 0 
* ~ (w) = 0 iff w = 0 
The general solution for the inequa li ty 
T * w F (w) + k(w) ~ 0 
* 1 . C2 for F (w) in C and k(w) 1n is given by 
* F (w) = V 
w 
~(w) + u(w) 
where A.3, A.4, A.ll, p(O) = k(O) = 0, and the given continuity 
conditions on u(w), p(w) and k(w) are satisfied. In fact the 
* relation between F , k and p is 
T * w F (w) + k(w) = p(w) ~ 0 
and hence equality holds in A.21 if and only if p(w) = O. 
It thus follows, on combining A.lS with A.21 and A.23 that 
* ~ (w) ~ - k(w) , 
A .1S 
A.19 
A.20 
A.21 
A.22 
A.23 
A.24 
i56 
with equality holding if and only if p(w) = o. 
The inequalities A.19 and A.20 are thus satisfied provided 
k(w) is such that A.9 and A.IO hold. We must also have the satisfaction 
of A.12 since 
p(O) = k(O) = o. 
The function v(y) is thus established as a Liapunov function 
f h AI ·hdv 0 or t e system . W1t dt = if and only if y = 0 and the theorem 
is established. 
Note that the above theorem characterizes the most general system 
of autonomous differential equations A.I for which F(y) is of class 
Cl and y = 0 is a globally asymptotically s table cri tical point wi th 
3 
a global Liapunov function v(y) of class C . 
/ 
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ApPENDIX B 
A - STAB I LI TY 
Recall that we are interested in integratin~ a differential 
equation whose solution is asymptotically stable and Dah1quist (1963) 
has considered a stability question relative to this problem. In 
order to motivate his definition of A-stability. Dah1quist considers 
the linear O.D.E. 
y' = qy B.1 
where q is a complex constant with a negative real part. 
The solution of this differential equation for any initial 
value y is given by eqt y 
o 0 
Clearly yet) tends to zero as n ~ m. 
The class of methods in' which methods having this property are sought 
is the class of linear mu1tistep methods. To be precise. we give the 
following .definitions: 
Defini tion. 
For the initial value problem 
y' = f(t.y). y(O) = Yo' 
the general k-step method is defined by 
n = 0,1,2, ... 
B.2 
where k is an integer and Cl,. S. (i = 0.1 •..•.• k) are real constants 
1. 1. 
independent of n. fm = f(t
m
• Ym) (m = 0.1 •.... ) and h is the step-
size. 
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Defini tion. 
A k-step method ~iven by B.2 is said to be A-stable if all 
solutions of any equation of the form B.l tend toO as n + 00 when 
the"uiethod given by B.2 is used. 
The properties of an A-stable method are characterized by 
Dahlquist in the following Lemma and Theorems. 
Lemma. 
For a k-step method. define the polynomials 
k k 
L o(~) = L j=O j=O 
then the method is A-stable if and only if p(O/o(f;) has non-negative 
real part for I~I > 1. 
Theorem. 
An explicit k-step method cannot be A-stable. 
Theorem. 
The order of an A-stable linear multistep method cannot exceed 2. 
The smallest error constant is obtained for the Trapezoidal rule. 
Dahlquist applies the Trapezoidal rule to the differential 
equation x' = f(x.t). (f is a vector valued function). He obtains 
t,he sequence xo ' xl' .... ' from 
x ») + p 
n n 
where Po' PI.·· •• are perturbations. which. for example. maybe due 
15<) 
to the roundoff error. Assuming the existence of another sequence 
x' xl" .... which satisfies 0' 
Xl - x' 
n+l n 
1 
2h + f(t , XI») + p' • n n n 
Dahlquist obtains the difference equation 
where 
= x 
n 
1 
2h 
+ f(t , x' + Y ) - f(t , x') + p - p' 
nn n nn n n 
- x' 
n 
B.3 
If we let x' = x(t ), the true solution, then p' becomes the 
n n n 
local truncation error and B.3 becomes the difference analogue of 
y' = f(t, x(t) + y) - f(t, x(t» B.4 
(y = x - x( t» 
relative to the Trapezoidal rule. 
The condition Dahlquist has chosen is that the origin of B.4 
is uniformally asymptotically stable. He phrases this requirement 
in terms of the existence of quadratic Liapunov function for B.3 
whose total derivative is negative definite on 
Rc = {(t, x) : t E (0,00), Ilx - x(t) 11 < c} 
Thus Dahlquist assumes that the difference analogue to the Liapunov 
function has the same negative definite property as Liapunov function 
for B.4, which has a straightforward application on B.3. 
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.I\PPENDIX C 
NECESSARY CONDITION OFOPTIMALITY 
Consider the problem ·)f minimizing the functional 
t f 
f F(x(t)., u(t), t)dt t 
o C.l 
with respect to the state x(t), and the control u(t), which satisfy the 
differential constraint 
-= dt 
dx f(x(t), u(t), t» . C.2 
Assume the admissible states and the control functions are not 
bounded and that the initial state x(t ) = x and the initial time t 
o 0 0 
are specified. 
Let us begin by noting that if the cost functional is 
differentiable, then 
<I>(x(t f ), t f ) = (f * (<I>(X(t), t»)dt + <P(xo' to)' 
o 
Since x(t ), t are fixed, then these will not affect the minimization 
o 0 
of J, so it needs only to consider the minimization of 
t f 
J = f {F(X(t), 
t 
o 
t f T 
= J t {F(X(t), \l(t), t) + (* (x(t), t») x(t) 
o 
+ ft (x(t), t)} dt. 
C.3 
C.4 
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Now if we include the differential equation constraints by 
introducing the Lagrange multipliers AI(t) •....• An(t). then the 
cost functional must be augmented to 
t f 
J = f {F(X(t). 
t 
u(t). t) + [~<p (x(t). 
oX 
o 
+* (x(t). t) +.AT(t) [f(X(t). u(t). t) -~(t»)} dt 
C.S 
Define G(x(t). x(t). u(t). A(t). t) as the term inside the 
integral in the augmented cost functional J so that 
t f 
J = f
t 
[G(X(t). ~(t). u(t). A(t).t)jdt 
o 
Now if. small variations ex, ex, e~, e~, and et are taken on 
an extremal (i.e. on the local optimal solution). the variation of 
J. i.e. eJ must vanish. i.e. 
raG * .* * * t f ) joX(tf ) (~J = 0 = x (x (tf ). x (tf ). u(ti) • A (t f ) • 
[G(~(tf) • *. * * + x (t f ). u (t f) • A(t f )· t f ) 
(
aG * *. * * j T *. j 
- a~ (x(t f )· x (t f )· u(tf ). A(t f )· t f ) x (tf ) et 
1 
ft f {[ raG * . * * * j T c. 6 + t ax (x(t). x (t). u(t). A(t). t) ex(t) 
o 
:t [;~ (~(t). ~·(t). ~(t). ~(t). t)f] o~(t) 
+ (;~ (~(t). ~·(t). ~(t). ~(t). t)f ou(t) 
+ raG 
aA 
* *. * * (x(t). x (t). u(t). A(t). 
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Consider the terms inside the integral which involve the 
function ~; these terms contain 
Writing out the above partial derivatives gives 
Applying the chain rule to the last term 
*. (x (t). ( a2~ + atax 
(Et * ] *. (a2$ ax2 (x(t). t) x (t) - axat 
* (x( t) , 
* (x(t), 
Now if we assume the second partial derivatives are continuous, 
the order of differentiation can be interchanged and these add to 
zero. In the integral term, we therefore have 
d 
dt 
[
afT * * ail (x(t), u(t), 
* u( t) , 
ox(t) + [(~~ 
t)) ou(t) + 
* * (x(t), u(t), 
* * (x(t), u(t). ) 
T *T. 
t) + A (t) 
* u(t) • 
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Now this integral must vanish at the extremal trajectory. 
In addition since the dynamic constraints 
*. * * x (t) = f(x(t), u(t), t) C.7 
must be satisfied on an extremal the coefficient of CA must be zero. 
Again, since the Lagrange multipliers are arbitrary, we can 
select them to make the coefficient of ox(t) zero, i.e. 
*. (3fT * '* ) T * A (t) = - ax (x(t), u(t), t A(t) 
3F * * 3x (x(t), u(t), t) •. C.B 
This equation is referred to as the co-state equation and A(t) 
as the co-state vector. 
Since the remaining variationou(t) is independent, its' coefficient 
must be' zero, i.e. 
3F (~(t), ~(t), 3u (3f
T 
t) + -3u * * (x(t), u(t), ]
T * 
t) A(t) = o. 
C.9 
For the terms outside. the integral, since the variations must 
be zero, we have 
C.lO 
Equations C.7 - C.lO are the necessary conditions for optimality, 
to write them in a more compact form, define the Hamiltonian function 
H as 
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H(x(t), u(t), A(t), t) • F(x(t), u(t), t) + I T(f(X(t), u(t), t»). 
Then the necessary conditions C.7 - C.IO can be transferred to 
"'. aH '" '" x C aI (x(t), u(t), t) 
• aH· '" '" ... let) = ax (x(t), u(t), l(t), t) 
o = BH· '" '" au (x(t), u(t), l(t), t) 
and 
If the final time is specified and the final state free then 
6t f D 0, then, we must have 
The Normalization 
In order to facilitate the implementation of the optimal control 
probelm on the digital computer, the following normalization ~hich is 
due to Miele and given in Cloulier, Mohanty and Miele (1977) has been 
used. 
Assume that the optimal control problem C.l, C.2 is given in terms 
of the actual time t and to D O. By using the follo~ing linear relation 
and the following transformation 
F (x,u,6) c t f F(x,u,t f 6) I' • o , 6 , 1 f (x,u,6) • t f f(x,u,t f 6) '" 4> (x,u,6) 
'" 
• 4>(x,u,t f 6), 
equations C.I, C.2 can be reformulated as 
J • i.(x(6),6)1 + J1 F.(x,u,6)d6 
o 
. 
x • f.(x,u,a) 
which does Dot cause any loss of generality in the problem. 
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ApPENDIX D 
FLOWCHARTS FOR THE PROPOSED METHOD 
Start 
Evaluate 
f(x), '7f(x), G(x) 
No. i ter=No. ITER 
Evaluate 
J(y.) '7f() 
iFind I .pass ' 
:from .(3); 
I 
'I-convergence 
arameter 
Write,x.,fJ 
~~--~ o.iter,l I 
,No.Deri. 
+ 1 
If·kk<O 
1 N ' 
L-_____ '_j 
y. = x. + C S. 
1. 1. S 1. 
"'-
f Ipass~.)---7! 
Put x. = y. 
1 1 
f(x) = f(y) 
Find c. from (6) 
1 
.l 
B(N) = C(N) . 
, 
>-'--____ -J LL = I, NI 
1 
k = N - LL ~ kL = k+l ~ DD = C(k) I--
--" 
, 
'------, 
1 
J '; kL,N 
J, 
>-
DD = L(k,j) B(j) 
r-~~~ __ I_=_I_'N_~>-
, 
s(~) K B(I) 
-.~-----; 
. 
~ __ B_(k_) __ =_D_.D ____ ~ 
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9 
(5) ~ Find kk from 41 DO,I) = GO,I)+kk J -Evaluate G 
-
. -
1 
-> i = I,N ~ L(i,i) = I 
L 
..i -
LO, j) G(l,j) j = 2,N -"; 
= D(l,l) -'l -
-.::t 
-" i = 2,N ~ i1 
= 1-1 
DD = G(i,i) + kk 
1 
DD-IlD-L(k,i) ~ r D(i,i) r--> k = l,i 1 *L(k,i)-D(k,k) = DD 
1 
I 
I = 2 1+1 
,1._ 
I 
...:;, DD = G(I,j) j = 12 ,N 
I 
.j, 
DD=DD-L(k,1) 
-"I> 
*L(k,j)*D(k,k) k = I,ll 
tL 
L(I,j) DD = D(I,I) 
I 
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Sma11,Big = 0(1,1) 
I = 2,N 
A-Y,,",e~(( f O(i, i)-small<O Yes 
Big=O(i, i) 
Write, Small, Big 
If Small ~ 0 
1 e = -h 
1 kk =-he 
Yes Sma 11 = Sma 11 
A, A = I Small I + G 
le=~_\_+l ~A._-l"-b=~ 
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0 .. 
~ j = l,N >--,. 
1 
I = l,N >-
~ 
u .. = L .. *D .. 1J J1 JJ 
I-
1 
c 2 
=--h.kk 
oJ 
I = l,N >-
J,. 
Gx(I) = Gx(I) 
c2 
-
c(l) = Gx(l) 
u(l,l) 
1 
~ 1= 2,N 'r DD=Gx(l) ~ I = 1-1 r"l K = 1,11 1 
r 
DD=u(I,k 
-
*c(k) 
dl) = DD 
u(I,I) 
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x = to1 
F = 
It is assumed that 
F(x), f(y), x,y are 
given 
If If(x)1 < f 1 to 
Yes 
If IF(x)-F(y)I > f to1 
No 
If IF(X)-F(y) I F (x) > f to1 
.----41 i = l,N 
Cri terion 
is satisfied 
Criterion is not 
satisfied 
Stop 
No 
/--- , "'"=~ A \ 
\ ) 
,,-----,,' 
\ 
