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Abstract
A term terminates if all its reduction sequences are of ﬁnite length. We show four type systems that ensure
termination of well-typed -calculus processes. The systems are obtained by successive reﬁnements of the
types of the simply typed -calculus. For all (but one of) the type systems we also present upper bounds to
the number of steps well-typed processes take to terminate. The termination proofs use techniques from term
rewriting systems. We show the usefulness of the type systems on some non-trivial examples: the encodings
of primitive recursive functions, the protocol for encoding separate choice in terms of parallel composition,
a symbol table implemented as a dynamic chain of cells.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
A term terminates if all its reduction sequences are of ﬁnite length. As far as programming lan-
guages are concerned, termination means that computation in programs will eventually stop. In
computer science termination has been extensively investigated in term rewriting systems [8,6] and
-calculi [10,4] (where strong normalization is a synonym more commonly used). Termination has
also been discussed in process calculi, notably the -calculus [18,24], a formalism widely used to
address issues related to concurrency.
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Indeed, termination is interesting in concurrency. For instance, if we interrogate a process,
we may want to know that an answer is eventually produced (termination alone does not guar-
antee this since other security properties e.g. deadlock-freedom [13] are also involved, but termi-
nation would be the main ingredient in a proof). Similarly, when we load an applet we would
like to know that the applet will not run for ever on our machine, possibly absorbing all the
computing resources (a ‘denial of service’ attack). In general, if the lifetime of a process can be
inﬁnite, we may want to know that the process does not remain alive simply because of non-
terminating internal activity, and that, therefore, the process will eventually accept interactions
with the environment.
Languages of terminating processes are proposed in [28,23]. In both cases, the proofs of termina-
tionmake use of logical relations, awell-known technique from functional languages. The languages
of terminating processes so obtained are however rather ‘functional’, in that the structures allowed
are similar to those derived when encoding functions as processes. In particular, the languages are
very restrictive on nested inputs (that is, the possibility of having free inputs underneath other in-
puts), and recursive inputs (that is, replications !a(x).P in which the body P can recursively call the
guard a of the replication). Such patterns are entirely forbidden in [28]; nested inputs are allowed
in [23] but in a very restricted form. For example, the process
a(x).!b.x¯ | a¯c (1)
is legal neither for [28] nor for [23]. The restrictions in [28,23] actually rule out also useful functional
processes, for instance
!a(n, b). if n = 1 then b¯〈1〉 else c(a¯〈n− 1, c〉 | c(m).b¯〈m ∗ n〉), (2)
which represents the factorial function. See Section 7 for more discussions on related work.
In this paper, we consider several type systems and well-typed processes under each system
are ensured to terminate. First, in Section 3, we present a core type system, which adds level
information to the types of the simply typed -calculus. Then, in Sections 4–6 we show three
reﬁnements of the core system. Nested inputs and recursive inputs are the main patterns we
focus on. For all the type systems (except for the second one, which can capture primitive re-
cursive functions) we also present upper bounds to the number of steps well-typed processes
take to terminate. Such bounds depend on the structures of the processes and on the types
of the names in the processes. We show the usefulness of the type systems on some non-trivi-
al examples: the encodings of primitive recursive functions, the protocol for encoding separate
choice in terms of parallel composition from [19,24], a symbol table implemented as a dynamic
chain of cells from [12,22].
Roughly, for each type system, to prove termination we choose a measure which decreases after
ﬁnite steps of reduction. To compare two measures, we exploit lexicographic andmultiset orderings,
well-known techniques in term rewriting systems [8,7]. For the core type system, the measure is
just a vector recording, for each level, the numbers of outputs (unguarded by replicated inputs)
at channels with that level in the type. For the extended type systems, the ideas are similar, but
the measures become more sophisticated since we allow them to decrease after some ﬁnite (un-
known and variable) number of reductions, up-to some commutations of reductions and process
manipulations.
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2. The simply typed π -calculus
We begin with a brief overview of the simply typed -calculus [24]. We presuppose an inﬁnite set
N of names and let a, b, ..., x, y , ... range over it. A channel is a name that may be used to engage
in communications. As it is customary in the -calculus, we make no syntactic difference between
channels and variables. The values, denoted by v,w, are the objects that can be exchanged along
channels.
In this workwe only study type systems a` la Church, and each name is assigned a type a priori.We
write x : T to mean that the name x has type T . A judgment  P says that P is a well-typed process,
and  v : T says that v is a well-typed value of type T . The syntax of types and processes as well as
the typing rules are shown in Table 1.We use the usual constructors ofmonadic -calculus: inaction,
input, output, parallel composition, sum, restriction and replication. In the input preﬁx a(b) name a is
the subject and name b is the object of the preﬁx, similar for the output preﬁx a¯b. Free names, bound
names, names of process P and the subject of a preﬁx , written fn(P ), bn(P ), n(P ) and subj ()
respectively, are deﬁned in the standard way. We also assume -conversion implicitly in order to
avoid name capture and keep the uniqueness of every bound name. Substitutions, ranged over by
, ′, i, . . ., are maps from names to names. The transition rules are presented in the so-called early
style in Table 2, where  ranges over actions. The symmetric rules of par1, com1 and sum1 are
omitted. Sometime we use the notation ⇒ which is an abbreviation for⇒ −→⇒, where⇒ is
the reﬂexive and transitive closure of
−→.
For simplicity we only consider two basic types: Bool, for boolean values, and Nat, for natural
numbers. Values of basic types are said to be of ﬁrst-order because, unlike channels (names of link
type), they cannot carry other values. We also assume some basic operations on ﬁrst-order values.
For example, we may use addition (n+ m), subtraction (n− m), multiplication (n ∗ m) for Nat ex-
pressions. To avoid being too speciﬁc, we do not give a rigid syntax and typing rules for ﬁrst-order
expressions. We just assume a separate mechanism for evaluating expressions of type Nat.
Table 1
Processes, types and typing rules of the simply typed -calculus
S , T ::= V | L types
V ::= L | Bool | Nat value types
L ::= V link types
v,w ::= x | true, false | 0, 1, 2, . . . values
P ,Q ::= 0 | a(x).P | a¯v.P | P | P | P + P | aP | !a(x).P processes
T-in a : T x : T  P a(x).P T-out
a : T  v : T  P
 a¯v.P T-nil  0
T-par  P  Q P | Q T-sum
 P  Q
 P + Q T-res a : L  P aP
T-rep a : T x : T  P!a(x).P










−→ P ′ bn() ∩ fn(Q) = ∅
P | Q −→ P ′ | Q
com1 P
(˜b)a¯v−→ P ′ Q av−→ Q′ b˜ ∩ fn(Q) = ∅
P | Q −→ (˜b)(P ′ | Q′)
res P









P + Q −→ P ′
rep
!a(x).P av−→!a(x).P | P {v/x}
Next we introduce some notations about vectors, partial orders and multisets. We write 0i as an
abbreviation of a vector 〈nk , nk−1, . . . , n1〉 where k  1, ni = 1 and nj = 0 for all j = i (1  i, j  k),
and 0 for a vector with all 0 components. The binary operator sum can be deﬁned between two
vectors. Let ϕ1
def= 〈nk , nk−1, . . . , n1〉, ϕ2 def= 〈ml,ml−1, . . . ,m1〉 and k  l. First we extend the length of
ϕ2 to k by inserting (k − l) zeros to the left of ml to get an equivalent vector ϕ′2. Then we do point-
wise addition over two vectors with equal length. We also deﬁne an order between two vectors
of equal length as follows: 〈nk , nk−1, . . . , n1〉 ≺ 〈mk ,mk−1, . . . ,m1〉 iff ∃i  k , ni < mi and ∀j > i,
nj = mj .
Let S be a set. A (ﬁnite) multisetM with elements from S is a functionM : S →  such that
{s ∈ S |M(s) > 0}, the set of elements ofM, is ﬁnite. Following [3], we write a multisetM over S
in the formM = [x1, . . . , xn], where xi ∈ S for 1  i  n (when n = 0 we get the empty multiset [ ]).
We deﬁne membership for multisets by s ∈mul M iffM(s) > 0. We use (M unionmultiM′) for the union of
M andM′, deﬁned by
(M unionmultiM′)(s) =M(s)+M′(s).
Let > be a strict partial order on S . We extend > to a strict partial order >mul on Smul, the set of
multisets over S , as follows: >mul is the smallest transitive relation satisfying
if s > x for all x ∈mul M′, thenM unionmulti [s] >mul M unionmultiM′
for all s ∈ S , andM,M′ ∈ Smul. The intuition is that a multiset becomes smaller in the sense of>mul
by replacing one or more of its elements by any ﬁnite number (including zero) of smaller elements.
It can indeed be shown that if > is well-founded then so is >mul [3].
In this paper we focus our attention to the termination property of closed processes, i.e., processes
without free names of Bool or Nat types. (This restriction is mainly imposed for the termination
proof of our second type system—cf. Theorem 7. For other three type systems, our proofs work for
open processes as well.)
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3. The core system: the simply typed -calculus with levels
Our ﬁrst type system for termination is obtained by making mild modiﬁcations to the types and
typing rules of the simply typed -calculus. We assign a level, which is a natural number, to each
channel name and incorporate it into the type of the name. Now the syntax of link type takes the
new form:
L ::= nV link types
n ::= 1, 2, . . . levels
The typing rules in Table 1 are still valid (by obvious adjustments for link types), with the excep-
tion of rule T-rep, which takes the new form:
T-rep a : 
nT x : T  P ∀b ∈ os(P ), lv(b) < n
!a(x).P ,
where os(P ) is a set collecting all names in P which appear as subjects of those outputs that are
not underneath any replicated input (we say this kind of outputs are active). Speciﬁcally, os(P ) is
deﬁned inductively as follows:
os(0) def= ∅ os(a¯v.P ) def= {a} ∪ os(P ),
os(!a(x).P ) def= ∅ os(P | Q) def= os(P ) ∪ os(Q),
os(a(x).P )
def= os(P ) os(P + Q) def= os(P ) ∪ os(Q),
os(aP )
def= os(P )
In the above deﬁnition we treat bound names and free names in the same way because of the ob-
servation that aP terminates iff P terminates. The function lv(b) calculates the level of channel b
from its type. If b : nT then lv(b) = n. Note that we do not need to give any level information to
names of basic types, because those names can never appear as subjects of preﬁxes.
The purpose of using levels is to rule out recursive inputs as, for instance, in the process
a¯ |!a.b¯ |!b.a¯, (3)
where the two replicated processes can call each other thus producing a divergence. Our type sys-
tem requires that in any replication !a(x).P , the level of a is greater than the level of any name that
appears as subject of an active output of P . In other words, a process spawned by the resource
!a(x).P can only access other resources with a lower level. Process (3) is therefore illegal because
!a.b¯ requires lv(a) > lv(b) while !b.a¯ expects lv(b) > lv(a). For the same reason, for the process
P
def= a(x).!x.c¯ |!c.b¯ to be well typed it is necessary that names received along channel a have a
higher level than lv(c). Therefore P | a¯b is illegal, since, due to the right component of P , we have
lv(c) > lv(b). As a ﬁnal example, consider the process
a¯ |!a.(c¯ |!b.a¯). (4)
In this process, there is an output at a underneath the replication at a. The output at a, however, is
not active in the body c¯ |!b.a¯ of the replication because it is located underneath another replication.
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Therefore this process is typable by our type system. We call T this type system and write T  P
to mean that P is a well-typed process under T . The subject reduction theorem of the simply typed
-calculus can be easily adapted to T .
Before proceeding to prove the termination property of well-typed processes, we need some
preliminary notations. If name a appears as the subject of some active output of P and lv(a) = i,
then we say a has at least one output (subject) occurrence at level i in P . It does not matter whether
a is a free or bound name. For example, let
Q
def= (d : 1Nat)(a(x).b(y).(x¯y | c¯d.c¯d.d¯3)).
It is easy to see that Q is a well-typed process if the types of a, b and c are 31Nat, 3Nat and
21Nat, respectively. In this process x and d have one output occurrence at level 1 respectively, c
has two output occurrences at level 2, a and b have zero output occurrence at any level. Here we
do not care about the identity of names that have output occurrences: what we are interested in is
the number of output occurrences of names belonging to the same level, and this for each level. For
every well-typed process P , we use ni to stand for the number of output occurrences at level i; hence
ni is simply calculated by scanning the process expression. Then the weight, wt(P ), of a process P is
the vector 〈nk , nk−1, . . . , n1〉, with k representing the highest level on which the process has non-zero
output occurrence. As to the processQ deﬁned above, it has the weight wt(Q) = 〈2, 2〉. Formally we
have the following deﬁnition of wt(P ). It is related to the set os(P ) since we only count the levels
of names appearing in os(P ).
wt(0) def= 0 wt(a¯v.P ) def= wt(P )+ 0lv(a)
wt(!a(x).P ) def= 0 wt(P | Q) def= wt(P )+ wt(Q)
wt(a(x).P )
def= wt(P ) wt(P + Q) def= max{wt(P ),wt(Q)}
wt(aP )
def= wt(P )
The next lemma says that weight is a goodmeasure because it decreases at each reduction step. This
property leads naturally to the termination theorem of well-typed processes, by the well-founded-
ness of weight.
Lemma 1. Suppose T  P and P −→ P ′, then wt(P ′) ≺ wt(P ).
Proof. By induction on transitions. The cases are simple. We only need the following results:
(1) If T  P and P av−→ P ′, then wt(P ′) ≺ wt(P )+ 0lv(a);
(2) If T  P and P a¯v−→ P ′, then wt(P ′)  wt(P )− 0lv(a). 
Theorem 2. If T  P , then P terminates.
Proof. By induction on the weight of well-typed processes.
• Base case: All processes with weight 0 are terminating because they have no active output.
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• Inductive step: Suppose all processes with weights less than wt(P ) are terminating. We show that
P is also terminating. Consider the set I = {i | P −→ Pi}. For each i ∈ I we know that: (i) T  Pi
by the subjection reduction property of T , (ii) wt(Pi) ≺ wt(P ) by Lemma 1. So each such Pi is
terminating by induction hypothesis, which ensures that P is terminating. 
The type system T provides us with a concise way of handling nested inputs. For example, let
a : 11Nat, b : 2Nat, c : 1Nat, then process (1) is well-typed and therefore terminating. Similarly,
process (4) is well-typed if the types of a, b and c are 2Nat, 3Nat and 1Nat, respectively.
Lemma 1 implies that the weight of a process gives us a bound on the time that the process takes
to terminate. Let the size of a process be the whole number of literals in the process expression, then
we have the following result.
Proposition 3. Let n and k be the size and the highest level in a well-typed process P , respectively. Then
P terminates in polynomial time O(nk).
Proof. Let wt(P ) be 〈nk , ..., n1〉, thus ∑ki=1 ni < n. The worst case is that when an active output
of level i is consumed, all (less than n) new active outputs appear at level i − 1. Hence one output
occurrence of level i gives rise to at most f(i) steps of reduction, where
f(i) =
{
1 if i = 1








Since the weight of P is 〈nk , ..., n1〉, the length of any reduction sequence from P is bounded by∑k
i=1 ni ∗ f(i). As
k∑
i=1
ni ∗ f(i) 
k∑
i=1






∗ f(k) < n ∗ f(k) = n(n
k − 1)
n− 1
we know that P terminates in time O(nk). 
As a consequence of Proposition 3 we are not able to encode the simply typed -calculus into the
-calculus with type system T , according to the known result that computing the normal form of
a non-trivial -term cannot be ﬁnished in elementary time [25,15]. We shall see in the next section
an extension of T that makes it possible to encode all primitive recursive functions (some of which
are not representable in the simply typed -calculus).
4. Allowing limited forms of recursive inputs
The previous type system allows nesting of inputs but forbids all forms of recursive inputs (i.e.
replications !a(x).P with the body P having active outputs at channel a). In this and the following
sections we study how to relax this restriction.
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4.1. The type system
Let us consider a simple example. Process P below has a recursive input: underneath the replica-
tion at a there are two outputs at a itself. However, the values emitted at a are “smaller” than the
value received. This, and the fact that the “smaller than” relation on natural numbers is well-found-
ed, ensures the termination of P . In other words, the termination of P is ensured by the relation
among the subjects and objects of the preﬁxes—rather the subjects alone as it was in the previous
system.
P
def= a¯〈10〉 |!a(n). if n > 0 then (a¯〈n− 1〉 | a¯〈n− 1〉)
−→ a¯〈9〉 | a¯〈9〉 |!a(n). if n > 0 then (a¯〈n− 1〉 | a¯〈n− 1〉)
For simplicity, the only well-founded values that we consider are naturals. But the arguments
below apply to any data type on whose values a well-founded relation can be deﬁned.
We use function out(P ) to extract all active outputs in P . The deﬁnition is similar to that of
os(P ) in Section 3. The main difference is that each element of out(P ) is exactly an output preﬁx,
including both subject and object names. For example, we have out(!a(x).P ) = ∅ and out(a¯v.P ) =
{a¯v} ∪ out(P ).
In the typing rule, in any replication !a(x).P we compare the active outputs in P with the input
a(x) using the relation ! below. We have that b¯v ! a(x) holds in two cases: (1) b has a lower level
than a; (2) b and a have the same level, but the object v of b is provably smaller than the object x
of a. For this, we assume a mechanism for evaluating (possibly open) natural number expressions
that allows us to derive assertions such as x − 29+ 4 ∗ 7 < x. We should stress that this evaluation
mechanism is an orthogonal issue, completely independent from our type system; thus we do not
include it in the type system. We adopt an eager reduction strategy, thereby the expression in an
output is evaluated before the output ﬁres.
Deﬁnition 4. Let a : nS and b : mT . We write b¯v ! a(x) if one of the two cases holds: (i) m < n; (ii)
m = n, S = T = Nat and v < x.
By substituting the following rule for T-rep in Table 1, we get the extended type system T ′, which
is parametric w.r.t. the relation !. The second condition in the deﬁnition of ! allows us to include
some recursive inputs and gives us the difference from T .
T-rep a : nT x : T  P ∀b¯v ∈ out(P ), b¯v ! a(x)!a(x).P
The termination property of T ′ can also be proved with a schema similar to the proof in last
section. However, the details are more complex because we need to be clear about how the ﬁrst-or-
der values in which we are interested evolve with the reduction steps. So we use a measure which
records, for each output preﬁx, the value of the object and the level information of the subject.More
precisely, the measure is a compound vector, which consists of two parts: the Nat-multiset and the
weight, corresponding to each aspect of information that we wish to record.
To a given process P and level i, with 0 < i  k and k the highest level in P , we assign a uniqueNat-
multisetMP ,i = [n1, . . . , nl], withnj ∈  ∪ {∞} for all j  l. (Herewe consider∞as theupperbound
of the inﬁnite set .) Intuitively, this multiset is obtained as follows. For each active output b¯v in P
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with lv(b) = i, there are three possibilities. If v is a constant value (v ∈ ), then v is recorded inMP ,i .
If v contains variables of type Nat, then a∞ is recorded inMP ,i . Otherwise, v is not of type Nat and
thus contributes nothing to the Nat-multiset. For instance, suppose a : 3Nat, b : 2Nat, c : 1Nat
and P def= a¯〈1〉 | a¯〈1〉 | b¯〈2〉 |!a(n).b¯〈n+ 1〉 | b(n).c¯〈n〉, then T ′  P and there are three Nat-multisets:
MP ,3 = [1, 1], MP ,2 = [2] andMP ,1 = [∞]. Formally, we deﬁneMP ,i as follows:
M0,i def= [ ] MaP ,i def= MP ,i
M!a(x).P ,i def= [ ] MP |Q,i def= MP ,i unionmultiMQ,i
Ma(x).P ,i def= MP ,i MP+Q,i def= MP ,i unionmultiMQ,i
Ma¯v.P ,i def=

MP ,i unionmulti [v] if a : iNat and v ∈ 
MP ,i unionmulti [∞] if a : iNat and fvn(v) = ∅
MP ,i otherwise
where fvn(v) is the set of variables of type Nat. We combine a set of Nat-multisets
{MQ,i | 0 < i  k} with the weight of Q (as deﬁned in the previous section), wt(Q) = 〈nk , . . . , n1〉,
so as to get a compound vector tQ = 〈(MQ,k; nk), . . . , (MQ,1; n1)〉. For the above example wt(P ) =
〈2, 1, 1〉, so tP = 〈([1, 1]; 2), ([2]; 1), ([∞]; 1)〉.
The order ≺ is extended to compound vectors as follows.
Deﬁnition 5. Suppose tP = 〈vk , . . . , v1〉 and tQ = 〈uk , . . . , u1〉, where vi =MP ,i; ni and ui =MQ,i; n′i
for 0 < i  k.
(1) vi ≺ ui ifMP ,i <mul MQ,i ∨ (MP ,i =MQ,i ∧ ni < n′i)
(2) tP ≺ tQ if ∃i  k , vi ≺ ui and ∀j > i, vj = uj .
The above deﬁnition should be self-explanatory because we have followed the usual way of ex-
tending orderings to multisets, products and strings. Using compound vectors as the measure, we
can build, with similar proof schemas, the counterparts of Lemma 1 and Theorem 2.
Lemma 6. If T ′  P and P −→ P ′ then tP ′ ≺ tP .
Proof. By induction on transitions. 
Theorem 7. If T ′  P then P terminates.
Proof. The result follows from Lemma 6. 
Note that the measure used here is much more powerful than that in Section 3. With weights, we
can only prove the termination of processes which always terminate in polynomial time. By using
compound vectors, however, as we shall see in Section 4.2, we are able to capture the termination
property of someprocesseswhich terminate in timeO(f(n)), where f(n) a is primitive recursive func-
tion. For example, we can write a process to encode the repeated exponentiation, where E(0) = 1,
E(n+ 1) = 2E(n). Once received a number n, the process does internal computation in timeO(E(n))
before sending out its result.
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Surprisingly, the proof of Theorem 7 is not muchmore complicated than that of Theorem 2. This
is due to the well-designed compound vectors that combine lexicographic and multiset orderings.
See e.g. [7,8] for the usefulness of the two orderings in term rewriting systems.
4.2. Example: primitive recursive functions
For simplicity of presentation, we have concentrated mainly on monadic communications. It
is easy to extend our calculus and type system to allow polyadic communications and an if-
then-else construct1 (which are needed in many applications). For instance, with polyadicity,
for b¯〈˜y〉 ! a(˜x) to hold, there are two possibilities: (i) either the level of a is higher than that of
b, or (ii) the two names have the same level but at least one argument of ﬁrst-order type de-
creases its value (yi < xi), and the other ﬁrst-order arguments do no increase (yj  xj). By ap-
propriately modifying the deﬁnition of Nat-multiset, we can show that Theorem 7 still holds.
For conditionals, we can extend the deﬁnition of weight in this way: wt( if b then P else Q) =
max{wt(P ),wt(Q)}.
The advantage of T ′ over T lies in the fact that primitive recursive functions can nowbe captured,
according to the standard encoding of functions as processes [17,24].
Deﬁnition 8 (Primitive recursive functions [1]). The class of primitive recursive functions consists
of those functions that can be obtained by repeated application of composition and primitive re-
cursion starting with (1) the successor function, S(x) = x + 1, (2) the zero function, N(x) = 0, (3) the
generalized identity functions U(n)i (x1, . . . , xn) = xi, with the generating rules for composition and
primitive recursion being
(1) Composition h(x1, . . . , xn) = f(g1(x1, . . . , xn), . . . , gm(x1, . . . , xn))
(2) Primitive recursion{
r(0, x2, . . . , xn) = f(x2, . . . , xn)
r(x1 + 1, x2, . . . , xn) = g(x1, r(x1, . . . , xn), x2, . . . , xn)
Proposition 9. All primitive recursive functions can be represented as terminating processes in the
-calculus.
Proof. The representation follows from Milner’s encoding of -terms into -processes [17]. In a
similar way (see e.g. [17,24]) can the correctness of the following ﬁve encodings be veriﬁed.
We represent a function f(˜x) as a process Fp which has replicated input like !p(˜x, r).R, where
name p is called the port of F , with type Tm,n = m(N˜at, nNat) where m > n. After receiving via p
some arguments x˜ and a return channel r, process R does some computation, and ﬁnally the result
is delivered at r. For the three basic functions, the results are returned immediately. Below we write
r¯〈v〉 instead of r¯v to highlight the output value v.
(1) The zero function Np
def=!p (x, r).r¯〈0〉.
1 For convenience of presentation, in the rest of this paper we sometimes use an if-then-else construct. Its typing rules
are straightforward (similar to those of the sum construct).
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(2) The successor function Sp
def=!p (x, r).r¯〈x + 1〉.
(3) The identity functions Uip
def=!p (˜x, r).r¯〈xi〉.
By assigning to p the type T2,1, processes Np , Sp , and Uip deﬁned above are typable in our core
type system T , thus typable in T ′.
(4) Composition Suppose that Gipi is deﬁned for gi with the type of pi being Tmi ,ni for all
1  i  m, and Fq is deﬁned for f with the type of q being Tm′,n′ . By induction hypothesis, they
are well typed in T ′. Then we can deﬁne Hp for h as:
Hp
def= !p(˜x, r).(p˜ r˜q)(G1p1 | p¯1〈˜x, r1〉 | · · · | Gmpm | p¯m〈˜x, rm〉| r1(y1). · · · .rm(ym).q¯〈˜y , r〉 | Fq)
Letm′′ = max{m1, . . . ,mm,m′} + 1 and give name p the type Tm′′,n′ . It can be easily checked that
process Hp is typable in T ′.
(5) Primitive recursion Suppose that Fq is deﬁned for f with the type of q being Tm1,n1 , and
Gp ′ is deﬁned for gwith the type of p ′ being Tm2,n2 . By induction hypothesis they are well typed
in T ′. We deﬁne Rp as follows.
Rp
def= !p(˜x, r). if x1 = 0 then (q)(Fq | q¯〈x2, . . . , xn, r〉)
else (r′)(p¯〈x1 − 1, x2, . . . , xn, r′〉
| r′(y).(p ′)(Gp ′ | p¯ ′〈x1 − 1, y , x2, . . . , xn, r〉))
Let m = max{m1,m2} + 1 and give type Tm,n2 to p . It is easy to see that Hp is well typed
in T ′. 
For the process in (2), which represents the factorial function, it is typable if we give name a the
type 2(Nat, 1Nat). By contrast, the encoding of functions that are not primitive recursive may not
be typable. An example is Ackermann’s function. See Appendix A for more detailed discussions.
5. Asynchronous names
In this section we start a new direction for extending our core type system of Section 3: we prove
termination by exploiting the structure of processes instead of the well-foundedness of ﬁrst-order
values. The goal of the new type systems (in this and in the next section) is to gain more ﬂexibility
in handling nested inputs. In the previous type systems, we required that in a replicated process
!a(x).P , the highest level should be given to a. This condition appears rigid when we meet a process
like !a.b.a¯ because we do not take advantage of the level of b. This is the motivation for relaxing
the requirement. The basic idea is to take into account the sum of the levels of two input subjects
a, b, and compare it with the level of the output subject a. However, this incurs another problem.
Observe the following reduction:
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P
def= a¯ | b¯ |!a.b.a¯
−→ b¯ | b.a¯ |!a.b.a¯
−→ a¯ |!a.b.a¯
The weight of P does not decrease after the ﬁrst step of reduction (we consume a copy of a¯ but
liberate another one). Only after the second reduction does the weight decrease. Further, P might
run in parallel with another process, say Q def=!b.b.b.(b¯ | b¯), that interferes with P by requiring a
communication at b and prevents the second reduction from happening:
P | Q
−→ b¯ | b.a¯ |!a.b.a¯ | Q
−→ b.a¯ |!a.b.a¯ | b.b.(b¯ | b¯) | Q.
This example illustrates two new problems that we have to consider: the weight of a process
may not decrease at every step; because of interferences and interleaving among the activities of
concurrent processes, consecutive reductions may not yield “atomic blocks” after which the weight
decreases. (The weight of P | Q increases after two steps of reduction.)
In the new type systemwe allow themeasure of a process to decrease after a ﬁnite number of steps,
rather than at every step, and up-to some commutations of reductions and process manipulations.
This difference has a strong consequence in the proofs. For technical reasons related to the proofs,
we require certain names to be asynchronous.
5.1. Proving termination with asynchronous names
A name a is asynchronous if all outputs with subject a are followed by 0. That is, if a¯v.P ap-
pears in a process then P = 0. A convenient way of distinguishing between synchronous and asyn-
chronous names is using Milner’s sorts [16]. Thus we assume two sorts of names, AN and SN ,
for asynchronous and synchronous names respectively, with the requirement that all names in
AN are syntactically used as asynchronous names. We assume that all processes are well-sort-
ed in this sense and will not include the requirements related to sorts in our type systems. (We
stick to using both asynchronous and synchronous names instead of working on asynchronous
-calculus, because synchronous -calculus is sometimes useful—see for instance the example in
Section 6.2. However, all the results in this paper are valid for asynchronous -calculus as well.)
We make another syntactic modiﬁcation to the calculus by adding a construct to represent a
sequence of inputs underneath a replication:
8 ::= a1(x1). · · · .an(xn) n  1 and ∀i < n, ai ∈ AN
P ::= . . . |!8.P
This addition is not necessary—it only simpliﬁes the presentation. It is partly justiﬁed by the use-
fulness of input sequences in applications. (It also strongly reminds us of the input pattern construct
of the Join-calculus [9]). We call 8 an input pattern. Note that all but the last name in 8 are required
to be asynchronous. As far as termination is concerned, we believe that the constraint—and there-
fore the distinction between asynchronous and synchronous names—can be lifted. However, we do
not know how to prove Theorem 10 without it.
Y. Deng, D. Sangiorgi / Information and Computation 204 (2006) 1045–1082 1057
To avoid problems of ambiguity in input patterns (for example, in the process !a.b.0, the ambi-
guity is whether the input pattern is a or a.b2), some extra bracketing can be used. For instance,
!(a.b).0 would indicate that the input pattern is a.b. We will not do so, because in our uses the input
pattern will always be clear from the context.
The usual form of replication !a(x).P is now considered as a special case where the input
pattern has length 1, i.e., it is composed of just one input preﬁx. We extend the deﬁnition of weight
to input patterns by taking into account the levels of all input subjects: wt(a1(x1). · · · .an(xn)) def=
0k1 + · · · + 0kn where lv(ai) = ki . The typing rule T-rep in Table 1 is replaced by the following
one.
T-rep  8.P wt(8) ' wt(P )!8.P .
Intuitively, this rule means that we consume more than what we produce. That is, to pro-
duce a new process P , we have to consume all the preﬁxes from a1(x1) to an(xn) on the left
of P , which leads to the consumption of corresponding outputs at a1, . . . , an. Since the sum of
weights of all the outputs is larger than the weight of P , the whole process has a tendency to
decrease its weight. Although the idea behind this type system (T ′′) is simple, the proof of termi-
nation is non-trivial because we need to ﬁnd out whether and when a whole input pattern is con-
sumed and thus the measure decreases. The rest of the section is devoted to proving the following
theorem.
Theorem 10. If T ′′  P then P terminates.
Below we brieﬂy explain the structure of the proof and proceed in four steps. First, we
decorate processes and transition rules with tags, which indicate the origin of each reduction:
whether it is caused by calling a replicated input, a non-replicated input or it comes from an
if-then-else structure. This information helps us to locate some points, called landmarks, that
are reached by consuming the last input preﬁx of an input pattern in a reduction path. If a
process performs a sequence of reductions that are locally ordered (that is, all and only the
input preﬁxes of a given input pattern are consumed), then the process goes from a landmark
to the next one and decreases its weight (Lemma 12). (This is not sufﬁcient to guarantee ter-
mination, since in general the reductions of several input patterns may interleave and some
input patterns may be consumed only partially.) Second, by taking advantage of the constraint
about asynchronous names, we show a limited form of commutation of reductions (Lemma
13). Third, by commuting consecutive reductions, we adjust a reduction path and establish on
it some locally ordered sequences separated by landmarks. Moreover, when an input pattern is
not completely consumed, we perform some manipulations on the derivatives of processes and
erase some inert subprocesses. Combining all of these with the result of Step 1, we are able
to prove the termination property of tagged processes (Lemma 14). Finally, the termination of
2 Note that the choice of input preﬁxes is relevant for typing. For example, the process !(a.b).a¯ is typable in our type
system, but !(a).b.a¯ is not.
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Table 3
Transition rules for tagged processes
if-t
if true then P else Q
9′−→ P
if-f
if false then P else Q
9′−→ Q
com1 P
(˜b)a¯v−→ P ′ Q atv−→ Q′ b˜ ∩ fn(Q) = ∅




rep 8 = a1(x1). · · · .an(xn) l fresh :(l) = n
!8.P a
(l,1)
1 v−→!8.P | (a(l,2)2 (x2). · · · .a(l,n)n (xn).P ){v/x1}
untagged processes follows from the operational correspondence between tagged and untagged
processes (Lemma 11), which concludes our proof of Theorem 10.
We begin with introducing the concepts of atomic tag, tag and tagged process. Atomic tags are
names from a separate inﬁnite set N ′, which is disjoint from the set N used for constructing un-
tagged processes. We use the function : : N ′ →  to associate every atomic tag with a natural
number. Note that we requireN ′ to be an inﬁnite set so that it can always supply fresh atomic tags
as we need. We let l, l′, l1, . . . range over atomic tags and 9 stand for a special atomic tag by setting
:(9) = 0. A tag is a pair (l, n)where l is an atomic tag and n is an integer with n  :(l). We let t, t′, . . .
range over tags and write 9 as the abbreviation of the special tag (9, 0). The only difference between
tagged processes and untagged ones is that the former gives tags for all non-replicated inputs.
P ::= · · · | at(x).P
Note that we do not give tags to input patterns. A tagged process P is regular if the only tag that
appears in P is the special tag 9. On the contrary, if there is a tag t with t = 9 in P , then P is irregular.
We reserve the tag 9′ for the transition rules if-t and if-f (see Table 3). Unlike 9, 9′ only appears in
transitions, not in tagged processes. We deﬁne the operator erase(·) to erase all tags in a tagged
process so as to get an untagged process. Let P be a tagged process.We deﬁnewt(P ) aswt(erase(P )),
and we write T ′′  P if T ′′  erase(P ). The transition rules for tagged processes are the same as in
Table 2 except for rules in, com1, rep, if-t and if-f, which are displayed in Table ??. In the rule rep,
a fresh atomic tag l is introduced to witness the invocation of the replicated input !8.P . The result
of invoking !8.P is the generation of a new process (a(l,2)2 (x2). · · · .a(l,n)n (xn).P ){v/x1}. The condition
:(l) = n relates l to 8 by requiring the number of input preﬁxes in 8 to be :(l). So if an input preﬁx
has tag (l, :(l)) then it originates from the last input preﬁx in 8.
Note that substitutions of names do not affect tags. More precisely, we have
(at(x).P ){c/b} = (a{c/b})t(x).P {c/b}.
From the transition rules it can be seen that tags are never used as values to be transmitted between
processes and that there is no substitution for tags.
Tags give us information about the transitions of tagged processes. For example, if P is regular
and P
t−→ P ′, then at least we know the following information:
• if t = 9′ then an if-then-else structure in P disappears when P evolves into P ′;
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• if t = 9 then the reduction results from an internal communication between an active output and
a non-replicated input;
• if t = (l, 1) then the reduction results from an internal communication between an active output
and a replicated input of the form !a1(x1). · · · .a:(l)(x:(l)).Q; moreover, if :(l) > 1 then P ′ has a
subprocess a2(x2). · · · .a:(l)(x:(l)).Q.
We deﬁne the operator (·)◦, which is complementary to erase(·), to translate untagged processes
into regular processes by giving all non-replicated inputs the special tag 9.
0◦ def= 0 (a(x).P )◦ def= a9(x).P ◦
(a¯v.P )◦ def= a¯v.P ◦ (aP )◦ def= aP ◦
(P | Q)◦ def= P ◦ | Q◦ (!8.P )◦ def= !8.P ◦
( if b then P else Q)◦ def= if b then P ◦ else Q◦
Note that erase(P ◦) = P holds but (erase(P ))◦ = P may not be valid. For example !a.b.c¯ | a¯ (l,1)−→
!a.b.c¯ | b(l,2).c¯ ≡ P ′, and thus (erase(P ′))◦ =!a.b.c¯ | b9.c¯ = P ′. However, there exists operational cor-
respondence between tagged and untagged processes since tags do not have semantic meaning and
the purpose of using tags is to identify every newly created process from some replicated process.
This is precisely what the next lemma shows.
Lemma 11. Let P be a tagged process and Q an untagged one.
(1) If P
t−→ P ′ then erase(P ) −→ erase(P ′).
(2) If Q
−→ Q′ and erase(P ) = Q, then P t−→ P ′ and erase(P ′) = Q′ for some t.
Proof. These results follow from the deﬁnition of erase(·). 
As we shall see soon, (well-typed) tagged processes have some interesting properties such as
decrement of weight after some speciﬁc steps of reduction and commutation of reductions.
Lemma 12.
(1) If P
9−→ P ′ then wt(P ) ' wt(P ′).
(2) If P
9′−→ P ′ then wt(P ) * wt(P ′).
(3) If P
(l,1)−→ P1 (l,2)−→ · · · Pn−1 (l,n)−→ P ′ and n = :(l) > 0 then wt(P ) ' wt(P ′).
Proof. See Appendix B. 
Generally speaking, commutativity of reductions does not hold in the -calculus. For instance,
the process P = a.b | a¯ | b¯ has reduction path P a−→ b−→ but not b−→ a−→, where c−→ means that
an internal communication happens on channel c. As we shall see in the next two lemmas, this
property does hold in the presence of certain constraints. We write P t˜⇒ R for P t1−→ · · · tn−→ R,
where t˜ = t1 · · · tn.
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Lemma 13.




(2) If P is regular and P t˜⇒ R (l
′,j)−→ R1 (l,i)−→ R′, l = l′, j < :(l′) and i  :(l), then there exists some
R′1 such that R
(l,i)−→ R′1
(l′,j)−→ R′.
Proof. See Appendix B. 
In the following lemma, we make full use of commutativity and reorganize a reduction path in
a way easy of pinpointing landmarks, which witness the decrement of the measure that we choose
for the beginning process of the path.
Lemma 14. All the regular tagged processes terminate.
Proof. We sketch the idea of the proof; more details are given in Appendix B.
Let P be a regular tagged process. We show that P terminates by induction on its weight wt(P ).
• Base case: All processes with weight 0must be terminating because they have no active outputs.
• Inductive step: Suppose P is non-terminating and thus has an inﬁnite reduction sequence
P ≡ P0 t1−→ P1 t2−→ · · · ti−→ Pi ti+1−→ · · ·
Now the tag t1 takes one of the three forms: 9′, 9 or (l, i). By doing case analysis we can prove that
in every case there always exists some Q such that: (i) Q is also non-terminating; (ii) Q is regular;
(iii) wt(P ) ' wt(Q). When Q is found, we get a contradiction since by induction hypothesis all pro-
cesses with weights less than wt(P ) are terminating. So the supposition is false and P should be
terminating.
InseekingthisQ,wecarefullymanipulatethereductionpathofP bycommutingreductions(Lemma
13) in order to put all tags belonging to the same input pattern in contiguous positions. Then we can
use Lemma 12 to prove (iii). If an input pattern cannot be completed, whichmeans that its continua-
tion does not contribute to the subsequent reductions of P , we can substitute 0 for the continuation.
For example, suppose P def= a2(a¯1 |!a1.a2.R1) | R2 and there is a reduction sequence like:
P
(l,1)−→ P1 t2−→ P2 t3−→ · · ·
with P1 ≡ a2(a(l,2)2 .R1 |!a1.a2.R1) | R2. Since a(l,2)2 .R1 is never consumed in the reduction sequence,
it contributes nothing to the subsequent reductions starting from P1. So we can safely take Q to be
a2(0 |!a1.a2.R1) | R2, and the same transition sequence can still be made, with 0 in place of the top
level a(l,2)2 .R1 in all derivatives.
Consequently, for each new atomic tag l with :(l) > 0 created by the derivatives of P , either we
have found the complete input pattern corresponding to l, or the input pattern cannot be completed
but no l appears in the inﬁnite reduction path starting from Q. As a result, no new tag appears in
Q, i.e. (ii) is satisﬁed. 
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Theorem 10 follows from the above lemma and the following observation (given by Lemma 11):
Let P and Q be untagged and tagged processes respectively. If erase(Q) = P , then P is non-termi-
nating iff Q is non-terminating.
We also show an upper bound to the number of reduction steps for each well-typed process.
Proposition 15. For a process P well-typed under T ′′, let n and k be its size and the highest level,
respectively. Then P terminates in polynomial time O(nk+1).
Proof. From the proof Lemma 14 (where Lemma 12 and Lemma 13 are used) we know that: (i)
commutation of reductions does not change the length of a reduction sequence; (ii) the measure di-
minishes from one landmark to the next one; (iii) the distance between two neighboring landmarks
is less than n. In addition, by similar arguments as in the proof of Proposition 3 it can be shown that
in each locally ordered reduction path there are at most n(n
k−1)
n−1 landmarks. Therefore the whole
length of each reduction path is bounded by n
2(nk−1)
n−1 . 
5.2. Example: the protocol of encoding separate choice
Consider the protocol in Table 4 which is used for encoding separate choice (the summands of
the choice are either all inputs or all outputs) by parallel composition [19,24, Section 5.5.4]. One of
the main contributions in [19] is the proof that the protocol does not introduce divergence. Here we
prove it using typability.
The protocol uses two locks s and r. When one input branch meets a matching output branch, it
receives a datum together with lock s and acknowledge channel a. Then the receiver tests r and s se-
quentially. If r signals failure, because another input branch has been chosen, the receiver is obliged
to resend the value just received. Otherwise, it continues to test s. When s also signals success, the
receiver enables the acknowledge channel and let the sender proceed. At the same time, both r and
s are set to false to prevent other branches from proceeding. If the test of s is negative, because the
Table 4
The protocol of encoding separate choice
[;ni=1x¯idi.Pi]
def= s ( s¯〈true〉




| <mi=1g ( g¯
| !g.yi(z, s, a).r(x). if x then
( s(y). if y then
( r¯〈false〉 | s¯〈false〉 | a¯〈true〉 | [Qi])
else
( r¯〈true〉 | s¯〈false〉 | a¯〈false〉 | g¯))
else
r¯〈false〉 | y¯i〈z, s, a〉))
where r, s and a are fresh and <ni=1Pi means P1 | · · · | Pn.
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current output branch has committed to another input branch, the receiver should restart from the
beginning and try to catch other send-requests. This backtracking is implemented by recursively
triggering a new copy of the input branch.
Usually when a protocol employs a mechanism of backtracking, it has a high probability to give
rise to divergence. The protocol in this example is an exception. However, to ﬁgure out this fact
is non-trivial, one needs to do careful reasoning so as to analyze the possible reduction paths in
all different cases. With the aid of type system T ′′, we reduce the task to a routine type-checking
problem.We show that the protocol does not add any inﬁnite loop by proving that the typability of
[Pi] and [Qi] implies that of [;ix¯idi.Pi] and [;iyi(z).Qi]. Then we conclude by Theorem 10. Here we
take the ith branch of input guarded choice as an example and assume that yi does not appear inQi .
Suppose that [Qi] is typable by T ′′ and the highest level of names in [Qi] is n with n > 1. Let us give
type 1Bool to r, type n+1Unit to g (here we use a new basic type Unit, which is straightforward
to handle, otherwise g can also be considered of type n+1Nat) and type 2(Tz , 1Bool, 1Bool) to
yi where Tz is the type of the datum z. Take g.yi(z, s, a).r(x) as the input pattern, noted as 8, and
abbreviate its continuation as P . Then !8.P is well typed under T ′′ because wt(8) = 〈1, . . . , 1, 1〉 and
wt(P ) = 〈1, . . . , 0, 3〉 (the dots stand for a 0-sequence of length (n− 2)), thus wt(8) ' wt(P ).
6. Partial orders
The purpose of our ﬁnal type system is to type processes even if they contain replications whose
input and output parts have the same weight. Of course not all such processes can be accepted. For
instance, !a.b.(a¯ | b¯) should not be accepted, since it does not terminate when running together with
a¯ | b¯.3 However, we might want to accept
!p(a, b).a.(p¯〈a, b〉 | b¯), (5)
where a and b have the same type. Processes like (5) are useful. For instance they often appear in
systems composed of several “similar” processes (an example is the chain of cells in Section 6.2). In
(5) the input pattern p(a, b).a and the continuation p¯〈a, b〉 | b¯ have the same weight, which makes
rule T-rep of T ′′ inapplicable. In the new system, termination is proved by incorporating partial
orders into certain link types. For instance, (5) will be accepted if the partial order extracted from
the type of p shows that b is below a (both b and a being names that are received along p).
6.1. The type system
We present the new type system T ′′′. The general structure of the associated termination proof
goes along the same line as the proof in Section 5.1. But now we need a measure which combines
lexicographic and multiset orderings.
To begin with, we introduce some preliminary notations. Let A be a set and R ⊆ A×A be a
partial order on elements ofA. The set of names (that can be channel names or natural numbers) ap-
pearing in elements ofR is n(R) = {a | aRb ∨ bRa for some b}. Let x˜ be a tuple of names x1, . . . , xn,
3 The reader might argue that the process !a.b.(a¯ | b¯) itself is terminating, so it is parallel composition that is to blame.
Given the importance of the parallel composition operator, we choose to impose the restrictions on the input operator
and thus discard that process.
Y. Deng, D. Sangiorgi / Information and Computation 204 (2006) 1045–1082 1063
we write the length n of the tuple as | x˜ |. Without risk of confusion, sometimes we consider x˜ as the
set {x1, . . . , xn}. In the following, we deﬁne some operators for partial orders. They will be used for
simplifying the presentation of our typing rules in Table 5.
Deﬁnition 16. LetR ⊆ N ×N and S ⊆ Nat× Nat be two partial orders and x˜ be a tuple of names
in N . We deﬁne two operators / and ∗ to transform one partial order into the other.
(1) R/˜x def=
∅ if n(R) ∩ x˜ = ∅,{(i, j) | xiRxj} if n(R) ⊆ x˜,undeﬁned otherwise.
(2) S ∗ x˜ def= {(xi, xj) | iSj} if max{n(S)} | x˜ |.
As shown by the following lemma, the two operators are complementary to each other to some
extent.
Lemma 17.
(1) (R/˜x) ∗ x˜ = R if n(R) ⊆ x˜
(2) (S ∗ x˜)/˜x = S if max{n(S)} | x˜ |
Proof. By the deﬁnition of / and ∗ directly. 
For example, letR = {(a, b), (a, c)}, S = {(1, 2), (1, 3)}, and x˜ be the tuple of four names abcd , then
we haveR/˜x = S and S ∗ x˜ = R.
Remark: In this paper we use partial orders in a very narrow sense. We require each partial order
on names to satisfy the following two conditions: (i) mathematically it is a strict partial order (irre-
ﬂexive, antisymmetric and transitive); (ii) all names in n(R) are of the same type (this type is written
TR).
Let R be a partial order. We extract the sub-partial order deﬁned on n(R) \ x˜ by R⇓x˜=
{(a, b) | a, b ∈ x˜ and aRc1R · · ·Rcnb for some c˜ ⊆ x˜ and n  0}. Given two partial orders R1, R2
with TR1 = TR2 , we let R1 +R2 be R1 ∪R2 if such a union is a partial order. Otherwise, R1 +R2
is undeﬁned.
The operator os(·) of Section 3 is now reﬁned to be mosR(·), which deﬁnes a multiset recording
all subject occurrences of names in active outputs and with type TR.
mosR(0)
def= [ ]







{ [a] unionmulti mosR(P ) if a : TR
mosR(P ) otherwise
mosR(P | Q) def= mosR(P ) unionmulti mosR(Q)
mosR( if b then P else Q)
def= mosR(P ) unionmulti mosR(Q)
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The operator mosR(·) can be extended to input patterns by deﬁning: mosR(8) def= mosR(a¯1˜x1 | · · · |
a¯n˜xn) if 8 = a1(˜x1). · · · .an(˜xn).
Let R be a partial order and Rmul be the induced multiset ordering on multisets over n(R) as
deﬁned in Section 2. The binary relation deﬁned below will act as the second component of our
measure, which is a lexicographic ordering with weight of processes as its ﬁrst component.
Deﬁnition 18. Let R be a partial order on names, Q be a process, P be either an input pattern or a
process. It holds that P R̂ Q if the following three conditions are satisﬁed, for some multisets on
namesM1,M2 andM: (i) mosR(P ) =M unionmultiM1; (ii) mosR(Q) =M unionmultiM2; (iii)M1 RmulM2.
Essentially the relation R̂ is an extension of the multiset orderingRmul. One can easily prove that
R̂ is also well-founded: ifR is ﬁnite, then there exists no inﬁnite sequence like P0 R̂ P1 R̂ P2 R̂ · · ·
Now we are well-prepared to present our types and type system. Here we consider polyadic
-calculus and redeﬁne link types as follows.
L ::= nS T˜ where ∀i, j ∈ n(S), Ti = Tj
where S ⊆ Nat× Nat is a partial order on the indexes of T˜ (that is, if | T˜ |= m then S is a partial
order on the set {1, ...,m}). The condition in the deﬁnition says that if i and j are two indexes related
by S , then the ith and jth components of T˜ have the same type.
If aP is a subprocess of Q, we say that the restriction a is unguarded if aP is not underneath
any input or output preﬁx.More precisely, we deﬁne a set ur(P ) to collect all unguarded restrictions
in P .
ur(0) def= ∅ ur(a(˜x).P ) def= ∅
ur(!a(˜x).P ) def= ∅ ur(a¯˜v.P ) def= ∅
ur(aP )
def= {a} ∪ ur(P ) ur(P | Q) def= ur(P ) ∪ ur(Q)
ur( if b then P else Q)
def= ur(P ) ∪ ur(Q)
If we pull all unguarded restrictions of Q to the outmost positions, the resulting process ˜aQ′ has
the same behavior as Q. In the literature this property is often characterized by a sequence of struc-
tural rules describing scope extrusion, see for example [20]. Since we assume that bound names are
different from free names, the side conditions of those rules are met automatically. We use this
property implicitly and often write Q as ˜aQ′ without unguarded restrictions in Q′.
Besides the two sorts AN and SN introduced in the beginning of Section 5.1, nowwe need another
sort RN . It requires that
if .P is a process with subj() ∈ RN then ur(P ) = ∅.
In other words, if a name of sort RN appears in the subject position of a preﬁx (either input or
output), then the continuation process has no unguarded restrictions. This technical condition
facilitates the presentation of Deﬁnition 19.
Suppose 8 = a1(˜x1). · · · .an(˜xn) and each ai has type miSi T˜ . We extract a partial order from 8 by
deﬁningR8 = S1 ∗ x˜1 ∪ · · · ∪ Sn ∗ x˜n. It is well deﬁned because all the bound names are assumed
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to be different from each other. For example, if 8 = a1(x11, x12, x13).a2(x21, x22, x23), S1 = {(1, 2)} and
S2 = {(2, 1)}, then we haveR8 = {(x11, x12), (x22, x21)}.
Deﬁnition 19. Let 8 = a1(˜x1). · · · .an(˜xn). The relation 8 :' P holds if one of the following two cases
holds: (i) wt(8) ' wt(P ); (ii) wt(8) = wt(P ), 8 R̂8 P and an ∈ RN .
The second condition indicates the improvement of T ′′′ over T ′′. We allow the input pattern to
have the same weight as that of the continuation, as long as there is some partial order to reﬂect a
tendency of decrement.
The typing rules of T ′′′ are presented in Table 5. Now the judgment R  P means that P is a
well-typed process and the free names in P respect the (possibly empty) partial order R. In the
premise of rule T-in, if there exists some non-empty partial order relation on x˜, then it is exactly
captured by R, the partial order built upon free names of P . In rule T-out, for R+ S ∗ v˜ to be well
deﬁned, the partial order on v˜ should not conﬂict with the partial order exhibited by P . Similarly in
rules T-par and T-if the partial orders contributed by P andQ should be compatible in the sense that
R1 +R2 is well deﬁned. Otherwise, R1 +R2  P | Q is not a legal judgment. As we only consider
the partial order on free names of aP , in rule T-res all pairs concerning a are deleted fromR while
the relative partial order relation on other names are kept intact. In rule T-rep the appearance of
the replication operator does not affect the existing partial order, but it requires the validity of the
condition 8 :' P , which plays an important role in Lemma 21 and gives us the possibility of doing
termination proof.
In Deﬁnition 19 the constraint imposed on an is used to prohibit potential extension of partial
orders caused by the restriction operator. Let us consider two examples, concerning two different
occurrences of restricted names.
(i) Underneath an input pattern
P
def= !p(a, b).a.c(p¯〈b, c〉 | b¯) | p¯〈a, b〉 | a¯ | p¯〈a, b〉
−→ !p(a, b).a.c(p¯〈b, c〉 | b¯) | a.c(p¯〈b, c〉 | b¯) | a¯ | p¯〈a, b〉
−→ !p(a, b).a.c(p¯〈b, c〉 | b¯) | c(p¯〈b, c〉 | b¯) | p¯〈a, b〉
≡ d(!p(a, b).a.c(p¯〈b, c〉 | b¯) | p¯〈b, d〉 | b¯ | p¯〈a, b〉)
def= dP ′
Table 5
Typing rules of T ′′′
T-in a : 
n
S T˜ x˜ : T˜ R  P S = R/˜xR ⇓˜x a(˜x).P T-nil ∅  0
T-out a : 
n
S T˜ v˜ : T˜ R  PR+ S ∗ v˜  a¯˜v.P T-par
R1  P R2  QR1 +R2  P | Q
T-if b : Bool R1  P R2  QR1 +R2  if b then P else Q T-res
a : L R  P
R⇓a aP
T-rep R  8.P 8 :' PR !8.P
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(ii) Outside an input pattern
Q
def= !p(a, b).a.(p¯〈a, b〉 | b¯) | p¯〈a, b〉 | a¯.cp¯〈b, c〉
−→ !p(a, b).a.(p¯〈a, b〉 | b¯) | a.(p¯〈a, b〉 | b¯) | a¯.cp¯〈b, c〉
−→ !p(a, b).a.(p¯〈a, b〉 | b¯) | p¯〈a, b〉 | b¯ | cp¯〈b, c〉
≡ d(!p(a, b).a.(p¯〈a, b〉 | b¯) | p¯〈a, b〉 | b¯ | p¯〈b, d〉)
def= dQ′




∅T). Assume R = {(a, b)} and R′ = {(a, b), (b, d)}. If the
condition an ∈ RN in Deﬁnition 19 was lifted, then both P and Q would be well typed: in the ﬁrst
example, it could be derived that R  P and R′  P ′; in the second example, R  Q and R′  Q′.
In both cases the new name d extends the partial orderR to beR′.
However, the process P does not terminate because it canmake cyclic reduction and the two steps
from P to dP ′ form a cycle. Therefore the structure in (i) is dangerous and should be disallowed.
The process Q always terminates in at most 6 steps, but ruling out the structure in (ii) simpliﬁes our
proof of Lemma 22. (We believe that it is possible to allow the structure in (ii) at the expense of a
more complicated proof of Lemma 22.)
For this type system, we have the following subject reduction property.
Theorem 20 (Subject reduction). SupposeR  P and P −→ P ′.
(1) If  =  due to a communication thenR  P ′.
(2) If  =  due to a conditional thenR′  P ′ withR = R′ +R′′ for someR′ andR′′.
(3) If  = a˜v then there exists n,S and T˜ such that
(a) a : nS T˜ and v˜ : T˜
(b) if S ∗ v˜ is a partial order thenR+ S ∗ v˜  P ′.
(4) If  = (˜b)a¯˜v then there exists n,S ,R′ and T˜ such that
(a) a : nS T˜ and v˜ : T˜
(b) R′  P ′
(c)R = (R′ + S ∗ v˜)⇓b˜
Proof. See Appendix C.Most efforts are made to check the consistency of partial orders in the type
environments. 
The following lemma is the counterpart of Lemma 12.
Lemma 21. Suppose that ur(P ) = ∅, R  P , P (l,1)−→ P1 (l,2)−→ · · · Pn−1 (l,n)−→ P ′ and n = :(l) > 0. Then
one of the following two cases holds.
(1) wt(P ) ' wt(P ′)
(2) P R̂ P ′ and ur(P ′) = ∅.
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Proof. See Appendix C. 
With the last lemma we are able to prove Lemma 22, whose role in T ′′′ is the same as that of
Lemma 14 in T ′′.
Lemma 22. All the regular tagged processes (well-typed under T ′′′) terminate.
Proof. Compared with the proof of Lemma 14, the main difference is that when we have completed
some input patterns and get a reduction sequence like
P0
t˜1⇒ P1 9
′−→ P2 t˜2⇒ · · · 9
′−→ Pi−1 t˜i⇒ Pi · · ·
it may be possible that ∀j < i,wt(Pj) = wt(Pj+1). LetR  P0, we can show by contradiction that the
sequence of processes of equal weight is ﬁnite, by the well-foundedness of Rmul. See Appendix C
for more details. 
Finally, we have the following termination theorem for T ′′′, due to the operational correspon-
dence between tagged and untagged process and Lemma 22.
Theorem 23. If R  P then P terminates. Moreover, let n and k be its size and the highest level, then
P terminates in time O(nk+3).
Proof. The proof of termination is straightforward. Let us look at the time complexity. Clear-
ly the sizes of the two sets n(R) and mosR(P ) are less than n. It follows that for any sequence
P R̂ P1 R̂ · · · R̂ Pm, we have m < n2. By similar arguments as in the proof of Proposition 15 it can
be shown that in each locally ordered reduction path there are at most n(n
k−1)
n−1 landmarks and the
distance between two neighboring landmarks is less than n3. Therefore the whole length of each
reduction path is bounded by n
4(nk−1)
n−1 . 
6.2. Example: symbol table
This example comes from [12,22]. It is about the implementation of a symbol table as a chain of
cells. In Table 6 G is a generator for cells; ST0 is the initial state of the symbol table with only one
cell; STm is the system in which the symbol table has m pending requests.
Every cell of the chain stores a pair (n, s), where s is a string and n is a key identifying the position
of the cell in the chain. A cell is equipped with two channels so as to be connected to its left and
right neighbors. The ﬁrst cell has a public left channel a to communicate with the environment and
the last cell has a right channel nil to mark the end of the chain. Once received a query for string t,
the table lets the request ripple down the chain until either t is found in a cell, or the end of the chain
is reached, which means that t is a new string and thus a new cell is created to store t. In both cases,
the key associated to t is returned as a result. There is parallelism in the system: many requests can
be rippling down the chain at the same time.
As to termination, the example is interesting for at least two reasons. (1) The chain exhibits a
syntactically challenging form. The replicated process G has a sophisticated structure of recursive
inputs: the input pattern has inputs at p and a, while the continuation has a few outputs at p and
one output at b, which has the same type as a. (2) Semantically, the chain is a dynamic structure,
which can grow to ﬁnite but unbounded length, depending on the number of requests it serves.
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Table 6
The implementation of a symbol table
G
def= !p(a, b, n, s).a(t, r).
if t = s then
r¯〈n〉.p¯〈a, b, n, s〉
else if b = nil then
r¯〈n+ 1〉.c(p¯〈c, nil, n+ 1, t〉 | p¯〈a, c, n, s〉)
else b¯〈t, r〉.p¯〈a, b, n, s〉
ST0
def= p(G | p¯〈a, nil, 1, s0〉)
STm
def= ST0 | a¯〈t1, r1〉 | · · · | a¯〈tm, rm〉
Moreover, the chain has a high parallelism involving independent threads of activities. The number
of steps that the symbol table takes to serve a request depends on the length of the chain, on the
number of internal threads in the chain, and on the value of the request.
Suppose T def= 2∅(String, 1Nat), S def= {(1, 2)} and 1S(T , T ,Nat,String) is the type of p . We con-
sider nil as a constant name of the language studied in this section and take it for the bottom element
of any partial orderR ⊆ N ×N with TR = T . For any m ∈ , process STm is well typed under T ′′′
and thus terminating.
7. Concluding remarks
In this paper, we have proposed a core type system and three extensions of it to ensure
termination of processes in the -calculus. The system in Section 5 exploits the structure of
processes, so does the system in Section 6, but the latter is more expressive because it is a con-
servative extension of the former. The system in Section 4 exploits the well-foundedness of ﬁrst-
order values. Since it is parametric w.r.t. a binary relation on ﬁrst-order value expressions, we are
not able to delimit its exact expressiveness, though we know that it can capture primitive recur-
sion and that it is incomparable with the systems in Sections 5 and 6 (for example, the encoding
of the factorial function in (2) is not typable under the systems of Sections 5 and 6, while the
examples in Tables 4 and 6 are not typable under the system of Section 4). Based on the type
systems we are able to prove the termination property of some non-trivial applications: the en-
codings of primitive recursive functions, the protocol for encoding separate choice in terms of
parallel composition, a symbol table implemented as a dynamic chain of cells. For all (but one of)
the type systems we also present upper bounds to the number of steps well-typed processes take
to terminate.
We believe that the idea of using levels can be applied to other name-passing calculi. For instance,
we have checked that in the Join-calculus [9] the type system presented in Section 5 can be simpliﬁed.
Intuitively, this is because the Join-calculus can be encoded into a sublanguage of the asynchronous
-calculus with each input channel being unique, thus our assumption about asynchronous names
in Section 5 is automatically met and recursive inputs are easier to be handled.
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We have already discussed related work on termination, notably [23,28]. The systems proposed in
this paper are incomparablewith those in [23,28].Roughly, in [23,28] processes aremainly “function-
al” and indeed include the standard encodings of the -calculus into the -calculus. These processes
are not typable in the systems of this paper. In this work the processes are mainly “imperative”. For
instance, the examples in Sections 5.2 and 6.2 are not typable in [23,28]. One way of interpreting
the results of this paper is to consider combinatory approach (on which this paper is based) as a
complementary technique to logical relations (on which [23,28] are based) for showing termina-
tion of processes. It would be interesting to see whether the two approaches can be successfully
combined.
A typical way of increasing the expressive power of a type system is to use polymorphism. Turner
[26] has extended the simply typed -calculus with impredicative polymorphism and has given a
type-preserving encoding of System F [11,21]. Berger et al. [2] have incorporated polymorphism into
their linear typing [28], which enables them to embed System F fully abstractly in linear polymor-
phic processes. In this way they are able to prove the termination property of the terms in System
F. However, in spite of its power of guaranteeing termination of processes that are functional, the
polymorphic linear system of [2] suffers from the same drawback as the linear system of [28]: it rules
out many useful processes that are imperative, such as the examples in Sections 5.2 and 6.2.
A (less important) difference between our type systems and that in [28] is about ﬁnite processes.
In our type systems we impose type-checking restrictions on replicated inputs. Since ﬁnite processes
are constructed without using replicated inputs, it is easy to see that if a process is accepted in the
simply typed -calculus, then it is also accepted by our type systems. This is not the case for [28],
where, for example, the process a.b¯ | b.a¯ | a¯ is disallowed.
Kobayashi [14] has introduced a type system to guarantee non-interference of processes in the
-calculus. He uses natural numbers in types as obligation levels and capability levels. An obligation
level expresses the degree of an obligation to do an action, while a capability level expresses the
degree of a capability to successfully complete an action. The level information is used to detect
deadlocks, so his type system is incompatible to the systems presented in this paper. For example,
the deadlocked process a.b¯ | b.a¯ is ruled out by [14], but accepted by our type systems as a terminat-
ing process. On the other hand, the process !a.a¯ is dangerous for termination (when put in parallel
with a¯), thus discarded by our systems, but it is typable in [14].
For simplicitywe have given our type systems in theChurch version. It is not difﬁcult to transform
them into the Curry version. For the Curry version of T and T ′, it is possible to check automatical-
ly whether a program is well-typed by using type inference, following for instance Vasconcelos and
Honda’s type inference algorithm for polyadic -calculus [27]. Here one needs an extra constraint,
which is a partial order between levels of names. By inspecting the structure of a process, this task
can be done in linear timew.r.t. the size of the process. For T ′′ and T ′′′, however, type inference is not
straightforward.We leave it as futurework to investigate efﬁcient type inferencealgorithms for them.
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Appendix
A. The λ-calculus and Ackermann’s function
This section consists of two parts. In the ﬁrst part, we discuss why the standard encodings of the
simply typed -calculus cannot be typed in the type systems presented in this paper. In the second
part, we show that if we encode Ackermann’s function in the same way as we did for recursive
functions (cf. Proposition 9), the resulting process is not typable by our type systems.
First, we recall the standard encoding of untyped call-by-value -calculus [17,24]. Each -term
M is encoded as -process [[M ]]p , where p is the channel along which the process sends out a value
(or a link to the value) represented byM .
[[x.M ]]p def= p¯ (y).!y(x, q).[[M ]]q
[[x]]p def= p¯x
[[c]]p def= p¯c
[[MN ]]p def= (qr)([[M ]]q | [[N ]]r | q(y).r(z).y¯〈z, p〉),
where c is a constant.
Consider the term M def= x.(y.y)c. According to the above encoding, we have that
[[M ]]p = p¯ (px).!px(x, q).[[(y.y)c]]q
= p¯ (px).!px(x, q).(q1q2)([[y.y]]q1 | [[c]]q2 | q1(py).q2(z).p¯y〈z, q〉)
= p¯ (px).!px(x, q).(q1q2)(q¯1(py).!py(y , q3).q¯3y | q¯2c | q1(py).q2(z).p¯y〈z, q〉).
In the typed setting, the encoding of terms is similar to that in untyped setting, but we need to
encode types and annotate bound names with types (see e.g. [24]). Each type in the -calculus is
encoded as a unique type in the -calculus. Let us consider the termM again. If x, y and c have the
same type S , then the term M is well typed and has type S in the simply typed -calculus. In the
process [[M ]]p , the type of px is determined by that of x, similar for py and y . Since the types of x
and y should be the same, say [[S]], the two names px and py must have a common type constructed
from [[S]], thus they have the same level. Now the structure
!px(x, q). ... .p¯y〈z, q〉
in [[M ]]p is not typable in any type system reported in this paper. The reason is that the two preﬁxes
px(x, q) and p¯y〈z, q〉 have the same weight, but there is no way to establish any kind of “greater
than” relation between x and z. Similar problems exist in the encoding of call-by-name -calculus
as well.
Below we have a look at Ackermann’s function, which is deﬁned as follows:
f(x, y) =
y + 1 for x = 0 and y  0f(x − 1, 1) for x > 0 and y = 0
f(x − 1, f(x, y − 1)) for x, y > 0.
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If we follow the encodings of primitive functions given in Proposition 9, we get the process Ap .
Ap
def= !p(x, y , r). if x = 0 and y  0 then r¯〈y + 1〉
else if x > 0 and y = 0 then p¯〈x − 1, 1, r〉
else (r′)(p¯〈x, y − 1, r′〉 | r′(z).p¯〈x − 1, z, r〉)
In the above process, the structure
!p(x, y , r). ... .p¯〈x − 1, z, r〉
is not typable by our type systems because we cannot establish any clear relation between y and z.
Note that the condition x − 1 < x is not sufﬁcient to make the assertion
p¯〈x − 1, z, r〉 ! p(x, y , r)
be true. So far we have not been able to work out an alternative encoding that is typable by our
type systems. We leave this problem as future work.
B. Proofs from Section 5
Proof of Lemma 12.
(1) There is a communication performed between a non-replicated input and an output message.
That is, P ≡ (˜b)(a9(x).P1 | a¯v.Q1 | Q2) for some a, P1,Q1,Q2, v and b˜, and P ′ ≡ (˜b)(P1{v/x} |
Q1 | Q2). Therefore, we have that
wt(P ) = wt(P1)+ wt(a¯v)+ wt(Q1)+ wt(Q2)
' wt(P1)+ wt(Q1)+ wt(Q2) = wt(P ′).
(2) If rule if-t is used, then we have that P ≡ (˜b)((if true then P1 else Q1) | Q2) and P ′ ≡
(˜b)(P1 | Q2) for some b˜, P1,Q1 andQ2. Depending on the relation betweenwt(P1) andwt(Q1)we
have wt(P ) ' wt(P ′) if wt(P1) ≺ wt(Q1) and wt(P ) = wt(P ′) if wt(P1) * wt(Q1). The symmetric
case for if-f is similar.
(3) By the transition rule rep, each time a replicated process is invoked a fresh tag is produced. So
there is no replicated process invoked in Pi for 1  i  n− 1. Then there are two possibilities:
(a) No replicated process invoked in P either. Therefore all communications take place be-
tween non-replicated inputs and outputs. Reasoning as in Clause 1, one can derive that
wt(P ) ' wt(P1) ' · · · ' wt(P ′).
(b) A replicated process !8.Q, with 8 = a1(x1). · · · .an(xn), is invoked in P and a new process
(a
(l,2)
2 (x2). · · · .a(l,n)n (xn).Q), for some , is spawned. The subsequent reductions consume
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the input preﬁxes from a(l,2)2 (x2) to a
(l,n)
n (xn) and their corresponding outputs. Thus we
have the relation
wt(P ′)+ wt(8) = wt(P )+ wt(Q′).
Substitution of names does not affect the weight of a process, so wt(Q′) = wt(Q). The
side condition of rule rep requires that wt(8) ' wt(Q). Hence we have the conclusion that
wt(P ) ' wt(P ′). 
Proof of Lemma 13.
Let n = :(l).
(1) Since P is regular, the transition with tag (l, i)must originate from a communication between
an active output and a replicated input. So R must be of the form:{
(˜b)(!a1(x1). · · · .an(xn).P | a¯1v | Q) if i = 1
(˜b)(!a1(x1). · · · .an(xn).P | (a(l,i)i (xi). · · · .a(l,n)n (xn).P ) | a¯′iv | Q) if 1 < i < n
with ai = a′i . To have a subsequent transition with tag 9, Q must be of the form: c9(x).Q1 |
c¯w.Q2 | Q3 for some c,w,Q1,Q2 and Q3. It is evident that R also have the reduction path
R
9−→ R′1
(l,i)−→ R′. The case for t = 9′ is also straightforward.
(2) Let m = :(l′). As in the proof of Clause 1 we know that the transitions with non-special tags
come from replicated inputs. Depending on whether l and l′ come from the same input pattern
or not, we have the following two cases:
(a) They are generated by two different input patterns, that is, there exist at least two replicated
inputs in P , say !a1(x1). · · · .an(xn).P1 and !b1(x1). · · · .bm(xm).P2, respectively. There are four
possibilities. Let us consider the typical case that j = 1 and i = 1. Then R should be of the
form
R ≡ (˜c)(!b1(y1). · · · .bn(yn).P2 |!a1(x1). · · · .an(xn).P1
| (b(l′,j)j (yj). · · · .b(l
′,m)
m (ym).P2)1 | (a(l,i)i (xi). · · · .a(l,n)n (xn).P1)2
| b¯′jw | Q)
with bj1 = b′j . Since j < :(l′) the consumption of bj1(yj) does not liberate any output,
and an output on ai2 should be directly available in Q so as to make the subsequent
communication on ai2 possible, which means that
Q ≡
{
a¯′iv | Q2 if i < n
a¯′iv.Q1 | Q2 if i = n
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(b) l and l′ originate from the same input pattern !a1(x1). · · · .an(xn).P1, which has been invoked
two times. The arguments are similar to Case (a). 
Proof of Lemma 14.
We consider the inductive step. Suppose P has an inﬁnite reduction sequence P ≡ P0 t1−→ P1 t2−→
· · · ti−→ Pi ti+1−→ · · ·. We shall do case analysis to ﬁnd some process Q satisfying the three
conditions: (i) Q is also non-terminating; (ii) Q is regular; (iii) wt(P ) ' wt(Q).
It is clear that if tj = (l, i) and i < :(l), then the atomic tag l is generated by invoking an input
pattern, since in P there are only special tags.
Case 1: If t1 = 9′, by Lemma 12 there are two possibilities. If wt(P ) ' wt(P1) we can set Q = P1.
If wt(P ) = wt(P1), we need to start the search from t2. Note that any reduction sequence by
consecutively using rules if-t or if-f is ﬁnite since the size of the starting process decreases step by
step. So we will ﬁnd either a tag 9′ that decreases weight or a tag of the form 9 or (l, i), which
directs the analysis to Case 2 or Case 3 accordingly.
Case 2: If t1 = 9, then by Lemma 12 we know that wt(P ) ' wt(P1). P1 is just the process Q we are
looking for.
Case 3: If t1 = (l, i) and :(l) > 0, then i = 1 since P is regular. Let n = :(l).
−If n = 1, then by Lemma 12 it holds that wt(P ) ' wt(P1). So we can set Q = P1.
− If n > 1 and hence a new process R def= (a(l,2)2 (x2). · · · .a(l,n)n (xn).R0) appears in P1.
(1) If R does not participate in any communication among the inﬁnite sequence P1
t2−→ · · · ti−→
Pi
ti+1−→ · · ·, then replacing R with 0 does not affect the sequence. More precisely, let P1 =
(˜c)(!a1(x1). · · · .an(xn).R0 | R | R1), for some R1, and Q = (˜c)(!a1(x1). · · · .an(xn).R0 | 0 | R1). Q
can produce the same inﬁnite reduction sequence as that of P1, but withwt(Q) ≺ wt(P ) because
P consumes an output during the transition P
(l,1)−→ P1.
(2) If R participates in a communication among the sequence, then there exists i such that ti =
(l, 2). We need to classify all the reductions between P1 and Pi . There are two subcases to
consider.
(a) If all tj for 1 < j < i are of the forms 9 or 9′, then we use Lemma 13 for (i − 2) times




t3−→ · · · ti−1−→ P ′i−1
(l,1)−→ (l,2)−→ P ′i −→ · · ·
By Lemma 12, we have the relations
wt(P ) * wt(P ′2) * · · · * wt(P ′i−1).
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(b) If there is a partition of the set {j | 1 < j < i} by I1 and I2 such that all tj ∈ C1 = {ti | i ∈
I1} = {t11, . . . , t1k} are of the forms 9 or 9′ and all tj ∈ C2 = {ti | i ∈ I2} = {t21, . . . , t2k ′ } are of
the form (lj , nj) with :(lj) > 0.
(i) If ∀j ∈ I2, nj < :(lj), i.e., no input pattern is complete (since for each j not all tags
from (lj , 1) to (lj , :(lj)) are in the set C2), then by using Lemma 13 for ﬁnite many
times we can push all tags in C1 to the left of (l, 1) and preserve their order. The
sequence changes into this form:
P
t11−→ P11 t12−→ · · · t1k−→ P1k (l,1)−→ t21−→ · · · t2k′−→ (l,2)−→ · · ·
Similarly, by using Lemma 13, we can push all tags in C2 to the right of (l, 2).
P
t11−→ P11 t12−→ · · · t1k−→ P1k (l,1)−→ (l,2)−→ P ′i t21−→ · · ·
t2k′−→ · · ·
By Lemma 12 it follows that
wt(P ) * wt(P11) * · · · * wt(P1k).
(ii) If there is a set I ′2 ⊆ I2 such that ∀j ∈ I ′2, tj = (lj , :(lj)), i.e., all tags in I ′2 are the tags
of ending inputs in some input patterns. These patterns can be completed by tags
between (1, l) and (l, 2). We shall use Lemma 13 to sort out all complete patterns
and push them to the left of (l, 1).
(A)Starting from (l, 1) we scan the sequence forward to ﬁnd the ﬁrst tag (l1, :(l1))
for some atomic tag l1 because we want to make all tags with atomic tag l1 be
in consecutive positions by “squeezing out” other tags to the left of (l1, 1) or
to the right of (l1, :(l1)). All tags between (l1, 1) and (l1, :(l1)) are of one of the
three forms: 9, 9′ or (lj , nj) with nj < :(lj). As we did in Case i, it is feasible to
push all 9 and 9′ backward and all (lj , nj) forward so that only tags with atomic
tag l1 are left between (l1, 1) and (l1, :(l1)) (these tags are already in ascending
order since they come from the same input pattern, say a1(x1). · · · .a:(l1)(x:(l1)),
and the consumption of these input preﬁxes goes from left to right). After the
operations, we get a reduction sequence like
P
(l,1)−→ · · · 9−→ 9′−→ · · · (l1,1)−→(l1,2)−→ · · · (l1,:(l1))−→︸ ︷︷ ︸
l1
· · · (lj ,nj)−→ · · · (l,2)−→ · · ·
(B) Find the next tag (l2, :(l2)) for some atomic tag l2 andmake all tags with atomic
tag l2 in consecutive positions. Now we can treat tags in group l1 as a whole
and push them backward just as what we do for tag 9. We repeat this operation
for other group lj as long as (lj , :(lj)) lies between (l, 1) and (l, 2). At the end
of this stage, we have a sequence as follows.
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P
(l,1)−→ · · · l1⇒ · · · l2⇒ · · · 
lj⇒ · · · (l,2)−→ · · · ,
where 
lj⇒ stands for (lj ,1)−→(lj ,2)−→ · · · (lj ,:(lj))−→ .
(C)For other tags tj with j ∈ I ′2 and j ∈ I2, which do not belong to a complete group,
we push them forward to the right of (l, 2), keeping their order. At this moment,
there are still tags like 9 and 9′ between (l, 1) and (l, 2).
P
(l,1)−→ · · · t−→ · · · l1⇒ · · · t−→ · · · 
lj⇒ · · · (l,2)−→ · · · ,
where t ∈ {9, 9′}.
(D)Push (l, 1) forward until to the proper left of (l, 2) so as to yield this sequence:
P
t−→ P ′11 · · · t−→ 
l1⇒ · · · t−→ 
lj⇒ · · · t−→ P ′j′kj′
(l,1)−→ (l,2)−→ P ′i · · · ,
where t ∈ {9, 9′}. By Lemma 12 it follows that
wt(P ) * wt(P ′11) * · · · * wt(P ′j′kj′ ).
In the above four steps, when we commute reductions like
(lj ,nj)−→ ti−→, the condition
nj < :(lj) is always satisﬁed. This ensures the correct use of Lemma 13.
If n = 2, by Lemma 12 and the transitivity of ', we have that wt(P ) ' wt(P ′i ) and so Q can be
set as P ′i . If n > 2 we repeat the operations done for (l, 1) on (l, i) with 1 < i < :(l). There are two
possibilities for the ultimate result:
(1) either (l, i + 1)doesnot appear in the subsequent reductions, thenwe replaceR def= (a(l,i+1)i+1 (xi+1).
· · · .a(l,n)n (xn).R0) with 0 and get a non-terminating process Q such that wt(P ) ' wt(Q);
(2) or we complete the input pattern with atomic tag l and have a sequence like
P
ti−→ · · · (l,1)−→ (l,2)−→ · · · (l,n)−→ Q tj−→ · · ·
In this case we also have wt(P ) ' wt(Q) according to previous operations and Lemma 12.
Note that there are possibly three kinds of tags lying in the ultimate sequence between P and Q:
(1) tags 9 or 9′;
(2) tags belonging to complete input patterns;
(3) tags not belonging to complete input patterns, but the continuations of these incomplete input
patterns are discarded in Q since we have substituted 0 for them.
Therefore each new atomic tag l with :(l) > 0 created by the derivatives of P is used up when
reaching Q. As P is regular, Q must be regular as well. Hence the induction hypothesis applies and
it maintains that Q is terminating. At this point contradiction arises. 
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C. Proofs from Section 6
Lemma 24. If n(R) ∩ x˜ = ∅ then (R+R′)⇓x˜= R+R′ ⇓x˜ .
Proof. LetR′′ = R+R′.
(R+R′)⇓x˜
= {(a, b) | a, b ∈ x˜ and aR′′c1R′′ · · ·R′′cnR′′b for some c˜ ⊆ x˜ and n  0}
= {(a, b) | a, b ∈ x˜ and aRb}
∪{(a, b) | a, b ∈ x˜ and aR′c1R′ · · ·R′cnR′b for some c˜ ⊆ x˜ and n  0}
= R ∪R′ ⇓x˜
= R+R′ ⇓x˜ 
Let R be a partial order and  be a substitution of names. We say R is well deﬁned if R =
{(x, y) | (x, y)∈R} is apartial order.For themultisetM=[x1, . . . , xn]wewriteM=[x1, . . . , xn].
Lemma 25. IfM1 RmulM2 then
(1) M1 R′mulM2 withR′ = R+ S.
(2) (M1 unionmultiM)Rmul (M2 unionmultiM) for any multisetM over n(R).
(3) M1 RmulM2 withR well deﬁned.
Proof. We only need the deﬁnition of multiset ordering. (1) SinceR′ is a superset ofR, it holds that
xRy implies xR′y . (2) Trivial. (3) SinceR is well deﬁned, it follows that xRy implies xR y. 
Given a multisetM, we can extract from it a sub-multiset in the following way:
MR(x) =
{M(x) x ∈ n(R)
0 x ∈ n(R)
Note that here we consider a multisetM with elements from set S as a functionM : S →  (cf:
[3]). Clearly all elements inMR belong to n(R).
The following lemma provides an alternative characterization of the relation R̂. It shows that
names not in n(R) are invariant with respect to the multiset ordering.
Lemma 26. Suppose P R̂ Q, M1 = mosR(P ) andM2 = mosR(Q). ThenM1R RmulM2R.
Proof. From P R̂ Q we know that: (i)M1 =M unionmultiM1; (ii)M2 =M unionmultiM2; (iii)M1 Rmul M2.
Since all elements in M1 and M2 belong to n(R), it is easy to see that M1R =MR unionmultiM1 and
M2R =MR unionmultiM2. From Lemma 25(2), it follows thatM1R RmulM2R. 
Lemma 27. If the partial orderR is ﬁnite, then there exists no inﬁnite sequence like
P0 R̂ P1 R̂ P2 R̂ · · ·
Proof. SinceR is ﬁnite, it is well-founded, so is the induced multiset orderingRmul. Suppose there
exists such an inﬁnite sequence. LetMi = mosR(Pi). By Lemma 26, we would have the sequence
M0R RmulM1R RmulM2R Rmul · · ·
which contradicts the well-foundedness ofRmul. 
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Lemma 28. If P R̂ Q then
(1) P R̂′ Q withR′ = R+ S
(2) P | R R̂ Q | R
(3) P R̂ Q with R̂ well deﬁned.
(4) P ′ R̂ Q′ with mosR(P ) = mosR(P ′) and mosR(Q) = mosR(Q′).
Proof. Straightforward. The ﬁrst and third clause of Lemma 25 are used to prove (1) and (3)
respectively. 
The next two lemmas illustrate the basic properties of the type system T ′′′.
Lemma 29. IfR  P then n(R) ⊆ fn(P ).
Proof. By trivial induction on the structure of P . 
Lemma 30. IfR  E : T , x˜ : v˜,  = {˜v/˜x} andR is well deﬁned, thenR  E : T.
Proof. The derivation of R  E : T forms a tree tr with the conclusion as root. If we replace all
occurrences of xi with vi we get another tree tr′. By induction on the depth of tr′ it can be shown
that tr′ is a valid derivation tree with rootR  E : T . 
Proof of Theorem 20.
By induction on the depth of the derivation P
−→ P ′. Let us consider the last rule used in the
derivation.
(1) Rule in In this case P = a(˜x).P1 and P ′ = P1, where  = {˜v/˜x}. From R  P we infer that
a : nS T˜ , x˜ : T˜ ,R′  P1, S = R′/˜x andR = R′ ⇓x˜ .
(a) If S = ∅ then n(R′) ∩ x˜ = ∅. ObviouslyR′ is well deﬁned sinceR′ = R′. By Lemma 30
we have R′  P1. Observe that S ∗ v˜ = ∅ and R′ ⇓x˜= R′, i.e., R′ = R′ = R′ ⇓x˜ +∅ =
R+ S ∗ v˜. Therefore it holds thatR+ S ∗ v˜  P ′.
(b) If S = ∅, then n(R′) ⊆ x˜ by deﬁnition and S ∗ x˜ = R′ by Lemma 17. By hypothesis S ∗ v˜ is
a partial order, soR′ is well deﬁned sinceR′ = (S ∗ x˜) = S ∗ v˜. By Lemma 30 we have
R′  P1. The conclusion is straightforward by noting that R+ S ∗ v˜ = R′ ⇓x˜ +R′ =
∅ +R′ = R′.
(2) Rulecom1 WehaveP = P1 | P2, P1 (˜b)a¯˜v−→ P ′1 , P2
a˜v−→ P ′2, b˜ ∩ fn(P2) = ∅andP ′ = (˜b)(P ′1 | P ′2).
From R  P we derive that R1  P1, R2  P2 and R = R1 +R2. By induction hypothesis on
the transition of P1 we have the following results: (1) a : nS T˜ and v˜ : T˜ ; (2) R′1  P ′1 ; (3) R1 =
(R′1 + S ∗ v˜)⇓b˜. By inductive assumption on the transition of P2 we infer thatR2 + S ∗ v˜  P ′2.
UsingT-par it follows thatR2 +R′1 + S ∗ v˜  P ′1 | P ′2.UsingT-reswehave that (R2 +R′1 + S ∗
v˜)⇓b˜ (˜b : S˜)(P ′1 | P ′2). By the condition b˜ ∩ fn(P2) = ∅ and Lemma 29, b˜ ∩ n(R2) = ∅ holds.
By using Lemma 24 we have that (R2 +R′1 + S ∗ v˜)⇓b˜= R2 + (R′1 + S ∗ v˜)⇓b˜= R2 +R1 =R. ThereforeR  P ′ is valid.
(3) Rule rep Suppose P =!8.P1 with 8 = a(˜x).8′. Let  = {˜v/˜x}. After the transition P changes
into P ′ = P | (8′.P1). From R !8.P1 we have R  8.P1 according to the typing rule T-rep.
Applying the arguments in Case 1 to 8.P1 we have the results: (1) a : nS T˜ and v˜ : T˜ ; (2)if S ∗ v˜
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is a partial order thenR+ S ∗ v˜  (8′.P1). Using T-par we can infer thatR+ S ∗ v˜+R  P ′,
i.e.,R+ S ∗ v˜  P ′.
(4) Rule open Let P = cP1. The transition P (˜b,c)a¯˜v−→ P ′ comes from P1 (˜b)a¯˜v−→ P ′ with
c ∈ fn(˜v)− {˜b, a}. From R  P we have that R′  P1 and R = R′ ⇓c. By induction hypoth-
esis on the transition of P1 we have the following results: (1) a : nS T˜ and v˜ : T˜ ; (2)R′′  P ′ (3)
R′ = (R′′ + S ∗ v˜)⇓b˜. ThereforeR = R′ ⇓c= ((R′′ + S ∗ v˜)⇓b˜)⇓c= (R′′ + S ∗ v˜)⇓{˜b,c}. Now
all conditions required for P are satisﬁed and thus we complete this case.
(5) Rule if-t Let P = if true then P1 else P2 and P ′ = P1. FromR  P we have thatR1  P1,
R2  P2 and R = R1 +R2. By setting R′ = R1 and R′′ = R2 the conclusion is obvious. The
symmetric rule if-f is similar.
(6) Rule par1 and res Followed from induction hypothesis. 
LetR  P . If P appears underneath an input preﬁx as in a(˜x).P , then either all names in n(R) are
shielded by the preﬁx or none of them is bound. In other words, x˜ cannot include only a portion of
names in n(R). This observation is made explicit by the following lemma, where we write ∃!i... to
mean that there exists a unique i satisfying the succeeding condition. Usually if name a is given type
nS T˜ we say that the partial order of a is S , written as po(a) = S .
Lemma 31. Suppose R0  P and R  8.P with 8 = a1(˜x1). · · · .an(˜xn) and n  1. Then one of the fol-
lowing two cases holds.
(1) R8 = ∅
(2) ∃!i  n,R8 = po(ai) ∗ x˜i
Proof. We prove a stronger proposition: when the conditions in the above hypothesis are met, then
one of the following two cases holds:
(1) ∀i  n, po(ai) = ∅ ∧ n(R0) ∩ x˜i = ∅ ∧R = R0.
(2) ∃!i  n, po(ai) = S = ∅ ∧ n(R0) ⊆ x˜i ∧R0 = S ∗ x˜i ∧ (∀j = i, po(aj) = ∅ ∧ n(R0) ∩ x˜j = ∅ ) ∧
R = ∅.
By induction on the length of 8. Since 8.P is well-typed, the sub-process an(˜xn).P must be well-
typed as well. Let R1  an(˜xn).P . Then R1 = R0⇓x˜n , an : mS T˜ , x˜n : T˜ and S = R0/˜xn. Let 8′ =
a1(x1). · · · .an−1(˜xn−1).
(1) If R0 = ∅ then S = ∅, i.e., po(an) = ∅. We also have R1 = R0 = ∅. Now take a(˜xn).P as P
and 8′ as 8, we can do similar reasoning to show that po(an−1) = ∅ and R2 = R1 = ∅ if R2 
an−1(˜xn−1).an(˜xn).P . Repeat the game until a1, it can be shown at last that ∀i  n, po(ai) =
∅ ∧R = R0.
(2) IfR0 = ∅ there are two possibilities.
(a) n(R0) ⊆ x˜n. In this case we have S = ∅ but R0⇓x˜n= ∅ and R0 = S ∗ x˜n. So it holds that
po(an) = ∅ andR1 = ∅. By the arguments ofCase 1, it is easy to see that∀j  n− 1, po(aj) =
∅ ∧Rj = R1 = ∅. Sinceweassume thatboundnamesaredifferent fromeachother,n(R0) ∩
x˜j = ∅ holds.
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(b) n(R0) ∩ x˜n = ∅. In this case S = ∅ and R1 = R0. By induction hypothesis on
R  8′.an(˜xn).P , we have the following results: (1) either ∀i  n− 1, po(ai) = ∅ ∧ n(R0) ∩
x˜i = ∅ ∧R = R0 (2) or ∃!i  n− 1, po(ai) = S ′ = ∅ ∧ n(R0) ⊆ x˜i ∧R0 = S ′ ∗ x˜i ∧ (∀j =
i, po(aj) = ∅ ∧ n(R0) ∩ x˜j = ∅ ∧R = ∅ ). The conclusion follows immediately. 
Proof of Lemma 21.
By the transition rule rep, each time a replicated process is invoked a fresh tag is produced. So there
is no replicated process invoked in Pi for 1  i  n− 1. Then there are two possibilities:
(1) No replicated process invoked in P either. Therefore all communications on ai, with 1  i  n,
take place between non-replicated inputs and outputs. By similar analysis in Lemma 12, one
can derive that
wt(P ) ' wt(P1) ' · · · ' wt(P ′).
(2) A replicated process !8.Q, with 8 = a1(˜x1). · · · .an(˜xn), is invoked in P and a new process
(a
(l,2)
2 (˜x2). · · · .a(l,n)n (˜xn).Q) is spawned. The subsequent reductions consume the input pre-
ﬁxes from a(l,2)2 (˜x2) to a
(l,n)
n (˜xn) and their corresponding outputs. Then we have the relation
wt(P ′)+ wt(8) = wt(P )+ wt(Q′)
Note that substitution of names does not affect the weight of a process, so wt(Q′) = wt(Q).
According to the side condition of rule T-rep there are two cases:
(a) wt(8) ' wt(Q). It follows that wt(P ) ' wt(P ′).
(b) wt(8) = wt(Q), 8R8 Q and an ∈ RN . First, observe that P must be of the following form in
order to have the reduction sequence.
P =!a1(˜x1). · · · .an(˜xn).Q | b¯1˜v1 | · · · | b¯n˜vn.R1 | R2
with a1 = b1 and bi+1 = ai+11 · · · i for i  1 by letting i = {˜vi/˜xi}. Let  = 1 · · · n. Ac-
cording to our bound name convention that bound names are different from each other,
x˜i ∩ x˜j = ∅ if i = j. If follows that bi = ai for all i  1. Hence we have the result that
mosR(8) = mosR(b¯1˜v1 | · · · | b¯n˜vn). We also have P ′ in the form:
P ′ =!a1(˜x1). · · · .an(˜xn).Q | Q | R1 | R2
Let P1 =!a1(˜x1). · · · .an(˜xn).Q, P2 = b¯1˜v1 | · · · | b¯n˜vn.R1 and P ′2 = Q | R1. From R  P we
have the results that R1  P1, R2  P2 and R3  R with R = R1 +R2 +R3. Let R21 =
;ni=1po(bi) ∗ v˜i and R22  R1. Then R2 = R21 +R22. Note that R1  8.Q is valid and by
Lemma 31 there are two possibilities:
(i) R8 = ∅
(ii) ∃!i  n,R8 = po(ai) ∗ x˜i
From the condition 8 R̂8 Q we know that R8 = ∅, so the second possibility is true. It
follows thatR21 = po(bi) ∗ v˜i = R8i = R8 by bound name convention. Hence we have
the following inference sequence
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8 R̂8 Q
⇒ 8 R̂8 Q by Lemma 28(3)
⇒ 8 R̂21 Q R8 = R21
⇒ (b¯1˜v1 | · · · | b¯n˜vn) R̂21 Q by Lemma 28(4)
⇒ (b¯1˜v1 | · · · | b¯n˜vn) | R1 R̂21 Q | R1 by Lemma 28(2)
⇒ P2 R̂21 P ′2 by Lemma 28(4)⇒ P1 | P2 | R2 R̂21 P1 | P ′2 | R2 by Lemma 28(2)⇒ P R̂ P ′ by Lemma 28(1)
Since an ∈ RN we have that ur(Q) = ∅, thus ur(Q) = ∅ and no unguarded restriction is liberated
by the reduction sequence. Note that bn and an are of the same type, hence of the same sort, which
means that ur(R1) = ∅. Therefore P ′ has no unguarded restrictions either. 
Proof of Lemma 22.




l2⇒ · · · 9′−→ Pi−1 
l⇒ Pi · · · (C.1)
then there must be inﬁnitely many transitions 
lj⇒ because the transition 9′−→ decreases the size of
processes. Let P0 = ˜aQ0, without unguarded restrictions in Q0, i.e., ur(Q0) = ∅. Suppose R  P0,





l2⇒ · · · 9′−→ Qi−1 
l⇒ Qi · · ·
By Lemma 21 and transition rules if-t and if-f we know that no unguarded restriction is created in
the sequence, thus ∀j  i, Pj = ˜aQj and wt(Pj) = wt(Qj). From Lemma 21 and Subject Reduction
Theorem we have that all Qj are well-typed, noted asRj  Qj , and
• if Qj 
ln⇒ Qj+1 thenRj = Rj+1 and Qj R̂j Qj+1
• if Qj 9
′−→ Qj+1 thenRj = Rj+1 +R′j+1 for someR′j+1.
If follows that ∀j  i,R = Rj +R′′j and by Lemma 28(1) if Qj R̂j Qj+1 then Qj R̂ Qj+1. LetMj =
mosR(Qj). It can be derived that
• if Qj 
ln⇒ Qj+1 thenMjR RmulMj+1R by Lemma 26.
• if Qj 9
′−→ Qj+1 thenMjR R=mulMj+1R by rules if-t and if-f
where the notationMR=mul M′ meansMRmul M′ orM = M′. Since there are inﬁnitely many
transitions 
lj⇒ in (C.1), there are inﬁnitely manyRmul in the sequence
M0R RmulM1R R=mulM2R Rmul · · ·
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which contradicts the well-foundedness ofRmul.
Consequently, by means of commuting reductions used in Lemma 14, we can always ﬁnd a Q
with wt(P0) ' wt(Q) in ﬁnite number of steps. 
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