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Abstract
Statistical postprocessing techniques are commonly used to improve the skill of ensembles of numeri-
cal weather forecasts. This paper considers spatial extensions of the well-established nonhomogeneous
Gaussian regression (NGR) postprocessing technique for surface temperature and a recent modification
thereof in which the local climatology is included in the regression model for a locally adaptive post-
processing. In a comparative study employing 21 h forecasts from the COSMO-DE ensemble predictive
system over Germany, two approaches for modeling spatial forecast error correlations are considered: A
parametric Gaussian random field model and the ensemble copula coupling approach which utilizes the
spatial rank correlation structure of the raw ensemble. Additionally, the NGR methods are compared to
both univariate and spatial versions of the ensemble Bayesian model averaging (BMA) postprocessing
technique.
1 Introduction
The first ensemble prediction systems were developed in the early 1990s to account for the various sources
of uncertainty in the numerical weather prediction (NWP) model outputs (Lewis, 2005). Such systems have
now become the state-of-the-art in meteorological forecasting (Leutbecher and Palmer, 2008). Additionally,
the ensemble forecasts are commonly postprocessed using statistical techniques to improve the calibration
and correct for potential biases, and a diverse range of postprocessing techniques has been proposed (e.g.
Gneiting et al., 2005; Raftery et al., 2005; Wilks and Hamill, 2007; Bröcker and Smith, 2008). While
these methods have been shown to greatly improve the predictive performance, many are only applicable to
univariate weather quantities and neglect forecast error dependencies over time or between different observa-
tional sites. However, correct multivariate dependence structure is often important in applications, especially
when considering composite quantities such as minima, maxima or an aggregated total. These quantities are
crucial e.g. for highway maintenance operations or flood management, where subsequent risk calculations
based on the forecast require a calibrated probabilistic forecast for both the original weather variable and the
composite quantity.
In this paper, we focus on spatial extensions of the nonhomogeneous Gaussian regression (NGR) or en-
semble model output statistics method for surface temperature, originally proposed by Gneiting et al. (2005).
NGR is a parsimonious postprocessing technique which, for temperature, returns a Gaussian predictive dis-
tribution where the mean value is an affine function of the ensemble member forecasts while the variance
is an affine function of the ensemble variance. The parameters of the model are estimated based on recent
forecast errors jointly over a region or separately at each observation location (Gneiting et al., 2005; Tho-
rarinsdottir and Gneiting, 2010). Other applications of this approach include Hagedorn et al. (2008) and
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Kann et al. (2009). Recently, Scheuerer and König (2014) proposed a modification of the NGR methods of
Gneiting et al. (2005) in which the postprocessing at individual locations varies in space by parameterizing
the predictive mean and variance in terms of the local forecast anomalies rather than the forecasts themselves.
To obtain a multivariate predictive distribution based on a deterministic temperature forecast, Gel et al.
(2004) propose the geostatistical output perturbation (GOP) method to generate spatially consistent forecasts
fields in which the forecast error field is described through a Gaussian random field model. Berrocal et al.
(2007) combine GOP with the univariate postprocessing method ensemble Bayesian model averaging (BMA)
of Raftery et al. (2005). Ensemble BMA for temperature dresses each bias corrected ensemble member with
a Gaussian kernel and returns a predictive distribution given by a weighted average of the individual kernels.
By merging ensemble BMA and GOP, calibrated probabilistic forecasts of entire weather fields are produced.
We propose a similar conceptualization, combining the NGR methods of Gneiting et al. (2005) and Scheuerer
and König (2014) with a Gaussian random field error model in an approach we refer to as spatial NGR.
As an alternative multivariate method, we consider the non-parametric ensemble copula coupling (ECC)
approach of Schefzik et al. (2013). ECC returns a postprocessed ensemble of the same size as the original raw
ensemble. The prediction values at each location are samples from the univariate postprocessed predictive
distribution at that location. Multivariate forecast fields are subsequently generated using the rank correlation
structure of the raw ensemble. ECC thus assumes that the ensemble prediction system correctly describes
the spatial dependence structure of the weather quantity. The method applies equally to any multivariate
setting and comes at a virtually no additional computational cost once the univariate postprocessed predictive
distributions are available.
Figure 1 illustrates temperature field forecasts obtained from the raw ensemble, the standard univariate
NGR method, NGR combined with ECC, and spatial NGR. The raw ensemble is depicted in the first row.
The NWP model output has a physically consistent spatial structure, but as we shall see later, it is strongly
underdispersive and does not adequately represent the true forecast uncertainty. The samples in rows 2-4
all share the same NGR marginal predictive distributions which have larger uncertainty bounds than the raw
ensemble. In the second row, the realizations have been sampled independently for each gridpoint i.e. no
spatial dependence structure is present. This results in unrealistic temperature fields and, when considering
compound quantities, forecasts that are statistically inappropriate. The combination of NGR and ECC in the
third row gives forecast fields with similar spatial structures as the raw ensemble even though there is larger
spread both within each field and between the realized fields. As a consequence of spatial correlations being
modeled through a discrete copula, the resulting temperature fields feature some sharp transitions at locations
where the ranks of the raw ensemble change. The bottom row depicts temperature field simulations obtained
with spatial NGR. Here, the spatial dependence between forecast errors at different locations is modeled by
a statistical correlation model and the physical consistency is implicitly learned from the data.
In a comparative study, we apply the various extensions of NGR as well as ensemble BMA to 21 h fore-
casts of surface temperature over Germany issued by the German Weather Service through their COSME-DE
ensemble prediction system. The remainder of the paper is organized as follows. The forecast and observa-
tion data are described in the next Section 2. The univariate NGR postprocessing methods are introduced in
Section 3 while the multivariate methods are described in Section 4. In the following Section 5 we report
the results of the case study and a discussion is provided in Section 6. Finally, an overview over the forecast
evaluation methods applied in Section 5 is given in the Appendix.
2 Forecast and observation data
The COSMO-DE forecast dataset consists of a 20-member ensemble. Forecasts are made for lead times from
0 to 21 h on a 2.8 km grid covering Germany with a new model run being started every 3 h. The ensemble is
based on a convection-permitting configuration of the NWP model COSMO (Steppeler et al., 2003; Baldauf
2
Figure 1: 21 h temperature forecasts over Germany for January 5, 2011 at 21:00UTC. Three members from the
COSMO-DE ensemble prediction system are shown in the top row, the second row demonstrates the postprocessed
nonhomogeneous Gaussian regression (NGR) forecast, the third row shows NGR combined with ensemble copula
coupling while the bottom row displays examples of the multivariate spatial NGR forecast.
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Figure 2: Map of Germany showing the location of a total of 514 SYNOP observation stations. The gray line illustrates
a section of the highway A3 with the surrounding observation stations indicated by solid squares. Seven observation
stations in the state of Saarland are represented by solid triangles. Other stations are indicated by solid circles.
et al., 2011). It has a 5×4 factorial design with 5 different perturbations in the model physics and 4 different
initial and boundary conditions provided by global forecasting models (Gebhardt et al., 2011; Peralta and
Buchhold, 2011). The pre-operational phase of the COSMO-DE ensemble prediction system started on 9
December 2010 and the operational phase was launched on 22 May 2012.
We employ 21 h forecasts from the pre-operational phase initialized at 00:00 UTC; our entire dataset
consists of forecasts from 10 December 2010 until 30 November 2011. As we use a rolling training period
of 25 days to fit the parameters of the statistical postprocessing methods, the evaluation period runs from 5
January 2011 to 30 November 2011. If at least one ensemble member forecast is missing at all observation
locations on a specific day, we omit this day from the dataset. This way, 10 days are eliminated with 346 days
remaining. The temperature observations we employ stem from 514 SYNOP stations over Germany. Their
locations are shown in Figure 2. The forecasts are interpolated from the forecast grid to the station locations
using bilinear interpolation. In total, we evaluate forecasts for 117,879 verifying observations over 346
days. The COSMO model uses a rotated spherical coordinate system in order to project the geographical
coordinates to the plane with distortions as small as possible (Doms and Schättler, 2002, Sec. 3.3), with
421 × 461 equidistant gridpoints in longitudinal and latitudinal direction. We adopt this coordinate system
to calculate horizontal distances within the framework of our spatial correlation models.
3 Univariate postprocessing
3.1 NGR for temperature
The NGR method of Gneiting et al. (2005) generalizes the common model output statistics (MOS) post-
processing technique, see e.g. Wilks (2011). The distribution of the future state ys of the temperature at
location s is modeled as a Gaussian distribution with parameters depending on the M ensemble forecasts
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f1s, ..., fMs,
ys|f1s, ..., fMs ∼ N (a+ b1f1s + . . .+ bMfMs, c+ dS2s ), (1)
where S2s is the ensemble variance, a, b1, . . . , bM ∈ R are regression coefficients and c, d ∈ R+ are non-
negative coefficients. NGR is thus a linear model with the ensemble forecasts as predictors and a nonhomo-
geneous error term which is modeled as an affine function of the ensemble variance S2s . This modeling set-up
counteracts a possible over- or underdispersion of the ensemble while exploiting a positive spread-error cor-
relation. The normal predictive distribution presents a reasonable model for variables like temperature or
surface pressure. While the Gaussian assumption is not appropriate for all weather variables, the basic idea
of NGR can also be used with other types of predictive distributions (Thorarinsdottir and Gneiting, 2010;
Thorarinsdottir and Johnson, 2012; Lerch and Thorarinsdottir, 2013; Scheuerer, 2014).
In the formulation in (1), the regression coefficients b1, ..., bM can take any value in R. However, as
negative values are difficult to interpret, Gneiting et al. (2005) suggest an alternative formulation restricting
the coefficients b1, . . . , bM to be non-negative by iteratively removing those ensemble members fm from the
linear model for which the coefficients bm are negative. We follow Thorarinsdottir and Gneiting (2010) and
obtain non-negative coefficients by setting b1 = β21 , . . . , bM = β
2
M with β1, . . . , βM ∈ R. The (normalized)
coefficients can then be interpreted as weights and reflect the relative performance of the ensemble members
during the training period. In the following, we refer to this approach as NGR+.
3.2 Locally adaptive NGR
The NGR postprocessing in (1) makes the same adjustments of ensemble mean and variance at all locations.
However, it has been argued that systematic model biases may vary in space due to e.g. incomplete resolu-
tion of the orography or different land use characteristics. Similarly, the prediction uncertainty may differ
between locations in a way that is not represented by the ensemble spread (Kleiber et al., 2011; Scheuerer
and Büermann, 2014; Scheuerer and König, 2014).
As an alternative to the NGR model in (1), we consider the locally adaptive NGR method of Scheuerer
and König (2014). Here, the local adaptation is obtained by incorporating information about the short-term
local climatology in the covariates of the predictive distribution, thereby using forecast anomalies rather then
the original forecasts as covariates. Specifically, let y¯Ts denote the average observed local temperature at lo-
cation s over all days t in the training period T and, correspondingly, denote by f¯Tms the average temperature
forecast by the m-th ensemble member. The predictive distribution then equals
ys|f1s, ..., fMs,DTs ∼ N
(
y¯Ts + b1(f1st − f¯T1s) + . . .+ bM (fMs − f¯TMs), cξ2s + dS2s
)
, (2)
where DTs denotes the forecast and observation data at location s during the training period and ξ2s is a
predictor variable for the location specific uncertainty. The location specific uncertainty is defined in a second
step, when the regression estimates bˆ1, . . . , bˆM are available. It is given by the mean squared residuals of the
regression fit,
ξ2s =
1
|T |
∑
t∈T
(
yst − y¯Ts −
M∑
m=1
bˆm
(
fmst − f¯Tms
))2
,
where |T | denotes the number of days in the training period. At locations without an observation station,
predictive means and variances are obtained by spatial interpolation as described in Scheuerer and König
(2014). We refer to this inclusion of the local climatology as NGRc.
3.3 Parameter estimation in the univariate setting
We focus on the NGR+ formulation of the NGR method in (1) and the NGRc extension in (2). The parameter
estimation for both methods proceeds in a similar manner. It is assumed that the forecast error statistics
5
change only slowly over time and a rolling training window T of the |T | most recent dates with forecasts
and observations available is used to estimate the model parameter. The model fitting is carried out with all
available data from the set of observation sites S within the training window T . We denote this set by S in
the equations below even though observations might not always be available at all observation sites. Note
that with NGR+ we can easily generate postprocessed forecasts outside the set S since the parameters of
the postprocessing techniques are not site-specific. When NGRc is used, this can be achieved through an
additional spatial interpolation step.
We follow Gneiting et al. (2005) and estimate the NGR+ parameters by minimizing the continuous
ranked probability score (CRPS) (e.g. Gneiting and Raftery, 2007) over the training set. That is, we chose
them as a solution to
min
a,b1,...,bM ,c,d
1
|T ||S|
∑
t∈T
∑
s∈S
crps(Φst, yst), (3)
where Φst is the Gaussian distribution function in (1) on training day t at site s, yst is the corresponding
verifying observation and
crps(Φst, yst) =
∫ ∞
−∞
(
Φst(x)− 1[yst,∞)(x)
)2
dx, (4)
with 1[yst,∞)(x) equal to 1 if x ∈ [yst,∞) and 0 otherwise. For Gaussian distributions, the integral in (4)
can be expressed in a closed form which minimizes the computational costs (Gneiting et al., 2005). Software
for the estimation and prediction is available through the ensembleMOS package in R (R Core Team, 2013)
which is available at www.r-project.org.
The parameters of the NGRc method, on the other hand, are estimated in two steps. In a first step, the
regression parameters b1, . . . , bM in (2) are estimated by weighted least squares using a penalized version of
the loss function to prevent overfitting, see Scheuerer and König (2014) for details. The parameters of the
variance function, c and d, are subsequently estimated via CRPS minimization as in (3) above.
4 Multivariate methods
4.1 Ensemble copula coupling
The ensemble copula coupling (ECC) method of Schefzik et al. (2013) employs the rank order structure of the
raw ensemble to obtain a postprocessed ensemble of forecasts fields with the same multivariate correlation
structure as the raw ensemble while retaining the univariate NGR marginals. It is thus a semi-parametric
copula approach with continuous marginals and the non-parametric empirical copula. For each s ∈ S, we
draw a sample of size M from the predictive distribution Φˆs given by (1) or (2) of the form
fˆ1s = Φˆ
−1
s
( 1
M + 1
)
, . . . , fˆMs = Φˆ
−1
s
( M
M + 1
)
. (5)
That is, it holds that fˆ1s ≤ · · · ≤ fˆMs. Let ρs denote a permutation of the integers {1, . . . ,M} defined
by ρs(m) = rank(fms) for m = 1, . . . ,M with ties resolved at random. Then it follows that the sample
{fˆρs(1)s, . . . , fˆρs(M)s} has the same rank order structure as the raw ensemble {f1s, . . . , fMs}. The ECC
ensemble of postprocessed forecast fields is thus given by
{fˆρs(m)s}s∈S , m = 1, . . . ,M. (6)
Schefzik et al. (2013) discuss and compare several alternative methods to draw the sample from each uni-
variate predictive distribution. We use the quantiles in (5) as it follows from results in Bröcker (2012) that
this sample maintains the calibration of the univariate forecasts.
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4.2 Spatial NGR
The geostatistical output perturbation (GOP, Gel et al., 2004) approach was originally introduced as an
inexpensive substitute of a dynamical ensemble based on a single numerical weather prediction. It dresses
the deterministic forecast with a simulated forecast error field according to a spatial random process, thus
perturbing the outputs of the NWP models rather than their inputs. We propose a spatial NGR method that
adopts the ideas from GOP and combines them with the univariate NGR methods described in Sections 3.1
and 3.2. The result is a multivariate predictive distribution which generates spatially coherent forecast fields
while retaining the univariate NGR marginals. The spatial NGR method can thus also be seen as a fully
parametric Gaussian copula approach (Möller et al., 2013; Schefzik et al., 2013).
Denote by Y = {ys : s ∈ S} the vector whose components represent the temperature at each location
in S, and by Fm = {fms : s ∈ S} the corresponding weather field forecast by the m-th ensemble member.
The vector µ of predictive means obtained by marginal NGR postprocessing is given by
µ =
{
a1 + b1F1 + . . .+ bMFM (NGR+),
Y
T
+ b1
(
F1 − FT1
)
+ . . .+ bM
(
FM − FTM
)
(NGRc),
(7)
where 1 is a vector of length |S| with all entries equal to 1, YT is the average observed temperature vector
over the training period T and FTm denotes the vector consisting of the average temperature forecast by the
m-th ensemble member over T , see also (2). Similarly, denote by D the diagonal matrix of the univariate
predictive standard deviations σs with σ2s = c+ dS
2
s for NGR+ and σ
2
s = cξ
2
s + dS
2
s for NGRc.
The spatial NGR multivariate predictive distribution corresponds to the sum of the bias-corrected forecast
mean vector given by (7), a zero-mean random vector with correlated components, and a further zero-mean
random vector with uncorrelated components representing small-scale variations that cannot be resolved
with the available data. That is,
Y|F1, . . . ,FM ,DTS = µ+ DE˜
where
E˜ =
√
1− θ ·E1 +
√
θ ·E2, θ ∈ [0, 1].
If all components of E1 and E2 have unit variance, the multiplication with D scales the components of E˜
such that their variances match those predicted by the univariate NGR postprocessing methods. In particular,
the resulting multivariate model features spatially varying predictive variances.
For the spatial correlations we follow Gel et al. (2004) and assume a stationary and isotropic correlation
function Cθ,r of the exponential type. That is, we assume that the correlation between two components of E˜
corresponding to locations si and sj depends only on their Euclidean distance ‖si − sj‖ and is given by
Cθ,r (si, sj) = (1− θ) · e−
‖si−sj‖
r + θ · δij , (8)
where δij denotes to the Kronecker delta function which is equal to 1 if i = j and 0 otherwise. The
parameter θ ∈ [0, 1] has already been introduced above and controls the relative contribution of the spatially
correlated random vector E1 and the spatially uncorrelated random vector E2 to the overall variance. The
range parameter r > 0 determines the rate at which the spatial correlations of E1 decay with distance. Once
those parameters have been estimated, samples of E˜ can be simulated, scaled by the site specific standard
deviations, and added to the forecast mean vector µ.
The resulting spatial NGR multivariate predictive distribution at locations within S is given by
Y|F1, . . . ,FM ,DS ∼ N|S| (µ,Σ) , with Σ = DPD, (9)
where N|S| denotes a multivariate normal distribution of dimension |S|, and P is the correlation matrix of
E˜. Note that this definition can be extended to locations outside the set S; as pointed out above, both µ and
7
D can be defined for any set of locations where ensemble forecasts are available, and the same is also true
for P since (8) presents a well-defined correlation function over the entire Euclidean plane.
4.3 Estimating the spatial NGR correlation parameters
In order to estimate the correlation parameters θ and r in (8), we consider the standardized forecast errors
e˜st := (yst − µst)/σst at all locations s ∈ S and on all training days t ∈ T , and study their average half
squared differences over T ,
1
2|T |
∑
t∈T
(
e˜sit − e˜sjt
)2
, si, sj ∈ S. (10)
This way we obtain an empirical version of the variogram
γθ,r(si, sj) :=
1
2
Var
(
E˜si − E˜sj
)
= (1− θ)
(
1− e−
‖si−sj‖
r
)
+ θ(1− δij), (11)
that corresponds to our correlation model Cθ,r.
The assumption of a stationary and isotropic correlation function implies that γθ,r(si, sj) is a function of
the distance d(si, sj) = ‖si − sj‖ only, and so the average half squared differences in (10) can be further
aggregated which reduces their variability. Specifically, we sort all pairs si, sj by their distance into bins
B1, . . . , BL with the bin sizes chosen such that the number of pairs in each bin is approximately equal. The
values in (10) are then averaged over each bin, resulting in pairs (dl, γˆl)l=1,...,L of distances associated with
each bin and empirical variogram values that may be compared to the theoretical variogram (11) for given
values of θ and r. For the calculation of these values, we employ the R package RandomFields by Schlather
(2011). When fitting a curve to the empirical variogram, we follow Berrocal et al. (2007) and use weighted
least squares fitting as proposed by Cressie (1985), minimizing the function
S(θ, r) =
L∑
l=1
nl
(
γˆl − γθ,r(dl)
γθ,r(dl)
)2
,
where nl is the number of location pairs associated with Bl. The minimization problem has to be solved
numerically for which we use the optimization algorithm by Bryd et al. (1995) as implemented in the R-
function optim (R Core Team, 2013). The range parameter r is constrained to be positive and not larger
than the maximum distance over the entire domain, which equals 890 km. The starting values are kept fixed
at the averaged values over the entire forecasting period obtained in earlier experiments.
Alternatively, the random field parameters could be estimated via maximum likelihood. Under ideal
conditions, this is statistically more efficient. However, as maximum likelihood estimation is potentially
more sensitive to outliers and computationally more expensive we employ the variogram based approach in
line with Berrocal et al. (2007). Indeed, results obtained with maximum likelihood estimation (not shown
here) slightly reduced the predictive performance of the spatial NGR forecasting methods.
5 Results
In this section we present the results of applying the univariate NGR+ and NGRc postprocessing methods
as well as their spatial extensions to forecasts from the COSME-DE ensemble prediction system, described
in Section 2. Additionally, we provide a comparison to the univariate ensemble BMA method of Raftery
et al. (2005) and the multivariate spatial BMA approach, proposed by Berrocal et al. (2007). The forecast
evaluation methods are discussed in the Appendix.
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5.1 Ensemble BMA reference methods
The univariate ensemble BMA method of Raftery et al. (2005) is a kernel dressing approach where, for
temperature, each bias corrected ensemble member is dressed with a Gaussian kernel, where the variance is
kept fixed. That is,
ys|fms ∼ N (am + bmfms, σ2),
for m = 1, . . . ,M and s ∈ S. The predictive density is then given by a weighted average
M∑
m=1
ωmϕ(am + bmfms, σ
2), (12)
where ϕ denotes the Gaussian density and the weights ω1, . . . , ωM are nonnegative with
∑M
m=1 ωm = 1.
The weights reflect the skill of each ensemble member in the training period T . We estimate the ensemble
BMA parameters using the R package ensembleBMA employing the same training period T as for the
univariate NGR methods.
The spatial BMA approach of Berrocal et al. (2007) combines ensemble BMA with the GOP method of
Gel et al. (2004) in a similar way as the spatial NGR methods, described in Section 4.2 above. However,
it differs from spatial NGR in the manner in which realizations of the multivariate predictive distribution
are simulated. For a temperature forecast field under spatial BMA, we first randomly choose a member of
the dynamical ensemble according to the ensemble BMA weights in (12), and then dress the corresponding
bias-corrected forecast field with an error field that has a stationary covariance structure specific to this
member. As the forecast field is chosen at random and the covariance function is member-specific, the final
covariance structure becomes non-stationary. This comes at the expense of having to estimate M different
covariance functions, while spatial NGR requires a single correlation function only, and achieves spatially
varying variances through scaling.
5.2 Univariate predictive performance
Measures of univariate predictive performance of the raw COSMO-DE ensemble and the postprocessed
forecasts under NGR+, NGRc, and BMA are given in Table 1. A simple approach to assess calibration and
sharpness of univariate probabilistic forecasts is to calculate the nominal coverage and width of prediction
intervals. The 90.5% prediction interval considered here corresponds to the probability that the observation
is within the ensemble range, assuming that the ensemble members and the observation are exchangeable.
While the raw ensemble returns very sharp forecasts, it is severely underdispersive as can be seen by the
insufficient coverage. This is also reflected in the numerical scores which are significantly better for all three
postprocessing methods. NGR+ and ensemble BMA return essentially identical scores, improving upon the
ensemble by 34% in terms of the CRPS and by approximately 18% in terms of both mean absolute error
(MAE) and root mean squared error (RMSE). Ensemble BMA returns minimally wider prediction intervals
than NGR+ but yields an empirical coverage that is closest to the nominal 90.5%. The locally adaptive
postprocessing of NGRc yields the best overall scores and approximately 10% shorter prediction intervals
than NGR+ on average despite being slightly underdispersive. The station-specific reliability indices indicate
that the postprocessing improves the calibration consistently across the country with the postprocessing
methods always yielding lower indicies than the average of the ensemble.
5.3 Spatial calibration
In Figure 3 we assess the calibration of the joint forecast fields at all 514 observation stations in Germany
using multivariate band depth rank histograms (see the Appendix for details). Without additional spatial
9
Table 1: Mean continuous ranked probability score (CRPS), mean absolute error (MAE) and root mean squared error
(RMSE) for 21 h temperature forecasts aggregated over all 514 stations and 346 days in the test set. Also reported here
are the average width (PI-W) and coverage (PI-C) of 90.5% prediction intervals aggregated over the entire test set and
the mean (RI-Mean), minimum (RI-Min) and maximum (RI-Max) station-specific reliability indicies.
CRPS MAE RMSE PI-W PI-C RI-Mean RI-Min RI-Max
(°C) (°C) (°C) (°C) (%)
Raw ensemble 1.56 1.77 2.27 1.50 26.0 1.29 0.72 1.63
BMA 1.04 1.46 1.86 5.91 88.9 0.35 0.14 0.97
NGR+ 1.04 1.46 1.87 5.76 88.0 0.35 0.12 0.93
NGRc 0.96 1.35 1.73 5.17 86.6 0.23 0.13 0.84
modeling (i.e. assuming independent forecast errors at the different stations) the multivariate calibration of
BMA, NGR+, and NGRc is rather poor, despite their good marginal calibration. The three spatial forecasts
that are based on parametric modeling of the error field – spatial BMA, spatial NGR+ and spatial NGRc –
significantly improve upon the calibration of the univariate methods, in particular spatial NGRc. However,
the strength of the correlations seems somewhat too low as the observed field is too often either the most
central or the most outlying field resulting in a ∪-shaped histogram (see also Section 4 of Thorarinsdottir
et al., 2013). In contrast, the combination of ECC and NGR produces forecasts fields where the strength
of the correlations appears slightly too high. This result is supported by the spatial correlation patterns
portrayed in Figure 1 where the raw ensemble – and thus also the ECC fields – appears to have significantly
longer-range correlations than the estimated Gaussian error fields.
In our spatial NGR+/NGRc model we made the simplifying assumption of a stationary and isotropic cor-
relation function. In order to check whether this assumption is appropriate or whether correlation strengths
vary strongly over the domain considered here, we study the probability integral transforms (PITs) of pre-
dicted temperature differences between close-by stations (a motivation and interpretation for that is given in
the Appendix). Specifically, we focus on the NGRc model and its spatial extensions where we can assume
that the univariate predictive distributions have no local biases and reflect the local prediction uncertainty
reasonably well (Scheuerer and König, 2014). Figure 4 depicts, for each station, the mean absolute devia-
tions of the PIT values from 0.5 over all verification days and all temperature differences between this station
and stations within a 50 km neighborhood. As expected, in the absence of a spatial model the magnitude
of temperature differences is overestimated. When ECC is used to restore the rank correlations of the raw
ensemble, it is underestimated (i.e. spatial correlations are too strong), which is in line with our conclu-
sions from Figure 3. On average, the mean absolute deviations from 0.5 of the PIT values corresponding
to spatial NGRc are closest to the value 0.25 that corresponds to perfect calibration. However, the adequate
correlation strength varies across the domain. The assumption of stationarity and isotropy of our statistical
correlation model entails too weak correlations over the North German Plain and too strong correlations near
the Alpine foothills and in the vicinity of the various low mountain ranges. After all, (8) presents a good first
approximation, but a more sophisticated, non-stationary correlation model may yield further improvement.
5.4 Case study I: Predictive performance in Saarland
For a more quantitative assessment of multivariate predictive performance, we focus on two smaller subsets
of the 514 stations. This is necessary because in our own experience, the lack of sensitivity of the energy
score to misspecifications of the spatial correlation structure (Pinson and Tastu, 2013) becomes even worse
as the dimension of locations considered simultaneously increases.
First, we consider the joint predictive distribution at the seven stations in the state of Saarland (see
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Figure 3: Multivariate band depth rank histograms to assess the calibration of joint forecast fields at 514 stations in
Germany aggregated over the 346 days in the test set.
Figure 4: Mean absolute deviations of the temperature difference PIT values from 0.5 where the mean is taken over all
verification days and, for each station, over all stations within a radius of 50 km.
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Figure 5: Multivariate band depth rank histograms to assess the calibration of joint temperature forecasts at the seven
observation stations in the state of Saarland in Germany aggregated over the 346 days in the test set.
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Table 2: Average energy score (ES), Euclidean error (EE) and Dawid-Sebastiani score (DS) of joint temperature
forecasts at seven observation stations in the state of Saarland in Germany over all 346 days in the test set.
ES EE DS
(°C) (°C)
Raw ensemble 5.27 5.86 21210.9
BMA 3.59 4.90 20.6
NGR+ 3.59 4.91 20.7
NGRc 3.28 4.55 17.4
Spatial BMA 3.56 4.90 16.8
Spatial NGR+ 3.57 4.91 16.9
Spatial NGRc 3.25 4.55 14.2
ECC NGR+ 3.69 4.92 1112.9
ECC NGRc 3.36 4.55 1665.1
Figure 2). The corresponding multivariate band depth rank histograms in Figure 5 confirm the conclusions
from the preceding subsection in that spatial modeling significantly improves the joint calibration of the
standard (non-spatial) postprocessing methods. However, the slight bump at the left side of the histograms for
spatial NGRc, ECC NGR+ and ECC NGRc suggest that for this specific region, the correlation under these
models is slightly too high over longer distances. The opposite holds for spatial BMA and spatial NGR+,
where the observed field disproportionally often takes either the lowest or the highest rank. Overall, the
multivariate methods still yield histograms which are much closer to uniformity than the univariate methods.
Table 2 shows the multivariate scores over this region, and while these results are subject to some sam-
pling variability, they show again a clear tendency of the spatial models yielding better multivariate per-
formance in respect to their univariate counterparts with spatial NGRc being especially competitive. The
somewhat counter-intuitive result that the energy scores of ECC NGRc and ECC NGR+ are larger than those
of NGRc and NGR+ might be explained by sampling effects. While the two latter are based on 10,000
samples, the ECC ensembles and the raw ensemble consist of only 20 members. This does not warrant a
stable estimation of the empirical covariance matrix which can be disastrous when calculating the Dawid-
Sebastiani score and also have a negative impact on the energy score. On the other hand, it illustrates that
it can be problematic in certain contexts that ECC NGR+ and ECC NGRc inherit the sometimes close to
singular correlation matrices from the raw COSMO-DE ensemble forecasts.
5.5 Case study II: Minimum temperature along the highway A3
As a second example in which the multivariate aspect of the predictive distributions becomes noticeable,
we consider the task of predicting the minimum temperature along a section of the highway A3 which
connects the two cities Frankfurt am Main and Cologne. For consistency with the forecasts at the individual
stations and with other composite quantities, we do not set up a separate postprocessing model for minimum
temperature, but derive it by taking the minimum over 11 stations along this section of the A3.
Since the minimum of several random variables depends not only on their means and variances, but
also on their correlations, we expect that only the spatial postprocessing methods can provide reasonably
calibrated probabilistic forecasts. Indeed, the histograms in Figure 6 show that without spatial modeling the
minimum temperature is systematically underestimated. This is a consequence of the fact that the minimum
over independent random variables is on average much smaller than the minimum over positively correlated
random variables. This systematic underestimation is largely avoided by spatial BMA, spatial NGR+ and
spatial NGRc while the ECC techniques here yield the histograms closest to uniformity. This clear advantage
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Figure 6: Verification rank histograms for forecasts of the minimum temperature over 11 stations along a section of the
highway A3, where the different cases correspond to the days of the verification period.
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Table 3: CRPS and MAE for minimum temperature forecasts over 11 stations along the highway A3 averaged over all
verification days. The last column gives the BS for the event that the temperature drops below freezing (0°C) at at least
one of these stations. The average is calculated over the winter subset of verification days in January, February and
November 2011.
CRPS MAE BS0
(°C) (°C)
Raw ensemble 1.74 1.92 0.120
BMA 1.08 1.41 0.121
NGR+ 1.05 1.37 0.114
NGRc 0.96 1.27 0.103
Spatial BMA 0.86 1.20 0.079
Spatial NGR+ 0.86 1.20 0.082
Spatial NGRc 0.82 1.16 0.079
ECC NGR+ 0.84 1.18 0.085
ECC NGRc 0.84 1.17 0.083
of postprocessing methods that account for spatial correlations is further confirmed by the CRPS and MAE
scores in Table 3.
As an application and example of the relevance of spatial modeling in practice, consider the decision
problem of dispatching or not dispatching salt spreaders when the temperatures along the considered section
of the A3 are predicted to fall below 0°C. The event “temperature falls below 0°C at at least one location
along the A3” is equivalent to “minimum temperature along the A3 falls below 0°C”, and good decisions
are therefore taken if this event is predicted accurately. The last column of Table 3 shows the corresponding
average Brier scores (BS) over the verification days in the winter months of January, February and Novem-
ber, and illustrates once again that appropriate consideration of spatial dependence is required to take full
advantage of statistical postprocessing.
6 Discussion
In this paper we have proposed a postprocessing method for temperature that uses the information of a
dynamical ensemble as inputs and generates a calibrated statistical ensemble as an output. In doing so,
it not only yields calibrated marginal predictive distributions but entire temperature forecast fields, thus
aiming for multivariate calibration. The importance of this property is underlined by the results presented
in Section 5 where forecasts of spatially aggregated quantities are studied and spatial correlations have to be
considered. Our spatial NGR+ approach performs similar to the spatial BMA approach of Berrocal et al.
(2007). However, it is conceptually simpler and computationally more efficient; the estimation of the spatial
correlation structure of spatial BMA is M times more expensive than that of spatial NGR+, where M is the
size of the original ensemble. This makes it an attractive alternative, especially since further extensions –
such as the spatial NGRc method presented here – are also easier to implement.
In our case study using the ensemble forecasts of the COSMO-DE-EPS, the performance of the para-
metric spatial methods was overall slightly better than the results obtained by modeling spatial dependence
via ECC. This result does not hold in any case. When the (spatial) correlation structure of the ensemble
represents the true multivariate uncertainty well, methods that use or retain the rank correlations (Roulin and
Vannitsem, 2011; Schefzik et al., 2013; Van Schaeybroeck and Vannitsem, 2013) have the potential advan-
tage that they can feature flow-dependent dependence structures while the statistical models presented here
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rely on the assumption that correlations are constant over a certain period of time. A statistical approach,
on the other hand, has the advantage that it determines the correlation structure based on both forecasts and
observations, and thus does not inherit (or even amplify) spurious and wrong correlations that may be present
in the ensemble.
The exponential correlation function used by Gel et al. (2004), Berrocal et al. (2007), and in the present
paper is of course a somewhat simplistic model. While replacing it by a function from the more general
Matérn class, which nests the exponential model as a special case, did not improve the performance of
our method, Figure 4 suggests that a non-stationary correlation function might yield a better approximation
of the true spatial dependence structure. There are a number of non-parametric modeling approaches that
can potentially deal with these kinds of effects (Anderes, 2011; Lindgren et al., 2011; Jun et al., 2011;
Kleiber et al., 2013). However, this is rather challenging and left for future research. A further extension
of the approach presented here concerns correlations between different lead times. Instead of modeling
spatial correlations only one would need to set up a model that captures correlations in both space and
time. Similarly, some applications require appropriate correlations between different weather variables. This
presents yet another multivariate aspect that has been addressed by Möller et al. (2013). Taking all three
aspects – space, time, and different variables – into account would be the ultimate goal in multivariate
modeling. At the same time, this further increases the level of complexity so that in this very general setting
the ECC approach might be preferred just for the sake of simplicity.
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A Forecast evaluation methods
Statistical postprocessing aims at correcting systematic biases and/or misrepresentation of the forecast uncer-
tainty in the raw ensemble and, in our case, returns full probabilistic distributions. To evaluate the predictive
performance of the methods under consideration, we follow Gneiting et al. (2007) who state that the goal of
probabilistic forecasting is to maximize the sharpness of the predictive distribution subject to calibration.
A.1 Assessing calibration
Calibration refers to the statistical compatibility between the forecasts and the observations; the forecast is
calibrated if the observation cannot be distinguished from a random draw from the predictive distribution.
For continuous univariate distributions, calibration can be assessed empirically by plotting the histogram
of the probability integral transform (PIT) – the value of the predictive cumulative distribution function in
the observed value (Dawid, 1984; Gneiting et al., 2007) – over all forecast cases. A forecasting method
that is calibrated on average will return a uniform histogram, a ∩-shape indicates overdispersion and a ∪-
shape indicates underdispersion while a systematic bias results in a triangular shape histogram. The discrete
equivalent of the PIT histogram, which applies to ensemble forecasts, is the verification rank histogram
(Anderson, 1996; Hamill and Colucci, 1997). It shows the distribution of the ranks of the observations within
the corresponding ensembles and has the same interpretation as the PIT histogram. In order to facilitate
direct comparison of the various methods, we only employ the rank histogram. That is, for the continuous
predictive distributions, we create a 20-member ensemble given by 20 random samples from the distribution.
For multivariate settings, we employ the band depth rank histogram proposed by Thorarinsdottir et al.
(2013). This approach ranks the observation within a sample of forecast scenarios by assessing the centrality
of the observation within the sample. Let X = {x1, . . . ,xM+1} = {Y,F1, . . . ,FM} denote a set of
M forecast vectors and the observation Y, each of dimension d. To calculate the band depth rank of the
observation Y in X, we first apply the pre-rank function
r(x) =
1
d
d∑
k=1
∑
1≤i1<i2≤M+1
1
{
min{xi1k, xi2k} ≤ xk ≤ max{xi1k, xi2k}
}
=
1
d
d∑
k=1
[
M + 1− rankX(xk)
][
rankX(xk)− 1
]
+M,
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to all vectors x ∈ X, where 1{·} denotes the indicator function and rankX(xk) denote the rank of element k
of the vector x in X. The band depth rank of xi is then given by the rank of r(xi) in {r(x1), . . . , r(xM+1)}
with ties resolved at random. Calibrated forecasts should result in a uniform histogram. However, the inter-
pretation of miscalibration in the band depth rank histogram is somewhat different than that of the classic
univariate rank histogram. A skew histogram with too many high ranks is an indication of an overdispersive
ensemble while to many low ranks can result from either an underdispersive or biased ensemble. Further-
more, too high correlations in the ensemble produce a ∩-shaped histogram while a ∪-shaped histogram is an
indication of a lack of correlation in the ensemble.
Alternatively, we also investigate the fit of the correlation structure by investigating the calibration of
predicted temperature differences at close-by stations. Under the multivariate predictive distribution model
in (9), the predictive distribution of the temperature difference between location si and sj is given by
(∆y)sisj |f1si , f1sj , ..., fMsi , fMsj ,DTS ∼ N
(
µsi − µsj , σ2si − 2ρsisjσsiσsj + σ2sj
)
, (13)
where µsi , µsj and σ
2
si , σ
2
sj are the predictive means and variances at si and sj and ρsisj = Cθ,r (si, sj) is
the correlation between the forecast errors at those two locations. For each station, we calculate the observed
temperature differences between this station and all stations within a radius of 50 km, and calculate the PIT
values of the predictive distributions given by (13). In the absence of a spatial model, we take ρsisj = 0
for all si, sj ∈ S. For a combination of ECC and NGR where the multivariate distribution is represented
by an ensemble, we approximate (13) by the empirical CDF of the temperature differences predicted by the
individual ensemble members.
Assuming no local biases and marginal calibration, the calibration of the temperature difference forecasts
mainly depends on the correct specification of ρsisj . It will be underdispersive if ρsisj is overestimated and
overdispersive if ρsisj is underestimated. If the strength of spatial correlations implied by the respective post-
processing approach is adequate, the predictive distributions of temperature differences are calibrated and the
corresponding PIT values are uniformly distributed on [0, 1]. Underestimating the correlation strength would
entail ∩-shaped PIT histograms, i.e. PIT values would tend to accumulate around 0.5. Conversely, overes-
timating the correlation strength would yield PIT values closer to 0 or 1. A station-specific PIT histogram
may thus be summarized by the mean absolute deviations of the PIT values from 0.5 over all verification
days and all temperature differences between this station and stations within the 50 km neighborhood.
The information provided by a rank histogram may also be summarized numerically by the reliability
index (RI) which is defined as
RI =
I∑
i=1
∣∣∣ζi − 1
I
∣∣∣,
where I is the number of (equally-sized) bins in the histogram and ζi is the observed relative frequency in
bin i = 1, . . . , I . The reliability index thus measures the departure of the rank histogram from uniformity
(Delle Monache et al., 2006).
A.2 Scoring rules
While rank histograms are a useful calibration diagnostic tool, they do not yield information on the sharpness
of the predictive distributions. The latter can be evaluated by studying the average width of prediction
intervals, which should be as small as possible, provided that the empirical coverage is close to the nominal
coverage. As a quantitative measure for predictive performance that takes both calibration and sharpness into
account, we employ several proper scoring rules (Gneiting and Raftery, 2007). The different scores assess
different aspects of the forecasts. However, they are all negatively oriented in that a smaller score indicates a
better forecast. For events with a binary outcome, e.g. “the temperature y does not exceed a certain threshold
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x”, we use the Brier score (Brier, 1950)
bsx(G, y) =
(
1{y≤x} −G(x)
)2
where 1{y≤x} is equal to one if y ≤ x and zero otherwise, and G(x) is the predicted probability for y ≤ x.
The continuous ranked probability score (CRPS) in (4) is the integral of the Brier scores over all thresh-
olds x ∈ R and thus an overall performance measure. When the integral in (4) is not available in a closed
form, the equivalent formulation
crps(G, y) = E|X − y| − 1
2
E|X −X ′| (14)
may be employed instead (Gneiting and Raftery, 2007). Here, E denotes expectation, | · | stands for the
absolute value and X and X ′ are independent copies of a random variable with cumulative distribution
function G. To estimate the expression in (14), we generate two independent samples x = {xj}Jj=1 and
x′ = {x′j}Jj=1 from the predictive distribution and calculate
ĉrps(G, y) =
J∑
j=1
|xj − y| − 1
2
J∑
j=1
|xj − x′j |,
where we typically set J = 5000. The formulation in (14) further permits the evaluation of the CRPS for
discrete distributions such as an ensemble (Grimit et al., 2006). For multivariate distributions, the energy
score (ES) provides a similar measure of predictive skill (Gneiting and Raftery, 2007). It is given by
es(G,y) = E‖X − y‖ − 1
2
E‖X −X ′‖,
where ‖ · ‖ denotes the Euclidean norm, and may be approximated as the CRPS above.
It has been noted (Pinson and Tastu, 2013) that the sensitivity of the energy score to misrepresentation of
the correlation structure is rather limited. As an additional score, we therefore consider the Dawid-Sebastiani
(DS) score which depends on the predictive mean vector µG and the predictive covariance matrix ΣG of the
multivariate predictive distribution G via
ds(G,y) = − log det ΣG − (y − µG)t Σ−1G (y − µG)
(Dawid and Sebastiani, 1999; Gneiting and Raftery, 2007). For multivariate Gaussian distributions such as
the spatial NGR predictive distributions, the Dawid-Sebastiani score is equal to the logarithmic or ignorance
score and may be calculated directly. For spatial BMA, the mean and covariance matrix may be calculated
as follows. Let Y be a random vector which distribution is given by a mixture of M Gaussian distributions
each with mean µm, covariance Σm and weight ωm for m = 1, . . . ,M . Then is holds that,
E(Yi) =
M∑
m=1
ωmµmi
and
E(YiYj) =
M∑
m=1
ωm
(
(Σm)ij + µmiµmj
)
.
The former formula can now be used to calculate the meanµG while the covariance matrix may be calculated
by noting that (ΣG)ij = E(YiYj) − E(Yi)E(Yj). When ΣG must be estimated non-parametrically from a
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sample, such as for ECC, the calculations may be numerically unstable. In this case, we add 0.00001 to all
elements on the diagonal in order to improve the numerical stability (Rasmussen and Williams, 2006).
Finally, we provide some error measures of the deterministic forecasts that are obtained as functionals
(e.g. mean or median) of the predictive distributions. For univariate probabilistic forecasts, the mean absolute
error (MAE) and the root mean squared error (RMSE) assess the average proximity of the observation to the
center of the predictive distribution. The absolute error is calculated as the absolute difference between the
observation and the median of the predictive distribution while the squared error is calculated using the mean
of the predictive distribution (Gneiting, 2011). The Euclidean error (EE) is the natural generalization of the
absolute error to higher dimensions. It is given by the Euclidean distance between the observation and the
median of the predictive distribution. The median of a multivariate predictive distribution is estimated using
the functionality of the R-package ICSNP.
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