Median-of-means technique is an elegant and general method for estimating the expectation of a random variable that provides strong non-asymptotic guarantees under minimal assumptions on the underlying distribution. We consider generalizations of the median-of-means estimator that are based on ideas bridging the notions of symmetry and robustness. Next, we study deviations of the supremum of the stochastic process defined by these estimators, and prove new results that improve upon previously known bounds. Finally, implications of these results to the multivariate mean estimation problem are discussed.
Introduction
Let (S, S) be the measurable space, and X ∈ S be a random variable with distribution P . Moreover, suppose that X 1 , . . . , X N are i.i.d. copies of X. Assume that F is a class of measurable functions from S to R. Many problems in mathematical statistics and statistical learning theory require estimating P f := Ef (X) for all f ∈ F . For example, in the maximum likelihood estimation framework, F = {log p θ (·), θ ∈ Θ} is a family of probability density functions with respect to a σ-finite measure µ, and dP dµ = p θ * for θ * ∈ Θ. The most common way to estimate Ef (X) is via the empirical mean P N f := 1 N N j=1 f (X j ). The empirical process f → √ N (P N − P )f has been extensively studied, however, sharp estimates are known only under rather restrictive conditions, such as the case when functions in F are uniformly bounded, or when the envelope F (x) := sup f ∈F |f (x)| of the class F possesses finite exponential moments [32, 18, 3, 10, 1] .
Here, we consider the situation when the random variables {f (X), f ∈ F } indexed by F are allowed to be heavy-tailed, meaning that they possess finite moments of low order only (in the context of this paper, "low order" will usually mean a number between 2 and 3). In this case, the tail probabilities P 1 N N j=1 f (X j ) − Ef (X) ≥ t decay polynomially, making many existing techniques ineffective. Our approach is based on replacing the sample mean by a different, more robust estimator of Ef (X), that admits tight concentration under minimal moment assumptions. Well known examples of such estimators include the median-of-means estimator [28, 2, 22] and Catoni's estimator [5] . Construction proposed in this work generalizes the median-of-means technique; this generalization is based on the following (informally stated) principles:
• If the distribution Q is symmetric, then its center of symmetry θ(Q) can be approximated by a robust estimator, such as Huber's robust M-estimator of location [16] defined via
where Y 1 , . . . , Y N is an i.i.d. sample from Q and ρ is a convex, even function with bounded derivative and is such that ρ(z) → ∞ as |z| → ∞. • In order to construct a robust estimator of a parameterθ(Q) of (not necessarily symmetric) distribution Q based on an i.i.d. sample Y 1 , . . . , Y N , create a new sample such that (i) it is governed by an approximately symmetric distribution;
(ii) the center of symmetry of this distribution is close toθ(P ).
Ideas connecting robust estimation, in particular the median-of-means principle, to symmetry have been previously introduced and discussed in [27] .
The main focus of this work is the case when Q is the distribution of f (X) andθ(Q) corresponds to the mean Ef (X). To construct a "new sample" governed by an approximately symmetric distribution centered at Ef (X), we rely on the fact that, under appropriate assumptions, the sample mean is asymptotically normal, hence asymptotically symmetric. Let k ≤ N/2 be an integer, and assume that G 1 , . . . , G k are disjoint (deterministic or random) subsets of the index set {1, . . . , N } of cardinalities |G j | = n j such that ∪ k j=1 G j = {1, . . . , N }, and that the partitioning scheme is independent of the data. Given f ∈ F , let θ j (f ) = 1 n j i∈Gj f (X i ) be the empirical mean evaluated over the subsample indexed by G j . Moreover, for f ∈ F , denote σ 2 (f ) = Var(f (X)) and σ 2 (F ) = sup f ∈F σ 2 (f ).
Assumption 1. Suppose that ρ : R → R is a convex, even, continuously differentiable function such that (i) ρ(z) → ∞ as |z| → ∞ and ρ ′ ∞ < ∞;
(ii) ρ ′ (z) ≥ z/2 for 0 ≤ z ≤ 2;
(iii) ρ ′ is Lipchitz continuous.
For instance, Huber's loss
is an example of a function satisfying Assumption 1. Finally, let ∆ > 0 be a positive constant, and define
Results presented below indicate that the "optimal" choice of ∆ is ∆ ∝ σ(F ). The collection of random variables θ (k) (f ), f ∈ F defines a stochastic process that is a natural analogue of the empirical process in the framework of heavy-tailed data. The main goal of this paper is to characterize the size of the supremum of this process, 1 sup
In particular, we are interested in estimating the deviation probabilities P sup f ∈F θ (k) (f ) − P f ≥ t under minimal assumptions on the process {f (X), f ∈ F }. As a corollary of general bounds, we will obtain new results for the problem of mean estimation in R d .
Remark 1.1. Estimator (1.2) has been previously analyzed in [27] under weaker requirements on the function ρ, namely, imposing only condition (i) of assumption 1. In particular, such weaker conditions are satisfied by the "classical" median-of-means estimator corresponding to ρ(x) = |x|. However, inequalities obtained in [27] are non-uniform, meaning that they only provide an upper bound for
The problem considered here is more general and difficult which justifies additional, however still rather mild, assumptions on ρ. Choice of ρ also affects the asymptotic behavior of the estimator (1.2): for fixed f , the central limit theorem for θ (k) (f ) (Theorem 3 in [27] ) explains how the asymptotic variance of θ (k) (f ) depends on ρ. In particular, the asymptotic variance is smaller when Huber's loss (1.1) is used instead of the absolute value loss ρ(x) = |x|, as one would expect.
The rest of the paper is organized as follows: section 2 presents the main result of the paper, followed by discussion and comparison to the literature on the topic. Section 3 discusses a version of the estimator (1.2) based on U-statistics, and in particular does not depend on arbitrary choice of subsets G 1 , . . . , G k . Section 4 discuss performance of the estimator (1.2) in the presence of outliers. Section 5 explains implications of obtained results for the problem of multivariate mean estimation. Finally, proofs are presented in section 6.
Notation and preliminaries.
Absolute positive constants will be denoted c, C, c 1 , etc., and may take different values in different parts of the paper. For a function f : R → R, we define
and f ∞ := ess sup{|f (x)| : x ∈ R}. For a Lipschitz continuous function f , L(f ) will denote its Lipschitz constant. Everywhere below, Φ(·) stands for the cumulative distribution function of the standard normal random variable. For j = 1, . . . , k, define g(f ; n j ) via
It follows from the Central Limit Theorem that g(f ; n) → 0 as n → ∞ given that Var(f (X)) < ∞. It is well known that under additional mind assumptions, g(f ; n) admits the following quantitative bounds.
Fact 1 (Berry-Esseen bound). Assume that Y 1 , . . . , Y n is a sequence of i.i.d. copies of a random variable Y with mean µ, variance σ 2 and such that E|Y − µ| 3 < ∞. Then
n n j=1 Y j and Φ(s) is the cumulative distribution function of the standard normal random variable.
The following generalization of Berry-Esseen bound is due to V. Petrov [29] .
Fact 2. Assume that Y 1 , . . . , Y n is a sequence of i.i.d. copies of a random variable Y with mean µ, variance σ 2 and such that E|Y | 2+δ < ∞ for some δ ∈ (0, 1]. Then there exists an absolute constant A > 0 such that
Additional notation and auxiliary results are introduced as necessary.
Uniform bounds for robust mean estimators.
Given a function ρ that satisfies assumption 1, set K(ρ) := 1 min(0.1364,0.09ρ ′ (2)) . The goal of this section is to prove the following theorem. Theorem 2.1. For all s > 0 and all partitions G 1 , . . . , G k such that
the following inequality holds with probability at least 1 − 2e −s :
The proof is outlined in Section 6.1. To facilitate the intuition behind the bounds, consider the situation when groups have equal sizes, that is, n j = n for all j, and N = nk. In this case, condition of Theorem 2.1 can be restated as
for a positive constant c(ρ) that depends only on ρ, whence the resulting inequality that holds with probability at least 1 − 2e −s is
where C(ρ) > 0 is another constant. In particular, this bound implies that θ (k) has sub-Gaussian type deviations in the range 0 < s ≤ ck.
We also remark that it is easy to deduce one-sided versions of the bound from the proof of Theorem 2.1. Specifically, whenever (2.1) is satisfied, the inequalities
hold with probability at least 1 − e −s each, where
The case ρ(x) = |x| corresponding to the "standard" median-of-means estimator is not covered by Theorem 2.1 as ρ ′ is not Lipschitz continuous (where ρ ′ is understood as the average of left and right derivatives), hence assumption 1 is not satisfied. We show that a close analogue of Theorem 2.1 holds in a special case when the class F is a subset of a linear space of functions of dimension D. We only consider the situation of equal group sizes, meaning that n j = n for all j; to distinguish the case ρ(x) = |x| from the case of smooth ρ, we denote the corresponding estimator θ (k) med (f ). Theorem 2.2. There exist absolute constants c, C > 0 with the following properties: for all s > 0 and k such that
hold for all f ∈ F simulnateously with probability at least 1 − 2e −s .
The proof is given in Section 6.2. Note that the deviations of each θ 
Comparison with existing results.
A number of recent works address the problem of robust empirical risk minimization that is closely related to the question addressed in the present paper. In [4] , authors prove uniform deviation bounds for robust mean estimators defined using O. Catoni's approach [5] ; these bounds are limited by their dependence on the covering numbers of the class F with respect to the sup-norm · ∞ .
Uniform bounds for the median-of-means estimators have been obtained in several papers, including [23, 20, 24, 19] . Result that is closest to our setting has been obtained in [20] : proof of Theorem 2 of that paper implies that estimator θ (k) med (f ) corresponding to ρ(x) = |x| and n j = n for all j satisfies
with probability at least 1 − e −ck for absolute constant c, C > 0; a slightly stronger version of this result has appeared in [25] . The key difference between this inequality and the bound of Theorem 2.1 is the fact that the former holds only for the fixed value of the confidence parameter s = k, while the latter provides deviation guarantees over the wide range 0 < s ≤ ck of confidence parameter s. This difference is important, as one usually wants to choose k as large as possible to improve robustness without degrading performance of the estimator (we further discuss this point in section 4). For example, consider the plausible situation when
3) only states that for the same choice of k,
with probability at least 1 − e −c5 √ N . Another remark that highlights the difference between Theorem 2.1 and bound (2.3) is related to the size of the expectation E θ (k) (f ) − P f for fixed f ∈ F . In this case, it follows from the standard bound for the median-of-means estimator (for example, Proposition 1 in [22] or Theorem 4.1 in [7] ) that for all s > 1,
On the other hand, equations (2.2) applied to F = {f } imply that
with probability ≥ 1 − 2e −s whenever s ≤ c 4 k and g(f ; n) ≤ c 5 . This bound can be combined with a version of the inequality (2.4) that holds for the estimator (1.2) with ρ(·) being the Huber's loss to deduce that for k ≤ C3
which is stronger than (2.5) whenever ∆ ≤ c σ(f ). Details of the computation are outlined in Appendix A.
It is important to stress the fact that performance of the estimators θ (k) (f ), f ∈ F depends on the choice of parameter ∆, with the "optimal" value being, according to Theorem 2.1, of order σ(F ) that is usually unknown. At the same time, in the special case ρ(x) = |x|, the resulting estimator θ (k) med (f ) does not require any tuning. We leave an interesting question concerning validity of the bounds of Theorem 2.2 for general classes F for future study.
U-statistics and eliminating dependence on the partitions.
Estimator θ (k) (f ) depends on the specific choice of subgroups G 1 , . . . , G k . It is natural to ask if such dependence can be eliminated, and this is precisely the question addressed in this section. For an integer n ≤ N 2 , let k = ⌊N/n⌋, and define
Let h be a measurable function of n variables. A U-statistic of order n with kernel h based on the i.i.d. sample X 1 , . . . , X N is defined as [14] U N,n = 1
and set
We are mainly interested in theoretical guarantees for θ (k) (f ) as computing it exactly is computationally hard. As before, K(ρ) = 1 min(0.1364,0.09ρ ′ (2)) below. Theorem 3.1. Assume that k and s > 0 are such that
.
Then the following inequality holds with probability at least 1 − 2e −s :
It is clear that the resulting deviation bounds for θ (k) (f ) are of exactly the same form as for the estimator θ (f ) (f ) that is based on disjoint blocks of data. The proof of this result is given in Section 6.3.
Contamination with outliers.
While the heavy-tailed distributions themselves offer a viable model of outliers, it is natural to ask the following question. Assume that the initial dataset of cardinality N is merged with a set of O < N outliers, and the combined dataset of cardinality N + O is presented to the statistician. The outliers can have arbitrary nature -e.g., they could be sampled from some probability distribution, or could be generated by an adversary who has an opportunity to inspect the initial dataset. We would like to understand performance of proposed estimators in this more challenging framework. Let G 1 , . . . , G k be the partition of the index set {1, . . . , N + O} that the estimators θ (k) (f ), f ∈ F are based on; as before, n j stands for the cardinality of G j , and we will write n (j) for the j-th smallest number among n j 's, where the ties are broken arbitrarily. Let J ⊂ {1, . . . , k} of cardinality |J| ≥ k − O be the maximal subset containing all j such that the subsample {X i , j ∈ G j } does not include outliers. Clearly, {X j , j ∈ J} are still i.i.d. as the partitioning scheme is independent of the data. Moreover, set N J := j∈J n j , and note that
The following analogue of Theorem 2.1 holds.
The proof is given in Section 6.4. Again, to understand the bound better, let us assume that n j = n for all j,
for an absolute constant c > 0, and the resulting bound becomes
Hence, if O ≤ ck for an absolute constant c small enough, the error sup f ∈F θ (k) (f ) − P f behaves like the maximum of 2 terms: the first term is the error bound for the case O = 0, and the second term is of order 
Estimators of the mean of a random vector.
In this section we will apply Theorem 2.1 to the multivariate mean estimation problem; similar result can be obtained in the setting of Theorems 3.1 and 4.1. Assume that X 1 , . . . , X N are i.i.d. copies of a random vector X ∈ R d with mean EX = µ and covariance matrix E(X − µ)(X − µ) T = Σ. Let · be some norm in R d , and let B be the unit ball with respect to this norm: B = x ∈ R d : x ≤ 1 . Consider the class of linear functionals F = {f v (x) = v, x , v ∈ B}. Construction that we propose is closely related to the approach employed previously by several authors [17, 25, 6, 12] that is based on combining estimators of one-dimensional projections. Let ρ be a function satisfying assumption 1, and let θ (k) (v) be the estimator of µ, v , the projection of µ in direction v ∈ B:
i∈Gj v, X j , and ∆ ≥ λ max (Σ). We will assume that n j = n for all j in what follows, as this situation captures the essence of the problem; the case of different subgroup sizes is easily deduced from Theorem 2.1 as well. Given v ∈ B and ε > 0, define the closed "slab" 
Then with probability at least 1 − 2e −s ,
Proof. It follows from Theorem 2.1 that on the event E of probability at least 1 − 2e −s , µ ∈ M (ε) for all
given that (5.1) holds, hence ε * ≥ ε 0 on event E. Thus
In the special case when · is the Euclidean norm · 2 , the bound of Corollary 5.1 can be further simplified. It follows from Hölder's inequality that
with probability at least 1 − 2e −s . If for instance
for some δ ∈ (0, 1], then Fact 2 implies that
for some absolute constant A > 0. It follows that as long as n ≫ N 1
with probability at least 1 − 2e −s , as long as s > log 2 satisfies condition (5.1).
6. Proofs.
Proof of Theorem 2.1.
Recall that
Suppose z 1 , z 2 are such that on an event of probability close to 1,
) for all f ∈ F on this event. Hence, our goal is to find z 1 , z 2 satisfying conditions above and such that |z 1 |, |z 2 | are as small as possible. Observe that
We will proceed in 3 steps: first, we will find ε 1 > 0 such that for any z ∈ R,
with high probability, then ε 2 > 0 such that
and finally we will choose z 1 < 0 such that for all f ∈ F ,
It follows from Lemma 6.1 that setting
guarantees that (6.1) holds with probability at least 1 − e −s . Next, Lemma 6.2 implies that ε 2 can be chosen as
Finally, we apply Lemma 6.3 with ε := ε 1 + ε 2 to deduce that
where K(ρ) = 1 min(0.1364,0.09ρ ′ (2)) , satisfies (6.
3) under assumption that ε ≤ 1 2 K(ρ) N maxj nj . Proceeding in a similar way, it is easy to see that setting z 2 = −z 1 guarantees that G k (z 2 ; f ) < 0 for all f ∈ F with probability at least 1 − e −s , hence the claim follows.
with probability at least 1 − e −s .
Proof. The bounded difference inequality implies that for any fixed z ∈ R,
with probability at least 1 − e −s . Hence, it remains to estimate the expected supremum. To this end, we will apply symmetrization and Talagrand's contraction inequalities [18, 21] 
are contractions satisfying h j (0) = 0). Let ε 1 , . . . , ε k be i.i.d. Rademacher random variables independent of X 1 , . . . , X N , and note that
Next, desymmetrization inequality [18] implies that
hence result follows. 
Proof. Note that for any bounded non-negative function h : R → R + and any signed measure Q,
Since any bounded function h can be written as h = max(h, 0) − max(−h, 0), we deduce that (·) − Φ (·/σ(f )), we deduce that for any f ∈ F ,
by the definition of (1.3) of g(f ; n j ), hence result follows. Lemma 6.3. Let ε > 0 be such that ε ≤ min(0.1364,0.09ρ ′ (2)) 2 N maxj nj , and set
Then for all f ∈ F ,
Proof. For any bounded function h such that h(−x) = −h(x) and h(x) ≥ 0 for x ≥ 0, and any z ≤ 0,
Observe that h(x) ≥ 0 for x ≥ 0 by assumptions on ρ, hence for any j,
where we used the fact that both terms are nonnegative. Next, we will find lower bounds for each of the terms in the maximum above, starting with the first.
(1) Consider two possibilities: (a) ∆ < σ(f ) and (b) ∆ ≥ σ(f ). In the first case, we will use the trivial lower bound E
The main focus will be on the second case. To this end, note that Z := W (f ) σ(f ) ∼ N (0, 1), hence
Direct computation shows that for any a ∈ R, t > 0,
, and observe that assumptions of the Theorem imply the inequality |a| ≤ t 4 . The minimum of the function a → a 2 + t 2 − 2|a|t over the set 0 ≤ a ≤ t/4 is attained at a = t/4, implying that a 2 + t 2 − 2|a|t ≥ 9 16 t 2 > t 2 2 . Combining this with (6.7), we deduce that
nj by assumptions of the lemma, it follows that
Together with (6.5), (6.6), the last display yields that
σ 2 (f ) .
(2) For the second term, we start with a simple inequality
Eh
which follows from the definition of h and assumptions on ρ. Again, we consider two possibilities: (a) ∆ < σ(f ) and (b) ∆ ≥ σ(f ). In case (b), we use the trivial bound
In the first case, we see that
Pr
where we used the fact that ∆ < σ(f ) by assumption. Finally, Lemma 7.1 implies that
In conclusion, we demonstrated that in case (a)
Combining results (1) and (2) for both terms in the maximum (6.5), we see that for any ∆ > 0,
given that
Let ε > 0. It is easy to check that setting z 1 = − 1 min(0.1364,0.09ρ ′ (2)) max (∆, σ(f )) ε √ N yields, in view of (6.10), that
as long as condition |z 1 | ≤ 1 2 max(∆,σ(f )) √ nj holds for all j. The latter is equivalent to requirement that ε ≤ min(0.1364,0.09ρ ′ (2)) 2 N maxj nj .
Proof of Theorem 2.2.
The proof follows the same logic as the proof of Theorem 2.
be the right and left derivatives of L k with respect to z. Suppose z 1 (f ), z 2 (f ) are such that on an event of probability close to 1, ∂ z L k,+ (z 1 (f ); f ) > 0 and ∂ z L k,− (z 2 (f ); f ) < 0 for all f ∈ F simultaneously. Since L k is convex in z, it is easy to see that θ (k) (f ) − P f ∈ (z 1 (f ), z 2 (f )) for all f ∈ F on this event. Let sign + (x) := I{x ≥ 0} − I{x < 0} = 2I{x ≥ 0} − 1 and observe that
Next, our goal is to find ε 1 , ε 2 such that
with high probability for all f ∈ F and any (measurable) function z(f ) : F → R simultaneously, and
for all f ∈ F . Finally, z 1 (f ) will be chosen based on the requirement that Esign
, which is the same as
for all f ∈ F . The main difference in the proof is in the estimate of ε 1 , as the function sign + (·) is not Lipschitz continuous, and Talagrand's contraction inequality does not apply. Instead, we combine the bounded difference inequality with the following bound on the expectation:
for an absolute constant C > 0. Indeed, it follows from the symmetrization inequality [18] that
Recall that F is a subspace of a linear space of dimension D, and let φ 1 , . . . , φ D be the set of basis functions. Let f = D j=1 α j (f ) φ j , and note that for any x 1 , . . . , x k ,
R} is a subset of a D+1-dimensional linear space. Next, we revoke two useful facts related to Vapnik-Chervonenkis (VC) combinatorics (see [32] for the definition of the VC dimension and related background).
(1) Let A = {{f ≤ 0} : f ∈ F }. Then VC(A) ≤ dim(F ), where VC(A) stands for the VC dimension of the class A; see Proposition 3.6.6 in [11] for the proof of this fact. It implies that the class of sets {(x 1 , . . . , x n ) :
has VC dimension at most D + 1. (2) Next, let A be a class of sets of VC-dimension V . Then for any probability measure Q,
for all 0 < ε ≤ 1, where N (A, L 2 (Q), ε) is the L 2 (Q) covering number of A -the smallest N ∈ N such that there exists a subset F ⊆ A of cardinality N with the property that for all A ∈ A, there exists A ′ ∈ F satisfying I A − I A ′ L2(Q) ≤ ε. This fact follows from results of R. Dudley [8] and D. Haussler [13] ; the bound stated above is given in [30] .
Combined with Dudley's entropy integral bound (e.g., see [31] ), we deduce from (1) and (2) that
Bounded difference inequality implies that choosing ε 1 = 2s k + C D+1 k guarantees that (6.11) holds with probability at least 1 − e −s .
The argument of Lemmas 6.2 implies that ε 2 = C sup f ∈F g(f ; n) for some C > 0. Finally, Lemma 6.3 can be used with ∆ = σ(f ) to deduce that (specifically, we use equation (6.9)) that
suffices to guarantee (6.12) as long as ε 1 + ε 2 ≤c. Similar argument yields that z 2 (f ) can be taken as z 2 (f ) = −z 1 (f ).
Proof of Theorem 3.1.
Let π N be the collection of all permutations i : {1, . . . , N } → {1, . . . , N }. Given (i 1 , . . . , i N ) ∈ π N and a U-statistic U N,n defined in (3.1), let
It is well known (see section 5 in [15] ) that the following representation holds:
Suppose z 1 , z 2 are such that on an event of probability close to 1, U ′ N,n (z 1 ; f ) > 0 and U ′ N,n (z 2 ; f ) < 0 for all f ∈ F simultaneously. For such z 1 , z 2 , it is easy to see that θ (k) (f ) − P f ∈ (z 1 , z 2 ) for all f ∈ F on the corresponding event. Observe that
The rest of the proof mimic the steps in the proof of Theorem 2.1. Namely, we will estimate
and
nz ∆ from below. To this end, Chernoff's bound yields that for any τ > 0 Pr sup ∞ following the standard argument (e.g., [26] ). It is also easy to see, following the argument of Lemma 6.1, that
We have shown that
with probability at least 1 − e −s . Lemma 6.2 implies that
Finally, equation (6.10) in the proof of Lemma 6.3 yields that, for z < 0, The proof follows the steps of the argument behind Theorem 2.1. All the probabilities below are evaluated conditionally on N J . In the present framework, G k (z; f ) takes the form
We are looking for z 1 , z 2 ∈ R with |z 1 |, |z 2 | as small as possible such that on an event of probability close to 1, G k (z 1 ; f ) > 0 and G k (z 2 ; f ) < 0 for all f ∈ F simultaneously. Observe that
The second sum can be estimated as
For the first sum, we proceed as in the proof of Theorem 2.1 and decompose it as
It follows from Lemma 6.1 that for any z ∈ R,
with probability at least 1 − e −s , where
Next, Lemma 6.2 implies that sup f ∈F j∈J
. Finally we will choose z 1 < 0 such that for all f ∈ F ,
we can apply Lemma 6.3 with
given that ε ≤ min(0.1364,0.09ρ ′ (2)) 2 NJ maxj∈J nj . In view of the inequalities
this assumption on ε is implied by condition (4.1). Similarly, setting z 2 = −z 1 guarantees that G k (z 2 ; f ) < 0 for all f ∈ F with probability at least 1 − e −s , hence the claim follows. 1−1.51·0.33 2 < 3. The following fact is well known; we present a short proof for reader's convenience. Appendix A: Bounds in expectation.
Assume that F = {f }, N = nk, n j = n for all j, and that the estimator θ (k) (f ) is defined for ρ being the Huber's loss (1.1). We will also assume that n is large enough so that g(f ; n) ≤ c 5 for a small enough absolute constant c 5 > 0. with probability at most 2e −s 2 whenever s ≤ √ c 4 k and g(f ; n) ≤ c 5 . Take k ≤c g 2 (f ;n) , and observe that:
(1) 2e −s 2 ds ≤ C 4 max (∆, σ(f )) √ N .
(3) Set m 3 = max 3.4 max(∆,σ(f )) √ n , m 2 . For t ∈ (m 2 , m 3 ], we will use a trivial bound Pr θ (k) (f ) − P f ≥ t ≤ Pr θ (k) (f ) − P f ≥ m 2 , which implies that m3 m2
Pr θ (k) (f ) − P f ≥ t dt ≤ 2|m 3 −m 2 |e −c4k ≤ C 5 max (∆, σ(f )) √ N · √ ke −c4k ≤ C 6 max (∆, σ(f )) √ N .
(4) Finally, we apply Lemma A.1 to deduce that
Combination of (1)-(4) yields the result.
