Code generation from domain-specific languages is becoming increasingly popular as a method to obtain optimised lowlevel code that performs well on a given platform and for a given problem instance. Ensuring the correctness of generated codes is crucial. At the same time, testing or manual inspection of the code is problematic, as the generated code can be complex and hard to read. Moreover, the generated code may change depending on the problem type, domain size, or target platform, making conventional code review or testing methods impractical. As a solution, we propose the integration of formal verification tools into the code generation process. We present a case study in which the CIVL verification tool is combined with the Devito finite difference framework that generates optimised stencil code for PDE solvers from symbolic equations. We show a selection of properties of the generated code that can be automatically specified and verified during the code generation process. Our approach allowed us to detect a previously unknown bug in the Devito code generation tool.
INTRODUCTION
Automated code generation is a technology that can combine the productivity of high-level programming languages with the performance of optimised, platform-specific low-level code [20] . In combination with domain-specific languages it is increasingly used to enable domain experts to rapidly develop new scientific modelling applications that scale well on high-performance computing (HPC) resources and emerging architectures [3, 17, 24, 35] . It is therefore not surprising that several Gordon Bell Prize finalist submissions in 2016 used code generation techniques to achieve cutting-edge performance results [30, 41] .
In a workflow that uses code generation techniques, the responsibility for implementing low-level performance optimisation techniques is shifted from the domain experts to the developers of code generation tools. At the same time, the responsibility for ensuring the correctness of said optimisations should also be removed from the user. If successful, such a shift could be an important advantage of code generation tools over manually implemented application code, as the complexity of realistic HPC applications is becoming increasingly hard to establish [15] .
Conventional manual approaches such as testing and code inspections are already faced with increasing challenges, and are especially troublesome for generated code. The automatic application of common performance optimisation strategies, such as loop blocking, might result in vastly more complex low-level code that splits the computation into a number of loops with complex derived loop bounds. Moreover, runtime code generation allows various optimisations to be applied depending on external factors, such as user inputs, the computing environment, and the complexity of the computation. Any test or code review must therefore be repeated for a large parameter space. Instead, we propose to combine formal verification methods with modern code generation tools to facilitate the automatic verification of crucial properties during code generation.
As a first step towards this goal, we investigate ways to apply the verification tool CIVL [40] to high-performance stencil kernels generated by the symbolic finite difference (FD) framework Devito [29] . The Devito framework generates low-level C code from high-level symbolic problem definitions in Python, while applying a range of automated code transformations to increase the performance of the generated kernels. We manually instrumented the generated C code with specifications and assertions, allowing us to verify the absence of data races, deadlocks, segmentation faults and undefined behaviour.
While this is not enough to establish all aspects of correctness of the generated code, it allowed us to verify that the optimised and parallelised code produced by Devito is equivalent to a human-readable, platform-independent baseline implementation whose correctness can be more readily checked by a domain expert. We also detected a previously unknown bug in Devito that caused the generation of code with faulty loop blocking for certain combinations of domain and cache block sizes.
CIVL VERIFICATION TOOL
The Concurrent Intermediate Verification Language (CIVL) [40] is a verification framework for C programs, including parallel C programs that use MPI [27] , OpenMP [32] , POSIX threads (Pthreads) [1] , and CUDA [31] . The CIVL framework includes the intermediate verification language CIVL-C, a model checker to verify programs written in CIVL-C, and a front-end to translate C programs into the CIVL-C language.
The CIVL-C programming language is based on sequential C, and adds primitives to specify concurrency, assertions, assumptions, and other constructs for specification and verification. While most sequential C programs are also legal CIVL-C programs, the concurrency model in CIVL-C differs from that in C. In CIVL-C, a function can be defined in any scope and can be spawned as a process. This flexible mechanism is used to model OpenMP, MPI, Pthreads and CUDA, and programs that combine more than one of those.
CIVL-C provides primitives such as $assume and $assert to specify the intended behavior of programs. The $assume primitive instructs the verifier to ignore executions in which the assumption does not hold. Assumptions are expressed in a first-order logic and may use the $forall and $exists quantifiers. The type qualifiers $input and $output are used to declare input and output variables. The $assert primitive extends the assert function of C. If an assertion can fail for any program input under the given assumptions, then CIVL will report this as an assertion violation. In addition, the specification of a program can be expressed by providing a second program which is expected to be functionally equivalent to the first, i.e., the two programs should produce the same output when given the same (arbitrary) input.
The model checker in CIVL uses symbolic execution to check safety properties and functional equivalence of CIVL-C programs. Examples of safety properties include assertion violations, improper pointer dereferencing or out-of-bound array access, division by zero, and properties such as dataraces in OpenMP programs. To verify functional equivalence, the two programs are incorporated as procedures into a single program. The two procedures share the same inputs, but write to different output variables. The procedures are invoked sequentially and the outputs are asserted to be equal. The model checker is applied to this combined program to check that the assertions hold for all possible inputs. The CIVL framework automates this entire process.
The model checker attempts to explore all reachable states of a CIVL-C program. An error will be reported as soon as the model checker reaches a state where a property violation occurs. A common challenge in model checking is the exponential growth (with the number of variables, processes, or other program components) in the number of reachable states. CIVL uses Partial Order Reduction (POR) [14] techniques to mitigate this state explosion problem. These techniques reduce the number of states that need to be explored by choosing only one transition sequence from a set of commutative sequences that must result in the same state. In addition, a "simplifier" is used for OpenMP parallel loops to perform a loop dependence analysis, which often permits CIVL to check the safety properties statically and replace the parallel loop with an equivalent sequential loop.
Nevertheless, like many other model checkers, CIVL requires relatively small concrete bounds on the number of processes and input sizes, and relies on the Small Scope Hypothesis [18] , which states that program defects usually manifest themselves in program executions with small configurations.
DEVITO
Devito [21, 29] is an open-source domain-specific framework for solving partial differential equations (PDE) in symbolic form using the finite difference method. Devito generates efficient stencil code from high-level symbolic problem definitions, giving users the freedom to easily change the numerical discretisation of a given operator, while automating wellknown performance optimisation techniques. Despite being originally developed for seismic imaging workflows, Devito is capable of expressing a range of scientific problems due to an extensible high-level API that utilises symbolic Python (SymPy) [28] .
Devito provides a set of custom Python classes to allow users to symbolically define complex stencil operators through a set of symbolic expressions. These expressions are passed to an Operator object that incrementally lowers the symbolic definitions to semantically equivalent C code and utilises Just-in-Time (JIT) compilation to perform the resulting computation from within the Python interpreter. During the code generation process, Devito applies several performance optimisations to the intermediate representation of the code through two internal "engines": The Devito Symbolic Engine (DSE) aims to reduce the overall operation count of the generated kernel, while the Devito Loop Engine (DLE) performs well-known loop-level optimisation techniques.
Even in the most basic setup, the DSE applies factorisation to collect common finite difference weights and thus reduces the overall operation count. Moreover, problem-specific constants are hard-coded and partial evaluation is used to perform as much work as possible at compile-time. In more advanced settings, the DSE applies an ordered sequence of compiler passes, including common sub-expression elimination, hoisting of time-invariant sub-expressions [2, 26] , and detection of cross-iteration redundancies [12] .
The DLE primarily adds shared-memory parallelism and SIMD vectorisation to the generated loops by using OpenMP pragmas. Depending on the underlying architecture, different pragmas may be generated (e.g., on Intel KNL platforms, spatial loops are collapsed to maximise the parallel workload), while SIMD vectorisation is applied to the innermost loop.
The DLE is also responsible for cache and memory bandwidth optimisations. The most important transformation provided by the DLE is "loop blocking", a standard technique to reduce the number of cache misses [22] . The DLE currently supports blocking of spatial loops, while support for "time tiling" (i.e., blocking across both the time and space loops) is planned for future versions. An important implementation detail is the management of remainder iterations. If the loop trip count is not a multiple of the chosen block size, then one or more remainder iterations need to be executed. This is often implemented by generating "remainder loop nests". Finally, the DLE pulls the loop bodies that are identical between all loops into a separate routine. The DLE optimisations in Devito have been shown to yield significant speedups compared to the non-optimised code, e.g., a speedup of 2.7× in a seismic imaging application [29] .
TEST CASE
We apply CIVL to a set of C codes that are generated by Devito for solving the convection-diffusion equation for incompressible flows with constant diffusion coefficient and a uniform constant velocity given as
In the finite difference method, the first spatial derivative in Equation (1) is replaced by a quotient that is a good approximation for the derivative if the step size ℎ is small. In this test case, we use the second-order backward quotient
The second derivative is approximated by the central difference quotient
We use a first-order backward difference quotient for the temporal derivative to obtain an explicit procedure to compute an approximate solution to the PDE. The kernels discussed below implement this in the following variants:
• Classic: a textbook implementation of a convectiondiffusion finite difference solver, implemented in Listing 1. The convection and diffusion coefficients, time step size, and grid resolution are defined in the beginning of the code. The computation of each time step happens in a two-step process: First, u new is computed based on the values in u old. Second, the new values are copied into u old. • Basic: Devito-generated code with DLE and DSE switched to basic mode. As described in §3, even the basic mode groups common terms and precomputes coefficients through partial execution. The two-step updating process is replaced by one where the source and target arrays swap their roles without data copies. The result is shown in Listing 3. The complete script that is used to call Devito and generate this example code is shown in Listing 2. • Parallel: Devito-generated code with DLE and DSE set to its advanced mode, shown in Listing 4. This includes shared-memory parallelisation using OpenMP. Due to a limitation in the current version of CIVL, OpenMP SIMD pragmas needed to be removed for successful verification, as this is not yet supported. • Advanced: As an intermediate step, we verify the equivalence of the basic code and the code described in parallel, but with all OpenMP pragmas removed.
The main loops performing the interior computation are discussed below. Other parts of the code such as boundary or error handling are left away for readability.
METHOD
Following our proposed method, the verification is split into two stages. First, the correctness of the baseline implementation is established using traditional methods as discussed in §5.1. Second, the equivalence of generated code with the baseline code is shown using formal verification as shown in §5.2.
Correctness of Baseline Code
The baseline code is manually written, following a conventional finite difference approach. Since this code is never used to perform large-scale computations, the developer can focus entirely on readability and clarity. The code does not need to adapt to different computing platforms, and therefore does not need to change often. As a result, conventional testing and a manual code review can be sufficient to gain confidence in the correctness of this code. In some cases, it may be appropriate to use the method of manufactured solutions [37] , or even a human-assisted verification approach [8] . Still, this effort needs to be undertaken only for the relatively simple baseline code.
Correctness of Generated Code
The C functions generated by Devito are normally called from within Python. To verify properties of these functions, we use a driver program, which contains a main function that calls the generated C functions. This driver program is shown in Listing 5.
We use CIVL to check the functional equivalence of the baseline code and the generated code variants for arbitrary inputs with a bounded number of threads and bounded domain and block sizes. This is achieved by instrumenting the driver program with CIVL-C primitives $input to declare input variables, $output to specify program outputs, and $assume to provide bounds for some inputs. The primitive $elaborate(expr) instructs the model checker to explore all possible concrete values of expr at the specific location. In addition, CIVL checks the safety properties as described in §2 for the baseline and all generated programs.
For the OpenMP-parallel variant of the generated code, the simplifier in CIVL is able to prove that in any two distinct iterations of these loops, the set of memory locations written in one iteration is disjoint from the set of memory locations read and written in the other iteration. This results in a successful sequentialisation of the loops, and thus a verification that is valid for arbitrary numbers of threads.
The time and memory that is necessary for the verification depends on the domain size bounds, as shown in §6.2. The verification results are presented in §6.
Remaining Limitations
There are some steps that currently have to be performed manually on a Devito-generated code to enable verification with CIVL:
• Devito uses an external profiling library, calls to which have been removed manually. • In some cases, hard-coded problem-specific array indices are used to implement boundary conditions, which had to be manually encoded as a function of the problem size to enable the verification for arbitrary problem sizes up to some bound. • Devito passes a one-dimensional data array from Python to C, and a pointer to the start of that array is cast into a three-dimensional array pointer. CIVL does not currently support such a cast operation, and this operation was hidden from CIVL using preprocessor pragmas. • The Devito-generated code contains commands that control the rounding of floating point numbers (e.g. FLUSH TO ZERO), but CIVL does not currently support codes that contains such statements, and furthermore does not model roundoff errors and instead assumes real arithmetic. • Finally, we removed SIMD and restrict keywords, as CIVL lacks support for these currently. We expect that the above manual modifications can be avoided in future versions of Devito and CIVL. In addition, there are some more fundamental limitations: We assume that neither the C compiler nor other parts of the environment introduce new bugs, we do not model or test for roundoff errors, and we only show correctness for problem sizes up to some limit.
RESULTS
We detected a previously unknown bug in Devito's loop blocking algorithm, shown in §6.1. After fixing this bug, the verification succeeded as detailed in §6.2.
Revealed Bug in Generated Code
The loop blocking algorithm in Devito contained a bug that could result in out-of-bounds array access. For the test case presented in §4, this happened if the domain size was exactly 2 above a number that is divisible by the block size. Formally, for a domain of size × with block sizes and , the bug occurred if ( − 2)% = 0 ∨ ( − 2)% = 0. Figure 1 : Illustration of the memory access pattern of the stencil codes. Each block reads from a range of indices (above) that is by three items larger than the range of indices that it writes to (below). An error occurred whenever the last block would write exactly up to the end of the domain, and read out-of-bounds. After fixing the bug, the last block is correctly replaced by a remainder loop.
The cause of this bug lies in the generation of remainder loops.
In our test case, each time step requires a nested loop over the and dimensions. The number of iterations in the and dimensions is given by − 3 and − 3, respectively. The offset of 3 stems from the fact that the backward difference quotient shown in (2) requires an offset of two cells at the top left boundary, while the central difference quotient in (3) requires an offset of one cell on every side. Consequently, a total of three rows and columns form the boundary of the domain and have to be computed separately.
The remaining − 3 or − 3 iterations must be split into blocks of the given block size. If this number can not be evenly divided by the block size, a remainder loop has to be used. The loop bounds, however, were incorrectly based on an iteration count of −2 and −2. This was caused by an omission inside the code generator, which resulted in only the offsets of the backward difference quotient being subtracted from the domain size. As a consequence, the generated code would attempt to read beyond the right and bottom of the domain as illustrated in Figure 1 .
For realistic block sizes, the bug often isn't triggered. For example, for a block size of 64, a mesh with randomly chosen size has a 98.4375% chance of not triggering the bug. For meshes where the bug is triggered, the out-of-bounds access may result in a solution field that is not obviously wrong, since the whole domain is stored in a contiguous chunk of memory, and even an out-of-bounds read access will thus often return a value that is not obviously wrong. CIVL detected this out-of-bounds access as a violation of the safety properties.
Verification Results after Bugfix
After discovering this bug, Devito was updated to produce code with correctly applied loop blocking. CIVL can now verify for arbitrary inputs up to a maximum domain size of 8 by 8 that the machine-generated OpenMP program is functionally equivalent to the hand-written program, and that all safety properties listed in §2 hold for both programs. Performance data of the verification is presented in Figure 2 . The verification is sound for any number of OpenMP threads executing the parallel regions, as the OpenMP simplifier is able to sequentialise all parallel loops in this test case. This is done by establishing that for any two iterations and ( ̸ = ), all objects being read in are elements of array [ 0] while the only object being written in is an element of array [ 1] . These two are different arrays because 0 = ( )%(2), 1 = ( + 1)%(2)) entails 0 ̸ = 1. Therefore, it is impossible that different iterations of the loop can read and write the same object simultaneously.
RELATED WORK
Previous work [8] demonstrated a one-dimensional wave equation solver that implements a provably correct discretisation of the wave equation, with verified bounds for convergence and roundoff error. The approach required a considerable amount of problem-specific manual reasoning, and the application of this approach to a code generation environment would be challenging.
Instead, we rely on a trusted implementation that is simple enough to be exhaustively tested by a domain expert, and verify the functional equivalence of the generated optimised codes with that baseline. This approach could also be used for other code generation frameworks such as FEniCS [25] and Firedrake [36] .
A popular performance optimisation technique for stencil computations is polyhedral compilation. The automated verification of such transformations was previously demonstrated in [38] by proving the equivalence of the original and transformed codes. Other authors successfully attempted the verification of GPU parallelisation [6] and verified lifting to domain-specific languages [19] of stencil computations.
The CIVL-C language that was mentioned in §2 was developed to facilitate the verification of programs written in different programming languages and parallelisation dialects within a shared verification framework. Other intermediate verification languages have been developed, such as Boogie [5] , used by the SMACK [34] verifier to verify LLVM IR programs, or the WhyML language, used by the Why3 platform [7] to verify C, Java, and Ada programs, and used by the Frama-C [11] platform to verify sequential C programs. Boogie and WhyML are typically used for deductive verification. In contrast, CIVL-C was developed to support model checking and symbolic execution, which are more appropriate techniques for the verification of concurrent programs.
Unlike CIVL, many model checking and symbolic execution tools are developed for one specific concurrency model. This applies to model checkers including ISP [16] (C with MPI), Java PathFinder [33] (Java), and DiVinE [4] (C with Pthreads), as well as tools based on concolic testing [39] including CONCREST [13] , which checks multi-threaded C programs, and GKLEE [23] , which extends KLEE [10] to check CUDA/C/C++ programs.
In [9] , the authors describe a method to check the parallelisation of a program through a nondeterministic sequential specification (NDSeq), where the user-provided nondeterminism models the parallel behaviour. In contrast, CIVL only requires a sequential specification to check the correctness of a parallel implementation.
CONCLUSIONS
We demonstrate in this work that combining automatic verification and code generation can increase the reliability of generated code by detecting bugs that are hard to find with conventional testing or manual code inspection.
In the future, we plan to fully automate the verification of generated codes (possibly triggered by a debug command line flag in the code generation tool), and to increase the number of properties that can be automatically verified. Other properties that may be possible to verify are whether a numerical scheme is total-variation-diminishing (a property that guarantees stability), whether some code implements the adjoint of some other code, whether a compact higher order stencil is equivalent to a conventional higher order stencil, or whether a numerical discretisation is accurate for all polynomials of some order.
It may also be interesting to verify the equivalence of the codes under the assumption of floating point arithmetic, or failing that, to establish bounds for the roundoff errors in the different implementations.
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