Abstract-Since Gaussian process regression (GPR) cannot feasibly be applied to big and growing data sets, this paper introduces an integration algorithm called Two-step Gaussian Process Regression (TGPR) which speeds up both training and prediction to solve the problem. First, analyze the basics behind regular GPR. Then, introduce TGPR by using the inducing inputs to optimize the regular GPR algorithm. Last, apply TGPR to a three-dimension model, the experimental results compared with regular GPR show that TGPR is faster and more accurate.
INTRODUCTION
Gaussian Process Regression is a newly developed method for machine learning based on Bayesian theory and statistical learning theory. It is first applied to machine learning by Rasmussen and Williams [1] . The prediction result of GPR has a clear probabilistic meaning compared with Artificial Neural Networks (ANN) [2] and Support Vector Machine (SVM) [3] .
Although GPR has many advantages, its computational complexity increases sharply as the size of the measurements expands. Many sparse algorithms have been proposed to reduce computation. Williams presents the Nyström method for efficient GPR [4] . Snelson presents Sparse Pseudo-inputs Gaussian Process (SPGP) model whose covariance is parameterized by the locations of pseudo-input [5] . Tresp presents BCM (Bayesian Committee Machine) method to combine estimators that are trained on different data sets [6] . This paper is organized as follows. After providing the necessary background on GPR, the prediction and training of regular GPR is introduced in Section 2. In Section 3, a novel sparse algorithm TGPR which uses the inducing inputs is introduced. Section 4 presents the simulation on three-dimension model. The conclusions of TGPR algorithm is in Section 5.
II GAUSSIAN PROCESS REGRESSION

A. Prediction
A Gaussian Process (GP) is a collection of random variables, any finite numbers of which have joint Gaussian distributions. It can be expressed as follows:
Where, m is mean function and = ( , ) K k x x is covariance function, they are both called kernel function which describe the probabilistic meaning of GPR [7] .
Regression is that, first get the function relation between measurement inputs
B. Training
In the training step, the mean function generally is initialized to zero mean function, and covariance function is chosen as the well-known Squared Exponential covariance function (SE):
Where
, it means there will be three derivatives. Applying gradient ascent algorithm to all these derivatives, the most likely hyperparameters can be found [9] .
C. Downsides of GPR
In the training step of GPR, the main computation focus on inverting the matrix 
A. Speeding up Prediction: Using Inducing Inputs
The inducing inputs set 
The outputs m f are still affected by Gaussian white noise
and can be written as:
There are two distributions for m f , (7) and (8) . Here the idea is to combine these two distributions. The operation called "combine" is introduced as follows:
Assuming that, for n independent measurements, the random variable x can be explained by n distributions,
. Then the posterior distribution for x can be calculated by combining these n distributions. Here use the operator  as "combine", the posterior distribution for x is now given by:
 
Then the posterior distribution of m f and u f can be calculated by combining (7) and (8):
Advances The prior distribution of u f and * f is given by:
Another distribution of u f is from (12), it is:
The idea is still to combine (15) (15) and (16) will use the prior knowledge twice, which is unacceptable, it is necessary to separate that prior for one time.
Here use the operator ! as "separate", so the operation called "separate" is introduced as follows: 
Performance of TGPR. 
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C. Choosing the Inducing Inputs
The assumptions of TGPR algorithm cause mm K to become:
This means that mm K now depends on uu K . The idea to choose inducing inputs is to treat inducing inputs set u (3) In regular GPR, as the number of measurements grows big, there is a significant increase of runtime (Simulation 1 and 2).
(4) Given the same number of measurements, compared with regular GPR, TGPR reduces the regression time with a slight decrease in accuracy (Simulation 1 and 3).
(5) As the number of measurements grows from 5000 to 10000, the improvement of regression performance that gains from TGPR algorithm is more significant. TGPR reduces the regression time without any decrease in accuracy (Simulation 2 and 4). The results show that, when working on a large number of measurements, TGPR algorithm significantly speeds up training and prediction. And due to that more measurements can be incorporated in less time, TGPR algorithm also provides a more accurate prediction.
