Abstract: High-throughput array-based assays have recently been developed to detect DNA copy number (DCN) aberrations. The DCN data from these arrays is characterized by high level of noise and unequal spacing of the probes on the genome. However, previously proposed denoising methods for DCN data did not consider the physical distances of the probes and assumed uniform spacing. It can be shown that denoising methods assuming uniform spacing for DCN data can potentially give incorrect results. To address this issue, we developed a novel stationary wavelet denoising scheme based on interpolation for DCN data. Empirical results on synthetic data showed that our method outperformed the best previously proposed wavelet denoising method by 4.6% -12.7% as measured in the root mean squared error. Experiments on a real data set also confirmed the applicability of our method to real DCN data.
Introduction
Genomic instabilities are often associated with the development and progression of cancer. Amplification or deletion of chromosomal segments can lead to cancer development [25] . For example, deletions may inactivate tumor suppressor genes, and amplifications may activate oncogenes in the genome. Both deletion and amplification change the copy numbers of tumor DNA.
Recently, high-throughput array-based assays have been developed to detect DNA copy number aberrations. There are currently two main approaches:
• Array-based comparative genomic hybridization (array CGH). This approach yields data consisting of log 2 transformed fluorescence intensity ratios of tumor and reference normal DNA samples. The intensity ratios provide information about DNA copy number aberrations. The resolution of the CGH arrays has improved over the years: The CGH arrays using BAC (Bacterial Artificial Chromosome) clones can provide resolution in the order of 1 Mb [26, 30] , and have been widely used. More recently developed CGH arrays using cDNA [27] and long oligonucleotides (60-100 bp) [8] can offer resolution in the order of 35-100 kb.
• Single-Nucleotide Polymorphism (SNP) arrays. High-density Single-Nucleotide Polymorphism (SNP) array is a recently introduced high-throughput technology that genotypes up to 500,000 human SNPs on a single array [21, 2] . These arrays are typically used to provide genotype information. However, the raw hybridization signal intensities obtained from spotted oligonucleotides on Affymetrix SNP arrays can also be used to derive DNA copy numbers by comparing with average intensity values from normal controls [35, 5, 18] .
The DNA copy number data obtained using either CGH arrays or SNP arrays can be considered as a function of the locations of the corresponding probes along chromosomes. The data typically exhibits the following properties: 
Figure 1
The histogram of distances between adjacent probes for (a) the UCSF HumArray2 BAC arrays used in [31] and (b) the Stanford cDNA CGH arrays used in [7] . Note that in (b), only the distances up to 500 kb are shown due to space limitation. are 1 bp, 21.3 kb, and 20646 kb, respectively. Figure 1 shows the histograms of distances between adjacent probes in these two types of arrays. Because of the high noise level, appropriate denoising methods are needed for DNA copy number data analysis. In this paper, we focus on this denoising problem and propose a novel stationary wavelet denoising scheme that takes into account the nonuniform spacing of DNA copy number data. We will review related work in the next two sections.
Related Work in DNA Copy Number Data Analysis
A few denoising and smoothing schemes have been used for DNA copy number data analysis. In [4] , the locally weighted regression and scatterplot smoothing (LOWESS) was used. In [15] , a quantile smoothing method based on the minimization of sum of absolute errors was introduced. In [17] , Hsu et al. proposed a wavelet noising scheme using the maximal overlap discrete wavelet transform (MODWT) [23] and treated nonequispaced DNA copy number data as equispaced. This simplification will lead to suboptimal results as we discuss later.
Recently, Lai et al. [20] reported an extensive comparative analysis of 11 algorithms for identifying amplifications and deletions in array CGH data, including the aforementioned three denoising and smoothing approaches. Their results showed that the three approaches (LOWESS, quantile smoothing and wavelets) outperformed other methods that do not perform denoising when the noise level is high in the data. Their Receiver Operating Characteristic (ROC) analysis also confirmed the superior performance of wavelet denoising, which is consistent with other studies in the wavelet literature.
However, nonuniform spacing of the probes was not considered in any of the three methods used before. All methods implicitly assume that the probes are equally spaced along a chromosome. This simplifying assumption can lead to erroneous results. Suppose we have two adjacent probes A and B along a chromosome. Let's consider the following two cases:
1. A and B are very far apart (e.g. 10 Mb apart); 2. A and B are close (e.g. 10 kb apart).
Clearly, the spatial dependence between the two probes should be lower in case 1 than in case 2. As a result, the likelihood of any difference between the DNA copy numbers at the two probe locations being true signal instead of noise should be higher in case 1) than in case 2). Any denoising and smoothing methods that assume uniform spacing will consider the likelihoods in the two cases to be the same and thus potentially give incorrect results.
To address this issue, we propose to extend the traditional stationary wavelet denoising scheme through interpolation to alleviate the problem caused by nonequispaced DNA copy number data. We shall review the related work in wavelet denoising in the next section.
Related Work in Wavelet Denoising and Regression
Pioneered by Donoho and Johnstone, wavelet denoising techniques have been shown to have asymptotic near-optimality properties over a range of function spaces of inhomogeneous smoothness [14, 1] . In particular, wavelet denoising achieves excellent root mean squared error (RMSE) properties when used to estimate functions that are only piecewise smooth. In contrast, traditional linear estimators typically achieve good performance only when the underlying function to be estimated is relatively smooth. This suggests that wavelet denoising methods are well suited for DNA copy number data because of the discontinuous nature of such data. However, we note two issues with traditional wavelet denoising methods.
First, denoising using the traditional discrete wavelet transform (DWT) can exhibit artifacts in the neighborhood of discontinuities [11] . To suppress such artifacts, Coifman and Donoho [11] introduced translation-invariant wavelet denoising based on the idea of "cycle spinning", which is equivalent to denoising using the discrete stationary wavelet transform (SWT) [22, 24] . Actually, SWT, MODWT [23] and the non-decimated discrete wavelet transform [29] are essentially the same. Coifman and Donoho showed that SWT denoising achieves better RMSEs (10-20%) than traditional DWT denoising. Therefore, we employ the SWT framework for denoising DNA copy number data in this paper.
Second, traditional wavelet denoising techniques using the DWT or the SWT are restricted to equispaced data. To extend wavelet denoising and regression for nonequispaced data, several approaches have been proposed:
The simplest approach is to treat nonequispaced data as equispaced and apply traditional wavelet denoising. [28] named this approach "isometric wavelets" and showed that it exhibited good performance when used with the Haar wavelet transform on blocks signal. However, in their simulation study, the locations of data points on the x-axis are drawn from a standard normal distribution, which is very different from the empirical distribution observed from real DNA copy number data. This implies that their conclusions cannot be directly applied to the case of DNA copy number data. [10] also showed theoretical results that treating nonequispaced data as equispaced is suboptimal.
Another approach is to replace nonequispaced data by averages over regularly spaced bins [3] . However, this method runs the risk of oversmoothing the data.
Another general approach is to interpolate the nonequispaced data onto a regular grid [16, 10, 19, 28] . The problem with this approach is that it does not make use of all data points unless the distance between two grid points is smaller than than the minimum distance between any two adjacent data points in the original nonequispaced data. When we analyze DNA copy number data, it is essential not to lose potentially critical information by discarding some probes. However, if we choose to make the distance between two grid points sufficiently small and thus make use of all of the probes, the number of interpolated grid points can be prohibitively large. In fact, this is especially true for DNA copy number data since the smallest distance between two adjacent markers can be very small.
Our Proposed Approach
In summary, the previous denoising methods for array-based DNA copy number data did not consider the physical distances of the probes and assumed uniform spacing. In this paper, we propose the following 5-step approach for this problem:
Step 1: Interpolate the original DNA copy number data onto equispaced pseudomarkers inserted only in chromosomal regions where probes are sparse.
Step 2: Merge the original data with interpolated data.
Step 3: Apply SWT to the combined data to obtain the SWT coefficients.
Step 4: Apply a modified universal thresholding rule to the SWT coefficients.
Step 5: Apply the inverse SWT to the thresholded SWT coefficients to obtain the denoised data.
The SWT Algorithm
The Stationary Wavelet Transform (SWT) [22, 24] is similar to the Discrete Wavelet Transform (DWT) in that the high-pass and low-pass filters are applied to the input signal at each level. However, in the SWT, the output signal is never subsampled (not decimated). Instead, the filters are upsampled at each level.
Suppose we are given a signal s [n] of length N where N = 2 J for some integer J. Let h 1 [n] and g 1 [n] be the low-pass filter and the high-pass filter defined by a orthogonal wavelet. At the first level of SWT, the input signal s[n] is convolved with h 1 [n] to obtain the approximation coefficients a 1 [n], and with g 1 [n] to obtain the detail detail coefficients
Because no subsampling is performed, a 1 [n] and d 1 [n] are of length N instead of N/2 as in the DWT case. At the next level of the SWT, a 1 [n] is split into two parts using the same scheme, but with modified filters h 2 [n] and g 2 [n] obtained by dyadically upsampling h 1 [n] and g 1 [n] . This process is continued recursively. For
is the upsampling operator that inserts a zero between every adjacent pair of elements of x [n] . The output of the SWT is then the detail coefficients
There are many wavelet families. Here we use the Haar wavelet because it fits well with the piece-wise constant nature of DNA copy number data. The the lowpass filter h 1 [n] and the high-pass filter g 1 [n] for the Haar wavelet are [ 
The general idea of SWT denoising is to zero out small wavelet coefficients whose absolute values are below a certain threshold λ in the detail coefficients
, and then reconstruct the signal using the thresholded detail coefficients and the intact a J 0 [n]. We will discuss the choice of λ in Section 3.3. The reconstruction is done through the inverse SWT. In this case, the average basis inverse [22] is used, which in effect gives the average of the inverse DWT reconstructions over all possible circular shifts of the original signal. Both the SWT and the inverse SWT are O(N log N ) algorithms in contrast to the O(N ) algorithms for the DWT and the inverse DWT.
3 Extended SWT Denoising Algorithm for DNA Copy Number Data
Interpolating DNA Copy Number Data with Pseudo-markers
Before applying the SWT, we first interpolate the original data as described as follows. Suppose we have observed DNA copy number data at M probe locations on a chromosome of length L. We use the following model for the data:
where the x i 's are fixed probe locations satisfying 0
is the observed signal at location x i , and the i 's are independent and identically distributed random variables from the Gaussian distribution N (0, σ 2 ). The goal is to estimate the f (x i )'s such that the estimatesf (x i ) have small RMSE defined as
As we have discussed in Section 1, the x i 's are not equispaced and the distances x i+1 − x i can vary greatly. To alleviate this problem, we insert equispaced pseudomarkers between sparse probes as follows. Table 1 Comparison of the statistical dispersion of the distances between adjacent markers in the original data and the interpolated data. Probes along the chromosome 1 on the UCSF HumArray2 BAC arrays used in [31] are considered. Pseudo-markers with an uniform spacing of 1500 kb are used.
Original data
. . , L/q } be the set of locations along the chromosome at the uniform spacing of q. The choice of q will be discussed in Section 4. We could insert a pseudo-marker at each location p j , but doing so could cause the distance between a pseudo-marker and an original marker (a probe) to be arbitrarily small (in the worst case, they could overlap). Therefore, we only use a subset P of P , such that
This will ensure that the distances between a pseudo-marker and an original marker take value in [q/2, 3q/2). Then we apply the nearest neighbor interpolation to obtain the interpolated values for Y (p i ). Finally, we merge the original signal and interpolated signal to obtain the merged signal Y = {Y (x i ) : i = 1, 2, . . . , M } ∪ {Y (p j ) : p j ∈ P }, ensuring that the x i 's and p j 's are in ascending order. Typically, the x i 's are already sorted in ascending order. Then this merging process can easily be done in linear time using a merge-sort-like algorithm. Y is then used as the input signal for the SWT denoising algorithm.
Here we use the nearest neighbor interpolation instead of other interpolation methods such as linear interpolation, cubic interpolation, or spline interpolation because the underlying true DNA copy number data should follow a piece-wise constant function.
Note that we do not try to produce perfectly equispaced data after interpolation because doing so would either result in failure to use data at all probe locations or cause the number of interpolated points to be prohibitively large, as we have discussed in Section 1.2. In fact, after our interpolation step, the data is still nonequispaced. However, the statistical dispersion of the distances between adjacent markers is greatly reduced. For example, as shown in Table 1 , the statistical dispersion of the distances measured by the median absolute deviation, the interquartile range, and the range is reduced significantly after inserting pseudo-markers with an uniform spacing of 1500 kb (the average distance between original probes) among the original markers along the chromosome 1 on the UCSF HumArray2 BAC arrays used in [31] .
Applying SWT to the Merged Signal
Let N be the total length of the input signal Y . In general, N is not a power of 2 and the SWT cannot be directly applied. Here, we use the zero-padding signal extension method [32] to extend the input signal to the smallest integer N = 2 J such that N ≤ N . We use zero-padding instead of other signal extension schemes because we found that zero-padding achieved statistically significantly lower RMSEs than other methods when used in wavelet denoising of synthetic DNA copy number data [33] . After applying the SWT to the extended signal up to level J 0 , we obtain the detail coefficients d 1 
[n] and the approximation coefficients a J 0 [n], each of which is of length N .
Term-by-Term Thresholding of Wavelet Coefficients
Many wavelet thresholding rules have been proposed in the wavelet literature. Coifman and Donoho [11] showed that the hard thresholding rule with the universal threshold [12] outperformed the popular SURE thresholding rule [13] when used with the SWT for denoising. This is also confirmed by our experiments on synthetic DNA copy number data. Therefore, we use an adapted version of the original hard thresholding rule with the universal threshold.
According to the original hard thresholding rule with the universal threshold [12] , the wavelet coefficients
with the universal threshold λ = σ 2 log N .
This scheme assumes that the noise is independent and identically distributed. However, after the nearest neighbor interpolation of the original signal at the inserted pseudo-marker locations, the noise becomes correlated. As a result, the simple universal thresholding rule cannot be used in this case. Kovac et al. [19] proposed a modified universal thresholding scheme to deal with this issue of correlated noise for DWT denoising. Here we extend their approach to the SWT denoising case as described follows. The resulting thresholding rule is effectively a term-by-term thresholding rule that applies different thresholds to different wavelet coefficients.
Let R be the linear transformation matrix such thatỸ = RY . Then the covariance matrix Σ 
Now the N diagonal elements of Σ To correct for the heterogeneous variance introduced by interpolation, we obtain the thresholded coefficients using the following equation: Note that the above method is introduced using notations of matrix multiplications only to simplify notation. In fact, because we are only interested in the diagonal elements of Σ d j , and because H j , G j and R are all band-limited, these diagonal elements can be easily computed in O(J 0 N ) time.
The above scheme requires the knowledge of σ. [12] proposed a robust estimate of σ based on the median absolute deviation given bŷ
The idea is that the detail coefficients at the finest level tend to consist mostly of noise. This is true when the noise is independent and identically distributed. However, it no longer holds when the noise is correlated. In the Haar wavelet transform used here, the detail SWT coefficients at the first level are essentially the differences of the signals at adjacent locations. Therefore, the detail SWT coefficients at the finest level can contain many zeros introduced by the nearest neighbor interpolation. As a result, Equation (1) 
Results
In this section, we present results on synthetic data and a public data set. Details about the data, experimental parameters, and results are provided in sections below.
Synthetic Data Generation
Willenbrock and Fridlyand [34] described a simulation model for generating synthetic array CGH data. Their model was designed realistically using a real primary breast tumor data set of 145 samples. However, they assumed the probes to be equispaced along the chromosome. Here we extend their model by placing nonequispaced probes along the chromosome. The synthetic DNA copy number data on a chromosome was generated as follows:
1. As suggested in [34] , chromosomal segments with DNA copy number 0, 1, 2, 3, 4, and 5 were generated with probability 0.01, 0.08, 0.81, 0.07, 0.02, and 0.01, 
Figure 2
Examples of wavelet denoising results at the noise level of σ = 0.125 using (a) SWTi, (b) SWT and (c) MODWT. In all figures, the black dots represent the noisy DNA copy number data as log 2 ratios at the probe loci; the block signal represents the latent true signal (log 2 ratios) underlying the noisy data; the gray dots connected by line segments represent the denoised data. The unit for the x-axis is 2 × 10 5 kb. Note that the line segments connecting the denoised data points are for visualization purpose only, and they should not be taken as the inferred DNA copy number data between adjacent probes. 
Figure 3
Examples of wavelet denoising results at the noise level of σ = 0.2 using (a) SWTi, (b) SWT and (c) MODWT. In all figures, the black dots represent the noisy DNA copy number data as log 2 ratios at the probe loci; the block signal represents the latent true signal (log 2 ratios) underlying the noisy data; the gray dots connected by line segments represent the denoised data. The unit for the x-axis is 2 × 10 5 kb. Note that the line segments connecting the denoised data points are for visualization purpose only, and they should not be taken as the inferred DNA copy number data between adjacent probes.
respectively. The lengths for the segments were determined by random sampling from the corresponding empirical length distribution given in [34] .
2. Following the same model in [34] , each sample was assumed to be a mixture of tumor cells and normal cells, and the proportion of tumor cells P t was drawn from a uniform distribution between 0.3 and 0.7. The expected log 2 ratio of intensity, computed as log 2 ((cP t + 2(1 − P t ))/2) is then the latent true signal.
3. Gaussian noise of mean 0 and variance σ 2 was added to the latent true signal. 4. Nonequispaced probes were placed on the chromosome. The distances between adjacent probes were randomly drawn from the empirical distribution of distances obtained from the UCSF HumArray2 BAC array.
Using this model, for each noise level σ of 0.1, 0.125, 0.15, 0.175, and 0.2, we generated synthetic data for 1000 artificial chromosomes of length 200 Mb.
Experiment Design
To evaluate the performance of our proposed approach, we compared the root mean squared errors (RMSEs) obtained after applying the following three approaches on the synthetic data:
1. SWTi: our proposed SWT denoising scheme with interpolation.
SWT: SWT denoising without interpolation.
3. MODWT: the wavelet denoising scheme used in [17] .
In all experiments, we followed [9] and set J 0 = log 2 (N ) − 4, where N is the length of the input signal. This means that N is the number of probes along a chromosome in the original data for SWT and MODWT, and the total number of probes and pseudo-markers in the interpolated data for SWTi. Note that, because the average number of probes in the synthetic data is 134, this gives J 0 = 3 for MODWT, which was the optimal value suggested by [17] when the number of probes is 128. For MODWT, we used the soft Stein's Unbiased Risk Estimate (SURE) thresholding rule based on the suggestions in their paper [17] . For SWTi, we used the average distance between adjacent probes as the distance q between adjacent pseudo-markers in the interpolation process.
We implemented SWT and SWTi using Matlab 7.1. The results for MODWT were obtained using the R package waveslim v1.5, which was also used in [17] .
Empirical Results on Synthetic Data
For each of the 1000 artificial chromosomes generated at the noise level σ of 0.1, 0.125, 0.15, 0.175, and 0.2, the RMSE between the denoised signal and the latent true signal was computed. Figures 2 and 3 illustrate the effects of the three wavelet denoising schemes on a randomly chosen synthetic chromosome at two different noise levels. Table 2 shows the average RMSEs obtained using MODWT, SWTi and SWT. To evaluate the statistical significance of the differences, we also computed the P-values of paired t-tests of the RMSEs.
From the results, we can observe that, on average, SWTi outperformed MODWT by 4.6% -12.7%, and SWT by 4.7% -6.3% in terms of the RMSE. The performance gain of SWTi over MODWT and SWT was statistically significant in all of the 5 noise level cases (P < 3 × 10 −19 ). SWT also outperformed MODWT in all cases except for noise level σ = 0.2.
A Real Array CGH Data Example
We also tested our wavelet denoising schemes on a public cDNA microarray data set containing DNA copy number data from 26 different primary Glioblastoma Multiforme (GBM) tumors [7] . The raw data can be downloaded from http: //smd.stanford.edu/. In our experiments, we used the normalized data that is available at http://www.chip.org/~ppark/Supplements/Bioinformatics05b. html. Missing values in each array were removed. The experimental settings used were the same as described in the previous section.
We chose this data set because it was used as a benchmark in a recent paper [20] where 11 algorithms for array CGH data analysis were compared. Here we show the results for the same two samples picked by them. Figure 4 shows the denoising results for chromosome 13 in the sample GBM31. On this chromosome, there is a large region of loss with low magnitude. As can be observed in Figure 4 , both SWTi and SWT were able to capture this loss region. However, the denoised data using SWTi shows less local fluctuations than that using SWT, and as a result, the loss region is easier to see. Figure 5 shows the denoising results for chromosome 7 in the sample GBM29. This chromosome is characterized by small amplified regions with high magnitude. Amplifications around the EGFR locus has been implicated in some tumors. In Figure 5 , we can see that there are three amplifications around EGFR, which is consistent with the results in [20] . In this case, the denoised data using SWT and SWTi are very similar.
For the denoising results using MODWT on these two examples, interested readers can refer to Figure 3 and Figure 4 in [20] . For chromosome 13 in GBM31, our results using SWTi is much smoother than that using MODWT. For chromosome 7 in GBM29, it is also clear that SWTi suppressed more noise than MODWT.
Discussion and Conclusion
The main contribution of this paper is to introduce a novel SWT denoising scheme based on interpolation (SWTi) for unequally spaced array-based DNA copy number data. For this denoising scheme, we also extended the covariance model for DWT coefficients obtained from correlated noise [19] for the SWT denoising case.
Empirical results on synthetic data generated by a model based on real array CGH data showed that the proposed SWTi denoising scheme outperformed the previous MODWT method by 4.6% -12.7%, and SWT by 4.7% -6.3% as measured in terms of the root mean squared error. Experiments on a public array CGH data set also confirmed the applicability of our SWTi denoising scheme to real array CGH data.
The proposed SWTi denoising scheme should be used as a pre-processing step in the DNA copy number analysis pipeline. The next step is to infer statically significantly changed chromosome regions as candidates for further investigation. However, previously proposed segmentation methods for DNA copy number data assumed uniform spacing of the probes. The results in this paper suggest that the methods that take into account the unequal spacing appropriately can lead to improved performance for DNA copy number data analysis. In our future work, we will develop a DNA copy number analysis algorithm to call chromosome gain/loss regions that uses the denoised data as input and also takes into account the distances between probes.
