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MEASURING SCALES: INTEGRATION AND MODULARITY IN COMPLEX
SYSTEMS
In this thesis, we investigate novel methods for studying complex systems at
multiple scales. First, we develop an information-theoretic measure ofmulti-scale
integration in multivariate systems. This quantifies the strength of interactions
in subsystems of different sizes, where size is defined relative to some underlying
distance metric. We apply this measure to MRI recordings of the human brain
and show that it provides meaningful characterization of different brain areas.
Second, we consider modularity, a pattern of organization in which systems are
composed of weakly-coupled subsystems. We propose two different methods to
identify modular decompositions of multivariate dynamical systems. The first
is based on statistical learning of dynamics; it uses model selection to choose
decompositions that optimize a trade-off between capturing dependencies (fa-
voring large-scale modules) and model simplicity (favoring small-scale modules),
with the trade-off controlled by a parameter representing the amount of avail-
able data. The second method is based on perturbations to system dynamics; it
finds decompositions having subsystems that maximally constrain the spread of
perturbations over time, with the time scale acting a resolution parameter. We
apply the method to several non-linear dynamical systems and also show that
it is a generalization of community-detection techniques based on random walks
on graphs. These approaches to studying multi-scale integration and modularity
are novel: while measures of multi-scale integration have been investigated theo-
retically, they have not been extended to consider real-world, spatially-embedded
systems; on the other hand, while much work has been done on identifying modu-
lar decompositions in real-world graphs, the problem has received little attention
in the domain of multivariate dynamical systems. Thus, our work provides new
tools for analyzing multivariate dynamics and time-series.
Luis M. Rocha, Ph.D., Chairperson
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Epigraph
Thus mathematics may be defined as the subject in which we never know what
we are talking about, nor whether what we are saying is true.
-Bertrand Russell
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Chapter 1
Introduction
In a 1948 essay Science and Complexity”, Warren Weaver argued that contemporary science
will become increasingly preoccupied with problems of systems with many highly inter-
dependent parts, which he referred to as organized complexity [1]. Weaver contrasted sys-
tems of organized complexity to two other types. On one hand were “simple systems,” in
which inter-dependencies were sufficiently context-independent and manipulable to permit
two-variable relations to be isolated and studied. According to Weaver, success in under-
standing simple systems led to many of the spectacular successes of science since the 17th
century. Since the late 19th century, methods had also appeared to deal with a different kind
of system: one composed of a large number of independent or randomly-interacting variables
that exhibited “disorganized complexity”. In these systems, the behavior of each component
was extraordinarily difficult to understand, but the collective behavior of the system as a
whole produced simple statistical regularities at large scales. This permitted the success
of statistical approaches in fields like statistical mechanics or demographics. Surprisingly,
such success hardly depended on detailed knowledge of component operation as insurance
companies know, the behavior of a population is simpler than that of a single person.
Weaver provided many examples of problems of organized complexity: “how does the
original genetic constitution of a living organism express itself in the developed characteris-
tics of the adult?”, to “what extent must systems of economic control be employed to prevent
1
the wide swings from prosperity to depression?”, and “how can one explain the behavior pat-
tern of an organized group of persons”? Today, these are recognizable as typical questions
in modern scientific fields concerned with problems of complexity.
Notably, Weaver defined organized complexity in a largely ‘negative’ sense: as a “middle
region” between simplicity and randomness, intractable for existing scientific methods. Since
that time, there has been a growing belief that complexity is actually a coherent subject of
investigation, in the sense that some general organizational principles underlie a variety of
complex systems. The hope is that these principles can be uncovered and characterized, and
their generality explained as the result of functional advantages or neutral self-organizing
processes.
This view originated with the development of cybernetics, which postulated that certain
adaptive functions of complex systems could be explained by general organizational pat-
terns for example, that negative feedback loops can give rise to goal-seeking behavior [2]
or that dynamical transients toward stable equilibria can produce apparent adaptation to
environmental conditions [3].
This position was especially clearly stated in Herbert Simon’s seminal 1962 essay, “The
Architecture of Complexity” [4], which forms the intellectual background of this thesis. Si-
mon argued that one ubiquitous property of complex systems is hierarchical organization, in
which a system is composed of weakly-coupled subsystems, each of which is itself composed
of weakly-coupled subsystems, etc. For example, the human body, though an integrated
whole, is composed of anatomically and functionally distinguishable subsystems (the or-
gans, the limbic systems, etc.); furthermore, many of these organs are themselves composed
of different tissues, which are composed of individual cells, which contain clusters of tightly-
interacting genes and proteins, and so on. As we will overview in the next chapter, Simon
provided several evolutionary, self-organizational, and epistemological reasons for why hier-
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archical organization may be so commonly observed in complex systems.
Hierarchical systems provide archetypical examples of multi-scale integration and multi-
scale modularity. The first property refers to the presence of constraints at multiple ‘levels’
or scales, where scale can refer to the number of elementary components involved, spatial
distance, and temporal extent. Multi-scale integration can be seen in the aforementioned
example of the body: coordinating constraints exist at all scales, from intra-cellular regula-
tion to organism-wide homeostatic regulation. Multi-scale modularity, on the other hand,
refers to the presence of weakly-coupled systems, or modules, with different arrangements of
modules occurring at different scales.
Motivated by these considerations, we consider two questions in this thesis: first, how
to measure the strength of multi-scale integration in complex systems and, second, how to
decompose a system into weakly-coupled modules at multiple scales. As we will show in
the next chapter, while these two questions have played central roles in research in complex
networks and systems, they have seen little application to real-world multivariate systems.
Multivariate systems (Section 2.1.2) use variables to represent the state of a set of distributed
components. They can be contrasted with graphs (Section 2.1.1), which have no notion of
state but rather represent relationships between components. Multivariate systems com-
monly appear in dynamical models and time series recordings in computational biology and
neuroscience.
The first property we consider multi-scale integration is ubiquitous in complex systems
and has been argued to offer important functional benefits such as robustness, wiring econ-
omy, and balancing global coordination with local specialization (Section 2.3.1). We consider
the problem of measuring the strength of integration across different scales. Importantly,
however, in many systems, multi-scale integration is closely linked to the presence of spatial
constraints [5, 6]. For example, people living in geographical proximity tend to be physically
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interconnected (by roads, person-to-person interactions, etc.) and behaviorally coordinated
by local customs, economic and ecological forces, and so on. In fact, constraints at multiple
spatial scales from family bonds to international relations play a role in structuring people’s
behavior. However, existing measures of multi-scale integration in multivariate systems do
not account for the kind of spatial embedding that is relevant for understanding real-world
systems. Lacking a notion of space, they also lack a way of measuring how integration
scaling varies across different system locations.
In Chapter 3, we address these shortfalls by developing a method for measuring multi-
scale integration in spatially-embedded systems. This permits us to quantify and compare
the amount of integration occurring in localized regions and to see how integration scales
as larger scales are considered. We hypothesize that our approach will be more effective at
capturing integration scaling and variation than previous non-spatial measures. We apply
the method to fMRI recordings of the resting-state human brain (see Section 2.2.1 for back-
ground) while considering space according to three different underlying metrics: physical
distance between brain regions, shortest path distance on the connectome, and randomly-
rewired distance as a control condition. We show that our measure provides meaningful
characterization of cortical regions in differentiating between high-level integrative hub re-
gions versus low-level specialized regions. It also uncovers integrative subsystems similar to
previously-identified resting state networks.
In the next chapters, we consider a particular kind of hierarchical organization: multi-
scale modularity. As overviewed in Section 2.4.1, many reasons have been proposed to
explain why modularity is ubiquitous in complex systems. One important step in under-
standing how a system is organized is decomposing it into a set of weakly-coupled subsystems
at a given scale. The question of how to identify these subsystems, which we called the de-
composition problem, has been investigated intensely in complex networks (Section 2.4.2)
4
but has received much less attention in the domain of multivariate dynamical systems. We
address this in chapters 4 and 5.
In Chapter4, we consider the problem from the point of view of statistical learning of
system dynamics. In general, the prediction error of a statistical model arises from two
factors: approximation error due to the inability of the model to fit the data (even with
unlimited data), and estimation error due to mis-estimation of parameter values (due to
limited data). Treating weakly-coupled parts of the system as independent increases ap-
proximation error but, by decreasing the number of parameters, reduces estimation error.
Modular decompositions optimize this tradeoff, with amount of data acting as a scale param-
eter: as more data becomes available, decompositions into larger subsystems are increasingly
favored. We demonstrate this method on some simple examples of Boolean networks, mul-
tivariate non-linear models commonly used in computational biology. Using the statistical
learning framework, we also extend our approach in two ways. First, we consider a notion
of ‘causal modularity’ for decomposing systems based on perturbation-driven rather than
just observed state transitions. Second, we propose a measure of ‘total modularity’, which
measures the predictive benefit due to the use of modular decompositions across all scales.
The statistical learning approach to modularity suggests why cognitive systems that learn
from examples including, perhaps, organisms and scientists can benefit from treating the
world in terms of independent modules: under conditions of limited data, this assumption
can simplify inference and lead to gains in predictive power. However, the approach is
defined relative to the space of available statistical hypotheses; the larger the space, the
more parameters need to be fit and the more significant are the estimation error penalties.
Thus, the approach elucidates why modular representations arise, relative to an a priori
choice of the possible space of hypotheses.
In many data analysis situations, however, it is desirable to decompose a system based on
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the constraints exhibited in its intrinsic dynamics. In Chapter 5, we approach this problem
using the idea that boundaries between weakly-coupled subsystem tend to trap the spread
of localized perturbations. This is captured using a coarse-grained auto-covariance measure
called ‘perturbation modularity’. We show that modular decompositions can be identified as
partitions that maximize perturbation modularity, and that this method generalizes commu-
nity detection in graphs to a broad class of dynamical systems. Decompositions at multiple
scales explored by varying the timescale of the dynamics as well as the kinds of perturba-
tions applied. The efficacy of approach in uncovering meaningful modular decompositions
is demonstrated on several examples of coupled non-linear maps.
In summary, in the following chapters we study integration and modularity at multiple
scales, two foundational ideas in complex systems science, in the context of multivariate and
dynamical systems. As we show, our methods go beyond previous treatments especially
graph-based ones and can be applied to the kind of high-resolution recordings of biological,
neural and social systems that are becoming increasingly available. Before delving into
the details, however, in the next chapter we provide some necessary formal and conceptual
background. This includes a brief overview of the relevant mathematical tools, biological
networks and brain imaging application areas, as well as previous research on multi-scale
integration and modularity in networks and multivariate systems. In the last chapter, we
summarize the significance of our work and suggest possible directions for future research.
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Chapter 2
Background and literature review
We overview some of the mathematical concepts relevant to this thesis at a high-level as
well as potential application areas. We conclude with a literature review of how multi-
scale integration and multi-scale modularity have been previously studied in networks and
multivariate systems.
2.1 Technical background
2.1.1 Graphs
Graphs are mathematical objects composed of entities and relations. Due to their wide
applicability and intuitive nature, graphs have seen immense success for modeling the or-
ganization of distributed biological, neural, and social systems. Graphs are often called
networks (though this term can sometimes have broader meanings), with network science
referring to a field that studies graph-based models of complex systems, called complex
networks.
Formally, a graph is defined by a set of a vertices (also called nodes) and a set of edges
(also called links or connections), where each edge corresponds to a pair of vertices. If these
pairs are unordered sets, then the graph is undirected ; if the pairs are ordered (indicating
that the edge ‘points’ from the first vertex to the second), the graph is directed. A graph
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can also be weighted if a number is associated with each edge; otherwise, it is unweighted.
When used as models of real-world systems, vertices often represent system compo-
nents while edges represent pairwise constraints between components. Such constraints can
physical (e.g. anatomical connections between brain regions), conceptual (e.g., connections
between similar words in a semantic networks), or statistical (e.g., correlations between
component states).
The degree of a vertex is the number of edges that contain it. Directed graphs also have a
notion of vertex out-degree the number of edges that begin at a vertex and vertex in-degree
the number of edges that terminate at a vertex. The set of vertices connected to a given
vertex are called the vertex’s neighbors; incoming neighbors and outgoing neighbors can be
defined in the same way as in-degree and out-degree. For weighted graphs, vertex strength
is the sum of the weights of the edges containing the vertex. High-degree or high-strength
vertices are often called hubs.
Many graph measures are based on the notion of path length. A walk between a ‘source’
vertex and a ‘target’ vertex is a sequence of edges where each edge (after the first) shares
a vertex with previous, the first edge contains the source, and the last edge contains the
target; in directed graphs, the edges also need to all be oriented in the same direction. A
path is a walk in which no vertex is contained in more than two edges (i.e. vertices don’t
repeat). The path length of a path in an unweighted graph is the number of edges contained
in the path; in weighted graphs, it is the sum of the weights (or some transformation of the
weights) of the edges contained in the path. The shortest path between two vertices is the
path connecting the two vertices with the smallest length. The diameter of a graph is the
longest shortest path between any pair of vertices.
Finally, the clustering coefficient measures the number of triangles (fully connected
triplets) found in a given graph, versus the number of possible triangles if all (fully or
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non-fully) connected triplets were fully connected.
2.1.2 Multivariate systems
This thesis is concerned with the analysis of multivariate systems due to their prevalence
in the modeling of real-world distributed systems, including brain activity and biological
regulatory networks (Section 2.2). A multivariate system is a mathematical object with a
notion of multi-dimensional state. The state of a system with d dimensions can be repre-
sented as a vector x ∈ X, where X is d-dimensional state space. When used for modeling,
each dimension represents the state of an individual component. The individual dimensions
are also called variables. As we will see in the next section, dynamical systems which have
a state that changes through time can be multivariate.
Multivariate systems are probabilistic if a probability measure over states is provided.
Some prominent examples are found in statistical mechanics: in ‘spin glasses’, each dimen-
sion of a multi-dimensional state x represents the orientation of an abstract ‘spin’ [7] and
in equilibrium occurs with probability P (x) ∝ exp (−βE (x)), where E (x) is the energy
of state x.
In the introduction, we contrasted multivariate systems with graphs, which have no no-
tion of state and instead represent systems using vertices and edges. Sometimes, however,
multivariate systems are associated with an underlying graph which encodes the organiza-
tion of statistical dependence or causal influence between variables (for example, Bayesian
networks [8], or in the dynamic context, Boolean networks, discussed in Section 2.2.2).
2.1.3 Dynamical systems
Dynamical systems are mathematical objects used for describing systems that change in
time.
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Formally, a dynamical system is defined by a state space (the set of possible system
states, sometimes called phase space), a temporal domain (set of possible time values), and
an evolution function (specifying how the state changes over time).
Dynamical systems can be categorized based on the nature of their state space, the
temporal domain, and the evolution function.
For instance, dynamical systems can be multivariate if their states are multidimensional
vectors. As mentioned, multivariate systems are often used to model distributed systems,
with dimensions representing components and dynamics resulting from interactions between
components. If the state space has a discrete topology, the system is called discrete-state; if
the state space is an interval of a (possibly multidimensional) real- or complex-valued space,
the system is continuous-state. If the temporal domain is the (possibly non-negative) inte-
gers, the system is called discrete-time; if the temporal domain is the (possibly non-negative)
reals, it is continuous-time.
Discrete-time dynamical systems are often defined using difference equations, which have
the form:
xt+1 = f (xt)
where xt is the state of the system at time t and f is called the update function. Similarly,
continuous-time systems are often defined using differential equations:
x˙ = f (x)
where x is the state of the system and x˙ is its instantaneous rate of change. If the update
function depends on more than just the current state such as the previous states or, in
the case of differential equations, second or higher order derivatives this can be handled
within the outlined framework by enlarging the state-space. It is also possible for f to
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have explicit dependence on time t, in which case the system is called a non-autonomous
dynamical system; in this thesis, we only consider systems which do not have an explicit
time dependence, called autonomous dynamical systems.
Systems defined by difference or differential equations can be categorized by the nature
of the function f . Linear dynamical systems are those in which f has the form f (x) := Ax,
where A is some scalar or matrix (for multivariate systems). If f does not have this structure,
the dynamical system is non-linear.
So far we have considered deterministic dynamical systems, which map each a state to
a single, unique future trajectory. Conversely, in random dynamical systems system tra-
jectories occur randomly with a probability distribution. Markov process (continuous-time)
and Markov chains (discrete-time) are types of random dynamical systems [9] often used to
model dynamics with noise or uncertainty. In a Markov chain, the probability of a system
being in state xt+1 at time t + 1 can only depend on the previous state xt at time t; fur-
thermore, in a homogenous Markov chain, this conditional probability is constant across all
time points.
2.1.4 Information theory
Information theory [10] is a field of mathematics that defines information in terms of prob-
abilistic outcomes of random variables. More concretely, the entropy of a discrete-valued
random variable X with probability mass function P is:
H (X) = −
∑
x
P (x) logP (x)
where the summation is over all possible outcomes of X. The units of entropy depend on
the base of the logarithm; two common choices are bits (corresponding to base 2 logarithm)
and nats (corresponding to the natural logarithm).
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Entropy is a measure of uncertainty embodied in an average outcome of a random vari-
able. For instance, the entropy of X in bits is the average number of ‘yes-or-no’ questions
needed to identify an outcome of X, assuming that the yes-or-no questions are chosen opti-
mally. A random variable which takes a certain outcome with probability of 1 has an entropy
of 0 (indicating total certainty), while a random variable that has a uniform distribution of
K possible outcomes has an entropy of log2K bits (maximal for a random variable with K
outcomes). A codebook is an assignment of a uniquely-identifying sequence of answers to
each outcome.
When provided with a joint distribution over two variables, P (X,Y ), the joint entropy
quantifies the uncertainty present in the outcome of both variables considered together:
H (X,Y ) = −
∑
x,y
P (x, y) logP (x, y)
Conditional entropy measures the expected uncertainty in the value of a random variable
when the value of the other is known:
H (Y |X) = −
∑
x,y
P (y, x) logP (y|x) = H (Y,X)−H (X)
When two random variables X and Y are statistically independent, p (x, y) = p (x) p (y)
for all x ∈ X, y ∈ Y and the joint entropy equals the sum of the individual entropies:
H (X,Y ) = H (X) +H (Y ). However, when statistical constraints exist between X and Y ,
the joint entropy is lower than the sum, indicating a reduction in the possible outcomes of
the two variables considered together. The difference between the sum and the joint is the
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mutual information between X and Y :
I (X;Y ) = H (X) +H (Y )−H (Y,X)
= H (X)−H (X|Y ) = H (Y )−H (Y |X)
Mutual information is symmetric quantity that measures the amount of statistical depen-
dence between two random variables. As seen in the second line of the above equation, it can
also be interpreted as the reduction in uncertainty about the value of one random variable
given by knowledge of the other. Mutual information is equal to 0 when two variables are
statistically independent and reaches its maximum possible value of min {H (X) ,H (Y )}
when one variable is a function of the other.
Mutual information can be generalized in several ways in order to measure the amount
of statistical constraint between more than two variables. The most common such general-
ization is total correlation [11], also called multi-information [12]:
TC (X1, . . . , XK) =
K∑
i=1
H (Xi)−H (X1, . . . , XK)
Total correlation is the excess number of bits needed to individually specify the outcomes
of a set of random variables rather than their joint outcome.
Mutual information and total correlation are special case of a more general measure
called Kullback-Leibler divergence (KL divergence). The KL divergence between distribu-
tions P (X) and Q (X) is:
KL (P (X) ‖Q (X)) =
∑
x
P (x) log
P (x)
Q (x)
KL divergence is a nonnegative, non-symmetric measure of difference between distributions.
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One interpretation of KL divergence is that it measures the average number of extra bits
necessary to specify an outcome of P (X) when using a codebook optimizes for distribution
Q (K). KL divergence is 0 if and only if the distributions are equal; it does not have an
upper bound.
Both entropy and KL divergence can be written with a subscript to indicate
that a different distribution should be used for taking expectations. For example,
KLR (P (X) ‖Q (X)) =
∑
xR (x) log
P (x)
Q(x) .
So far, we have considered discrete-valued random variables. If summations are replaced
by integrals, the above information-theoretic measures also apply to continuous-valued ran-
dom variables. Entropy for continuous-valued random variables is called differential entropy.
However, differential entropy is not invariant to invertible transformations of the random
variable (coordinate changes), unlike KL divergence and measures that can be expressed
like KL divergence, such as mutual information and total correlation. For this reason,
some authors see KL divergence as a more ‘fundamental’ information-theoretic measure for
continuous-valued random variables [13].
2.1.5 Statistical inference, prediction and model selection
This section overview applications of statistics and probability theory to the problem of
using observed data to gain knowledge about the world.
In this formalism, each hypothesis or model θ comes from Θ, the space of all models
sometimes called a model class. Each model θ defines a likelihood function P (D|θ), the
probability of data D occurring provided if the model were true (for simplicity, here we
assume that P (D|θ) are independent and identically distributed over data samples). In
many cases, a model class represents a parameterized family of distributions (for example,
the set of all Gaussian distributions) while individual models represents particular choices
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of parameter values (for example, a model might correspond to a Gaussian distribution with
a specific mean and variance).
The problem of statistical inference is to make inferences about hypotheses given data.
One way to do this is through the method of maximum likelihood (ML). ML selects the
hypothesis θ that gives the data the highest likelihood:
θˆML (D) = argmax
θ
P (D|θ)
Another problem is making prediction about future data. ML can also be used in this
domain: using maximum likelihood, given observed data D, future data D′ is predicted to
be distributed according to the predictive distribution P
(
D′|θˆML (D)
)
.
Bayesian statistics provides an alternative approach in which inference and prediction
are performed using simple operations of probability calculus. Inference involves applying
Bayes rule of conditioning to give the posterior distribution over hypotheses:
P (θ|D) := P (D|θ)P (θ)
P (D)
The denominator P (D) :=

Θ P (D|θ)P (θ) dθ is called the marginal likelihood or model
evidence and normalizes the probability distribution. Bayesian prediction of future data D′
is likewise handled using the calculus of probabilities, in this case by integrating over the
posterior distribution. The Bayesian posterior predictive distribution is:
P
(
D′|D) := 
Θ
P
(
D′|θ)P (θ|D) dθ
Several aspects of the Bayesian statistics should be noted. First, the likelihood function
P (D|θ) retains a central place in inference and prediction. Second, Bayesian statistics
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involve the use of a prior distribution P (θ), which represents the a priori probabilities
assigned by the experimenter to different hypotheses. Third, inference about hypotheses
does not arrive at the selection of a single best hypothesis (as done by ML) but rather a
distribution over hypotheses. This uncertainty about hypothesis is also incorporated into
predictions about future data, which are computed as the average of different hypotheses’
future predictions weighed by their posterior probabilities.
Often times, the goal is to select between two or more model classes, a problem called
model selection. A prototypical model selection problem is whether exclude or include a
predictor in a linear regression model. This question can be considered as the choice between
model class Θ1 (without the predictor) and model class Θ2 (with the extra predictor), where
the later model class has an extra dimension corresponding to the additional regression
coefficient.
Model classes cannot simply be compared in terms of the maximum likelihoods found in
each model class. This is because model classes with more parameters have more ‘knobs’ to
tweak in order to fit the data, and will generally produce higher likelihoods even if the actual
process in the world corresponds to the simpler model. One approach to model selection is
to choose the model class that is expected to gives the best predictions, where prediction
quality is measured using an information-theoretic measure called risk [14]. The risk of a
model class is the KL divergence between the true distribution from which data is drawn
here called Q and the predicted distribution. Assuming a set of k possible model classes
{Θ1, . . . ,Θk}, the risk of model class i is:
ri = KLQ(D′,D)
[
Q
(
D′
)∥∥Pi (D′|D)]
where Pi is the predictive distribution corresponding to model class i (chosen using ML,
Bayesian statistics, or some other approach).
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Using properties of the KL divergence, risk can be rewritten as:
ri = KL
[
Q
(
D′
)∥∥Pi (D′|θ?i )]+KLQ(D′,D) [Pi (D′|θ?i )∥∥Pi (D′|D)]
where θ?i represent the model in class i that has the smallest KL divergence to the ‘true’
distribution Q (this is sometimes called the ‘pseudotrue’ model [15]). In this decomposition
of risk, the first term corresponds to approximation error the intrinsic prediction error due to
the failure of the model class to contain the true distribution. The second term corresponds
to estimation error the prediction error arising from suboptimal choices of models within the
class due to limited amounts of data. This is a version of the bias-variance decomposition
frequently encountered in statistics [16].
In the scenario encountered in Chapter 4, the subscript in the second term can be dropped
to produce KL [Pi (D′|θ?i )‖Pi (D′|D)]. For continuously-parameterized model classes under
some regularity conditions, this quantity can be approximated using a Taylor expansion; for
both Bayesian and maximum likelihood predictions strategies, it asymptotically approaches
ki
2n +O
(
n−2
)
as the number of data samples n→∞, where ki is the dimensionality of the
model class Θi (i.e. the number of parameters) [17, 18]. This suggests a model selection
rule for large data sizes:
Θ? = argmin
Θ
KL
[
Q
(
D′
)∥∥Pi (D′|θ?i )]+ ki2n
In most situations, the true distribution is not known Q (D′) and the first term is treated
as KL [Q (D′)‖Pi (D′|θ?i )] = −H [Q (D′)] + HQ(D′) [Pi (D′|θ?i )] ≈ C + H [Pi (D′|D)], where
the C stands for the negative entropy of the true distribution (constant across models). In
the second term, the estimation error arises from the number of model parameters, scaled as
n−1 with greater data, parameters can be estimated more efficiently, thus model complexity
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matter less.
2.2 Application domains
2.2.1 Functional and structural brain imaging
The electrical activity of neurons in different brain regions called the brain’s functional
activity takes place over an intricate underlying anatomical structure. Neuronal bodies are
located in the brain’s grey matter, while long-range connections between distant neurons are
arranged in fiber bundles and make up the brain’s white matter. Recent developments in
non-invasive magnetic resonance imaging (MRI) have given researchers an unprecedented
view of the function and structure of the in vivo human brain.
Several types of MRI exist. T1 weighted MRI detects differences in water and fat content
at different voxels, or units corresponding to a small 3-dimensional volume of the brain, which
can be used to classify brain regions as white or grey matter.
Diffusion spectrum imaging (DSI) and the closely related diffusion tensor imaging (DTI)
are MRI techniques that detect the direction of water diffusion in different brain regions [19].
Because water tends to preferentially diffuse along the orientation of fiber bundles, these
measurements can be used to uncover the organization of long-range brain connectivity.
This reconstruction is done using fiber tractography techniques [19], whose results can be
processed to produce a network of structural connectivity, with nodes representing neural
regions and edges representing anatomical connections between regions. This network is
also called the connectome [20, 21].
Finally, functional MRI (fMRI) is an MRI technique that detects variation in blood
oxygenation. Since it is thought that neural activity locally modulates the vascular system
and oxygen supply [22], the blood oxygenation dependent signal (BOLD) produces by fMRI
is used as a proxy for local neural activity. fMRI naturally produces a multivariate timeseries
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of the BOLD activity at multiple voxels. Clusters of voxels are often grouped into regions
of interest (ROIs) according to various possible schemes, often based on anatomical atlases,
structural connectivity, or functional data [23]. This clustering is called parcellation and
may be performed at different resolutions, with higher-resolution parcellations resulting in
larger numbers of ROIs. Though parcellation reduces the dimensionality of the data and
can ease model construction and data interpretation, it also involves some arbitrary choices
that can affect results [23].
Correlations (or other statistical dependence measure) can be computed between the
activities of different regions and processed to produce a network of functional connectivity
[24], in which nodes represent neural regions and edges represent statistical coupling between
regions. Effective connectivity is another measure of activity coupling between regions: while
functional connectivity represents average levels of statistical constraint, effective connectiv-
ity aims to uncover the instantaneous causal interactions that drive information flow between
brain regions [25].
Imaging studies have supported the idea that human brain function is, to some extent,
physically localized. For example, some neural regions appear to be low-level unimodal
areas, primarily dedicated to processing information from a single modality (for example,
the occipital part of the brain is occupied by the visual cortex, primarily involved in visual
tasks). Other regions carry associative roles, for example serving as multimodal hubs that
integrate information between different modalities [26].
Other studies have uncovered the role of distributed networks in supporting brain activ-
ities. For example, have studied fMRI recordings of the human resting state, where subjects
are instructed to lie in an awake and cognitive alert state sometimes referred to as mind
wandering. It has also been found that a set of regions called the default mode network
(DMN) increase their activity during resting state with respect to their activity during cog-
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nitive task performance [27]. In addition, the activity of these regions has been found to be
coupled into a coherent functional network during resting state [28]. This network has also
been investigated structurally; it was found that regions that typically are coupled through
the DMN such as medial prefrontal cortex (MPFC) and posterior cingulate cortex (PCC)
are also strongly connected by fiber tracts inferred from diffusion imaging studies [29].
Since that time, researchers have reported a variety of coordinated resting state networks in
addition to the DMN [30, 31, 32].
While striking progress has been made, extracting robust and meaningful information
from MRI recordings of the human brain remains a challenge. As we will overview in the next
section, multi-scale integration and modularity have been proposed as important organizing
principles in the brain, but much remains to done in order to explore this hypothesis in in
real-world functional brain data.
2.2.2 Dynamics of biological networks
Multivariate dynamical models of biological networks are another possible application do-
main for our approach. In these models, variables represent biological entities while dynam-
ics represent interactions between groups of entities. These models can range in scale from
cellular regulation, in which genes, proteins, and other cellular components interact through
various molecular mechanisms [33], to models of species interacting in large ecological net-
works [34].
Of particular interest are Boolean networks (BNs), often used to study gene regulatory
networks (GRNs). BNs are multivariate, discrete-time deterministic dynamical systems in
which each dimension (or ‘node’) is Boolean-valued (i.e. has a state in {0, 1}), similar to
spin glass models used in statistical physics [35]. An underlying structural graph determines
which nodes can influence which others, with the value of each node at time t+1 updated as
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a Boolean function of the state of its incoming neighbors at time t (although other updating
schedules also exist [36]). In a BN representation of a GRN, the two possible states of a
node normally represent the expression or suppression of a particular gene, protein, or other
cellular component or process.
BNs studies can either focus on the universal properties shared by large ensembles of
randomized GRNs-like systems an approach popularized by Stuart Kauffman [35] or as
models of specific real-world GRNs as seen, for example, in the study of Drosophila embryo
segmentation [37]. BNs are of particular interest to biological modelers because they may
capture important qualitative behaviors of a system without requiring information about
precise rate constants [38].
As previously mentioned, many biological systems including intracellular networks [39]
are hierarchically-organized systems that display integration at multiple scales. Modular-
ity has been argued to characterize biological systems at all levels, from molecular [40] to
ecological (where modularity is often called compartmentalization [41]).
2.3 Multi-scale integration
2.3.1 Introduction
Herbert Simon’s essay “Architecture of Complexity” argues that hierarchical modular organi-
zation is a ubiquitous property of complex systems [4]. To reiterate, hierarchical organization
is present in systems composed of weakly-coupled subsystems (nowadays called modules),
which are themselves composed of weakly-coupled subsystems, and so on. Hierarchies are
archetypical examples of multi-scale integration, and often demonstrate short-range forces
that bind together low-level modules, while weak long-range forces bind together high-level
modules.
Many real-world complex systems exhibit integration at multiple scales. However, it
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is important to note that multi-scale integration does not necessarily have to be either
hierarchical or modular. While hierarchy refers to organization that is modular and nested,
in the sense that each module at one level is entirely contained within a single module at
a higher level, other types of multi-scale modularity are also possible, including ones where
the modular decompositions at different levels do not ‘line up’ to form nested relationships.
Multi-scale integration also does not necessarily have to be modular: it is possible that, at
a given scale, components are not clumped together into distinguishable modules. Rather,
the defining aspect of multi-scale integration is that novel constraints become relevant in
organizing the activity of components at different scales.
As we will highlight in the next sections, the notion of multi-scale integration plays a
central role in complex systems, both in network science (see the next section) and in vari-
ous information-theoretic measures of the organization of complex systems (Section 2.3.3).
Multi-scale integration has attracted great attention because it is ubiquitous and because it
may play vital functional roles in complex systems. For example, it is thought to optimally
balance trade-offs involving various kinds of conflicting local vs. global constraints, such
as the demands of global interconnectivity versus local robustness to faults [42] or overall
wiring cost [43, 44], as well as localized functional differentiation versus global integration
of information [45]. Multi-scale integration can also emerge naturally in spatially-embedded
systems [5, 6], making it relevant to a great number of real-world systems.
2.3.2 Networks
Many complex networks including social networks, the Internet, and various biological net-
works display heavy tailed degree distributions, meaning that even high-degree nodes have
a very large probability of occurring. If connections between vertices represent constraints,
then the degree of a vertex (the number of other vertices with which it is coupled) can be seen
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as a measure of the vertex’s relevant ‘scale’ of constraint. Under this interpretation, heavy-
tailed networks exhibit integration over many magnitudes of scales, ranging from highly
peripheral nodes (that interact with a very small number of neighbors) to strong hubs (that
interact with a huge number of neighbors). This is unlike networks with strongly-peaked
degree distributions in which there is a single characteristic scale of integration (each node
has the same, or nearly the same, degree) like lattices and random graphs.
For example, the degree distributions of heavy-tailed networks can be compared to graphs
produced by the ErdsRényi (ER) random graph model. The ER model generates networks
in which any two vertices are linked with a constant probability p. For large numbers of
nodes (indicated by n), the degree distribution for these graphs is sharply peaked around
mean degree np, with probabilities of high-degree nodes orders of magnitudes lower than in
empirically observed complex networks.
One explanation of how heavy tailed degree distributions arise is based on the Barabasi-
Albert (BA) preferential attachment model [46], originally discovered by Price [47] based
on the ideas of Herbert Simon. In this model, graphs are grown by incrementally adding
nodes to the network, with each new node connecting to existing nodes with a probability
proportional to their degrees, a process sometimes called “rich get richer”. The resulting
graphs are called scale-free because they exhibit a power-law degree distribution, meaning
that the probability of finding a node with degree k is proportional to k−α. The original
preferential attachment model produces graphs with α = 3 [46, 48], but other exponents are
possible via slight modifications of the growth process [49, 50, 51]. Scale-free networks can
also be produced by other models, including models of hierarchical fractal graphs [52, 53]. It
should be noted that though some complex networks do appear to have power law degrees
distributions, and that power-law generating mechanisms may give insights into real-world
processes of network growth, rigorous statistical tests have shown that not all real-world
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complex networks are scale-free but may belong to other heavy-tailed degree distributions
[54].
Another important idea in network science is that of small-world graphs, which have
both high clustering coefficient and small diameter (see Section 2.1.1). If high clustering
is considered as integration at small-scales and small diameter is considered as integration
at global scales, then small world graphs demonstrate a kind of multi-scale integration.
Real-world complex networks tend to be small-world [55], unlike both random and lattice-like
graphs: ER graphs have a small diameter but a larger clustering coefficient, while lattices
have a large clustering coefficient but also a large diameter.
The Watts and Strogatz model [56] is a tool for studying small-world graphs. In this
random graph model, vertices are arranged along a ring and each vertex is connected to its
K neighbors (producing what’s called a ‘ring lattice’ graph). Connections are then randomly
rewired with some probability p; if p is small, the graphs will demonstrate a combination of
small diameter and high clustering coefficient.
Small-worldness can also be quantified using a graph-theoretic measure of efficiency [42].
The ‘global efficiency’ of a graph G is computed as the average inverse shortest-path length
between all pairs of vertices:
E (G) =
1
n (n− 1)
∑
i 6=j∈G
1
dij
where n is the number of vertices and dij is the shortest-path length between vertex i and j.
Efficiency is high if shortest path lengths tend to be small. In addition, a ‘local efficiency’
measure Eloc (i) can be defined using the efficiency equation applied to the subgraph con-
taining the neighbors of a given node i [42]. Local efficiency can be considered a measure of
local robustness, since it is high when shortest paths between the neighbors of a ‘removed’
node remain short.
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Latora and Marchiori show that real-world complex networks have both high global and
local efficiency (unlike ER graphs, which have low local efficiency, and lattices, which have
low global efficiency). This shows that small-worldness balances two conflicting constraints:
high global efficiency means that shortest-paths between points is low and information can
spread quickly across the entire system, while high local efficiency means that the system is
robust to local faults. This again shows that small world graphs demonstrate integration
in this case, quantified by the efficiency measure at multiple scales at once.
Another explanation for the origin of small-world behavior involves the minimization of
wiring cost in spatially-embedded graphs. In many systems, the construction and main-
tenance of connections is costly (as an example, consider the great investments required
to build and maintain roads). It may thus be expected that spatially-embedded complex
systems will optimize their organization so as to minimize wiring cost, predicting that sys-
tems should resemble lattices, the network structure with the minimum cost. However, it
is also of great advantage for disparate regions of a network to be quickly reachable that
is, for the system to have short shortest-paths but connections between distant regions of
a lattice are long-range and costly. Small-world networks arise when these two constraints
are optimally balanced: they are mostly lattice-like and have low wiring cost, but also have
small diameters due to the presence of a small number of long-range links [43, 44] .
2.3.3 Multivariate systems
As W. Ross Ashby eloquently put it [3], in multivariate systems, “the presence of ‘organiza-
tion’ between variables is equivalent to the existence of a constraint in the product-space of
the possibilities”. The degree of such constraint is naturally measured by information-theory
(overviewed in Section 2.1.4). In this section, we discuss how information-theoretic measures
have been used to characterize multi-scale integration in multivariate systems.
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One way to define scale in multivariate systems is in terms of the number of variables
that are considered simultaneously. Given a way to select subsets of variables of a certain
size, information-theoretic measures can be used to measure the strength of integration in
the subset. Two measures are used particularly often: first, the joint entropy of the variables
(the total number of bits needed to jointly encode the outcome of the variables), with lower
entropy indicating more constraint; second, the total correlation (the number of bits saved
by jointly rather than individually encoding the outcomes of the variables), with higher
total correlation indicating more constraint. Total correlation differs from entropy because it
discounts variation arising from individual variables’ entropies. Entropy and total correlation
both measure redundancy, in that they indicate maximal interaction when variables are exact
copies of each other (or deterministic functions of copies). Other measures that detect a
combination of non-redundancy and inter-variable constraint have been proposed [57, 58].
Integration can then be quantified at various scales given a measure of constraint
strength, as done by several measures of complexity. Such measures are closely tied to the
idea that complex systems occupy a ‘middle region’ between totally ordered (e.g. crystals,
lattices) and totally disordered systems (e.g. gases).
One proposed measure effective measure complexity (EMC) [59], also known as predic-
tive information [60] and excess entropy [61] quantifies multi-scale integration in stochastic
processes (infinite, stationary, and linearly-ordered sets of random variables, often used to
represent timeseries or infinite 1-dimensional spin systems). EMC defines scale in terms of a
contiguous ‘window’ of random variables of a given size. Subsystems correspond to contigu-
ous chunks of random variables for example, size 2 subsystems correspond to neighboring
pairs of random variables; (because of stationarity, the absolute location of these subsystems
does not matter). Let H
(
X1...n
)
indicate the joint entropy of a subsystem of size n and
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rewrite:
H
(
X1...n
)
=
n∑
i=1
H
(
Xi|X1...i−1
)
= n · S0 + S1 (n)
As n → ∞, entropy scales with an extensive component the entropy rate S0, or the
irreducible randomness in the outcome of each random variable and a sub-extensive com-
ponent S1. EMC is equal to the limit of this sub-extensive term: CEMC = S1 (n) as n→∞.
It measures the reduction in uncertainty about system state due to statistical constraints
across multiple scales. EMC is zero for totally disordered systems in which each element is
independent (where joint entropy grows linearly) as well as totally-ordered systems (which
have no entropy). S1 can also be shown to be equal to the mutual information between the
two halves of the system [60]:
S1 (n) = H
(
X1...n
)− n · S0
= H
(
X1...n
)−H (X1...n|Xn+1...∞)
= I
(
X1...n;Xn+1...∞
)
If the stochastic process is interpreted temporally, EMC is equal to the mutual information
between the entire past and the entire future of a stochastic process.
TSE complexity [45] was proposed as a measure of neural complexity motivated by the
idea that the brain displays functional segregation at small scales and functional integration
at large scales. TSE complexity is inspired by similar ideas EMC, but is applicable to
a broad class of multivariate systems because it does not depend on a linear ordering of
random variables nor an infinite number of variables (as does EMC, due to the stochastic
process assumption). TSE looks at the scaling of entropy in all possible subsets of the
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variables of a given size:
CTSE (X) =
N∑
k=1
(
〈H (XY )〉Y⊆V (k) −
k
N
H (X)
)
where 〈·〉Y⊆V (k) indicates an average over all subsets of system variables of size k. TSE
measures the ‘excess entropy’ of k-sized subsets above the kNH (X), the linearly-scaled en-
tropy of the whole system that is analogous to the ‘entropy rate’ of the stochastic pro-
cess. TSE complexity is high when small subsystems are highly varied (high entropy) while
large systems are highly integrated (low entropy). Alternatively said, it is high for sys-
tems that have system-wide constraints that cannot be accounted by constraints holding
among smaller subsystems. This measure can be formulated in several other ways, in-
cluding as the average mutual information between all possible bipartitions of a system
CTSE (X) =
1
2
N∑
k=1
〈
I
(
XY ;XV \Y
)〉
Y⊆V (k) and in terms of the scaling of total correlation
CTSE (X) =
N∑
k=1
(
k
N
TC (X)− 〈TC (XY )〉Y⊆V (k)
)
[45].
Some research has looked at the connection between structural and multivariate measures
of multi-scale integration by using graphs to parameterize the dynamics of multivariate linear
dynamical systems with noise. Using this paradigm, it has been found that graphs that
generate high-TSE multivariate activity are small-world [62], contain many short loops [62],
and exhibit hierarchical modularity [63]. Others have argued that small-world organization
in structural graphs is not sufficient to generate high values of TSE [64], but that short loops
play the crucial role [65, 66]. These results may not hold for non-linear dynamical systems.
Many complex systems are embedded in space or in an underlying network. This em-
bedding can naturally give rise to high measures of multi-scale integration [5, 6]. However,
the aforementioned measures of multi-scale integration do not consider entropy growth over
truly-spatial kinds of scale. TSE treats scale in terms of number of components (all subsets
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of a given size are considered at a particular scale) while EMC considers scale in terms of
the size of contiguous windows of linearly-ordered random variables. Previous research has
investigated relaxing the spatial assumptions of EMC [67] in order to consider 2D lattices
[68, 69, 70]. However, a unified approach to treating multi-scale integration in spatially-
embedded systems has been lacking.
We are interested in applying multi-scale integration measures to fMRI brain data. How-
ever, the application of such measures needs to account for the fact that the human brain
is embedded in physical space and interlinked by underlying anatomical networks (Section
2.2.1). Furthermore, in general there has been almost no work in applying multi-scale in-
tegration measures to real-world fMRI data even in the case of TSE, which was originally
proposed in the context of brain research (one exception to this was a study that measured
TSE in fMRI data and considered subsystems in terms of contiguous brain regions [71]). In
Chapter 3, we develop a method to incorporate underlying spatial knowledge into measures
of multi-scale integration. We then apply our method to analyze functional activity of the
resting state human brain.
2.4 Modularity
2.4.1 Introduction
As mentioned in the Introduction, in many complex systems, constraints between compo-
nents are not distributed in a homogenous manner but are instead arranged into tightly-
integrated modules that are weakly-coupled to one another. This kind of organization may
occur across many scales, an organizational pattern we call multi-scale modularity.
The concept of multi-scale modularity has played a central role in complex systems
science since Herbert Simon’s essay “The Architecture of Complexity” [4]. Simon provided
some illustrative examples to suggest why modularity is ubiquitous in real-world complex
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systems .
Simon’s first example posits two different watchmakers that attempt to make identical
watches consisting of 1000 parts each. Unfortunately, these watchmakers are regularly inter-
rupted. When the first watchmaker is interrupted, he looses track of his progress and must
begin constructing a watch from scratch. The second watchmaker constructs watches in
smaller ’subassemblies’ of 10 parts, 10 of which then get combined into larger subassemblies
of 100 parts, 10 of which finally go into making a watch. When interrupted, this watchmaker
only looses track of the current subassembly.
The second watchmaker constructs watches in a ‘modular’ way, in the sense that he
progresses through a series of stable intermediate subassemblies. Because of this, he can
recover from interruptions and complete many more watches than the first watchmaker. For
similar reasons, Simon argued that evolved complex systems are likely to arise out of modular
processes: stable complex entities are more likely to come about through a combination of
simpler stable forms than be assembled from start to finish from unstable components.
Simons second example concerns the role of modularity in search processes. We are
asked to imagine two combination locks, with each lock having 10 dials that can be set
to any number from 0 to 99. One lock a ‘non-modular’ one is a properly-functioning
combination lock that only opens when the correct combination has been entered. The
second lock a ‘modular’ one emits a click when each dial is individually set to its correct
value. If search proceeds by trial and error, the non-modular lock will take much longer
to open (every combination must be tried separately) than the modular lock (which can
be solved dial-by-dial). Simon draws a connection between the task of opening the lock
and problem solving by trial-and-error (including adaptation by natural selection). In both
cases, if partial solutions are rewarded as they are the modular lock then hard-to-find
solutions can be identified by progressively improving on partial solutions.
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Because of these considerations, modularity plays a central role in studies of evolvability,
or the capacity of different genetic and developmental architectures to produce good solution
under evolutionary dynamics [72, 73, 74, 75, 76, 77]. Lessons can also be extracted for other
adaptive learning processes. For example, in Chapter4, we propose a way to decompose
multivariate systems into modular subsystems based on the predictive performance of a
statistical learner. Here, as in evolution, modularity can help the statistical learner quickly
fit well-performing models.
In addition to its role in evolvability, the presence of modular organization has also been
argued to provide direct functional advantages [78]. These include enabling the presence of
endogenous, self-generated activity in dynamical systems [79] and increasing the robustness
of systems by containing the spread of perturbations [80]. In Chapter5, we use these ideas
to identify modular decompositions based on the spread of perturbations between system
variables.
Modularity may also arise for entirely non-functional reasons. For example, non-adaptive
dynamical processes such as neutral gene duplication and drift may produce modularity in
gene regulatory networks [81, 82]. It may also arise due to stochastic fluctuations in density
of constraints or connections [83] as well as the constraints of spatial embedding [84]. Simon
himself provided a neutral explanation for the origin of modularity [4]: he posits model in
which entities can enter into a fixed number of interactions, some strongly-coupled and some
weakly-coupled. He argues that under these conditions, entities will first enter into strong
interactions and self-organize into tightly-integrated low level modules; after this, ‘left over’
weak-coupling interactions can become relevant and bind groups of low-level modules into
higher-level modules.
Finally, it is also possible that modularity is so ubiquitous for a more ‘epistemological’
reason. Reductionistic analysis can only be successful in systems that are, in one way or
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another, already modular. Simon suggests that non-modular systems were they to exist
“may to a considerable extent escape our observation and our understanding. Analysis of
their behavior would involve such detailed knowledge and calculation of the interactions of
their elementary parts that it would be beyond our capacities of memory or computation.”[4]
In other words, if we tend to perceive the world in terms of individuatable systems composed
of identifiable parts or processes, entities that do not have any kind of modular organization
may escape our notice.
As mentioned, in chapters 4 and 5, we consider the problem of decomposing a multivari-
ate system into weakly-coupled subsystems at different scales. In the next section, we will
see that while this problem has received much attention in network science, much less work
has been done on decomposing multivariate systems (Section 2.4.3).
2.4.2 Decomposing networks
2.4.2.1 Community detection
Graphs are often used to represent distributed systems, with vertices corresponding to sys-
tem components and edges corresponding to links or constraints between components. In this
context, modularity is called community structure [85] and is usually formalized in terms of
subgraphs that are densely internally-linked but only weakly inter-connected [86, 87]. Iden-
tifying communities in graphs has become a central research direction of network science.
The problem of identifying optimal decomposition is often stated in terms of finding
partitions that optimize a given quality function. The most well-known quality function is
called Newman’s modularity [87]. This measure quantifies the excess number of links inside
communities compared to that expected in a random graph with fixed node degrees. For
a given partition pi = {C1, . . . , CM} into M communities, where each community Ci =
32
{a, . . . , k} represents a set of node indices, Newman’s modularity is defined as:
Q (pi) =
1
T
∑
C∈pi
∑
i,j∈C
[
Aij − kikj
T
]
where T is the total number of edges, A is the adjacency matrix of the graph, and ki is the
degree of node i.
2.4.2.2 Random-walk based methods
Most methods of finding communities in graphs are topological, in the sense that they are
defined in terms of vertices, edges, or other graph theoretic properties. Recent methods
have proposed to identify communities using a dynamical approach, specifically using ran-
dom walk dynamics and defining communities as subgraphs that ‘trap’ random walkers for
extended periods of time.
One such approach is the Markov stability framework [88, 89, 90]. For a partition pi =
{C1, . . . , CM}, Markov stability is defined as:
Rt (pi) =
∑
C∈pi
P (x0 ∈ C, xt ∈ C)− P (x0 ∈ C)P (x∞ ∈ C)
where xt ∈ C indicates the event that the random walker is in community C at time t.
Markov stability measures the probability of finding a random walker in the same community
initially and at time t, minus the probability of finding the walker there initially and again
at equilibrium. Here, t functions as a scale parameter, with longer times t favoring larger
modules. Markov stability can also be expressed as the autocovariance of a ‘clustered’
(coarse-grained to the level of community occupation) random-walk. Interestingly, this
approach has been shown to generalize many other graph-based techniques of community
detection, including optimization of Newman’s modularity, cut size, and spectral methods
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[90]. In Chapter5, we develop a decomposition method inspired by this approach, though
generalized to a wide variety of dynamical systems (not just random walk dynamics).
2.4.3 Decomposing multivariate systems
2.4.3.1 Communities in functional networks
As mentioned, the problem of decomposing multivariate systems has received less attention
than the problem of decomposing graphs. In fact, one common way to analyze the modular
organization of a multivariate system is to first convert it into a graph, for example by
using nodes to represent variables and edges to represent measures of statistical dependency
between variables (see Section 2.2.1). Standard community detection methods can then be
applied to the resulting graph.
This approach has been used to analyze modules in a variety of systems, ranging from
intra-cellular gene expression patterns [91, 92] to large-scale brain activity [93]. However,
while this approach can be useful, it has certain drawbacks.
First, constructing statistical dependency networks involves a translation from dynam-
ical systems (defined in terms of transitions between multidimensional states) to networks
(defined in terms of vertices and edges). This requires a series of non-trivial signal processing
decisions, including the choice of dependence measure (correlation, transfer-entropy, Granger
causality, phase-locking measures, etc.), treatment of positive vs. negative interactions, and
threshold procedures [24], all of which can affect results. Furthermore, statistical depen-
dency networks often do not account for the possible state-dependent nature of coupling,
and the presence of higher-order (non-pairwise) interaction. Finally, most kinds of statisti-
cal dependency networks do not fulfill the assumptions of the standard graph-theoretic null
models [94, 95], including the configurational null model [96] used by Newman’s modularity.
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2.4.3.2 Information-theoretic approaches
As discussed in Section 2.3.3, information theory provides a natural language for measuring
the strength of multivariate constraints. For this reason, starting with the early cyber-
neticians, many proposals have been put forth for using information-theoretic to measure
the modular organization of multivariate systems. Many of these proposal use information-
theoretic measures to identify the ‘natural joints’ in a system that is, subsystems between
which there is little shared information. Roger Conant, a student of Ashby, suggested mea-
suring the decomposability of a given partition in terms of the sum of the total correlations
inside each module, versus the total correlation between the modules [97]. Tononi proposed
a qualitatively similar approach in form of the ‘Φ’ measure of the system irreducibility
[98, 99, 100]. In some definitions, Φ is equated with the information shared across the
‘weakest link’ of a system (that is, the mutual information across the bipartition with the
lowest mutual information).
Some approach has identify optimal decompositions of multivariate systems using
information-theoretic quality functions. It is not possible to simply identify the partition
with the minimum amount of information shared between its modules, since this will always
be minimized by treating the whole system in one module (and if this partition is dis-allowed,
other, high-imbalanced partitions may still dominate). For this reasons, decompositions are
sometimes identified using quality functions that involve a normalization factor or penalty
favoring decompositions into smaller subsystems.
One such approach is based on Ashby’s “constraint analysis” [101], developed by Klir
[102], Conant [103, 104], and others [105] into “reconstructability analysis” (RA). RA is
a method of decomposing and reconstructing multivariate systems in terms of subsystems
of fewer variables. RA balances a trade-off between decomposition error due to treating
subsystems as independent (which favors decomposition into large modules that capture
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the most constraints) and the coding length needed to specify the decomposed structure
(which favors decomposition into small subsystems, a kind of model complexity). More
recently, independent variable group analysis (IVGA) [106] has been proposed as a method
for constructing grouped features for downstream machine learning applications. IVGA
works by grouping tightly coupled variables into unified features, with groups chosen based
on Bayesian penalization of model complexity. The decomposition method we propose
in Chapter4 is related to these approaches. We select modular decompositions based on
statistical models that offer optimal predictive performance; in our case, an approximation
of predictive risk gives rise to a quality function which also involves a balance between
decomposition error and model complexity. However, our method is motivated in a novel
way, uses amount of data as a resolution parameter, and leads to novel measures of total
modularity and causal modularity.
2.4.3.3 Dynamics-based approaches
In multivariate dynamical systems, underlying modular organization gives rise to stable local
equilibria and separation of timescales [4, 107, 108]. This is well illustrated by an example
from Simon’s essay “Architecture of Complexity” [4] which deals with the dynamics of the
distribution of temperatures inside of an office building. This building is divided into rooms,
and each room has a several cubicles; during the day, workers use individual fans or heaters
in their cubicles, with the result that the temperature in each cubicle is different. Once the
workers go home, however, heat starts to flow between cubicles and rooms. In a couple of
hours, the temperature is nearly uniform within each room, though still different between
rooms. A couple of hours after that, the temperature is uniform throughout the whole
building.
In this case, the system is modular because heat flow through cubicle walls is constrained,
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and even more constrained through room walls. In such a system, stronger intra-modular
interactions cause subsystems to quickly reach local equilibrium (in the example, uniform
temperature within rooms) while global, system-wide equilibrium (in the example, uniform
temperature throughout the building) is reached at a slower rate. This separation of dy-
namical time scales has been documented in a variety of dynamical systems with underlying
modular organization, including linear systems, coupled oscillators, Ising models, and ran-
dom walks [109, 107, 108].
It is worth noticing that after local equilibrium is reached, describing the temperature
distribution and dynamics is greatly simplified: instead of needing to keep track of the
temperature of every cubicle, it is only necessary to keep track of the temperature in every
room. This was used by Simon and Ando to propose an approximation scheme for modeling
large linear systems with modular organization of couplings [109]; since that time, this
idea has grown into a set of techniques built around model reduction, approximation, and
aggregation of dynamical systems with modular organization [110, 111, 112, 113, 114, 115].
It is also possible to use dynamical properties to infer the underlying modular organi-
zation. For example, in the random-walk-based methods of community detection (Section
2.4.2.2), systems are decomposed in such a way that slow, module-level dynamics are de-
tected (e.g., Markov stability finds random walk coarse-graining with maximal autocovari-
ance), while fast intra-modular dynamics are discarded (if they weren’t, Markov stability
would identify finer-grained partitions). In Chapter5, we use similar ideas to develop a
method for decomposing a broad class of multivariate dynamical systems by selecting de-
compositions into subsystems that ‘trap’ localized perturbations.
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Chapter 3
Multi-scale integration in spatially-embedded systems
In the Introduction and Background, we overviewed some arguments for why many complex
systems exhibit integration at multiple scales. We also discussed previous approaches to
measuring multi-scale integration in multivariate systems. However, these methods have
rarely been applied to real-world data, including brain data (the scientific context in which
some of these measures were originally proposed). In this section, we develop a methodology
for measuring multi-scale integration in real-world brain imaging data of the human brain
(see Section 2.2.1 and 2.3.3 for background).
There are several issues to consider in applying measures of multi-scale integration to
real-world datasets, including the estimation of entropy values from empirical data, which
information-theoretic measure is used to quantify integration strength, and how scale is
defined. Existing approaches define scale either in terms of numbers of components (as done
by TSE) or, when variables are arranged on a lattice, in terms of contiguous ‘windows’ of the
lattice (as done by EMC and its 2-dimensional generalizations). However, many real-world
systems are embedded in space, with the strongest constraints found at smaller spatial scales.
In this section, we develop a measure of multi-scale integration that considers system
embedded in space. This space can be defined by distances in physical space, or in terms of
paths over a network. We compute an information-theoretic measure of integration over sub-
sets that are defined to be maximally compact with respect to a given space. Our approach
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is a generalization of previous treatments, being equivalent to EMC when provided with
a metric that arranges components along a 1-dimensional ordering and equivalent to TSE
complexity when provided with a trivial metric, in which are components are equidistant
[116].
This approach provides two advantages. First, looking at scaling of integration with
respect to underlying space is necessary to capture integration arising from spatially-localized
interactions. Second, our measure possesses a notion of ‘local neighborhood’, which can
be used to compute how local measures of integration vary among system components,
important for looking at the heterogeneity of integrative constraints across components.
We apply our method to human resting-state fMRI recordings. We consider scale accord-
ing to three different notions of distance: first, physical distance in the brain; second, path
length on the connectome; third, randomized distance metric considered as a control. In ap-
plying our measures, we find that strong coupling across large spatial distances distinguishes
functional hubs from unimodal low-level areas, and that this long-range coupling correlates
with structural long-range efficiency on the connectome. We also find a set of connectome
regions that are both internally integrated and coupled to the rest of the brain and which
resemble previously reported resting-state networks. We argue that information-theoretic
measures are useful for characterizing the functional organization of the brain at multiple
scales.
The content of this chapter was previously published as:
A. Kolchinsky, M.P. van den Heuvel, A. Griffa, P. Hagmann, L.M. Rocha, O.
Sporns and J. Goñi, “Multi-scale Integration and Predictability in Resting State
Brain Activity,” Frontiers Neuroinformatics, 2014.
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3.1 Introduction
The human brain is characterized by complex functional and structural organization at
different scales. Both structural and functional aspects of large-scale brain organization can
be studied using magnetic resonance imaging (MRI) technology. On the one hand, functional
activity can be estimated from the blood-oxygen-level dependent (BOLD) signal recorded
by functional MRI (fMRI) of gray matter. The pattern of correlations between the BOLD
activities of pairs of regions determines the functional connectivity. On the other hand,
the structural connectivity, or network of anatomical connections between brain regions also
called the human connectome [20, 21], can be inferred from the orientation of constrained
diffusion throughout the brain as measured by diffusion spectrum imaging (DSI).
Recent research has sought to characterize the different functional and structural prop-
erties of different brain regions, both in bottom-up terms, by assigning distinct roles to
localized regions, as well as in top-down terms, by decomposing the entire brain into in-
terpretable networks or subsystems. For example, many functional studies have investi-
gated functional hubs, or regions that maintain strong correlations with many other regions
[117, 118]. Other studies have decomposed resting-state time series into maximally indepen-
dent components, where regions within the same components display correlated patterns
of activation [30, 119, 31, 120, 32, 121]. Similarly, structural studies of the connectome
have found differences among regions in features such as degree, strength, betweenness and
k-coreness [122, 118]. They have also identified important structural subsystems, including
communities [122, 123] and a densely-interconnected rich club backbone that ties together
distant hubs [124]. These findings are generally in accordance with a view of the brain as
being organized along hierarchical lines, with segregated low-level processing of unimodal
information taking place in the primary visual, auditory, sensory and motor cortices, higher-
level representation and association of modal information taking place in the secondary
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cortices, and multisensory areas integrating information between distinct modalities across
large-scale networks [125, 32].
In this work, we propose a method to characterize the information-theoretic properties of
local brain regions as well as networks of regions, here referred to as subsystems. Our method
employs functional time series in conjunction with spatial and structural connectivity data.
It uses both structure and function data in a complementary manner, as opposed to studies
that assess structural or functional domains separately, or that use one domain to predict
the other, such as recent work in predicting functional from structural connectivity [126,
127, 128].
Specifically, we looked at the amount of functional coupling that holds between brain
regions of interest (ROI), as quantified by predictability or the number bits of mutual in-
formation provided about the activity of one set of regions given knowledge of the activity
of another set of regions. We also looked at the amount of integration, or internal func-
tional coupling within subsystems as quantified by a multivariate generalization of mutual
information.
In addition, we measured the scaling of predictability and integration by quantifying
the growth of these measures as increasingly large sets of regions are considered, an ap-
proach motivated by previous work on multi-scale integration in complex multivariate sys-
tems [59, 45, 60]. In this work, subsystems were defined with respect to the structural and
physical organization of the brain. In particular, three different metrics were used to define
subsystems (which may overlap): Euclidean subsystems are maximally compact in terms
of physical distance; Connectome subsystems are maximally compact according to short-
est path distances on the connectome; and Randomized subsystems are maximally compact
according to shortest path distances on a randomly rewired version of the Connectome.
Our methodology combines data from resting-state functional MRI [fMRI] as well as
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from structural deterministic fiber tractography based on DSI. We first explored the scaling
of measures of predictability of individual ROIs using subsystems of different sizes chosen
using Euclidean, Connectome and Randomized metrics, where larger scales correspond to
subsystems containing more ROIs. Then ROIs were characterized in terms of their func-
tional coupling to the rest of their corresponding hemisphere, as well as in terms of the
Euclidean spatial range at which they maintained long-distance functional coupling. An
analysis of the correlation between functional coupling and a structural measure of shortest-
path efficiency between ROIs and distant neighbors was performed across different scales.
Finally, we looked at scaling of multivariate measures of integration within subsystems and
of functional coupling of subsystems with the rest of the hemisphere. We identified a set
of Connectome-based networks whose subsystems showed a combination of high internal
integration and high coupling with the rest of the hemisphere.
The rest of the paper is organized as follows. The MRI data is described in the Section
3.2.1 and Section 3.2.2 describes the three different structural metrics considered in this
study, corresponding to physical proximity (Euclidean), anatomical connectivity (Connec-
tome), and a randomized control of the Connectome (Randomized). In Section 3.2.3, we
describe our information-theoretic measures of the predictability of ROIs and subsystems
at multiple spatial scales defined by the three metrics. In Section 3.3, we report average
measures of information-theoretic scaling, variation of these measures across the cortical
surface, the relationship between long-range functional and structural shortest-paths, and
identify Connectome subsystems that are both internally integrated and coupled to the rest
of their hemispheres. In Section 3.4, we discuss the use of information theory for studying
the functional organization of the brain, interpret our results in the context of the integra-
tive functions of the cortex, and overview some methodological considerations. We finish by
suggesting possible avenues for future development of our approach.
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3.2 Materials and Methods
3.2.1 MRI Data
Forty healthy subjects underwent an MRI session on a 3T Siemens Trio scanner with a
32-channel head-coil. Magnetization Prepared Rapid Gradient Echo (MPRAGE) sequence
was 1 mm in-plane resolution and 1.2mm slice thickness, with a FOV of 256 Œ 240 mm,
and included 160 slices. Diffusion Spectrum Imaging (DSI) sequence included 128 diffusion
weighted volumes + 1 reference b0 volume, with maximum b-value b = 8000 s/mm2, 2.2 Œ
2.2 Œ 3.0 mm voxel size, 212 Œ 212 mm FOV, and 34 slices. Functional MRI Echo Planar
(EPI) sequence was 3.3 mm in-plane resolution with 3.3 mm slice thickness and 0.3 mm slice
gap, 212 Œ 193 mm FOV, 32 slices, and TR 1920 ms. DSI, resting-state fMRI and MPRAGE
data were processed using the Connectome Mapping Toolkit [129]. All the processing steps
were performed in the individual subject space with no spatial normalization.
Segmentation of gray and white matter was based on MPRAGE volumes. The parcella-
tion used for all the analyses in this work divides the GM cortex into 448 ROIs [130]; one ROI
was eliminated due to signal acquisition errors, resulting in a final analysis on 447 ROIs (see
Figure 3.S1). Subcortical regions were not considered in this study. For reporting purposes,
ROIs within each hemisphere were grouped into 34 larger, physically-compact anatomical
areas corresponding to a GM anatomical atlas [131]. Figure 3.S2 in the Supplementary
Material shows the assignment of ROIs to anatomical areas.
During the resting-state fMRI acquisition, subjects were lying in the scanner with eyes
open, resting but awake and cognitively alert, for a period of approximately 9 min. Func-
tional data preprocessing included motion correction, regression of white matter, cere-
brospinal fluid and movement signals, linear detrending, motion scrubbing and low-pass
filtering [132, 133], producing a 280-sample time series for each ROI of each subject. The
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first four samples were removed to allow for signal stabilization, resulting in a final time se-
ries length of 276 samples per ROI per subject. Some subjects were found to have spikes in
across-ROI variance of fMRI signal; maximum across-ROI variance over all time points was
computed for all subjects and three subjects with outlier maximum variance were removed
(outliers chosen according to Tukeys rule threshold of upper-quartile + 1.5 Œ inter-quartile
range). This resulted in a final dataset containing 37 subjects (16 female, 25.3 ś 5.0 years
old). The data used for the findings reported here were not processed with global signal
regression. However, when global signal regression was applied, none of the reported results
changed qualitatively (data not shown).
Whole brain streamline tractography was performed on reconstructed DSI data [134],
resulting in a structural connectivity matrix where each entry reflects the number of fibers
[122], denoted by NOF in this paper. This dataset was also assessed in two other studies
[123, 128]. In this work, we did not consider inter-hemispheric connections, which pose
difficulties for DWI-based deterministic fiber tractography [135] and which may be system-
atically underrepresented in connectomes constructed using such methods.
Finally, subjects fMRI time series and DSI connectomes were combined into a single
pooled subject. Though no inter-subject spatial normalization was performed, subject-wise
functional time series and structural connectivity can be pooled together because they were
evaluated on the basis of the same anatomical atlas registered to each individual subject
space. The time series for each ROI of each subject was mean-centered, rescaled to stan-
dard deviation 1, and concatenated across subjects to yield a single time series of 276 Œ
37 = 10,212 samples. For the structural connectivity matrices, entries in the pooled matri-
ces were taken to be means of the corresponding connectivity values across the individual
subject connectivity matrices. Though the data for the pooled subject does not correspond
to any real subject, it is more robust and generates more stable and reliable statistics, im-
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portant for computing the kinds of information-theoretic measures considered in this work
(see Section 3.4.4). For these reasons, this kind of subject-pooling is frequently performed
in computational neuroscience [136, 137, 138, 123, 128].
The processing steps used to create the final dataset of pooled subject ROI time series,
pooled subject ROIs coordinates, and pooled subject structural connectivity are diagrammed
in Figure 3.1A.
3.2.2 Distance Metrics
As will be described in the next section, we computed measures of predictability in terms
of a given ROI and its nearest neighbor ROIs. Nearest neighbors rankings were defined
according to three different distance metrics: Euclidean, Connectome, and Randomized.
The Euclidean metric was defined as the Euclidean distance between the centroid co-
ordinates of pairs of ROIs. The Euclidean neighbors of a given ROI were thus the most
physically proximate ROIs. This is diagrammed in Figure 3.1B.
The Connectome metric was defined using anatomical connectivity inferred from DSI
data. For the weights of structural connections linking ROIs, we used the NOF between
ROIs as identified by the tractography algorithm [122]. Since higher values of this measure
indicate greater connectivity, we computed Connectome dissimilarity between anatomically
connected ROIs as the inverse of the connectivity values between them (i.e., 1/NOF). Con-
nectome neighbors of a given ROI were other ROIs most proximate in terms of shortest-path
distances on the Connectome dissimilarity graph. These processing steps are diagrammed
in Figure 3.1C.
Finally, the Randomized metric was defined by first performing a degree-preserving
rewiring [139] of the Connectome graph. This rewiring method creates a randomized sym-
metric graph that preserves the density of the network (i.e., the number of direct connec-
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tions), the degree (number of connections per ROI), and the overall distribution of NOF
values. As performed in the Connectome metric, dissimilarity was computed as the inverse
of the (rewired) NOF values. Analogously to the other metrics, Randomized neighbors
of a given ROI were the most proximate ROIs in terms of shortest-path distances on the
Randomized dissimilarity graph. These processing steps are diagrammed in Figure 3.1D.
As mentioned in the last section, due to possible confounding errors in inferring inter-
hemispheric structural connectivity, each hemisphere was analyzed separately and only
neighbors from the same hemisphere were considered for a given ROI.
We illustrate some examples of the subsystems defined according to these metrics in the
bottom sections of Figures 3.1BD. For each of the three metrics, two sets of 20 ROIs (a seed
ROI and its 19 nearest neighbors) centered on two right-hemisphere ROIs are colored: one
in the precuneus region (seed in dark red and rest of the subsystem in light red) and one in
the frontal pole region (seed in dark blue and the rest of the subsystem in light blue).
As expected, sets of Euclidean neighbors (bottom of Figure 3.1B) are physically con-
tiguous and compact. Connectome neighbors (bottom of Figure 3.1C) also tend to clus-
ter spatially but are more distributed, with connections that span large physical distances
present. In addition, according to the Connectome metric, the precuneus is close to the
entire medial portion of the hemisphere (and far from more lateral regions) while the frontal
pole is closer to superior and medial frontal as well as inferior temporal regions. Finally, the
ROIs comprising Randomized neighbors (bottom of Figure 3.1D) are scattered throughout
the hemisphere.
The Euclidean distance matrix as well as the Connectome and Randomized connectivity
matrices are shown in Figure 3.S3 in Supplementary Material. That figure also shows the
neighbor ranks of all ROIs for all given seeds. Notably, while distances between ROIs are
symmetric, ranks are not necessarily so (if one ROI is the kth neighbor of another ROI, the
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second is not necessarily the kth neighbor of the first).
3.2.3 Information-theoretic measures and efficiency
Our information-theoretic measures of predictability were computed in terms of mutual
information (MI) between different sets of ROIs. Mutual information is defined as
H (X;Y ) := H (X) +H (Y )−H (X,Y )
where H (·) stands for the entropy function. In addition, we used a multivariate generaliza-
tion of MI known as total correlation [58], defined as the sum of the marginal entropies for
a set of random variables minus their joint entropy:
TC (X1, . . . , Xk) =
∑
1≤i≤k
H (Xi)−H (X1, . . . , Xk)
Total correlation, TC (·), quantifies the degree of multivariate correlation present in a subsys-
tem and can be interpreted as the bits of compression gained by encoding the joint outcome
of a set of random variables as opposed to encoding each variables outcome independently.
It is large when individual variables have high individual variance but are jointly correlated
(for example, if all variables are copies of each other). In this work, we considered the
entropy of fMRI-recorded BOLD time-series of different brain regions. Because this data
is continuous, we computed our information-theoretic measures using differential entropy
[10]. For a random variable X with probability density function p (x), differential entropy
is defined as:
h (X) = −

p (x) log p (x) dx
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To estimate differential entropies, we used a multivariate Gaussian assumption and employed
the uniformly minimum-variance unbiased estimator of multivariate Gaussian entropy [140].
If X is a k-by-n matrix representing n samples from a k-dimensional multivariate Gaussian
(for example, corresponding to samples of the activity of a group of k ROIs), this method
estimates the entropy in bits of the underlying distribution as:
1
ln 2
(
k
2
ln epi +
1
2
ln
∣∣XX ′∣∣− 1
2
k∑
i=1
ψ
(
n+ 1− i
2
))
where ψ is the digamma function. By itself, differential entropy is not guaranteed to be
positive nor invariant to one-to-one coordinate transforms such as rescalings. However,
mutual information and total correlation values computed using differential entropies are
always positive and invariant to coordinate changes [10].
We measured the information shared between sets of ROIs defined as follows. Any given
ROI i can be considered as the target of prediction, in which case its called the seed. The
ROI which is the kth ranked neighbor of i is indicated by ni (k) (as described in the previous
section, these can be chosen according to one of three different metrics: physical Euclidean
distance, Connectome distance, or Randomized connectome distance). The seed together
with its k − 1 most proximate neighbor ROIs comprise the subsystem of size k centered
on i, indicated by Si (k). For a given seed, all of the ROIs in the same hemisphere except
those that are in its subsystem of size k (in other words, those that are further than its kth
neighbor, according to a given metric) belong to the environment, indicated by Ei (k).
Given these definitions of seed, neighbor, subsystem and environment, we defined the
following five measures of ROI predictability:
Pairwise MI, I (i; j), is the MI between the activity of any two individual ROIs i
and j. One particular type of Pairwise MI we consider in detail is the Seed-Neighbor MI,
I (i;ni (k)), which is the MI between the activity of a seed ROI and the seeds k-ranked
49
neighbor.
Seed-Subsystem MI, I (i;Si (k) \i), is the MI between the activity of the seed ROI
i and the joint activity of the rest of its size-k subsystem. This measures how well the
ROIs in a seeds size-k subsystem collectively predict the seed. This measure is illustrated
in schematic form in Figure 3.1E.
Total MI, I (i;V \i), where V represents the set of all the ROIs in the hemisphere, is the
total amount of prediction possible about the seed using all other ROIs in the hemisphere.
It is equivalent to the Seed-Subsystem MI when the subsystem corresponds to the entire
hemisphere.
Seed-Environment MI, I (i;Ei (k)), is the MI between the activity of the seed and the
joint activity of the ROIs in the environment. This measure quantifies how well ROIs in the
environment predict the activity of the seed ROI. This measure is illustrated in schematic
form in Figure 3.1E.
Euclidean Coupling Range is the neighbor number at which Seed-Environment MI
drops below a specific threshold. This quantifies the smallest spatial scale at which a seed
becomes effectively functionally decoupled from the environment.
In addition, we defined two multivariate measures for measuring the integration and
predictability of entire subsystems. As before, we chose k-sized subsystems that are centered
on a given seed ROI, and we again defined the environment as the set of ROIs in a hemisphere
that are not members of a given subsystem. We considered two multivariate measures:
Subsystem Integration, TC (Si (k)), is the total correlation of the activity of the set
of ROIs in a size-k subsystem centered on ROI i. This measure is high when ROI activity is
individually varied but collectively correlated, and is illustrated in schematic form in Figure
3.1E.
Subsystem-Environment MI, I (Si (k) ;Ei (k)), is the MI between the joint activity
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of the set of ROIs in a size-k subsystem and the joint activity of the set of ROIs in the envi-
ronment. This measure is high when there is strong functional coupling between subsystem
and environment, and low when there is high functional segregation between the subsystem
and the environment. This measure is illustrated in schematic form in Figure 3.1E.
When reporting these two subsystem predictability measures for subsystems of different
sizes, we normalized them by subsystem size. This resulted in measures of Subsystem
Integration per ROI and Subsystem-Environment per ROI.
Finally, we also computed correlations between ROI predictability measures and one
measure reflecting long-range efficiency. Global efficiency [42] is the average of the inverse
of all shortest-path distances between pairs of vertices. We define long-range efficiency
for an ROI within a subsystem as the mean inverse shortest-path between the ROI and
its Euclidean environment ROIs (i.e., the ROIs outside of its Euclidean subsystem). The
long-range efficiency between the seed and the ROIs in the seeds Euclidean environment
was computed using shortest paths defined by the three aforementioned metrics: Euclidean,
Connectome, and Randomized.
3.3 Results
As discussed in previous sections, for each ROI taken as the seed we obtained a list of neigh-
bor ROIs ranked from most proximate to most distant according to three distance metrics
(Euclidean, Connectome and Randomized). Figure 3.S3 shows the ranks of neighbors for
each seed and metric that were used to compute scaling properties of the information-
theoretic measures. We looked at predictability of seed activity given the activity of neigh-
bors, subsystems and environments of different sizes.
We first characterized the distance in physical space between seeds and neighbors ranked
according to different metrics (Euclidean, Connectome and Randomized). In Figure 3.2A,
51
Figure 3.1: Data processing pipeline. (A) The steps used to create the final dataset of
pooled subject ROI time series, pooled subject ROIs coordinates, and pooled connectome
[using the number of fibers (NOF) measure]. (B) Euclidean Distance is computed as the
physical distance between the centroids of ROI coordinates. At bottom are shown two
example Euclidean sets of size 20 ROIs centered on two seed ROIs: one seed in the precuneus
region (seed in dark red and the rest of the subsystem in light red) and one seed in the
frontal pole region (seed in dark blue and the rest of the subsystem in light blue). (C)
NOF structural connectivity matrix is transformed into a Connectome Dissimilarity matrix.
Shortest paths on the dissimilarity graph are used to create the Connectome distance metric.
Two examples of Connectome sets of 20 ROIs are shown, centered on the same two ROIs
as in (B). (D) A degree preserving rewiring is used to create a randomized structural
connectivity matrix. This is transformed into a Randomized dissimilarity matrix. Shortest
path distances on the corresponding dissimilarity graph are used to create the Randomized
distance metric. Two example Randomized sets of 20 ROIs are shown, centered on the
same two ROIs as in (B). (E) The subsystems and time series are used to calculate a set of
information-theoretic measures of predictability and integration.
Figure 3.2: (A) Mean physical distance between seeds and their kth neighbors, where neigh-
bors are ranked according to three metrics: Euclidean (red), Connectome (blue), and Ran-
domized (gray) (averaged across all ROIs, with solid line representing mean physical distance
and shaded areas indicating first and third quartiles). (B) Mean Pairwise MI between pairs
of ROIs separated by different Euclidean (horizontal axis) and Connectome (vertical axis)
distances. Log color scaling used to highlight differences among weakly coupled connections.
Upper bar chart shows mean Pairwise MI values for pairs of ROIs separated by different
Euclidean distances (irrespective of Connectome distances) while bar chart on right shows
mean Pairwise MI values for pairs of ROIs separated by different Connectome distances
(irrespective of Euclidean distances).
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the Y-axis depicts the Euclidean distance (mm) between seed ROIs and the kth-neighbor
(X-axis) chosen according to the three metrics, averaged across all seed ROIs in both hemi-
spheres (shaded areas reflect 1st and 3rd quartiles). The physical distance to nearby Con-
nectome neighbors tends to be small, though highly variable across seeds and not as small
as to Euclidean neighbors, which are by definition maximally proximate in physical space.
Randomized neighbors display no spatial regularity, with average distance to neighbor of any
rank corresponding to the expected Euclidean distance separating randomly chosen pairs of
ROIs (~65 mm).
We used Pairwise MI to measure functional connectivity between pairs of ROIs as a func-
tion of their separation according to both Euclidean and Connectome distance. Euclidean
and Connectome distances were divided into 50 equal-width bins and mean Pairwise MI be-
tween intra-hemispheric pairs of ROIs corresponding to each Connectome and Euclidean bin
was computed. Figure 3.2B shows a heat map of mean Pairwise MI values within each bin
(log color scaling used to better highlight differences among weakly coupled connections).
The bar chart at the top of the heat map shows mean MI values for pairs of ROIs separated
by different Euclidean distances (irrespective of Connectome distances), while the bar chart
at the right of the heat map shows mean MI values for pairs of ROIs separated by differ-
ent Connectome distances (irrespective of Euclidean distances). Overall, mean Pairwise MI
tends to decrease monotonically with increasing Euclidean distance as well as with increas-
ing Connectome distance. Pairs of ROIs that are distant according to both metrics tend
to be weakly coupled (mean MI below 0.01 bits). The most strongly coupled pairs of ROIs
(mean MI above 0.2 bits) are those separated by small Euclidean distances, irrespectively
of Connectome distance. However, ROIs that are distant in Euclidean space but proximate
on the Connectome also tend to have higher coupling (mean MI ~0.03 bits) than those that
are distant in both metrics.
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Figure 3.3: Scaling of the information-theoretic measures of seed predictability.
Colored lines indicate mean values across all seed ROIs in both hemispheres, while shaded
areas indicate values within 1st and 3rd quartile. Colors indicate values for neighbors/sub-
systems/environments chosen according to Euclidean (red), Connectome (blue), and Ran-
domized (gray) distance metrics. (A) Average Seed-Neighbor MI between seeds and their
corresponding kth rank neighbors chosen according to the three distance metrics. (B) Seed-
Subsystem MI between seeds and subsystems built according to the three distance metrics.
The illustration in the top left corner diagrams how this measure is computed for a given
seed and subsystem of size 3. (C) Seed-Environment MI between seeds and environments
built according to the three distance metrics. The illustration in the top right corner dia-
grams how this measure is computed for a given seed and subsystem size 3 (environment
size 4). The horizontal dotted line indicates 0.3 bits of Seed-Environment MI, a threshold
used later in our definition of Euclidean Coupling Range.
We next report the scaling of ROI-based predictability measures defined in Section 3.2.3,
namely Seed-Neighbor MI, Seed-Subsystem MI and Seed-Environment MI.
Figure 3.3A shows Seed-Neighbor MI between seeds and their neighbors chosen accord-
ing to the three distance metrics, averaged over all ROIs in both hemispheres as seeds.
ROIs that are closer in Euclidean and Connectome space have a higher MI, with closely
ranked Euclidean neighbors (up to neighbor ~8) showing a higher coupling than Connec-
tome neighbors (this reproduces the effect seen in Figure 3.2B, where proximate Euclidean
and Connectome pairs tend to have higher Pairwise MI). As expected, Pairwise MI with
Randomized neighbors displays no systematic regularity with neighbor rank. Mean Seed-
Neighbor MI for Euclidean neighbors becomes most similar to the mean Seed-Neighbor MI
for Randomized neighbors at approximately the 50th neighbor (for Euclidean neighbors, this
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corresponds to a distance of approximately 40mm). This is the Euclidean scale at which
functional correlations between pairs of physically proximate ROIs decay to baseline levels.
Figure 3.3B shows the scaling of Seed-Subsystem MI with increasing subsystems aver-
aged over all ROIs in both hemispheres as seeds. The illustration in the top left corner shows
in schematic form how this measure is computed (dark brown is the seed, light brown is
subsystem, and green arrow is MI). Seed-Subsystem MI grows monotonically with increas-
ingly large subsystems as more subsystem ROIs become available to predict the activity of
the seed. On average, seeds have the strongest coupling to Euclidean subsystems, closely
followed by Connectome subsystems. However, across the full range of subsystem sizes,
there is great overlap in the distribution of Seed-Subsystem MI values for subsystems de-
fined according to these two metrics. In contrast, Randomized subsystems display much less
Seed-Subsystem MI over the entire range of subsystem sizes. The three measures converge
once subsystems begin to overlap and grow toward including the entire hemisphere.
Figure 3.3C shows scaling of Seed-Environment MI, the multivariate coupling between
the seed and the environment. The illustration in the top right corner shows in schematic
form how this measure is computed (dark brown is the seed, light green is environment, and
green arrow is MI). Note that since the environment is defined as the set of hemispheric ROIs
outside of the subsystem, environment size decreases with increasing subsystem size. For
this reason, Seed-Environment MI always decreases monotonically with increasing subsystem
size, as less and less environmental ROIs are available for predicting the seed. On average,
Euclidean environments tend to have less predictability about seeds than Connectome envi-
ronments, indicating that sets of ROIs that are distant in space tend to be less functionally
coupled to seeds than sets of ROIs distant on the Connectome. However, there is again
a large overlap between Seed-Environment MI values over the range of environment sizes.
Randomized environments tend to have the highest values of Seed-Environment MI. This
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Figure 3.4: (A) Cortical distribution of Total MI, the total amount of predictability available
about each ROI from the ROIs in the rest of the hemisphere. On the upper right are
the top 8 anatomical areas arranged according to maximum Total MI of ROIs with each
area (maximum Total MI of intra-area ROIs indicated by light gray bars; the minimum
indicated by dark gray bars) while on the lower right are the bottom 8 anatomical areas
arranged according to maximum Total MI of ROIs within each area (maximum Total MI of
intra-area ROIs indicated by light gray bars; the minimum indicated by dark gray bars). (B)
Cortical distribution of Euclidean Coupling Range, the neighbor number at which Euclidean
Seed-Environment MI drops below a threshold of 0.3 bits (see text for details). On the upper
right are the top 8 anatomical areas arranged according to maximum Euclidean Coupling
Range of ROIs with each area [light and dark gray bars indicating maximum and minimum
values as in (A)] while on the lower right are the bottom 8 anatomical areas arranged
according to maximum Euclidean Coupling Range of ROIs with each area [light and dark
gray bars indicating maximum and minimum values as in (A)]. (C) Scatter plot of Total MI
vs. Euclidean Coupling Range for left and right hemisphere ROIs. A few ROIs are labeled
with the names of their corresponding anatomical areas.
is due to the fact that Randomized environments include more spatially- and structurally-
proximate ROIs to the seeds (which tend to be highly functionally coupled; Figure 3.2A)
than Euclidean and Connectome environments that by definition do not include ROIs that
are, respectively, proximate in space or on the Connectome.
Next, we looked at how predictability of different ROIs varies across the cortical surface
using two measures defined in Section 3.2.3: Total MI and Euclidean Coupling Range.
Figure 3.4A shows Total MI, or total amount of predictability available about the activity
of each ROI given the rest of ROIs in the hemisphere (note that this measure does not depend
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on choice of distance metric). In addition, we show the distribution of Total MI in different
anatomical areas. As described in Section 3.2.1, ROIs in each hemisphere are grouped into
34 larger-scale anatomical areas that correspond to the FreeSurfer parcellation Ei (k). The
bar chart on the upper right of the cortical Total MI plot shows the top 8 anatomical areas
arranged according to maximum Total MI of ROIs within each area (maximum Total MI of
ROIs in each area indicated by light gray bars; the minimum indicated by dark gray bars).
The areas with the 8 largest maximum Total MIs are lateral occipital, lingual, precuneus,
pericalcarine, superior parietal, inferior parietal, cuneus, and isthmus cingulate. The bar
chart on the lower right of the cortical Total MI plot shows the lowest 8 anatomical areas
arranged according to maximum Total MI of ROIs within each area (maximum Total MI
of ROIs within each area indicated by light gray bars; the minimum indicated by dark gray
bars). The areas with the 8 lowest maximum Total MIs are posterior cingulate, banks of
the superior temporal sulcus (bankssts), lateral orbitofrontal, paracentral, temporal pole,
entorhinal, frontal pole, and parahippocampal.
We next investigated how Euclidean Coupling Range is distributed across the cortical
surface, as well as its correlation with a structural measure.
Figure 3.4B shows the Euclidean Coupling Range of each ROI on the cortical sur-
face. Euclidean Coupling Range, defined as the Euclidean neighbor number at which Seed-
Environment MI drops below a given threshold, quantifies the maximal spatial scale at which
a given amount of functional coupling with the environment is maintained. We used a thresh-
old amount of 0.3 bits, which is the average Seed-Environment MI when half-hemisphere-
sized subsystems/environments (~110 ROIs) are considered (see horizontal dotted line in
Figure 3.3C). On the upper right are shown the top 8 anatomical areas arranged according
to maximum Euclidean Coupling Range of ROIs within each area (light and dark gray bars
indicating maximum and minimum values as in Figure 3.4A). The areas containing the 8
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highest maximum Euclidean Coupling Range are isthmus cingulate, inferior parietal, pre-
cuneus, middle temporal, supramarginal, superior frontal, caudal middle frontal and medial
orbitofrontal. On the lower right are shown the bottom 8 anatomical areas arranged accord-
ing to maximum Euclidean Coupling Range of ROIs within each area (light and dark gray
bars indicating maximum and minimum values as in Figure 3.4A). The areas containing the
8 lowest maximum Euclidean Coupling Range are cuneus, postcentral, pericalcarine, frontal
pole, parahippocampal, temporal pole, paracentral and entorhinal.
In Figure 3.4C, we contrast these two measures using a scatter plot of Total MI (X-axis)
vs. Euclidean Coupling Range (Y-axis) values for all left- and right-hemisphere ROIs. Sev-
eral ROIs are labeled with the names of corresponding anatomical areas in order to indicate
which areas tend to have high and low values of these two measures.
We then looked at the relationship between Seed-Environment MI, a measure of func-
tional coupling, and long-range efficiency, a measure of structural connectivity, in order to as-
sess whether structural features may be driving long-range functional coupling. Long-range
efficiency (see Section 3.2.3) is defined as the mean inverse shortest-path lengths between
each seed ROI and the set of ROIs in its Euclidean environment (that is, its long-Euclidean-
range neighbors). Seed ROIs with greater efficiency values are more proximate, according to
some metric, to their long-range Euclidean neighbors than those with lower efficiency ones.
To compare the accessibility of long-Euclidean-range neighbors over Connectome space vs.
Euclidean and Randomized space, we computed different efficiency values corresponding to
shortest-path lengths to those neighbors on the three different distance metrics.
Figure 3.5A shows the Pearson correlation values between the Seed-Environment MI
and the three long-range efficiency measures as increasingly long Euclidean distances are
considered (with increasing subsystem size on the X-axis, environments become increas-
ingly small and distant). Correlations are computed separately across all seed ROIs within
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Figure 3.5: (A) Pearson Correlation coefficient values between Seed-Environment MIs and
the long-range efficiency to environmental ROIs as increasingly distant Euclidean environ-
ments are considered. Efficiency values are computed using distances defined on the three
metrics. The vertical dotted line indicates subsystem size 124, where the maximal correla-
tion value of ~0.47 is observed, between Seed-Environment MI and Connectome efficiency.
(B) Map of the cortical distribution of Seed-Environment MI for environments of Euclidean
subsystems of size 124. (C) Map of the cortical distribution of Connectome efficiency values
between seeds and environments of Euclidean subsystems of size 124.
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each hemisphere and then averaged between hemispheres. Correlations are highest between
Seed-Environment MI and long-range efficiency values over the Connectome metric. They
reach a peak correlation value of ~0.47 at k = 124 (vertical dotted line), corresponding to
environments composed of ROIs located further than ~65 mm from the seed. Such a strong
correlation was not observed for efficiency values computed using either of the other two
metrics at any scale.
In Figure 3.5B, we plot for different seed ROIs the Seed-Environment MI of Euclidean
environments corresponding to subsystems of size 124 (when the Connectome structural vs.
functional correlation is maximal; vertical dotted line in Figure 3.5A). In Figure 3.5C, we
plot the cortical distribution of the corresponding Connectome efficiency values between
seed ROIs and the Euclidean environments. It can be seen that these two measures display
a highly similar spatial distribution, indicating that at this scale ROIs with the highest func-
tional coupling to long-Euclidean-range ROIs also tend to be the most efficiently connected
to them over the Connectome.
So far we have looked at the predictability of individual ROIs considered as seeds. We
now look at two (normalized) multivariate measures of the predictability of joint activity
of entire subsystems: Subsystem Integration per ROI and Subsystem-Environment MI per
ROI.
Figure 3.6A shows the Subsystem Integration per ROI, which quantifies the amount of to-
tal correlation of subsystem activity (divided by subsystem size for normalization purposes).
The diagram in the lower right of the figure shows in schematic form how this measure is
computed (brown is the subsystem, and the three-pointed green arrow is total correlation).
On average, the most integrated subsystems up to size ~90 ROIs are those defined accord-
ing to the Euclidean metric (size-90 Euclidean subsystems have a radius of ~55mm), while
subsystems defined according to the Connectome are on average the most integrated for
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Figure 3.6: Scaling of the subsystem predictability measures. Colored lines indicate
mean values across all subsystems, while shaded areas indicate values within 1st and 3rd
quartile. Red, blue, and gray colors correspond to subsystems chosen according to Euclidean,
Connectome and Randomized metrics respectively. (A) Subsystem integration per ROI,
showing total correlation in the joint activity of ROIs in subsystems of different sizes. The
illustration in the lower right corner diagrams how this measure is computed for a given
subsystem of size 3. (B) Subsystem-Environment MI, showing functional coupling between
subsystems and environments for different sizes. The illustration in the top right corner
diagrams how this measure is computed for a given subsystem of size 3 and its environment.
larger subsystem sizes. As expected, subsystems selected according to the Randomized met-
ric, which are neither spatially co-located nor densely structurally interconnected, display a
much lower level of multivariate integration.
Figure 3.6B shows Subsystem-Environment MI per ROI, a measure of the mutual infor-
mation between subsystems and their environments (divided by subsystem size for normal-
ization purposes). The diagram in the upper right of the figure shows in schematic form
how this measure is computed (brown is subsystem, light green is environment, and the
green arrow is MI). On average this measure is lowest for Euclidean subsystems, indicating
that these are more functionally segregated from the rest of the hemisphere than subsystems
defined according to the other metrics. Interestingly, Connectome subsystems are nearly as
segregated as Euclidean ones at small scales (up to subsystem size ~10), but at larger scales
they are more functionally coupled to the rest of the hemisphere. Randomized subsystems
have the highest Subsystem-Environment MI for all the scales, since they are composed of
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Figure 3.7: (A) Scatter plot of Subsystem Integration vs. Subsystem-Environment MI for
subsystems of size 11, with red, blue and gray colors correspond to subsystems chosen ac-
cording to Euclidean, Connectome and Randomized metrics respectively. Left-hemisphere
subsystems are indicated with left-pointing triangles and right-hemisphere subsystems are
indicated with right-pointing triangles. (B) Connectome subsystems in the upper 50 per-
centile of both Subsystem Integration and Subsystem-Environment MI were chosen and
allowed us to identify four minimally overlapping subsystem communities in the left and
right hemispheres. ROIs are colored according to community membership (color arbitrary);
gray ROIs are those that did not belong to any high-Subsystem-Integration, high-Subsystem-
Environment MI subsystem. (C) The distribution of subsystem communities across anatom-
ical areas. Bar chart shows the number of ROIs from each community that are contained
in different anatomical areas for the top 9 represented anatomical areas. Bar chart colors
correspond to the colors used on the cortical map.
groups of ROIs scattered through the brain and their boundaries are spanned by many pairs
of ROIs separated by short Euclidean and Connectome distances (which tend to have high
functional connectivity).
Overall, Figure 3.6 shows that Connectome subsystems exhibit both high Subsystem-
Environment MI and high Subsystem Integration. We explored this finding in more depth in
the following figure. First, we selected all Connectome subsystems of size of 11, correspond-
ing to a volume of approximately 5% of each hemisphere (as seen in Figure 3.6A, at this size
Connectome subsystems are on average nearly as integrated as Euclidean subsystems but,
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as Figure 3.6B shows, contain much information about their environments). Figure 3.7A
shows the scatter plot of Subsystem Integration (X-Axis) vs. Subsystem-Environment MI
(Y-Axis) for size-11 subsystems defined according to Euclidean, Connectome and Random-
ized metrics. Randomized Subsystems (gray) tend to cluster in regions of the scatter plot
characterized by high Subsystem-Environment MI (lack of segregation from environment)
and low Subsystem Integration (lack of internal integration). Euclidean Subsystems (red)
tend to occupy regions of the scatter plot characterized by low Subsystem-Environment MI
(high segregation from environment) and high Subsystem Integration (high internal integra-
tion). Connectome Subsystems (blue), however, occupy intermediate regions of the scatter
plot, demonstrating significant amounts of both Subsystem-Environment MI (thus not be-
ing functionally segregated from the rest of the hemisphere) while also having significant
Subsystem Integration (thus also having internal integration).
We investigated which specific Connectome subsystems maximize both Subsystem In-
tegration and Subsystem-Environment MI. First, Connectome subsystems that were in the
upper 50 percentile of both measures in each hemisphere were selected. Next, because these
subsystems overlapped (contained some of the same ROIs; see Figure 3.S4A), we clustered
them into a smaller number of minimally-overlapping subsystem communities. To do so,
for each hemisphere we computed a subsystem-by-subsystem Overlap Matrix whose entries
measured the proportion of ROIs shared between each pair of subsystems (see Figure 3.S4B,
3.S4C for the left and right hemisphere Overlap Matrices). A community-detection algorithm
[141] was run on this matrix to provide a partition of the subsystems into communities.
The community-detection algorithm identified four communities in the left hemisphere
and another four in the right hemisphere. Figure 3.7B shows cortical surface of the left
and right hemisphere, with each ROI colored according to its membership in a subsystem
community (colors arbitrary but selected so that communities that have similar spatial
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distributions in both hemispheres have the same color). ROIs that belong to more than one
selected subsystem were assigned to their most frequent community. Gray colored ROIs are
those that were not part of any subsystem that was in the top 50 percentiles according to
the two MI measurements.
Finally, we looked at how the subsystem communities obtained were distributed across
anatomical areas. Anatomical areas were ranked in terms of their participation in the
subsystems maximizing Subsystem Integration and Subsystem-Environment MI. Figure 3.7C
lists the top 9 anatomical areas: superior frontal, inferior parietal, superior parietal, lateral
occipital, superior temporal, precuneus, lingual, supramarginal, and insula. The stacked bar
charts indicate, for both hemispheres, the number of ROIs from each subsystem community
that are contained in each anatomical area, with bar chart colors corresponding to the colors
used on the cortical map. We discuss the distribution of these subsystem communities across
anatomical areas in more detail in the Section 3.4.3.
3.4 Discussion
In this work, we characterized brain regions and networks in terms of their information-
theoretic measures by using both functional and structural information in a complementary
manner. The measures presented here quantify the amount of functional coupling between
sets of ROIs as well as integration within sets of ROIs. Sets of ROIs form subsystems
which are selected according to three different possible distance metrics: Euclidean (reflect-
ing the physical spatial embedding of brain regions), Connectome (reflecting the anatomical
structural connectivity of the brain), and Randomized (a comparison condition based on
a rewired version of the Connectome graph; see Section 3.2.2). We also investigated the
scaling of these measures, in the sense of their growth as larger subsystems are considered.
In Section 3.4.1, we discuss the use of information-theoretic measures for characterizing
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the brain and the need for such measures to account for the brains spatial and topological
embedding. In Section 3.4.2, we discuss the scaling of our measures as brain subsystems of
different sizes are considered, their distribution across the cortical surface, and their relation
to long-range efficiency. In Section 3.4.3, we discuss the fact that Connectome subsystems
tend to be highly internally integrated while also being coupled to the rest of the brain,
and that the subsystems that optimize this trade-off cluster into communities that resemble
previously identified resting state networks. In Section 3.4.4 we discuss some important
methodological considerations and assumptions involved in this work. In the last Section
3.4.5, we suggest some possible directions for further work.
3.4.1 Information-Theoretic Measures for Studying the Organization of
the Brain
As mentioned in the Introduction, much recent research has been devoted to characterizing
the structural and functional roles of different brain regions and networks. Many of these
characterizations have identified certain regions as structural and functional hubs, decom-
posed the brain into weakly-coupled modules and networks, and investigated the role of
large-scale integrative backbones.
Information theory provides a natural language for talking about systemic aspects of
the organization of functional brain activity, including the presence of quasi-independent
modular subsystems and the integrative properties of functional hubs and networks. Several
information-theoretic measures for studying brain organization have been proposed in the
literature. One measure of particular interest is TSE complexity [45], which is based on
the idea that low-level processing is performed in localized, segregated brain regions that
operate in parallel and interconnect along hierarchical lines, while high-level association
and integration is performed in large-scale distributed networks [125, 32]. TSE complexity
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quantifies this notion by looking at the scaling of total correlation as increasingly large
subsystems are considered. The degree to which the total correlation of large-scale regions
(having many components) exceeds that of small-scale regions (containing few components)
is a quantitative signature of integration at large scales.
Importantly, the activity of the brain unfolds across physical space and structural con-
nectivity networks. For this reason, it can be expected to qualitatively follow Toblers first
law of geography : Everything is related to everything else, but near things are more re-
lated than distant things [142]. In fact, as previously reported [143, 144, 145] and as also
shown here, functional interactions are stronger between spatially proximate regions. TSE
complexity, however, considers integration at a given scale by looking at all possible sub-
sets of component of a given size. Thus, while it represents a promising step toward an
information-theoretic treatment of large-scale integration, it disregards spatial and connec-
tivity information and the fact that the organization of functional activity is often dominated
by physically localized interactions.
In this work, we looked at the scaling of information-theoretic measures across both
physical space and the Connectome, and compared it to scaling over the Randomized metric
(which, like TSE, disregards actual spatial and topological organization). As we will discuss,
we found that the Randomized metric poorly represents the functional organization of our
brain data, and this weakness may also be expected of TSE. In fact, underlying spatial and
connectome structure must be taken into account in order to properly quantify the amount of
large-scale integration in the brain. In addition, our methodology, which captures systematic
relationships between the size and the strength of functional constraints in spatially-compact
subsystems, allows us to compute localized information-theoretic measures of scaling. This
allows for the characterization of the variation of integration and predictability across the
cortical surface.
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3.4.2 Scaling of Information-Theoretic Measures
We measured the amount of functional coupling between each ROI (the seed) and the set of
most proximate neighbors (the local subsystem) as well as the set of most distant neighbors
(the distant environment). We also computed how the strength of functional coupling scales
as increasing numbers of neighbors are chosen according to one of the three different distance
metrics Euclidean, Connectome, or Randomized.
As discussed in Section 3.4.1, functional activity organized according to an underlying
metric will display stronger functional coupling between nearby locations vs. more distant
ones. Thus, information-theoretic measures computed on sets of ROIs chosen according to
a more representative space are expected to give rise to higher values of Seed-Subsystem
MI and Seed-Neighbor MI for close neighbors (i.e., more integration within local regions) as
well as lower values of Seed-Environment MI (i.e., more segregation between local regions
and the rest of the system).
According to these criteria, both Euclidean and Connectome metrics better represent
the functional organization of resting state activity than the Randomized metric (Figure
3.3). On average, for small scales, the Euclidean metric captures more strong functional
couplings than does the Connectome metric, as shown by higher values of Seed-Neighbor MI
(Figure 3.3A) and Seed-SubsystemMI (Figure 3.3B) measures for Euclidean vs. Connectome
subsystems. Generally, for the range of scales considered, ROIs chosen according to the
Connectome metric display an amount of functional coupling with neighbors between those
chosen according to the Euclidean metric on one hand and Randomized on the other. We
discuss some possible reasons for the intermediate role played by Connectome subsystems
below.
The strength of functional coupling between seeds and Euclidean subsystems (Figure
3.3B), as well as the fact that the environments chosen in terms of distant Euclidean neigh-
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bors display the least functional coupling (Figure 3C), demonstrates that resting-state brain
data is highly spatial, in that it exhibits strong correlations over small Euclidean scales
(some reasons for this are discussed below in Section 3.4.4). However, while short-Euclidean
range interactions are strong, the brain also integrates information globally and exhibits
functional coupling over large spatial scales. Because Seed-Environment MI quantifies the
functional coupling between seed ROIs and remote locations, we defined Euclidean Coupling
Range as the number of Euclidean neighbors at which the Seed-Environment MI drops be-
low a threshold of 0.3 bits, and looked at the distribution of this measure across the cortical
surface (Figure 3.4).
This measure was found to have a highly heterogeneous distribution across the brain.
Low values of Euclidean Coupling Range indicating that only short-scale correlations present
are found in unimodal sensorimotor cortices, including locations corresponding to V1, motor
areas in the precentral gyrus, somatosensory areas in postcentral gyrus, paracentral areas
corresponding to the supplementary motor area, and superior temporal areas corresponding
to auditory cortex. On the other hand, locations in the brain having high Euclidean Cou-
pling Range indicating the presence of long-range functional couplings include recognized
high-level hub areas [118], such as the precuneus, inferior parietal, superior frontal gyrus,
anterior cingulate, temporoparietal junction and ventral frontal cortex. In addition, regions
thought to have functional roles at intermediate levels of the cortical hierarchy, such as
higher-order visual and auditory cortices as well as somatosensory association cortices, tend
to display intermediate values of Euclidean Coupling Range.
Importantly, variation in Euclidean Coupling Range arises due to variation in the range of
spatial coupling of different ROIs and is not simply due to differences in their inherent level of
predictability. We compared Euclidean Coupling Range with Total MI, a measure of mutual
information between each ROI and the rest of the ROIs in its hemisphere. Total MI does not
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rely on any underlying metric and quantifies the inherent predictability of different regions.
This measure also displayed a heterogeneous distribution across the brain, indicating that
during resting-state some ROIs are much more predictable than others. Regions with the
highest predictability included large areas of the occipital lobe, primarily corresponding to
the primary and higher-order visual cortices, as well as some regions of the parietal lobe such
as the inferior parietal lobule. Notably, many regions high in Euclidean Coupling Range
such as those in the frontal lobe did not have exceptionally high Total MI, nor did many
regions with high Total MI such as visual cortices have high Euclidean Coupling Range
(Figure 3.4C). Thus, Euclidean Coupling Range is a continuous measure that separates
regions having spatial segregation (low values) from those having spatial integration (high
values) and identifies functional hubs at multiple scales of the cortical hierarchy. Our results
are in agreement with previous research showing a connection between functional hubs and
long-spatial-range functional coupling [146].
We also evaluated whether functional coupling between spatially distant regions may be
driven by long-rage efficiency. Hence we correlated Seed-Environment MI and long-range ef-
ficiency (over the three metrics) between ROIs and their Euclidean environments for a wide
range of scales. For most scales, long-range efficiency over the Connectome was positively
correlated with the Seed-Environment MI, while correlations were much smaller with long-
range efficiency over Euclidean and Randomized metrics. Thus, the presence of Connectome
shortest-paths between the seed and spatially distant ROIs was the best predictors of strong
functional coupling between them, reflecting a possible fingerprint of structural connections
in driving functional coupling over large spatial scales.
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3.4.3 Subsystem Predictability and Integration vs. Segregation Trade-
Off
Our information-theoretic approach measured not only the predictability of seed ROIs, but
also the multivariate predictability of sets of ROIs in subsystems (Figure 3.6). We investi-
gated two complementary measures: Subsystem-Environment MI and Subsystem Integra-
tion. On average Connectome subsystems displayed nearly as much Subsystem Integration
as Euclidean subsystems up to subsystem size 90, and more integration for larger sizes.
Across many scales, Euclidean subsystems located in the occipital lobe (corresponding to
the visual cortices) displayed the highest amounts of integration (these subsystems, for ex-
ample, are the cluster of points with very high integration shown in the scatter plot of Figure
3.7A). On the other hand, in comparison to Euclidean subsystems, Connectome subsystems
had a higher Subsystem-Environment MI, indicating that they were less functionally segre-
gated from the rest of the hemisphere. Randomized subsystems were much less internally
integrated and much less segregated from their environments than either Euclidean or Con-
nectome subsystems.
At first glance, subsystems with high functional integration are also expected to display
high functional segregation. The fact that Connectome subsystems have relatively high
values of both Subsystem Integration and Subsystem-Environment MI suggests that they
may balance a trade-off between two important information-processing functions: accessing
information from large areas of the brain and integrating it efficiently across a network of
hub regions [147]. We investigated this question by looking at particular values of Sub-
system Integration and Subsystem-Environment MI for subsystems of size of 11 (~5% of
one hemisphere) (Figure7A). We chose Connectome subsystems with high values on both
Subsystem-Integration and Subsystem-Environment MI and found that they are distributed
into four minimally-overlapping subsystem communities (Figure 3.7B). Interestingly, these
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communities can be interpreted in terms of neural anatomy as well as in terms of previ-
ous work on functional resting state networks. The yellow communities in the left and
right hemispheres occupy areas corresponding to primary and secondary visual and audi-
tory cortices, the light blue communities roughly correspond to locations in the default mode
network, while the dark red and blue communities contain regions reported to be part of the
ventral attention, dorsal attention, and fronto-parietal control resting state networks [32].
The anatomical regions (Figure 3.7C) most represented in the light blue, dark blue and dark
red communities are known to include many functional hub regions, such as superior frontal
gyrus, inferior and superior parietal lobules, supramarginal gyrus and insula. Interestingly,
in both hemispheres, the superior frontal gyrus included ROIs corresponding to all three
of these communities, suggesting that it may be a location where these separate high-level
integrative networks intersect.
Overall, this shows that our multivariate information-theoretic measures provide useful
characterization of integration and coupling in subsystems. Furthermore, we found that
they identify regions that display large values of integration and coupling, some of which
are similar to previously reported resting-state networks.
3.4.4 Methodological Considerations
The Randomized metric was used as a control for comparison and was not expected to
correspond closely to the functional organization. On the other hand, the fact that nearby
Connectome neighbors exhibited increased functional coupling (Figure 3.2B) suggests that
connections captured in the DSI data do correspond to actual anatomical connections that
drive neural interactions and produce correlations in the multivariate BOLD signal. How-
ever, proximity in physical space, as captured by the Euclidean metric, corresponded to even
higher correlations. The strong correlations between physical neighbors is driven in part by
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the overlap between structural and Euclidean neighbors, in that anatomical connections are
enriched in spatially proximate regions (Honey et al., 2009). However, other causes may also
be responsible, including undetected connections (such as local cortico-cortical connectivity
and subcortical-mediated circuitry) as well as spatial smoothing due to BOLD-signal blur-
ring due to vasculature effects, head motion artifacts, and MRI preprocessing [144, 133, 145].
The framework proposed here looks at the scaling of information-theoretic measures. It
is not tied to any particular way of estimating information-theoretic measures from empirical
data and can be applied both to continuous and discrete data. However, as discussed in
Section 3.2.3, for practical purposes in this work we assumed that the activity of ROIs was
distributed as a multivariate Gaussian. Due to the Gaussian assumption, the covariance
matrix of each hemispheres multivariate fMRI time series served as a sufficient statistic for
all of our measures of predictability and integration. In addition to the Gaussian assumption,
we also combined the time series from all 37 subjects into a single pooled subject possessing
~10,000 time points (see Section 3.2.1). Because of the subject pooling, enough time points
were acquired to get a reasonable estimate of the entries in this covariance matrix (defined
by nearly ~20,000 parameters). We thus could estimate information-theoretic measures for
high dimensional spaces, such as for the entropies of the joint activity of the ~220 ROIs
present in each hemisphere.
Computing predictability using the Gaussian assumption is equivalent to predicting the
activity of seed ROIs and subsystems by linear regression. The drawback of using the covari-
ance matrix for estimating information-theoretic quantities is that it disregards non-linear
interactions between ROI activities, as well as interactions of higher-order than pairwise.
Though it has been suggested that bivariate fMRI time series are sufficiently Gaussian to
not warrant the estimation of non-linear effects in functional connectivity [148], there are
a number of estimators that could be used that do take into account such effects, such as
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for example nearest-neighbor estimators [149, 150, 151, 152]. However, these estimators
require of a large number of samples for reliable estimates and in our case gave unstable
entropy estimates (data not shown). Overall, questions about the importance of non-linear
and higher-order interactions in describing the functional organization of the brain present
great interest for future investigation using our framework.
For similar reasons, it was not feasible to accurately estimate our multivariate
information-theoretic measures using individual subjects time series, which included only
276 samples per ROI per subject. Our method of subject pooling, which was performed
for reasons of statistical estimation, is defensible because resting state functional activity is
known to be fairly similar across healthy subjects [119]. In addition, structural connectiv-
ity is also similar enough across healthy subjects so that connectome pooling can be used
to reduce the effect of DSI-tractography false negatives (i.e., undetected fibers) [122, 153].
However, this approach prohibits us from investigating questions of inter-subject variation in
information-theoretic measures as well as their relation to individual-subject structural mea-
sures. Questions of inter-subject variability of information-theoretic measures also present
great interest for future investigation, which may become feasible given the availability of
datasets containing longer fMRI time series.
3.4.5 Future Directions
As mentioned, with longer recordings it may be possible to investigate the role of non-linear
coupling and higher-order interactions in the functional organization of the human brain, as
well as the inter-subject variability of information-theoretic measures. In addition, it may be
possible to apply these measures in a time-dependent manner in order to look for evidence of
dynamic re-organization of the integrative properties of different regions. Another interesting
avenue of development would be to apply our methodology to task-dependent datasets in
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order to test differences in information-theoretic measures exhibited under different cognitive
loads and tasks. Finally, recent work on using entropy measures for diagnostic purposes [154]
suggests that the kinds of measures developed here may hold promise as possible sources of
diagnostic markers.
Generally, the idea of using information-theory to study the functional organization of
the brain draws connections to fields of statistical learning, coding theory, statistical physics,
complex systems and other fields that are playing a central part in modern computational
and systems neuroscience. It may also be relevant to recent ideas regarding the criticality of
brain functional activity. Criticality is a concept closely tied to long-range scaling of corre-
lations, and it has been shown in models that information-theoretic measures of integration
[155, 156, 157] are maximized at critical parameter values. As we have argued, however,
properly measuring the scaling of integration should take into account underlying topologies
on which system constraints are organized. This suggests that our approach may be useful
for investigating the hypothesis that brain is poised at or nearby a critical state [138, 158].
3.5 Supplementary Information
Figure 3.S1: Parcellation map
Colors are used to indicate different regions of interest (ROIs). 447 cortical ROIs (225
in the left hemisphere) are present.
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Figure 3.S2: Regional Map
In some cases, we report averages for larger scale groups of ROIs, which we call regions.
There are 34 cortical regions in each hemisphere. Here, we use a colormap to show the
assignment of ROIs to regions.
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Figure 3.S3: Structural Connectivity Matrices
Top row: The distance matrices corresponding to the Euclidean metric , the Connectome
distance matrix (built from the DSI-derived Fiber tract density matrix, described in the main
text), and the Rewired Connectome matrix (described in the main text). In addition, on the
right we provide the Adjacency Matrix to indicate connections present in the Connectome
distance matrix (1270 connections between 225 ROIs in the left hemisphere are present and
1145 connections between 222 ROIs in the right hemisphere). The block structure represents
the connections in the right hemisphere (top left) and left hemisphere (bottom right), with
all inter-hemispheric connections eliminated.
Bottom row: Euclidean, Connectome, and Randomized Subsystems are built using near-
est neighbors ranked according to shortest-path metric on the corresponding distance ma-
trices. Here, with each row corresponding to one starting seed ROI, the columns indicate
the rank (in terms of neighbor #) of the ROIs corresponding to the columns.
Note that while the graphs represented by matrices (top row) are symmetric, but the
ranking of neighbors according to each metric (bottom row) is not necessarily symmetric.
In other words, the fact that ROI j is the kth neighbor of ROI i does not mean that ROI i
is the kth neighbor of ROI j.
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Chapter 4
Modularity and statistical learning
As discussed in Section 2.4.1, modularity is deeply connected to the problem of search
and optimization in high-dimensional spaces. In this chapter, we use this to show statistical
learning theory provides a principled way to identify modular decompositions of multivariate
dynamical systems a result useful for both real-world data analysis and for theoretical
exploration of the concept of modularity.
We posit a learning agent that seeks to model the distribution of system transitions given
a limited number of observations of the system. Our approach uses information-theoretic
measures of model selection (described in Section 2.1.5) to identify modular decompositions
across multiple scales. If the system can be partitioned into weakly coupled modules, then
the agent can learn the modules’ dynamics independently. Because module dynamics are
over smaller state spaces than the entire system, learning them independently can improve
the predictive performance when a limited amounts of data is available. At the same time,
in systems that are not composed of completely independent subsystems, ignoring inter-
modular dependencies will increase prediction error. An optimal balance between these two
constraints splits the system into modules that internally capture the strongest constraints.
The chosen decomposition varies depending on the size of the previously observed data (i.e.,
the ’training data’): for small amount of observed data, when learning parameters are dif-
ficult, decompositions are more sensitive to the cost of complexity and small modules are
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preferred; with larger amounts of data, when parameters can be estimated with more pre-
cision, decompositions are more sensitive to unaccounted inter-module dependencies. This
gives rise to decompositions with larger-sized modules that include more constraints. By
using the amount of training data as a resolution parameter, decompositions at multiple
scales can be explored.
Our approach builds connections between statistical learning and information theoretic
measures of modularity. It also uses the formalism of Bayesian inference to define a notion
of ‘total modularity’, the predictive benefit from considering modular models integrated
across all scales. Finally, we consider a notion of ‘causal modularity’, or modularity of the
system not just in the observed parts of the state-space, but also under perturbations to the
state-space. We show that the causal modular decompositions uncover important differences
in system organization in cases where regular modular decompositions do not.
The content of this chapter (before minor corrections) was previously published as:
A Kolchinsky, LM Rocha, Prediction and modularity in dynamical systems, Proc.
11th Conf. on the Synthesis and Simulation of Living Systems (ECAL 2011),
2011.
4.1 Introduction
The study of complex dynamical systems such as gene regulatory networks [159], structural
and functional brain networks [160], ecological food webs [161], and others [40, 76] has
frequently uncovered the presence of modularity. Broadly speaking, modular systems are
composed of tightly-integrated subsystems, called modules, which are in turn weakly coupled
to one another.
Numerous explanations have been proposed for the function of modularity in complex
systems, only a few of which are mentioned here. Simon [4] suggested that modularity
can contain the effects of harmful perturbations and lead to greater developmental and
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operational robustness, especially when modules are hierarchically arranged. Kashtan and
Alon [162] argued that modular systems can take advantage of reusability when adapting
to changing combinations of fixed environmental tasks. Tononi et al. [57] proposed that
modularity balances the conflicting needs for subsystems that are functionally specialized
but also integrated into globally coherent states. Notably, it has also been shown to arise
as a result of non-adaptive processes, such as neutral evolution of gene regulatory networks
[163, 81] and stochastic fluctuations in network connectivity patterns [83].
Though the concept of modularity has acquired a central place in the study of com-
plex systems, its meaning and operationalization varies widely between scientific paradigms,
fields, and processes of interest. In the biological sciences alone, one can find references to
structural, developmental, physiological, variational, and functional modularity [164, 165],
among others. In this work, we propose a formal notion of modularity based on statistical
modeling. Our approach applies to a broad class of discrete-time multivariate dynamics,
whether represented by dynamic models, such as Boolean or dynamic Bayesian networks,
or empirical distributions estimated from time series recordings. Unlike much recent work
on community structure in static graphs, we identify modularity in the organization of dy-
namically interacting system components. We argue that in addition to being useful for
analysis of real-life dynamical systems, our approach can shed light on connections between
notions of modularity utilized in different domains, as well as the general role of modularity
in modeling.
The next section provides a brief background on information theory. We then outline
traditional information-theoretic approaches to modularity in dynamical systems, and de-
velop our own treatment in terms of statistical modeling. After applying it to an example
dynamical system, we consider state-dependent and causal versions of modular decompo-
sitions. We conclude by discussing issues of parameterization, directions for further work,
80
and connections between our method and broader questions of modeling.
4.2 Information theory
Information theory provides principled measures of information transfer and statistical de-
pendence in distributed systems. As such, it is well-suited for quantifying measures of
coupling and modularity.
To review, Shannon entropy measures the uncertainty in the measurement outcomes
of a random variable. If X is a discrete random variable with an associated probability
distribution P (X), then its entropy is:
H (X) = −
∑
x∈X
P (x) logP (x)
A random variable that takes a single value with probability 1 has an entropy of 0, while
an equiprobable random variable assumes the maximum entropy of log |X|, where |X| is
the number of possible outcomes. When the base of the logarithm is 2, as in this work, the
units of entropy are bits (1 bit is the uncertainty in the choice between 2 equally possible
outcomes). Because measuring a variable reduces uncertainty about its value, entropy can
also be considered a measure of information.
When provided with a joint distribution over two random variables such as P (X,Y ),
conditional entropy measures the expected uncertainty in the value of one variable given
that the value of the other is known:
H (X|Y ) = H (X,Y )−H (Y ) = −
∑
x,y
P (x, y) logP (x|y)
Mutual information is a symmetric measure of nonlinear correlation between two random
variables. Expressed as the difference between entropy and conditional entropy, it can be
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interpreted as the reduction in uncertainty about the value of one random variable provided
by knowledge of the other:
I (X;Y ) = H (X) +H (Y )−H (Y,X)
= H (X)−H (X|Y ) = H (Y )−H (Y |X)
=
∑
x,y
P (x, y) log
P (x, y)
P (x)P (y)
Mutual information captures the amount of constraint in the joint distribution of two vari-
ables not present in their marginal distributions. It is equal to 0 when two variables are
statistically independent, and reaches its maximum possible value of min {H (X) ,H (Y )}
when one variable is a function of the other.
Mutual information can be extended to the case of more than two variables. Let ran-
dom vector X=(X1, X2, . . . , XL) with distribution P (X) represent the state of a system
composed of L distinct variables. The total constraint in this system not present in any
single variable is measured by a multivariate version of mutual information, often called
multi-information [12] or integration [45]:
I (X) =
L∑
i=1
H (Xi)−H (X) (4.1)
=
∑
x
P (x) log
P (x)∏L
i=1 P (xi)
Kullback-Leibler (KL) divergence is a measure of the difference between two distributions:
it is always positive and 0 iff P = Q, though it is not a distance because it is not symmetric:
KL (P‖Q) =
∑
x
P (x) log
P (x)
Q (x)
(4.2)
Importantly, many information-theoretic measures can be restated in terms of KL diver-
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gence. For example, the multi-information of Eq. 4.1 is equal to the KL divergence between
the distribution of X and a product of the marginal distributions over the individual vari-
ables of X.
4.3 Modularity in multivariate dynamics
As previously mentioned, multi-information measures the total amount of higher-order con-
straint present among the variables of a multivariate system. It is 0 when these variables
are independent, and increases when more statistical interaction between variables is present
[12]. For this reason, many formal approaches to modularity search for system transforma-
tions that minimize this measure.
Several kinds of transformations can be investigated. Independent component analy-
sis attempts to minimize multi-information over the space of linear mappings (coordinate
changes) of a multivariate system [166]. A different approach, closer to the one pursued
here, looks for partitions of system variables with low multi-information.
A partition pi of set S is a set of mutually exclusive, nonempty subsets B ⊆ S, called
blocks, such that
⋃
B∈pi B = S. For example, {{1} , {2, 3}} and {{1, 2, 3}} are two possible
partitions of the set {1, 2, 3}. We also use a more concise notation: the two partitions above,
for example, can be referred to as 1/23 and 123 respectively. Additionally, pi0 is used to
indicate the total partition, which includes the entire set in a single block, i.e. pi0 ≡ {S}.
We look at partitions of V = {1, . . . , L}, the set of the indexes of the variables of
random vector X. For partition pi and block B ∈ pi, P (XB) indicates the marginalization
of P (X) onto the variables whose indexes are in B. For example, P
(
X{1,2}
)
is the marginal
distribution of the first two variables of X. Using these definitions, we can define the
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multi-information of partition pi as:
Ipi (X) =
∑
B∈pi
H (XB)−H (X)
This measure quantifies the amount of constraint holding among the blocks of pi. Finding
partitions with low multi-information corresponds to identifying weakly-coupled subsys-
tems. Variations on this approach appear in information-theoretic treatments of modularity
starting from early cybernetics and systems theory [97] to more recent approaches in com-
putational neuroscience [98].
Multi-information is defined over a time-invariant distribution of system states. Though
it does not account for the dynamic flow of information within a system, it can be general-
ized to this case. Assume a multivariate system with Markovian dynamics represented by
P (X′ = x′|X = x), the conditional probability distribution of transitioning to each future
state x′ given starting state x, as well as P (X = x), the distribution over starting states.1
The amount of information flowing dynamically among the blocks of pi is called stochastic
interaction [167]. It is a conditional version of KL divergence between the transition dis-
tribution of the whole system and the product of marginal transition distributions of the
variable blocks specified by partition pi:
Ipi
(
X′
∣∣X) = ∑
B∈pi
H
(
X′B
∣∣XB)−H (X′∣∣X) (4.3)
= KL
[
P
(
X′|X)∥∥∥∥∥∏
B∈pi
P
(
X′B
∣∣XB)]
These kinds of dynamic generalizations of multi-information have recently been proposed as
measures of system-wide coupling in brain dynamics [100, 168].
1We assume that the dynamics are stationary, in that the transition probability distribution does
not change through time. Our analysis can also be applied to higher-order Markovian systems,
though for simplicity they are not considered here.
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1 (OR)
2 (AND)
3 (2+/3)
4 (OR)
Starting
state
Future
state
0000 0000
0001 0001
0010 0001
0011 0011
0100 1000
0101 1011
0110 1011
0111 1011
1000 1000
1001 1001
1010 1001
1011 1011
1100 1100
1101 1111
1110 1111
1111 1111
pi Ipi (X′|X)
1234 0.00
12 / 34 0.50
1 / 234 1.00
123 / 4 1.00
134 / 2 1.25
124 / 3 1.31
12 / 3 / 4 1.31
1 / 2 / 34 1.50
14 / 23 2.00
1 / 23 / 4 2.00
13 / 24 2.16
13 / 2 / 4 2.16
14 / 2 / 3 2.31
1 / 24 / 3 2.31
1 / 2 / 3 / 4 2.31
Figure 4.1: A simple four node Boolean network (nodes 1, 2, 3, and 4 perform OR, AND,
majority, and OR update functions respectively). Its full state transition table is shown in
center. On the right, the stochastic interaction of every possible partition of the network.
A simple demonstration is provided by the Boolean network in fig. 4.1. It has four nodes,
whose update functions are OR, AND, majority rule, and OR respectively. The stochastic
interaction of each possible partition is provided, assuming a uniform distribution over start-
ing states. For example, the partition 12/34 is the bi-partition having the lowest stochastic
interaction: the block {1, 2} has conditional entropy H(X′{1,2}|X{1,2}) = 0 (nodes 1 and 2
do not depend on the rest of the system, so their marginalized dynamics are deterministic),
while block {3, 4} has conditional entropy H(X′{3,4}|X{3,4}) = 0.5. Because the system as a
whole is deterministic, H (X′|X) = 0 and the total stochastic interaction of partition 12/34
is H
(
X′{1,2}|X{1,2}
)
+H
(
X′{3,4}|X{3,4}
)−H (X′|X) = 0.5.
Unfortunately, stochastic interaction is not a suitable cost function for identifying mod-
ular partitions in a multivariate dynamical system (similarly for multi-information and mul-
tivariate non-dynamical systems). In any such system, a minimal stochastic interaction of 0
will be assigned to the total partition pi0, and generally a partition will never have a greater
stochastic interaction than any of its refinements (where one partition is a refinement of
another if every block in the former is contained in some block of the latter). Selecting
partitions using stochastic interaction will thus favor partitions with large blocks, the total
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partition being a (possibly non-unique) global minimum.
Due to this, several authors have proposed normalizing factors that penalize large par-
titions [97, 100]. However, the derivation and justification of these normalizing terms is ad
hoc. In this work, we approach the problem of identifying modules from the point of view
of statistical prediction. This yields principled penalization terms for large partitions and
leads us to uncover modular decompositions with clear interpretations in terms of statistical
modeling.
4.4 Statistical modeling and modular decompositions
Information theory is intimately connected with statistical modeling [169]. For example,
assume a model that assigns a probability value to data x:
Q (x) =

Θ
Q (x|θ)ω (θ) dθ (4.4)
This term, called the marginal likelihood in the Bayesian literature, is the expectation of the
likelihood function Q (x|θ) with respect to distribution ω (θ) over parameter values.
Q (x) is a measure of predictive fit to data, and its logarithm is often maximized over
parameter distributions or model choices. Equivalently, one can minimize the negative of
its logarithm, a measure of predictive error called log loss. If data samples are drawn from
some ‘true’ probability distribution P (X = x), then the expectation of the log loss of the
marginal likelihood is:
−
∑
x∈X
P (x) logQ (x) = KL (P‖Q) +H (P (X))
The KL term (from Eq. 4.2) is non-negative, and reaches its minimum of 0 when the model
is perfectly fit, i.e. Q = P . It is a measure of excess prediction error of the model above
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the minimum possible. This minimum is specified by the entropy term, and depends only
on the true distribution P (X) and not on model or parameter choices.
A similar situation holds in the dynamic setting. We call dynamic models those that
generate conditional distributions of multivariate future states x′ given starting states x:
Q
(
x′
∣∣x) = 
Θ
Q
(
x′
∣∣x, θ)ω (θ) dθ
We look at statistical prediction of dynamical systems from the perspective of an agent
who does not possess a perfectly fit model, but must learn a dynamic model given previous
observations. The agent is provided with a set of factorized models: for each partition of
system variables pi, there is a dynamic model Qpi whose parameters and marginal likelihood
obey the independence conditions imposed by the block structure of pi:
Qpi
(
X′
∣∣X) = ∏
B∈pi
Qpi
(
X′B
∣∣XB) (4.5)
=
∏
B∈pi

ΘB
Qpi
(
x′
∣∣x, θB)ω (θB) dθB
The predictive performance of our agent depends on the chosen model, the amount of
previously observed data, and the agent’s learning mechanism. It can be quantified with
a risk function, which is here the KL divergence between the true distribution P (X′|X)
and the distribution predicted by a dynamic model [14]. The risk of model Qpi on the next
sample after observing N previous samples is:
rN,Qpi = KL
[
P
(
X′
∣∣X)∥∥Qpi (X′∣∣X,X′1..N ,X1..N)] (4.6)
The expectation in the KL term is taken over the next sample of X′,X, as well as previous
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i.i.d. samples of N transitions X′1..N ,X1..N . The Bayesian posterior predictive distribution:
Qpi
(
x′
∣∣x,x′1..N,x1..N)= Qpi(x′∣∣x,θ)Qpi(θ∣∣x′1..N,x1..N) dθ
is the marginal likelihood of Eq. 4.4, with a parameter value distribution conditioned on
a sequence of N previous data samples. From the point of view of machine learning, this
Bayesian updating of parameters in light of observed data corresponds to model training,
while evaluating the expected model risk on new samples corresponds to model testing.
More concretely, our dynamic models can be considered supervised learners: given data,
they infer probabilistic mappings from inputs (starting states X) to outputs (future states
X′).
Given the independence assumption of Eq. 4.5, risk rN,Qpi becomes:
Ipi
(
X′
∣∣X)+∑
B∈pi
KL
[
P
(
X′B
∣∣XB)∥∥Qpi(X′B∣∣XB,X′1..NB ,X1..NB )]
This form draws attention to the two components that make up predictive risk. The
stochastic interaction term (seen also in Eq. 4.3) arises as a consequence of ignoring dy-
namic coupling between variables in different blocks. It is the minimal excess error of a
factorized model (which treats the dynamics of the variable blocks induced by partition pi
as independent) above an optimally fit whole-system model (where interactions between all
variables can be captured)
The second term, called the complexity term, captures a trained model’s excess predictive
error above the minimum possible. It arises due to the parameter value uncertainty that
remains after training on finite amounts of data. For a given amount of data, complex
models (with larger parameter spaces) will generally have greater parameter uncertainty than
simpler models, resulting in more excess predictive error. As N →∞, the complexity term
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can be asymptotically approximated by dpi2N , where dpi refers to the number of parameters of
model Qpi [170, 18]. This yields:2
rN,Qpi ≈ Ipi
(
X′
∣∣X)+ dpi
2N
(4.7)
For a given amount of training data N , the model with the lowest risk,
Q? (N) = argmin
Qpi
rN,Qpi
corresponds to the partition providing an optimal predictive decomposition of the system.
Models that minimize risk offer a balance between two conflicting constraints: on one hand,
low stochastic interaction (better predictions when optimally fit), on the other, low model
complexity (easier parameter estimation with limited training data). Because partitions with
smaller blocks, which have smaller-state-space dynamics representable by fewer parameters,
generally induce simpler models, risk presents a principled cost function for identifying
small, weakly-coupled modules. The amount of data N parameterizes this trade-off: as N
increases, emphasis is shifted from the complexity term to the stochastic interaction term,
and groups of variables whose dynamic interactions carry the most information while being
easiest to learn are first to coalesce into multivariate blocks of the optimal model.3 Thus,
selecting optimal decompositions while increasing the amount of training data generates a
modular multiscale decomposition of system variables. In the infinite data limit, the risk of
each model Qpi reaches its minimum of Ipi (X′|X), and the partition corresponding to Q?
2This approximation assumes continuously-parameterized models and standard regularity condi-
tions. Additionally, the following restatement of risk assumes that, for all pi, some parameterization
of Qpi offers a perfect fit to the factorized ΠB∈piP (X′B |XB) . It’s possible to generalize beyond this
case, where the factorizations of the true distribution are ‘out-of-class’ of the models Qpi.
3Minimizing risk can be seen as a form of information bottleneck [171]: it searches for factorized
models whose parameters minimize information about training data while maximizing information
about system dynamics; the size of the training data serves as a trade-off parameter.
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becomes the one with lowest stochastic integration (the total partition being a possibly
non-unique minimum).
4.5 Decomposing a dynamical system
The complexity term in Eq. 4.7 depends on the parametric form of the dynamic model.
Though a variety of possibilities exist, here our dynamic models are assumed to be products
of first-order Markov chains with Dirichlet priors. The number of parameters of model Qpi
from this class is:
dpi =
∑
B∈pi
|XB|
(∣∣X′B∣∣− 1) (4.8)
where |XB| is the number of supported starting state outcomes and |X′B| is the number of
possible future state outcomes of the variables with indexes in block B. For example, for
a single block of Boolean variables with a fully supported starting state distribution, these
are both equal to 2|B|. For this model class, the complexity term scales exponentially with
the number of variables in each block.
As an example, we look at optimal decompositions of the network in fig. 4.1. Its risk,
calculated using the approximation of Eq. 4.7 and parameter counts of Eq. 4.8, is shown
at the top of fig. 4.2.4 The risk is plotted for those models which reach minimum risk at
some point of the training process, as well as that of the overall risk minimal model Q?
at each N . Predictive power is initially optimized by the model corresponding to partition
1/2/3/4 (the simplest model which treats all nodes independently). At N ≈ 3 (inset), it
is replaced by the model corresponding to partition 12/3/4 (variables 1 and 2 now merged
into a single block); at N ≈ 4 (inset), by the model corresponding to partition 12/34; and
finally at N ≈ 215, the most predictive model becomes the one corresponding to the total
4In general, the approximation of Eq. 4.7 is only accurate for large N . However, it suffices for
our explanatory purposes.
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partition 1234.
4.6 Total modularity
So far, our measure of modularity has been parameterized by N , the amount of training
data provided. Here, we derive a parameter-free measure of the total modularity present in
a dynamical system.
In our definition of risk (Eq. 4.6), we used the posterior predictive distribution
Qpi
(
X′
∣∣X,X′1..N ,X1..N), the probability assigned to the next data sample by a model
trained on N previous data samples. Given our assumptions, the following relationship
holds between the prior predictive distribution, the probability an untrained model assigns
to N future data samples, and the posterior predictive distribution:
Qpi
(
X′1..N
∣∣X1..N)=N−1∏
n=0
Qpi
(
X′n+1
∣∣Xn+1,X′1..n,X1..n)
This suggests the prequential interpretation of Bayesian prediction [172]: the expected
predictive error of a model on N future samples is the sum of the expected predictive
errors on each successive sample after training on the previous samples. This accumulated
prediction error is termed cumulative risk [14]:
RN,Qpi =
N−1∑
n=0
rn,Qpi
The risk of Eq. 4.6 can be seen as the rate of change of the cumulative risk as the amount
of training data grows.
Total modularity is the total gain in predictive accuracy (i.e., decrease in cumulative risk)
provided by the optimally predictive models Q? (N) versus the unfactorized, total-partition
model Qpi0 . Let RN,Q? =
∑N−1
n=0 rn,Q?pi(n) be the cumulative risk of an agent who selects the
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risk-minimal model at each N . The total modularity is then:5
T = lim
N→∞
(
RN,Qpi0 −RN,Q?
)
(4.9)
Total modularity reflects the overall predictive advantage gained by using factorized
models, and is not a function of a particular N . High measures of total modularity indicate
that simpler models have significantly improved predictive performance during earlier stages
of the learning process. To use the previous example, the cumulative risk of the models
plotted at the top of fig. 4.2 is shown at the bottom of that figure. The total modularity
of the dynamic network shown in fig. 4.1 is equal to the asymptotic difference between the
cumulative risks of Q1234 and Q?. Equivalently, it is also the total area between the lines
corresponding to the (non-cumulative) risks of Q1234 and Q?.
For another illustration of total modularity, we consider a simple dynamical system com-
posed of two binary variables. Each variable is parameterized in the following manner: at
each time step, with probability p it assumes the value of the other variable in the previous
time step, and with probability 1−p it maintains its own value from the previous time step.
The amount of dynamic coupling between the two nodes increases with p: at p = 0 the
variables have no interaction, while at p = 1 their values are completely correlated (with
a one timestep lag). This dynamic coupling is illustrated in fig. 4.3, which plots the total
modularity of this system against the coupling parameter p. The total modularity monoton-
ically decreases as p increases, showing that greater coupling leads to lower total modularity.
As p→ 0, the two variables become completely independent and total modularity diverges
(in this case, it grows without bound at a rate proportional to logN).
5This kind of minimization of accumulated error by online switching from simpler to more complex
models is related to a learning framework recently proposed by [173]
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4.7 State-dependent and causal modularity
The way information flows within a dynamical system can depend on the system’s state. For
example, the stochastic interaction across a partition can be different in different attractors.
This can be quantified here by different choices of the starting state distribution, P (X).
Though we have generally taken P (X) to be a fully-supported uniform distribution, it can
be weighted preferentially over some subset of starting states.
For example, consider two systems, each composed of two binary variables. In system
A, each variable copies the previous value of the other, while in system B, each variable
takes the opposite of its own previous state. Fig. 4.4 shows the risk plots for both A (left
column) and B (right column), where 4.4a and 4.4d are calculated for a uniform starting
state distribution. The risk, as well as the optimal decompositions, is different between the
two systems: A (which performs the copy operation) eventually chooses the total partition
{{1, 2}} as the most predictive, while B (whose variables perform independent state flips)
never does.
If, however, a non-uniform distribution of starting states is chosen, the risk and optimal
decompositions can change. The risk plots for starting state distribution P (X=(0, 1)) =
0.5, P (X=(1, 0))=0.5 are shown in fig. 4.4b and 4.4e (for systems A and B respectively).
Here, different parts of the starting state space induce different risk values and optimal
decompositions: for this starting state distribution, fig. 4.4b shows that the total partition
{{1, 2}} is never chosen as the optimally predictive one for system A.
Additionally, for these starting states the transition distributions of A and B are identi-
cal: if either system is started in state (0, 1), it deterministically transitions to state (1, 0),
and similarly for the transition from (1, 0) to (0, 1). Because the observed dynamics of
the two systems are identical, the risk functions and optimal decompositions are also equal.
Though systems A and B are defined using different causal architectures, here their modular
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organizations are indistinguishable. Specifically, A is postulated to have a causal connec-
tion among its variables but for this starting state distribution they display no stochastic
interaction.
This example highlights the difference between statistical correlation and causal inter-
action. To properly handle the latter, we utilize a notion of causality based on semantics
of intervention [174], recently developed in an information-theoretic direction by [175]. In
Pearl’s treatment, conditional probability distributions represent not only correlations, but
also responses of variables to externally-imposed interventions. This is especially natural
when dynamics of interest are generated by causal models, such as dynamic causal Bayesian
or Boolean network models frequently used in artificial life and systems biology.
In our example, the functional organization of systems A and B can be differentiated
even when calculated over the non-uniform starting state distribution mentioned above if
the starting states of the systems can be intervened upon. This is because in system A but
not system B changing the starting state of one variable can change the other variable’s
future state.
We consider interventions formally by noting that the risk rN,Qpi of Eq. 4.6 need not take
the same starting state distribution for training data as for the testing data. Instead, we take
the starting state distribution for training data to be drawn i.i.d. from a fully-supported
and uniform distribution P
(
Xˆ
)
(the distribution of interventions), while the testing starting
states can be drawn from any P (X) of interest. Using expectation notation, the causal risk
is:
rˆN,Qpi=E
[
logP
(
X′
∣∣X)− E [logQpi(X′∣∣∣X,X′1..N, Xˆ1..N)] ]
As N →∞, the posterior predictive distribution of model Qpi approaches
∏
B∈pi P
(
X′B|XˆB
)
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and rˆN,Qpi can be approximated by:
Ipi
(
X′
∣∣X)+∑
B∈pi
KL
[
P
(
X′B
∣∣XB)∥∥∥P (X′B∣∣∣XˆB)]+ dˆpi2N
where Ipi and the expectations in the KL terms use the testing starting state distribution,
while dˆpi is the number of training parameters. P
(
X′B|XˆB
)
is the distribution generated
when P
(
Xˆ
)
is used to marginalize the whole-system transition distribution P
(
X′|X) onto
variables in block B. It need not equal P
(
X′B|XB
)
, the whole-system transition distribution
marginalized using P (X), unless P
(
Xˆ
)
= P (X) or the partition under consideration is the
total one. The KL divergence between these two marginalizations reflects the amount of
perturbation that external interventions inject into block dynamics. Because KL divergence
is non-negative, causal risk rˆN,Qpi will be not less than the statistical risk rN,Qpi(compare
above to Eq. 4.7).
Fig. 4.4c and 4.4f show the causal risk for systems A and B (respectively) with
P (X=(0, 1)) = 0.5, P (X=(1, 0)) = 0.5. In 4.4c but not 4.4f the total partition model
assumes a lower risk than the factorized model, indicating that for the starting states in
question, system A but not system B has causal interactions between its variables.
Existing approaches have proposed similar information-theoretic treatments of causal
interactions between subsystems [98]. We develop a measure of causal information flow
interpretable within the framework of statistical learning and prediction. Models trained
on interventional dynamics but tested on arbitrary distributions give rise to a measure of
causal risk; this can be used to identify state-dependent causal modules.
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4.8 Conclusion
Modularity is normally treated as an objective property of a system’s organization. Our
approach is different, in that we look at modularity from the perspective of modeling and
prediction. If the learning of real-world cognitive systems (such as scientists or organ-
isms) proceeds in a manner somewhat similar to the statistical framework presented here,
it suggests why such systems may infer modular organizations in the external world: un-
der conditions of limited data, this assumption can simplify inference and lead to gains in
predictive power.
One important issue to note in our approach is its model-dependence. The complexity
penalization term that appears in Eq. 4.6 depends on the model class, and different model
classes may have different parameterizations and functional forms. Our examples employed
products of Markov chain models, a rather general dynamic model class but one heavily
parameterized; others could be used. Choosing model classes can be thought of as selecting
a null model of system dynamics.
Several generalizations of our treatment suggest themselves. For example, it is possible
to infer module timescales by searching not only over decompositions, but also model orders
(numbers of previous states on which transition probabilities depend; for inferring Markov
chain order, see [176]). Fuzzy modular organizations, in which a variable can belong to
more than one module, can be accommodated by allowing partially-overlapping blocks.
More generally, the model search space could include other structures besides partitions
(e.g. trees or networks) to impose independence constraints on information flow between
blocks.
The ability to detect modularity in multivariate dynamical systems is important in com-
plex systems research in general, and biological systems modeling in particular. Our ap-
proach is different from community-detection methods that find modular structure in static
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graphs, in that it looks for modules among dynamically interacting variables. It also differs
from existing information-theoretic methods, in that a framework of statistical prediction is
used to identify small modules in a principled manner. Moreover, it can be used to iden-
tify state-dependent modular organizations in both a statistical and causal sense. In future
work, we hope to apply this approach to the analysis of regulatory and signaling control
in biochemical networks, as well as inference of functional neural organization from brain
recordings.
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Figure 4.2: Top: approximate risk for optimally-predictive models of the Boolean network
from fig. 4.1. Black dots mark switches of the optimal model Q?; the inset zooms in on
the first two switches. Bottom: cumulative risk, or total accumulated prediction error for
models plotted in the top graph. Total modularity (T ) is the asymptotic difference between
cumulative risks of Q1234 and Q? or, alternatively, the area between lines corresponding to
(non-cumulative) risks of Q1234 and Q?.
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Figure 4.3: Total modularity of two binary variables which copy each others’ state with
probability p and maintain their own state with probability 1−p. Total modularity increases
as coupling decreases, and diverges as p→ 0.
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Figure 4.4: Risk plots for two systems, each having two binary variables: in system A
(left column) each variable copies previous value of the other, in system B (right col-
umn) each variable takes opposite of its own previous state. a) and d): Risk calcu-
lated with uniform starting state distribution. Lowest risk model of A is eventually the
total one, while factorized model is always optimal for B. b) and e): Risk and opti-
mal decompositions can depend on the starting state distribution. When computed over
P (X = (0, 1)) = 0.5, P (X = (1, 0)) = 0.5, the risk and optimal decompositions are same
for A and B, though their causal organization is different. c) and f): Causal risk induces
different optimal decompositions of A and B, even when computed over the same starting
state distribution as in b) and e).
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Chapter 5
Modularity and the spread of perturbations
In the previous chapter, we proposed a method to identify modules in multivariate dynamical
systems using the tools of statistical model selection. While it is a powerful demonstration
of how modular decompositions can help prediction, the treatment is defined relative to
an a priori set of statistical models available to the learning agent. In this chapter, we
propose an alternative way to identify modular decompositions. Our method is based in the
intrinsic dynamics of the system and is motivated by the idea that, in a modular system,
subsystem boundaries constrain the spread of localized perturbations. This is quantified
using a proposed measure of perturbation modularity, the autocovariance of a coarse-grained
description of perturbed trajectories. The optimal modular decomposition corresponds to
the partition that maximizes perturbation modularity.
Our approach is able to identify variation in modularity across state-space, time scale,
and the kind of perturbations applied. Furthermore, the later two factors allow us to explore
decompositions at multiple scales, with longer time scales (which allow perturbations to
spread further) and larger perturbations (which initially affect more variables) both acting to
uncover larger-scale modules. We show that this approach is a generalization of graph-based
community detection methods to the domain of dynamical systems. Finally, we demonstrate
that the method is effective in identifying dynamical modules in several example systems of
coupled non-linear maps.
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This work was done in collaboration with Alex J. Gates.
5.1 Modularity and the Spread of Perturbations in Dynamical Systems
We propose a method to identify modular decompositions of multivariate dynamical systems
based on the idea that modules constrain the spread of localized perturbations. Specifically,
we find partitions of system variables that maximize perturbation modularity, defined as
the autocovariance of a coarse-grained description of perturbed trajectories. The method
can capture variation in modularity across state-space, dynamical time scale, and types of
perturbations. Our approach is a generalization of graph community detection methods to
the domain of dynamical systems. We demonstrate that it effectively identifies dynamical
modules in several example systems of coupled non-linear maps.
Many natural and artificial systems are modular : their components are organized in
tightly-integrated subsystems that are weakly-coupled to one another. Modularity has been
associated with increased robustness [4, 177, 178], evolvability [4, 72], state-space exploration
[63, 179], and functional differentiation [45, 165]. There is great interest in methods for
decomposing such systems into weakly-coupled subsystems.
This problem is considered here in the domain of multivariate dynamics, a common
framework for modeling complex physical, biological and social systems. We propose a new
method to partition a dynamical system into subsets of tightly-integrated variables. Our ap-
proach is based on perturbing an initial condition of interest and then measuring the spread
of perturbations across system variables, a methodology related to many other techniques
in dynamical systems theory. For example, Lyapunov exponents quantify the rate of growth
of perturbations over time and can be used to distinguish stable from chaotic systems [180].
Similarly, the spread of perturbations between components has been used to investigate
spatial information flow in networks of coupled chaotic elements [181] and to quantify sta-
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bility and criticality in Boolean networks [182, 183]. Similar ideas are employed by impulse
response analysis, used in the economics literature to study inter-variable coupling [184].
Intuitively, we expect boundaries between modules to constrain the spread of perturba-
tions. We propose a of perturbation modularity to quantify this phenomenon. A perturbation
is applied to an initial condition and its effect on the system’s future trajectory is computed.
At each time point, the effect is ‘coarse-grained’ with respect to a partition by measuring
the normalized size of the perturbation in each subsystem. Perturbation modularity is the
vector auto-covariance of such coarse-grained trajectories averaged over a distribution of
possible perturbations. This measure is high for partitions in which the perturbation effect
on different subsystems varies across perturbations but remains relatively stable over time.
In such cases, coarse-grained dynamics maintain a ‘memory’ of the spatial localization of
perturbations to the initial condition. The optimal modular decomposition of a system is
the partition that maximizes perturbation modularity.
One advantage of our approach is that it captures the variation of modular organization
across state-space, time scale, and types of perturbations. These aspects are important for
describing modularity in real-world complex systems. State-dependence is observed when the
same underlying physical system is capable of exhibiting different modular organizations; for
example, the synchronization of brain regions is thought to give rise to dynamically-coupled
neural modules, with the same regions participating in different assemblies depending on
brain state [185, 186]. Similarly, different modular organizations can become relevant at
different time scales, with longer time scales corresponding to larger-scale modules, as has
been observed in the dynamics of biological, social, and neural systems [4, 187, 188, 189, 190].
Finally, system response may strongly depend on the kind of perturbation applied. The
same system may be robust to certain perturbations but highly-sensitive to others [191].
For example, it is known from double-knockout experiments in biology that the cellular
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response to the simultaneous deactivation of two genes may differ dramatically from the
response to the deactivation of either one individually [192].
Our approach is an alternative to the common technique of performing graph-based com-
munity detection on networks constructed from measures of statistical dependency between
system variables (e.g. relevance networks in system biology [193] and functional networks
in neuroscience [24]). Community detection methods identify modules in graphs [85] and,
as discussed below and in the Supplemental Material, have fundamental connections to our
approach. However, their application to statistical dependency networks has drawbacks.
First, the translation from dynamical systems (defined in terms of transitions between mul-
tidimensional states) to graphs (defined in terms of vertices and edges) involves a series
of non-trivial decisions regarding the choice of dependency measure (correlation, transfer-
entropy, Granger causality, phase-locking measures, etc.), treatment of positive vs. negative
interactions, and thresholding [24], all of which can affect results. Furthermore, statisti-
cal dependency networks often do not account for the possible state-dependent nature of
coupling nor the distinction between causal and statistical coupling [194]. Finally, the ap-
plication of community detection to such networks involves the optimization of quantities
difficult to interpret in terms of the original system dynamics.
Perturbation modularity avoids the translation problem because it does not require a
graph representation of a dynamical system. Furthermore, the measure identifies causal
rather than statistical interactions because it is defined in terms of perturbations [194].
Finally, perturbation modularity is interpretable in terms of the amount of memory that
coarse-grained dynamics maintain about the localization of initial perturbations.
The method is formally defined in terms of a dynamical system with an N -dimensional
state-space X and a time evolution operator f t : X → X that maps initial condition x to
f t(x) after time t. Both the state-space and time can be continuous or discrete.
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A initial condition x is perturbed to x+ε ∈X, where ε ∈ E is a non-zero N -dimensional
perturbation vector and E indicates the set of all perturbations. Often though not neces-
sarily perturbation vectors will be sparse (contain many 0s), indicating that their effects
are localized to a small number of variables. The magnitude of the effect of the perturba-
tion after time t can be measured as
∥∥f t(x+ ε)− f t(x)∥∥, where ‖·‖ is a vector norm. The
relative magnitude of this effect in some subsystem S is indicated by:
mtS(ε) =
∥∥(f t(x+ ε)− f t(x))
S
∥∥
‖f t(x+ ε)− f t(x)‖ (5.1)
where the subscript S indicates a projection onto the dimensions indexed by S and the
dependence of mtS on the initial condition x is left implicit. For simplicity, in this work
we only consider cases where the perturbed and unperturbed trajectories have not merged
(
∥∥f t(x+ ε)− f t(x)∥∥ > 0) and Eq. 5.1 is well-defined.
Assume a partition of the system pi = {S1, . . . , SK} into K disjoint subsystems, where
Si indexes the dimensions of subsystem i. The coarse-grained perturbation vector ytpi(ε)
represents the relative magnitude of the perturbation in each subsystem:
ytpi(ε) =
[
mtS1(ε), . . . ,m
t
SK
(ε)
]T
As previously stated, we expect modules to constrain the spread of perturbation. For
a partitions whose subsystems capture the underlying modular organization, the coarse-
grained perturbation vector will remain approximately unchanged over time. This effect
is quantified by perturbation modularity, the vector auto-covariance of the coarse-grained
perturbation vector:
Qt(pi) = E
[
y0pi(ε)
T
ytpi(ε)
]
− E [y0pi(ε)]T E [ytpi(ε)] (5.2)
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where the expected values are taken over P (ε), a distribution over the set of possible per-
turbations E . Note that relative magnitudes are normalized by the overall system response
(Eq. 5.1). Thus our measure is invariant to the overall expansion or contraction of the phase-
space under the dynamics, and is only sensitive to the spatial spreading of perturbations.
The optimal modular partition of the dynamical system maximizes perturbation modu-
larity:
pi? = argmax
pi
Qt(pi)
Perturbation modularity depends on the choice of initial condition, which may be cho-
sen randomly or due to dynamical importance (e.g. an equilibrium state) or particular
research interest (linear systems of the form f t(x)=Ax are an exception to this, since
f t(x+ε)−f t(x)=Aε). The measure also depends on the types of perturbations applied;
these may be chosen in accordance with domain-knowledge (e.g. represent typical envi-
ronmental perturbations) or research interest, though relatively ‘neutral’ options are also
available (e.g. such as small perturbations to single variables). Finally, perturbation modu-
larity depends on time scale t. Unless there is a particular time scale of a priori interest, it
is often useful to identify optimal partitions while sweeping across a range of time scales.
Perturbation modularity, like other temporally-localized methods such as finite-time Lya-
punov exponents [195], also depends on the choice of norm used to measure perturbation
magnitudes. While further investigation is needed to determine the best measures for quan-
tifying perturbation size in different kinds of dynamical systems, here the `1 norm is used
for two reasons. First, this norm performed well in identifying meaningful decompositions
in the examples analyzed below. Second, this norm permits a useful mapping to be made
between perturbation modularity and community detection methods in graphs.
Specifically, `1 perturbation modularity on a dynamical system is equivalent to the di-
rected weighted Newman’s modularity [196, 197] on a specially-constructed graph. This
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graph has a node corresponding to each variable of the dynamical system and connection
from node i to node j with weight:
wij = E
[
m0{i}(ε) ·mt{j}(ε)
]
where the expectation is over P (ε), the subscripts {i} and {j} indicate subsystems con-
taining only the variables i and j (see Supplemental Materials for details). This mapping
permits perturbation modularity to be maximized using highly-efficient existing community
detection algorithms (such as the Louvain algorithm [141, 198] used here).
On a more conceptual level, our approach is deeply related to the Markov stability
method of community detection, which identifies communities as subgraphs that trap ran-
dom walkers over long time scales [88, 89, 90]. As we show in the Supplemental Material,
when appropriate perturbations are used, `1 perturbation modularity applied to diffusion
dynamics is equivalent to Markov stability. More broadly, that method can be thought
of as separating diffusion dynamics into fast intra-community versus slow inter-community
mixing components. Our approach generalizes this idea to a broad class of dynamical sys-
tems and can be interpreted as separating the dynamics of perturbation spreading into fast
intra-modular versus slow inter-modular components.
We demonstrate our method on a multivariate non-linear dynamical system consisting
of coupled logistic maps. These discrete-time, discrete-space, continuous-state systems have
been used to explore chaos and pattern formation in spatially-extended systems [199]. As-
sume a system of N variables, with xi(t) indicating the state of variable i at time t. The
dynamics are defined by:
xi(t+ 1) = (1− σ)g(xi(t)) + σ
∑
j 6=i
kij
di
g(xj(t)) (5.3)
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where g(x) = 1− αxi(t)2 is the logistic map and the parameters α and σ control chaoticity
and coupling-strength respectively1. Elements of a ‘coupling matrix’ kij determine the
influence of variable j on variable i, with di =
∑
j 6=i kij normalizing coupling strengths.
Unless otherwise noted, perturbations consist of a uniform distribution over small increases
to single variables: E = {0.0001 · ei : 1 ≤ i ≤ N}, where ei is the ith N -dimensional standard
basis vector.
In addition to perturbation modularity, we also report values of normalized mutual infor-
mation [NMI], a partition similarity measure that has been used extensively in community
detection research [200]. The NMI between two partitions ranges from 0 (for maximally dis-
similar partitions) to 1 (identical partitions). In our case, NMI is used to compare optimal
partitions uncovered at similar values of the time scale parameter t. When NMI is high,
optimal partitions are robust in the sense of being invariant to small changes in time scales.
We first analyze an N=80 variable system with chaotic dynamics (α=2 and σ=0.04) and
a hierarchically-modular coupling matrix (Fig. 5.1a). The system is composed of 8 tightly-
coupled low-level modules (kij=1) with 10 variables each, pairs of which are nested within
4 mid-level modules (kij=0.01), pairs of which are in turn nested within 2 weakly-coupled
high-level modules (kij=0.0001). The system is started from a random initial condition.
Because the system is strongly chaotic for these values of α and , there is no clear ‘order
parameter’ that can be used to identify modules from system trajectories [188]. For exam-
ple, system variables are largely uncorrelated over 10,000 time steps (Fig. 5.1b). However,
because localized perturbations first spread within low-level modules, then within mid-level
modules, and finally within the high-level modules, our method easily uncovers the presence
of modular organization at multiple scales. Fig. 5.1c shows perturbation modularity values
(solid black line) corresponding to optimal partitions at different time scales, as well as the
1The coupling parameter is usually called  in the literature. To avoid confusion with perturba-
tions, we use σ instead.
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Figure 5.1: A system of 80 coupled logistic maps (α=2, σ=0.04) with (a) coupling matrix
that exhibits three-level hierarchical modularity. (b) The system is chaotic and no strong
correlations between variables are observed over 10,000 time steps. (c) Perturbation mod-
ularity of optimal partitions (solid black line) at different time scales t and NMI between
partitions at successive times (dashed blue). The time scales regions are robust (NMI=1,
grey), corresponding to the three hierarchical levels of the coupling matrix (insets).
NMI similarity between optimal partitions at successive time scales (dashed blue) [200]. In
Fig. 5.1c, NMI is 1 when the same optimal partition is identified at time scales t and t+1,
indicating the presence of modular organization robust to small changes in time scale. There
are three robust time scale regions (grey), corresponding to the three hierarchical levels of
the coupling matrix (insets in Fig. 5.1c).
This example shows that perturbation modularity can uncover modular organization
that is explicitly encoded in the fixed couplings between variables. We now investigate a
more interesting case in which modularity emerges in a self-organized manner. Consider
a system of coupled maps arranged on a 1-dimensional ring lattice with nearest-neighbor
coupling and dynamics as in Eq. 5.3. This configuration is called a coupled map lattice
[CML] and is known to produce a rich variety of spatiotemporal patterns depending on the
values α and σ [201]. Generally, such patterns arise due to the interplay of two conflicting
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Figure 5.2: Two 100-variable CMLs are compared: one ‘modular’ (α=1.7, σ=0.1) and one
‘diffusive’ (α=1.9, σ=0.6). (a) Spacetime plot of the effect of a single perturbation on the
modular CML. A pixel is colored black if the absolute difference between the perturbed and
unperturbed trajectory at a given variable (vertical axis) and time (horizontal axis) exceeds
1% of the size of the system-wide perturbation at that time. (b) For the modular CML,
optimal partitions identified at different time scales have large perturbation modularity
(solid black) and high NMI between optimal partitions at successive times (dashed blue),
indicating the presence of robust modular organization. The optimal partition at t=300
is shown (green line and green boxes in (a)) (c) Spacetime plot of the effect of a single
perturbation on the diffusive CML. (d) For the diffusive CML, low values of perturbation
modularity and NMI indicate lack of robust modules, especially once perturbations spread
completely around lattice (t∼100).
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forces: inter-variable coupling (determined by σ) which tends to ‘homogenize’ variable states
and chaos (determined by α) which tends to inject variation into variable states.
In some parameter regimes, fluctuations in initial conditions give rise to the self-
organization of ‘modular’ states in which the lattice becomes divided into domains that
contain the spread of perturbations [181]. This phenomenon is investigated in a system of
N=100 variables with α=1.7 and σ=0.1. The initial condition is set by iterating a random
state through a transient of 10,000 steps. Fig. 5.2a shows the spacetime plot of the perturbed
trajectory arising from a single perturbation to this initial condition at variable i=50. A
pixel is colored black if the absolute difference between the perturbed and unperturbed tra-
jectories at a given variable (vertical axis) and time (horizontal axis) exceeds 1% of the size
of the system-wide perturbation at that time. As seen, the perturbation initially spreads to
several nearby variables until t∼50 but then stays confined in its domain.
Fig. 5.2b shows that optimal partitions in this system have high perturbation modu-
larity (solid black) and high values of NMI (dashed blue), indicating the presence of stable
modular organization across long time scales. The optimal partition of system variables into
weakly-coupled modules is illustrated for t=300 (green line in Fig. 5.2b and green boxes in
Fig. 5.2a).
The above example can be compared to another 100-variable CML in the ‘diffusive’
regime (α=1.9, σ=0.6). For these parameters, perturbations spread freely across the lattice,
as shown in the spacetime plot of a perturbed trajectory in Fig. 5.2c (initial condition set
after a 10,000 step transient from the same random state as in Fig. 5.2a). It is still possible
to identify partitions that maximize perturbation modularity in this system, but Fig. 5.2d
shows that the uncovered partitions have low values of perturbation modularity and NMI,
indicating the lack of stable spatial structures. Once perturbations diffuse completely around
the ring lattice at t∼100, all spatial information has been lost and perturbation modularity
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Figure 5.3: State-space and perturbation size dependence in the modular CML. (a) Per-
turbation modularity (time scale t=400) is computed for initial conditions corresponding
to points along a 12,000 step trajectory beginning with a random state. When states at
later times are used as initial conditions, optimal perturbation modularity grows through a
series of plateaus, indicating the emergence of increasingly-robust modular structures. The
state at start time 10,000 (green line) is the initial condition in Fig. 5.2a-b and (b). (b)
The number of modules in the optimal partition (time scale t=400) decreases when more
lattice-contiguous variables are perturbed at once.
and NMI approach 0.
These examples illustrate the power of our method to characterize the capacity of CMLs
to form stable modular structures in different parameter regimes. Supplemental Material
shows how perturbation modularity can reveal the onset of self-organized modularity in a
phase portrait of the CML parameter space.
As mentioned, perturbation modularity is defined relative to an initial condition; vary-
ing the initial condition allows the exploration of state-dependent differences in modular
organization. We use this to demonstrate how modularity emerges as the modular CML
(α=1.7 and σ=0.1) traverses its state-space. This CML was started from a random state
and simulated for 12,000 time steps. The state encountered after 10,000 time steps was used
as the initial condition in Fig. 5.2a-b. However, it is also possible to measure perturbation
modularity for initial conditions that correspond to other states along this trajectory. Fig.
5.3a shows optimal values of perturbation modularity (at a time scale of t=400) for initial
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conditions chosen at different points in this trajectory (called the ‘start times’). Optimal
perturbation modularity grows through a series of plateaus over the course of the trajectory,
indicating the emergence of increasingly-modular domains.
Finally, perturbation modularity also depends on the type of perturbations applied. The
above examples use perturbations to single variables, but it is also possible to explore parti-
tions selected when other types of perturbations are applied. As an example, we demonstrate
the effect of simultaneously perturbing multiple variables of the modular CML in Fig. 5.2a-b.
Perturbations are generated by selecting ‘windows’ of multiple lattice-contiguous variables
and increasing the states of all variables in a window by 0.0001 (all N windows are perturbed
with uniform probability). Fig. 5.3b shows that as the number of perturbed variables in-
creases, the number of modules in the optimal partition decreases. In this case, perturbations
that affect more variables can be used to uncover modular organization at larger scales.
There are several natural extensions to the method presented here. First, while Eq. 5.2
defines perturbation modularity in terms of a single initial condition, it can be easily gen-
eralized to take expectations over distributions of initial conditions, thus measuring the
modularity of entire state-space regions. Similarly, the assumption of deterministic dynam-
ics can be removed by taking expectations over future state probabilities, thereby allowing
the analysis of stochastic dynamical systems. Furthermore, accounting for stochasticity
will permit the analysis of responses to perturbations in dynamical models estimated from
empirical timeseries, such as those resulting from neuroimaging and biological recordings.
Finally, coarse-grained perturbation vectors can be employed in other cost function in order
to explore different kinds of system decompositions. For example, finding partitions that
maximize measures of invertibility or sparsity of the coarse-grained dynamics may uncover
subsystems that act as coherent ‘causal units’ over a given time scale.
To summarize, we propose a method to identify modular organization of multivariate
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dynamical systems in terms of their response to perturbations. Our method can uncover
variation in modular organization across different time scales, initial conditions, and kinds of
perturbations. This approach expands the toolbox available to identify modularity in com-
plex systems by generalizing graph-based community detection to a broad class of nonlinear
dynamical systems.
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5.2 Supplemental Material: Perturbation modularity and community de-
tection
In this section, we make explicit connections between our approach and community detection
methods in graphs. To do so, we first rewrite and expand the definition of perturbation
modularity from the main text:
Qt(pi) = E
[
y0pi(ε)
T
ytpi(ε)
]
− E [y0pi(ε)]T E [ytpi(ε)]
=
∑
S∈pi
(
E
[
m0S(ε) ·mtS(ε)
]− E [m0S(ε)]E [mtS(ε)])
where the expectations are over P (ε). We assume that the `1 norm is used to measure pertur-
bation magnitude, which provides the following additive property: mtS(ε) =
∑
i∈Sm
t
{i}(ε),
where the subscript {i} indicates a subsystem only containing variable i. We rewrite the
above equation as:
Qt(pi) =
∑
S∈pi
E
∑
i∈S
m0{i}(ε)
∑
j∈S
mt{j}(ε)
− E[∑
i∈S
m0{i}(ε)
]
E
∑
j∈S
mt{j}(ε)

=
∑
S∈pi
∑
i,j∈S
E
[
m0{i}(ε) ·mt{j}(ε)
]
−
∑
i∈S
E
[
m0{i}(ε)
]∑
j∈S
E
[
mt{j}(ε)
] (5.4)
where the last line comes from exchanging the order of summation and expectation.
5.2.1 Perturbation modularity is Markov Stability for diffusion dynamics
Markov stability is method of community detection that uses the dynamics random walks
over graphs [88, 89, 90]. Here, communities are defined as subgraphs that tend to trap
random walkers over long periods of time. This method is of particular interest because
it generalizes many other community structure detection methods, including optimization
of Newman’s modularity, cut size, and spectral methods. Assuming a random walk in
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equilibrium over an N -node graph, the Markov stability of a partition is defined as:
Rt(pi) =
∑
S∈pi
[
Pr(walker in S at times 0 and t) (5.5)
−Pr(walker in S at time 0) Pr(walker in S at time t)
]
Due to equilibrium, p (walker in S at time 0) = p (walker in S at time t). In this frame-
work, optimal partitions of a graph are those that maximize Markov stability.
Here we show that, given appropriate choice of perturbations, there is an equivalence
between `1 perturbation modularity and Markov stability of random walk dynamics. Specif-
ically, the diffusion of random walkers on a graph can be stated in terms of an N -dimensional
linear dynamical system f t (x) = T tx, where x (t) is an N -dimensional vector where xi (t)
is the probability of finding a random walker at vertex i at time t and T t is the transi-
tion matrix. Assume unit perturbations to each variable, with the perturbation to variable
i indicated by εi = ei, where ei is the ith N -dimensional standard basis vector. Then,
m0{j}(ε
i) =
∣∣∣εij∣∣∣
‖εi‖1 =
|(ei)j |
‖ei‖1 = δi,j . Furthermore, because T
t is a transition matrix (positive
entries and preserves the `1 norm):
mt{j}(ε
i) =
∣∣(f t(x+ ε)− f t(x))
i
∣∣
‖f t(x+ ε)− f t(x)‖1
=
∣∣(T tεi)j∣∣
‖T tεi‖1
=
∣∣(T tei)j∣∣
‖T tei‖1
= T tij
Let P
(
εi
)
be equal to the equilibrium probability of finding a random walker at node i.
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The terms in Eq. 5.4 can now be mapped to the terms in the Markov stability Eq. 5.5:
∑
i,j∈S
E
[
m0{i}(ε) ·mt{j}(ε)
]
=
∑
i,j∈S
∑
εk
P (εk)δi,kT
t
kj =
∑
i,j∈S
P (εi)T tij
= Pr(walker in S at times 0 and t)∑
i∈S
E
[
m0{i}(ε)
]
=
∑
i∈S
∑
εk
P (εk)δi,k =
∑
i∈S
P (εi)
= Pr(walker in S at time 0 )∑
j∈S
E
[
mt{j}(ε)
]
=
∑
j∈S
∑
εk
P (εk)T tkj
= Pr(walker in S at time t) = Pr(walker in S at time 0 )
5.2.2 Mapping to directed weighted Newman’s modularity
In this section, we show that the `1 perturbation modularity on any dynamical system can
be mapped to the directed weighted Newman’s modularity on a specially constructed graph.
One result of this mapping is that efficient community detection algorithms to be used for
finding partitions that maximize perturbation modularity.
To review, the weighted directed Newman’s modularity of partition pi is defined as [196]:
∑
C∈pi
∑
i,j∈C
(
wij −
wouti w
in
j
T
)
(5.6)
where wij indicates connection strength from node i to node j, wouti =
∑
j wij is the out-
degree, winj =
∑
iwij is the in-degree, and T =
∑
i
∑
j wij =
∑
iw
out
i =
∑
j w
in
j is the total
strength (in these formulas, summations are over all nodes).
Now, for an N -dimensional dynamical system, we construct a graph with N nodes with
one node for each variable and connection weight from node i to j:
wij = E
[
m0{i}(ε) ·mt{j}(ε)
]
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Due to the use of the `1 norm and the normalization factor in the definition of mtS ,∑N
i=1m
t
{i}(ε) = 1 for any t. Then:
wouti =
N∑
j=1
wij =
N∑
j=1
E
[
m0{i}(ε) ·mt{j}(ε)
]
= E
m0{i}(ε) N∑
j=1
mt{j}(ε)
 = E [m0{i}(ε)]
winj =
N∑
i=1
wij =
N∑
i=1
E
[
m0{i}(ε) ·mt{j}(ε)
]
= E
[(
N∑
i=1
m0{i}(ε)
)
mt{j}(ε)
]
= E
[
mt{j}(ε)
]
T =
N∑
i=1
wouti =
N∑
i=1
E
[
m0{i}(ε)
]
= E
[
N∑
i=1
m0{i}(ε)
]
= E [1] = 1
Rewriting Eq. 5.4 makes the mapping to Eq. 5.6 explicit:
Qt(pi) =
∑
S∈pi
∑
i,j∈S
E
[
m0{i}(ε) ·mt{j}(ε)
]
−
∑
i∈S
E
[
m0{i}(ε)
]∑
j∈S
E
[
mt{j}(ε)
]
=
∑
S∈pi
∑
i,j∈S
(
E
[
m0{i}(ε) ·mt{j}(ε)
]
− E
[
m0{i}(ε)
]
E
[
mt{j}(ε)
])
=
∑
S∈pi
∑
i,j∈S
wij −
wouti w
in
j
T

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5.3 Supplemental Material: The onset of modularity in coupled map
lattices
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As described in the main text, coupled map lattices (CMLs) [201] can be parameterized
by α, which controls chaoticity, and σ, which controls coupling strengths. The above plots
show measures of optimal perturbation modularity (in color) for 100-variable CMLs with
different values of α (horizontal axis) and σ (vertical axis). The columns arrange plots
by time scale (t=100, t=200, and t=400 respectively), while the rows arrange plots by
initial conditions (top row: random initial conditions; in the bottom row, bottom row:
initial conditions correspond to 10,000 iteration starting from a random state). In all cases,
perturbation modularity values were averaged across 10 starting states.
Several regimes can be identified in the above plots, including:
• Modular : characterized by presence of domains that stop the spread of perturbations
over long time scales, even from random initial conditions. Observed for α . 1.44.
• ‘Emergent’ modular: characterized by the presence of domains that stop the spread of
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perturbation over long time scales, but which only emerge states after long transients.
Observed, for example, for 1.6 . α . 1.95, σ ≈ 0.1 (yellow ‘tongue’ in the bottom row
plots), which includes the parameters of the modular CML discussed in the main text
(α=1.7 and σ=0.1).
• Diffusive: characterized by unbounded spread of perturbations, eventually leading
to the loss of all spatial information. Observed in the blue region of the above plots.
Different parameter values lead to different diffusion speeds: for example, α=1.9, σ=0.2
still maintains some memory of initial perturbations at t=100, but has lost it by t=200;
on the other hand, α=1.9, σ=0.7 has already lost all spatial information by t=100.
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Chapter 6
Conclusion
Complex systems science is based on the idea that seemingly-disparate systems such as
cells, brains, and societies share certain general organizing principles. Research in the
field involves identifying such principles and making them conceptually and mathematically
explicit. The recent availability of high-resolution biological, neural and social datasets
has provided dramatic new possibilities for studying the organization of real-world complex
systems in an empirical manner. Much of this data is multivariate and dynamic, meaning
that the state of multiple distributed elements (such as genes, neural regions, or online users)
is simultaneously recorded at multiple time points.
In this thesis, several methods are proposed for analyzing multivariate systems in terms
of two different organizational principles. The first which we call multi-scale integration
states that complex systems exhibit integrative constraints at multiple scales. In Chapter 3,
we proposed a novel information-theoretic measure of multi-scale integration, where scale is
measured relative to distance on an underlying space or topology. Our method generalizes
previous approaches in considering spatially-embedded systems. It was applied to an MRI
dataset of the human brain connectome and resting-state functional activity and was shown
to distinguish low-level versus integrative brain regions and uncover integrative subsystems
similar to previously-reported resting state networks. In future work, this methodology can
be explored in application to other brain datasets, including in terms of its capacity to
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differentiate brain recordings made under different conditions (e.g. comparisons between
cognitive tasks, as well as comparisons between subject traits like age or presence of cogni-
tive disorders). The method can also be used to study integration scaling in multivariate
recordings from other kinds of spatially-embedded systems, such as biological timeseries and
digital traces from social systems. A different direction would look at these measures in a
more theoretical context. A natural toy model for this approach is a spin-glass in which spins
are coupled over an underlying network; one interesting question is whether accounting for
underlying network embedding, as done by our method, performs better at distinguishing
different spin-glass phases and critical points than existing information-theoretic measures
[202, 203, 204, 205].
In later chapters, we considered a different organization principle multi-scale modularity
which states that integrative constraints at a given scale are often organized in a modular
manner, with components arranged in tightly-integrated subsystems that are weakly-coupled
to one another. We studied the problem of optimally decomposing a multivariate dynamical
system into weakly-coupled subsystems at multiple scales.
In Chapter 4, this problem was approached from the point of view of statistical learning
of system transitions given previous observations. We showed that in the face of limited
data, the best predictions were produced by statistical models that treat weakly-coupled
modules as independent, with the optimal decomposition balancing a trade-off between
optimal model fit (favoring large modules) and model complexity (favoring many small
modules). The scale of the decomposition was determined by the amount of data available:
with more data, model complexity imposed a lower penalty and larger modules could be
discovered. This demonstrated why cognitive agents that learn from examples can benefit
from using modular representations. Using the framework of statistical learning, we also
defined measures of ‘causal modularity’ (modularity driven by causal interactions rather than
121
statistical correlations) and ‘total modularity’ (modularity across all scales). Our method
was demonstrated on several simple Boolean networks, multivariate non-linear models which
are commonly used in computational biology. One possible direction for future work would
use this analysis to study the representations employed by real-world statistical learners,
including evolutionary processes [206, 207, 208].
The statistical learning approach depends on the set of a priori statistical hypothe-
ses available to the learning model. In Chapter 5, we proposed a different strategy for
decomposing multivariate systems, one based on intrinsic system dynamics. Our method
was motivated by the idea that in a modular system, weakly-coupled subsystems constraint
the spread of localized perturbations. This was captured by a measure of coarse-grained
auto-covariance called ‘perturbation modularity’. Modular decompositions corresponded to
partitions that maximize perturbation modularity, with decompositions at multiple scales
explored by varying the timescale of the dynamics as well as the kinds of perturbations
applied. The method was shown to generalize graph-based community detection to a broad
class of dynamical systems. We demonstrated that our approach uncovers meaningful mod-
ular decompositions on several examples of coupled non-linear maps. In future work, we
plan to extend the method to consider perturbation responses estimated from experimen-
tal data, which would permit the analysis of state-dependent modular organization in a
wide range of real-world systems. In a more theoretical direction, it is possible to explore
connections between our method and measures of information flow in continuous systems.
Specifically, the spread of perturbations is related to the dynamical expansion and contrac-
tion of different state subspaces, which also plays central roles in measures of information
transfer in dynamical systems [209, 210, 211, 212]. This connection may provide alternative
information-theoretic interpretations and extensions of our method.
To summarize, in this thesis we developed several approaches for studying multi-scale in-
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tegration and modularity and demonstrated their utility for analyzing multivariate systems.
These methods provide complex systems science with novel tools that complement existing
approaches, such as graph-based treatments developed in “network science”. In fact, graphs
have become the dominant formalism for analyzing the distributed organization of complex
systems, including aspects of multi-scale integration and modularity (see sections 2.3.2 and
2.4.2). Graphs are a powerful tool and play an important role in this thesis for example, in
defining underlying topology in Chapter 3 and due to the relationship between community
detection in graphs and the method of Chapter 5. However, as with any methodology, their
use favors some phenomena i.e. those easily-expressible in graph terms while relegating
others to the background. For instance, network models typically emphasize static under-
lying structure, pairwise relationships, and characterizations of system using measures like
number of connections, the length of paths, and the density of connections. This may miss
some important properties of systems, including the presence of higher-order (non-pairwise)
constraints, variation of system organization across different scales and different regions of
the state-space.
The multivariate tools we propose aim to explicitly capture these aspects of the or-
ganization of complex systems. Naturally, all methods, including ours, have fundamental
limitations and blind-spots (to give one example, many multivariate dynamical methods
are ill-suited for systems with changing numbers of components, as may be appropriate for
modeling systems that exhibit growth or decay). In fact, we feel that there is no single best
conceptualization or formalization of multi-scale integration and modularity. Instead, follow-
ing Wimsatt [213], Kauffman [214], Pattee [215] and others, we believe that understanding
these phenomena calls for multiple analytical angles and different, non-isomorphic descrip-
tions. We hope that the methods in this thesis, which employ different mathematical tools
and formalize coupling and scale in different ways, may provide new and complementary
123
perspectives on the analysis of distributed organization in complex systems.
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