Abstract
Introduction
Derivatives markets provide investors with a rich source of information for gauging market sentiment. Given their forward-looking nature, futures and options prices efficiently encapsulate market perceptions of underlying asset prices in the future. Implied volatility has been extensively used as an estimator of the underlying asset volatility over the remaining life of the option (Christensen and Prabhala, 1998) . It is common knowledge that option prices tend to systematically violate the constant variance assumption of the Black and Scholes (1973) model. The market volatilities implied from stock index options often have a skewed structure with respect to the strike price and a term structure with respect to the time-to-maturity, commonly called the volatility smile or volatility skew. Empirical evidence of the smile pattern can be found for instance in Rubinstein (1985 Rubinstein ( , 1994 for the US stock index, in Tompkins (1999) for the Japanese, German and British stock indices, in Navatte and Villa (2000) for the French stock index, and in Pena, Rubio and Serna (1999, 2001) for the Spanish stock index. Other markets also exhibit volatility smiles: Dennis and Mayhew (2002) offer different analyses of the smile pattern of individual stock options, and Campa, Chang and Reider (1998) find that foreign exchange options often exhibit U-shaped smiles.
Recently, new methodologies have been developed to derive the whole distribution of the future underlying asset price: the extracted distribution is the risk-neutral probability distribution (RND or, disregarding the discount-factor, the state-price density in equilibrium pricing models) of the underlying price at the expiration date of the option. There are numerous applications of the extracted RND in finance. First, since the price of a given asset is the discounted expected payoff under the RND, standard or complex derivative assets, with the same time-to-maturity, can be priced easily (Longstaff, 1995; Rosenberg, 1998) . Second, classical risk management tools can be applied successfully to RNDs. For example, Value-at-Risk (VaR) computations involving the probabilities of extreme losses, based most of the time on historical statistical densities, can be computed using RNDs (Aït-Sahalia and Lo, 2000) . Third, RNDs can be used to forecast the future values of the underlying asset. Empirical testing compares the moments of the estimated RND with the moments of the historical density of the realized returns (Jiltsov, 2001) . Fourth, RNDs can also be used to estimate the implied risk-aversion function from the joint observation of the risk-neutral and the historical densities (Aït-Sahalia and Lo, 2000; Jackwerth, 2000) . This new method of estimating risk-aversion provides an alternative framework to consumption-based models.
In this paper, we focus our attention on the implied risk-aversion. Since Pratt (1964) and Arrow (1971) defined the absolute and relative risk-aversion, many papers have nourished the debate on the evolution of the risk-aversion function with respect to the wealth level. In fact, the crucial choice of a utility function is directly conditioned by the assumption made about the evolution of the absolute and relative risk-aversion (increasing, remaining constant or decreasing). Early empirical estimations of risk-aversion based on the portfolio holdings of personal investors or on consumption data yielded conflicting conclusions concerning the magnitude and the characteristics of the relative risk-aversion. For this reason, new methods of extracting risk-aversion from derivatives markets have been developed to provide new insights into this fundamental debate.
The contributions of this paper include a new geometric measure of the implied risk-aversion, the use of a high-frequency dataset -solving the non-synchronicity problem between the option and the underlying asset prices -and new empirical evidence for one of the most active European option market, the French one. Moreover, to our knowledge, this is the first empirical estimation of the risk-aversion on the French market using European style options, since the CAC 40 index options were American options prior April 1999. 1 The rest of the paper is organized as follows. In section 2, we present the estimation method of the implied risk-aversion obtained from the joint observation of the risk-neutral and the historical densities. In section 3, we present the RND estimation methodology. In section 4, empirical evidence is provided on the French market, and robustness tests are performed to assess the stability of the estimated risk-aversion function. Section 5 summarizes and concludes.
Implied risk-aversion
Risk-aversion is a key concept in economics and finance. It captures the perception of risk by an economic agent and thus is important in understanding the agent's behaviour when facing risky situations. This measure also determines the curvature of the utility function. Two measures of riskaversion have been proposed in the literature: the absolute risk-aversion ( a A ) and the relative riskaversion ( r A ). Pratt (1964) and Arrow (1971) define these two measures as:
where U stands for the utility function and W for the individual wealth. The precise characteristics of risk-aversion have long been based on theoretical arguments. For instance, Arrow (1971) hypothesizes that most investors display decreasing absolute risk-aversion (DARA) and increasing relative risk-aversion (IRRA) with respect to wealth. He claims that the DARA hypothesis ''seems supported by everyday observations'' (Arrow, 1971, p. 96) but he is aware that the IRRA hypothesis ''was not easily confrontable with intuitive evidence'' (Arrow, 1971, p. 97 (CARA and CRRA) or increasing (IARA and IRRA) absolute risk-aversion and relative risk-aversion. For instance, the logarithmic utility function is DARA and CRRA, the power utility function DARA and CRRA, and the negative exponential utility function CARA and IRRA.
In order to test the different hypotheses concerning the sign of dW dA a / and dW dA r / , riskaversion functions have to be estimated empirically. However, studying empirically the evolution of r A and a A with respect to wealth has long been difficult, if not impossible. The reason is that one needs to analyse the individual's behaviour at various points of his or her economic life cycle and, in particular, when his or her wealth changes. Using cross-section regressions based on portfolio holdings of personal investors, Friend and Blume (1975) present evidence that r A is constant with changing wealth while Cohn et al. (1975) and Morin and Suarez (1983) find a strong pattern of decreasing r A . The implicit assumption of empirical studies based on a cross-section of risky stock holdings is that all the investors have the same preferences and that the various levels of wealth represent different points on a single utility function. Using time-series regressions, Levy (1994) finds that DARA is indeed strongly supported but IRRA rejected. A first limitation of such empirical studies concerns the confidentiality of the required data. For this reason, researchers have to conduct experimental studies based most of the time on virtual gains and losses. A second limitation is that the preferences of a given investor may change with time, and this may bias the conclusions of the experiment.
The Lucas (1978) pure exchange model provides another accurate framework to estimate empirically the relative risk-aversion coefficient. The dynamic optimisation problems of economic agents typically imply a set of stochastic Euler equations that must be satisfied in equilibrium. These Euler equations imply a set of orthogonality conditions that depend on observed variables and on unknown parameters characterizing preferences. Singleton (1982, 1984) construct non-linear instrumental variable estimators for the coefficients of relative risk-aversion. The estimates of r A fluctuate considerably (from -1.6 to 1.3) across alternative measures of consumption and sets of instruments used in estimations. Ferson and Constantinides (1991) extend the Hansen and Singleton testing procedure by introducing habit persistence in consumption preferences and durability of consumption goods and thus consider a time-non-separable utility function. The estimated values of r A are between 0 and 12, depending on the instrumental variables and the number of lags considered. In their seminal paper, Mehra and Prescott (1985) argue that the difference between the average return on equity and the average return on short-term default free debt observed on the US market between 1889 and 1978 is not compatible with an r A comprised between 0 and 10. Their tests show that the value of the relative risk-aversion parameter for which the model's averaged risk-free rate and equity risk premium match those observed for the US economy over this period is of the order of 55.
Given the fact that all these studies reached mixed conclusions, financial economists have tried to develop alternative estimation procedures of the risk-aversion. For instance, a new field of research focuses on extracting the implied level of risk-aversion from derivatives markets. The benefit of using an option pricing model in the estimation of risk-aversion is that daily or even intradaily data can be used, and measurement errors associated with consumption data can be avoided. For instance, Bartunek and Chowdhury (1997) estimate the implied risk-aversion coefficient from the price of S&P100 index option contracts. They minimize a criterion function based on the difference between the observed call values and those generated by the call pricing function of Huang and Litzenberger (1985) , that depends explicitly on the risk-aversion coefficient. Unlike the case of equity markets, the risk-aversion parameter implied from option prices is between zero and one.
Empirical measures of the risk-aversion can also be extracted from the RND, the relevant density for risk-neutral investors. If the investors were not indifferent to risk, the corresponding subjective probability would be different. In fact, the RND is adjusted upward (or downward) for all states in which the dollars are more (or less) highly valued. Hence, the higher the risk-aversion, the more different the RND and the subjective probability. The risk-aversion can thus be estimated from the joint observation of the two densities:
Exploiting this idea, Aït-Sahalia and Lo (2000) extract a measure of risk-aversion in a standard dynamic exchange economy (Lucas, 1978) . There is one single consumption good, no exogenous income, one risky stock, one risk-free bond in zero-net supply and the risk-free rate is assumed constant. In such an economy, financial markets are assumed to be dynamically complete, such that a representative agent can be introduced. The representative agent consumes only at the final date and maximizes the expected utility of the terminal wealth by choosing the amount invested in the stock at each intermediary date. In this framework, they obtain a computable expression for the implied relative risk-aversion. The proof of equation (1) is provided in the Appendix.
where
the subjective probability on date t, and T S , the value of the stock index on date T. From equation (1), we derive a geometric measure of the relative risk-aversion:
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Implied risk-neutral densities
Financial theory asserts that, in complete markets, financial assets should be priced as the expected payoff, properly discounted, under the so-called risk-neutral probability measure. In dynamic equilibrium models, the risk-neutral probability measure is often related to the state-price density, the continuous counterpart to the price of Arrow-Debreu state contingent securities or elementary claims. Such securities pay one currency unit at time T in one specific state of nature, if the underlying asset takes a particular value, and zero otherwise. The RND always exists if the market is arbitrage-free and is unique if the market is complete.
The choice of an appropriate extraction method for the RND depends mainly on the size and quality of the available dataset: abundant and high quality data allow nonparametric techniques to be used whereas scarce and/or lower quality data require parametric methods. Many methodologies have been developed to extract the risk-neutral probability distribution from options prices.
2 In this paper, we classify these methods into two groups: the direct estimation methods propose flexible approaches by which the RND can be estimated directly from observed option prices by minimizing a selected criterion and the indirect estimation methods are based on a numerical computation of the second derivative of the option pricing function.
Direct extraction methods may be used to obtain risk-neutral densities directly from the theoretical value of a European call option, ) , ( T K C , with exercise price K and expiration date T. Under complete markets and absence of arbitrage, we have:
where ) ( T S q is the RND, T S , the price of the underlying asset on date T, r, the risk-free interest rate and , the time-to-maturity. Many direct extraction methods have been proposed in the financial literature: the implied binomial tree (Rubinstein, 1994; Jackwerth and Rubinstein, 1996) , the mixture of distributions (Ritchey, 1990; Melick and Thomas, 1997) , the Edgeworth expansions (Jarrow and Rudd, 1982; Corrado and Su, 1996a) , the Hermite polynomials (Madan and Milne, 1994; Coutant, 1999) and the Gram-Charlier expansions (Corrado and Su, 1996b; Navatte and Villa, 2000; Rockinger, 2000, 2001) .
Indirect extraction methods are based on the fact that the RND can been obtained by differentiating the theoretical value of a call option, given by equation (2), twice with respect to the strike price. Practically, a call pricing function needs to be estimated and numerically differentiated twice with respect to K. In the implementation of indirect extraction methods, one has to pay attention to the optimisation problem. Matching option prices by minimizing the squared error puts more weight on in-the-money option prices compared with out-of-the-money ones, given their larger prices. Instead, it is more convenient to match implied volatilities which are known to be of the same order of magnitude across strike prices. Practically, the observed implied volatility surface, ) , ( T K σ , has to be interpolated between adjacent K and T and extrapolated outside the K and T ranges. For a given theoretically observed implied volatility value, the Black-Scholes function is used to recover theoretically observed option prices. The Black-Scholes formula is merely used as a translation device to interpolate implied volatility rather than the observed option prices themselves. Hence, differentiating this pricing function twice with respect to K, we get the RND:
is the observed implied volatility surface as a function of K and T, and C is given by the Black-Scholes formula.
Different approaches have been proposed to fit the volatility function. Shimko (1993) proposes interpolating indirectly the pricing function by fitting a quadratic function to the Black-Scholes implied volatility smile curve. Using the Black-Scholes formula, he inverts the implied volatility, solving for the option price as a continuous function of the strike price. Hence, taking the second derivative of the derived pricing function, he determines the implied RND between the lowest and the highest strike options. Jackwerth (2000) uses an alternative optimisation technique called the smoothness penalty approach. The goal here is to find the smoothest implied volatility function, thereby minimizing the second derivative of implied volatility with respect to the strike price. Alternatively, Aït-Sahalia and Lo (1998) assume that the implied volatility function is based on the fundamental characteristics of each option present in the database,
, respectively, the current underlying asset price, the strike price, the time-to-maturity of the option, the interest rate and the dividend rate, and estimate this function nonparametrically.
The most commonly used nonparametric estimators are smoothing estimators, in which observational errors are reduced by averaging the data in sophisticated ways. The underlying idea is that if the volatility function is smooth enough, its value at a specific set of parameters, )
be obtained by computing a weighted average of the ) ( j Z σ paired with a set of parameters located in the neighbourhood of i Z . The weights should be large for call prices paired with j Z close to i Z and small for call prices paired with j Z far from i Z . A simple approach to the representation of the weight sequence is to use a density function called the kernel function, k. The choice of the kernel function has little influence on the final results (Hardle, 1990) . The spread of a given kernel around i Z is given by the bandwidth parameter, h. The selected bandwidth plays a crucial role: it determines the observations located in the neighbourhood of i Z that should be included in the estimation of ) ( i Z σ . The smaller the bandwidth, the more peaked the density function around i Z .
If the selected neighbourhood is too wide (large bandwidth), the potential non-linearities may not be captured by the estimator and conversely, if the neighbourhood is excessively narrow (small bandwidth), too many random variations due to noise are captured by the kernel estimator (Campbell, Lo and MacKinley, 1997, p. 503) . The bandwidth selection appears to be a trade-off between oversmoothing and undersmoothing.
In order to reduce the dimension of the estimation problem, Aït-Sahalia and Lo (1998) propose assuming that the current price, the interest rate and the dividend rate's specific influence can be aggregated by the future price
The volatility parameter is given by the Nadaraya-Watson estimator:
In our empirical analysis, we are going to use the method proposed by Aït-Sahalia and Lo (1998) since it does not assume any parametric restrictions on either the underlying asset's price dynamics or on the family of distributions that the RND belongs to, and does not require any prior distribution for the RND. Nonparametric approach has to be preferred when the underlying asset's price process is not known exactly and when it violates the popular parametric specifications. However, we are aware of the traditional criticisms of the nonparametric approach: it is data intensive, converges slowly, and reports too frequently important nonlinearities. In order to deal with the first problem, we use an intradaily database to get enough data. We obtain a single estimate of the RND using the entire sample period, and not one estimate for each day. This is an advantage when a small number of options with the same time-to-maturity are traded. For those days, prices of available options do not allow for an accurate daily estimation of the RND; nevertheless, they still can be aggregated with option prices from other trading days to estimate the RND over an extended time-period using the kernel method. The slow convergence problem observed when the number of parameters is large is reduced in our case by applying a reduction technique yielding only two regressors. Finally, the systematic nonlinearities suggested by nonparametric estimators, even with data simulated using a linear function as in Chapman and Pearson (2000) , are less pronounced with an optimal bandwidth, as the one derived by Aït-Sahalia and Lo (1998) and used in this study.
Empirical application on the French market

Presentation of the database
In this section, we estimate nonparametrically the state-price density and extract a risk-aversion function on the French market between April 1, 1999 and December 31, 1999. During this period, the French stock market exhibited an upward trend, with the stock index increasing by more than 40% (from 4,230 to 5,960 points). The use of an intradaily dataset, both for options and for the underlying asset, appears to be a useful innovation since it removes the non-synchronous problem between the option and the underlying asset price. We extract, on a daily basis, the term structure of the PIBOR interest rate from Datastream. Obtaining the future underlying asset, T t F , , is a tricky issue. As most of the trades on the MONEP concern the CAC 40 future with the shortest maturity, we cannot observe T t F , exactly at time t, where t denotes a given day and time (e.g. August 1, 1999, at 10:23). Aït-Sahalia and Lo (1998) suggest extracting an implied future index value from the put-call parity. Given the intraday nature of our database, we cannot always get contemporaneous trades concerning a call and a put with similar strike price and maturity. Hence, for each maturity we compute:
To circumvent the unobservability of the dividend rate Since some CAC 40 options are not traded actively, one needs to carefully filter the data. Five filters are applied to the initial database of 128,457 observations. We omit the quotes of the first and the last 15 minutes each day and the option quotes characterized by a price lower than or equal to one tick. We only consider options with a moneyness (strike price divided by the future index level) comprised between 0.85 and 1.15. Option quotes violating general no-arbitrage conditions (put-call parity) are eliminated too. We replace the price of all illiquid options, i.e. in-the-money options, with the price implied by the put-call parity at the relevant strike prices. Specifically, we replace the price of each in-the-money call option by
where, by construction, the put with price
is out-of-the money and therefore liquid. Thanks to this procedure, all the information contained in liquid put prices is extracted and resides in corresponding call prices, and then put prices may be discarded without any loss of reliable information. Consequently, our dataset contains only call options, and a single volatility function can be estimated rather than one volatility function for the puts and another for the calls. The filtering procedure yields a final sample of 85,362 observations (446.9 observations per day) and this is our representative intradaily set of option prices.
Estimation of smiles and state-price densities
In this section, we focus on the nonparametric kernel approach proposed by Aït-Sahalia and Lo (1998) . Using the whole database, we estimate nonparametrically the variance function using the Nadaraya-Watson estimator, given by equation (4), with two conditional variables: the moneyness F K / and the time-to-maturity . Our procedure for selecting the kernel functions and the optimal bandwidths is based on Aït-Sahalia and Lo (1998, p. 535) . They are chosen to optimise the asymptotic properties of the option pricing function. The selected kernels associated with the two regressors are Gaussian. For each regressor, we choose the optimal bandwidth according to the following equations:
where n is the sample size, j q is the number of existing continuous partial derivatives of the function to be estimated with respect to the j th regressor (j = F K / , ), m is the order of the partial derivative with respect to the j th regressor that we wish to estimate, d is the number of regressors, and j σ is the unconditional standard deviation of the j th regressor. The parameter j c depends on the choice of the kernel and the function to be estimated. It is typically of the order of one and Aït-Sahalia and Lo (1998) attests that small deviations from the exact value have no large effects. , the Nadaraya-Watson estimator of the volatility parameter, for different maturities (2 weeks, 1, 2 and 3 months). We observe that the estimator generates a strong volatility smile with respect to the moneyness, whatever the time-to-maturity considered.
< INSERT FIGURE 2 >
Once the volatility has been estimated, the second derivative of the option pricing formula with respect to the strike price can be computed in order to get the state-price density. The option pricing formula is the Black-Scholes formula
. For each horizon, we compute for different strike prices the theoretical value of the call options. The Black-Scholes prices are computed using the nonparametric estimator of the volatility corresponding to F K / and , the future price and the interest rate, both with a -horizon, observed on January 1, 2000. The ArrowDebreu security prices ) ( T S π are obtained by computing the second difference in call prices for adjacent strikes, given by:
The state-price density value is obtained by computing the second derivative of the option pricing function with respect to the strike price.
[ ]
We report in Table 1 the prices for a sample of calls with a one-month maturity, priced with a volatility parameter estimated using the Nadaraya-Watson estimator. We also report both the Arrow-Debreu security prices and the exact values of the state-price density. In Figure 3 , the stateprice density is overlaid with the corresponding Black-Scholes log-normal state-price density, with a one-month maturity.
< INSERT TABLE 1 >
Estimation of the risk-aversion function
In this section, we estimate a risk-aversion function from the nonparametric estimated state-price density. As we have shown in section 2, the value of the relative risk-aversion can be obtained by combining the historical density, the state-price density and their first derivative. 5 The estimation of the historical density is based on the time-series of CAC 40 index returns over a five-year period, between January 1, 1995 and December 31, 1999. We calculate the -period continuously compounded returns and construct a kernel estimator of the density function ) ( τ R g of this return.
The kernel R k is Gaussian and the bandwidth is given by
. 6 From the density of the compounded returns we can calculate the density of the level of the stock index,
. Figure 3 shows that the state-price density ) ( T S q is more negatively skewed than ).
( T S p
We compute the estimator of the relative risk-aversion function, called r Â , using equation (1). We obtain for each value of T S an implied value for the relative risk-aversion. We note in Figure 4 that r Â is positive for T S in [4,000 ; 6,700], thereby implying a concave utility function, but it is negative for an index level greater than 6,700. A first interpretation of the empirical pattern of the r Â function is to say that it decreases with respect to T S over the whole range. In other words, the implied preferences are of the decreasing relative risk-aversion class. Considering a shorter range, for example T S in [5,000 ; 6,500], r Â may exhibit a U-shaped pattern with respect to T S . This result is consistent with the empirical findings reported by Aït-Sahalia and Lo (2000) and by Jackwerth (2000) for the US market.
We know that the class of representative-agent utility functions which are implied by the BlackScholes model all belong to the class of constant relative risk-aversion, CRRA. According to the empirical risk-aversion function estimated for the French market, can we find a constant relative risk-aversion that accurately fits the empirical pattern reported? We note that the average riskaversion fluctuates quite widely with the considered range for T S : r Â = 4.27 for T S in [4,000 ; 7,500], represented by the horizontal line in Figure 4 Table 2 reports the range of values of the relative risk-aversion that have been estimated in the literature. We observe that our results accord quite well with those reported by authors using option data.
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Additional tests
Change of horizon
In this subsection, we test the stability of the risk-aversion function estimated in section 4.3. Given the fact that it is obtained from an historical density and a state-price density, we have to verify the time stability of both statistical objects. We thus re-estimate the historical density, the state-price density and finally the risk-aversion function using a different horizon, namely, two months. The estimated risk-aversion function should not be expected to differ statistically from the one estimated with a one-month horizon since a risk-aversion has no temporal dimension. The twomonth estimator of the risk-aversion is shown in Figure 5 . It decreases with respect to T S over the whole range, attesting that the implied preferences are of the decreasing relative risk-aversion class. We also note that r Â is not continuously positive over the range considered. Figure 5 .
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Robustness Tests
We also test, for a given maturity (of one month), the sensitivity of the reported results to the choice of key parameters of the empirical estimation proposed in section 4.3. More precisely, in the case of the historical density, we modify the length of the estimation window, which is initially of five years. We estimate ) ( T S p with a four and six-year estimation window. According to Jackwerth (2000) , the fairly good results provided by the nonparametric estimation of the riskaversion function are due to the use of overlapping returns in the estimation of the historical density. We re-estimate nonparametrically the historical density using non-overlapping monthly returns using a four, five and six-year estimation windows. The impact of the choice of the kernel is also investigated by modifying the selected kernel, which is initially a Gaussian one. We estimate ) ( T S p with a biweight, an Epanechnikov, a rectangular, and a triangular kernel. The impact of the choice of the bandwidth is also investigated by considering deviations (+/-25%) from its initial value.
We use the Kolmogorov-Smirnov statistical procedure to test if the historical densities, ) ( 2 T S p , estimated in this subsection differ significantly from the reference one, ) ( 1 T S p , estimated with a Gaussian kernel, an optimal bandwidth, overlapping returns, and a 5-year estimation window. In this test, the null hypothesis is that the two cumulative probability density functions are indistinguishable, H 0 :
The Kolmogorov-Smirnov statistic for testing H 0 is defined as the maximum vertical distance n D between the two cumulative probability densities.
Intuitively, we see that it is reasonable to reject H 0 for large values of n D . Formally, the distribution of n D can be calculated and the critical values tabulated for different confidence levels (Bickel and Doksum, 1977, p. 483) . Table 3 provides for each pair of cumulative probability density functions the maximum vertical distance n D . Since the 1% (5% ; 10%) critical value of n D is 0.179 (0.150 ; 0.119) when the number of points is equal to 81 (from 4,000 to 8,000 with a 50-point increment), we cannot reject the null hypothesis at traditional confidence levels. We conclude that the historical density is fairly stable through time and not excessively sensitive to key parameters of the nonparametric estimation.
< INSERT TABLE 3>
We perform comparative static tests for the state-price density estimator too. We estimate the stateprice density with smaller option datasets (three and six months). This procedure allows us to test for the time stability of the estimated density. The value of the bandwidths needs to be adjusted since the size of the sample changes (n = 28,452 for the three-month sample and n = 56,906 for the six-month sample) and the volatility of the two regressors changes too (
for the three-month sample and
.86 for the six-month sample). According to the Kolmogorov-Smirnov stability test, shown in Table 3 , the estimated densities are particularly stable through time. This means that this methodology does not require very large datasets to be efficient. The impact of large shocks (+/-25%) on the bandwidth related to the two regressors, and F K / , on the estimated density is also investigated. We infer that the choice of the bandwidth is crucial since the shape of the density curves varies with the bandwidth considered. However, according to the Kolmogorov-Smirnov stability test, the three densities are not statistically different.
Conclusion
In this paper, recent methodologies of estimating implied information from derivatives markets are presented and applied empirically to the French derivatives market. We determine nonparametric implied volatility functions, state-price densities and historical densities from a high-frequency CAC 40 stock index option dataset. Moreover, we construct an estimator of the risk-aversion function implied by the joint observation of the cross-section of option prices and time-series of the underlying asset value. The Nadaraya-Watson estimator of the volatility function is strongly asymmetric with respect to the moneyness of the option. We report a decreasing implied volatility whatever the time-to-maturity considered. The state-price density estimator is obtained by computing numerically the second derivative of the option pricing function with respect to the strike price. The historical density is estimated using the kernel method. The resulting densities are smooth, stable through time, insensitive to the kernel employed but fairly sensitive to the selected bandwidth. The estimated relative risk-aversion functions are positive over the largest part of the considered range of the stock index, implying a concave utility function, and consistent with the decreasing relative risk-aversion assumption. However, once the tails of the state-price density and of the historical density are left out, we observe that the risk-aversion function fluctuates around its mean attesting that the constant relative risk-aversion assumption may be locally accepted. Finally, the average level of the relative risk-aversion, 4.27, is in accordance with the results reported by other studies using option data. However, this value is strikingly smaller than the figures reported by studies based on consumption data.
Our empirical results nourish the debate on the determinants of asymmetric smile in stock index options markets. Asymmetric smiles for different strike prices reflect not only market views of future volatility, but other considerations too. Although it is well-known that a flat smile may be supported in equilibrium by normally distributed returns and a representative agent with a constant relative risk aversion, Franke, Stapleton and Subrahmanyam (1999) have shown that the same is not true for other utility specifications, such as those characterized by a decreasing relative risk aversion: in this case, the smile becomes asymmetric. Our empirical results are globally consistent with their theory. Further research will have to quantify the specific effects of the possible determinants of the smile, such as risk-aversion, leverage and liquidity.
The derivation of equation (1) 
By taking the derivative of T ξ , given by equation (A1), with respect to T S , we get:
Note that the ratio of equations (A1) and (A2), times T S − , provides exactly the Arrow-Pratt relative risk-aversion measure, )
given by equation (A3), we get a computable expression for the implied relative risk-aversion. This demonstration follows Aït-Sahalia and Lo (2000) . Jackwerth (2000) proposes an equivalent demonstration yielding the implied absolute risk-aversion function. 2. Thorough surveys are provided by Cont (1999) and Jackwerth (1999) , while Bahra (1997) and Jondeau and Rockinger (2000) compare the accuracy of various extraction techniques.
3. The values of the parameters are the following: n = 85,362, 5. In this paper, we estimate a measure of the risk-aversion from the subjective probability density and the RND. By reversing the problem, Bliss and Panigirtzoglou (2002) estimate the subjective probability density from a pre-specified utility function and the RND. (2000) estimates absolute risk-aversion functions. Arrow (1971) N/A 1 Friend and Blume (1975 ) 1962 -1963 2 Hansen and Singleton (1982 , 1984 1959 -1978 -1.6 : 1.3 Mehra and Prescott (1985) 1889 -1978 55 Ferson and Constantinides (1991) 1929 -1986 0 : 12 Bartunek and Chowdhury (1997) 1984 Derivatives markets provide investors with a rich source of information for gauging market sentiment. Given their forward-looking nature, futures and options prices efficiently encapsulate market perceptions of underlying asset prices in the future. Implied volatility has been extensively used as an estimator of the underlying asset volatility over the remaining life of the option. Recently, new methodologies have been developed to derive not only the volatility parameter but the whole distribution of the future underlying asset price: the extracted distribution is the riskneutral probability distribution (RND) of the underlying price at the expiration date of the option. There are numerous applications of the extracted RND in finance. First, since the price of a given asset is the discounted expected payoff under the RND, standard or complex derivative assets, with the same time-to-maturity, can be priced easily. Second, classical risk management tools can be applied successfully to RNDs. For example, Value-at-Risk (VaR) computations involving the probabilities of extreme losses, based most of the time on historical statistical densities, can be computed using RNDs. Third, RNDs can be used to forecast the future values of the underlying asset. Fourth, RNDs can also be used to estimate the implied risk-aversion function from the joint observation of the risk-neutral and the historical densities.
In this paper, we focus our attention on the implied risk-aversion. Many papers have nourished the debate on the evolution of the risk-aversion function with respect to the wealth level. Early empirical estimations of risk-aversion based on portfolio holdings or on consumption data yielded conflicting conclusions concerning the magnitude and the characteristics of the risk-aversion. For this reason, new methods of extracting risk-aversion from derivatives markets have been developed to provide new insights into this fundamental debate. The contributions of this paper include a new geometric measure of the implied risk-aversion, the use of a high-frequency dataset -solving the non-synchronicity problem between the option and the underlying asset prices -and new empirical evidence for one of the most active European option market, the French one. Moreover, to our knowledge, this is the first empirical estimation of the risk-aversion on the French market using European style options, since the CAC 40 index options were American options prior April 1999.
Our main results can be presented as follows: the nonparametric estimators of the volatility function are strongly asymmetric with respect to the moneyness of the option. The implied volatility functions are decreasing whatever the time-to-maturity considered. The risk-neutral density estimators are smooth, stable through time, insensitive to the kernel employed but fairly sensitive to the selected bandwidth. The estimated relative risk-aversion functions are positive over the largest part of the considered range of the stock index, implying a concave utility function, and consistent with the decreasing relative risk-aversion assumption. However, once the tails of the risk-neutral density are left out, we observe that the risk-aversion function fluctuates around its mean attesting that the constant relative risk-aversion assumption may be locally accepted. Finally, the average level of the relative risk-aversion, is in accordance with the results reported by other studies using option data. However, this value is strikingly smaller than the figures reported by studies based on consumption data.
