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Abstract
Experimental studies of soot morphology based on analysis of transmission elec-
tron microscopy (TEM) images usually neglect the potential effects of primary
particle polydispersity and overlapping. In this study, fractal aggregates of dif-
ferent sizes consisting of polydisperse and overlapping primary particles were
numerically generated using typical fractal dimension and prefactor relevant to
soot. A total of 3600 simulated two-dimensional projections for each primary
particle size distribution and level of overlapping considered was produced and
analyzed using two TEM image analysis methods commonly used in the liter-
ature to evaluate the effects of primary particle polydispersity and overlapping
on the recovered morphological parameters of soot. Fairly large deviations in
the recovered number of primary particles in aggregates were obtained by both
methods considered using the procedure commonly used in the literature. A
recommendation was proposed to improve the accuracy of the retrieved number
of polydisperse primary particles in an aggregate. We show that the results
obtained by using both the Tian et al. 2006 and Brasil et al. 1999 methods can
be significantly improved by using the recommended modification for primary
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particle polydispersity levels commonly encountered in flame soot. Finally, we
recommend to use the modified Tian et al. 2006 method for recovering the
number of primary particles of aggregates consisting of both polydisperse and
overlapped primary particles.
Keywords: Polydisperse primary particles; overlapping; fractal aggregates;
TEM; image analysis.
1. Introduction
Soot emission is often undesirable, with adverse effects on the environment
and the human health [1, 2, 3]. The production of soot involves complex physic-
ochemical processes that span from the formation of polycyclic aromatic hy-
drocarbons (PAH) to particle aggregation and oxidation [4, 5, 6, 7]. In this
context, the morphology of fractal-like soot aggregates has gained considerable
interest in the aerosol and combustion communities because it has been found
to play an important role on the radiative properties, mobility and mass of these
aggregates [8, 9, 10].
The thermophoretic sampling and transmission electron microscopy (TEM)
image analysis combination, as proposed by Dobbins and Megaridis [11], is
a widely used method to evaluate the morphological properties of aggregates
formed by nanoparticles, including but not limited to soot [12, 13, 14, 4, 2].
Nevertheless, performing a detailed morphological characterization of such ag-
gregates, especially soot, is a challenge since TEM images only provide two-
dimensional projections of these inherently three-dimensional structures [15].
These aggregates are typically made of polydisperse primary particles (PP), with
some degree of overlapping, and they are polydisperse in size [12, 16, 17, 18].
These aggregates are commonly modeled as clusters of spherical monomers and
parametrized by the fractal dimension Df and prefactor kf [19], as described
by the following scaling law,
ma
mp
= kf
(
Rg
rp
)Df
, (1)
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where ma and mp are the aggregate’s and average PP mass, Rg is the radius
of gyration, and rp is the mean PP radius. This equation leads to ma/mp = N ,
i.e., the number of primary particles. The primary particle radius is laborious
to obtain from the analysis of TEM images which has lead to the development
of sophisticated automated methods, such as the one proposed by Grishin et
al. [20] in 2012, Bescond et al. [16] in 2014, De Temerman et al. [21] in 2014
and more recently Dastanpour et al. [22] in 2016.
Several studies have been conducted to analyze the influence of PP poly-
dispersity on the physical or chemical properties of fractal aggregates, such as
sintering, coagulation and radiative properties [23, 24, 25, 26, 27, 28, 29]. Par-
ticularly, the effect of PP polydispersity on aggregate morphology has been
addressed by Bushell and Amal [30] for aggregates formed by diffusion-limited
cluster aggregation (DLCA) with bi and tri-disperse PP. They found that for
narrow primary particle size distribution (PPSD) the fractal structure and the
shape of the cut-off function are unaffected by the degree of primary particle
polydispersity. On the other hand, Eggersdorfer and Pratsinis [31] studied the
structural effect of PP polydispersity for aggregates having a lognormal PPSD
formed by diffusion-limited aggregation (DLA), ballistic particle-cluster aggre-
gation (BPCA), ballistic cluster-cluster aggregation (BCCA) and DLCA. It was
found that the fractal dimension decreases monotonically with PP polydisper-
sity, especially for large levels of PP polydispersity. Dastanpour and Rogak [10]
found that the radius of gyration, surface area and mass of aggregates increase
with PP polydispersity (for a constant geometric mean primary particle size).
The degree of overlapping in primary particles has been pointed out as a key
parameter in the morphological characterization of fractal aggregates. Oh and
Sorensen [32] investigated the effect of PP overlapping on the morphological pa-
rameters of aggregates generated by DLCA. It was found that, as the degree of
PP overlapping increases, both the fractal dimension and the prefactor increase.
They also found that the projected area exponent and prefactor increase with
the level of PP overlapping. Furthermore, Brasil et al. [33] generated fractal
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aggregates by using a cluster-cluster aggregation algorithm. They developed
a recipe for the characterization of fractal aggregates based on a correlation
between the projected image (2D) and three-dimensional properties. Finally,
regarding the importance of PP overlapping on the physical properties of frac-
tal aggregates, Johnson et al. [34] showed that the measured primary particle
size by laser-induced incandescence (LII) for a typical degree of overlapping is
overestimated by 9-51%, depending on the level of PP overlapping. Yon et
al. [17] studied realistic soot aggregates by incorporating both overlapping and
necking of PP and found that the scattering and absorption properties are sig-
nificantly affected by these morphological properties, especially in the near UV
spectrum.
The present work aims to evaluate the performance and results of two com-
mon algorithms used to determine soot aggregates morphological parameters
based on TEM images: the widely used recipe proposed by Brasil et al. [33]
and a more recent approach proposed by Tian et al. [35] based on the concept
of relative optical density (ROD). The evaluation of the performance of both
approaches was carried out by analyzing a set of two-dimensional projections
of numerically generated soot aggregates formed by polydisperse primary parti-
cles with and without overlapping. These numerical aggregates were generated
using the FLAGE algorithm developed by Skorupski et al. [36].
2. Numerical generation of fractal aggregates and simulated TEM
images
2.1. Numerical generation of Fractal aggregates
Over time, several physics-based algorithms have been developed to generate
numerical fractal aggregates, such as the above mentioned BPCA, BCCA, DLA,
DLCA, and the Reaction-Limited Aggregation (RLA) model. A complete review
of these algorithms can be found in Ref. [37]. Due to the computational cost and
potential variability in the fractal dimension of individual aggregates generated
using a physics-based algorithm another class of algorithms, namely tunable
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algorithms, have been developed to generate fractal aggregates with prescribed
fractal parameters, including the particle-cluster aggregation (PCA) and cluster-
cluster aggregation (CCA) models developed by Filippov et al. [38].
These algorithms, initially limited to monodisperse primary particles, have
been recently further developed to generate fractal aggregates formed by poly-
disperse and/or overlapped primary particles with desired fractal dimension Df
and prefactor kf [36].
The algorithm adds a new PP randomly in a sphere of radius |−→Γ | represented
by the following equation (a detailed derivation of this equation is found in
reference [38]),
(N1p +N2p)
2R23g = (N1p +N2p)(N1pR
2
1g +N2pR
2
2g) +N1pN2p|
−→
Γ |2, (2)
where for PCA N1p = (N − 1), N2p = 1 and therefore, R2g = r2p (the
radius of the new PP). This new PP of radius r2p is then attached to another
one randomly selected from the aggregate. If the later has a radius r1p, the
algorithm checks an overlapping criteria for a fixed Cov coefficient defined as
follows [33],
Cov =
(rp1 + rp2)− d12
(rp1 + rp2)
, (3)
where d12 is the Euclidean distance between the centers of both PP. For a
fixed Cov the position of the center of the new PP is obtained from Eq. (3):
d12 = (rp1 + rp2)(1 − Cov). Moreover, to take into account the effect of PP
overlapping on the morphology of the growing aggregate, its radius of gyration
is calculated based on [39],
R1g = Rg0(1− Cov), (4)
where Rg0 is the radius of gyration of the aggregate when Cov = 0. This
value is obtained from Eq. (1) based on the prescribed fractal parameters and
considering ma/mp = (N − 1), which is valid for one-point contact PP. Since
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the simplification associated with Eq. (4) does not work well for aggregates with
a small number of PP, the solution is to relax the constrain associated to the
constant value of the fractal prefactor based in the equation derived by Brasil
et al. [39],
kf0 = kf exp [2.2Cov] , (5)
where kf is the prescribed fractal prefactor and kf0 is the actual value.
Finally, it is worth mentioning that this algorithm was used in order to gain
accuracy in the morphological parameters of aggregates when PP overlapping
and polydispersity is included. Classical aggregation algorithms on the other
hand, such as diffusion limited or ballistic aggregation, produce fractal aggre-
gates with properties that depend on the physical process, i.e., they cannot be
used to generate fractal aggregates of prescribed fractal dimension and prefactor.
2.2. Simulated TEM images generation
The method we used in this paper for the generation of simulated or virtual
TEM images follows the work of Wozniak et al. [40], who developed the method
based on the following four assumptions: (1) a single scattering regime exists,
(2) PP are amorphous, (3) the relationship between aggregate optical thickness
and the relative optical density of the virtual TEM image intensity (gray scale)
is linear, (4) the optical thickness within a PP is constant. As discussed by
Tian et al. [35] and Wozniak et al. [40], the assumptions 1-3 are reasonable for
virtual TEM images. The assumption number 4 is actually not critical for the
application of Tian et al. [35] method to recover the number of PP within an
aggregate and consequently all other calculations in this study. This assumption
is not critical because the Tian et al. [35] method considers the average relative
optical density of the projection of an aggregate. Thus, considering the varia-
tion of optical density within a PP does not considerably affect the aggregates
average intensity. All the assumptions mentioned above are in accordance with
those made in the derivation of Tian et al. [35] and Brasil et al. [33], methods.
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Finally, a total of 72 random projection were generated for each aggregate
by using Tecplot. The images were exported in gray-scale (intensities within
the 28 range) with a size of 1024x1024 pixels and its resolution was fixed at 1.4
nm/pix. The background intensity was set at 211 level. The intensity of one
isolated PP was 107 and a translucency of each PP was settled to a value of
70% (Tecplot allows values between 0-99% where 99% is completely transpar-
ent). The determination of the parameters mentioned above was based on a
calibration procedure by comparing the virtual TEM images with real ones ob-
tained experimentally. A comparison of the relative optical density histograms
for real and numerical TEM images and in particular a convergence between
most probably thickness, as defined by Tian et al. [41] allowed us to calculate
the intensity of an isolated PP given a level of transparency. Experimental im-
ages were obtained from an ethylene/air laminar diffusion flame sampled at the
center streamline and height of 25 mm above the burner. More details about
this experimentally-retrieved images can be found in Ref. [42].
3. TEM image analysis methods
Since Eq. (1) requires the knowledge of the aggregate three-dimensional
quantities N and Rg. Based on this problem, several correlations have been
developed such as [12, 13, 33, 43]. In the present work, the approaches pro-
posed by Brasil et al. [33] and Tian et al. [35] are used to derive morphological
parameters of virtual TEM images of numerically generated fractal aggregates.
The approach of Brasil et al. [33] is based on the idea that the number of
primary particles in an aggregate scales with its projected area in a power law
relation as follows,
N = kα
(
Aa
Ap
)α
, (6)
where Aa and Ap are the projected areas of the aggregate and an isolated
primary particle, respectively. The empirical parameter α is the projected area
exponent, and kα is a constant. This approach was originally derived in 1967
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by Medalia [44], and then in 1995 and 1999, applied to more realistic aggregates
by Ko¨ylu¨ et al. [45], and Brasil et al. [33], respectively. Usually, Ap is calculated
as Ap = πrp
2 due to the polydispersity of rp (arithmetic mean for normal, and
geometric mean for lognormal PPSD). Because of its extensive use in aerosol
and combustion research, the values of α = 1.08 and kα = 1.10 obtained by
Brasil et al. [33] were used in this study.
The method proposed by Tian et al. [35], on the other hand, is based on
the relative optical density (ROD) of aggregates on TEM images to determine
the number of primary particles contained in each aggregate. This method
estimates N as follows,
N =
Drel
Dref,rel
Aa
√
Aref
π1.5rp
3 , (7)
where Aref and Dref,rel are the measured projected area and the mean rel-
ative optical density of a reference isolated single particle on the image, and
Drel is the mean relative optical density of the aggregate. Further details of the
ROD method can be found in [35].
To determine the three-dimensional radius of gyration it is a common prac-
tice to use the maximum projected length L to estimate the radius of gyration
using the following equation derived by Brasil et al. [33],
L/(2Rg) = 1.50± 0.05, (8)
Once N and L have been calculated, the fractal parameters are obtained by
applying a least-squares fit to the plot of log(N) vs. log(L/rp), where Df and
log(kf ) correspond to its slope and intercept, respectively.
4. Theoretical analysis
Several studies have reached the conclusion that PP size is well described
by a normal distribution [12, 46, 47, 48] with a degree of polydispersity up to
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σp/rp = 30%. In this case the primary particles are fitted by the following
probability density function,
f [rp] =
N
σp
√
2π
exp
[
−1
2
(
rp − rp
σp
)2]
, (9)
where f [rp]drp is the probability of finding a particle with a radius between
rp and rp+drp, with E[rp] = rp and V ar[rp] = σ
2
p. Let us consider an aggregate
with N → ∞ and with PP in point-touch. The surface area and mass of this
aggregate are,
sa =
∫
∞
0
4πr2pf [rp]drp, (10a)
ma =
∫
∞
0
ρ
4
3
πr3pf [rp]drp, (10b)
Note that in the interval [rp ± 3σp] approximately 99.73% of the radii val-
ues are contained. Then, (1) fitting PP size by a normal distribution is not
recommended for σp/rp > 33.3%, and (2) for σp/rp ≤ 33.3% the integrals of
Eqs. (10a) and (10b) can be solved from −∞ to +∞ without causing significant
error and we can associate their values with the second and third moments of
the normal distribution,
sa = 4π(rp
2 + σ2p)N, (11a)
ma = ρ
4
3
πrp(rp
2 + 3σ2p)N. (11b)
Thus, it is concluded that for aggregates consisting of N monomers following
a normal PPSD, both the surface area and mass of this aggregate increase in a
quadratic power when increasing the polydispersity (σp) for a fixed rp.
On the other hand, some other studies have found that primary particle size
can be well described by a lognormal distribution [16, 31, 49] with polydispersity
9
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
levels up to σg = 1.9. In this case, the primary particle size is fitted by the
following probability density function,
f [rp] =
N
ln[σg]
√
2πrp
exp
[
−1
2
(
ln[rp]− ln[rg]
ln[σg]
)2]
, (12)
where rg and σg are the geometric mean and geometric deviation of pri-
mary particle size. In a similar fashion to the previous analysis, if an aggregate
consisting of N monomers in point-contact is considered, the second and third
moments of the lognormal distribution provide information about the depen-
dency of surface area and mass on PP polydispersity, as derived by Dastanpour
and Rogak [10],
sa = 4πrg
2 exp
[
2 ln2[σg]
]
N, (13a)
ma = ρ
4
3
πrg
3 exp
[
9 ln2[σg]/2
]
N, (13b)
In this case, for aggregates consisting of N monomers following a lognormal
PPSD, the dependency of the aggregate surface area and mass on the PP poly-
dispersity (σg) is an exponential relationship.
Let’s consider now an aggregate made of N polydisperse primary particles
with a degree of overlapping defined by the following coefficient,
Cij =
(ri + rj)− dij
(ri + rj)
, (14)
where ri and rj are the radius of the ith and jth primary particles and dij the
distance between centers of these two overlapping primary particles, as shown
in Fig. 1(b).
Figure 1: Spherical cap, intersection of PP with ri = 15, rj = 7.5 and Cij = 25%.
If there is no multiple intersection between PPs (for example in a chain-like
aggregate), then the surface area and mass of the aggregate is determined based
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on the spherical cap [50] as follows,
sa =
N∑
i=1
4πr2i −
∑
(i,j)∈I
2π(rihi + rjhj), (15a)
ma =
N∑
i=1
ρ
4
3
πr3i −
∑
(i,j)∈I
ρ
1
3
π
[
h2i (3ri − hi) + h2j (3rj − hj)
]
, (15b)
where I is the set of intersections between pairs of primary particles in
overlapping, hi and hj are the heights of the spherical caps generated in the
overlapping zone, as shown in Fig. 1(b).
hi =
[rj − ri + (ri + rj)(1− Cij)] [rj + ri − (ri + rj)(1− Cij)]
2(ri + rj)(1− Cij) , (16a)
hj =
[ri − rj + (ri + rj)(1− Cij)] [ri + rj − (ri + rj)(1− Cij)]
2(ri + rj)(1− Cij) , (16b)
Some conclusions can be retrieved from this analysis. Let us define ri and
rj as the radii of a pair of PP belonging to the set I, so that αij = ri/rj with
αij > 1. Now let us also define αmax = max(i,j)∈I{αij}. Then, as can be seen in
Fig. 1(b) the maximum overlap that preserves the number of primary particles
N is found when hi = 0, which is achieved when Cij = 0 or when Cij = Cij,max
according to the following equation,
Cij,max =
2
1 + αmax
, (17)
For example, if ri = 15 and rj = 7.5 are the maximum and minimum radii
of overlapping PP in an aggregate consisting of N monomers, then αmax = 2
and Cij,max = 66.6%. This means that for Cij = 67 %, the number of primary
particles would be at most (N − 1), i.e. one PP disappeared. It is important to
notice that when two particles of radii ri > rj are overlapped, hj > hi thus, the
particle with the smaller radius loses more surface area and mass due to overlap
than the bigger one.
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Finally, in the particular case of aggregates formed by monodisperse PP,
ri = rj = rp and Cij = Cov, the aggregate’s mass and surface area are given by
the following expressions, derived by [47] and [33].
sa = 4πr
2
p [N − (N − 1)Cov] , (18a)
ma = ρ
4
3
πr3p
[
N − (N − 1)1
2
(3− Cov)C2ov
]
, (18b)
Based on these expressions, it can be seen that the mass of the aggregate
depends on the cubic power of the overlapping level, while its surface grows
linearly for variations in the same parameter.
5. Results and discussion
5.1. Numerical soot aggregates and TEM images
A total of 3,600 bi-dimensional random projections (50 aggregates and 72
images for each one) was generated for each condition studied, and a total of
175 conditions was considered. Among the 175 cases, 35 consisted of aggregates
having a lognormal PPSD with no overlapping, 35 for aggregates of normal
PPSD without overlapping, and 105 for aggregates formed by overlapping PP.
These aggregates were generated by means of a PCA aggregation algorithm
using Df = 1.78 and kf = 1.30 as input, which are typical parameters for
flame-generated soot [51, 52, 53].
An example of the aggregates generated with lognormal PPSD are shown
between Figure 2(a) and Figure 2(g). It can be seen that the level of poly-
dispersity varied within the σg = 1.0 − 3.0 range, with a constant PP size of
rg = 15 nm. Moreover, Fig. 2(h) shows an example of numerically generated
TEM image for an aggregate with σg = 1.9.
Figure 2: Three-dimensional representation of numerically simulated fractal aggregates.
N = 300, with lognormal PPSD, for polydispersity σg varying between 1.0 and 3.0.
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To retrieve the fractal parameters of the generated aggregates, the scaling
law of Eq (1) was used, calculating the radius of gyration based on Eq. (19),
R2g =
1
ma
N∑
i=1
mi
[
R2i +
3
5
r2i
]
, (19)
where N is the number of primary particles, ri is the radius of the ith
monomer and Ri is the distance from the center of the ith primary particle
to the center of mass of the aggregate. If a constant mass density of ρ = 1
is assumed, then mi = (4/3)πr
3
i , mp = (4/3)πrg
3, and ma =
∑N
i=1mi. The
averaged fractal parameters, denoted as Drf and k
r
f are shown in Table 1. The
uncertainty shown in the table corresponds to the standard deviation of each
parameter for a population of 50 aggregates per condition. As it can be seen,
Drf remains constant for all the polydispersity levels, while the fractal prefactor
krf also remains fairly constant for polydispersity levels up to σg = 1.9, after
which it decreases significantly up to 1.00 for a polydispersity level of σg = 3.0.
Table 1: Three dimensional parameters of fractal aggregates with lognormal PPSD. CI() are
the 95% confidence intervals and R2 is the coefficient of determination.
σg R
2 Drf CI(D
r
f ) k
r
f CI(k
r
f )
1.0 1.00 1.78 ± 0.00 (1.78-1.78) 1.30 ± 0.00 (1.30-1.30)
1.1 1.00 1.78 ± 0.00 (1.78-1.78) 1.30 ± 0.01 (1.28-1.32)
1.5 0.98-1.00 1.78 ± 0.00 (1.77-1.79) 1.31 ± 0.13 (1.22-1.40)
1.9 0.88-0.99 1.78 ± 0.00 (1.76-1.80) 1.31 ± 0.15 (1.16-1.51)
2.3 0.84-0.98 1.78 ± 0.00 (1.75-1.81) 1.24 ± 0.17 (0.92-1.56)
2.7 0.83-0.98 1.78 ± 0.01 (1.75-1.81) 1.07 ± 0.14 (0.83-1.31)
3.0 0.82-0.98 1.78 ± 0.01 (1.75-1.81) 1.00 ± 0.14 (0.70-1.32)
In Fig. 3, a series of fractal aggregate formed by polydisperse primary parti-
cles in point-touch along with an example of a two-dimensional projection, are
shown. These aggregates were formed by a normal PPSD with polydispersity
levels in the σp/rp = 0− 30% range.
13
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Figure 3: Three-dimensional representation of numerically simulated fractal aggregates.
N = 300, with normal PPSD, for polydispersity σp/rp varying between 0 and 30%.
Analogous to the cases with lognormal PPSD, fractal parameters were cal-
culated by using Eq. (1) and Eq. (19) considering in this case; mp = (4/3)πrp
3.
Similarly, the average fractal parameters obtained along with their uncertainty
are shown in Table 2.
Table 2: Three dimensional parameters of fractal aggregates with normal PPSD. CI() are the
95% confidence intervals and R2 is the coefficient of determination.
σp/rp % R
2 Drf CI(D
r
f ) k
r
f CI(k
r
f )
0 1.00 1.78 ± 0.00 (1.78-1.78) 1.30 ± 0.00 (1.30-1.30)
5 1.00 1.78 ± 0.00 (1.78-1.78) 1.30 ± 0.01 (1.29-1.31)
10 1.00 1.78 ± 0.00 (1.78-1.78) 1.29 ± 0.01 (1.28-1.30)
15 0.99-1.00 1.78 ± 0.01 (1.78-1.78) 1.29 ± 0.02 (1.28-1.30)
20 0.99-1.00 1.78 ± 0.02 (1.77-1.79) 1.28 ± 0.03 (1.24-1.32)
25 0.98-1.00 1.78 ± 0.03 (1.77-1.79) 1.27 ± 0.04 (1.21-1.33)
30 0.98-1.00 1.78 ± 0.04 (1.77-1.79) 1.26 ± 0.05 (1.20-1.34)
Once again, it can be seen that the fractal dimension remains constant with
a value of 1.78 and a maximum uncertainty of ±0.04. The fractal prefactor,
on the other hand, exhibits a slight decrease with respect to the imposed value
and also a slight increase in uncertainty up to ±0.05 with increasing the level
of polydispersity.
5.2. Primary particles
Once the two-dimensional projections of the aggregates were generated, an
image-processing algorithm based on the Circular Hough Transform (CHT) was
applied. Particularly, the size-invariant circle detection method, developed by
Atherton and Kerbyson was used [54]. The detection procedure is similar to the
one proposed by Grishin et al. [20] and implemented as a subroutine that also
14
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includes a code dedicated to the evaluation of the morphological parameters
of the aggregate projections. Figures 4(a) and 4(b) illustrate the detection
capabilities of the developed code for a projection of two aggregates formed by
300 polydisperse primary particles shown in Fig. 2(h) and Fig. 3(h) for lognormal
and normal PPSD, respectively.
Based on the geometrical data obtained, several relevant parameters for the
morphological description of the aggregate, such as rp, rp (or rg), Aa, Ap and
L2D were evaluated.
Figure 4: Comparison of the calculated primary particle size distribution and the theoretical
primary particle size distribution for Aggregates with N = 300.
Figure 4 shows a comparison between the calculated primary particle ra-
dius distribution based on the two-dimensional projections and the imposed
primary particle size distribution function. The calculated primary particle ra-
dius distribution was found to be in good agreement with the imposed normal
and lognormal PPSD, with an error in PP size less than 1%. Therefore, the
results suggest that the algorithm for identifying primary particles from two-
dimensional projections is effective.
5.3. Number of primary particles
As mentioned before, several basic geometric features of the two-dimensional
projections were determined. The evaluation of the number of primary particles
N is presented in the following section. It is worth recalling that N is obtained
from Eq. (6) when using the Brasil et al. [33] approach, and from Eq. (7) when
using the approach of Tian et al. [35].
Figures 5(a) to 5(d) display the variation of the relative error in the derived
number of PP from both approaches and PPSD studied. The relative error
presented in Fig. 5 is calculated as follows,
ǫN =
Ndet −Nr
Nr
, (20)
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where Ndet is the determined average number of primary particles of an ag-
gregate projection and Nr denotes the real (known) number of primary particles
(100, 200, 300, 400 and 500). The error bars shown correspond to the standard
deviation of ǫN .
Figure 5: Variation of the relative error in the derived number of primary particles.
Regardless of the PPSD assumed and the method used, it was found that
ǫN > 0 displays a crescent trend with increasing the PP polydispersity.
For two-dimensional projections of aggregates consisting of lognormal PPSD
and a polydispersity level of σg ≥ 1.9, values of ǫN are over 100% and up to
600% when σg = 3.0. It can also be seen that for σg ≥ 1.9 a clear difference in
ǫN appears depending on the Nr value. Moreover, for a larger value of Nr, a
larger value of ǫN was determined.
For two-dimensional projections of aggregates consisting of normal PPSD
values of ǫN up to 24% are found for σg/rp from 0 to 30%. For these aggre-
gates, it can be seen that the Tian et al. [35] method for evaluation ofN performs
more accurately than the Brasil et al. [33] approach, in terms of its proximity to
Nr and a lower uncertainty. This may be attributed to the fact that the ROD
method is independent of empirical or numerically simulated constants. Addi-
tionally, the method considers not only the aggregate projected area but also
their relative optical density, which is related to the stack of primary particles
in the direction perpendicular to the projection image, i.e., to better resolve the
three-dimensional structure of an aggregate from its two-dimensional projection
image. Regarding the larger values of ǫN for lognormal than for normal PPSD it
may be attributed to the broader polydispersity level considered for lognormal
PPSD.
According to Eq. (1) the number of primary particles N = ma/mp is biased
by the effect of PP polydispersity on aggregate mass when the average PP
radius is used to estimate the average PP mass mp. To analyze the deviations
of aggregate mass caused by the polydispersity of primary particles based on
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equations (11b) and (13b), the percentage increment in the aggregates mass η
can be defined as,
η[σp] =
ma[σp]−ma[σp = 0]
ma[σp = 0]
, (21a)
η[σg] =
ma[σg]−ma[σg = 1]
ma[σg = 1]
. (21b)
The results obtained from the evaluation of η are presented in Fig. 5. It can
be seen that for low levels of polydispersity, there is a good agreement between
the values of η and ǫN . For large levels of polydispersity on the other hand,
ǫN tends to be lower than η. It is also interesting to note that, for lognormally
distributed PP, and in both of the studied approaches, larger values of Nr tend
to fit closer to η.
5.4. Radius of gyration
Figures 6(a) and 6(b) show the behavior of the empirical relationship in-
troduced in Eq. (8), when increasing the PP polydispersity level for Nr = 100
and Nr = 500. In these figures, the following ratios are presented: The ratio
between the two-dimensional maximum length L2D and the diameter of gyra-
tion, i.e. (2Rg); The ratio between the three-dimensional maximum length L
3D
and the diameter of gyration; The ratio between the two and three-dimensional
maximum length.
Figure 6: Variation of the ratios of aggregate’s length calculated from 2D and 3D data. The
term Ratio stand for either L2D/(2Rg), L3D/(2Rg) or L2D/L3D.
Regardless of the PPSD and polydispersity level, it was found that the ratio
L2D/(2Rg) exhibits small deviations (< 10%) from the 1.50 value of Eq. (8),
i.e. there is no clear trend for the variation of this ratio with either the PPSD
or the level of PP polydispersity.
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5.5. Fractal dimension and prefactor
The effect of PP radius polydispersity on the recovered Df and kf is now
investigated. As mentioned before, the procedure to obtain Df and kf used in
the present work consists of a least-squares fit of log[N ] − log[L/(2rp)] for the
normal PPSD and log[N ]− log[L/(2rg)] for the lognormal PPSD. The number
of primary particles will be obtained by using both the Brasil et al. [33] and
Tian et al. [35] methods [40].
Table 3: Error in the retrieved fractal dimension and prefactor by using Tian et al. [35] and
Brasil et al. [33] methods. Aggregates with normal PPSD.
σp/rp (%)
Tian et al. [35] Brasil et al. [33]
ǫDf (%) ǫkf (%) ǫDf (%) ǫkf (%)
0 -0.21 ± 0.04 1.65 ± 0.08 -0.43 ± 0.32 3.42 ± 0.58
5 -0.14 ± 0.07 1.97 ± 0.12 -0.65 ± 0.11 5.23 ± 0.2
10 -0.10 ± 0.10 4.07 ± 0.19 -0.21 ± 1.01 5.24 ± 1.81
15 0.16 ± 0.09 6.95 ± 0.17 -2.09 ± 0.95 24.07 ± 1.70
20 0.10 ± 0.03 13.52 ± 0.06 -1.56 ± 0.85 26.45 ± 1.53
25 0.51 ± 0.19 18.85 ± 0.35 -1.16 ± 1.06 32.88 ± 1.92
30 0.82 ± 0.07 28.27 ± 0.13 0.50 ± 0.67 34.63 ± 1.23
Tables 3 and 4 show the variation of the relative error in the recovered Df
and kf , when increasing the polydispersity of primary particle radius for both
PPSD. The relative errors for Df and kf are evaluated as follows:
ǫDf =
Ddetf −Drf
Drf
, (22a)
ǫkf =
kdetf − krf
krf
, (22b)
where Ddetf and k
det
f are the determined values for a given set of projections,
and Drf and k
r
f are the real fractal parameters of the aggregates given in Ta-
bles 1 and 2 for the lognormal and normal PPSD, respectively. These indicators
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therefore quantify the error in the derived fractal dimension and prefactor for
aggregates formed by polydisperse primary particles.
Regardless of the PPSD and the approach used for the image analysis, the
derived values Ddetf and k
det
f can deviate from those obtained for aggregates
formed by monodisperse primary particles, which have been frequently assumed
in previous studies of soot morphology. For aggregates consisting of the normal
PPSD, it was found that ǫDf remains within ±1% for all the polydispersity
levels when using the Tian et al. [35] method. When using the Brasil et al. [33]
approach, this deviation remains within ±2% . Moreover, no clear trend is found
for ǫDf using either method. On the other hand, ǫkf shows a monotonically
increasing trend with increasing the polydispersity level, reaching maximum
values of 28.27 ± 0.13 and 34.63 ± 1.23% for the Tian et al. [35] and Brasil
et al. [33] methods, respectively. These result are remarkable considering the
systematic inconsistencies found in literature for the experimental and numerical
studies related to the determination of fractal prefactor [52, 55, 56].
Table 4: Error in the retrieved fractal dimension and prefactor by using Tian et al. [35] and
Brasil et al. [33] methods. Aggregates with lognormal PPSD.
σg
Tian et al. [35] Brasil et al. [33]
ǫDf (%) ǫkf (%) ǫDf (%) ǫkf (%)
1.0 -0.21 ± 0.04 1.65 ± 0.08 -0.43 ± 0.32 3.42 ± 0.58
1.1 -0.73 ± 0.43 7.43 ± 0.77 -2.86 ± 0.37 23.87 ± 0.67
1.5 2.19 ± 0.98 26.45 ± 1.72 1.82 ± 1.15 40.02 ± 2.01
1.9 3.93 ± 3.61 102.07 ± 6.49 4.82 ± 2.95 114.58 ± 5.30
2.3 12.38 ± 2.49 105.61 ± 4.46 12.94 ± 1.97 118.95 ± 3.54
2.7 21.73 ± 1.33 83.85 ± 2.75 17.13 ± 1.89 151.95 ± 3.91
3.0 23.15 ± 6.00 115.77 ± 13.76 20.31 ± 5.75 155.99 ± 13.19
For aggregates formed by primary particles of lognormal PPSD, as shown
in Table 4, it is found a monotonically increasing trend in both ǫDf and ǫkf
with increasing the polydispersity level. For typical values of polydispersity of
19
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
(σg < 1.9), ǫDf is found to be less than 5% and 4% for the Brasil et al. [33]
and the Tian et al. [35] methods, respectively. On the other hand, the values
of ǫkf are found to be up to 114 and 102% for the Brasil et al. [33] and Tian
et al. [35] methods, respectively, for the same range of polydispersity. Finally,
for polydispersity levels above σg = 1.9 the Tian et al. [35] method performs
considerably better, in terms of predicting the actual fractal prefactor, but worse
in the prediction of the fractal dimension than the Brasil et al. [33] method.
5.6. Overlapping
Besides the effect of primary particle polydispersity, the effect of primary
particle overlapping on the recovered Ndet, D
det
f , and k
det
f was also investigated.
As mentioned in Section 2.1, an overlapping effect was introduced by placing
a new particle at a distance given by a pre-defined overlapping coefficient, pre-
sented in Eq. (3), for a growing aggregate by the PCA method. The imposed
degree of overlapping varied from 5% to 25% for aggregates with and without
polydispersity PP [33, 47, 57].
Figs. 7(a) shows a three-dimensional aggregate with primary particle size dis-
persion σp/rp = 30% and Cov = 25% (typical values for combustion generated
soot [52, 47, 10]). The insert of Fig. 7(a). highlights the overlapping between
neighboring primary particles and Fig. 7(b) displays the effect of overlapping
primary particles on the corresponding numerical TEM image.
Figure 7: Generation of TEM images for aggregates formed by overlapping and polydisperse
PPs, for N = 300, polydispersity σp/rp = 30%, and overlapping parameter COV = 25%.
It is important to point out that when generating overlapping aggregates,
the imposed values of Df and kf for the point-touch aggregate are no longer
valid and need to be recalculated. Analogous to the analysis of polydisperse
one-point touch aggregates in Section 5.1, fractal parameters were calculated by
using Eq. (1). Due to primary particle overlapping, Eq. (19) is no longer valid,
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Table 5: 3D parameters of fractal aggregates with different degree of PP overlapping. CI()
are the 95% confidence intervals and R2 is the coefficient of determination of the linear fit.
Cov = 5%
σp/rp % R
2 Drf CI(D
r
f ) k
r
f CI(k
r
f )
0 1.00 1.78 ± 0.00 (1.78-1.78) 1.31 ± 0.00 (1.30-1.32)
5 1.00 1.78 ± 0.00 (1.78-1.78) 1.30 ± 0.00 (1.29-1.31)
10 1.00 1.78 ± 0.01 (1.77-1.79) 1.30 ± 0.01 (1.29-1.31)
15 (0.99-1.00) 1.78 ± 0.01 (1.77-1.79) 1.29 ± 0.03 (1.28-1.30)
20 (0.99-1.00) 1.78 ± 0.01 (1.77-1.79) 1.29 ± 0.04 (1.25-1.34)
25 (0.99-1.00) 1.78 ± 0.01 (1.77-1.79) 1.27 ± 0.05 (1.21-1.33)
30 (0.98-1.00) 1.78 ± 0.01 (1.77-1.79) 1.24 ± 0.08 (1.20-1.28)
Cov = 15%
0 1.00 1.78 ± 0.00 (1.78-1.78) 1.30 ± 0.00 (1.30-1.30)
5 1.00 1.78 ± 0.00 (1.78-1.78) 1.30 ± 0.01 (1.29-1.31)
10 1.00 1.78 ± 0.01 (1.77-1.79) 1.30 ± 0.02 (1.28-1.32)
15 (0.99-1.00) 1.78 ± 0.01 (1.77-1.79) 1.29 ± 0.03 (1.27-1.31)
20 (0.99-1.00) 1.78 ± 0.01 (1.76-1.80) 1.29 ± 0.04 (1.26-1.32)
25 (0.98-1.00) 1.78 ± 0.01 (1.76-1.80) 1.27 ± 0.06 (1.24-1.31)
30 (0.98-1.00) 1.78 ± 0.01 (1.76-1.80) 1.25 ± 0.08 (1.21-1.29)
Cov = 25%
0 1.00 1.78 ± 0.00 (1.78-1.78) 1.31 ± 0.00 (1.31-1.31)
5 1.00 1.78 ± 0.00 (1.77-1.79) 1.30 ± 0.01 (1.29-1.31)
10 1.00 1.78 ± 0.01 (1.77-1.79) 1.30 ± 0.02 (1.28-1.32)
15 (0.99-1.00) 1.78 ± 0.01 (1.76-1.80) 1.29 ± 0.04 (1.27-1.31)
20 (0.99-1.00) 1.78 ± 0.01 (1.76-1.80) 1.28 ± 0.04 (1.25-1.31)
25 (0.99-1.00) 1.78 ± 0.01 (1.75-1.81) 1.27 ± 0.08 (1.23-1.31)
30 (0.98-1.00) 1.78 ± 0.01 (1.75-1.81) 1.26 ± 0.07 (1.21-1.31)
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thus Rg was calculated based on the method proposed by Oh and Sorensen [32],
R2g =
1
n
∑
i∈ζ
(Ri −Rcm)2, (23)
where ζ is the set of n points in which the volume of the aggregate has been
discretized, Ri is the coordinate of the ith point, and Rcm is the coordinate of
the center of mass of these n points. Also, to achieve values of Rg independent
of n, the resolution of the discretization is settled to be the minimum distance
between centers of PP divided by eight, in accordance to [32].
The average fractal parameters, denoted as Drf and k
r
f , with their corre-
sponding error are shown in Table 5. Similar to the case of polydisperse aggre-
gates in one-point touch primary particles, fractal dimension remains constant
around 1.78 and maximum uncertainty of ±0.01. The fractal prefactor on the
other hand exhibits a somewhat larger variation from 1.30± 0.00 to 1.25± 0.08
when increasing the level of polydispersity for all cases involving overlapping
PP studied.
Figures 8(a) to 8(d) show the retrieved number of primary particles calcu-
lated by using the Brasil et al. [33] and the Tian et al. [35] methods for Nr = 100
and Nr = 500. It can be seen that the Brasil et al. [33] method is significantly
more affected by overlapping with ǫN up to -30% for N = 100 and -42% for
N = 500 compared to -7% for N = 100 and -9 for N = 500 for the Tian et
al. [35] method.
To explain these results, the relations presented in section 4 can be used.
First of all, while the polydispersity of primary particle tends to increase the
aggregate mass, overlapping tends to decrease it. This explains why both meth-
ods tend to overestimate N with increasing the polydispersity level and tend
to underestimate it when increasing the overlapping level, as shown in Fig. 8.
Another interesting feature of Fig. 8 is with regard to the variation of ǫN , for a
given overlapping coefficient. For Cov = 15% for example, it can be seen that
ǫN has an abrupt change from σp/rp = 0 to σp/rp = 5%, which is due to the
fact that the aggregate mass is affected more by overlapping for polydisperse
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than for monodisperse primary particles, as shown in Section 4.
Figure 8: Error in the calculation of the number of primary particles.
On the other hand, Figures 9(a) to 9(d) show the obtained values of ǫDf and
ǫkf using both the Brasil et al. [33] and the Tian et al. [35] methods. It can
be seen that for the Brasil et al. [33] approach, values of ǫDf remain between
-2 to 11% for the range of PP overlapping considered. The method of Tian
et al. [35] has a narrower variation of ǫDf within ±2% range. Furthermore,
values of ǫkf from the Brasil et al. [33] method are found to be between -7
and 30%, meanwhile from the Tian et al. [35] method they are between -2 and
5% for polydispersity levels under 15% regardless of the overlapping level. For
polydispersity levels over 15% the Tian et al. [35] method yields ǫkf from 7.8 to
21%, depending on the overlapping level.
Figure 9: Effects of primary particle overlapping in the calculation of fractal parameters.
5.7. Discussion
In addition to the results reported above, a literature review was carried
out with the objective to identify different approaches used in the study of the
morphology of fractal aggregates formed by spherical nanoparticles. Numerous
studies have followed the works of Medalia [44], Ko¨ylu¨ et al. [45] and Brasil et
al. [33] to study the morphology of different fractal aggregates. The authors have
calculated Ap using the following three ways: (a) based on the average PP radii
Ap = πrp
2, (b) based on the average PP projected area Ap, and (c) based on the
volume-area diameter Ava = πd
2
va/4. The use of approach (a) is very common
and unfortunately leads to the results shown above. The use of approach (b) will
be discussed in the following section. Finally, the use of approach (c) leads to
an equivalent number of monodisperse PP with equivalent volume-area (Sauter)
diameter dva = 6va/sa, where va and sa are the volume and surface area of the
aggregate, respectively. This method was developed in the context of studying
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the sintering of primary particles [58] and later was found to be in agreement
with the equivalent primary particle diameter determined by gas adsorption or
by small angle X-ray scattering [59]. A further discussion of this method and
its relationship with the method of Brasil et al. [33] or Medalia [44] is provided
in Ref. [60].
It is interesting to note that considering the theoretical analysis carried out
in section 4, using Eq. (11a) for normal distribution, also Eq. (13a) for lognormal
PPSD and using the average PP projected area as Ap = sa/(4N), the number
of PPs in an aggregate can be calculated as:
N = kα
(
Aa
π(rp
2 + σ2p)
)α
, (24a)
N = kα
(
Aa
πrg
2 exp
[
2 ln2[σg]
]
)α
, (24b)
This same analysis could be applied for the case of using the Tian et al. [35]
method. In this part the polydispersity of PP can be addressed by considering
the average PP volume as vp = ma/(ρN). Combining Eq. (7) and Eq. (11b) for
normal and Eq. (13b) for lognormal PPSD, it is found that,
N =
Drel
Dref,rel
Aa
√
Aref[
π1.5rp(rp
2 + 3σ2p)
] , (25a)
N =
Drel
Dref,rel
Aa
√
Aref[
π1.5rg
3 exp
[
9 ln2[σg]/2
]] , (25b)
Using this methodology to obtain N , the same procedure -comparison be-
tween methods- was applied in order to obtain the differences between both
approximations. Figure 10 shows the error in the determination of the number
of PP, i.e., ǫN based on Eq. (24a) for Brasil et al. [33] method, and Eq. (25a) for
Tian et al. [35] method for aggregates consisting of polydisperse and overlapped
primary particles. It can be seen that both methods are almost insensitive to
PP polydispersity, specially Tian et al. [35] method that shows variations in the
range of [−7, 3]%, for polydispersity levels up to 25%.
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Figure 10: Error in the calculation of the number of primary particles based on Eq. (24a) for
Brasil et al. [33] method and Eq. (25a) for Tian et al. [35] method.
6. Conclusions
Using numerically generated fractal aggregates this study investigated the
effects of primary particle polydispersity and overlapping on the inferred mor-
phological parameters of soot based on two-dimensional simulated virtual TEM
image analysis. A total of 3600 numerically generated two-dimensional TEM
images was analyzed for each condition studied. An automated primary particle
size calculation algorithm was implemented to obtain primary particle size dis-
tribution from numerical TEM images. Two different methods currently used in
aerosol and combustion research to carry out soot morphological analyses based
on TEM images were employed to derive the number of primary particles within
an aggregate and subsequently the fractal dimension and fractal prefactor. The
following conclusions are reached based on the results obtained:
1. The Hough transform-based algorithm is capable of retrieving effectively
the primary particle size distribution imposed in the generation of numer-
ical fractal aggregates.
2. For the primary particle polydispersity levels considered in this study, the
L2D/(2Rg) ratio remains nearly constant around 1.5, showing a maximum
deviation around 10% under all the conditions studied.
3. The effectiveness of Brasil et al. [33] method can be improved by taking
the ratio between the aggregates projected area and the average primary
particle projected area (instead of the projected area of a spherical particle
with the average primary particle radius). If this modification is imple-
mented, the error in the determination of the number of primary particles
can be reduced from 24% to a maximum of 3% for polydispersity levels
up to σp/rp = 30%.
4. The effectiveness of Tian et al. [35] method can be improved by taking
average primary particle volume (instead of the volume of a spherical par-
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ticle having the average primary particle radius). If this modification is
implemented, the error in the determination of the number of primary par-
ticles can be reduced from 24% to 3% for primary particle polydispersity
levels up to σp/rp = 30%.
5. Regardless of the level of overlapping between primary particles, the Tian
et al. [35] method, using the above recommended modification, exhibits
a maximum deviation in the range of -7 to 3% in the recovered number
of primary particles in an aggregate. On the other hand, the Brasil et
al. [33] method displays a larger sensitivity to primary particle overlapping,
leading to deviations in the retrieved number of primary particles in an
aggregate up to -30%.
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Highlights
• Fractal aggregates formed by overlapping polydisperse spherules were gen-
erated
• Numerical TEM images of fractal aggregates were generated and analyzed
• The performance of Brasil et al. 1999 and Tian et al. 2006 methods was
evaluated
• Amodified model to estimate the number of primary particle was proposed
35
