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Cities are recognized as the main consumers of energy on the planet, and to 
optimize their energy consumption and enhance the potential of using renewable 
energy sources, built form and density are considered highly influential factors. The 
energy efficiency of compact built forms has been debated by many studies. 
Meanwhile, urban density, as an attribute of urban form, has yet to be well defined due 
to the diversity of density indicators used in literature. Hence, there is a lack of 
integrated guidelines for urban density indicators and their relationships with urban 
built forms in urban energy studies. 
This thesis establishes a framework to demonstrate the inter-correlation of urban 
built form, density and energy for residential buildings, and the impact of climate as an 
influential parameter is investigated by adopting a mixed methods research approach. 
It primarily identifies the relationship between the urban built form and density by 
introducing a novel indicator of urban form termed the Form Signature. It demonstrates 
the simultaneous correlation of two selected density indicators with influential variables 
developed from the geometry of four selected urban built forms. An urban energy 
simulation software package, CitySim, is adopted to conduct sensitivity analyses. The 
simulation models are validated against data from a known building group. An energy 
indicator, termed Energy Equity, is also introduced that simultaneously considers the 
amount of building energy demand as well as energy generation by building-mounted 
PVs. 
Cross case study analysis is undertaken to examine the impact of climate on urban 
energy performance, where four cities (London, Singapore, Helsinki and Phoenix) are 
chosen based on the specific climatic criteria. Meteonorm software is adopted to 
generate climate file relating to each case study. The investigation is further 
complemented by analysing future scenarios to examine the impact of climate change 
and technological developments (i.e. the penetration of EVs into the transportation 
sector) on the energy efficiency of urban areas of the future. 
Graphical results of the Form Signature indicator prove that the term ‘high density’ 
is crucially dependent on the definition of the density indicator. The resulting graphs 
provide a robust platform for the analysis of contexts such as climate, economy, social 
issues and energy. Overlaying results of building energy simulations over the Form 
Signature graphs indicates the relationship of energy with urban built form and density. 
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Results show that buildings with a greater number of storeys and greater plan depth 
(equivalent to low values of plot ratio and variable values of site coverage) have lower 
energy demand. When PV generation is also considered, low number of storeys and 
great plan depth can improve the energy performance of buildings (equivalent to low 
plot ratio and high site coverage). Having identical geometric variables, tunnel-court 
form (that is introduced in this study) provides the greatest density while pavilion form 
provides the lowest (~80% lower than tunnel-court). The energy performance of 
tunnel-court form is also the highest in all considered climates, while pavilion form 
shows the lowest energy performance (between 27% and 67% for cooling-dominated 
buildings and between 7% and 32% for heating-dominated buildings). Nevertheless, 
if density remains constant and geometric variables are changed, the opposite 
becomes true. An important conclusion is that the site plans with similar built forms 
and densities may have different energy performance since the same value of density 
can be achieved by different combinations of geometrical variables. 
Increasing the cut-off angle reduces building energy demand in cooling-dominated 
buildings (i.e. in Singapore and Phoenix) between 6% and 56%, while increase 
building energy demand in heating-dominated buildings (i.e. in London and Helsinki) 
between 2% and 16.5%. Therefore, increasing density through cut-off angle is not 
always energy efficient as it depends on climate. In general, building energy demand 
in London is the lowest among the case studies, while it is the highest in Singapore 
(up to 219% higher than London). London also shows the highest value of Energy 
Equity (demonstrating the best energy performance) and Helsinki shows the lowest 
(up to 51% lower than London). Considering future scenarios, the total building energy 
demand in 2050 will be 48% higher than at present, on average. A recommendation 
for future urban planning in London, for instance, is that court and tunnel-court forms 
will be more energy efficient, and possessing a lower number of storeys, small cut-off 
angle and greater plan depth will further improve their energy performance and reduce 
their emissions. 
The holistic outcome of this study provides urban energy planning guidelines that 
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Chapter 1: Introduction 
1.1 Background and problem identification 
More than 50% of the world's population live in urban areas, and this is predicted 
to reach 66% by 2050 (United Nations, 2014). This rate of urbanization requires a city 
the size of Birmingham (UK) to be built each week for the next 20 years across the 
globe (Farrell, 2014). 
Cities are the main consumers of energy on earth, amounting to 78% of total 
consumption and contributing to more than 60% of greenhouse gas emissions (United 
Nations). This is considered the main contributor to global temperature increases that 
is leading to extreme weather events (such as drought, heat waves, heavy rain and 
wildfires) (Houghton, 2009, Masson-Delmotte et al., 2018), acid rains, loss of habitable 
lands (Mann, 2009), famine, and pushing more than 100 million people into poverty 
(Lekwot et al., 2012, Masson-Delmotte et al., 2018). Hence, action has to be taken to 
mitigate the harmful effects of this massive amount of energy consumption. 
Energy consumption in cities is due to a variety of factors, such as transportation, 
building (domestic and non-domestic), industry (e.g. food production), service and 
commercial activities. Their energy demands vary depending largely on climate, 
energy technologies and urban form. Hence, the form of the city has an impact on its 
energy usage (Delmastro et al., 2015, Rickwood et al., 2008, Steemers, 2003). 
However, urban form has a variety of attributes such as density, compactness, 
diversity, green areas, connectivity, orientation, shading and passivity that influence 
energy utilisation (Silva et al., 2017). In identifying the relationship between energy 
and urban form, the primary parameter analysed by researchers is density 
(Bhiwapurkar, 2014, Resch et al., 2016, Steemers, 2003). Rafiee et al. (2019) used 
density to show that buildings with higher numbers of housing units and less exposed 
perimeters have lower heating demand. Leng et al. (2020) adopted some of density 
indicators to illustrate the relationships of urban morphology with building heating 
demand. Mauree et al. (2017) demonstrated that building density can significantly 
impact on wind speed and air temperature in an urban setup that influence building 
energy demand. In addition to density, there is another urban parameter that can 
influence building energy demand, which is urban built form. Urban built form 
represents shape of buildings (e.g. pavilion, court etc.) (March, 1972) which affects 
environmental performance of buildings (Ratti et al., 2003). Therefore, it is crucial to 
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consider the urban built form and its impact on microclimatic conditions (Emmanuel 
and Steemers, 2018) that consequently affect building energy consumption (Lee and 
Jeong, 2017). There is currently a lack of a unified set of guidelines to communicate 
urban density indicators and their relationships with urban built forms (Morganti et al., 
2012) to investigate their simultaneous correlation with energy (Ahmadian et al., 
2019c). 
To understand cities, they must not simply be viewed as places in space, but as 
systems of networks and flows. Flows add up to what happened at locations; therefore, 
the whole is more than sum of its parts (Batty, 2013). Each city can be considered as 
a complex ecosystem that is a far-from-equilibrium structure (Batty, 2017), which 
indicates the unstable nature of cities that needs a variety of parameters to be 
considered simultaneously if they are to be analysed. Parameters such as economy, 
culture, climate, energy, urban built form and density are all interrelated. They present 
situations in which several quantities are all varying simultaneously that make cities to 
be problems in organized complexity (Jacobs, 1961). To accommodate such 
complexity for future planning of cities, the intercorrelations of all parameters need to 
be investigated. As Radlin and Hemani (2019) write, ‘We have underestimated the 
complexity of urban areas and treated them as clocks to be mended rather than 
organisms to be healed.’ This complexity requires holistic planning to facilitate the 
transition to future energy efficient and low carbon cities (Jank, 2017). 
Figure 1.1 shows a ‘seed diagram’ to highlight several of these elements 
(providing network in cities), though there are additional contributions that could also 
be added (e.g. population). Parameters such as climate, culture and economy 
historically have influenced the form of traditional cities (Chen et al., 2008, Khalili and 
Amindeldar, 2014, Stewart, 1999), while they have a direct influence on each other as 
well. Nevertheless, urban built form and density affect energy consumption (Leng et 
al., 2020), renewable energy generation (Hargreaves et al., 2017), and even 
microclimatic conditions (Salvati et al., 2020). Therefore, urban built form and density 
correlate with a variety of factors, while they both are tightly intercorrelated themselves 





Figure 1.1: Seed diagram showing the correlation of urban built form and density with other elements 
As shown in Figure 1.1, many of these parameters are interconnected which 
escalates the degree of complexity of urban studies and makes it challenging to 
explore the independent contribution of each element with urban built form. For 
instance, climatic conditions affect urban energy consumption/generation in urban 
areas. Tsirigoti and Tsikaloudaki (2018) showed that climate can significantly change 
the balance of heating and cooling demand of urban blocks, although it does not 
significantly alter the effect of urban form on energy performance (however, the climate 
zones of their two case studies were not geographically far from each other). Berger 
and Worlitschek (2019) demonstrated the impact of future climate change on the 
pattern of energy consumption in buildings and showed that Heating Degree Days 
(HDDs) will decrease and Cooling Degree Days (CDDs) will increase in future for a 
case study in Switzerland. Meanwhile, the economy remains an influential factor on 
other elements. Delmastro et al. (2015) showed the impact of social and economic 
inhabitation on the building energy saving potential. The correlation of culture and 
building energy consumption has also been acknowledged by several studies. Lin et 
al. (2016) investigated the impact of cultural background on the occupants’ energy 
consumption behavior by adopting eco-feedback technologies, and Stephenson et al. 
(2010) proposed an Energy Cultures framework for analyzing this relationship. Soflaei 
et al. (2017) addressed the influence of socio-cultural aspects such as historical 
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context, language, religions, folk beliefs, values, norms, customs, ideologies, symbols, 
and even everyday lifestyle on the spatial organization of the traditional courtyard 
houses. Although many published studies investigated these possible interactions 
individually, a more comprehensive analysis is required to consider all the elements 
simultaneously and take into consideration their interconnected influence. 
Acknowledging the interconnectivity of these parameters, this study specifically 
investigates the correlation between urban built form, density, energy and climate. A 
framework for investigating the impact of climate, economy and social issues on built 
form and density is proposed in Chapter 3 (section 3.6.2). 
It has been reported that compact built form uses less energy both in building 
(Steadman et al., 2014, Steemers, 2003) and transport sectors (Newman and 
Kenworthy, 1989b) compared to dispersed cities. Steemers (2003) showed that 
increasing urban density increases energy use of office buildings because of the 
reduced availability of daylight. By using the LT method, he shows a sharply increasing 
trend of lighting energy demand against increasing cut-off angle that makes a 
significant change in the trend of the total energy balance of the building. 
Nevertheless, it seems that this result can be argued due to the recent technological 
development in the lighting industry that has provided high-efficiency lighting systems. 
Therefore, the contribution of lighting energy demand to the total energy balance of 
the building is going to be less significant. Steadman et al. (2014) used some indicators 
of density to demonstrate correlation of urban built form with gas and electricity 
consumption in buildings, though the definition of density has not been clearly 
determined in their study. Internationally this has resulted in encouraging compact 
cities since sprawl is seen as a high energy consumer (Ewing and Rong, 2008, 
Güneralp et al., 2017). Intuitively, these arguments for a compact urban form appear 
logical. Reducing the surface area to volume ratio of a building reduces heat loss and 
hence energy usage of buildings and lowering travel distances results in a reduction 
of fuel consumption. Combined, these two arguments present a robust case for 
introducing policies for shaping compact urban form. 
Nevertheless, there is emerging evidence challenging these assumptions. 
Considering the energy supply side in addition to the energy demand side could 
definitely change the balance of this research area, because by utilization of 
renewable energy sources as the energy supply, a dispersed urban form can be more 
beneficial (Byrd et al., 2013). Urban areas are increasingly generating their own 
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energy from renewable energy sources (Sawin et al., 2013) which require a large 
surface area that cannot be achieved by compact buildings, such as building mounted 
PVs  (Byrd, 2017, Mohajeri et al., 2016), ground source heat pumps (Echenique et al., 
2012, Hargreaves et al., 2017) and biomass (Ghosh et al., 2006). Mohajeri et al. (2016) 
showed that the potential of building integrated PVs in dispersed neighborhoods is 
15% and 17% higher for roofs and facades compared with compact neighborhoods in 
Switzerland. Hence, in some places the sprawl structure of city has greater 
advantages compared to the dense urban form due to reachability of renewable 
energy sources. 
Studies on transportation energy consumption have traditionally focused on 
internal combustion engine vehicles (ICEVs). However, the proliferation of electric 
vehicles (EVs) and Plug-in Hybrid Electric Vehicles (PHEVs), which are significantly 
more energy efficient, are replacing ICEVs. The assumption has historically been that 
the energy supply for both fuel and electricity is from a centralized network rather than 
generated at point of use sites like photovoltaics (PVs) and solar thermal collectors 
(STC). There is the possibility of charging EVs from urban roof-mounted PVs (Byrd et 
al., 2013), which requires larger surface areas provided by roof/wall surfaces in sprawl 
forms for greater solar energy harvesting. 
As shown in Figure 1.2, the majority of the previously discussed studies can be 
categorized into two main groups i) urban form versus energy demand ii) urban form 
versus renewable energy generation. The two sides of the energy flows (supply and 
demand) should not be considered in isolation as they both simultaneously play key 
roles in the equilibrium, and each side may become more significant as a result of 
geographical location, climate (Berger and Worlitschek, 2019) and economic 
situations (Delmastro et al., 2015). 
 
Figure 1.2: Categorization of the studies on urban form and energy 
6 
 
There has been considerable reported research regarding the correlation of 
energy and urban form. However, there remains issues that require further 
investigation, for instance: 
1. Although density seems to be the most noticeable attribute of urban form in the 
literature, it has been described in variety of incompatible definitions such as 
site coverage (Cheng et al., 2006), plot ratio (Rode et al., 2014), volume-area 
ratio (Javanroodi et al., 2018), building density (Javanroodi and Nik, 2019), 
open space ratio (Cheng, 2009), BPRU index/compactness index (Steadman, 
2014a), surface to volume ratio (Ratti et al., 2005), urban entropy (Mohajeri et 
al., 2016), form factor (Coccolo et al., 2016) and habitable rooms per hectare 
(Gordon et al., 2016). This becomes challenging when attempting to compare 
and contrast the results of different studies (Resch et al., 2016). For instance, 
Javanroodi and Nik (2019) adopted site coverage and building density for 
analysing building energy performance in urban areas, while You and Kim 
(2018) used plot ratio for the same purpose. Therefore, due to different 
definitions of the adopted density indicators, the comparison of their results is 
not possible. This is discussed in Chapter 2 (section 2.3). Hence, density needs 
to be defined in more comprehensive manner, and a single indicator cannot 
truly determine the definition of urban density (Ahmadian et al., 2019c). 
Furthermore, no study has examined the effect of urban built form at the same 
time with density and energy holistically (Ahmadian et al., 2019c). Hence, the 
relationship of density with urban built form needs to be established in a 
standard way to acquire a unique structure for future investigations in the 
relationship of energy and urban form. This is the subject of Chapter 3. 
2. Whilst several studies link energy generation to energy demand their analyses 
are either restricted to ‘building’ scale (Cao et al., 2016, Ferrara et al., 2019), 
or when considering an ‘urban’ scale they do not focus on the impact of urban 
built form and density on building energy performance (Kazas et al., 2017, 
Murray et al., 2020). There are also several studies that focus on the impact of 
urban form (i.e. density) on building energy consumption (Leng et al., 2020, 
You and Kim, 2018) or renewable energy generation (Hachem et al., 2011, 
Hargreaves et al., 2017) separately, and there is little notable research which 
considers the two simultaneously. In fact, many studies consider cities to be 
solely energy consumers (Rafiee et al., 2019) and not energy generators, 
7 
 
although not all, for instance (Perera et al., 2019, Waibel et al., 2019), albeit the 
latter do not consider the effect of ‘urban built form’ and its influential 
geometrical variables along with density (including more than one indicator with 
intercorrelation) in their analysis. Therefore, there is a lack of a structure in the 
literature that is able to connect all the identified parameters with building 
energy performance and address their simultaneous intercorrelations. 
3. Previously reported models have been based on the prevalence of existed 
technologies and currently available energy sources. There are very few 
studies that consider the effect of urban form on both building and 
transportation energy of the cities at the same time, and if so, they considered 
ICEVs (Hukkalainen et al., 2017, Resch et al., 2016). However, as disruptive 
technologies like EVs are penetrating into normal life in the cities, it is arguable 
that the policy on urban form should be based on the technologies of the future 
rather than the present and past. Disruptive technologies are either a new 
technology or a new combination of existing technologies that can cause major 
technology product paradigm shifts or create entirely new ones (Kostoff et al., 
2004).  
In this study, the intercorrelation of urban built form, density, energy and climate 
will be explored in detail. In addition, the effect of disruptive technologies on future city 
forms is examined. Furthermore, a structure is proposed for future studies on other 
elements such as economic and social issues. This will provide more insight to the 
current study and facilitate the achievement of sustainable cities. 
1.2 Research hypothesis and question 
The hypothesis is that energy use is not simply the sum of energy flows in the 
various parts of a city but that urban form has an energy signature. Hence, the main 
research question is: 
What is the relationship between urban built form, density and energy flows in 
cities with different climates? 
Answering this question will be vital in the future shape of our cities as they are 
growing rapidly as a result of further urbanization (United Nations, 2014) and their 
energy consumption is sharply increasing (Sugahara and Bermont, 2016). Hence, it is 
crucial to design new buildings/districts in an energy efficient manner. 
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1.3 Aim and objectives 
The aim of this study is to establish a framework to demonstrate the 
intercorrelation between urban built form, density and energy in different climates. In 
light of the identified aim the objectives of this study are: 
1. To critically identify the relationship between the urban built form and density 
2. Identification of the influence of urban built form and density on the overall 
energy consumption in the city 
3. Identification of the potential of utilizing renewable energies in the areas with 
different urban built forms and densities 
4. To identify the effect of climate on the above-mentioned parameters 
5. To assess the impact of future scenarios such as climate change and 
penetration of EVs on the energy consumption and form of the cities 
Finally, the developed models provide a decision-making tool/guideline to assist 
city planners and policy makers to design new urban districts in an energy efficient 
manner. The final result is a graphical model to illustrate the inter-dependencies 
between urban built form, density and energy. The outcome has a potential of 
becoming digital with the intention of making it internationally available for further 
research. 
1.4 Methodology 
The study adopts a mixed research method approach (Creswell and Tashakkori, 
2007) composed of qualitative, empirical/correlational and quantitative techniques, as 




Figure 1.3: Methodological scheme of the study 
Initially, a critical literature review is undertaken to compare and challenge 
previous studies in the literature. This is the qualitative part of the methodology as in 
some cases the outcomes are reproduced in this study whilst considering more recent 
condition and technological development. Furthermore, a comprehensive literature 
review on the ‘urban density indicators’ used in previous studies on the relationships 
of energy and urban form, is done. It not only demonstrates the effect of choice of 
density indicator on the outcome of the study, but also investigates the mathematical 
and physical relations of different indicators in order to select the two most appropriate 
ones for this PhD. These are highlighted in Chapter 2. 
The empirical part of the method is made in Chapter 3 to establish the correlation 
of urban built form and density. The study analyses four different urban built forms (i.e. 
pavilion, terrace, court and tunnel-court form) to develop the geometrical models of 
them and derive their governing equations. The equations relate built forms 
geometrical variables (i.e. building plan depth, number of floors and cut-off angle) to 
two selected density indicators (i.e. site coverage and plot ratio). Excel spreadsheets 
are developed from the equations to generate underpinning data for each case. The 
output data is presented in a suite of graphs, called Form Signature, which 
demonstrates the correlation of each urban built form with urban density. This is a 
correlational method to critically inspect the relationship of the influential variables that 
relates geometry of built form to urban density. To demonstrate the practicality and 
validity of the proposed Form Signature tool, 32 case studies from 19 cities around the 
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world were selected. They were shortlisted from variety of climatic conditions aiming 
to determine the possible correlation of climate with form and density of built 
environments. The form and density of selected case studies were recognized and 
calculated, and the equivalent point of each case was identified on the Form Signature 
graphs. It not only proves the validity of the tool, but also proposes a procedure for 
future statistical analysis to explore the relationships between climate, urban built form 
and density. 
The quantitative method of this study is done using simulation studies in Chapters 
5, 6 and 7. The logic of choosing simulations is to conduct sensitivity analyses in order 
to separately clarify the influence of each parameter on the outcome of the analysis. 
It facilitates a real comparison of site plans with different forms and densities. In this 
way, the effect of other factors such as building type, size and age, people behavior, 
single, double and triple glazed window, and building energy system (centralized or 
decentralized, air-conditioning or solely heating, DHN and so on) is eliminated. While 
in case of using a monitored consumption data, there are many factors that undeniably 
affect the results of this comparison. Moreover, simulation expedites the study of future 
scenarios. For the simulation trials, the standard energy demand of a building is 
considered instead of considering the fuel consumption. For the purpose of this study, 
the type of all buildings is solely equivalently considered to be housing, since 
residential buildings have the biggest contribution of building energy demand 
worldwide (Abergel et al., 2019, Kalua, 2020). It should be noted however, that the 
same method can be used for analysing non-domestic buildings with different 
occupancy and usage profiles. The selected software for this study is CitySim, which 
is an ‘urban energy simulation package’. It was selected due to its capabilities to 
perform energy analysis at an urban level rather than building level. It is able to 
consider parameters such as shadowing effects as well as inter-reflection between 
external surfaces in built environment. The simulation model is validated against a 
group of buildings located in Gainsborough (UK) and the results compared with those 
from the Standard Assessment Procedure (SAP), a national procedure widely used in 
the UK (see section 4.2.3).  
Cross case study analysis is undertaken to examine the impact of climate on urban 
energy performance, where four cities with different climatic conditions are considered 
as case studies. They are selected primarily based on the classification of the world 
climate zones. To this end, the Köppen climate classification system (Peel et al., 2007) 
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is chosen which divides the earth into five main climatic zones (i.e. Tropical, dry, 
temperate, cold and polar). The proposed cities are selected so as to represent each 
of the main climate zones, which are London (temperate), Singapore (tropical), 
Helsinki (cold) and Phoenix (hot-arid). The second criteria for choosing the case 
studies is the availability of data as well as magnitude and importance of the city. All 
are big cities (including three capital cities) with considerable potential of energy 
optimization for current and future developments. They are outlined in Chapter 6. 
Meteonorm software is adopted to generate climate and horizon files for each case 
study. The software considers 10 years average temperature data and 20 years 
average radiation data for any specific location on the earth. 
CitySim simulates building energy demand (heating, cooling, lighting and 
appliances) as well as solar energy generation (from roof-mounted PVs). To 
accommodate the parameters simultaneously, an energy indicator called Energy 
Equity is introduced showing the ratio between PV energy generations over building 
energy consumption. In case of having Energy Equity equal to one, the building (or 
district) is energetically self-sufficient. 
Models of each urban built form with different densities (which is changed by 
changing geometrical variables) are drawn in AutoCAD. This provides a variety of site 
plans for input to energy analyses. The AutoCAD files are imported into CitySim. 
Simulations trials are executed for each of the models of the selected urban built forms, 
while for each case study, its specific climate and location data is used (see Figure 
1.3). MATLAB code is written to analyze the simulation data derived from CitySim. The 
generated data is stored in an Excel sheet. Custom MATLAB code is written to 
generate ‘heat maps’ on the graphs from the previous analyses. This heat map shows 
the intensity of energy consumption/generation by buildings on the Form Signature 
graphs. Hence, existing patterns of energy consumption/supply versus built form and 
density in these cities are identified. Furthermore, the comparison of the energy 
performance of the selected built forms are presented in bar charts and tables. 
The final part of the study explores the influence of future scenarios such as global 
warming, penetration of electric vehicles in the market and charging EVs by roof-
mounted PVs, on the form of the urban areas. To predict future energy performance 
of the cities, global warming scenarios defined by IPCC are generated by Meteonorm 
software that are inserted into CitySim as climate files. 
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1.5 Innovation and contribution to knowledge 
The notion that energy flows can be related to overall urban form is a new area of 
research that requires further investigation. This study offers a novel way of analyzing 
urban built form and density that will integrate building energy use, renewable energy 
supply and account for disruptive technologies by considering penetration of EVs into 
the market. It also challenges the assumptions that are built into these current models. 
The novel contributions presented in this thesis are as follows: 
• Establishing the correlation of urban built form and density (using two density 
indicators) by taking into consideration all the influential geometric parameters; 
namely plan depth, cut-off angle and number of storeys by introducing a new 
indicator called Form Signature. 
• Introducing a built form termed ‘tunnel-court’ that is able to reach highest 
density compared to other selected built forms while achieving a high energy 
performance. 
• Introducing an energy indicator termed Energy Equity representing the self-
sufficiency of buildings. 
• Simultaneous consideration of both supply and demand sides of energy flows 
in the city in relation to urban built form and density. 
• Investigating the effect of future scenarios on the urban built form and density 
instead of current situation. This takes into consideration the impact of 
‘disruptive technologies’ such as photovoltaics, electric vehicles, smart grids 
and blockchain energy supply. This leads to the recommendation of the best 
built form and geometry for the future of London to reach the highest energy 
performance. 
The models correlate urban built form, density and energy by considering such 
variables as: building height, plan depth, cut-off angle, site coverage, plot ratio, extent 
of PVs, climatic conditions, EVs market penetration and many other factors concerning 
energy supply and demand. Finally, the models can be used by researchers, local 
government, urban designers/planners and engineers in order to contribute to a wider 
debate on the form of sustainable cities. 
1.6 Structure of the thesis  
This thesis consists of eight chapters and Figure 1.4 illustrates a holistic view of 




Figure 1.4: The structure of the thesis 
Chapter 2: An extensive literature review that shows the gap in existing 
knowledge including many references for different aspects of this research to show 
the reliability of the study. This chapter reviews the historical research that has led to 
widespread policies on compact urban form, in particular, residential development, 
and collates evidence that demonstrates that dispersed urban form may be more 
energy efficient than compact form. The increased use of distributed energy 
generation in urban areas (generally roof-mounted PVs), the growth in ownership of 
electric vehicles and the potential introduction of smart and micro-grids and the 
possibility of virtual power plants is changing the impact that energy has on built form. 
Moreover, it is shown that how choosing a variety of density indicators by different 
studies makes it challenging to compare and interpret their results. 
Chapter 3: Introduces a novel indicator of urban built form termed Form Signature. 
Generic models of four urban built forms are developed including pavilion, terrace, 
court and a newly introduced tunnel-court which are used to compare and contrast 
their land-use performance and density characteristics. The simultaneous relationship 
to each of the considered urban built forms with the two chosen density indicators is 
shown graphically with the three geometric parameters as the variables. For existing 
urban areas, the resulting graphs provide a robust tool for statistical analysis of 
contexts such as climate, economy, energy and crime potential and establish their 
relationship to built form and density. To show the value of the contribution, 32 case 
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studies from 19 cities in different global locations are analysed. For the planning of 
future urban areas, the resulting relationships provide an application-oriented urban 
planning tool to facilitate the most effective land-use method for promoting more 
sustainable cities. Examples showing the potential of the tool for future statistical 
energy and social analysis of urban areas are provided. 
Chapter 4: This chapter explains the selection criteria for choosing the urban 
energy simulation tool (CitySim software) and discuss its advantages and limitations. 
It also demonstrates the validity of using CitySim for these studies by comparing its 
outputs against the available energy data of four buildings obtained by SAP analysis. 
Chapter 5: Having developed the Form Signature graphs in Chapter 3, energy 
analysis is performed on geometrical models using CitySim. The City of London, 
representing a temperate climate, is considered as a case study to enter its climate 
file into the simulation software. An energy indicator called Energy Equity is introduced 
in this chapter which represent the ratio between PV energy generations over building 
energy consumption. The analysis is undertaken for all the built forms presented in 
Chapter 3. Graphical results provide urban planning guidelines to facilitate the 
identification of the most energy-efficient built form and density. 
Chapter 6: The influence of climatic conditions on the relationship of energy with 
urban built form and density is taken into account in this chapter by considering three 
other cities with different climates, namely Singapore (hot and humid climate), Phoenix 
(hot and arid climate) and Helsinki (cold climate). 
Chapter 7: This chapter considers the future climatic conditions in 2050, according 
to IPCC scenarios, along with the penetration of EVs into the transportation system 
due to the technological developments. To cater for future scenarios, it is assumed 
that people use EVs for transportation and charge them from building-mounted PVs 
using blockchain technology. The results, showing the impact of the future scenario 
on building energy performance, urban built form and density, are compared with the 
results obtained in Chapter 5 to identify the difference of the current and future 
scenarios. A recommendation for the efficient built form and density in the future of 
London is provided. 
Chapter 8: Presents conclusions from the thesis and recommendations for urban 
planning/policymaking and also for future work. 
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Chapter 2: Review of current literature and prediction of 
future 
2.1 Introduction 
This chapter focusses on energy as a determinant of built and urban form and 
challenges the idea that a compact urban form is more energy efficient and that the 
results can be almost universally applied. There are other reasons for development of 
cities with compact urban form, such as the loss of agricultural land, loss of wildlife 
habitats, cost of infrastructure or topographical reasons. However, these tend to be 
specific to a given location. 
The energy use of a city is dependent on both buildings and transport (Rickwood 
et al., 2008, Steemers, 2003) in varying amounts depending largely on climate, energy 
technologies and urban form. Traditionally this has focused on the heat loss from the 
fabric of buildings and internal combustion engine vehicles (ICVEs). The assumption 
has been that the energy supply for both electricity and fuel is from a centralized 
network rather than generated at point of use, and the logical conclusion of these 
assumptions has been that a compact city will consume less energy than a dispersed 
city. This is because buildings will use less energy as there is a reduced ratio of surface 
area to volume of the building fabric where energy flows from (Ewing and Rong, 2008, 
Joiner, 2010, Rode et al., 2014) and travel distances will be less (Guhathakurta and 
Williams, 2015, Newman and Kenworthy, 1989b). 
As a result, compact urban areas have been extensively promoted (Breheny, 
1995). This impacts on urban form since compactness normally requires containment 
at the peripheries that often result in built forms of greater height (which is not always 
the case, as will be further discussed). Therefore, urban form may have two basic 
shapes: compact cities, which tend to expand upwards, while dispersed cities expand 
outwards. Cities that expand upwards generally have a higher population density than 
cities that expand outwards (sprawl). In fact, cities are affected by two main forces 
which are ‘centrifugal forces’ (e.g. using private vehicles) and ‘cohesive forces’ (e.g. 
access to central facilities) (Margalit, 2016). There are secondary considerations for 
urban form that impact on energy use such as the density of sprawl, the proximity of 
buildings to each other and whether a city is mono or polycentric. 
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Furthermore, some studies confused ‘built form’ with ‘building type’ which 
questions the validity of the comparison they made to investigate the relationship 
between energy and urban form.  
This chapter also shows the different urban form attributes and shows that only 
one of them is density. Then, it describes a variety of density indicators. Comparative 
analysis of the indicators demonstrates that they can be a source of confusion in the 
studies investigating the relationship of urban form and energy. Therefore, it is 
recommended in this chapter that more than one density indicator should be used to 
provide a comprehensive structure for urban energy analysis. 
It should be mentioned that building energy performance and its correlation with 
urban form is affected by climate. Therefore, attention should be paid to generalising 
the results from different studies. This will be extensively examined in Chapter 5 and 
6 by investigating the case studies from different climates. In this chapter, the climate 
category of the important studies from the literature are mentioned to avoid confusion. 
2.1.1 Urban form, building type and building height 
Case studies on housing in different countries are discussed below to compare 
energy use with the height of residential buildings (see section 2.2.1). The studies do 
not practically compare energy with density simply because a site plan with higher 
buildings does not necessarily achieve higher density as this depends on many factors 
such as plan depth and distance between buildings (that is defined by cut-off angle) 
(see Chapter 3). This is a field that requires further investigation but is complicated 
since greater density can be achieved by reducing housing unit sizes. Going upward 
or outward has an implicit assumption that residential unit sizes will be approximately 
the same in both cases. However, relatively high density can be achieved with 
low/medium rise, compact buildings and further evidence on energy use of large 
samples of these buildings is required. The results of the 'High-Rise Buildings: Energy 
and Density' research project show that higher office buildings consume more gas and 
electricity, while higher residential buildings only consume more gas that is mainly 
used for heating in the UK (Godoy-Shimizu et al., 2018, Hamilton et al., 2017). They 
used actual annual metered consumption data of the selected buildings in England 
and Wales, which may result in having less control on the other influential geometric 
parameters, such as plan depth and cut-off angle. To have suitable control on these 
parameters, in this thesis, a simulation method is used for conducting energy analysis. 
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Furthermore, in the above-mentioned project, it was demonstrated that achieving 
higher density is not necessarily realised by having high-rise buildings, it can also be 
achieved by low-rise buildings by changing their built form. This is extensively 
investigated in Chapter 3 by considering the simultaneous impact of the built form and 
urban geometric variables on urban density and consequently energy use. 
Furthermore, many studies consider ‘building types’ for comparison (e.g. 
Heinonen and Junnila (2014)). Again, this neither means urban form nor density. 
Urban form has a variety of attributes of which density is only one. This will be 
discussed in section 2.3. Building type is identified in two kinds of similarities according 
to Steadman et al. (2014); i) similarities of ‘use’ and ‘activity’ (e.g. housing, school) ii) 
and similarities of ‘forms’ (e.g. pavilion or terrace built form). ‘Space is a shape, and 
function is what we do in it’ (Hillier, 2007). Some studies compare buildings such as 
detached, semi-detached and high-rise and name them as building types; although 
they are definitely not classed as built form (or even urban form) since each detached, 
semi-detached and high-rise building may have pavilion or any other form. The 
difference can be dimensions and the number of units inside them (e.g. apartments). 
Hence, a multi-unit building is a building with more than two units inside regardless of 
the built form. Then, if it is residential, it is called an apartment. 
2.1.2 Intuitive and counter-intuitive impacts 
Intuitively, the arguments for a compact urban form appear logical. Reducing the 
surface area to volume ratio of a building reduces heat loss and hence energy usage 
of the buildings, and reduced travel distances result in a reduction of fuel consumption. 
Combining these two arguments presents a robust case for introducing policies that 
promote compact urban form. 
However, there is emerging evidence that this is not necessarily the case and that 
a dispersed urban form may be more energy efficient (Hargreaves et al., 2017). This 
chapter reviews both the historical research supporting compact urban form policy and 
also reviews more recent research that provides opposing evidence. 
The case against compact buildings is essentially twofold. Firstly, that surface area 
to volume ratio (and equivalently the heat loss from the fabric of buildings) might not 
be longer a good indicator of energy usage in a building. This is based on improved 
insulation standards, biased assumptions in the modelling of energy usage (i.e. the 
glazing ratio) and a shift in energy usage within buildings towards more electrical 
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appliances (Lomas, 2010). Secondly, the increasing relevance and evidence of energy 
used in common areas of compact buildings (Finch et al., 2010, Heinonen and Junnila, 
2014) along with the increase in wind shear (Hamilton et al., 2017) in tall buildings, 
that may not be adequately addressed in modelling energy use, results in higher 
energy consumption by tall buildings (though having tall buildings does not necessarily 
mean higher density as will be discussed in Chapter 3). Combining two above-
mentioned points indicates that there is little difference in energy use between building 
types. This evidence is now being supported by empirical evidence of actual energy 
use from large samples of different building types from warm (Myors et al., 2005), 
temperate (Hamilton et al., 2017) and cold (Heinonen and Junnila, 2014) climates. 
However, when the possibility of generating energy on a roof with photovoltaics (PVs) 
is considered, the net energy flow in a residential building favours non-compact 
building types with a large roof to floor area ratio: detached buildings perform better 
than multi-unit buildings. The importance of research on large samples of buildings is 
that the results tend to be less distorted due to the social effects on energy use. For 
example, energy use is not only related to the characteristics of a building but also to 
household income, occupancy patterns and comfort standards. The larger the sample 
for a given building type, the more likely the energy use results reflect the mean 
characteristics of them (Hildon and Byrd, 1984). 
The case against compact urban form due to transport energy use is based on the 
introduction and widespread growth of electric vehicles (EVs). EVs are significantly 
more energy efficient than ICE vehicles but their energy use (and carbon production) 
is dependent on how they are charged. If they are charged by PVs mounted on building 
roofs, then the energy is comparatively clean and free. Furthermore, smart grids and 
micro-grids allow for the energy generated to be directed away from the building so 
that a vehicle need not be at the point of generation in order to benefit. Alternatively, 
the energy could be directed towards electrically powered public transport. 
When these disruptive technologies are taken into account, both energy use by 
buildings and transport favour lower density, non-compact urban form that shows the 
counterintuitive impact of these technologies. Therefore, it is argued that policy on 
urban form should be based on technologies of the future rather than the past. 
Throughout this chapter, there are figures that all relate energy (y-axis) to an index 
of urban form (x-axis): building height (as a measure of ‘up’) and urban density (as a 
measure of ‘out’). The figures are indicative only and the importance is in their relative, 
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rather than absolute values (i.e. qualitative rather than quantitative). Hence the units 
of measurement and values are not included. However, absolute values can be 
obtained by referring to the body of work that is cited in the respective figure captions. 
2.1.3 Sustainable and smart city 
The work presented in this thesis will certainly contribute to the theory of 
sustainable cities. Sustainable city is determined as a city that meets environmental, 
social, cultural and political needs, alongside economic and physical objectives, while 
it ensures equitable access to all services by residents, without draining the resources 
of other cities and the region (Rogers, 1997). Nevertheless, there are several other 
definitions of sustainable city in the literature that cause various contradictions in its 
definition (Hassan and Lee, 2015). 
While in many countries urban policy is based on the development of compact 
cities as a sustainable urban development (Arundel and Ronald, 2017), many consider 
the expansion of these characteristics to all aspects of sustainability. These vitally 
important aspects include environmental quality, social equity, economic viability, life 
satisfaction (Du et al., 2017), land use and infrastructure and energy. Alternative 
studies exist on the perceived advantages of compact cities (Dieleman and Wegener, 
2004). Matsumoto et al. (2012) report that compact cities are energetically sustainable 
since they reduce the energy consumption in the cities (Ewing and Rong, 2008). 
Considering key technologies of future energy sustainability, compact cities show a 
relatively low capacity to utilize renewable energy sources (Ahmadian et al., 2019a, 
Cheng et al., 2006, Ghosh et al., 2006). 
Meanwhile, low energy consumption of compact cities has been adopted as a 
criterion for smart cities (Albino et al., 2015). However, the definition of smart city is 
vague (Albino et al., 2015) and policy makers and governments define it according to 
their intention (Mandal and Byrd, 2017). Smart cities may be achieved by a variety of 
attributes such as efficient utilities, safety and security and financial sustainability 
(Chatterjee and Kar, 2015) where co-benefit with human wellbeing is a critical aspect 
(Güneralp et al., 2017). Although a general goal of smart cities is enhancing 
sustainability with help of technologies such as smart grid, autonomous mobility and 
wide range of functional sensors (Ratti and Claudel, 2016), there remains a large gap 
between smart and sustainable city frameworks (Ahvenniemi et al., 2017), and a post-
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anthropocentric approach is required in practice and policymaking in order to develop 
true smart and sustainable cities (Yigitcanlar et al., 2019). 
2.2 Energy and urban form 
2.2.1 Urban form and building energy demand 
Urban form has a significant relationship with the energy demand in buildings (Lee 
and Jeong, 2017) and in whole cities (Silva et al., 2017). Urban sprawl increases 
energy consumption for residential buildings (Boukarta and Berezowska, 2017). 
Detached houses consume more energy compared to attached tall buildings (Ewing 
and Rong, 2008). Overall energy use in cities may be reduced by achieving both higher 
density urban development (Güneralp et al., 2017, Resch et al., 2016) and higher 
population density (Osorio et al., 2016). According to Rode et al. (2014), both higher 
building densities and taller buildings can significantly increase heating energy 
efficiency while, conversely, Steadman et al. (2017) believe that high-rise buildings 
are more energy-intensive than low-rise buildings, and a case study in Sydney (a semi-
subtropical climate) (Myors et al., 2005) found that high-rise residential buildings 
consumed more energy than medium rise which, in turn, consumed less than low rise.  
The energy consumption assessment in a city is complicated due to the variety of 
building applications (activities) such as domestic, offices and industrial buildings. In 
order to increase density of domestic buildings, solutions such as higher degree of 
compactness, building depth and height, are suggested. Steemers (2003) believes 
only increasing the compactness will lead to higher energy efficiency. Meanwhile, he 
shows that increasing urban density has a negative effect on office buildings and 
boosts their energy usage simply because it reduces the available daylight. 
Bhiwapurkar (2014) notes that mixed-use urban development can reduce urban 
energy use intensity as it provides opportunities to live and work in close proximity. 
 Another urban factor that influences building energy demand is the Urban Heat 
Island (UHI) effect that leads to buildings needing more energy for cooling in summer 
and less energy for heating in winter. It is difficult to find a general agreement regarding 
the relationship of UHI with city configuration. Although it was traditionally believed 
that high-density urban development is the main cause of UHI intensity (Oke and East, 
1971), some recent studies paradoxically show that sprawl urban area has more 
contribution in the formation of UHI (Stone Jr and Rodgers, 2001). However, the result 
established by Debbage and Shepherd (2015) illustrates that no matter if the city is 
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dense or sprawl, the main reason for UHI intensity is the spatial contiguity of urban 
development. The effect of UHI is considered in the energy simulation part of this 
thesis in Chapters 5, 6 and 7. 
This study solely considers the operational energy of urban areas; however, 
different urban built forms and densities have different embodied energy (and carbon). 
This needs to be investigated using a life cycle assessment, which is out of the scope 
of this study. 
Early research into energy and built form (March, 1972, Rickaby, 1987, Steadman 
and Brown, 1987) related energy use of buildings to the ratio of surface area to volume 
of buildings. Since heat loss from a building is proportional to its surface area and 
respective material heat flow properties (U-values), optimization of built form focusses 
on minimizing the ratio of surface area to volume ratio resulting in compact built form 
(Steemers, 2003). Although Steadman et al. (2009) note that there should be a 
maximum threshold for building depth in order to avoid artificial ventilation and lighting 
(i.e. higher energy consumption) that is required once the depth of rooms exceeds the 
‘passive zone’. 
The assumption that heat loss from the envelope is the most relevant index of 
energy performance has prevailed over time. For example, almost 40 years after 
March’s ‘elementary model of Built Form’ (1972), Joiner (2010) in an argument for 
urban intensification, suggests that, ‘By joining houses together or otherwise clustering 
them, the external envelope of each house can be reduced, with consequent 
reductions in heat losses.’ The logical conclusion of this assumption is that housing is 
more energy efficient if its built form is compact. Given building requirements for 
natural ventilation and daylight, this might mean that more vertical forms (high-rise 
apartments) are more energy efficient than detached houses, unless specific built form 
like ‘cruciform’ (March, 1972) can help to increase density without going up. 
This was the basis of the research of Rode et al. (2014) on the relationship 
between the urban morphology and residential heat demand. The results appear to 
provide evidence (as well as recommending policy) that tall buildings are an optimum 
form due to their relatively low surface to volume ratio and, hence, heat loss. Rode et 
al (2014) used the standard heat loss model of E∝(Ui·Ai) (where E is the heat loss, U 
is the envelope material U-values and A is the respective area of the envelope 
materials). However, this type of analysis becomes a self-fulfilled prophecy that a low 
surface area to volume ratio will be the optimum since the U-values were kept constant 
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in the analysis. The result, adapted from Rode et al. (2014), is conceptually illustrated 
in Figure 2.1 and indicates an almost inverse-square law. Their results indicated that 
a two-storey building typically has a heat loss of twice that of a ten-storey building. 
 
 
Figure 2.1: Indicative trend of energy consumption for space heating by increasing the number of 
storeys. (Adapted from Rode et al, 2014) 
However, there are a number of assumptions that undermine this assertion. 
Firstly, the U-values of the existing buildings were outdated and up to 8 times worse 
than U.K. building regulations (a minimum legal requirement). This has a profound 
effect on modelling since, as insulation standards increase, the relative amount of 
energy used for heating decreases. Hypothetically, as an extreme example, if a 
material could be found which does not allow heat to flow through it, then surface area, 
and hence shape of a building, would not be relevant. Secondly, the assumption that 
all building types (detached, high-rise and types between) have the same elevational 
proportion of glazing, skews the results. For a fair comparison, the same size living 
unit (detached or multi-unit like apartment) has the same daylighting needs and should 
have the same area of glazing. Assuming that the amount of glazing should be 
proportional to the exposed external wall area can result in about twice as much glass 
in a detached building. The reason is that all around a detached building is exposed 
to environment, while in multi-unit building (E.g. apartment) only two of maximum three 
walls are exposed. 
Added to this is the assumption that there is no heat transfer between adjacent 
properties in a multi-unit development. Unoccupied units, partial heating and variations 




































occur in detached housing. However, by compacting housing into blocks, another 
aspect of energy use becomes more prominent: the heating, lighting and servicing of 
communal spaces. Lighting and heating corridors, machinery for lifts, ventilation and 
lighting for car parks, external lighting, mechanical ventilation, pumps, illuminated 
signage and others amount to significant energy consumption. Assessments of these 
have ranged between about 10% of overall energy use (when heating is included) (Ho, 
2012) to around 20% (Finch et al., 2010) in colder climates. Furthermore, over time 
the insulation standards of building fabric have improved, and an increasing proportion 
of energy is now used for household appliances and entertainment (Lomas, 2010). 
This begins to challenge the idea that fabric heat loss is a representative indicator of 
a building’s whole energy usage, particularly building types with communal areas. 
When all the above assumptions are adjusted (U-values, %glazing, heat transfer 
between units and energy use in common areas), modelling results indicate little 
correlation between building height and energy use (Figure 2.2). 
 
 
Figure 2.2: Relative energy use compared to building height for the original research (Figure 2.1) and 
recalculated to include upgraded insulation standards and energy use in common areas. 
However, empirical data from a large sample may give a more reliable picture. 
This was demonstrated in a report by Myors et al. (2005) which analysed, using actual 
energy records, the energy use of a sample of 3854 house of differing types in Sydney, 
Australia (temperate climate). The results showed that, when energy use in common 
areas and for common services are taken into account, high-rise can be the least 

















as Figure 1 recalculated
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This is indicated in Figure 2.3 and the results, being empirical rather than theoretical, 
from such a large sample upset the idea that high-rise built form is more energy 
efficient. Results of the Sydney study, based on actual energy readings, indicate 
almost exactly the opposite to the ‘Cities and Energy’ study results (Rode et al. 2014) 
shown in Figure 2.1. While the building type considered are not exactly the same in 
the studies, and the climate in Sydney is generally warmer than the European climate, 
the difference in the results is clearly evident. 
 
 
Figure 2.3: Relative energy consumption in different building types (empirical results from Sydney). 
(Adapted from Myors et al, 2005) 
Similar research in Finland’s cold climate (Heinonen and Junnila, 2014), again 
based on actual energy use, also identifies the same characteristic: detached houses 
using less overall energy than apartments on a per capita occupancy basis with 
building size normalized (Figure 2.4).  
It should be noted that the categorizations of the buildings shown in Figure 2.3 
and Figure 2.4 are neither based on density nor built form. Particularly in Figure 2.4, 
a built form (i.e. terrace) is compared with a building activity type (i.e. apartment) that 
basically is not a correct comparison (see discussion in section 2.1.1). A building with 
terrace form can be composed of many apartments inside depending on the block 
length and its number of storeys. On the other hand, an apartment can be inside a 
building with any built form (e.g. pavilion, terrace or court) or even inside a big 






































these comparisons require more detailed investigation to discover the relationship of 
energy with urban built from and density. 
 
Figure 2.4: Average per capita energy use in different building types. (Adapted from Heinonen and 
Junnila, 2014) 
A similar result was also identified by research on actual energy use on a large 
sample of London’s housing stock (temperate climate). This concluded that high-rise 
buildings are more energy-intensive than low-rise buildings, “areas of city with lower 
buildings will use less energy than areas of tall buildings” (Hamilton et al., 2017). 
2.2.2 The impact of renewable energy supply on urban form 
Recently, more research has been undertaken on the possibility of utilizing 
renewable energy sources in cities, specifically the potential for solar energy (Mohajeri 
et al., 2016, Sarralde et al., 2015). 
Since the significant uptake of PVs on the roofs of houses, analysis of optimum 
built forms for reducing energy use now needs to consider not only energy losses from 
buildings but also energy generated by PVs on those buildings. The area of PV array 
that can be installed on a roof becomes the important criteria for generating energy. 
Hence, to compare the merits of different built forms, the ratio of PV area to floor area 
is considered as the indicator of energy analysis in some urban studies. Moreover, 
PVs can be installed on building facades as well as other locations on-site (such as 
car park roofs and bus stations) that can expand the potential of solar energy 
harvesting. For example, Cheng et al. (2011) identified that “medium to low density 













































density development because of the greater amount of space for collection of 
renewable energy”. 
Not only do lower housing densities result in better solar access for PVs, compact 
development reduces solar access for both PVs and passive solar gains. For example, 
research by Mohajeri et al. (2016) observed that, “When passing from dispersed to 
compact neighborhoods, the BIPV (building integrated photovoltaics) potential for 
facades decreases from 20% to 3%, whereas for roofs the BIPV potential decreases 
from 94% to 79%”. 
High-rise is disadvantaged because the effective roof area is small compared to 
the floor area beneath, whereas low-rise buildings have a high roof area to floor area 
ratio and can provide a significant amount of electricity for their own needs. 
This was demonstrated in research on a cross-section of building types across a 
city (Byrd et al., 2013). The energy generated by PVs on a building was compared 
with energy consumption of various built forms. While there is some potential for PVs 
to be mounted on non-residential buildings, suburban housing offered the greatest 
potential for PVs. This is indicated in Figure 2.5 which illustrates a cross-section 
through Auckland (NZ), and both the energy generated and consumed as a bar chart 
below (negative values indicate energy generated). Low-density, low-rise buildings in 
the suburbs not only produce enough energy for their own use but also produce an 
excess that can be exported. Conversely, high-rise consumes considerably more 




Figure 2.5: Comparing the potential energy generated from PVs with the energy consumed by the 
building. (Adapted from Byrd et al., 2013) 
The net energy balance when urban areas have extensive energy generation from 
rooftop PVs varies from a considerable surplus in low-density suburbia to an emphatic 
deficit in high density areas. 
Other studies have also demonstrated that in addition to solar energy, other types 
of renewable energy sources such as ground sourced heat pumps (Echenique et al. 
2012; Hargreaves et al. 2017) as well as biomass (Ghosh et al., 2006) also have higher 
potential in lower density urban development. 
The evidence above, based on actual energy use indicates that, irrespective of 
climate, urban form that goes ‘up’ is likely to result in greater energy consumption than 
urban form that goes ‘out’. However, these conclusions are made mainly based on a 
building scale analysis, while it is very crucial that an urban scale analysis is 
undertaken to consider the urban geometric parameters that influence urban density. 
This consideration assists to make a more precise estimation of building energy 
performance because it is affected by the factors such as shadowing effect and inter-
reflected radiation between external walls in the built environment (Ahmadian et al., 
2021). Therefore, it is also very important that how far is a building from its neighbours, 





























cut-off angle between buildings (see Chapter 3). It is possible to go ‘out’ without 
reducing density. 
Modelling energy use of urban form on the basis of ratio of surface area to volume 
alone is no longer the only indicator of energy performance of buildings. However, 
when energy generated by PVs is considered, low-rise buildings are more energy 
efficient. Decentralized energy generation on rooftops combined with its efficient 
distribution through ‘feed-in’ to the main grid or to micro-grids results in low-density, 
low-rise housing becoming more energy efficient (IEA, 2009). Increasing urban density 
reduces the contribution of solar energy (Margalit, 2016) and high-rise urban 
development may even result in greater energy consumption. 
It should be noted that sustainable design of buildings, particularly Passivhaus 
design, is an important factor that should be considered in the modern design of 
buildings. Using passive design strategies considerably reduces the energy load of 
the building that is advantageous for achieving a net-zero energy target. To this end, 
the Form Factor (defined as the ratio of thermal envelope surface area to the treated 
floor area) is a key indicator. This is an indicator of the heat loss from the envelope 
that aims to be lower than 3 for Passivhaus buildings (Burrell, 2015). 
The proportion of energy used for heating and cooling as well as the energy 
generated by PVs will vary depending on climate (see Chapter 6). However, the overall 
trend is a gradual warming and research in the UK by Lomas (2010) has indicated that 
for every 1°C average warming, the national energy consumption by housing will 
decrease by about 4.6%. 
2.2.3 Urban form and transportation energy 
There are many studies in the literature that investigate the correlation of 
transportation energy consumption with urban form. Some researchers conclude that 
denser urban areas definitely incur less consumption of transportation energy (Ewing 
and Rong, 2008, Große et al., 2016), while others believe that it is highly dependent 
on social and economic aspects and it might reduce the amount of journey in the city 
(Banister et al., 1997). Doherty et al. (2009) indicates that compactness could 
influence other aspects of sustainability like social networks and community 
interactions. The very first justification for increase of transportation energy 
consumption in case of urban sprawl (Guhathakurta and Williams, 2015) is that people 
should commute longer distance in a sprawling neighborhood. 
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Historically, research into the relationship between energy use and urban density 
was intensified after Newman and Kenworthy (1989b)’s publication that graphically 
illustrates an almost inverse-square relationship between energy use (E) and 
population density (d) such that E ∝ 1/dn as illustrated in Figure 2.6. 
 
Figure 2.6: Gasoline use per capita versus population density. (Adapted from (Newman and 
Kenworthy, 1989a)) 
This research attracted some criticism. For instance, the difference in fuel prices 
between the cities was not considered (Gomez-Ibanez, 1991) and that it assumes a 
mono-centric city form (Gordon et al., 1991). In polycentric cities, despite sprawl, trips 
are normally shorter, and people can walk or cycle to work in ideal cases (Lefèvre, 
2009). It has also been criticised by Breheny (1995) who suggests that the evidence 
of transport energy use does not support the theory of the inverse square relationship 
proposed by Newman and Kenworthy: “Over the last 30 years decentralization has 
made a trivial contribution to additional energy consumption, implying that efforts to 
prevent further decentralization – if successful, which is doubtful - will also be trivial in 
their effect”. 
However, Breheny still considers that Newman and Kenworthy’s correlation is 
correct but that its magnitude is incorrect. Although it is not quantified, the conclusion 
might be that the relationship between transport energy and urban density is closer to 









































More recent research on the relationship of transport energy and urban density 
has considered the use of EVs powered by decentralized energy supplies (Byrd, 
2017). Based on data on existing vehicle travel patterns combined with potential solar 
energy available on rooftops, it is possible to calculate the extent to which electricity 
from PVs can displace hydrocarbon-based fuels. However, it should be noted that this 
research was based on a high penetration of PVs that is more likely to occur after the 
middle of this century. The research identified that there is an inverse correlation 
between urban density and transport energy consumption. That is to say that building 
roof-mounted PVs in lower density urban areas can potentially generate more energy 
than is required for building consumption. The excess of this generated energy can be 
used for transport needs in urban areas. Suburbia can effectively power transport in a 
city. This does not necessarily mean that the vehicles need to stay at home to be 
charged. There are various options of distributing renewable energy that is generated 
by distributive means including the possibility of peer to peer or micro-grids (Appavou 
et al., 2017). This system promotes ‘prosumer’ concept, where consumers are both 
buyers and sellers (Jones et al., 2019). The future use of virtual power plants (VPPs) 
will also make it possible to utilise energy stored throughout an urban area to be 
directed towards electrically powered public transport (Nikonowicz and Milewski, 
2012). 
This is the diametrically opposite to the relationship of energy and built form that 
Newman and Kenworthy (1989) proposed; such that E ∝ –1/dn. This is illustrated in 
Figure 2.7. While EVs have not penetrated the market to that extent as yet, the graph 
indicates a more likely future than a continued reliance on fossil fuel for transport. 
Hence, this is a very simple illustration of a predictive model of future transportation 
and many other impacting variables are excluded such as percentage of EV 





Figure 2.7: Comparison of transportation energy consumption in case of using ICEVs and EVs. 
(Adapted from Byrd et al, 2013) 
2.3 Determining urban form and density 
As described in previous sections, for identifying the relationship between energy 
and urban form, the main parameter analysed by researchers is density (Bhiwapurkar, 
2014, Resch et al., 2016, Steemers, 2003). It means most of the studies on energy 
and urban form immediately discuss density and sprawl. Meanwhile, other studies 
investigated building types (e.g. apartment) or height of buildings (e.g. low-rise, high-
rise) that should not be mistaken with urban form. 
According to literature, many parameters contribute to urban form, including 
density (Güneralp et al., 2017), compactness, diversity, green areas, orientation, 
shading, passivity, connectivity, accessibility and centrality and so on (Jabareen, 2006, 
Silva et al., 2017). Therefore, urban form and density should be distinguished. It is 
also useful to establish the relationship between them. However, before that, it is 
essential to determine consistent definitions. Debating the correlation between urban 
form and density, different researchers have used a variety of indicators to define the 
density of urban form, leading to confusion. In some cases, opaqueness between the 
terms density and compactness also arises. While some studies distinguish between 
the two (Silva et al., 2017), others use the same indicators to define either 
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This study categorizes density indicators into two main groups, as follows: 
1. Indicators that deal with the physical/geometrical aspects of urban form: 
• Site coverage: Total built area (covered by buildings) in a neighbourhood 
divided by total area of a neighbourhood, or simply the ratio of the building 
footprint area to its site area. It is also called ground space index (GSI) 
(Berghauser Pont and Haupt, 2007) or building footprint. 
• Plot ratio: Total floor area in a neighbourhood divided by total area of a 
neighbourhood. It is also called floor area ratio (FAR) (Rode et al., 2014) or 
floor space index (FSI) (Berghauser Pont and Haupt, 2007). 
• Volume-area ratio: Total building volume in a neighbourhood divided by total 
area of a neighbourhood (Javanroodi et al., 2018, Perera et al., 2021). 
• Building density: Total number of buildings per unit of area (dwellings/ha) 
(Mohajeri et al., 2016) or the ratio of the built-up area and the overall campus 
area (Remmen et al., 2018). 
• Open space ratio: Describes the intensity of use of the non-built ground (which 
is the inverse measure of site coverage) (Cheng, 2009) and indicates the 
amount of open space available in the site (Berghauser Pont and Haupt, 2007). 
• Height of buildings: Number of storeys which is a very basic indicator. 
• Nearest-neighbour ratio: “The average distance between buildings from 
centroids normalised by the total area of a neighbourhood” which is an 
indication of horizontal distribution of buildings (Mohajeri et al., 2016). 
• Degree of equal distribution: Measured by Gini coefficient (Tsai, 2005). 
• Degree of clustering: Measured by Moran coefficient (Tsai, 2005). 
• BPRU (Building Performance Research Unit) index: Also termed compactness 
index and takes the length of perimeter of a given plan and compares it with the 
perimeter of the same area with the circle shape (Steadman, 2014a). Steadman 
(2014a) modified this for his analysis and took the perimeter of a square of 
equal area to the given plan divided by the actual area of the plan. Lower values 
mean less compact shape and the perfectly square plan scores one. 
• Surface to volume ratio: The ratio of total surface of a building (except floor) 
over its volume (Ratti et al., 2005, Ratti et al., 2003, Steadman et al., 2009). 
• Volume wall area ratio: (Steadman, 2014a, Steadman et al., 2009) which is the 
opposite of surface to volume ratio. 
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• Urban entropy: “It is a quantitative measure of size distributions of various 
indicators (e.g. areas, perimeter, height, and volumes) of the buildings. It 
measures the dispersal or spreading of the probability distributions of the 
various building geometry” (Mohajeri et al., 2016). 
• Form factor: It is calculated by dividing the summation of wall, roof and ground 
area to the gross area of the building (Coccolo et al., 2016). 
• Habitable rooms per hectare: Number of habitable rooms per hectare (Gordon 
et al., 2016). 
• Area of roof to floor area ratio: Roof area divided to the total floor area of the 
building (Byrd et al., 2013). It can represent the proportion of solar energy 
generation from roof-top panels with respect to total building energy demand. 
• Number of housing units per building (Rafiee et al., 2019) 
 
2. Indicators considering population and people behaviour/expectations in addition to 
physical aspects, thereby bringing social aspects into consideration: 
• Population density: Total number of people per unit area. 
• Population-weighted density: Since density is not constant in all areas of a city 
and the distribution pattern of people or buildings can vary, a more precise 
method of defining density is population-weighted density (Nick R, 2014). It 
shows the density profile of the city which refers to a series of density 
measurements based on a reference location that shows the amount of 
population living in a specific density. Density profile has been adopted in the 
UK as the basis for rural definition. In the UK rural classification system, density 
profile is calculated based on land area enclosed by a series of concentric 
circles of 200m, 400m, 800m and 1600m radii (Cheng, 2009). Moreover, 
density gradient is defined as another indicator that shows the rate at which 
density falls (according to distance) from the location of reference. The density 
gradient is usually derived from densities measured in a series of concentric 
rings at a 10m or 20m width, radiating out from the location of the reference 
(Longley and Mesev, 2002). For example, the average population density of 
Hong Kong is about 6300 persons per square kilometre, while the distribution 
of the population is very uneven, ranging from 780 to 52,000 people per square 
kilometer (Hing-wang, 2007). 
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• Perceived density: Defined as an “individual’s perception and estimate of the 
number of people present in a given area, the space available and its 
organization”, so the same density can be perceived and evaluated in very 
different ways, by different people, under different circumstances, in different 
cultures and countries (Rapoport, 1975). Perceived density addresses the 
relative relationships between individual and space as well as between 
individuals in the space. So, it is divided into two concepts. First the perception 
of density with respect to the relationship among spatial elements such as 
height, spacing and juxtaposition (spatial density), and secondly the interaction 
between people (social density) (Cheng, 2009). 
• Crowding: Defined as the subjective evaluation by an individual that a given 
density and perceived density is negative (Churchman, 1999). 
• Living density: Defined as a density inside home (Churchman, 1999). 
• Occupancy density: “Ratio of the number of occupants to the floor area of an 
individual habitable unit. It is an important measure in building services design 
as it provides an indicator for estimating the services required” (Cheng, 2009). 
It is the inverse measure of occupancy rate. For example, higher occupancy 
rate means larger habitable area for each occupant. 
• Gross re-urbanization density depicts the number of residents and number of 
employed persons per hectare (Greenberg, 1991). This measure of density 
shows the balance of mix land use in certain area (Churchman, 1999). 
• Jobs per land area, which is simply the number of jobs per unit of area 
(GLAEconomics, 2005). 
 
Comparing results of different case studies using such a diversity of indicators can 
be challenging (Resch et al., 2016) and indicates the high complexity of cities. 
Moreover, sets of indicators tend to closely correlate through basic linear relationships. 
For example, volume-area ratio can be obtained by multiplying plot ratio and the height 
of each storey. Schwarz (2010) empirically analysed the correlation between urban 
indicators and found seven exhibiting the lowest cross-correlation. Peponis et al. 
(2007) considered four measures of density (streets, connectivity, population and 
different building category) for their analysis on the city of Atlanta. 
There are also cases of having different indicators being referred to by the same 
or similar properties. For instance, the term ‘high density’ can mean either high building 
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density or high population density. However, higher building density does not 
necessarily mean higher population density as it depends on other parameters such 
as building type, mixed land use and the culture of people. In this context, take a small 
household size case with a large dwelling size, the higher plot ratio may lead to lower 
occupancy density which means more habitable area for individuals that consequently 
mitigate the crowding condition (Cheng, 2009). Specifically in case of energy analysis, 
results based on the population density (Arbabi and Mayfield, 2016, Chen et al., 2018, 
Nichols and Kockelman, 2015) are not sufficient to show the precise relationship of 
urban density and form with energy since most calculations of population density are 
based on an assumption of the average number of people per dwelling (Jenks et al., 
2005). Meanwhile, according to parameters to do with culture and economic 
conditions, the number of people per unit area is not consistent in different parts of the 
world. 
To eliminate the effects of people behaviour and social aspects that are evidently 
a source of uncertainty in energy analyses (Clevenger and Haymaker, 2006), 
indicators from the group 1 above are used in this study (see Chapter 3) as they are 
a more reliable choice to identify the authentic relationship between urban form and 
density. 
As an indicator from group 1, building density may be calculated as either gross 
density (number of dwellings per hectare of a given land area, including public 
infrastructure such as roads, open space and in some instances non-residential 
development) or net density (number of dwellings per hectare on land devoted solely 
to residential development ; excluding roads, parks and other public lands). This is an 
important indicator for making planning policy (Cheng, 2009). In the UK, for instance, 
the government has set a residential density of 30 dwellings per hectare as the national 
indicative minimum for new housing developments (DCLG, 2006). This may not 
however be an optimum density indicator for urban energy analysis (Hamilton et al., 
2017) because it does not take into account the form and shape of the buildings that 
influence the results. 
Establishing whether any of the aforementioned indicators represents the true 
definition of density can be challenging given that none of those discussed above are 
sufficiently comprehensive to individually show the density of urban form. Hence, a set 
of indicators should be chosen to define density, and they should have the lowest 
possible correlation between them. The majority of the aforementioned studies have 
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considered only one indicator to show urban density. Even when more than one 
indicator is analysed, no study has examined the effect of urban built form 
simultaneously with density and energy. Resch et al. (2016) adopted five density 
indicators, however, not only the impact of the population was included in the definition 
of the indicators that led to providing the energy use results per capita (instead of per 
m2), but also, the effect of urban built form was not considered in their study. They also 
excluded the UHI effect and solar irradiance that are important parameters in urban 
energy analysis. It is crucial to give information about urban built form as it alters the 
microclimatic conditions (Emmanuel and Steemers, 2018) that consequently affect 
building energy consumption (Lee and Jeong, 2017). There remains a lack of 
integrated guidelines to communicate urban density indicators and their relationships 
with urban built forms (Bhiwapurkar, 2014). Providing such guidelines is an important 
contribution of this thesis, which is developed in Chapter 3. 
2.4 Discussion and limitations 
In the introduction, the impact of climate on building energy consumption was 
mentioned but still requires further consideration (this will be investigated in Chapter 
6). The evidence that compact built form consistently performs worse over differing 
climates does not necessarily mean that climate is not a factor. Nevertheless, the case 
studies mentioned above in Australia, Finland and the UK have contrasting climates 
but broadly similar results that do not favour compact buildings. However, solar energy 
availability will vary considerably between these climates. 
Climate change will also have an impact with average temperatures likely to 
continue to rise resulting in less heat loss in colder climates, more overheating in 
warmer climates and consequent increased use of air-conditioning (unless more 
passive technologies advent). The combination of increasing internal heat gains, 
inadequate design for solar protection or natural ventilation, continued climate change 
as well as market forces promoting air-conditioning, has led to a shift in energy use 
from winter to summer in temperate climates (Byrd, 2012). While this can be partially 
addressed by improved building design, it tends to be multi-unit and high-rise buildings 
that do not shade fenestration or allow for cross-ventilation. The impact of this was 
highlighted in research in warmer climates (Mandal and Byrd, 2017) and it is not 
unreasonable to speculate that air-conditioning will spread further in urban areas in 
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temperate climates as average temperatures increase. If this occurs, it is likely that 
this new electricity load in temperate climates will be driven by compact building types. 
A further important argument that is relevant to the relationship of energy and 
urban form is that of ‘resilience’; in particular mitigating the impact of electricity 
blackouts. Tall buildings are inherently more vulnerable to electricity blackouts. 
Pumps, lifts, emergency lighting and security systems can make this building type 
almost uninhabitable in a blackout (Byrd and Matthewman, 2014). Whereas building 
types that are low-rise and have reasonable roof to floor area ratio are less vulnerable 
and, with self-generation of electricity, can become partially autonomous for energy 
supply. 
The argument for compaction of urban form in order to minimize impact on 
agricultural land is also an area requiring further research. Not all land is suitable for 
crop growth, and some forms of agricultural production have an adverse 
environmental impact. For example, in New Zealand (where compact urban form is 
partially argued on grounds of loss of productive land) recent statistics (Ministry for the 
Environment, 2018) have shown that urban growth is only 2.6% that of the growth of 
dairy land (with significant adverse impacts) and 5.9% of the area of land given to 
‘lifestyle blocks’ (non-commercial hobby farms for the elite). In the UK, only 5.9% of 
total land area is built on, though each single area has bigger/smaller built on area as 
indicated by an ‘interactive online tool’ developed by Easton (2017). While the impact 
of urban form on energy is quite universal, issues around land use are local. 
Regardless of above-mentioned technical aspects, it is acknowledged that sprawl can 
occupied animal habitats and endanger biodiversity, which is certainly against 
sustainable development. 
Another important issue is the rate at which new technologies will impact on urban 
form. Disruptive technologies are introduced and evolve over a matter of years while 
urban form may take decades or centuries to adapt. The evidence that is beginning to 
be revealed about the relationship between urban form and disruptive technologies is 
unlikely to have a significant impact on established urban form but is an important 
contribution to planning policy for new developments and the continuing debate of the 
compaction of cities. The impact of disruptive technologies is relatively recent and, 
until they are more widely distributed and adopted within the built environment, caution 
should be taken in extrapolating the results. However, what the results are showing so 
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far is that previous compact city theory needs to be reviewed and that radical changes 
may be required when shaping or designing urban development policies. 
Finally, urban form does not solely mean density of urban area. Density is an 
attribute of urban form. It can be determined by variety of indicators, which do not have 
the same definitions. Hence, performing similar analyses with different density 
indicators can lead to different outcomes. It also causes inconsistency in the outcome 
of different studies that makes it difficult to do comparative analysis. This was found 
as a significant gap in the studies of energy and urban form that is targeted for 
investigation in Chapter 3 by introducing a new indicator as a combination of two 
density indicators. 
2.5 Conclusion 
The fundamental discussion of the relationship between urban form and energy is 
concerned with compaction: compaction of individual buildings (‘up’) and compaction 
of the spread of buildings (‘out’). Intuition combined with previous research results has 
indicated that buildings with a low ratio of surface area to volume lose less heat and 
that containment of urban spread (sprawl) results in less transport energy. The simple 
conclusion from this is that ‘up’ is better than ‘out’ for reducing energy consumption. 
Subsequent research reviewed in this chapter has demonstrated that heat loss 
from building fabric may not be a good indicator of whole-building energy use. When 
other factors are accounted for (common area energy use, occupancy, energy use for 
non-space heating) the correlation between urban form and energy use is shown to 
be weak. Case studies in different climates using actual energy data have indicated 
that tall buildings perform worse than low-rise buildings. Furthermore, when energy 
generated on a building is considered, the net energy balance of a building strongly 
favours low-rise buildings rather than high-rise. 
Research on the relationship between transport energy and urban form has 
focussed on vehicles with internal combustion engines. Again, the conclusion of this 
is that urban form should not go ‘out’ but should be contained by going ‘up’. However, 
as car manufacturers shift production to EVs combined with incentives to assist 
purchase, these vehicles are likely to dominate the market in years to come. It is 
relatively simple to then charge these vehicles from electricity generated on rooftops. 
The result is that suburbia becomes an energy generator and that travel distance 
within an urban area has little impact on resource depletion or carbon production. The 
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future use of VPPs will also make it possible to utilize energy stored throughout an 
urban area to be directed towards electrically powered public transport. 
One of the main reasons for this counterintuitive result is the influence of disruptive 
technologies. The distributed generation of electricity that has the possibility of being 
directed towards the charging of EVs, for private or public use, changes the 
assumptions previously made in this field of research. 
To derive any credible assessments, the correlation of urban form and density 
should be formally established. This should be considered as a basic requirement for 
studies of energy, urban form and density in order to avoid confusion in comparative 
analyses. Meanwhile, using set of density indicators gives more comprehensive nature 
to the analysis. 
Current policies on compaction of urban areas have been influenced, among other 
things, on research that has not taken account of these technological changes. The 
shape of urban areas of the future should not be determined by the technologies of 
the past but by the technologies of the future. However, the trends illustrated in this 
chapter are long term and, in wealthier nations, changes in building stock are slow and 
technologies may change even faster. This highlights the need for continued research 










Chapter 3: Urban built form and density (Form Signature) 
3.1 Introduction 
Cities are one of the most complex artefacts ever produced by humans. This is 
what makes them difficult to describe and understand. New models are needed to 
unpack urban complexity. This chapter contributes to urban science, which tackles 
cities as dynamic, non-equilibrium systems and networks. The concept of sustainable 
urban development has emerged to ensure sustainability in all the key roles of this 
complexity. It requires appropriate urban planning and land-use management 
considering environmental, social and economic assessment. 
The systemic complexity of urban built form is often neglected when policies are 
formulated. For example, policies with interrelated variables such as density, 
movement, energy and so on tend to be considered sequentially. This results in ‘policy 
silos’ that are rarely synthesized and therefore the reality of cities as complex networks 
of networks, or systematic ecosystems, are unintentionally missed. This has been 
recognized by several city analysts and observers. For instance: “The point is that 
planners do not sit above the system, bending it to their will: cities are complex, 
emergent patterns that result from the interaction of a huge number of variables, 
including society's norms and values, the working of markets and the impact of 
technology. Planning is just one of the inputs to the system, and probably not the most 
important one” (Radlin and Hemani, 2019). The importance of the work described in 
this chapter is two-fold. Firstly, the ease of using a proposed graphical tool for future 
planning and policies that address the balance between influential variables, and 
following existing restrictions, is inherent in the concept of Form Signature. Secondly, 
the developed tool can be adopted as a baseline for future urban assessments, 
specifically for investigating relationships of energy with density and built form in order 
to advise policy makers on, for example, energy-oriented urban planning for 
sustainable cities. ‘Planning decisions we make today determine the scope of choices 
we will have tomorrow’ (Ratti and Claudel, 2016). 
Due to the complexity of relationships between form, density and energy, there is 
no one-size-fits-all solution for optimization (Doherty et al., 2009). Hence, the aim of 
this study is to develop a series of guidelines to provide a comprehensive relationship 
of density with four generic (theoretical) urban built forms in order to assist urban 
planners on the choice of the most appropriate built form and density according to 
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urban policies of cities in different parts of the world. In addition, a new type of urban 
built form, termed the ‘tunnel-court’, is introduced that provides an opportunity for 
achieving the highest urban density and demonstrates the potential for future compact 
city developments. 
This chapter considers two physical/geometric density indicators (see Chapter 2, 
section 2.3); site coverage and plot ratio, plus three geometric variables; number of 
storeys, plan depth and cut-off angle (obstruction angle) that doubtlessly influence the 
above-mentioned indicators. These three geometric variables are enough to fully 
govern the geometry of urban areas and provide the opportunity of deriving the 
relevant equations. The geometric parameters significantly affect the energy demand 
for heating and cooling (Tsirigoti and Tsikaloudaki, 2018) particularly by altering urban 
microclimate as they affect UHI intensity (Boccalatte et al., 2020). Site coverage and 
plot ratio are chosen because not only they are the most popular and practical 
indicators in the literature, but also, the majority of the other density indicators can be 
obtained by a simple linear relationship with any of these two. Although some common 
developers use plots per hectare as an indicator, it cannot be an appropriate choice 
for this study because this indicator does not give any information neither about the 
form of the buildings nor about the geometrical characteristics of the urban area. 
Therefore, it certainly is not a reasonable indicator for sensitive urban energy analysis. 
The analytical and graphical expression of the extensive relationships between these 
five factors contributes to the future enhancement of this area of study. Analytical 
models of the different urban built forms considering their land-use performance are 
developed to investigate their inter-relationships with density. The outcome of the 
analysis allows a direct comparison of the relative attributes of different urban built 
forms in terms of density through the introduction of the Form Signature, an indicator 
of the relationship between density and urban built form. The absence of such an 
indicator is a gaping hole in current literature specifically for urban energy optimization. 
This comprehensive index not only proposes a tool for urban design and policy, but 
also opens a door for future statistical analysis on the complex relationship of a variety 
of parameters such as energy, climate, family wealth and crime with density and urban 
built form simultaneously. 
Although energy analysis is the key feature in this study, a procedure is identified 
for integrating other parameters such as climate, economy and social issues that 
constitute cities as complex ecosystems (Newman and Jennings, 2012). 
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3.2 Geometrical parameterization of urban built forms 
For this study, generic models of four urban built forms are developed in order to 
define the real relationship of ‘urban built form’ and ‘density’ for various cases. Three 
of them (pavilion, terrace and court form) are the elementary forms developed by 
(March, 1972), and since then widely used by many authors (Huang et al., 2008, Ratti 
et al., 2003). They may be found in different places of the world albeit slightly amended 
with reference to culture and climatic conditions. The fourth built form, termed a 
‘tunnel-court’, is developed in this study, based on an amended and practical version 
of the ‘cruciform’ developed by March (1972). These theoretical models drive the 
equations that govern the correlation between indicators. 







Figure 3.1: Generic urban built forms a) pavilion, b) terrace, c) court and d) tunnel-court 
The density gradient (which shows the rate at which density falls from the location 
of reference) of the whole site is zero since the buildings are considered to be evenly 
distributed over the entire area. 
Parameters that can affect the results of subsequent analysis are: 
• Number of storeys (n) 
• Storey height (h) 
• Cut-off angle or obstruction angle (θ) (is the angle between the ground and the 
line joining the roofline of one façade to the base of another façade) (Figure 
3.2) 
• Plan depth (x) 




The height of building is simply calculated using Eqn (3.1), 
 𝐻 = 𝑛ℎ (3.1) 
 
The cut-off angle is calculated using Eqn (3.2) (see Figure 3.2), 






Figure 3.2: Building height, cut-off angle and distance between buildings 
 






3.2.1 Pavilion, terrace and court forms 
From Figure 3.1, the number of building blocks (mb) is calculated by dividing the 
whole area of site (Z) by the area that each building and its adjacent free space 
occupy. This is given by Eqns (3.4), (3.5) and (3.6) for the pavilion, terraced and court 
cases, respectively. 
The main indicators to be examined are: 
• Site coverage (C): defined as  
𝑡𝑜𝑡𝑎𝑙 𝑏𝑢𝑖𝑙𝑡 𝑎𝑟𝑒𝑎 (𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑏𝑦 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔𝑠)
𝑡𝑜𝑡𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑠𝑖𝑡𝑒
 
• Plot ratio (P): defined as  
𝑡𝑜𝑡𝑎𝑙 𝑓𝑙𝑜𝑜𝑟 𝑎𝑟𝑒𝑎
𝑡𝑜𝑡𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑠𝑖𝑡𝑒
 
• Volume-area ratio (V): defined as  
𝑡𝑜𝑡𝑎𝑙 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔𝑠 𝑣𝑜𝑙𝑢𝑚𝑒
𝑡𝑜𝑡𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑠𝑖𝑡𝑒
 
• Surface to volume ratio (S): defined as  
𝑡𝑜𝑡𝑎𝑙 𝑒𝑥𝑝𝑜𝑠𝑒𝑑 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔














Table 3.1:  Equations showing mathematical models of different built forms based on their geometry 




 (3.4) 𝑚𝑏 =
𝑍
























(𝑥 + 𝐿)(𝑦 + 𝐿)
=
9𝑥2
(𝑥 + 𝐿)(9𝑥 + 𝐿)
=
9𝑥2























𝑃 = 𝑛𝐶 =
9𝑛𝑥2
9𝑥2 + 10𝑥𝐿 + 𝐿2
 

















𝑉 = 𝑛ℎ𝐶 = ℎ𝑃
=
9𝑛ℎ𝑥2
9𝑥2 + 10𝑥𝐿 + 𝐿2
 
(3.14) 














𝑥𝑦 + 2𝑛ℎ𝑥 + 2𝑛ℎ𝑦
𝑛ℎ𝑥𝑦
=








2𝑥𝑦 + 2𝐿𝑥 + 4𝑛ℎ𝑦 + 4𝑛ℎ𝐿
2𝑛ℎ𝑥𝑦 + 2𝑛ℎ𝑙𝑥
=
4𝑥2 + 4𝑥𝐿 + 8𝑛ℎ𝑥 + 8𝑛ℎ𝐿
4𝑛ℎ𝑥2 + 4𝑛ℎ𝐿𝑥
=








Site coverage shows the percentage of total buildings footprint in the whole site 
area and based on the model shown in Figure 3.1, is obtained from Eqns (3.7), (3.8) 
and (3.9) for pavilion, terrace and court, respectively. Since Z is eliminated from the 
final equation, the magnitude of site area does not have any effect on the results of 
this analysis, hence, the results are valid for any generic site area with any dimensions 
as long as the layout assumptions/patterns are adhered to. 
Assuming all buildings have the same number of storeys and that all storeys have 
the same floor area, the plot ratio of the site is obtained by multiplication of site 
coverage to the number of storeys showing in Eqns (3.10), (3.11) and (3.12) for the 
pavilion, terrace and court, respectively. 
Volume-area ratio is a rarely used indicator mentioned by Mohajeri et al. (2016). 
Assuming all the buildings have the same height, this indicator is obtained from Eqns 
(3.13), (3.14) and (3.15) for pavilion, terrace and court, respectively. The results show 
 
1 Considering y=2x+L 
2 Considering y=9x 
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that this is simply the product of plot ratio and the storey height (h) which is constant. 
Hence, basically any result obtained for plot ratio can be readily obtained for volume-
area ratio by simple multiplication. 
Surface to volume ratio is used as an indicator that affects the amount of heat loss 
from the exposed surfaces (roof and facades) as well as thermal performance of the 
building (Ratti et al., 2003). Based on the literature, the higher the surface to volume 
ratio, the higher is the heat loss from building (Philipp et al., 2011). The value of this 
indicator is obtained from Eqns (3.16), (3.17) and (3.18) for pavilion, terrace and court, 
respectively. 
There is an extra parameter, ‘y’, in the geometry of terrace and court models that 
makes them different from the others--see Figure 3.1. It can be simplified for court 
model according to its geometry, as mentioned in Eqn (3.6). In the case of terrace 
model, it represents the length of terrace building and it is essential to give appropriate 
values in order to provide the related site plans as input for energy simulations. Since 
no general rule for the value of ‘y’ has been found, an experimental analysis is made 
to define suitable values. The aim was to establish a relationship between plan depth 
of terrace buildings (x) and their length (y). To this end, an extensive exploration on 
the London map (Source: Google Maps 2020) was made to identify terrace housing 
examples as case studies. 25 cases, as shown in Table 3.2, were selected and their 
plan depths and lengths measured from Google Maps. The last column of Table 3.2 
shows the ratio of plan length to depth, where all the numbers were rounded to be 














Table 3.2: Case studies of terrace housing in London and their dimensions 
Case study Depth (m) Length (m) Length/Depth  Map 
1 Mitre Rd 11.8 100 8 
 
2 Collinson Walk 7 38 5 
 
3 Pilton Pl 8 38 5 
 
4 Beaconsfield Rd 8 66 8 
 
5 Trafalgar Ave 8.7 113 13 
 
6 Fentiman Rd 10.20 192 19 
 
7 Ballater Rd 12.5 150 12 
 
8 Midmoore Rd 17.2 217 13 
 
9 Louisville Rd 16.4 438 27 
 
10 Gassiot Rd 16.2 260 16 
 
11 Tildesley Rd 9.9 67 7 
 
12 Waldemar Ave 14.4 183 13 
 
13 Wilsham St 9 83 9 
 
14 Ixworth Pl 12.1 43 4 
 
15 Couthurst Rd 11.1 139 13 
 
16 Fairlawn Ct 9.8 80 8 
 




18 Devons Rd 7.7 57.5 7 
 
19 Lymington Ave 15 137 9 
 
20 Upper Belgrave St 15.2 90 6 
 
21 Musbudy St 12.3 51 4 
 
22 Shadwell Gardens 9.4 29 3 
 
23 Wenlock St 17.2 53 3 
 
24 Linton St 9 37 4 
 
25 Raleigh St 8.9 34 4 
 
 
To select the most appropriate ratio for this study, the average ratio of all cases is 
calculated, which is equal to 9. Hence, in this study, the value of terrace length is 
chosen to be nine times more than plan depth, as shown in Eqn (3.19). 
 𝑦 = 9𝑥  (3. 19) 
 
This value was used in Eqn (3.8) in order to obtain the site coverage formula of 
terraced built form model. 
This is solely a mathematical calculation according to the geometry of the existed 
terraced buildings in London, which provides sufficient credibility to be used in this 
study. Changing this ratio could result in longer or shorter terrace form buildings that 
affects surface to volume ratio of the block (see Eqn (3.17)). It impacts energy waste 
from the envelope, as well as the roof area of building block, which consequently 
influences the energy demand of the building as well as the amount of solar energy 
generation by changing the area available for installation of PV panels. 
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3.2.2 Tunnel-court form 
The tunnel-court built form is similar to the cruciform (Martin and March, 1972) 
with an additional modification to Martin's model. In the original model, the roads for 
transportation were not clear (Steadman, 2014b). Hence, in the tunnel-court model 
roads pass from the intersection of crosses and make short tunnel passages in the 
buildings. These so-called tunnels eliminate two storeys of the buildings in their path 
and the distance reserved for roads is denoted by d (road reserve). Based on Figure 
3.1 (d), the number of building blocks (crosses in this case) in the site (mb) is calculated 
by dividing whole area of site by the area occupied by each cross, as in Eqn (3.20).  
For this specific case, the site coverage for 1 and 2 storey buildings is lower than 
the cases with higher number of storeys as there is no coverage of the roads for 1 and 
2 storey buildings. Hence, there is a contribution that is subtracted from the nominator 
of Eqn (3.21). 
This difference is also relevant for calculating the plot ratio, since the floor area of 
1 and 2 storeys are smaller than the floor area of higher storey counterparts. Assuming 
all buildings have the same number of storeys, the plot ratio is then obtained from Eqn 
(3.22). 
Since volume-area ratio is obtained by simple multiplication of storey height to plot 
ratio, it can be calculated using Eqn (3.23). 
Due to the different shape of tunnel-court built form for 1 and 2 storey buildings, 
two separated equations were derived for this built form, given in Eqn (3.24) a) and b). 








𝑥(𝑥 + 𝐿) + 𝑥𝐿 − 2𝑥𝑑[𝑛 ≤ 2]3
𝑍
=
𝑥2 + 2𝑥𝐿 − 2𝑥𝑑[𝑛 ≤ 2]
(𝑥 + 𝐿)2
 (3.21) 




𝑛(𝑥2 + 2𝑥𝐿 − 2𝑥𝑑[𝑛 ≤ 2]) − 4𝑥𝑑[𝑛 > 2]
(𝑥 + 𝐿)2
 (3.22) 













𝑥2 + 2.8𝐿𝑥 + 4𝑛ℎ𝐿 + 24𝑥 − 9.6𝐿
𝑛ℎ𝑥2 + 2𝑛ℎ𝐿𝑥 − 4.8𝐿𝑥
 
a) For 1 and 2 storey buildings 
 
 





3 Iverson bracket 
4 Considering d=0.4L 
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The complexity of the shape of tunnel-court form can be observed from Eqn (3.24). 
Unlike the other built forms, the variable ‘L’ (distance between buildings) is included in 
Eqn (3.24), which brings the impact of cut-off angle into the calculation of the surface 
to volume ratio. Moreover, ‘d’ (road width) was also included in Eqn (3.24), which was 
eliminated by being substituted with an equivalent value of ‘L’: d=0.4L, obtained from 
the data in Table 3.4. 
3.3 Site coverage and plot ratio Vs number of storeys 
To establish the relationship between indicators and selected variables, an Excel 
spreadsheet tool is developed for each built form using the developed equations. It 
allows simultaneous analysis of all the influential variables. A screenshot of the tool is 
shown in Figure 3.3. 
 
Figure 3.3: A screenshot from the Excel spreadsheet tool. 
Values assigned to the variables are chosen based on the methodology and 
assumptions given below: 
• Number of storeys vary between 1 and 40. 
• The storey height is considered to be 3 m (h=3m) corresponding to the normal 
height of storeys in residential buildings (Muhaisen, 2006). This can be a 
number from 2 to 4.5 m (Steadman, 2014a) that can change the total energy 
demand of building. 
• The distance between buildings is obtained from Eqn (3.3), and since n varies 
between 1 and 40; the value of L is consequently changed. 
• Plan depth is investigated with four different values in order to consider its 
influence on site coverage (x=6m, x=12m, x=18m, x=24 m). 
• The cut-off angle is given three different values (θ=25°, θ=45°, θ=65°). 
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The range of plan depth choice is twofold; firstly, to accommodate shallow to deep 
scenarios, and secondly as a means of modelling possible passive zones (light and 
ventilation) in the buildings. Since the minimum plan depth to achieve a passive zone 
is twice the storey height (i.e. typically 6 m) (Steadman et al., 2009), the value is 6 m. 
For cases having windows both sides, the passive zone remains up to 12 m. The rest 
of the plan depth values are chosen to be a factor of 6 in order to have an idea of the 
passive to non-passive ratio which is an applicable indicator for the energy analysis of 
buildings (Ratti et al., 2005). Regarding the cut-off angle, a lower bound of 25° is 
selected to provide a longer distance between buildings and ensure sufficient solar 
radiation and avoid excessive over shading on the building facades. Increasing the 
cut-off angle allows for reduced solar radiation received by the facades, and while it is 
unlikely that θ exceeds 45° in modern residential buildings (Steadman, 2014b), an 
angle of 65° is also considered to identify the trends of changing indicators when 
buildings are very close to one another. (however, a typical cut-off angle of office 
skyscrapers is 75º (Steadman, 2014a)). Notably, building height, cut-off angle and 
plan depth are varied according to urban planning policies (themselves derived from 
climate, geography, culture and other factors) in different parts of the world. Hence, a 
comprehensive assessment over a wide range of values to cover a variety of different 
locations on the earth is considered. For brevity here, only results based on sample 
values are shown. 
Note: There is an additional consideration in case of tunnel-court due to the 
presence of variable road width (d) in the equations. Table 3.4 shows the assumptions 
for the road width for calculating site coverage, plot ratio and volume-area ratio. 
Table 3.4: Road width in tunnel-court built form based on building distances and number of storeys 







1 - 2 1 _ _ 1 
2 - 5 2 _ 1 2 - 3 
5 - 7 3 1 2 4 - 5 
8 - 11 4 2 3 6 - 8 
12 - 18 6 3 4 - 5 9 - 13 
19 - 35 8 4 - 5 6 - 8 14 - 25 
35 - 50 10 6 – 8 9 - 18 26 - 36 
51 - 80 16 9 - 12 19 - 26 37 - 40 
80 
upward 




3.3.1 Effect of plan depth, cut-off angle and number of storeys 
Figure 3.4 shows the trend of site coverage and plot ratio versus number of storeys 
for the case of keeping cut-off angle at 25° and varying the plan depth from 6 to 24m 
(top), and for the case of having a constant plan depth of 12m and varying the cut-off 
angle from 25° to 65° (bottom). 
  
  
Figure 3.4: Trends of changing site coverage and plot ratio with increasing number of storeys for 
pavilion form in case of θ=25º (top) in case of x=12m (bottom) 
From Figure 3.4 (top), it can be seen that higher plan depths generally provide 
greater site coverage and plot ratio. However, a more general conclusion is that 
regardless of the value of plan depth, as number of storeys increases, the rate of 
change of site coverage and plot ratio significantly reduces, and ultimately becomes 
tangential. Figure 3.4 (bottom) shows that higher values of cut-off angle considerably 
increase the site coverage of buildings, while substantially increasing the plot ratio 
(specifically, at higher numbers of storeys), indicating its importance as an influential 
parameter for these indicators. Notably, the trend curve is more acute in cases of 
higher cut-off angle. These conclusions are valid for all types of urban built forms 




































































3.3.2 Comparison of built forms 
Results for site coverage and plot ratio of the built forms are now integrated in 
Figure 3.5 to provide greater insight. 
  
Figure 3.5: Comparison of site coverage and plot ratio of pavilion, terrace, court and tunnel-court 
forms in case of θ=45⁰, x=24m 
From the graph, and for the same x and θ, the pavilion form always has the lowest 
site coverage and plot ratio regardless of number of storeys. Terrace and court forms 
are in the middle, while court form shows higher values. The value of plot ratio for 
pavilion at its peak is around half that of the terrace and court. Tunnel-court provides 
the greatest site coverage, and its plot ratio is much higher than the others, while its 
difference with other forms increases with increasing number of storeys. A peculiarity 
of tunnel-court form is the anomalous characteristics of the trend lines for 1 and 2 
storey buildings that are due to the additional component (2xd, [n≤2]) in Eqn (3.21), 
which accommodate the difference in the plan of the first two storeys as a result of the 
roads passing from the buildings. Other values of x and θ indicate similar trends. 
Of particular note is the peak depicted on the trend lines of plot ratio of pavilion 
and terrace forms. This shows that there is an optimum number of storeys that gives 
the highest possible plot ratio. The reason is that for pavilion and terrace forms, as the 
number of storeys increases the distance between buildings increase in four directions 
(with respect to neighbour buildings). Exceeding a certain number of storeys means 
the buildings are too far from each other resulting in the emergence of large open 
areas leading to lower plot ratio and site coverage. This is not the case for court and 
tunnel-court forms that depict a continuous ascending trend in their characteristics 
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the court/tunnel-court building blocks. Hence, by increasing the distance between 
buildings, the inner yard of the block is extended too that increases the floor area of 
the buildings. 
3.3.3 Practical cases of constant distance between adjacent buildings 
As emphasised, the descending trend of plot ratio after the peak in the 
pavilion/terrace cases is due to the increase in the distance between buildings in all 
directions as the number of storeys increases. For the same reason, the amount of 
site coverage tends to zero for high-rise buildings (n≥20). This only occurs in theory 
as in practical cases this rule is rarely respected, at least in the horizontal direction. In 
different cities in the world, and based on their policies, the horizontal distance 
between buildings is usually kept constant and only the distance of buildings in 
different rows increases with respect to increasing height. For example, in hot-arid 
climates the distance between adjacent buildings can be considered narrow (e.g. 6 m) 
in order to benefit from shadow and shield direct sunlight. In these cases, both site 
coverage and plot ratio of pavilion/terrace building forms are much higher than the 
theoretical situation above. It is also the case for court form if the distance from the 
adjacent block is kept constant. The results of this alternative assessment in the case 
of L=6m (in horizontal direction) are shown in Figure 3.6. 
  
Figure 3.6: Comparison of site coverage and plot ratio of urban built forms in case of constant 
distance (6m) with adjacent buildings for (θ=25⁰, x=12m) and (θ=45⁰, x=24m) 
It can be seen that the pavilion form still occupies the lowest site coverage and 
plot ratio, while the difference with the terrace form is not as significant as in the 
previous analyses. In this case, court form still acquires higher site coverage and plot 
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when the number of storeys is 1 or 2. The highest possible density can be still achieved 
by tunnel-court form. Moreover, there is no peak in the trend curve of pavilion and 
terrace forms and their plot ratio is always ascending with n. Hence, the presented 
methodology can also be applied alternative assumptions (e.g. in this case L is kept 
constant in the horizontal direction) to tailor the results according to specific 
requirements. 
The results of analysing volume-area ratio are excluded from this study because 
it has a positive linear correlation with plot ratio (simply by multiplying plot ratio to 
storey height). Therefore, all trendlines show similar characteristics to the plot ratio. 
3.4 Surface to volume ratio vs. number of storeys 
This indicator has been used in many studies as a representative of the amount 
of heat transfer from/to building fabric (Ascione et al., 2013, Mutani et al., 2016) that 
is directly related to the thermal transmittance of the envelope. It indicates the 
magnitude of the surface areas exposed to outdoor environment compared to the 
volume of building. Hence, the higher this indicator the higher is the exposed surface 
area and the higher is the heat loss from building. This indicator has even been used 
as a measure of compactness in some studies (Le Guen et al., 2018). Having 
undertaken a similar analysis here, the trends of changing surface to volume ratio 



















































Figure 3.7: Trend of surface to volume ratio of different urban built forms with respect to the number of 
storeys 
The results show a descending trend of surface to volume ratio with increasing 
number of storeys. Also, it indicates that by using greater plan depths, the building 
achieves lower surface to volume ratio. This means that there are lower losses from 
the buildings that are taller and deeper in depth. Attention should be paid to the slope 
of the curves which indicate that after a particular number of storeys (approximately 
10), the characteristic is almost tangential. Hence, constructing buildings higher than 
this threshold does not have significant effect on heat loss reduction, and increasing 
the number of storeys should have other justifications. Nevertheless, as discussed in 
Chapter 2, building higher may cause negative effects on overall energy performance 
of the building. This will be extensively investigated in Chapter 5. 
It should be note that in case of tunnel-court form, the cut-off angle does have a 
minor influence on the magnitude of surface to volume ratio. However, it is of low 
significance and doesn’t impact on the overall trend. Hence, the average trend of this 
indicator for cut-off angle of 45⁰ for tunnel-court form is used for comparison purpose. 
For direct comparison purposes of the examined urban built forms, Figure 3.8 
shows the results combined, and indicate that the highest values of surface to volume 
ratio are obtained by pavilion form, while the other three built forms show better 


















































Figure 3.8: Comparing the change in the values of surface to volume ratio of pavilion, terrace, court 
and tunnel-court forms 
For buildings having less than eight floors the lowest surface to volume ratio 
belongs to court form, while, for buildings with more than eight number of floors, tunnel-
court form shows lowest surface to volume ratio. Therefore, in case of solely 
considering building fabric heat loss, court (for less than eight storeys) and tunnel-
court (for more than eight storeys) forms are better choices, though making more 
holistic conclusions about energy performance of building needs to consider other 
influential parameters. 
3.5 Combining the density indicators in a single diagram 
3.5.1 Selection criteria for indicators 
It is of particular interest to investigate the relative importance of indicators for best 
describing urban density. As discussed in Chapter 2, a set of density indicators should 
be employed to give a more comprehensive definition because they may or may not 
show similar trends in urban analyses. Here in this study, volume-area ratio is 
disregarded as it can be obtained with a simple linear relationship with plot ratio. 
Meanwhile, since both plot ratio and surface to volume ratio have been used many 
times in the literature to represent buildings density/compactness, their relationship is 
























Compaison of built forms




Figure 3.9: Relationship of plot ratio and surface to volume ratio in case of court form with θ=45⁰ 
As can be seen, these two indicators show a non-linear inverse trend. This is an 
interesting outcome that illustrates the gap in current literature. While many 
researchers derive conclusions based on the relationship of energy with surface to 
volume ratio, others develop their studies based on the relationship of energy with plot 
ratio—they are now shown to have opposite characteristics. Hence, the choice of 
density indicators is crucial. The lack of a comprehensive indicator to be used as a 
reliable structure for studies of energy and urban form and density is evident, which 
will be developed in following sections. 
For urban scale studies, the choice of density indicator should possess urban 
characteristics. According to the definition of indicators from section 3.2, surface to 
volume ratio is an indicator of the compactness of buildings, meaning it is more 
appropriate for analyses at an individual building scale. As a result, this is not the 
choice of this study. Plot ratio and site coverage demonstrate urban characteristics as 
they consider whole site area in their definition. 
3.5.2 Preliminary model and its limitations 
Here, the chosen indicators and parameters are combined in a single figure of 
merit to depict the characteristics of any urban area with respect to land-use. Referring 
to Eqns (3.10), (3.11) and (3.12), the plot ratio is obtained by multiplying site coverage 
and the number of storeys regardless of the form of the neighbourhood (assuming all 
buildings have an equal number of storeys and all the storeys have the same floor 
area). Using this relationship, Figure 3.10 shows the relative influence of these two 



























a number of storeys, the corresponding value of site coverage can be obtained, and 
vice versa. Moreover, the distance between the lines showing the number of storeys 
decreases as n increases, indicating that the higher the building the lower the rate of 
change of plot ratio and site coverage. This aligns to that developed by Berghauser 
Pont and Haupt (2007) with two main differences. Firstly, their results were developed 
only for buildings up to 13 storeys, while the version presented here provides a more 
generic treatment, and secondly, their study included the open space ratio (OSR) of 
buildings which is not included in this study since it is in opposing correlation with site 
coverage and can be readily calculated through basic linear formulation. 
 
Figure 3.10: Relationship of plot ratio, site coverage and number of storeys with the example of the 
point corresponding to P=4, C=0.4 and n=10 
From this study we seek the relationship between urban built form and density, 
which is not presented in Figure 3.10. Hence, there remain limitations to the 
usefulness of this graph which can be addressed by introducing new parameters. 
Having considered a particular point on the map, it is not possible to define the type of 
built form corresponding to that point (It can be pavilion, terrace, court or any other 
built form). For instance, considering the identified point on the figure corresponding 
to the site coverage of 0.4, number of storeys of 10 and plot ratio of 4 (Figure 3.10), 
this could represent an urban area with any type of built form depending on the 
building's cut-off angle and plan depth. Some possibilities are; pavilion with θ=65° and 
x=24 m, terrace with θ=45° and x=20 m, and court with θ=65° and x=9m. Hence, the 
design point does not identify all characteristics of the built form. 
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3.5.3 Emergence of the Form Signature tool 
To give an absolute identification to all the points on the graph, the influence of 
plan depth (x) and cut-off angle (θ) should also be included. Therefore, combining the 
effect of these two geometrical parameters introduces what is now termed the Form 
Signature on the plot that distinguishes each urban built form considered in this study. 
Since plan depth and cut-off angle are independent variables, the range of both cannot 
be shown on a single diagram simultaneously. As a result, a suite of guidelines is 
obtained for urban planners which are an extension of what is shown in Figure 3.10. 
Steadman (2014b) compared cut-off angle and plan depth of different built forms using 
specific values as an example. 
3.5.3.1 Pavilion, terrace and court 
To determine the effect of plan depth, the value of cut-off angle is fixed and the 
analysis is undertaken for different values of plan depth (x: 6 to 60). Then, this 
assessment is repeated for different values of θ. The results for cut-off angle values 
of 25°, 45° and 65° are shown in Figure 3.11. This is done by overlaying two different 
datasets on one graph in an Excel spreadsheet tool (see Appendix A). 






































































   
   
Figure 3.11: Relationship of plot ratio, site coverage, number of storeys and plan depth for pavilion 
(left), terrace (middle) and court (right) forms in case of cut-off angle of 25⁰, 45⁰ and 65⁰ 
Using this set of characteristics, the density of any pavilion, terrace and court form 
neighbourhood with plan depths in the range 6m to 60m (or higher if required, via 
replotting) with three cut-off angles of 25°, 45° or 65°, can immediately be identified as 
a unique point in either of the composite diagrams. Indeed, any district with these 
forms can be identified with a unique point on either of those diagrams. To 
accommodate values not captured in the diagrams, interpolation or extrapolation can 
be used. The graphs specifically demonstrate the relationship of geometric variables 
of each build form with the density indicators. It can be concluded that: 
• Increasing the cut-off angle increases both site coverage and plot ratio 
• Increasing the number of floors increases plot ratio but decreases site coverage 






































































































































This newly proposed built form is substantially different to more traditionally 
popular forms, and consequently alters the assumptions that are classically made. In 
tunnel-court form, although the number of storeys is assumed to be equal, the floor 
area of all storeys is not, since the 1st and 2nd storeys of buildings are smaller in floor 
area as the roads pass through them. Hence, the plot ratio is not simply the 
multiplication of site coverage to the number of storeys but is obtained from Eqn (3.22). 
Having undertaken corresponding studies for tunnel-court forms, the land-use 


















































Figure 3.12: Relationship of plot ratio, site coverage, number of storeys and plan depth for tunnel-
court form in case of cut-off angle of 25°, 45° and 65°. 
The non-smooth features of the lines (showing the trend of x) at the starting point 
is due to the different floor area of 1st and 2nd storeys. 
Figure 3.11 and Figure 3.12 again demonstrate that one indicator cannot simply 
define urban density because diagonal lines of plan depth show that when site 
coverage is high, plot ratio is low and vice versa. Therefore, particular care should be 
taken when using the expression ‘high density’. 
Presenting the results of this study is analogous to the LT method (Baker and 
Steemers, 2003). It proposes a set of graphs (handbook) that can be chosen according 
to the initial conditions. It is also available as an Excel spreadsheet tool with the 
potential of being enhanced to an online tool or software in the future. 
3.6 Applications 
The Form Signature tool, illustrated as a suite of graphs, fills the knowledge gap 
for systemically relating urban built form with urban density. It not only excludes the 
effect of ‘interfering’ factors from the analysis, but also shows the simultaneous 
relationship of all pertinent variables in the form-density equations. There are two main 
applications for this tool that are discussed in following sections. 
3.6.1 Application to planning regulation for new district development 
In general, the diagrams shown in Figure 3.11 and Figure 3.12 are the intersection 
of five key parameters that influence the density of a built area, and knowledge of one 
parameter a-priori enables the others to be chosen on the basis of relative 
























obtained, and the precise design of a master plan achieved. An important application 
of these graphical guidelines is setting thresholds for variables, specifically the density 
indicators. Since “development control is an integral component of urban land use 
policy” (Tang and Tang, 1999), this has been shown to be very beneficial for controlling 
and monitoring urban development by urban planners and policy makers. They 
normally restrict parameters such as plot ratio or the height of urban developments 
(Lai and Ho, 2001) in order to optimize contexts such as urban resilience (Sharifi, 
2019), energy (Moghadam et al., 2019), population to land ratio and transportation as 
sustainability dimensions of the urban built environment (Deng et al., 2019). Indeed, it 
can visually show how changing one parameter influences others. 
In the following, a number of real cases are used to demonstrate the efficacy of 
the presented results: 
• From regulations in the city of Tokyo, the maximum plot ratio of 1 and site 
coverage of 0.5 is set for category ІІ of low-rise residential zone, as restrictions 
(Plaza Homes, 2017). Considering pavilion form and cut-off angle of 45° to 
achieve acceptable daylight availability while satisfying efficient use of limited 
lands in the city, the admissible box for planning is shown in Figure 3.13 (left). 
The graph clearly shows that maximum allowable plan depth is 12m as a 
consequence of primary planning regulations. Hence, combining the plan depth 
and number of storeys inside the box, the optimum design point can be 
obtained. 
• A guide for controlling residential development in Singapore established the 
maximum plot ratio of 2.8 for high density development with an equivalent 
number of storeys of 36 (StackedHomes, 2018). According to Figure 3.10, it 
needs to occupy site coverage of <0.1 to achieve this goal. 
• A high-density built environment in the city of Nablus has a plot ratio of 1.29 
and site coverage of 0.6 (Coccolo et al., 2016). According to Figure 3.10, the 
average number of storeys would be ~2. 
• Tang and Tang (1999) discussed the maximum plot ratio of 6 for domestic 
buildings in Hong Kong. This means different combinations of site coverage 
and building storeys can be chosen to achieve this plot ratio restriction. For 
example, from a decision to commit to 10-storey buildings, the maximum 
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allowable site coverage will be 0.6 (based on the Figure 3.10) since the limit of 
6 is already fixed for plot ratio. 
• Building height limit regulation that can be found in Washington or India (Larson 
and Zhao, 2017). 
In all the above cases, if the built form is known planners can immediately check 
the related set of guidelines and choose the best match of plan depth and cut-off angle 
for their plan from Figure 3.11 and Figure 3.12. For instance, in a hot-arid climate, the 
court form acquires many advantages (Javanroodi et al., 2018), and hence, the 
rightmost column of Figure 3.11 should be considered. Then, if policy means 
constructing the area with a plot ratio of 4, number of storeys of 7 and cut-off angle of 
45°, looking at the related diagram, the site coverage must be 0.57 and the buildings 
must possess a plan depth of 27m (Figure 3.13 (right)). Alternatively, if there is a 
limitation on cut-off angle and plan depth, the most suitable urban built form can be 
chosen. 
  
Figure 3.13: The planning restrictions in Tokyo showing the admissible box (left), Example of design 
point for P=4, n=7, θ=45º, C=0.57 and x=27m (right) 
Therefore, the Form Signature can be used as a master planning tool that can 
shape cities in two different ways, as noted by Radlin and Hemani (2019): 
“The first is to set out a framework (or trellis) into which the city can grow as with 
the planted American cities or the new town extensions of many European cities. The 
second is the use of a masterplan to repair the fabric of the existing city, to filling gaps, 




3.6.2 Application to real existed cities 
3.6.2.1 Urban built form, density and climate 
Built forms considered in this study currently exist in different cities around the 
world in different climate zones, as classified by the Koppen climate classification 
(Rubel and Kottek, 2010). It is important to recognize the characteristics of built forms 
that have emerged for different climatic conditions using the results of this study to 
build their respective maps which show their Form Signature. To this end, 32 districts 
from 19 cities have been selected as case studies to define their land-use 
characteristics using the graphical guidelines. The site coverage and plot ratio of the 
case studies are calculated using their plan depth and number of storeys. This 
information, plus the climatic condition of the cities based on the Koppen classification, 
is detailed in Table 3.5. 
Table 3.5: List of case studies around the world including plan depth, site coverage, cut-off angle and 
plot ratio 
Built Form City (District) x C n P Climate 
a) Pavilion 
Auckland (Ormiston) 13 0.26 2 0.53 
Temperate 
(Cfb) 
Melbourne (Oakleigh East) 12 0.34 1 0.34 
Temperate 
(Cfb) 
Barcelona (Ramble de 
Guipuscoa) 
20 0.23 15 3.48 
Temperate 
(Csa) 
Rome (Municipio V) 15 0.32 5 1.62 
Temperate 
(Csa) 
Tehran (Parand) 24 0.35 6 2.1 
Temperate 
(Csa) 
Putrajaya (Taman Pinggiran 
Putra) 
15 0.39 1 0.39 
Tropical (Af) 
Las Palmas (Calle Virgen del 
Pilar) 
26 0.22 13 2.84 
Dry (Bwh) 
Singapore (Bukit Timah) 12 0.23 2 0.46 Tropical (Af) 
Singapore (Bukit Panjang) 42 0.17 28 4.76 Tropical (Af) 
Hong Kong (Central) 40 0.26 42 10.71 Temperate (cfa) 
Boston (Winter Hill) 11 0.37 3 1.11 
Continental 
(Dfa) 




London (Hither Green) 8 0.21 2 0.42 
Temperate 
(Cfb) 
Lincoln (Monks Road) 11 0.45 2 0.9 
Temperate 
(Cfb) 
Prague (Solidarita) 15 0.3 2 0.6 
Temperate 
(Cfb) 





Oslo (Sofienberg) 12 0.29 5 1.46 
Continental 
(Dfb) 
Tehran (Parand) 14 0.4 3 1.2 
Temperate 
(Csa) 
Putrajaya (Taman Pinggiran 
Putra) 
18 0.57 2 1.14 
Tropical (Af) 
Las Palmas (Calle Henry Dunant) 8 0.33 4 1.32 Dry (Bwh) 
Singapore (Ghim Moh Road) 16 0.22 14 3.08 Tropical (Af) 




Barcelona (Lesquerra de 
Leixample) 
25 0.52 6 3.13 
Temperate 
(Csa) 
Prague (Vinohrady) 17 0.42 5 2.1 
Temperate 
(Cfb) 
Vienna (Johannesgasse) 16 0.43 5 2.13 
Temperate 
(Cfb) 
Rome (Municipio V) 12 0.39 8 3.15 
Temperate 
(Csa) 
Oslo (Sverdrups Gate) 15 0.48 4 1.92 
Continental 
(Dfb) 
Casablanca (Alvalfeh) 14 0.45 6 2.57 
Temperate 
(Csa) 
Muscat (Al Ghubrah South) 6 0.33 6 2 
Temperate 
(Csb) 





Casablanca (Casbat Amin) 9 0.85 6 5.12 
Temperate 
(Csa) 




The site coverage and plot ratios of the case studies were calculated using 
dimensions obtained from Google Maps. Figure 3.14 shows aerial photos of selected 
districts from the examined cities. To this end, the lengths and widths of the buildings 
as well as the site areas were measured on the map to calculate density indicators. 
The dimensions on the Google Maps were validated by practical measurement (using 
laser distance meter) of two areas in Lincoln which are the buildings of the University 











To demonstrate the calculation method used to obtain the value of density 
indicators, the detailed calculation of the Oslo court form is explained here as an 
exemplar case study. Figure 3.15 shows the schematic plan of Oslo case study 
(Sverdrups Gate) including the dimensions obtained from Google Maps. 
 
  
Figure 3.15: The aerial phot (left) and the schematic plan (right) of the Oslo court form case study. 
 
Total area of the site (Z) is simply calculated as: 
Z = 162 * 175 = 28350 m2 
The area covered by one courtyard building is calculated as: 
A1 = 2 * 15 * 65 + 2 * 15 * 49 = 3420 m2 
Having four courtyards in whole site area: 
Atotal = 4 * 3420 = 13680 
Site coverage is calculated as A / Z: 
C = A/Z = 13680 / 28350 = 0.48 
Plot ratio is obtained from Eqn (3.12), and since these are all 4-storey buildings 
(n=4), the results is obtained as following: 
P = n * C = 4 * 0.48 = 1.92 
 
The same method applied for other case studies to calculate their site coverage 






























































































































































































Figure 3.16 shows the Form Signature of the areas considered in the case studies. 
It can be seen that there is one point on the graphs which indicates the unique 
characteristics of the district i.e. any ambiguity resulting from consideration of different 
built forms is removed. The graphs relating to θ=25°, 45° and 65° are shown as 
exemplars, although others can be readily generated. For similar reasons, in a few 
cases, the cities are only approximately attributed on the graphs for illustrative 
purposes. Cases of Las Palmas and Hong Kong (pavilion), Prague and Barcelona 
(terrace) and Casablanca (tunnel-court) are not shown since their cut-off angles are 
around 52°,75°, 18°, 50°and 80°, respectively. 
Although districts would have ideally been selected with consistent form and 
shape, in reality many built districts do not have same number of storeys, cut-off angle 
and plan depth over their entire area. In many cases, the growth of cities with deformed 
grids has also been observed, and a mixture of different built forms can be seen in 
some areas. One of the interesting functions of the presented results is defining the 
average cut-off angle of the cases considered since an exclusive cut-off angle can be 
obtained from the graphs shown in Figure 3.16 that can be considered as an identity 
for the district. This is a very important finding as cut-off angle has a direct relationship 
with daylight availability of buildings which is an influential factor for energy analysis 
on an urban scale. The case of a non-uniform distribution of buildings on site (density 
gradient not equal to one) can be justified by a change in the value of cut-off angles in 
the Form Signature tool. 
By way of comparison between terrace and court forms, for instance, it can be 
concluded that areas with court form generally acquire a higher cut-off angle compared 
to terrace form. The case of tunnel court in Vienna demonstrates the highest site 
coverage among other case studies that is a validation for the results presented in 
section 3.3.2. 
To establish a possible relationship between climatic condition of the cities and 
their form and density, the cities were classified on the graphs based on their climate. 
It can be seen that there is no clear relationship between climate zones and the form 
and density of the built areas that can be recognized, or at least it is not a substantial 
factor for contemporary buildings. In certain climatic zones, it is seen that climate as a 
factor to shape built form, is secondary to cultural aspects. For example, the court form 
is a very popular form in European cities. Nevertheless, in cities with similar climate 
and latitude in the US or Asia, they can rarely be found. There can also be overriding 
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reasons that a particular type of climate does/doesn't use a specific built form, such 
as population, available land and family wealth, which needs further analysis in the 
future. Furthermore, since this classification is based on the main groups of climates 
defined by Koppen, it is a general climate analysis and there are many subgroups that 
may have specific influence on form and density. This can be an area for future 
research. 
3.6.2.2 Urban built form, density and energy 
Connecting the results of this study with a heat map of the cities (an example is 
shown in Figure 3.17) is another important application of these guidelines. By 
distinguishing hot spots and finding their corresponding points on the Form Signature 
diagrams, planners can identify the worst/best form and density combinations in urban 
areas. This then enables future urban policies to be more precise and appropriate 
regarding the energy efficiency of growing urban areas. 
Figure 3.17 shows the heat map of city of Lincoln in UK and its two areas with high 
(1) and low (2) heat intensities. 
 
Figure 3.17: Heat map of heating energy consumption in the city of Lincoln provided by Lincoln City 
Council 
In Figure 3.18, the corresponding points related to the areas marked on Figure 
3.17 are shown on the Form Signature graphs. Area 1 with high heat density is shown 
on the left with site coverage of 0.45, plot ratio of 0.9 and cut-off angle of 25°, while 
area 2 with low heat intensity with lower cut-off angle (15°), site coverage (0.25) and 
plot ratio (0.5), representing a lower density, is shown on the right. By combining the 
statistical data of heat consumption over the whole city (or alternatively data from 
simulation) on the Form Signature diagrams, the relationship of form, density and 




Figure 3.18: Corresponding points of Figure 3.17 on the Form Signature diagrams: high intensity heat 
(left), low intensity heat (right) 
3.6.2.3 Urban built form, density and society 
As one of the main elements of sustainability, social factors can have correlation 
with urban built form and density. McHarg (1969) assessed the propagation of several 
social issues including physical and mental diseases in the city of Philadelphia from 










Figure 3.19: Social issues map of Philadelphia. Adopted from book of Design with Nature (McHarg, 
1969) 
Similarly, the crime map of the city of Lincoln published by Lincolnshire Police 

















































Figure 3.20: Crime map of Lincoln. Adopted from (Lincolnshire Police, 2019) 
Integrating the geography of disease, suicide or crime with the Form Signature 
diagrams, the best urban built form and density to achieve a more socially sustainable 
city can be identified. 
In addition, the Form Signature proposed here postulates the interconnection of 
urban built form and density with socio-economic variables or geometrical parameters 
such as passive zone floor area. This enables us to achieve more accurate plans for 
greater degrees of economic and energy sustainability. 
However, these latter examples of the application of the Form Signature tool in 
urban planning need precise statistical analysis which is outside the scope of this 
study. The case studies were used to validate the model. Built form of traditional cities 
emerged from millennium of bottom-up decision-making processes. In other words, 
from morphological perspectives, traditional urban built forms emerge consistently 
through the application of many local interconnected design decisions that shape the 
overall, global, city plan, which therefore means that the overall city form is unknown. 
The proposed Form Signature is designed to accommodate both formal (orthodox) 
and informal (traditional) urban forms. 
3.6.3 Implications for policy 
In general, urban planning policies are defined based on a variety of factors 
including available land, property market forces, financial restrictions, social needs and 
efficient energy consumption patterns. Enhancement of one of these factors may 
result in the discouragement of others. For instance, as will be explained in Chapter 
5, pavilion form buildings with greater plan depths are more energy efficient (Ahmadian 
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et al., 2019b). However, although it is possible to have very deep plans, it is not usually 
recommended as it limits the potential of passive design strategies resulting in over 
reliance on artificial means for environmental control of buildings such as mechanical 
ventilation (Evans et al., 2017) and artificial lighting (Steadman et al., 2009). This may 
increase energy demand of buildings while having adverse effects on user comfort, 
wellbeing and satisfaction. Utmost increase in plan depth of pavilion form practically 
results in form transformation to court form (Figure 3.21). 
 
Figure 3.21: The evolutionary transformation of pavilion to court form by increasing plan depth 
Court form buildings have other advantages in busy areas of a populated city such 
as London (e.g. beside the streets). It provides the opportunity of having windows 
inside the court to prevent noise and pollution (cleaning effect) to enter the building. 
Furthermore, for urban areas located in hot and arid climates, courtyards create better 
microclimate by having fountain, shadow and vegetation inside the court (Coccolo et 
al., 2016, Khalili and Amindeldar, 2014). Soflaei et al. (2017) showed that courtyard is 
a successful sustainable solution for hot-arid regions of Iran as a matter of climatic 
requirements as well as socio-cultural contexts. 
Therefore, trade-offs between a variety of sustainability factors is a crucial task of 
sustainable urban planning. The development and growth of cities needs to broach 
the three subsets of sustainability: social, economic and environmental. The Form 
Signature tool enables planners and policy makers to achieve sustainability objectives 
by identifying the most suitable urban form/density permutations. By overlaying 
different variables of sustainability on the Form Signature, the diagrams propose 
resilient solutions for future urban developments (Figure 3.22). The common area of 
all analysed components on the diagram shown in Figure 3.22 demonstrates the 
optimum urban built form and density of the city in relation to its social, economic and 
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climatic condition. This tool can be used to shape urban planning policies in the future. 
In other words, the Form Signature tool enables us to transform urban morphology to 
urban policy. 
 
Figure 3.22: Coinciding the sustainability components on Form Signature diagrams 
3.7 Conclusion 
As discussed in the introduction, the world is facing the challenge of enormous 
urban development. The findings reported in this chapter provide rational ways of 
growing cities globally that enables the best possible design conditions. A set of 
guidelines providing a graphical means of qualitatively identifying inter-parameter 
sensitivity of four built forms has been presented through the introduction of Form 
Signature. The presented results facilitate identification of optimum planning 
conditions for sustainable development of future cities. 
The guidelines recognize that there is no globally accepted definition of optimum 
absolute density as it is highly dependent on the consideration of different aspects that 
are determined by urban policies. For instance, the most appropriate urban form and 
density in the case of targeting lowest energy consumption is different from the case 
of targeting the highest economic benefits or social sustainability. 
Results of case study analyses show that 1) there is no significant trend between 
climate and built form/density of urban areas. 2) Areas with court form have been built 
with higher cut-off angle compare to areas with terrace form. 
In general, building higher does not directly mean higher density as it usually 



























specific number of storeys) and decreased site coverage. Hence, it is dependent on 
the desired characteristic of the built area. Also, after exceeding a certain number of 
storeys, for each of the built forms, no significant influence on density indicators is 
evident. The higher the cut-off angle, the sharper the slop of the lines showing plan 
depth. In this case, the x lines sweep larger areas of the graphs meaning that higher 
plot ratio and site coverage can be achieved. Furthermore, the chapter introduces a 
new type of urban built form, termed tunnel-court, which is able to achieve the highest 
density among the others considered in this analysis. For the same site coverage, 
tunnel-court always achieves higher plot ratio while pavilion exhibits the lowest plot 
ratio. 
Development of the Form Signature concept establishes a basis for a form design 
tool (handbook) to inform planning decisions that optimise proposals and effectively 
integrate various variables. Due to its generic nature, it can be more readily utilized by 
practitioners, urban planners, policy makers, engineers and architects in order to 
develop the most appropriate built form and density in particular urban areas based 
on the urban planning policies of that region. Moreover, in the case of existing urban 
areas, these signatures provide a correlation between form and contexts. Hence, they 
provide a robust structure for future statistical assessments on climate, energy, 
economy and social issues to find their relationships with the form/density of urban 
areas. These are the sustainability components that need to be satisfied in order to 
achieve sustainable cities. 
This chapter is an attempt to highlight the far-from-equilibrium structure of cities 
and provides a tool to decode some governing equations on urban complexity that 










Chapter 4: Selection of simulation tool and validation of the 
modelling approach 
4.1 Introduction 
Following the proposed method of study, the energy analysis part of the research 
uses energy simulation software and results will be related to the outcomes of Chapter 
3 to answer the research question of this thesis.  
The urban energy simulation software package, CitySim (Kaemco), is selected for 
this study because it is benefited of peculiar features that are advantageous for this 
study. It initially validated (in this chapter) against SAP simulation studies using data 
obtained for four terraced houses situated in Gainsborough (UK). By attaining the 
results with acceptable deviation, CitySim can be assuredly used for the rest of this 
analysis. 
4.2 Modelling and simulation 
Building energy consumption is affected by many factors such as building 
characteristics (e.g. building size, age, materials, insulation, glazing ratio, window 
type, building energy system and built form) (Elnokaly et al., 2019), urban planning 
(e.g. urban density affected by variables such as cut-off angle of plan), occupant 
density, users behaviour and climate. Many are therefore non-morphological factors 
(Steadman et al., 2014). For instance, the significant impact of occupant behaviour on 
building energy consumption has been demonstrated in several studies from different 
countries, such as the UK (Ben and Steemers, 2014, Sodagar and Starkey, 2016), the 
Netherlands (Guerra-Santin et al., 2009), South Korea (Park and Kim, 2012) and USA 
(Emery and Kippenhan, 2006). It was confirmed, for instance, that lifestyle and 
occupant age (Guerra-Santin and Itard, 2010) are determining factors when the usage 
of heating and ventilation systems are considered. Through use of simulation studies, 
selected parameters can be kept constant for all buildings to compare the influence of 
particular factors across all building forms. For instance, for building plans with 
different form and density, similar building type, occupancy profile, glazing ratio and 
building materials can all be considered in energy simulation software. This provides 
the opportunity to selectively exclude the effects of various parameters from the 
analysis, except urban built form and density, to facilitate an accurate comparison of 
site plans with different forms and densities. 
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4.2.1 Selection criteria for energy simulation software 
Many building energy simulation packages exist that make it challenging to select 
the most appropriate for this research. The selection criteria for a relevant simulation 
tool are i) its capabilities to match the requirement of this study ii) validity and popularity 
of the software that has gained relevant pedigree in the research field iii) the availability 
of user support. There are many commercialized and well-recognized building 
performance simulation tools available in the market. Attia et al. (2012) compared 10 
state-of-the-art building performance simulation tools such as DesignBuilder, IES-VE, 
eQUEST, Green Building Studio, Energy Plus and HEED by means of literature review 
and two online survey among architects and engineers. They considered five selection 
criteria for their analysis, which are 1) Usability and information management of the 
Interface, 2) Integration of intelligent design knowledge-base, 3) Accuracy and ability 
to simulate detailed and complex building components, 4) Interoperability of building 
modelling, and 5) Integration of tools in building design process. The packages 
receiving the highest percentage of agreement of suitability from both architects and 
engineers were DesignBuilder and IES-VE. Additionally, there are also urban energy 
simulation platforms that expand their level of analysis from ‘building’ scale to ‘urban’ 
scale. These also include consideration of urban climate which has a notable impact 
on the energy system (Perera et al., 2018). Through literature review and 
communication with experts, their suitability for this study is also investigated. 
Packages such as SimStadt (Nouvel et al., 2015), TEASER (Remmen et al., 2018), 
HUES (Holistic Urban Energy Simulation Platform), Kurke (Hukkalainen et al., 2017), 
Envision Scenario Planner (ESP) (Trubka and Glackin, 2016) and CitySim (Robinson 
et al., 2009) have been considered, and their relative merits for this study compared. 
The investigation showed that plenty of the mentioned tools have substantial 
disadvantages. For instance, EPS cannot consider the effects of shadowing from one 
building to another, which is an important parameter in urban energy analysis. Some 
features of Kurke are in Finish language and not yet been translated to English. Among 
those remaining, research publications predominantly use or cite CitySim and 
SimStadt. Simulation input is a manual process for CitySim, while it is based on 
CityGML geometrical database for SimStadt (Reinhart and Davila, 2016). This feature 
has an advantage for this research due to the high number of building plans that are 




After conducting an extensive investigation, and due to the nature of the 
underpinning research which focusses on ‘urban’ energy analysis on a scale greater 
than ‘building’ level, it was decided to choose an urban simulation package rather than 
a building simulation tool. Reinhart and Davila (2016) found that these tools show 
better accuracy when analysing a wider variety of buildings. Therefore, the well-known 
building simulation tools (such as DesignBuilder) could not be a good choice for this 
study, and among urban simulation tools, CitySim is recognized as the best 
compromise for this research which has been adopted for several previous studies 
investigating urban energy analysis. Le Guen et al. (2018) used CitySim for improving 
energy sustainability of a village in Switzerland through integration of building 
renovation and renewable energy. Perera et al. (2018) combined CitySim with an 
urban climate model (CIM) and an energy system optimization model to show the 
impact of urban climate on urban energy demand. Moghadam et al. (2019) adopted 
CitySim to develop a new visualization method for evaluation of urban heat energy 
planning scenarios. 
It is notable that the thermal model used by CitySim is more simplified compared 
to ‘building’ energy simulation software (Walter and Kämpf, 2015). Instead, it readily 
considers influential parameters in urban energy analysis such as the shadowing 
effect between buildings as well as inter-reflection between external surfaces using 
both short and long wave radiations. CitySim considers the effect of longwave 
radiation by calculating the temperature of the surfaces. For instance, by changing the 
cut-off angle (see Chapter 5), as an important urban geometric parameter, the amount 
of radiative cooling to the sky is changed (Lauzet et al., 2019) which affects building 
energy demand. These are the peculiar features of this software that are important 
considerations since this study is interested in what happens outside buildings more 
than inside. The simplified thermal model also allows for shorter simulation execution 
times—a significant advantage here since the models developed in this research need 
to be executed thousands of times to examine the impact of different parameters on 
energy performance. For the purpose of this research, buildings are considered as 
black boxes which interact with one another and the outdoor environment, while the 
conditions inside the buildings are considered the same to allow for comparative study. 
In conclusion, regardless of its advantageous urban simulation features, CitySim 
provides a suitable trade-off between input data requirements, computation time 
(Monteiro et al., 2017) and analysis accuracy (Walter and Kämpf, 2015). 
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4.2.1.1 Limitations of CitySim 
Buildings are considered as black box by CitySim that neglects the internal 
partitions/rooms inside buildings. For multi-storey buildings, CitySim is not able to 
recognize the floors inside the building. It consequently cannot spread the number of 
occupants into their relevant floors. Hence, the total number of occupants in buildings 
are considered together inside the box. Moreover, the location of the appliances and 
radiators inside the building cannot be manipulated. These may affect the accuracy of 
the thermal behaviour of the internal space of the building in different zones. 
Nevertheless, this study is mainly concerned the trends of changes in energy patterns 
rather than absolute values. 
CitySim cannot accurately account for the effect of daylight availability on lighting 
energy consumption. Therefore, lighting energy consumption is estimated per unit of 
floor area for the whole building. 
Ideally, to accurately analyse an urban microclimate, computational fluid dynamics 
(CFDs) should be employed (Toparlar et al., 2017) alongside building energy 
simulation studies (Shirzadi et al., 2019). This facilitates the modelling of airflow 
around the buildings in the urban environment, which would provide a better estimation 
of heat loss from the building envelope. CitySim is not coupled with a CFD method in 
this study due to boosting the level of complexity of the analysis without getting too 
much out of it. According to the recommendation of the developer of CitySim, it does 
not make a significant change in the results of this study, while for being able to use 
this feature, a time-consuming training is needed. 
The simplified thermal model of CitySim considers a single thermal zone per 
building that may affect the results specifically in taller buildings. However, this 
limitation was tested in this study and the results show only around 7% difference with 
a case that considers multiple zones per building. This difference exists for all buildings 
with more than one storey and is therefore not regarded as significant for the purposes 
of relative comparisons. 
In conclusion, considering the above-mentioned limitations, CitySim still is the best 
compromise for the purpose of this study because of its valuable ‘urban’ energy 
analysis features. This study mainly tackles the condition outside the building envelope 
rather than the details inside the building (which can be simply considered equivalent 
for all buildings). Meanwhile, the study concerns the relative performance of buildings 
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for a comparison purpose, which mitigates the possible impact of these limitations in 
the holistic view of the results. 
4.2.1.2 Procedure for accurate use of CitySim 
The performance assessment method of using CitySim is adopted from CitySim 
user guide (Mutani et al., 2018). 
Building models are drawn in AutoCAD where all walls, roofs, floors and grounds 
are drawn as ‘surfaces’ using 3DFACE. Special attention is paid to the orientation of 
surfaces to be recognized by CitySim. Drawings are then saved in ‘DXF’ format to be 
readable by CitySim. 
After importing ‘DXF’ files into CitySim some building physical and occupational 
characteristics are defined through the interface. The rest of the characteristics are 
manually accomplished by changing the codes inside the ‘XML’ file (see Appendix B) 
from CitySim (using Notepad++) e.g. for heating and cooling periods, presence of 
lighting and appliances, etc. 
Simulation outputs result in the generation of ‘TSV’ files, where the ‘.TH’ file is of 
particular interest to this study, and this is converted to a more useful Excel format. 
The file is composed of columns listing hourly data of heating/cooling demand, internal 
gains, electricity consumption and machine power, for instance. 
To generate yearly/monthly accumulative figures, a MATLAB routine has been 
developed to aggregate the data on a monthly/yearly basis (see Appendix C). 
4.2.2 Source of climate data (Meteonorm software) 
Climatic data is obtained from Meteonorm; a database having measurements from 
8000 weather stations, five geostationary satellites and a globally calibrated aerosol 
climatology. The database of ground stations is extended with data from geostationary 
satellites to fill gaps in areas where there are no available weather stations 
(Meteonorm). Furthermore, it contains algorithms to calculate extreme years as well 
as three IPCC Climate Change scenarios that allows projections to the year 2100. 
Meteonorm can be integerated with CitySim to perform PV, solar thermal and 
building simulations. It has been adopted for use with CitySim in several previous 
studies (Coccolo et al., 2016, Moghadam et al., 2019, Mohajeri et al., 2016) and is 
able to provide 10 years average temperature data (2000-2009) and 20 years average 
radiation data (1991-2010) at any specific location on the earth. Measurements 
required by CitySim include air temperature, surface temperature, beam radiation, 
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horizontal diffuse radiation, wind speed, wind direction, relative humidity, precipitation 
and cloud cover fraction on hourly basis (see Appendix D). These parameters along 
with a horizon file of any geographical location are generated by Meteonorm (‘.cli’ and 
‘.hor’ files), which are readable by CitySim. Horizon data contains information about 
natural obstacles (e.g. mountains) around specific locations (from-180° to +180°), and 
allows CitySim to consider the possible impact of obstacles on the parameters such 
as the solar radiation received by the location (shadowing effect of the obstacles) and 
the wind direction and intensity, which can affect building energy consumption (Nikkho 
et al., 2017, Salvati et al., 2020). Huifen et al. (2014) showed that different wind angles 
mainly affect heating and air conditioning energy consumption, and Salvati et al. 
(2020) showed that reductions in wind speed can impart a significant increase in 
cooling energy demand. Moreover, Nikkho et al. (2017) found that wind direction and 
speed can lead to a 5% change in total building energy consumption (heating plus 
cooling). 
4.2.3 Validation of the model 
4.2.3.1 Use of a pilot study 
CitySim has previously been validated using both monitored data and other 
energy simulation software: Coccolo et al. (2013) validated CitySim against 
EnergyPlus software using two existing buildings (a single-family dwelling and an 
office building). The buildings were located in EPFL campus in Ras al Kaimah (United 
Arab Emirates) and it was planned to transform them to achieve Minergie standard 
(Kriesi et al., 2011). They simulated energy consumption of the buildings using 
EnergyPlus software with an hourly time step. Coccolo et al. (2013) used CitySim 
software to simulate the energy consumption of the same buildings for comparison. 
The results showed 1% difference for yearly cooling demand of buildings as they 
existed, while the discrepancy was 19% for buildings in case of enhancing them to 
Minergire standard. This discrepancy was justified by the complex blinds system 
studied using EnergyPlus. Walter and Kämpf (2015) compared CitySim and BESTEST 
(Building Energy Simulation Test) comparative testing approach for calculating the 
annual heating and cooling energy demand as well as peak heating/cooling 
requirement of buildings. BESTEST is composed of a suite of simulation tools from 
different countries. A rectangular single room building was considered as the base 
case study. By changing the building characteristics (e.g. envelope inertia, number 
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and dimensions of windows, presence of overhang etc.), nine case studies were 
provided in the validation analysis. Results showed that annual and peak 
heating/cooling demand provided by CitySim were always between the minimum and 
maximum values achieved by the BESTEST tools for all case studies. In general, the 
results indicated less than 1% discrepancy between the two packages that 
demonstrates the reliability of CitySim. Moreover, they experimentally verified the tool 
using monitored data of the annual heating consumption of an EPFL campus building 
and the results showed only around 5% discrepancy. 
In addition to the investigation of the above-mentioned third-party validations, the 
simulation model is validated for this research through use of a pilot study. In this way, 
not only is the reliability of the chosen modelling package further examined, but also 
the creditability of the modelling and its relevant assumptions used in this research are 
tested and verified. In this section, the results of CitySim (that works in urban scale) 
simulation with SAP (that works in building scale) simulation results are compared to 
explore the accuracy of CitySim. Because the software that works in building scale 
considers higher level of details for their simulation, which increases their accuracy. 
Similarly, Monien et al. (2017) validated an urban simulation tool, SimStadt, by 
comparing its results with the results obtained by building simulation software 
(TRNSYS) for six different buildings, and found that the deviation is less than 10% for 
four buildings and larger (17 and 24%) in two other cases. Coccolo et al. (2013) used 
the same method to validate CitySim against EnergyPlus and obtained 1-19% 
discrepancy. Reinhart and Davila (2016) validated urban building energy models 
(UBEN) against building energy models (BEM) with error range between 7% and 21% 
for heating energy load. Hence, if the results generated by CitySim is in a reasonable 
agreement with a building simulation tool, its accuracy is confirmed with good 
approximation. 
The pilot investigation is composed of four social houses certified to the code for 
sustainable homes level 5 sited in Gainsborough (UK). These houses are selected 
firstly because of the availability of data, and secondly because, as terraced houses, 
they can be treated as a single building block that contains all the houses within it. 
This is the method that buildings are modelled in CitySim, which will be the basis of 
modelling in the rest of this study. Therefore, the accuracy of CitySim modelling is 
tested by comparison of its results with results from available data. The energy 
84 
 
consumption data of the houses was already available from both SAP simulation 
models and on-site measured data (Sodagar and Starkey, 2016). 
The Standard Assessment Procedure (SAP), formulated by the Building Research 
Establishment (BRE), is used for the calculation of a dwelling’s energy efficiency and 
carbon emissions in UK to demonstrate compliance under Part L of building 
regulations (Murphy et al., 2011). It is at the heart of government policy concerning the 
measurement, identification and improvement of the UK building stock, which is widely 
used by government departments, energy companies, local authorities and 
architectural practices energy audits. Furthermore, for new buildings in the UK, it is 
the most important calculation procedure for assessing and certifying energy 
performance (Kelly et al., 2012). SAP is based on a steady state method that is able 
to estimate energy consumption in dwellings, including space heating, water heating, 
lighting, electrical appliances and cooking (Crobu et al., 2013). Monthly mean internal 
temperatures are calculated from mean external temperature, solar and internal heat 
gains, heat gain utilization factor, the heating system hours of operation and its 
characteristics, heat losses through the fabric and the dwelling’s thermal mass (Stone 
et al., 2014). The SAP methodology is based on a series of simple physics-based 
calculations (Stone et al., 2014) and empirical evidence (Murphy et al., 2011). Its 
reliance on simple equations creates less scope for errors to occur in calculations 
(Murphy et al., 2011). Some shortcomings of SAP are its simplified early stage model, 
its insufficient expertise to accurately interpret the SAP system that required to be 
demystified to enable accurate interpretation. The tool has been criticized, however, 
for the complexity of the procedure of assessment and it is considered time consuming 
for the accuracy it provides (Crobu et al., 2013). Compared with the as-built design, 
SAP predictions may reflect the minimum expected energy consumption since the 
performance of building components are more likely to be below the specifications 
than above them (Summerfield et al., 2011). 
It should be noted that the actual measured data was not chosen for validation 
since the effects of occupant behaviour is known to have significant impact on the 
results e.g. for two mid-terrace houses under similar conditions viz. same number of 
occupants, similar area and volume and same geographical location, the annual 
energy consumption can have up to 60% difference. Other reason for this disparity 
could be issues with energy monitoring. Hence, this is an evidence showing that actual 
data is extensively affected by other parameters (Summerfield et al., 2011). 
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The four terraced houses are situated in Cross Street (Gainsborough, UK) with 
latitude of 53.401° N and longitude of -0.772° E. This is basically a building block with 
two mid and two end terrace houses, as shown in Figure 4.1. House numbers 1, 2 and 







Figure 4.1: Four terrace houses in a building block (a) floor plan of houses (Adopted from Sodagar 
and Starkey (2016)) (b) Photo of south-east view of the block (Adopted from Senave et al. (2019)) 
Figure 4.2 (a) shows the block of houses without surrounding while Figure 4.2 (b) 
shows it among its neighbours with distances obtained from Google Maps. The 











CitySim simulation was initially run on the model shown in Figure 4.2 (a) in order 
to allow for a similar implementation under the same conditions as SAP. Subsequently, 
CitySim simulates the model shown in Figure 4.2 (b) to demonstrate its advantages 
for the purpose of this study. 
The physical characteristics of the houses are given in Table 4.1. 
Table 4.1: Physical characteristics of houses and number of occupants 
 House 1 House 2 House 3 House 4 Average 
Number of floors 2 2 2 3 - 
Wall U-value (W/m2K) 0.14 0.14 0.14 0.14 0.14 
Roof U-value (W/m2K) 0.12 0.12 0.12 0.12 0.12 
Floor U-value (W/m2K) 0.12 0.12 0.12 0.12 0.12 
Glazing ratio - North 0 0 0 0.1 0.1 
Glazing ratio - East 0.13 0.17 0.21 0.11 0.16 
Glazing ratio - South 0.12 0 0 0 0.12 
Glazing ratio - West 0.21 0.27 0.21 0.19 0.22 
Window U-value (W/m2K) 1.15 1.15 1.15 1.15 1.15 
Infiltration rate (ach) 0.32 0.33 0.26 0.33 0.31 
Number of occupants 2 3 3 3 11 (total 
value) 
Occupant density (m2/per) 33.2 24.3 22.1 33.8 28.4 
Sensible heat (W/person) 70 70 70 70 70 
Latent heat (W/person) 45 45 45 45 45 
Radiant part 0.6 0.6 0.6 0.6 0.6 
 
Glazing ratios presented in Table 4.1 are the window to wall ratios calculated from 
the technical drawings of the houses. 
According to The Government’s Standard Assessment Procedure for Energy 
Rating of Dwellings document (SAP, 2012), the heating period of houses is considered 
from October to May (from day 274 of year to the day 151 of the next year). Since this 
assumption was made by SAP software for energy simulation of the houses, the same 
assumption is made in CitySim for consistency. No cooling period is considered for 
this pilot study. The minimum and maximum internal room temperatures (setpoint 
temperatures) is also taken from SAP documents, which are considered to be 20ºC 
and 24ºC, respectively. The minimum room temperature is 21ºC for the living room 
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and 18ºC elsewhere. However, since CitySim analyses the building as a single volume 
without considering separated rooms inside it, the average value of 20ºC is chosen. 
Since the form and shape of whole buildings are of interest rather than the details 
inside the buildings, in this pilot study some details inside the buildings, such as 
location of partitions and radiators, are neglected. It should be noted that internal 
planning can significantly affect the energy consumption due issues such as passive 
solar potentials and zones coupling. However, since they are not considered in the 
analyses of this thesis, validation of the model with this pilot study demonstrates that 
ignoring these facts at an urban level is a reasonable assumption. 
CitySim model considers the whole building as a united space (single volume), 
which means it deals with one block as big as four houses together (instead of four 
separated houses), with the same shape and physical features that shape overall built 
form, such as external walls, roofs and fenestration. In this case, for the characteristics 
with different values, the average value is considered (Table 4.1). For instance, the 
average value of infiltration rate is 0.31 ach for whole block. The number of occupants 
is the accumulative value for the four buildings, which is 11 people.  
To have a precise evaluation of internal gains, the presence of appliances and 
their relevant electricity consumption are considered for houses. In the SAP 
predictions, regulated energy from fixed appliances such as lighting, fans and cooking, 
plus unregulated energy consumption from refrigeration, computer equipments and 
wet appliances is considered (Starkey, 2014). In CitySim, the energy consumption by 
fans, pumps and hot water is not considered, while lighting and appliances such as 
TV, PC, fridge-freezer, washing machine, oven, kettle and dishwasher are considered. 
It is assumed that each house has one of the mentioned appliances and the typical 
power required by each is obtained from CIBSE Guide F (CIBSE Guide F, 2012). 
These differences in assumptions for appliances may lead to discrepancies in the final 
results. However, since only the heating energy demand of the buildings is going to 
be compared, the heat generated by operating appliances is most important rather 
than their electricity consumption, as it affect internal gains and consequently heating 
energy demand of the buildings. 
The climate and horizon files related to the exact geographical location of the 
houses were generated by Meteonorm. The model was imported to CitySim along with 
related climate data. The climate data is the average 10 years data at this location, 
which is obtained by interpolation between the main geographical points on the earth 
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with known data in Meteonorm. Therefore, it might not be exactly similar to the 
corresponding data used for SAP simulation. 
The yearly space heating energy demand obtained from SAP and CitySim are 
shown and compared in Figure 4.3.  
  
Figure 4.3: Yearly space heating energy consumption obtained by SAP and CitySim 
The resulting energy consumption obtained from the CitySim model is 8494 
kWh/year, which shows only a 1.9% discrepancy from the results obtained from SAP 
analysis (8331.13 kWh/year). Although this provides a good alignment, the differences 
in assumptions and performance of the simulation tools should be considered. CitySim 
considers the whole building as a single volume and used the average values in Table 
4.1, while SAP considers each building separately including its internal belongings 
(e.g. number of occupants, partitions etc.) and obtained the results for each single 
building. They have used different weather files that influence the accuracy of 
predicted energy demand, because difference in outdoor temperature, wind speed and 
so on can certainly influence the energy demand of the building. However, the 
influence is more significant for calculations of cooling energy demand (Chiesa and 
Grosso, 2015), which is not under consideration for these buildings. Moreover, 
Schwartz and Raslan (2013) showed that weather files do have a considerable 
influence on the total predicted loads. The results of their experiments showed that 
even by using an identical weather file, there still is the possibility of obtaining different 
results for heating load calculations. These close results might be due to the similarity 
of input data and assumptions as well as the simplifications inherent in the algorithm 
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not a common language to describe what the tools could do (Crawley et al., 2008). 
Using the same DWG file, different tools may calculate floor area differently (Schwartz 
and Raslan, 2013) that causes difference in final energy simulation results. 
The collective influences of all above-mentioned parameters could have been 
ironed out and their aggregated impact resulted in such close alignment of results, 
which can be rational as Pang et al. (2016) also found when using different simulation 
tools. Nevertheless, it does demonstrate the reliability of CitySim and the assumptions 
made for this urban analysis. Due to this unexpected closeness of the results, the input 
data was systematically checked and after repeating the simulation the same results 
were obtained. Therefore, although the level of details inside the building is lower in 
CitySim (to perform urban analysis), it delivers results with acceptable level of 
certainty. 
Next, the whole neighborhood of four the social houses including surrounding 
buildings, shown in Figure 4.2 (b), is imported into CitySim. In this way, the advantage 
of CitySim compare to building simulation tools is examined. The physical 
characteristics and occupancy profile of the houses remain as in the previous analysis. 
The only difference is the presence of neighbor buildings that causes shadowing 
effect, change the wind flow pattern around the building, and influence short and long 
wave irradiation being reflected between external surfaces. CitySim takes into account 
the influence of all these parameters. It calculates the temperature of all external 
surfaces that consequently determines their relevant longwave irradiation. This is a 
very important parameter in urban energy analysis because the geometry of street 
canyons, specifically in high density urban areas (Perera et al., 2018), helps trap 
incoming radiation and consequently stores more heat. It maintains higher surface 
temperatures for longer periods of time by reducing the rate of long-wave radiant 
cooling at night (CIBSE Guide F, 2012). This causes UHI effect. 
Figure 4.4 shows the resulting (a) surface temperature (b) short-wave and (c) long-
wave irradiation from external surfaces of the model simulated by CitySim for the 












Figure 4.4: CitySim simulation results showing (a) surface temperature, (b) short-wave irradiation and 
(c) long-wave irradiation from external surfaces (in February). 
As observed from Figure 4.4 (a), the highest surface temperature belongs to 
south-facing walls (without obstacles) as well as the inclined roof of house 4, shown 
in red. The average surface temperature during February for these hot spots is ~6.8⁰C. 
It is clear that the other surfaces, including south-facing walls with obstacles, are 
cooler on average (shown by other colours). During the summer months, the hotter 
surfaces are the roofs rather than the south-facing walls due to the angle of the sun 
that is more vertical compared to the case in wintertime. For instance, the average 
surface temperature of hottest surfaces in July is 27⁰C, which is comparable with the 
results obtained by Shahrestani et al. (2015). Figure 4.4 (b) shows the total short-wave 
irradiation received by each surface for February. It aligns with the results shown for 
surface temperature because the same surfaces are shown by red indicating the 
highest intensity of short-wave irradiation, which is around 44 kWh/m2. This value is 
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more than three times higher for June due to the higher intensity of irradiance. Figure 
4.4 (c) shows the average long-wave irradiation from surfaces in February. The hot 
spots of the plan are the same surfaces, which are shown in dark blue in this figure. 
This can validate the figures (a) and (b) because the surfaces with highest temperature 
that receive greatest short-wave irradiation are able to radiate back the greatest 
amount of long-ware irradiation, which totals around -23.58 kWh/m2 for February (the 
value is negative because it is sent by the surfaces and not received). 
The space heating energy demand is 9070.9 kWh/year, 6.7% higher than the case 
without considering surroundings. This is due to the shadowing effect of adjacent 
buildings (specifically the one situated in the southern side) causing a reduction in the 
internal gains and consequently increase in the heating demand (Chan, 2012, 
Nikoofard et al., 2011). 
Figure 4.5 shows results for the second analysis with CitySim and compares the 
results with two previous cases. 
 
Figure 4.5: Comparison of SAP analysis results with CitySim in both cases of excluding and including 
surrounding buildings from and in the model 
The final heating energy demand predicted by CitySim is 8.5% higher than 
predicted by SAP. This is a justifiable difference for validating CitySim, specifically due 
to the consideration of neighbor buildings that increase heating energy load (Nikoofard 
et al., 2011). By demonstrating the reliability of CitySim, this software is used for 
energy simulation in the rest of the analysis, which includes the main body of this 
study. To maintain the reliability of modelling, the same climate data source and the 
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4.2.3.2 Use of benchmarking 
To further increase the degree of confidence in the simulations results presented 
in subsequent chapters, those obtained from CitySim will also compared with a few 
benchmarked values taken from previous publications. 
According to the Zero Carbon Hub (ZCH, 2009) report, the maximum space 
heating and cooling energy demand of building should be 39 kWh/m2/year for 
apartments and mid terrace houses and 46 kWh/m2/year for end of terrace, detached 
and semi-detached houses. Passive House Planning Package (PHPP) (Feist et al., 
2007) designer’s companion indicates that the maximum heat demand of a passive 
house building should be 15 kWh/m2/year, while the same value is valid for cooling 
demand as well (Lewis, 2014). 
According to the study by Ridley et al. (2013) which monitored energy 
performance of Camden Passive House, the total gas and electricity consumption of 
building was 65 kWh/m2 per year. The building was certified to the Passive House 
standard, which are generally higher than what is considered for this study. Hence, it 
is expected to have better energy performance compared to buildings considered in 
this study. Ridley et al. (2013) compared the results of their study with the results 
obtained from other houses such as BedZed 90 kWh/m2/year, The Long House 80 
kWh/m2/year, One Brighton 72 kWh/m2/year and Princedale Road 63 kWh/m2/year 
(Starkey, 2014). 
CIBSE guide TM46 (CIBSE TM46, 2008) indicates electricity typical benchmark 
and fossil-thermal typical benchmark of general accommodation equal to 60 kWh/m2 
and 300 kWh/m2, respectively. However, these numbers are somewhat dated and 
newly developed buildings with the latest standards are expected to show better 
energy performance. Moreover, fossil-thermal demand is different from building 
envelope energy demand and it is dependent on the efficiency of the conversion 
technology. 
The above-mentioned values will ultimately be compared with the results obtained 
in section 5.2.1 to support the validity of the presented research results. 
4.3 Conclusion 
In this chapter the model of four terraced houses was developed and simulated in 
CitySim. The model considers whole building as a black box containing all four houses. 
This is the basis of the modelling and simulation studies using CitySim that is going to 
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be used in subsequent chapters. Therefore, the results of the models simulated by 
CitySim have been compared with readily available data of the energy analysis of the 
buildings from SAP. The outcome of this comparison showed only 1.9% (in case the 
surrounding buildings are not considered by CitySim) and 8.5% (in case the 
surrounding buildings are considered by CitySim) differences between the two tools, 
which is an acceptable tolerance. The study has shown that when neighbor buildings 
are considered by CitySim, energy demand increases due to the shadowing effect of 
adjacent buildings. This demonstrates the particular characteristics of CitySim that is 
able to consider the influence of the urban environment around the building. This gives 
a more precise estimation of building energy performance on a district/city scale. As a 
result, the reliability of CitySim to be adopted for the main body of this thesis has been 
verified. 
Furthermore, benchmark figures are introduced in the previous section that show 
typical yearly energy demand of buildings per square meter. These numbers will be 





Chapter 5: Effect of urban built form and density on building 
energy performance 
5.1 Introduction 
The relationship between urban built form and density for the four presented urban 
built forms was established by developing the Form Signature in Chapter 3. In this 
chapter, building energy performance is added to the Form Signature graphs to 
establish the correlation of urban built form (pavilion, terrace, court and tunnel-court), 
density and building energy. Building energy analysis is performed on the geometrical 
models of the urban built forms, introduced in Chapter 3, using CitySim. The City of 
London, representing a temperate climate, is considered as a case study location. 
To ensure a like-for-like comparison between built areas with different densities, 
theoretical master plans are developed for energy analysis of residential buildings. 
Heating, cooling and electricity energy demand of buildings can be calculated by 
CitySim depending on the climate, for the London case therefore, only heating and 
electricity energy demand is considered as explained in section 5.2.1.1. Obtaining the 
yearly energy demand of buildings per unit of floor area, these values are adopted to 
make the heat map of energy intensity on the Form Signature graphs. Subsequently, 
an energy indicator termed Energy Equity is introduced, representing the ratio 
between PV energy generation installed on the roof of the buildings, and the total 
building energy consumption. The values of Energy Equity are also overlaid on the 
Form Signature graphs illustrating the simultaneous correlation of building energy 
performance with geometric variables and density indicators. Finally, the energy 
performance of different built forms with similar geometric parameters (and different 
densities) are compared to identify the best and worst built forms in this climate. This 
comparison is repeated for the case of constraining density whilst changing the 
geometric parameters. Furthermore, the study shows that the same density for the 
same built form can be achieved by different combinations of geometric parameters 
that impact on the energy performance of buildings. 
Urban planning choices have a significant effect  on reducing building 
heating/cooling consumption (Hukkalainen et al., 2017) rather than electricity 
consumption. These urban planning choices affect district energy analysis that 
includes building energy demand, different energy supply alternatives and 
transportation energy. The main influential choices are land use and layout of the area 
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as well as the type and scale of buildings (Yeo et al., 2013). Urban and spatial planning 
strategies and policies need to connect urban energy efficiency actions (Zanon and 
Verones, 2013). With an emphasis on energy efficiency/performance, these large-
scale (urban) decisions are correlated with small scale (building) decisions, which is 
hidden in the form and density of urban areas. Addressing this triangular correlation 
between urban built form, urban density and building energy is the main objective of 
this chapter. The chapter, therefore, addresses the identified gaps in current literature 
by proposing a novel urban energy planning tool for temperate climates, establishing 
correlations between building energy demand and PV energy generation with urban 
built form and density. 
5.2 Case study analysis (London) 
Here, geographic and climatic conditions of the metropolitan City of London are 
used as a case study for energy simulation. It is located in latitude of 51.5074° N and 
longitude of 0.1279° W, representing temperate climate in the Koppen climate 
classification as it resides in the subcategory of ‘cfb’ (Marine West Coast Climate). 
With a population of 9,304,016 (World Population Review, 2020b) it has a significant 
contribution to overall urban energy consumption, which indicate the necessity of 
energy optimization in it. Hence, providing guidelines for the optimization of energy 
with respect to its built form and density is very beneficial for future developments in 
this city that can conserve significant amounts of energy and prevent high levels of 
carbon emissions. Meanwhile, the availability of further studies on London in the 
literature provides the opportunity of comparing the results of this study with others. 
Case studies based on alternative climates are explored in Chapter 6 to examine the 
impact of climate on energy, form and density. 
5.2.1 Building energy demand 
The main part of this analysis begins by assessing the theoretical plans of 
buildings which are drawn according to the geometrical models developed in section 
3.2. Therefore, the influence of each geometrical variable on the building energy 
performance can be critically observed. A site plan with an array of buildings of similar 
geometry is provided for input to the energy simulation (Figure 5.2, Figure 5.7, Figure 
5.9 and Figure 5.11). Then, by changing the geometrical variables of the site plan (as 
shown in Figure 5.1) with specific intervals, new simulation trials are undertaken for all 
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built forms (pavilion, terrace, court and tunnel-court urban built forms) introduced in 
Chapter 3. 
 
Figure 5.1: Schematic illustration of changing geometrical variables in site plan 
5.2.1.1 Pavilion built form 
Being inspired from geometrical models shown in Figure 3.1 (Chapter 3), an 
exemplar array of pavilion buildings for case of 18m plan depth, 6-storey and cut-off 
angle of 45⁰ is shown in Figure 5.2. In this plan, all buildings possess exactly the same 
geometry, physical characteristics and occupancy profile that reflects their similar 
energy performance. Hence, the central building in Figure 5.2, which is marked by 
black circle, is the target building in this analysis. The energy performance of the 
remaining buildings was examined by performing simulation trials, with results 
indicating that due to the similarity of the buildings, the energy demand of other 
buildings (except the ones at the edge of the plan) are very close to that of the central 
building with less than 0.01% difference. The presence of the remaining buildings is 
due to the provision of the neighbourhood condition around the target building. 
However, the simulation is executed for all buildings in the plan. In this way, the 
performance of the building within a district is assessed that demonstrates the nature 




Figure 5.2: A model of pavilion-built district with series of pavilion buildings for energy simulation 
purpose. The target building is marked by a black circle. 
The model is used with CitySim and all characteristics are defined through either 
the software interface or changing the underlying code. The required data has been 
obtained from reliable sources from the UK governmental documents and reports such 
as Approved Documents, CIBSE guides and SAP reports, which are referenced in the 
text. They are as follows: 
• Internal temperature: Typical minimum (Tmin) and maximum (Tmax) setpoint 
temperature for heating and cooling periods are considered as 20⁰C and 
24⁰C, respectively (SAP, 2012). 
• Infiltration rate: The infiltration rate of all building is chosen to be 0.5 ACH 
according to the typical value recommended by the Building Regulations 
(Approved Document Part F, 2010). Reduction of the infiltration rate can 
have a positive impact in terms of decreasing space heating requirements 
(Gillott et al., 2016). 
• Heating and cooling period: Heating season begins from October and lasts 
until the end of May according to SAP (2012). Due to the temperate climate 
of the UK and its mild summers, normally no cooling load is considered for 
residential buildings. This is not only demonstrated in the studies by other 
researchers (Rode et al., 2014, Steemers, 2003), but also is emphasized 
in the United Kingdom housing energy fact file (Palmer and Cooper, 2013). 
In practice, the heating season for a well-insulated building will be shorter 
than that for a poorly insulated building (Jung et al., 2018), which shows 
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the impact of building physics on building energy system design and 
consequently total energy consumption. 
Due to the effects of climate change, it is possible that buildings in the UK 
will also require cooling in near future. As anecdotal evidence, the electricity 
consumption in Italy has been increased due to the large adoption of 
electric heat pumps for summer cooling (Ascione et al., 2013). This could 
contribute to ‘built form drift’ in the future—this is explored in Chapter 6. 
• Envelope U-values: Following Building Regulations (Approved Document 
Part L1A, 2016), the current standard of U-values of walls, roofs and floors 
are 0.3, 0.2 and 0.25 W/(m2.K), respectively. However, according to fabric 
energy efficiency standard (FEES) (CIBSE guide B1, 2016), the values of 
0.18, 0.13 and 0.13 W/(m2.K) are considered to be good practice for walls, 
roofs and floors, which are much better than minimum acceptable values. 
A large portion of existing buildings may not have this high standard of 
thermal transmittance. Nevertheless, since materials and technology are 
continually improving, and this study is identifying the optimal options for 
future developments, the best practice cases are adopted in this study. It is 
notable that the emergence of materials with higher efficiency in future is 
predictable. 
A selection of materials and composites are already defined in CitySim. 
However, to achieve the exact U-value indicated in the Approved 
Document Part L1A (2016), the author determined new composite 
materials in CitySim code to impart the required U-values. Then, by 
selecting each wall, roof or floor, the desirable values were specified though 
the software interface. 
• Windows U-value: Considered to be 1.4 W/(m2.K) according to SAP (2012). 
Simply defined through the CitySim interface. 
• Windows g-value: Considered to be 0.63 according to SAP (2012) and the 
Building Regulations (Approved Document Part L1A, 2016). 
• Glazing ratios: The percentage of glazing for residential building is a design 
parameter. Hence, a range of glazing ratios can be found in buildings. 
Changing the glazing ratio can significantly impact building energy 
consumption (Eljojo, 2017, Ghisi and Tinker, 2004). Its value should be 
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chosen as a compromise between energy, overheating and daylight 
(Happold, 2018). The minimum value of glazing ratio is limited by view 
(CIBSE Guide F, 2012) and the maximum value is limited by energy 
consumption. Glazing ratio is also different based on building typology, and 
modern office buildings normally use highly glazed facades (DeForest et 
al., 2017) that is higher than normal residential buildings. Table 5.1 shows 
the minimum glazed area required to satisfy the view from inside for a range 
of plan depths. 
Table 5.1: Minimum glazed areas for view (Adopted from CIBSE guide F) 
 
An analysis is undertaken later this section to obtain the most suitable 
choice of glazing ratio. To this end, the minimum suitable daylight factor 
recommended by CIBSE guide A (2019), of 5%, is adopted. The daylight 
factor equation is given in the Code for Sustainable Homes technical guide 






DF = the average daylight factor 
           W = total glazed area of windows or roof lights 
A = total area of all the room surfaces (ceiling, floor, walls and windows) 
           R = area-weighted average reflectance of the room surfaces 
           M = a correction factor for dirt 
           T = glass transmission factor 
u = angle of visible sky 
To obtain the total glazed area of windows, the equation can be re-arranged 
for W. Having considered most of the variables, the equation can be 








1 ∗ 65 ∗ 0.63
= 0.0916 ∗ 𝐴 (5.2) 
In Eqn (5.2), total glazed area (W) is only dependent on the total area of all 
the room surfaces (A). Considering pavilion built form and changing the 
values of plan depth from 6 to 60m, A, and Consequently W, is obtained for 
each plan depth. Then, the total glazed area is divided by the total wall 
surface area in each case to obtain the glazing ratio of each wall. The 
orange line in Figure 5.3 illustrates the trendline of this analysis. 
On the other hand, according to Approved Document Part L1A (2016), the 
total opening areas of the building (windows and doors) shall not exceed 
25% of total floor area. This maximum threshold was also calculated for the 
pavilion building with the plan depth range given previously. The outcome 
of the three analyses is summarised in Figure 5.3. 
 
Figure 5.3: Trend of changing glazing ratio by increasing plan depth in cases of minimum, maximum 
and calculated values 
According to Figure 5.3, the glazing ratio can be high, even close to one. It 
can also be seen that the maximum line (grey line) exceeds a glazing ratio 
of 1, which is not practically possible. This is a consequence of two factors 
i) this characteristic line follows the guideline regarding the maximum 
allowed glazing ratio, and is not sufficiently accurate for this case, and ii) 
the assumption considers plans with long depths (e.g. 50 or 60 m) without 
any partition/room, which practically not the case for residential buildings. 
To identify the practicality of these figures, a survey and estimation of 

























undertaken. It showed the wide range of glazing ratios for different 
buildings, which demonstrates the design-oriented nature of this 
parameter. For instance, Happold (2018) suggested the glazing ratio of 
residential buildings is between 35% and 65%. Tzempelikos and Athienitis 
(2007) found that 30% glazing ratio for Montreal climate could ensure 
enough daylight for office buildings, and that increasing the ratio results in 
higher building heating and cooling loads. 
To examine the effect of changing the glazing ratio on energy consumption, 
an exemplar theoretical model such as Figure 5.2 is analysed using 
CitySim. The model is composed of 10-storey pavilion buildings with 18m 
plan depth. While other input parameters are kept constant, their glazing 
ratio is changed from 20% to 80%. The results of yearly heating energy 
demand for each glazing ratio are reported per square meter, and shown 
in Figure 5.4. 
 
Figure 5.4: Trend of changing heating energy demand against glazing ratio for 10-storey pavilion 
building with 18m plan depth 
It shows that higher glazing ratio means higher heating energy 
consumption. 
The geometry and distribution of windows were considered the same for all 
orientations and it is acknowledged that for walls with different directions, 
different values of glazing ratio can be practically considered. For instance, 
larger south facing windows are may be better than other orientations as 
they can actually reduce heating loads. This is among the principles of 





















and is a comparative analysis, the same value of glazing ratio is assigned 
for all walls regardless of their directions. For the same reason, no shading 
was considered for the buildings, though the presence of shading would 
change internal heat gain and consequently total building energy demand. 
Double-glazed windows were used for this analysis, however, increasing 
window insulation standards (i.e. triple-glazed windows) may mitigate the 
sharpness of this trend line. The results shown in Figure 5.4 are compatible 
with the study by Feng et al. (2017) for the cold climate of a Chinese region, 
and Marino et al. (2017) for Italian climatic conditions. They also 
demonstrated that cooling energy demand shows a rising trend against 
increasing glazing ratio. Tereci et al. (2013) found that increased glazing 
ratio on the north facade increases heating energy demand, however, 
heating demand is unaffected by increasing the glazing ratio of the south 
facade. This is also confirmed in the results shown in Figure 5.4 which 
shows cases with the glazing ratio increasing simultaneously in all 
directions. 
Although graphical results of Figure 5.3 shows that any glazing ratio can 
theoretically be chosen, Figure 5.4 shows that it is not energy efficient to 
increase glazing ratio without limitation. With this in mind and through a 
survey of recent commercial housing developments in the UK, it is 
concluded that 40% glazing ratio is a good practice value for this study to 
satisfy energy efficiency, provision of adequate daylight, and adequate 
viewing requirements etc. Figure 5.3 shows that 0.4 is always above the 
minimum required glazing ratio and supports the validity of this choice. 
Rode et al. (2014) also used a glazing ratio of 40% for studying the 
correlation of urban morphology with heating energy for four European 
cities including London. 
• Openable area: According to CIBSE Guide F (2012) (page 5-6) and 
Approved Document Part F (2010), the openable area should be at least 
1/20th of floor area for rapid ventilation. Moreover, according to SAP (2012) 
and Approved Document Part L1A (2016), the opening areas of buildings 
should not exceed 25% of total floor area. As a result, the openable fraction 
of the walls should be at least 0.2. By further analysis and examining the 
openable area of existing buildings, on average the value of 0.25 provides 
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a good choice, and is in agreement with SAP (2012) and Approved 
Document Part L1A (2016) documents. 
• Number of occupants: To make accurate comparisons between different 
models, the density of occupants in all the models was kept constant. 
Therefore, instead of determining number of occupants for each case, an 
indicator called ‘floor space factor’ (approved document part B) was 
adopted that indicates the area specified for each occupant (m2/person). 
The value of 35 (m2/person) was considered following Passive House 
Planning Package guidelines (Feist et al., 2007). This is also compatible 
with occupant density of the houses 1 and 4 of the pilot study, as shown in 
Table 4.1, and close to the average of all four houses which is 28.4 (m2/per). 
• Heat gains from occupants: The values of sensible heat, latent heat and 
radiant part are considered to be 70 (W/person), 45 (W/person) and 60%, 
respectively, which are extracted from ASHRAE Standard (2010). 
Lighting and appliances are considered for all cases. They not only increase the 
electricity demand of building, but also increase internal heat gain of the building by 
turning a portion of their electricity to heat, which certainly influence the heating/cooling 
demand of the building. 
• Lighting energy demand: To calculate the lighting energy demand and 
consequently the heat gain from their operation, the standard illuminance 
(lux) required in residential buildings is considered. Since there are different 
illuminance requirements for different rooms in a dwelling (Adams, 2019, 
Sun et al., 2011), and this study deals with whole block of buildings, an 
average value of 300 lux is considered for the whole building. 
Being the latest and most efficient source of lighting (Zyga, 2010), LEDs 
are considered in this study. To determine the amount of light provided by 
LEDs, luminous efficiency (lumen/W) is considered. LEDs with various 
luminous efficiencies are available in the market. A practical high value of 
efficiency using current technology is 140 lm/W, which is adopted for this 
study (Manfaluthy and Wilyanti, 2019), although it is recognized that 
technology advancements may mean higher lumens per watt variants may 
become available in near future (Kompulsa).  
Since each lux is equivalent to one lumen/m2, we have: 
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300 lm/m2 ÷ 140 lm/W = 2.14 W/m2 
This means for each m2 of building floor area, 2.14 W electrical energy is 
required. Multiplying this value by the whole floor area of each building 
results in the total lighting energy consumption. 
• Appliance energy demand: The typical consumption of common home 
appliances is considered in this study, which are chosen from CIBSE guide 
A (2019). For instance, a fridge-freezer with an average power of 36 W 
(indicating its average power between the time it is on and off); a 42-inch 
LED flat-screen television with a rating of 64 W; a washing machine rating 
of 560W; hobs with a power rating of 725W as the cooking tool. Estimation 
of desktop computer consumption is very difficult as there are so many 
different hardware configurations. Hence, after a survey of different 
references with a variety of power consumption ranges (DaftLogic, 
ElectricityUseCalculator), the value of 200 W was chosen for desktop 
computer consumption including its monitor and all peripherals. 
Since the dimensions of the buildings (height and depth) in different site plans 
frequently change, it is necessary to have the consumption of above-mentioned 
appliances in watts per square meter. It provides the opportunity of making a fair 
comparison between the varieties of site plans. To this end, an assumption was made 
about the average floor area of UK homes. It was reported that homes built in recent 
decades in the UK possess around 67.8 m2 living space (Garber, 2018) excluding 
hallways or staircases. A study on European housing compared the housing size of 
15 European countries (Ball, 2011) and reported that new built houses in the UK are 
the smallest, with an average floor area close to 80 m2 (this number is close to 140 m2 
for Denmark with the biggest dwellings). These are compatible with a BBC report 
indicating that the average total floor area (including hallways or staircases) of new-
built UK homes is 76 m2, and is 85 m2 for total older plus new-built homes (Joyce, 
2011). Considering 85 m2 area as the average and specifying one of each appliance 
























Washing machine 560 6.59 




Kettle 220 2.59 
Dishwasher 700 8.24 
 
Above-mentioned characteristics were added to the model. The climate and 
horizon data of London, obtained from Meteonorm software, were fed to CitySim. The 
output results, which is composed of hourly data, can be aggregated to achieve 
monthly/yearly results. For instance, for the model shown in Figure 5.2, the monthly 
heating consumption of the central building is shown in Figure 5.5. 
 
Figure 5.5: Monthly heating demand of 6-storey building with 36m plan depth and cut-off angle of 45⁰ 
The results in Figure 5.5 shows that the highest heating energy demand belongs 
to the three months of December, January and February which is a reasonable 
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outcome according to the London climate. The demand is null for four months (June-
September) because the heating period considered for simulation was from October 
to May. 
Nevertheless, following the objectives of the study to examine the influence of the 
urban built forms and density on energy consumption, the total annual heating and 
electricity energy demand of buildings per square metre of floor area is used, which is 
around 37 kWh/m2/year for this exemplar case. Using units of kWh/m2 facilitates an 
equitable assessment of different building plans with a range of dimensions, and also 
provides the opportunity to compare the results with those of previous studies 
(Bhiwapurkar, 2014). This number is the final value showing the intensity of energy 
demand in a specific point on the Form Signature graphs developed in Chapter 3. To 
determine the energy intensity of other points on the Form Signature graph, simulation 
trials are repeatedly conducted for models with: 
• Number of storeys (n) from 1 to 30; Simulation trials for 1, 3, 6, 10, 20 and 
30 storey buildings. These values were selected due to the fact that they 
have an approximate similar distance from each other on the Form 
Signature graphs (since the MATLAB code uses interpolation to generate 
a homogeneous heat map of energy intensity on the graphs, the results are 
more precise if the points chosen on the graph have constant distance from 
each other). 
• Plan depths (x) of 6m to 60m (in 6m intervals) 
• Cut-off angles of 25⁰, 45⁰ and 65⁰ in order to examine the effect of changing 
the distance between buildings 
Hence, on the Form Signature graph related to each cut-off angle, the intensity of 
energy demand is defined by simulating the model with a particular number of storeys 
and plan depth. An Excel tool is developed to calculate the required parameters such 
as number of occupants for each model (before simulation), and process the data 
obtained from simulation to calculate the required values such as electricity 
consumption, total energy demand per m2, PV generation and Energy Equity (see 
Appendix E). Aggregated results of energy for each model were overlaid on the Form 
Signature graphs as a heat map. This was accomplished using MATLAB code written 
with the assistance of the Math and Statistics Centre (Mash)5 at the University of 
 
5 Dr Phil Ashheton 
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Lincoln (see Appendix F). The results not only illustrate the energy demand intensity 
of buildings using a colour spectrum, but also interpolates the areas between two 
known points on the graph. The outcome is shown in Figure 5.6, which shows the 
correlation of building heating/electricity energy demand with urban density in case of 









Figure 5.6: Correlation of building energy demand with urban built form and density a) pavilion θ=25º 
b) pavilion θ=45º c) pavilion θ=65º 
In Figure 5.6, the diagonal lines stemming from the origin indicate the number of 
storeys (n), which start at 1-storey (the line with the lowest gradient) to 30-stories (the 
line with the highest gradient). The curved lines represent plan depth (x), with a range 
between depths of 6 to 60m. It can be seen for all cases in Figure 5.6 that urban built 
areas with low-rise buildings (number of storeys up to maximum four) and low plan 
depths (up to 24m) present worst case scenarios regarding energy consumption (e.g. 
point A). This region of the graph, which is shown in dark red, represent building plans 
with the highest energy consumption per square meter. Conversely, urban built areas 
with higher numbers of storeys (Monien et al., 2017, Rode et al., 2014) and plan depths 
(Steadman et al., 2014) demonstrate the lowest energy consumption per unit area 
(e.g. point B)—indicated in blue spreading towards the top of the graphs. The figures 
also show that designing taller buildings without increasing density incurs an energy 
penalty (Hamilton et al., 2017). 
As an example, the energy demand of points A and B with θ=45º are compared 
as follows: 
• Point A (2-storey building with 12 m plan depth): Energy demand = 58 
kWh/m2/year 
• Point B (20-storey building with 48 m plan depth): Energy demand = 34 
kWh/m2/year 
Points A and B present a region of the worst- and best-case scenarios, 
respectively, for this analysis. The percentage difference between them is around 52% 
which demonstrates the significant influence of urban density on building energy 
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demand. It also emphasizes the importance of energy oriented urban planning. 
Moreover, these results are within the range of the benchmarking values discussed in 
section 4.2.3.2 thereby providing a degree of validation. 
The main reason behind these findings is the impact of surface to volume ratio on 
the heating energy demand of buildings. As discussed in Chapter 3 (section 3.4), this 
ratio is smaller not only for buildings with greater plan depths, but for higher buildings, 
though the decreasing trend of this ratio is not significant for buildings with more than 
10 storeys. It demonstrates the fact that buildings with lower surface to volume ratio 
demand lower amount of energy per floor area (Monien et al., 2017), which shows 
lower energy loss from their envelope (Muhaisen and Abed, 2015, Ratti et al., 2005). 
However, the rate of reduction in building energy demand by increasing the plan depth 
is significantly sharper than its rate of change by increasing building height. This 
emphasizes the more significant influence of plan depth on energy demand compared 
with the influence of building height. This may be due to the UHI effect that is more 
dominant in lower floors due to the vicinity to the ground. Therefore, ‘shorter and fatter’ 
buildings, with high site coverage, are more significantly affected by the UHI effect 
(Javanroodi et al., 2018). It reduces heating load of the building specifically at night 
when the previously absorbed heat energy is being reflected. CitySim considers this 
effect by measuring surface temperature of all external surfaces in the built 
environment on an hourly basis. Moreover, in reality, lower air temperatures and 
higher wind speeds at higher elevations result in increased heating loads (Hamilton et 
al., 2017). However, this feature has not been considered here as it requires detailed 
CFD analysis. 
The diagrams shown in Figure 5.6 can be specifically analysed as density 
indicators. It is observed that buildings sited in built areas with higher plot ratio are 
obviously more energy efficient by demanding less energy per unit floor area. This is 
compatible with results obtained by Leng et al. (2020) and Rode et al. (2014). Although 
Rode et al. considered plot ratio as density, it should be noted that this is one of several 
density indicators discussed in section 2.3 (Chapter 2). Hence, it cannot readily be 
called density without paying attention to its definition. A very important observation 
from these graphs is that they show that the term ‘high density’ is too vague to be used 
for urban energy analysis studies, albeit it has been adopted in many previous studies 
in the literature. An example of the ambiguity can be seen from the areas of the graphs 
that show high site coverage but low plot ratio values and vice versa. It indicates 
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opposing characteristics of each of the density indicators. Hence, in case of 
determining density by site coverage this area can be considered high density, while 
considering plot ratio it is low density. It proves that it certainly depends on the choice 
of density indicators to call an urban area ‘high density’. 
Regardless of the impact of building form and shape on energy demand, they can 
provide opportunities for passive strategies. For instance, wind environment around 
buildings, which is different in higher elevations, may promote natural ventilation 
(Huifen et al., 2014, Salvati et al., 2020). It helps to disregard mechanical ventilation 
for building design that reduce energy consumption. However, in high-density cities 
the need for air conditioning increases due to a reduction in wind speed that diminishes 
the potential for natural ventilation (Pitts, 2010). Buildings with greater plan depths are 
not a good choice for adopting passive strategies such as natural lighting and 
ventilation. They also may not satisfy the social aspects of sustainability (e.g. wellbeing 
and comfort). As explained in Chapter 3 (see Figure 3.21), pavilion form with very long 
plan depth practically should be transformed to court form. 
The main conclusion from these results may provide encouragement to urban 
planners to adopt high-rise buildings and large plan depths for new urban 
developments. Nonetheless, this conclusion may change by considering solar energy 
potential, as will be discussed in section 5.2.3. 
It should be noted that the energy consumed in communal areas and by elevators 
has not been considered in this study. As mentioned in section 2.2.1 (Chapter 2), this 
energy demand is greater in taller buildings (Finch et al., 2010, Heinonen and Junnila, 
2014, Myors et al., 2005). Furthermore, the energy consumed for pumping water to 
the top floors is higher for high-rise buildings. Therefore, the areas equivalent to taller 
buildings in the Form Signature graphs may show higher energy demand in real cases. 
The energy consumed for domestic hot water preparation is also excluded from this 
study because it is not affected by urban built form and density. 
5.2.1.2 Court built form 
The same method as in the previous section was used to determine the heat map 
of energy demand for court built form on the Form Signature graph. Figure 5.7 shows 




Figure 5.7: A model of court-built district with series of court buildings for energy simulation purpose. 
The target building is marked by a black ellipse. 
As before, simulation trials were undertaken for site plans with number of storeys 
from 1 to 40 and plan depths from 6 to 60 m for each of the three cut-off angles. The 
yearly energy demands of all plans were entered into MATLAB in order to plot the heat 
map. 
Figure 5.8 shows the heat map of energy consumption of court built form for three 









Figure 5.8: Correlation of building energy demand with urban built form and density a) court θ=25º b) 
court θ=45º c) court θ=65º 
It can be observed that buildings with higher number of storeys and larger plan 
depths are more energy efficient—this is in line with previous results for the pavilion 
form. 
5.2.1.3 Terrace built form 
To identify the energy performance of terrace buildings with different densities, 
different configurations composed of terrace buildings are considered for simulation 




Figure 5.9: A model of terrace-built district with series of terrace buildings for energy simulation 
purpose. The target building is marked by a black ellipse. 
Again, running simulation trials for plans with different number of storeys, plan 
depths and cut-off angles, the yearly energy consumption per square meter is 
obtained. The results are spread over the Form Signature graphs as a heat map, as 









Figure 5.10: Correlation of building energy demand with urban built form and density a) terrace θ=25º 
b) terrace θ=45º c) terrace θ=65º 
The results illustrate that the trend of intensity of building energy demand is similar 
to those obtained for pavilion and court forms. It means greater plan depths and 
number of storeys leads to lower building energy demand per square meter. 
5.2.1.4 Tunnel-court built form 
The peculiarity of tunnel-court form compared to other examined built forms is the 
difference of one and two storey building plans with the building plans with more than 
two storeys (see section 3.2.2 of Chapter 3). As illustrated in Figure 5.11 (a), nothing 
covers the road in one and two storey buildings because up to the second floor (6m 
height) is cut by roads. However, in buildings with more than two storeys, the roads 








Figure 5.11: A model of tunnel-court built district with series of tunnel-court buildings for energy 
simulation purpose a) for 1 and 2 storey buildings b) for more than 2 storey buildings. The target 
building is marked by a black circle. 
Models of tunnel-court form site plans with different number of storeys, plan depths 
and cut-off angles are prepared for 54 simulation trials to examine the impact of those 
variables on the energy demand of the buildings. All the other simulation assumptions 
are the same as for other examined built forms. The annual energy demand of the 










Figure 5.12: Correlation of building energy demand with urban built form and density a) tunnel-court 
θ=25º b) tunnel-court θ=45º c) tunnel-court θ=65º 
The general trend of the intensity of energy demand on the graphs is similar to the 
other investigated built forms. Buildings with greater plan depths and higher number 
of storeys are more energy efficient. 
5.2.1.5 Impact of cut-off angle on building energy demand 
Thus far, building energy demand has been shown on the Form Signature graphs 
for different cut-off angles, separately. To analyse the specific influence of cut-off angle 
on building energy demand, in this section, building plans with similar geometry but 
different cut-off angles are compared. Figure 5.13 shows a plan of pavilion buildings 
with three different cut-off angles, but with the same plan depth and number of storeys. 
It demonstrates how differing cut-off angles changes distance between buildings that 









Figure 5.13: Plan of buildings with three different cut-off angles (a)25º (b)45º (c)65º 
In each case simulation trials are performed with the number of floors and plan 
depth kept constant and the cut-off angles are changed three times from 25º to 65⁰. 
This scenario was repeated three/four times for each examined built form. The results 
are shown in Figure 5.14, where each bar represents yearly energy demand of specific 










Figure 5.14: Comparison of the energy demand of building plans with similar number of storeys (n) 
and plan depths (x), but different cut-off angles (θ) for a) pavilion b) court c) terrace d) tunnel-court 


























































































It can be seen from the results of Figure 5.14 that in any case building plans with 
higher cut-off angle, which means higher density (both site coverage and plot ratio), 
consume more energy. This is in line with the outcome of the research by Steemers 
(2003). It means that, regardless of the built form, energy demand of buildings is the 
highest for built environment with a cut-off angle of 65⁰, while having cut-off angle of 
25⁰ leads to the lowest building energy demand. For instance, for pavilion buildings 
with plan depths of 24 m and 6 number of storeys, energy demand is equal to 40, 41 
and 44 (kWh/m2) for the θ=25⁰, θ=45⁰ and θ=65⁰ cases, respectively. Considering 
urban energy planning targets for London’s temperate climate, this may encourage 
urban planners to plan new urban built areas to have lower cut-off angles by increasing 
the distances between buildings. Though it should be noted that the consideration of 
other factors of urban planning such as mobility, land use, rents/land price, outdoor 
thermal comfort and ecological footprint could ultimately influence the outcomes. For 
instance, an extremely dense built environment may cause a negative effect on the 
outdoor thermal comfort, while its intensity may depend on the climatic conditions. 
Hence, a trade-off between energy efficiency and other planning considerations may 
result in different planning decisions for the same location and climate. The study 
does, nevertheless, provide a means identifying the most effective/efficient starting 
point. 
The main reason for this outcome is the shadowing effect of the neighbor 
buildings. Higher cut-off angles mean building are closer to each other, which blocks 
a larger portion of sunlight. This not only reduces the solar gain of buildings through 
glazing, but also decrease the amount of energy stored in building thermal mass. As 
a result, buildings need more energy to satisfy their heating energy demand (Coccolo 
et al., 2016). Having buildings closer to each other (i.e. higher density) could increase 
interreflection between external walls and trap more heat energy in the built 
environment that may increase the UHI effect (Li et al., 2015). It normally leads to 
lower heat energy demand by buildings (Li et al., 2015); however, its impact is not 
significant enough to overtake the opposite effect of reducing solar gain and energy 
stored in building thermal mass. This result is a counterexample of the theory that says 
high density urban developments are more energy efficient and demonstrate that 
densification of cities could have both positive and negative effects on total energy 
demand (Hui, 2001). 
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Those outcomes are specifically valid for the location and climatic conditions of 
London; however, the conclusions could be different for different climates (Resch et 
al., 2016). For instance, compact urban forms might be good for places with severe 
wind conditions as it will provide wind sheltering (Khalili and Amindeldar, 2014). The 
same analysis for hot and arid climate may lead to the opposite conclusions, because 
in that climate the buildings demand more cooling load rather than heating load 
(Javanroodi et al., 2018). Therefore, locating buildings closer to each other (higher 
cut-off angle) could protect the buildings from intensive solar radiation and decrease 
the cooling load (Coccolo et al., 2016). This will be investigated in Chapter 6. Even in 
the current analysis, if cooling demand was considered in addition to heating and 
electricity consumption, this conclusion might have differed. This demonstrates the 
impact of assumptions on the final conclusion of this and similar studies on this subject. 
It will be further examined in Chapter 7 when future scenarios will be considered. 
Furthermore, comparison of the datasets obtained from simulation trials 
demonstrate that the influence of cut-off angle on the building energy demand (i.e. 
building heat demand in these cases) diminishes with increasing plan depth of 
buildings. Escalation of cut-off angle shows a slight increase in heating energy 
demand per unit area of buildings with big plan depths while it indicates a sharp 
increase in heat energy demand of small depth buildings. The impact of plan depth on 
the sensitivity of heating energy demand to variation of cut-off angle is more significant 
in the case of tunnel-court form. As it is observed from the relevant bar chart in Figure 
5.14, for the case of having 60m plan depth (which is the highest value considered in 
this study), the impact of different cut-off angles from 65⁰ to 45⁰ is neutralized and the 
buildings indicate the same heating energy demand per square meter (i.e. 46 
kWh/m2/year). 
This can be rationalized by the fact that greater depth buildings possess larger 
space inside their envelope to be heated, and this space (volume) is large enough to 
not to be easily affected by surface area around the envelope that is sensitive to 
external variables such as cut-off angle. Initially, it may be expected that this is the 
impact of surface to volume ratio, but if so, the height of buildings should have imposed 
the same influence on the impact of cut-off angle. Further comparative analysis 
depicted that building height does not show the same effect as building depth. As 
shown in Figure 5.14, in buildings with long plan depths (e.g. x=60 m), building energy 
demand does not significantly change by changing the cut-off angle, in contrast to 
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buildings with short plan depth (e.g. x=12 m). It shows the mitigating effect of plan 
depth on the sensitiveness of energy demand from cut-off angle. Although building 
height has a mitigation effect on changing the building’s energy demand by changing 
cut-off angle too, its effect is not as large as that of plan depth. In other words, adding 
the same length to the depth of building is more mitigating compared with adding the 
same length to the height of building. The reason is that by increasing number of 
storeys the external walls area will increase rather than roof surface area which is 
increased by increasing plan depth. Hence, both increase surface to volume ratio but 
with different impacts. Increasing external walls surface area increases the sensitivity 
of thermal behaviour of the building to the external environment, firstly, due to 
increasing the glazed area that significantly effects solar gain; and secondly, the 
external walls are exposed to each other and are affected by inter-reflected radiation 
between surfaces. Both former and latter cases are affected by changing the building 
distances from each other as a result of different cut-off angles. Therefore, in contrast 
to building height, building depth significantly influences the impact of the cut-off angle 
on the heating energy demand of buildings. 
It should be noted that changing the cut-off angle (and changing built forms) can 
influence important parameters such as the daylight availability of buildings (and 
consequently artificial lighting energy demand) and outdoor human comfort. Its impact 
on lighting energy demand has been neglected in this study as its contribution is 
negligible compared to the total energy demand of buildings—the total lighting energy 
demand of housing in the UK is ~3% of total housing energy (Palmer and Cooper, 
2013), and the effect of daylight availability is only a small portion of this percentage. 
The impact of cut-off angle on outdoor human comfort is out of the scope of this study. 
5.2.1.6 Heating energy demand vs. electricity demand 
By examining energy demand of buildings in London’s temperate climate, this 
chapter has investigated heating and electricity energy demand (for lighting and 
appliances) of buildings. Cooling energy demand calculations have been excluded 
because it is not widespread in residential buildings of London. The ratio of heating 
energy to electricity energy demand is examined for all the datasets obtained from 
simulation of the studied building plans with different built forms, densities and 
geometric variables. The results indicate that this ratio is larger, by a factor up to 2.5, 
for buildings with lower number of storeys and smaller plan depths. The ratio gradually 
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decreases when the number of storeys and plan depths increases. The minimum 







The results show that in smaller buildings with smaller floor area, heating energy 
demand dominates electricity energy demand. Conversely, in buildings with greater 
floor area (taller and wider), electricity energy demand becomes larger than the 
heating energy demand. This is because electricity energy is estimated based on the 
consumption per square meter. However, heating energy demand per unit area is 
reduced for larger buildings with lower surface to volume ratio (Evans et al., 2017), 
which indicates less energy waste from exposed surfaces (Steadman et al., 2014). It 
also depends on the thermal properties of the envelop (specifically U-values). For 
super insulated envelopes where the heat loss through the fabric is negligible the 
change in the ratio shown in Eqn (5.3) is lower because heating energy demand does 
not drastically change in these kinds of buildings. The main portion of heat loss from 
well-isolated buildings is due to ventilation. The relative importance of it depends on 
the envelope’s thermal properties and the volume. Buildings with larger volumes 
require more ventilation and with a plan depth of more than 15m need air conditioning 
(Evans et al., 2017). 
It can be concluded that although urban built form and density have impact on the 
heating energy demand of building, they do not show a significant effect on electricity 
energy demand (Hamilton et al., 2017). It should be noted that the conclusion 
regarding electricity demand is valid following the assumptions of this study. For 
example, heating energy is provided by gas in this study and is not connected to 
electricity consumption. If heating was provided by electricity (e.g. using a heat pump), 
the electricity consumption would definitely be affected by the chosen built form and 
density because they affect heating demand of building. Moreover, only normal 
household appliances are considered as the electricity consumers (see Table 5.2), 
and appliances such as fans and pumps are not considered in this study. The 
presence of ventilation fan in the building can increase electricity consumption in 
buildings with long plan depth. 
122 
 
5.2.2 Renewable energy potential of built environment 
As discussed in Chapters 1 and 2, there are opportunities for a built environment 
to generate its own energy from renewable energy sources. Because the urban fabric 
with its energy behavior in terms of demand and supply must be regarded as a ‘whole 
system’ in exchange with its larger environment (Vandevyvere and Stremke, 2012). 
Provision of city-integrated renewable energies at the site of energy consumption 
could substantially contribute to the environmental, economic, and social aspects of 
urban sustainability (Kammen and Sunter, 2016). To maximise the renewable energy 
potential of an urban area, the integrated approach offered by spatial planning is 
required. It includes the provision of waste-to-energy plants in municipal plants as well 
as using lands as energy generation facilities (e.g. rooftops for solar energy) where 
possible (SPECIAL project). There are several renewable energy sources that can be 
utilized in urban areas, however, not all of them are efficient in an urban environment. 
At a neighbourhood scale, technologies such as combined heat and power (CHP), 
waste heat utilization, biomass, geothermal energy and solar heating (and cooling) are 
technically and economically more efficient compared with those on small scales 
(Jank, 2017). However, in high-density built areas a centralized approach offers better 
economic options (Jank, 2017). Urban energy generation technologies such as solar 
photovoltaics (PV), micro-wind turbines, micro-combined heat and power (µCHP) and 
ground-source heat pumps are so-called microgeneration systems (University of 
Southampton). 
Wright (2008) predicts the increased utilization of ground source heat pumps and 
CHP fueled by biomass to support future urban energy provision. He considered them 
as low-carbon solutions to replace gas for space heating of buildings. Cheng et al. 
(2011) showed that medium to low density housing increases the chance of harvesting 
renewable energy sources. Ghosh et al. (2006) emphasised the advantage of low-
density housing for boosting the potential of biomass and solar heating energy 
generation. Whilst using CHPs requires a concentration of activities (Echenique et al., 
2012), adaptation of ground source heat pumps needs low-density urban development 
(Echenique et al., 2012, Hargreaves et al., 2017). However, if adaptation of ground 
source heat pumps is considered in conjunction with city developments, it has potential 
for high-density cities as well (Pitts, 2010). Another option for high-density urban areas 
is producing energy from waste by using anaerobic digestion technology (Pitts, 2010). 
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Several types of vertical axis wind turbines can be used in the built environment 
(Casini, 2016). These small wind turbines perform better toward the outskirts of a city 
(Drew et al., 2013). Increasing the building height is considered the best solution to 
exploit the increase of both wind speed and wind exposed facade for integrating wind 
turbine with buildings (ELMokadem et al., 2016). In general, there is a limited wind 
potential in urban areas (Cheng et al., 2011), specifically in dense cities because of 
the disruption to wind flow caused by nearby buildings and the consequent poor 
performance (Pitts, 2010). Meanwhile, their integration with buildings requires a 
strengthening of building structures to tolerate extra load of the rotating blades and 
consequently increased cost of structure (Galsworthy, 2015). Finally, due to noise and 
safety issues, they may raise objections from residents (Pitts, 2010). 
Solar energy has been the most popular type of renewable energy source 
analysed by researchers in this field of study. It is the most widespread decarbonized 
generation technology due to declining capital costs, modularity and easy 
maintenance (Parra et al., 2016). There is a strong correlation between solar capacity 
of cities and indices of urban morphology (Zhu et al., 2020). Hachem et al. (2011) 
discovered that some configurations of a certain building shape are more efficient for 
using solar electricity generation. Sarralde et al. (2015) found that the solar irradiation 
of roofs and facades could grow by around 9% and 45%, respectively. It was 
concluded by several authors that increasing density has negative impact on solar 
energy potential (Byrd et al., 2013, Chatzipoulka et al., 2016, Margalit, 2016, Mohajeri 
et al., 2016), however, Cheng et al. (2006) proved that depending on the choice of 
density indicator, higher values of site coverage and plot ratio may have a different 
effect on solar energy potential. One of the main difficulties of using PVs in urban areas 
is a lack of availability of suitable mounting surfaces of sufficient size and orientation 
to get good amounts of harvested energy and avoid over-shading by other buildings 
(Pitts, 2010). Therefore, in this study the potential of PV energy generation on 
buildings with different forms and densities is now investigated. 
5.2.3 Solar energy potential in London case study 
To consider the potential of PV energy generation in urban built areas (i.e. PVs 
are mounted on building roofs), additional simulation trials are conducted assuming 
that 90% of all building roofs are covered by PV panels. The panels could be installed 
in south-face (in northern hemisphere) or east-west directions, where the former case 
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is the optimum orientation (George and Anto, 2012) and the latter case improves 
profile matching with consumption (Arora et al., 2016). The optimum tilt angle depends 
on the latitude and can be determined for each month to get the maximum irradiation 
(George and Anto, 2012). There are variety of calculation methods for fixed tilt 
installation. Some suggest different formulas for different latitudes (Landau, 2017), and 
others suggests constant formulas for all latitudes (REUK). For instance, the latter 
suggests that PV panels should be mounted at an angle of 10 to 15 degrees plus the 
site’s latitude. Considering latitude of 51 degrees for London, solar panels should be 
mounted at the angle of approximately 34 degrees (Jacobson and Jadhav, 2018). 
However, since all the buildings have flat roof, installation of PVs with the desirable 
angle causes complexity in providing building models for CitySim. Moreover, at the 
time of this analysis, there was not any available guideline/information regarding this 
feature of CitySim. Therefore, horizontal installation of panels on the flat roof of 
buildings is considered for this study, though in practice it causes an issue with the 
self-cleaning feature of the panels. It should be noted that changing the angle of PVs 
does not make any relative difference in the comparative results of this study. Façade 
PVs might not always be economically justifiable because of their rather low efficiency 
due to the shadowing effect of the adjacent buildings and the angle of the sun. Hence, 
they are not considered in this study.  
The PV model chosen for this study is a solar panel with 250W power called 
1SolTech 1-STH-250, which is embedded in CitySim. It is a Monocrystalline Silicon 
type with 1,652mm length and 990mm width with peak efficiency of 15.29% 
(SolarDesignTool). The efficiency of this model is very close to the latest models of 
current technology (Charles, 2019, Mitsubishi). 
It should be noted that in order to utilize the highest portion of electricity generated 
by PVs, batteries are needed to store the generated energy (or alternatively the 
electricity can be traded with the grid through net metering) since the PV energy 
generation profile does not match with the consumption pattern of residential buildings 
(Pitts, 2010). This study does not seek to match supply and demand profiles. Instead 
it focusses on the annual energy performance of buildings and the potential of solar 
energy generation. Hence no battery storage facility is considered. In case of 
considering batteries, the dissipated percentage of the PV generation (depending on 
the batteries efficiency) is subtracted from the annual building energy generation. 
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Furthermore, batteries are currently expensive, though the technology is under 
development and their price and efficiency is being enhanced. 
5.2.3.1 Energy Equity indicator 
An energy indicator, termed ‘Energy Equity’, is introduced in this study that is an 
indication of building energy self-sufficiency. It is defined as the ratio of energy 
generated by building-mounted PVs with respect to total building energy demand, as 
shown in Eqn (5.4): 




Energy equity values greater than one means the building achieves an energy 
surplus, while a value of unity indicates that the building is energy self-sufficient. 
Simulation trials of this chapter consider annual heating and electricity energy 
consumption plus PV energy generation, and are repeated for different site plans and 
building geometries. The value of Energy Equity is used as a relative metric and can 
be superimposed on the Form Signature graphs for each built form. 
5.2.3.2 Solar energy potential on the Form Signature graphs: Urban built form, 
density and Energy Equity 
Results for pavilion, court, terrace and tunnel-court forms are shown in Figure 5.15 
representing the intensity of energy equity on the Form Signature graphs. 
a) 
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Figure 5.15: Correlation of energy equity indicator, considering the impact of PV generation, with 
urban built form and density a) pavilion b) court c) terrace d) tunnel-court 
From Figure 5.15, it can be concluded that built areas with greater plan depths 
and lower number of storeys possess greater potential for solar energy harvesting. 
The red and orange areas of the graph represent the urban area that can potentially 
achieve greater solar energy generation compared to its energy consumption. It 
corresponds to low values of plot ratio (Cheng et al., 2006, Mohajeri et al., 2016) but 
high values of site coverage (Cheng et al., 2006). Therefore, it cannot be simply 
concluded that this is a high- or low-density area as each indicator tells different story, 
though the studies such as Waibel et al. (2016) and Makido et al. (2012) simply refer 
to energy performance of high/low density areas by relying solely on one chosen 
indicator. Other studies just referred to low density buildings (Ghosh et al., 2006) or 
medium to low density housing (Cheng et al., 2011) as the areas with higher potential 
of solar heating. In contrast to the results of Figure 5.6, high-rise buildings are not of 
interest as they show lower energy performance when PV energy generation is 
considered. This suggests that consideration of geometry and density of the built 
environment will be different for future urban developments if utilization of renewable 
energy potential, specifically solar energy potential (Sarralde et al., 2015), is a priority. 
It should be noted that if façade PVs are considered in addition to roof mounted PVs, 
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by increasing compactness in a neighbourhood, the potential of PV generation on 
facades is significantly reduced (Mohajeri et al., 2016). Whilst lower site coverage 
would allow better solar access to façade PVs (Cheng et al., 2006), average building 
height has a greater impact (Sarralde et al., 2015). Finally, layout and orientation are 
very influential on façade PVs compared to roof PVs (Hachem et al., 2011), though 
this study is not interested in the layout/orientation and only examined form and 
density. 
An interesting application of these graphs is the ability to determine the 
appropriate urban density that buildings can energetically be self-sufficient (this is 
indicated in bright blue which represents an Energy Equity value of one). In red areas 
where the Energy Equity is greater than one, the building generates more energy than 
it demands and can be exported to the national grid (McKenna et al., 2018) or be 
stored to be used for purposes such as charging electric vehicles (Byrd, 2017) or 
provision of electricity in times of energy deficit (e.g. peak time). Having identical 
densities, it is more difficult to achieve building energy self-sufficiency in court form in 
comparison to pavilion form (see  
Table 5.4). 
5.2.3.3 Impact of cut-off angle on solar energy generation 
The amount of PV energy harvested can be affected by the cut-off angle due to 
the shadowing effect of buildings on the roof of adjacent building. This is the case 
when there are buildings with different heights in a district. In this study, all the 
buildings have the same height, which means that there is no shadowing of one 
building on another to affect the rooftop PV generation. However, particularly in court 
and tunnel-court built forms, the dimension of the buildings is changed by changing 
cut-off angle that influence the amount of PV generation. As shown in Figure 3.1 
(Chapter 3), the variable distance of L is a factor present in the geometry of each block 
in court and tunnel-court built forms, while it only marks the distance between blocks 
in cases of pavilion and terraced forms. Therefore, by changing the cut-off angle the 
dimensions of each block of court/tunnel-court is adjusted accordingly. This means 
that the roof area of the block would changes, and this affects the amount of PV energy 
harvested. This aspect is now discussed further below: 
128 
 
• Pavilion and terraced built forms: no change. Example: Total PV energy 
generation of 10-storey pavilion building with 24 m plan depth is around 74600 
kWh/year regardless of the magnitude of cut-off angle. 
• Court and tunnel-court built forms: Change is applied. Example: Total PV 
energy generation of 10-storey court building with 12 m plan depth is 469600, 
260680 and 160800 kWh/year for cut-off angles of 25⁰, 45⁰ and 65⁰, 
respectively. 
In conclusion, increasing cut-off angle of court and tunnel-court buildings reduces 
the amount of PV energy generation due to shortening of the available roof surface 
area, while it does not have any impact for pavilion and terrace built forms. 
5.2.4 Comparison of energy performance of different built forms 
The Form Signature graphs have established relationships of energy with density 
for each urban built form separately. However, one of the objectives of this study is to 
provide a comparison of relative energy performance of the different urban built forms. 
To this end, building plans of different built forms but with similar cut-off angles, plan 
depths and number of storeys, are compared. The results are shown in Figure 5.16 
which combine the results of the numerical study in Chapter 3 (data from geometrical 
modelling of built forms) and the simulation results of this chapter (data from energy 
analysis of sections 5.2.1 and 5.2.3). 
 
Figure 5.16: Comparison of energy demand of the built forms with the same cut-off angles, plan 






















Building energy demand (kWh/m2/year) - London
Pavilion Court Terrace Tunnel-court
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It can be seen from the bar chart that in all cases pavilion built form demonstrates 
the highest energy demand per square metre of floor area, while court and terraced 
built forms are the most energy efficient built forms with approximately same order of 
magnitude. Tunnel-court form is in the middle by indicating lower energy demand 
compared pavilion and slightly higher demand compared to terraced and court forms. 
For instance, a pavilion built district composed of 20 storey buildings with cut-off angle 
of 25⁰ and plan depth of 30 m demands 36 kWh/m2 of energy per year, while both 
terraced and court built forms require only 32 kWh/m2 of energy per year. The 
equivalent energy demand of tunnel-court form buildings is 33 kWh/m2. This means 
that terraced and court built forms are almost 12% more energy efficient than pavilion 
built form, while they are only 3% more energy efficient than tunnel-court form. 
A possible justification for 3% and 12% increase of energy demand in tunnel-court 
and pavilion built forms, respectively, is the higher surface to volume ratio compared 
with terraced and court built forms. This indicator represents the amount of external 
surfaces exposed to outdoor environment. The higher this ratio, the more energy is 
wasted through building envelope. This aligns with the results shown in Figure 3.8 
(Chapter 3) which compares the trend of changing surface to volume ratio against 
geometrical variables of different urban built forms. In Figure 3.8, pavilion built form 
shows the highest surface to volume ratio while terraced and court forms, being very 
close to each other, have much lower surface to volume ratio than pavilion. This is 
reflected in Figure 5.16 by demonstrating higher energy demand of pavilion buildings 
compared with terrace and court buildings. This alignment between the results 
obtained here and the mathematical modeling results of Chapter 3 shows the validity 
of the obtained results and confirms the appropriateness of the methodology selected 
for the research. 
Although the difference between energy demand of pavilion and terrace/court built 
forms is only 4 kWh/m2 in above-mentioned example, it will create a large difference 
in the total building energy consumption of London when multiplied across the total 
built area of the city. According to the data published by the government (MAYOR OF 
LONDON, 2015), total housing floor area in London is 35,925,205 m2. Multiplying this 
number to 4 kWh/m2 of annual energy demand difference between the two built forms, 
there would be 143,700,820 kWh of energy saving per year. It emphasises the 
importance of the choice of built form that should be considered in energy efficient 
urban planning for metropolitan cities. 
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It should be noted that, as the envelope becomes more energy efficient, as  
insulation materials improve, the surface/volume ratio becomes less important 
(Ahmadian et al., 2019a). Also, a lower quality of building envelope, which is practically 
the case in the majority of existed buildings, result in larger differences in the bars 
shown in Figure 5.16 due to higher energy losses from the envelope, and reflects the 
greater influence of built form on energy demand of low standard buildings. 
Although surface to volume ratio of terraced and court differ slightly, their energy 
demand per square meter is equal. There are a number of reasons for this. First, their 
surface to volume ratios are very close. Second, the inequity of their forms alters 
parameters such as shadowing effect, wind direction and radiative interreflection 
between surfaces. For instance, in contrast to terraced built form, court form has more 
walls that are exposed to each other. As shown in Figure 5.17, this may increase 
radiative interreflection between surfaces that increases the surface temperature of 
external walls by capturing more energy from the sun in the built environment. 
Furthermore, it may cause more shadowing effect specifically from east-west direction. 
Generally, the accumulative effect of the mentioned factors resulted in the similar 
energy efficiency of those two forms as shown in Figure 5.16. 
 
Figure 5.17: Comparison of shadowing effect and inter-reflection between external surfaces in terrace 
and court built forms 
The outcome is different when considering building solar energy harvesting in 
addition to energy demand. Using Energy Equity data for the same cases originally 
considered in Figure 5.16, are compared and shown in Figure 5.18. The results from 
the selected cases indicate better performance of tunnel-court form compared with the 
others, while pavilion proves itself as the worst performer, having the lowest Energy 
Equity value. Court and terrace forms are in the middle, though their Energy Equity 




Figure 5.18: Comparison of Energy Equity of the built forms with the same cut-off angles, plan depths 
and number of storeys in London 
Low values of Energy Equity are a result of the small roof area of buildings 
compared to their total energy demand. It corresponds to the indicator called area of 
roof to floor area ratio (see Chapter 2, section 2.3) that represents the proportion of 
roof area to the plot ratio of building (Byrd et al., 2013), and according to the results of 
Figure 5.18, this is the lowest for pavilion built form. In contrast, it has relatively high 
for tunnel-court form as a result of its large effective roof area as it covers some parts 
of the roads (see Figure 3.1, Chapter 3) which creates a tunnel for transportation. 
In an exceptional case of Figure 5.18 (θ=25⁰, x=60 and n=1), tunnel-court form 
shows an unexpected low value of Energy Equity since all buildings are 1-storey in 
this case. As discussed in section 3.2.2, tunnel-court form buildings with less than 
three storeys do not have the road covered by buildings. This means there is 
exceptionally low roof area available to be covered by PV panels. It reduces total PV 
energy generation that consequently leads to a lower value of Energy Equity. 
It should be noted that the amount of PV energy harvested in all cases were 
calculated assuming that all building had flat roofs and had a horizontal installation of 
PV panels. Solar energy generation may therefore differ in practice as a result of 
individual PV installation practice (i.e. east-west direction) or having inclined roofs. 
However, since this study is considering relative merits, the comparative outcomes 
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Thus far, the comparisons made in this section have been based on the 
geometrical parameters of urban built forms (i.e. cut-off angle, plan depth and number 
of storeys) and equality has been considered throughout. However, it is notable that 
the equality of those parameters does not mean that they possess the same urban 
density in the built environment. Hence, the values for their site coverage and plot ratio 
are normally different. For instance, in the first case shown in Figure 5.16 and Figure 
5.18, the density (site coverage and plot ratio) of different built forms is given in Table 
5.3. 
Table 5.3: Comparison of density and energy performance of different built forms 
θ=25⁰, x=30, n=6 Pavilion Court Terrace Tunnel-court 
Site coverage 0.191 0.437 0.383 0.683 
Plot ratio 1.147 2.624 2.296 3.845 
Energy demand 
(kWh/m2/year) 
37 34 34 35 
Energy Equity 0.58 0.64 0.65 0.66 
 
It can be seen that all built forms have the same cut-off angle, plan depth and 
number of storeys but site coverages and plot ratios are different. Pavilion has the 
lowest density, highest energy demand and lowest Energy Equity, while tunnel-court 
has the highest density but with medium energy demand and highest Energy Equity. 
Court and terraced forms have medium density, lowest energy demand and medium 
Energy Equity. The last two cases depict approximately similar energy performance, 
however, the density of court built form is higher than terraced form. This comparison 
suggests that, for London climatic conditions, urban areas with court built form can 
reach higher density compared with terraced built form with similar energy 
performance. Therefore, if the urban policy is aiming for highest density, court built 
form should be chosen rather than terraced built form to be more energy efficient 
(regardless of other factors being influenced by built form). 
For a fixed density, built forms can be compared with each other from another 
viewpoint. In this scenario they all have similar densities, however, their geometrical 
characteristics are different. For instance, considering the density of; site coverage ≃ 
0.45 and plot ratio ≃ 4.5, the geometrical variables of the built forms plus their energy 




Table 5.4: Comparison of the energy performance of different built forms with similar density 
Site coverage ≃ 0.45 
Plot ratio ≃ 4.5 
Pavilion Court Terrace Tunnel-court 
Cut-off angle θ=45⁰ θ=45⁰ θ=45⁰ θ=45⁰ 
Plan depth (m) x=60 x=24 x=30 x=12 
Number of storeys n=10 n=10 n=10 n=10 
Energy demand 
(kWh/m2/year) 
33 35 34 43 
Energy Equity 0.39 0.37 0.38 0.32 
 
Table 5.4 shows that with a constant urban density, pavilion has the best energy 
performance among the studied built forms. It not only has the lowest energy demand, 
but also the highest Energy Equity that shows its energy sustainability. Tunnel-court 
form shows the worst energy performance compared with the others of the same 
density. Terrace and Court built forms are ranked second and third, respectively. The 
main reason behind this is the greater plan depth of the pavilion built form (x=60m) 
with respect to the other cases in  
Table 5.4. As discussed in section 5.2.1.1, buildings with greater plan depths has 
lower energy demand and higher Energy Equity. 
It is notable that all the cases depicted in  
Table 5.4 have cut-off angles of 45⁰ and the only geometrical variable that changes 
their density is plan depth. However, the same density with the same built form can be 
achieved by changing the cut-off angle as well. In this case, if cut-off angle increases, 
plan depth must be decrease (and vice versa) to preserve density. Therefore, the 
same built form with the same density may have different energy performance 
depending on the geometry of the urban built area. Exemplar scenarios are shown in 
Table 5.5 for two court-built areas with similar densities. 
Table 5.5: Exemplar scenarios for court built forms with similar densities but different geometrical 
















Court 1 ≃ 0.45 ≃ 4.5 θ=45⁰ x=24 n=10 35 0.37 




It can be seen that although they both have the same density their energy 
performance is significantly different. The energy demand of the first case is 23% less 
than the second, while its Energy Equity is 24% higher than the second case. This is 
a considerable difference which shows the importance of geometry for achieving target 
densities. As discussed in section 5.2.1.5, a higher cut-off angle for a London climate 
leads to higher energy demands. The second case in Table 5.5 has a higher cut-off 
angle and smaller plan depth where both result in higher energy demand and lower 
Energy Equity. Therefore, a built form with the same density may acquire very different 
energy performance that must be taken into consideration for urban planning and 
policy making purposes.  
In conclusion, urban energy planning can be set according to two different policies, 
as shown in Figure 5.19. Keeping the geometrical variable constant, tunnel-court built 
form is the most energetically sustainable built form for London because its ratio of 
renewable energy generation to total energy demand is the highest. For constant 
density scenario, pavilion built form is the most energetically sustainable for London 
because it not only conserves more energy in its envelope but also has a higher 
potential of renewable energy generation. In this scenario, opposite to that shown 
previously, the tunnel-court built form shows the worst energy performance. 
 
Figure 5.19: Ranking the energy performance of urban built forms according to two different urban 
planning policies for London climate 
Therefore, the ‘appropriate’ or ‘inappropriate’ urban built forms for London climatic 
conditions depend on the policy targets.  
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The findings of this chapter provide urban planning guidelines and demonstrate 
the simultaneous correlation of urban geometrical variables and the two most popular 
density indicators. It provides the opportunity for urban planners to decide on the most 
energy-efficient built form and density following urban planning policies. If policy fixes 
one, two or all the geometrical variables, by looking at the Form Signature graphs and 
changing density in the permitted areas of the chosen graph (according to the policy), 
the most energy-efficient site plan with specific density can be selected. While if the 
policy fixes the density of the site plan, the most appropriate built form can be selected 
by changing geometrical variables. 
5.3 Discussion and conclusion 
This chapter proposes a novel urban energy planning tool to provide 
recommendations of the most appropriate energy-efficient built form and density for 
temperate climatic conditions. This is achieved by demonstrating the simultaneous 
correlation between building energy demand and PV energy generation with urban 
built form and density. Adaptation of the two popular urban density indicators shows 
the comprehensiveness of the analysis and fills a gap in the knowledge for making a 
comparison between results of similar studies. 
The results of this chapter demonstrate that the high energy intensity areas of the 
relevant Form Signature graph for each cut-off angle are approximately similar. It 
shows the significant effect of plan depth and number of storeys on the trend of 
building energy performance. In all cases, buildings with lower number of storeys and 
plan depths provide worst-case scenarios regarding energy demand. These areas are 
indicated by a dark red colour on the Form Signature graphs that are normally 
equivalent to low plot ratios and medium to high site coverages. In contrast, buildings 
with greater plan depths and greater number of storeys are best-case scenarios for 
minimum energy demand—these areas indicated in dark blue on the graphs 
correspond to greater plot ratios, while the magnitude of their site coverage varies 
depending on the cut-off angle. 
Cut-off angle impacts on the energy performance of urban built areas due to 
changing the factors such as shadowing and radiative interreflection between 
buildings in the form of both short and long wave radiation (CIBSE Guide F, 2012). 
The outcome of this study indicates that, lowering cut-off angle and having buildings 
further apart from each other reduces the heating consumption as compared with 
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cases with higher cut-off angles regardless of the built form. Lower cut-off angle means 
lower density as a matter of both site coverage and plot ratio. Hence, this is a 
counterintuitive example of the idea that denser built areas are more energy efficient 
than disperse areas. Nevertheless, this is true for built areas with temperate climatic 
condition (e.g. London) and cannot be generalised for other climates (this will be 
examined in Chapter 6). Another outcome relevant to the choice of cut-off angle is that 
the heating energy demand of buildings with larger plan depths is less sensitive to cut-
off angle variations, while it is more sensitive to cut-off angle variations for small depth 
buildings. This is due to the larger space of the deep buildings that make their energy 
demand less influenced by the external environment. 
The magnitude of heating energy demand compared to electricity demand for 
lighting and appliances is shown to be smaller in taller and wider buildings with higher 
surface to volume ratio. These results demonstrate the significant effect that urban 
built form and density have on heating energy demand and the negligible effect it has 
on electricity energy demand (assuming gas heating). 
Conversely, if PV panels are considered to be installed on building roofs, as the 
most conventional renewable energy source being utilized in the built environment, 
the outcome differs. With the introduction of the concept of Energy Equity, it is shown 
that buildings with a lower number of storeys and greater plan depths have better 
energy performance due to their higher potential for solar energy harvesting. The red 
areas on the Form Signature graphs represent built environment with highest solar 
energy generation that provide a surplus of energy. In this case, the building harvests 
more energy than it demands, which can then be exported to the national grid or be 
stored to be used for purposes such as charging electric vehicles, heating domestic 
hot water or provision of electricity for the time of energy shortage (e.g. peak times). 
This area of the graphs corresponds to high site coverage and low plot ratio. Hence, 
the urban planning advice for increasing solar energy generation (and its ratio to 
energy consumption) in urban areas is ‘shorter and fatter’ buildings rather than ‘taller 
and narrower’. This is a logical outcome because greater plan depths provide bigger 
surface area on the building roof for installation of PV panels. Moreover, lower number 
of storeys means lower plot ratio and a smaller number of occupants that reduce 
energy consumption per building. Therefore, shorter and fatter buildings can easier 
facilitate achieving building energy self-sufficiency by making a balance between 
energy demand and supply of the building using the Energy Equity indicator. 
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A comparison of the relative energy performance of built forms  with similar 
geometrical variables (Keeping the geometrical variables constant), indicates that 
terrace and court forms have the lowest energy demand followed by tunnel-court form, 
while highest energy demand is incurred by the pavilion form. On the other hands, 
when solar energy generation is considered in addition to building energy demand, 
tunnel-court form is the most energetically sustainable built form by virtue of having 
the highest value of Energy Equity. It is followed by terrace and court forms, while 
pavilion form shows the worst total energy performance. 
Comparing built forms with similar density (keeping the density constant), pavilion 
is the most efficient and sustainable built form for London climatic conditions since it 
not only conserves more energy in its envelope, but also has higher potential of 
renewable energy generation. It is followed by terraced and court forms, while, in 
contrast to the previous scenario, tunnel-court form shows the worst energy 
performance by having not only the highest energy demand, but also the lowest 
Energy Equity. Furthermore, having the same density for any specific urban built form 
does not mean they necessarily have similar energy performance. It is possible to 
have two sites with the same built form and density, while their energy performances 
are different. This is because with different combinations of the geometrical variables 
the same value of density can be achieved. Therefore, it is highly recommended that 
to make a true comparison between the energy performance of different urban built 
forms, their urban density and geometrical variables must be analysed simultaneously. 
As a result, when considering building energy performance, the ‘best’ and ‘worst’ 
urban built form for London climatic conditions can be either pavilion or tunnel-court 
built form, depending on urban planning policies. 
This study has also shown that it is critical to use the terms ‘high density’ or ‘low 
density’ appropriately because it depends on the choice of density indicator. The use 
of Form Signature graphs shows the simultaneous change of two density indicators 
and demonstrate that in some areas corresponding to high values of site coverage 
have low values of plot ratio and vice versa. For instance, as discussed previously, 
areas of the graphs with high site coverage and low plot ratio represent built-up area 
with high solar energy potential. They can neither be called high density nor low 
density. It may be called high density as a matter of site coverage and low density as 
a matter of plot ratio. However, in general they should not be considered as either high 
or low density unless greater qualification is given. Therefore, before using those 
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terms, the choice of density indicator should be clearly interpreted to not only avoid 
confusion, but also facilitate decent comparison between different studies. 
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Chapter 6: Impact of climate on building energy 
performance and its correlation with urban built form and 
density 
6.1 Introduction: The importance of design with climate 
Another important element to be considered to precisely answer the research 
question of this thesis is climate, which is related to the geographical location of a city. 
It impacts on the magnitude and type of building energy demand and the potential of 
renewable energy generation, specifically solar energy in this case. It consequently 
influences the relationship of energy with urban form and density (Tsirigoti and 
Tsikaloudaki, 2018). For instance, the positive effect of the variation of a particular 
parameter such as density or sky view factor in one climate can act negatively for other 
climatic conditions (Morganti et al., 2012). Therefore, there is no one-size-fits-all 
answer to this research question. This makes it important to design buildings 
according to climatic conditions during initial first stages of the design process (Heidari, 
2010). In fact, climatic variables must be known in order to predict the thermal 
behaviour of the building envelope (Oral and Yilmaz, 2003). 
It was realized in the 1970s that common practices for building designs were not 
effective without including the specific effects of climate. However, in contemporary 
designs and with the use of mechanical equipment (e.g. air conditioning system) to 
providing satisfactory thermal conditions, even less attention has been paid to climatic 
conditions. Built forms are therefore often very similar in every corner of the world 
regardless of climate showing that human is losing the skills to design with climate. 
More recently, with more focus on sustainability (which was the consequence of 
Climate Change), we have begun to seriously consider climate conditions for 
achieving sustainable building/urban designs. Dursun and Yavas (2015) emphasized 
that to have a sustainable urban development, a climate-sensitive urban design 
guideline is urgently needed for their case study in cold climates. Their findings show 
that the urban built environment should be consistent with climatic conditions. 
Muhaisen (2006) suggested general rules and guidelines for efficient design of 
courtyards in four different climatic regions. Kocagil and Oral (2015) showed that 
building form and settlement texture are influential parameters for heating and cooling 
loads of buildings in a hot-dry climate zone in order to provide optimum conditions. 
Khalili and Amindeldar (2014) identified that traditional courtyards have emerged in 
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the hot-arid regions of Iran to reduce the detrimental aspects of the climate. This built 
form provides better microclimatic conditions for occupants and is considered as a low 
energy consumption building form. Strømann-Andersen and Sattrup (2011) described 
that in northern European cities with high latitudes and associated low solar 
inclinations, urban density is of particular concern since urban geometry affects solar 
access much more here than in other urban centers around the world. Wong et al. 
(2011) assessed the effect of the air temperature variation in urban conditions on the 
building energy consumption in the tropical climate of Singapore and emphasized that 
outdoor air temperature can determine the energy savings of buildings. It is well 
established in the Subtropical Design Handbook (Kennedy, 2010) that the region’s 
climate-derived character is advantageous to develop low-energy urban forms and 
innovative low-energy buildings. It specifically suggests an open and permeable built 
environment for the subtropical region in Australia. 
Therefore, climate not only influences building energy demand but also 
determines suitable built forms and density of urban areas. Although previous studies 
have investigated the impact of climate on building energy demand and the suitability 
of urban forms independently, few have considered the impact of climate on the 
correlation of energy with urban built form and density. In this chapter, three case 
studies from different climate zones are considered in addition to the London case 
study (see Chapter 5) to identify the impact of climate on this correlation. For each 
case, the correlation of building energy performance with urban geometric parameters 
and two density indicators are empirically investigated based on the Form Signature 
graphs (developed in Chapter 3, section 3.5.3), while the specific impact of cut-off 
angle is examined separately. Then, the energy performance of the four selected built 
forms; pavilion, terrace, court and tunnel-court (as examined in Chapter 5) are 
compared in each of the climatic zones. At the end of the chapter, the data from all 
case studies are aggregated to provide a comparison of the energy performance of 
the four built forms in the different climates. This analysis also demonstrates the 
practicality of the tool proposed in Chapter 3 to be adopted for different climates. 
6.2 Case study selection and analysis 
To investigate the impact of climate on building energy demand and the potential 
for solar energy harvesting, other case studies from different climatic conditions are 
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selected using the Köppen climate classification system (also known as the Köppen–
Geiger) (Peel et al., 2007). It divides the earth into five main zones as follows: 
• Group A: Tropical (mega thermal) climates 
• Group B: Dry (arid and semiarid) climates 
• Group C: Temperate (mesothermal) climates 
• Group D: Continental/cold (microthermal) climates 
• Group E: Polar and alpine (montane) climates 
Each zone is sub-divided into several subcategories that are classified by two or 
three letters as an abbreviation, where each of them indicates a specific criterion (Peel 
et al., 2007). Each case study region is selected to represent one of the main climate 
zones. London (Cfb: Temperate-Without dry season-Warm summer) has already been 
selected from group C. Three other large metropolitan cities with great populations 
and large energy consumptions are selected based on their diverse climatic 
conditions. In this case Singapore (Af: Tropical-Rainforest) represents group A, 
Phoenix (Bwh: Arid-Desert-Hot) represents group B and Helsinki (Dfb: Continental-
Without dry season-Warm summer) represents group D. This study does not find any 
necessity to analyse a city from polar and alpine climate (group E) due to two reasons. 
Firstly, there are no large metropolitan urban areas in these parts of the earth to be 
investigated. Secondly, the outcome would be identical to continental cold climate (i.e. 
Helsinki case study) with similar (but sharper) trends. Therefore, this climate category 
is disregarded in this study. Notably, all selected cities include both high and low-
density districts as well as inner-city and suburbia. 
Similar to the analysis undertaken for the London case study in Chapter 5, the 
simulation method is adopted for energy analysis of the other cities in this chapter. 
The same number of site plans of buildings for each built form (pavilion, terrace, court 
and tunnel-court) are obtained by changing the geometrical variables, which then fed 
into CitySim to develop energy simulation models (as described previously in Chapter 
5). 
In practice, the physical characteristics of a building envelope are influenced by 
the climatic conditions. Parameters such as building material, glazing ratio and 
walls/windows U-values may differ in different climates. However, in this study, in order 
to be consistent in all case studies and to focus the study on the impact of climate on 
the built form, density and building energy demand, these parameters are kept 
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constant for all climatic zones. Additional input data such as infiltration rate, occupant 
density and room setpoint temperature are also kept self-consistent. In this case 
therefore, values chosen for above-mentioned parameters are the same as what was 
previously considered for the London case study (see section 5.2.1.1 of Chapter 5). 
The only input data for the simulation that is variable for different case studies is the 
heating/cooling period considered for energy simulations. This factor is the direct 
offspring of the climate that must be varied for different climates. Climate can 
significantly change the balance between heating and cooling demand of urban blocks 
(Tsirigoti and Tsikaloudaki, 2018). The method for identifying this factor is separately 
explained for each case study. Climate files of each of the three selected locations is 
derived from Meteonorm (which contains nine different climatic parameters as 
explained in section 4.2.2 of Chapter 4). 
6.2.1 Tropical hot and humid climate (Singapore) 
Here, the geographic and climatic conditions of the metropolitan City of Singapore 
are used as the case study. Singapore is an equatorial city with a hot, humid and rainy 
climate, located in the latitude of 1.3521° N and longitude of 103.8198° W, with a 
population of 5,875,857 people (World Population Review, 2020d). 
Energy consumption of buildings contribute about a third of Singapore’s total 
electricity production (Chua and Chou, 2010). The Building and Construction Authority 
of Singapore encourage 80% of the residential built area to use passive design 
strategies (GM RB, 2016). However, the energy performance of a building is measured 
according to the efficiency of active mechanical and electrical systems (GM RB, 2016). 
In Singapore, the average temperature during the day and the night is almost 
constant throughout the year. Therefore, buildings require only cooling related energy 
consumption all year round, with no heating energy needed (Chua and Chou, 2010). 
In tropical climates, heat gain and cooling loads are critical elements of a building’s 
energy performance (Ng et al., 2013). The indoor operative temperature should be 
maintained within 24 ⁰C and 26 ⁰C (SS 553, 2009). To be consistent with London case 
studies, the maximum setpoint temperature is considered 24 ⁰C for the Singapore case 
studies. For CitySim simulations only cooling periods are implemented for the whole 
year, while the heating period is eliminated. The annual cooling energy consumption 
in Singapore is defined as the annual electrical energy consumption of the air-
conditioning system (Chua and Chou, 2010). Cooling energy is considered to be 
143 
 
supplied by a heat pump in the simulations for this case study. Therefore, it increases 
the total electricity consumption of buildings, though it is independently calculated from 
the electricity consumption of home appliances.  
6.2.1.1 Form Signature graphs for Singapore 
Simulations trials are undertaken for different site plans by changing the number 
of storeys, plan depth and cut-off angle, as explained in section 5.2.1 of Chapter 5 and 
schematically shown in Figure 5.2, Figure 5.7, Figure 5.9 and Figure 5.11. It includes 
216 simulation trials and the resulting values, which are the yearly energy demand per 
m2, are used to develop the relevant heat maps on the Form Signature graphs, as 
















   
Figure 6.1: Correlation of building energy demand with urban built form and density for Singapore 
case study a) pavilion b) court c) terrace d) tunnel-court built forms  
The graphs shown in Figure 6.1 show the magnitude of building energy demand 
with respect to the change in density and geometric parameters of each urban built 
form. The highest energy demand, shown in dark red, belongs to the buildings with a 
lower number of storeys and smaller plan depth for court/tunnel-court forms (e.g. one-
storey building with 12m depth), while it corresponds to higher number of storeys and 
smaller plan depths for pavilion/terrace forms. This is equivalent to low values of plot 
ratio, while the magnitude of site coverage varies depending on the cut-off angle. 
Building energy demand gradually decreases by increasing the number of storeys and 
plan depth. This reduction continues to reach its minimum value for court and tunnel-
court forms. However, in pavilion and terrace forms increasing number of storeys 
causes a slight increase in energy demand in high-rise buildings with more than 20 
storeys. Therefore, increasing site coverage is beneficial in all cases as a matter of 
energy efficiency, while the plot ratio should be increased with some caution. 
Specifically, increasing plot ratio is always efficient for court and tunnel-court forms, 
but should only be increased in conjunction with site coverage for pavilion and terrace 
forms. 
The results emphasize the importance of urban density and geometrical 
parameters on building energy demand in this climate. For instance, the highest 
energy demand of a terrace building (with θ=45⁰) in this analysis is around 160 
kWh/m2/year, while it is only 80 kWh/m2/year for the most efficient building with 30 
storeys and plan depth of 60m. It shows 100% change in energy demand of buildings 
with the same form but different density, number of storeys and plan depth. This 
variance could be greater if the cut-off angle is also changed (addressed in section 
6.2.1.2). The numbers attained in this analysis are in the range of the values presented 
by similar studies. Shabunko et al. (2018) obtained values ranging from approximately 
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69 to 47.8 kWh/m2 for the benchmarking of residential buildings in Brunei Darussalam, 
which has a similar climate with Singapore. Lam et al. (2001) obtained numbers 
between 179 and 187 kWh/m2 for office buildings in Singapore, which normally 
demands higher energy than residential buildings due to the consumption of office 
equipment, pumps and vent fans that are not considered in this study. 
Simulations trials considering the addition of roof-mounted PV energy harvesting 
allows values of Energy Equity to be calculated and used to show the correlation of 














Figure 6.2: Correlation of Energy Equity indicator with urban built form and density for different built 
forms for Singapore case study 
From Figure 6.2, for all built forms, it can be seen that buildings with a lower 
number of storeys and greater plan depths acquire a higher potential for PV 
generation. The reason is larger roof areas and lower energy demand per m2 which 
allows the Energy Equity ratio to attain values greater than one (the dark red color in 
the plots). This is equivalent to having high values of site coverage and low values of 
plot ratio. In a comparison of case studies, the intensity of sunshine in Singapore is 
undoubtedly much higher than London. Therefore, it is assumed that buildings in 
Singapore should more readily reach a state of self-sufficiency than in London.  
However, this may not be the case as the amount of energy demand in Singapore is 
higher due to the large amount of cooling load expected in buildings. This will be 
extensively discussed in section 6.3. 
6.2.1.2 Impact of cut-off angle in the Singapore climate 
To investigate the impact of cut-off angle on building energy demand, building 
plans composed of similar buildings but different cut-off angles are compared and the 






















































Figure 6.3: Impact of cut-off angle on building energy demand for different built forms in Singapore 
The results show that, regardless of the built form and other geometric 
parameters, increasing cut-off angle reduces building energy demand for the 
Singapore climate. Changing the cut-off angle from 25⁰ to 65⁰ can diminish building 
energy demand from approximately 8% to 56% depending on the plan depth. This 
reduction is more significant in buildings with small plan depth (e.g. x=12m) and minor 
in buildings with deep plans (e.g. x=60m).  
Increasing cut-off angle means reducing the distances between buildings that 
resulted in increasing both density indicators, site coverage and plot ratio. Therefore, 
higher density reduces building energy demand in the Singapore case. This result is 
exactly the opposite to the conclusions obtained from a similar analysis for London 
detailed in Chapter 5 (section 5.2.1.5); emphasizing that the impact of urban density 
on building energy demand definitely depends on the climate and geographical 
location. 
The reason behind the results of this comparison is that the energy demand in 
London is due to heating while it is cooling in Singapore. By increasing the cut-off 
angle the buildings become closer and therefore they become more shielded from 
solar irradiation. The shadowing effect of adjacent buildings reduces solar heat gain 
that consequently decreases the cooling energy requirement of a building (Chan, 
2012, Nikoofard et al., 2011, Numan et al., 1999). This is also emphasized by Wong 
et al. (2011) discussing that increasing surrounding buildings heights reduces the 
cooling load in this climate. It can also change the micro-climatic condition around the 
buildings that slightly cools down the temperature around the building envelope, which 












































6.2.1.3 Energy performance of different built forms in Singapore 
To analyse the energy performance of buildings with different built forms but 
similar geometrical parameters, the data obtained from energy simulation trials are 





Figure 6.4: Comparison of building energy performance of the studied built forms with the same cut-
off angles, plan depths and number of storeys in Singapore a) energy demand b) Energy Equity 
Two separated diagrams are presented in Figure 6.4 showing (a) energy demand 
and (b) Energy Equity for the different built forms. It can be observed from Figure 6.4 
(a) that the energy demand of pavilion form is the highest while tunnel-court form 
shows the lowest energy demand. Court and terrace forms are in the middle with court 
form being the lower of the two. This difference in their energy demand is because i) 
they have different surface to volume ratios, as shown in Chapter 3 (section 3.4), that 
results in a different amount of envelope energy loss, and ii) the different built forms 
(shapes) create incurred different degrees of shadowing effects on the external walls 
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forms that have lower cooling loads. Finally, although their geometric variables are 
similar, their urban densities are different (see Table 6.1). 
Figure 6.4 (b) shows that tunnel-court form possesses the highest Energy Equity, 
while pavilion shows the lowest value. Again, court and terrace forms are placed in the 
middle. These results demonstrate that tunnel-court form has the highest potential for 
PV harvesting with respect to its energy demand, and is therefore the most sustainable 
built form (when keeping geometric variables constant) for Singapore’s climate, and 
can readily attain energy self-sufficiency. 
It should be noted that having similar geometries does not necessarily mean that 
they all deliver the same urban density. Table 6.1 shows the contrasting values of site 
coverage and plot ratio for the studied built forms with similar geometrical variables. 
Table 6.1: Comparison of density and energy performance of different built forms with similar 
geometric parameters 
θ=45⁰, x=60, n=10 Pavilion Court Terrace Tunnel-court 
Site coverage 0.444 0.667 0.632 0.889 
Plot ratio 4.444 6.667 6.32 8.593 
Energy demand (kWh/m2/year) 94 80 81 78 
Energy Equity 0.21 0.25 0.25 0.27 
 
This is just an exemplar case from the data obtained in the analysis, which is valid 
for all the other cases. It can be seen that pavilion form acquires the lowest density, 
while tunnel-court form acquired the highest density. This shows the advantageous 
characteristic of tunnel-court form that is able to deliver the highest density (in both 
density indicators considered here). This is one of the reasons that it has the lowest 
energy demand, which is 78 kWh/m2/year in this example. Hence, it demonstrates that 
higher urban density is more energy efficient in Singapore’s climate, though other 
factors such as the built form itself are influential too. 
This comparison emphasizes that the similarity of geometrical parameters shall 
not be confused with the similarity of urban density. In the case of keeping density 
constant but with the geometric parameters of the built forms varied, an opposite 
ranking of built forms can be observed when considering energy performance—this 
has been extensively discussed in section 5.2.4 of Chapter 5 (See Table 5.5). 
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6.2.2 Hot and arid climate (Phoenix) 
Here, the geographic and climatic conditions of the metropolitan City of Phoenix 
as the capital of the state of Arizona in the USA is used as the case study. This is 
representative of a hot and arid climate. It is located in the latitude of 33.4484° N and 
longitude of 112.0740° W, with a population of 1,703,080 people (World Population 
Review, 2020c). 
Phoenix has a long, hot summer and short, mild winter that means the main 
portion of total building energy demand comes from cooling loads. It is one of the 
sunniest cities in the world with approximately 300 days of sunshine per year and the 
intensity of sunshine is very high due to its desert location. It makes this city a suitable 
candidate for the study in this thesis since the potential of PV energy harvesting in 
cities is being considered. 
Looking at historical climate data for Phoenix (U.S. Climate Data, 2021) and 
following information provided by authors of previous studies on this city 
(Guhathakurta and Williams, 2015, Sailor et al., 2012), the typical building cooling 
period is considered to be from April to October and the heating period from November 
to March. The high percentage of the total cooling load is consumed in May-
September, while there is smaller demand in the shoulder months of April and 
October. Also, the main heating load is demanded between December and February, 
while relatively small heating loads are demanded between November and March. In 
this study, all the above-mentioned periods (including shoulder months) are 
considered for the building energy simulation trials for two reasons i) due to the desert 
location of the city, there is normally a substantial change in temperature between 
daytime and nighttime (although this fluctuation is slightly mitigated as a result of the 
Urban Heat Island effect). This diurnal variation imposes energy demand in either day 
or night-time of the shoulder months. The thermal behavior of the hot-dry climate is 
very distinctive due to wide daily and seasonal fluctuations (Kocagil and Oral, 2015). 
ii) it is then better to compare with the Singapore case study which has a full 12 months 
of energy analysis. Phoenix and Singapore both have a hot climate, however, they 
possess considerably different climatic conditions that create distinctly different human 
feeling and building energy requirements. Therefore, to reach the human comfort 
zone, different strategies should be adopted. Singapore requires 12 months of cooling 
while Phoenix requires seven months of cooling and five months of heating. Hence, 
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although 12 months of energy simulation is considered for both, their comparison is 
expected to deliver different results (section 6.3). 
6.2.2.1 Form Signature graphs for Phoenix 
Similar to the previous case studies, simulations trials are undertaken for a variety 
of site plans (but using climate and horizon files of Phoenix) and the results are 
overlaid as a heat map on the Form Signature graphs, as shown in Figure 6.5. 
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Figure 6.5: Correlation of building energy demand with urban built form and density for different built 
forms for Phoenix case study 
It can be seen from Figure 6.5 that the trend of changing building energy demand 
on the Form Signature graphs of Phoenix is similar to the Singapore case (Figure 6.1). 
The reason is that the energy demand of buildings in Phoenix is cooling dominated. 
Accordingly the cooling energy demand of a building in Phoenix is at least seven times 
higher than its heating demand (see section 6.2.2.4). Therefore, the same arguments 
(as Singapore case) governing the correlation of building energy demand with density 
indicators and geometric variables also apply here (see descriptions of section 
6.2.1.1). Javanroodi et al. (2018) also concluded that higher site coverage results in a 
reduction of building cooling load in hot-arid climates. 
Nonetheless, the absolute values of building energy demand are different from 
Singapore case study. For instance, the highest energy demand of a terrace building 
(with θ=45⁰) for Phoenix is around 130 kWh/m2/year, while the lowest energy demand 
is only 66 kWh/m2/year for the most efficient building with 30 storeys and 60m plan 
depth. Although this is ~100% difference in energy demand of buildings with the same 
built form but different density, number of storeys and plan depth, the absolute values 
are, on average, 18% lower than values obtained for the Singapore case. This will 
extensively be discussed in section 6.3. 
By considering roof-mounted PV energy generation for simulations, the values of 
Energy Equity are calculated and used to show the correlation of building solar energy 





   
   
   
Figure 6.6: Correlation of Energy Equity indicator with urban built form and density for different built 
forms for Phoenix case study 
Figure 6.6 show that similar to London and Singapore, buildings with lower number 
of storeys and greater plan depths acquire greater potential for PV generation that 
corresponds to high values of site coverage and low values of plot ratio. Comparing 
Phoenix and Singapore, both with hot climates, the former achieves significantly 
higher values of Energy Equity due to the fact that i) the solar energy generation is 
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greater in Phoenix due to its longer and more intense sunlight during the year, and ii) 
the yearly energy demand of Phoenix is smaller because buildings require lower 
cooling load. A full summary comparison of the case studies will be made in section 
6.3. 
6.2.2.2 Impact of cut-off angle in Phoenix climate 
The influence of cut-off angle on building energy demand for different built forms 









Figure 6.7: Impact of cut-off angle on building energy demand for different built forms in Phoenix 
Figure 6.7 shows that increasing the cut-off angle in Phoenix climatic conditions 
leads to a reduction in building energy demand. It means that higher urban density is 
advantageous for hot-arid climates. It reflects the fact that a lower distance between 
buildings protects them from intense solar radiation that results in lower cooling energy 
demand in this climate. Similarly, Coccolo et al. (2013) discovered that stand-alone 
buildings in hot-arid climate of United Arab Emirates need 5% more cooling energy. 

































































































hot-arid climate) that use an indicator called building height/lane width ratio (La 
rédaction, 2019). Higher values of this ratio are recommended for this climate, which 
is equivalent to higher values of cut-off angle in this study. 
This outcome is also similar to that for Singapore (see Figure 6.3) but opposite to 
the results from London case study analysis (see Chapter 5, section 5.2.1.5). This is 
because the buildings in Phoenix are cooling-dominated similar to Singapore and 
unlike London that require heating load. However, the trend of this reduction is not as 
pronounced as for Singapore due to the fact that the buildings in Phoenix demand 
heating load in wintertime, while cooling is required for buildings in Singapore all year 
round. This heating load is the element that mitigate the sharpness of this trend. The 
data obtained in this study shows that by increasing cut-off angle, heating load 
increases while cooling load decreases. Changing cut-off angle from 25⁰ to 65⁰ can 
reduce building energy demand between approximately 6% and 47% (depending on 
the plan depth) comparing to Singapore that is between 8% and 56%. This shows the 
mitigating effects of the heating load presented in the Phoenix case study. This 
reduction is still more significant in buildings with small plan depth compared with 
buildings with deep plans. 
6.2.2.3 Energy performance of different built forms in Phoenix 
To compare different built forms with similar geometrical parameters, their building 
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Figure 6.8: Comparison of building energy performance of the studied built forms with the same cut-
off angles, plan depths and number of storeys in Phoenix a) energy demand b) Energy Equity 
From Figure 6.8 it is observed that the comparative performance of the studied 
built forms is similar to the Singapore case study (see Figure 6.4). Among the selected 
built forms, tunnel-court form not only has the lowest energy demand, but also obtains 
the highest Energy Equity values. It explicitly demonstrates that when keeping 
geometrical variables constant, this is the most energy efficient built form for Phoenix. 
In contrast, pavilion shows the weakest performance. Court and terrace built forms are 
in the middle with very similar performance. This is similar to the London case, while 
in Singapore court form performs better than terrace form. The reason behind this 
ranking of built forms is fully explained in section 6.2.1.3. 
Suitable energy performance of court form has been shown by Soflaei et al. (2017) 
who confirmed that courtyard houses in hot-arid climate regions of Iran provide a 
successful sustainable design compatible with climate requirements as well as socio-
cultural aspects. Traditional courtyards can provide a more compact urban fabric along 
with passive cooling and heating strategies that reduce cooling and heating load of 
buildings in this climate. Heidari (2010) also considered courtyards as the best building 
form in the desert climate. The only built form in Figure 6.8 that affords better energy 
performance than the court form is the tunnel-court form. The reason is the similarity 
in the shape of these two built forms where both contain an inner yard, and their 
difference is the connectivity of tunnel-court form with respect to court. This appears 
to provide better building performance, however, since this type of built form is newly 
introduced in this study, there are no traditional examples to show its energy 
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developments as an energy efficient and environmentally sustainable alternative to 
more traditional solutions. 
The analysis and conclusions for section 6.2.1.3 (see Table 6.1) regarding 
distinguishing between constant density and constant geometric variables are also 
valid for this case study. 
6.2.2.4 Cooling vs. heating energy demand 
Since Phoenix is the only case study that includes both heating and cooling energy 
simulations, the impact of the ratio of these two loads is now investigated. The analysis 
has indicated that cooling loads are considerably greater than heating loads, which is 
a tangible result due to the climatic conditions of Phoenix. In general, however, both 
cooling and heating loads can be reduced by increasing the number of storeys and 
plan depth. This has an exception in pavilion and terrace forms where the cooling load, 
after a sharp decrease up to 10 storeys, begins to slightly increase for buildings with 
a higher number of storeys. However, this is only noticeable with small plan depths 
and low cut-off angle. Furthermore, by increasing the cut-off angle, heating and cooling 
loads increases and decreases, respectively. 
To make further investigation, the ratio between the two types of loads is analysed 







It can be seen that the minimum (6.5) and maximum (22.5) values are 
considerably different from each other and the range is more than a factor of three. It 
highlights the significant influence of built form and density on this ratio. The highest 
values belong to pavilion form with small plan depth and low cut-off angle, while the 
lowest values belong to tunnel-court form with small plan depth and high cut-off angle. 
The ratio decreases with increasing cut-off angle due to the impact of cut-off angle on 
cooling and heating demand (see section 6.2.2.2). The impact of plan depth on this 
ratio depends on the cut-off angle with greater plan depths resulting in higher values 
when the cut-off angle is small, while this correlation is the opposite when the cut-off 
angle is big. 
6.2.3 Continental cold climate (Helsinki) 
Here, the geographic and climatic conditions of the metropolitan City of Helsinki 
are used as the case study, which is a member of the cold climate category. It is the 
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capital city of Finland, located in the latitude of 60.1699° N and longitude of 24.9384° 
W, with a population of 1,304,851 people (World Population Review, 2020a). 
To define the heating and cooling seasons in Helsinki, previous studies and 
organizational documents are investigated. Kalamees et al. (2012) modified EN ISO 
15927-4:2005 method and proposed to divide a year into three periods as 
winter/heating period (November, December, January, February), summer/cooling 
period (May, June, July, August) and spring–autumn/intermediate period (March, 
April, September, October). Jylhä et al. (2015) also divided a year into three seasons 
for building energy analysis, although they classified the months with some differences 
from the study by Kalamees et al. (2012). Their seasons include the major heating 
season (November, December, January, February, March), the cooling season (May, 
June, July, August) and the intermediate season (April, September, October). 
Meanwhile, the Finnish Energy association (Finish Energy) defines the heating season 
from the first day of October to the last day of April, while the rest of the months are 
simply called non-heating season. A document published by Scottish government 
(Shearer and Anderson, 2008) defined the heating season of Nordic countries from 
September to May for non-domestic buildings, while the graphical results by Jung et 
al. (2018) show that the main heating load of energy-efficient buildings is demanded 
from October to April (with small heating demand in September and May), while the 
main cooling load is demanded in June, July and August. However, office buildings 
were considered in their study and not residential buildings. In the report provided for 
the ENTRANZE Project (Zangheri et al., 2014) which investigates heating and cooling 
energy demand and loads for different building types in different countries of the EU, 
the data related to the domestic sector of Helsinki shows the main heating load is 
demanded between October and April (with small demand in September and May), 
while it shows a small amount of cooling demand only in August. Acknowledging the 
above studies and to be consistent with London case study, only the heating period is 
considered for simulation trials of Helsinki, which is considered to be the period 
between October and May. 
The dominant heat source for apartment blocks in Finland is district heating 
(Vainio et al., 2017). For the purpose of this study, gas is used for preparation of heat 
for homes. It should be noted that utilization of a district heating network (DHN) can 
be more energy efficient and sustainable than the adoption of individual gas boilers 
per residence since DHN normally uses the waste heat of a CHP plant (Ahmadian and 
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Schmidt, 2020). However, to be consistent with the previous case studies, gas boilers 
are considered here for Helsinki as well. 
6.2.3.1 Form Signature graphs for Helsinki 
Using the climate and horizon data of Helsinki, simulation trials are performed for 
a variety of site plans to obtain yearly energy demand of buildings per unit of area. The 
results are shown as a heat map on the Form Signature graphs in Figure 6.9. 
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Figure 6.9: Correlation of building energy demand with urban built form and density for different built 
forms for Helsinki case study 
From Figure 6.9 the characteristics of the building energy demand on the Form 
Signature graphs of Helsinki is similar to that of London. Buildings with a lower number 
of storeys and smaller plan depths have higher energy demand. Buildings with a high 
energy efficiency (depicted by dark blue areas on the graphs) with higher numbers of 
storeys and greater plan depths is equivalent to greater plot ratios. Multi storey 
buildings are considered as a good solution for the cold climate regions (Dursun and 
Yavas, 2015). The reason for this similarity is that only pure heating loads are 
demanded from buildings in both Helsinki and London. The only difference is the 
absolute values of building energy demand which are significantly greater for Helsinki 
compared with London. This is due to the fact that the cold weather in Helsinki is more 
intense and imposes a bigger heating load for the buildings. For instance, the building 
energy demand of a 6-storey court building (with θ=45⁰ and x=12m) for Helsinki is 81 
kWh/m2/year, while it is only 42 kWh/m2/year for London. 
As a matter of validation of the results obtained from this analysis, Hukkalainen et 
al. (2017) found that the summation of heating and electricity consumption of an 
apartment building in Finland is around 66 kWh/m2/year, and was around 102 
kWh/m2/year in the study by Jylhä et al. (2015). 
Considering roof-mounted PV energy harvesting, values of Energy Equity are 
again obtained through simulation trials. The resulting values are used to show the 
correlation of building solar energy potential with urban built form and density on the 
Form Signature graphs, as shown in Figure 6.10. 
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Figure 6.10: Correlation of Energy Equity indicator with urban built form and density for different built 
forms for Helsinki case study 
Figure 6.10 shows that the characteristics of Energy Equity on the Form Signature 
graphs is similar to the previous case studies. Buildings with a lower number of storeys 
and greater plan depths acquire higher potential of PV generation with respect to their 
energy demand. This corresponds to high values of site coverage and low values of 
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plot ratio. However, the absolute values of their Energy Equity differ from each other, 
and this will be discussed in detail in section 6.3. 
6.2.3.2 Impact of cut-off angle in Helsinki climate 
Similar to the previous case studies, the impact of cut-off angle on building energy 
demand in Helsinki is investigated. The comparison of cases for the four studied urban 









Figure 6.11: Impact of cut-off angle on building energy demand for different built forms in Helsinki 
It can be seen from Figure 6.11, that greater cut-off angle results in higher building 
energy demand in Helsinki climatic conditions, meaning that a higher urban density is 
not advantageous for continental/cold climates. Since buildings in Helsinki require a 
significant amount of heating energy, having buildings close to each other prohibit 
them from useful solar gain in wintertime, resulting in a higher heating energy demand. 
This is compatible with the conclusion made by Strømann-Andersen and Sattrup 
(2011) in their study on the city of Copenhagen that is situated close to Helsinki with 



























































































Varying the cut-off angle from 25⁰ to 65⁰ can increase building energy demand 
between approximately 2% and 12%, depending on the plan depth. This demonstrates 
that the change in Helsinki building energy demand by altering cut-off angle is 
significantly smaller than the change it imposes to the Singapore or Phoenix building 
energy demand. 
It should be noted that by increasing demand for summer cooling due to climate 
change, dense urban contexts may be more efficient in the future for the cities with 
this climate too (Morganti et al., 2012). This will be investigated in Chapter 7. 
6.2.3.3 Energy performance of different built forms in Helsinki 
Energy performance of the selected built forms with similar geometrical 
parameters are compared to identify the most suitable built form for Helsinki. Values 





Figure 6.12: Comparison of building energy performance of the studied built forms with the same cut-
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Figure 6.12 shows that pavilion form has the highest energy demand and lowest 
Energy Equity which makes it the worst choice for the Helsinki climate. Tunnel-court 
form has a medium energy demand, while it possesses the highest Energy Equity, 
which shows its considerably high potential of PV energy generation. Terrace and 
court forms are identical as a matter of Energy Equity and ranked in the middle. 
However, they show the lowest energy demand (terrace has slightly higher demand 
than court form) compared to the other built forms. Being compatible with these 
results, Dursun and Yavas (2015) found that the court form is beneficial in cold climate 
as it would provide the opportunity to trap warm air in courtyards between buildings. It 
also acquires other advantages such as protecting outdoor spaces against winds, 
maximising solar access and minimising shading in winter whilst being open to 
breezes in summer (St Clair, 2010). The study by Muhaisen (2006), which evaluated 
the performance of court form in four cities (Rome, Kuala Lumpur, Cairo and 
Stockholm) with similar climates to the four case studies of this thesis, showed the 
advantages of courtyard buildings for these four climates and emphasised that this 
consideration should be noted at design stage. This is in line with the outcomes from 
the case study analysis of this thesis as the court form (along with the newly introduced 
tunnel-court form) showed the best energy performance for all case studies. 
The same analysis and conclusions derived in section 6.2.1.3 (see Table 6.1) 
regarding distinction between constant density and constant geometric variables are 
valid for this case study as well. 
6.3 Comparison of different climates 
Thus far, the correlation of building energy performance with urban built form and 
density has been investigated for each climate separately. Here, the results obtained 
from all case studies are aggregated to make a comparison between the energy 
performance of the studied built forms in the different climates. The resulting values 




Figure 6.13: Comparison of the energy demand of the built forms with similar geometric parameters in 
different climates 
In Figure 6.13, the columns related to each case study are identified by a different 
color. There are eight cases with similar built form, n, x and θ, for the different case 
studies (distributed along the Y-axis with different colors). The cases have been 
chosen among more than 200 available datasets, where the general trend of all of 
them are similar to the chosen cases. In each case, built form, cut-off angle, plan depth 
and number of storeys are kept constant, which means the density is constant too as 
a result of the similarity of all parameters considered. Therefore, the only variable in 
each case is climate. It can be observed that the lowest energy demand belongs to 
London, having a significant difference compared to the others. The next lowest 
energy demand is associated with Helsinki and is followed by Phoenix. Finally, the 
highest energy demand belongs to Singapore. 
The low energy demand of London is due to its temperate climate which 
necessitates less heating energy to reach the thermal comfort temperature of 
occupants. Due to the cold climate of Helsinki, the outside temperature has larger 
divergence from the inside setpoint room temperature. Phoenix and Singapore mainly 
require cooling demand that itself requires more energy compared with heating 
demands. Moreover, according to the assumptions of this study, they demand energy 
12 months of a year, while it is only eight months for London and Helsinki. Therefore, 
these two case studies show higher energy demand. Notably, the weather in Phoenix 
is harsher and hotter in the summer period which requires higher cooling demand to 
the buildings, but nevertheless requires less total energy than Singapore which 
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year that reduces the total yearly energy demand of buildings compared with 
Singapore).  
To investigate the scale of these differences, the case of terrace form with θ=45⁰, 
x=12m and n=10 is analysed here. The resulting energy demand of buildings in 
London, Helsinki, Phoenix and Singapore are 42, 81, 114 and 134 kWh/m2/year, 
respectively. This shows that yearly building energy demand in Helsinki, Phoenix and 
Singapore are 93%, 171% and 190% higher than in London. This highlights the 
significant impact of climate on building energy demand. 
Among the cases shown in Figure 6.13, the first case that is composed of Pavilion 
form with θ=25⁰, x=12m and n=6 shows a relatively abnormal high energy demand for 
the Phoenix and Singapore case studies. In this specific instance, the energy demands 
for these two case studies are unexpectedly much higher than London and Helsinki, 
and their percentage differences are not following the above-mentioned trend. In fact, 
the energy demand for Phoenix and Singapore are 338% and 392% higher than 
London, respectively, while they have only a 12% difference between each other. This 
substantial difference is due to a combination of three features, i) it is a pavilion, ii) it 
has a small plan depth, and iii) it has a low cut-off angle. The pavilion built form 
consists of smaller internal space compared with other built forms, therefore, its 
envelope energy efficiency is more vulnerable to outside weather conditions. In 
addition, it has a small plan depth that makes it even more sensitive to the changes 
happening outside the building, and finally (and more importantly), the low cut-off 
angle increases the cooling load of the building in hot climates (i.e. Phoenix and 
Singapore). As previously demonstrated in Figure 6.3 and Figure 6.7, in hot climates 
that require significant cooling loads, the increasing cut-off angle would decrease 
cooling demand of buildings. Therefore, in plans with a low cut-off angle the difference 
between energy demand in hot climates and the cities such as London and Helsinki 
(that require heating load) are very significant. As shown in Figure 6.14, by increasing 
the cut-off angle, heating load increases (opposite to cooling load) and the difference 




Figure 6.14: Trend of changes in the energy demand of different case studies by increasing cut-off 
angle 
A similar analysis is now performed by considering PV energy generation in 
addition to building energy demand for the different climates. Similar cases to Figure 
6.13 are compared using their Energy Equity values, as shown in Figure 6.15. 
 
 
Figure 6.15: Comparison of the Energy Equity of the built forms with similar geometric parameters in 
different climates 
Having similar geometry, density and built form in each case, Figure 6.15 shows 
only the impact of climate on the Energy Equity indicator. It can be seen that the 
Energy Equity of London is evidently higher than the others in all cases except with 
θ=65⁰, where the domination of the London case study, with respect to Phoenix, is not 
very significant (the reason will be discussed in the last paragraph of this section). 
Phoenix is ranked second in this comparison, achieving evidently higher values than 
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results of Figure 6.14, in that exceptional case, the cooling load in Phoenix and 
Singapore is very high which creates a substantial reduction in their Energy Equity. In 
this case, Helsinki, despite its low solar potential, acquires a higher value of Energy 
Equity than those. By way of a holistic comparison of the lowest-ranked case studies, 
Helsinki and Singapore, it is seen that Helsinki has greater Energy Equity than 
Singapore in site plans with low cut-off angle, while it is opposite in cases with large 
cut-off angles. This is connected to their energy demand (the denominator of the 
Energy Equity equation). It is shown in Figure 6.14 that increasing cut-off angle 
increase energy demand of Helsinki (and decrease Singapore’s) that reduced its 
Energy Equity value (and magnifies Singapore’s). Therefore, although the amount of 
solar radiation in Singapore is substantially greater than Helsinki, their Energy Equity 
values are relatively similar. This affirms the advantage of introducing the Energy 
Equity indicator in this study, otherwise, it could be simply assumed that solar energy 
potential of these case studies is ranked from 1 to 4 as Phoenix, Singapore, London 
and Helsinki following their climatic conditions and geographical location. According 
to the results of the simulation trials of PV energy generation, London PV generation 
is 1% more than Helsinki, Singapore is 54% more than London and Phoenix is 26% 
more than Singapore. This means that there is a 95% difference between the best and 
worst cases. Therefore, although there is a 55% difference between PV generation 
potential of Helsinki and Singapore, their Energy Equity values remain similar. 
As discussed above, for the cases with θ=65⁰, the Energy Equity of London is very 
close to that of Phoenix (and in the last case they are almost equal). The reason again 
is that in plans with high cut-off angle, building energy demand in London is increased 
while in Phoenix it is decreased (see Figure 6.14), which causes an opposite impact 
on the Energy Equity. Moreover, the reason that in the last case their Energy Equity 
is equal is that this is a tunnel-court form with θ=65⁰. For the Tunnel-court form the 
roof surface area available for PV installation is greater than in other built forms, and 
in Phoenix, the intensity of solar radiation is greater than the other studied cities, 
specially London. These two features combined considerably increase the Energy 
Equity of Phoenix which results in equality of its value with London’s. 
6.4 Conclusion 
Following the identification of the relationship of building energy performance with 
urban built form and density in the previous chapter, the impact of climatic conditions 
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on this relationship is investigated in this chapter. Many studies in the literature 
indicate the significance of climatic factors on building energy performance. However, 
the impact of climate on the relationship of building energy and urban form requires 
further investigation. 
In addition to the London case study considered in the previous chapter, three 
other case studies have been chosen from contrasting climates. Considering the 
Koppen climate classification system, the cities of Singapore, Phoenix and Helsinki 
are selected where each of them representing a different climate zone. Simulation 
trials are adopted for this analysis using CitySim. The climate data of each case study 
is obtained from Meteonorm software. The resulting data are compared in different 
stages and the outcomes are explained as follows: 
The trend of change of energy demand and Energy Equity on the Form Signature 
graphs are almost similar for all case studies, though the absolute values of the 
mentioned parameters are different in each case. Taller and wider buildings (which is 
equivalent to having a higher plot ratio) require lower energy demand than buildings 
with a lower number of storeys and smaller plan depths. This has a small exception in 
pavilion and terrace forms in Singapore and Phoenix where there is a slight increase 
in the cooling load of high-rise buildings. As a matter of Energy Equity, in all case 
studies, it is always more beneficial to have a lower number of storeys and greater 
plan depths, which corresponds to higher site coverage and lower plot ratio. 
By increasing the cut-off angle, which increases both site coverage and plot ratio, 
the energy demand of buildings in London and Helsinki rise while it reduces building 
energy demand in Singapore and Phoenix. The reason is that energy demand in 
London and Helsinki is heating-dominated while in Singapore and Phoenix is cooling-
dominated. The findings show that closely packed buildings provide shade for their 
neighbours, resulting in cooler environments that increase the heating load while 
decreases cooling load. The impact of cut-off angle on the building energy demand of 
cooling-dominated buildings is significantly higher than on heating-dominated 
buildings. 
When comparing built forms with similar geometric variables, pavilion form 
acquires highest energy demand in all case studies. Tunnel-court form shows the 
lowest energy demand in Singapore and Phoenix, while the terrace and court forms 
show the lowest energy demand in Helsinki and London. Meanwhile, tunnel-court form 
achieves the highest value of Energy Equity in all case studies, where the lowest value 
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belongs to pavilion. These results could be opposite if the density is fixed instead of 
geometric variables. The magnitude of difference between Energy Equity of tunnel-
court and pavilion forms is significantly higher for cooling-dominated buildings. The 
results show that the tunnel-court form performs between 7% and 32% higher than 
pavilion form in London and Helsinki, while it performs between 27% and 67% higher 
than pavilion form in Singapore and Phoenix. It demonstrates the higher importance 
of choice of built form in hotter climates. 
Finally, and most importantly, the direct comparison of the studied built forms in 
the chosen case studies shows that yearly building energy demand is a minimum in 
London while it is maximum in Singapore. Helsinki and Phoenix are in the middle, 
though Phoenix shows higher energy demand than Helsinki. Building Energy Equity 
is the highest for London that is followed by Phoenix because of their higher potential 
for solar energy generation with respect to their building energy demand. The value of 
this indicator is low for Singapore and Helsinki with approximately similar values. 
When the cut-off angle of the building plan is low, Helsinki acquires higher Energy 
Equity while Singapore shows higher values in case of having a greater cut-off angle. 








Chapter 7: Future Cities 
7.1 Introduction 
Here, consideration is given to the impact of global warming and the penetration 
of EVs to the market, and how they will influence decision making for future urban 
developments. The average temperature of the earth has been increasing since the 
mid-20th century due to greenhouse gas emissions into the atmosphere. This 
anthropogenic climate change has been caused by human activities, particularly the 
burning of fossil fuels. This interrupts the balance of natural global cycles leading to 
uncharacteristic climate events (as discussed in Chapter 1, section 1.1). It obliges 
humans to urgently take serious action, and an important aspect of this is the planning 
of future cities. Sustainable energy use in urban areas is feasible through the 
integration of improved building energy performance, urban geometry and climate 
change at the planning and design stages (Mangan and Oral, 2020). Changes in mean 
weather patterns and extreme weather events have direct and indirect impact on 
energy systems from both a risk and market perspective (Berger and Worlitschek, 
2019). Moreover, consideration of the developing technologies is very crucial as this 
can influence the optimal shape of future cities (see Chapter 2). 
In this chapter, the future climate predicted by Intergovernmental Panel on Climate 
Change (IPCC) is used for new simulation trials of the City of London. The penetration 
of private EVs and the scenario of charging them from roof-mounted PV panels is 
considered which adds more load to energy consumption of buildings. The results are 
compared with the previous results from the London case study (Chapter 5) to 
investigate the differences of current and future optimum urban built forms and density. 
The primary contribution of the chapter is identification of the most efficient urban 
built forms along with their recommended geometrical parameters for the future 
London temperate climate. It determines the combined effect of climate change, 
technological developments, and government policies on the future of cities and 
relates them to urban built form and density indicators. 
7.2 Future scenarios 
At the Paris Agreement in 2015, a durable framework was provided to avoid the 
threatening consequences of climate change by limiting global warming to below 2°C 
over pre-industrial levels, and preferably keeping it below 1.5°C. It was followed by the 
IPCC report entitled Global Warming of 1.5°C (Masson-Delmotte et al., 2018) 
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emphasizing that it is still possible to keep the temperature rise below 1.5°C but only 
through rapid transitions in energy, land, urban infrastructure and industrial systems. 
The aim of the Paris Agreement is to create a continuous cycle that sustains pressure 
on countries to raise their ambitions over time. To this end, UK set a legally binding 
target of net zero emissions by 2050 making it the first major economy to pass net 
zero emissions laws (UK government, 2019). The main areas for carbon emission 
reduction are power, buildings and transport, by using renewable and clean energy 
sources, increasing the EPC standard of all homes, and ending the sale of petrol and 
diesel cars by 2030 (WWF UK). Here then, the future climatic conditions of London in 
2050 along with proposed transportation strategy is investigated to identify their impact 
on building energy performance and its relationship with urban built form and density. 
The average UK surface air temperature has increased by ~1⁰C since the mid-1980s, 
which has caused frequent warmer summers compared with the 1971–2000 average 
(Rodrigues et al., 2013). There has been little attention to the cooling of dwellings in 
the UK for historical reasons.  However, as the temperature rises, there will be a rise 
in the rate of synthetic cooling requirements during summer periods  (Rodrigues et al., 
2013). Hence, adaptation of air-conditioning for cooling purpose is being increasingly 
demanded (Kolokotroni et al., 2012). This is one of the key differences between the 
current and future scenarios for building energy optimization in the temperate climate 
of the UK that is investigated by comparing the results of this analysis with the results 
obtained in Chapter 5. Nevertheless, natural ventilation still has a positive impact and 
a good design using natural ventilation together with the potential of adaptive comfort 
can reduce the need for synthetic cooling. To this end, the importance of transforming 
the physical form of buildings and cities to be consistent with the changing climate is 
of increasingly significant (see Chapter 6). The results of this chapter give 
recommendations for the most energy efficient built forms to be adopted for future 
climatic conditions. It is notable that over-reliance on air-conditioning may result in 
more compact built form as it displaces cooling by natural cross-ventilation. 
It should be noted that many assumptions can be taken into consideration that 
influence the predictive patterns of the future. The energy mix that is used in cities will 
be different and variable types of fuels could be used. For instance, there might be no 
gas heating in 2050, and PV panels with greater generation capacity might be 
developed, more efficient building materials might be available to reduce heat loss, 
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and even home appliances with higher energy efficiency might be accessible for 
occupants that reduce building electricity consumption. 
This study acknowledges all the possible upcoming technological developments; 
however, it focuses on the impact of climate change and the utilization of EVs. In 
addition, in it assumed that home appliances and lighting energy consumption will be 
22% more efficient (Bansal et al., 2011, Borg and Kelly, 2011). Other characteristics 
remain similar to those used in Chapter 5 to be consistent with the present scenario 
of the London case study. Comparative analysis determines the difference between 
the percentages of heating, cooling and electricity requirements in the present and in 
the future. 
7.2.1 Global Warming 
IPCC issued a special report proposing six different emission scenarios for future 
climate change (Nakicenovic and Swart, 2000). These are classified into four storyline 
families, namely A1, A2, B1 and B2. A1 family is composed of three scenarios (A1F1, 
A1B and A1T) characterizing alternative developments of energy technologies, while 
other families have only one scenario each. The scenarios are alternative images of 
how the future might be which is the product of a complex dynamic system determined 
by driving forces such as demographic and socio-economic development as well as 
technological changes. Figure 7.1 shows the predicted trend of changing carbon 
dioxide emissions by 2100. 
 
 
Figure 7.1: Prediction of carbon dioxide emissions in different IPCC scenarios (Adopted from 
Nakicenovic and Swart (2000)) 
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From Figure 7.1, it is observed that scenario A1F1 has the highest emissions, 
followed by A2. This study considers one of the two worse-case scenarios (A2 and 
A1F1) to emphasize the possible consequences of ignoring climate change, and, since 
Meteonorm software is able to generate predicted future climate data for CitySim for 
A2 (but not A1F1), A2 is specifically chosen for the study. Notably, Jylhä et al. (2015) 
also show that A2 causes more significant change in future building energy demand 
compared with B1 and A1B scenarios (albeit for Finland). The underlying trends in 
scenario A2 is self-reliance and preservation of local identities, continuously increasing 
global population, regionally oriented economic development and per capita economic 
growth, where technological changes are more fragmented and slower than in other 
storylines. 
7.2.2 Penetration of EVs into the transportation network 
As discussed in Chapter 2, planning and policymaking for urban areas should be 
undertaken by considering ongoing/future means of transportation (e.g. EVs) rather 
than current technologies (i.e. ICEVs), since it is expected that ICEVs will be largely 
phased out in many parts of the world. To achieve the 2050 zero carbon target in the 
UK, the transportation system, as a major pollution contributor (accounting for 26% of 
the UK’s greenhouse gas emissions (Gabbatiss, 2018)), needs to be urgently 
decarbonized. This will be done by replacing ICEVs with EVs.  Currently only 0.08% 
of the total 32 million cars on the roads are EVs (EST, 2020)). This percentage is 
accelerating following several service and financial incentives such as tax reductions 
for EVs, offering free parking spaces to EVs and allowing them to use the bus lanes, 
and Plug In Grants towards the cost of installing a charge point at home (EST, 2020). 
The latter aspect is a key basis for the analysis presented in what follows.  
The energy use (and carbon production) of EVs is very dependent on how they 
are charged. If EVs are charged by PVs mounted on residential roofs, then the energy 
is comparatively emission and cost free. Furthermore, smart grids and micro-grids 
allow for energy to be generated away from home so that a vehicle need not be at the 
point of generation in order to benefit. The future use of virtual power plants (VPPs) 
will also make it possible to utilize energy stored throughout an urban area to be 
directed towards electrically powered public transport (Nikonowicz and Milewski, 
2012). This disruptive technology combined with smart grids and ‘blockchain’ energy 
supply (Mengelkamp et al., 2018, Pieroni et al., 2018) may suggest that dispersed 
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cities of lower density will be more energy efficient for both buildings and transport. 
Therefore, it is argued that policy on urban form should be based on the technologies 
of the future rather than the past. For example, with new disruptive technologies, 
households will not only consume electricity but are also likely to generate it. With the 
use of VPPs, the urban population will become ‘prosumers’ (both providers & 
consumers) and will have a stake in power plants that could be controlled by the local 
communities themselves or local councils. This will challenge the current structure of 
the grid network providers and their business models. 
In the scenario considered for this analysis, it is assumed that all household EVs 
will be charged by their private plug-ins which are supplied by roof-mounted PVs. 
Therefore, the electricity consumed by EVs is added to the total energy demand of the 
buildings. To this end, the analysis procedure shown in Figure 7.2 is adopted. 
 
Figure 7.2: The schematic of the method used for calculation of EVs energy consumption 
In the geometric building models developed for this study the number of the 
occupants is based on the constant occupant density determined in section 5.2.1.1 
(Chapter 5). Therefore, for calculating the total number of the electric cars used in the 
building models, it is essential to calculate the number of the cars per 
person/occupant. 
The first step is to find the percentage contribution of EVs in the market in 2050. 
According to the forecast published by The Faraday Institution (2019), the uptake of 
EVs in the UK will increase up to 95% by 2040—see Figure 7.3. 
 
Figure 7.3: Trend of uptake of EVs into the UK market from 2020 to 2040 
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From Figure 7.3, it can be concluded that this value can reach 100% by 2050. This 
is supported by the Department for Transport (2018) writing that they plan for almost 
every car and van to be zero emission by 2050. The next step is to identify the average 
number of cars per person to be able to estimate number of the cars possessed by 
the occupants in the building models. According to data provided by the Department 
for Transport, 39% of London households own a car, 16% own more than one car and 
45% have no car (Barrett et al., 2020). The percentages are very similar to the report 
published by Transport for London (2012), and is equivalent to an average of 0.3 cars 
per adult. However, to obtain an updated value for 2020, a brief analysis is undertaken. 
Statistica (2019) categorized the number of households in the UK based on the 
number of persons per household, amounting to the average number of persons per 
household being 2.36 for the UK. Although this is for whole of the UK, it is very close 
to the number announced in the Mayor of London (2011) website, which is 2.47 for 
2011. This study therefore selects 2.4 as a value in between the two, considering that 
there has been a decreasing trend since 2011. Since this study needs to estimate the 
number of cars per person (occupant) for simulation trials, the following method of 
calculation is used: 
Considering 16% of the households own two cars (Barrett et al., 2020), this value 
is accounted twice (i.e. 32%) as the households with one car. By adding this 
percentage to the percentage of the households with one car (39%, as mentioned in 
the previous paragraph), the value of 71% is obtained. Therefore, the portion of people 
















As a result, the value of 0.3 car per person is used for energy modelling. 
Multiplying this by the number of the occupants in each building model allows the total 
number of the EVs for each building plan to be obtained. 
Next, the average distance travelled by each car in London is estimated. 
According to the data published by the UK Government (2020), the annual mileage of 
private cars is 7200 including business mileage, commuting mileage and other private 
mileage. By multiplying this number to the electricity consumption of an EV per mile, 
its annual electricity consumption is obtained. The Electric Vehicle Database (2021) 
publish a list of EV models along with their energy consumption. The average 
consumption of all the available cars listed is 0.307 kWh/mi, with the lowest 
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consumption belonging to the Tesla Model 3 Standard Range Plus with 0.235 kWh/mi. 
In this study, the most energy efficient car is considered since we are considering the 
future, and since technology is continuously being developed, this is considered as 
reasonable. Finally, assuming a power transfer efficiency of 90% for battery charging 
with the associated power electronic converters, the electricity demand from EVs is 
multiplied by 1.1 to obtain the yearly electricity consumption of EVs from PVs. 
It should be noted that most of the above-mentioned values might differ in future 
following the possible changes in the factors such as government policy, technology 
development, and occupant lifestyle (e.g. more online shopping) that is by itself 
affected by family economic condition and demography of London. For instance, 
number of persons per household, the willing of people for having their own car (e.g. 
this might change by the planned development of public transportation), the average 
distance travelled by car, penetration of new autonomous vehicles into the market and 
the efficiency of EVs (and also PVs) might change in 30 years’ time from now. 
7.2.3 Simulation trials and results 
Building Energy Performance simulation is a key tool to predict the energy 
performance of buildings based on future climatic scenarios (Al Qadi et al., 2017). 
Building models similar to those used in Chapter 5 (section 5.2.1) are used with 
CitySim. However, the simulation models have plenty of differences with Chapter 5. 
The predicted future climate option (i.e. IPCC A4 for 2050) is selected in Meteonorm 
to generate a future climate file instead of using the current climate file of London.  
Also, it is assumed that the occupants own EVs, which are charged by the energy 
harvested from building-integrated PVs. The electricity consumption of the EVs is 
therefore added to the building’s energy consumption. Finally, in addition to heating 
and electricity demand, cooling loads are also considered in anticipation that buildings 
will require cooling as a result of global warming (Kolokotroni et al., 2012, Rodrigues 
et al., 2013). Kolokotroni et al. (2012) showed that this requirement will be more 
significant in urban areas such as London due to intensification of the UHI effect (which 
is also readily incorporated into CitySim). Therefore, here, photovoltaic system is used 
to cover EVs, home electricity, space heating and cooling demand of the buildings 
(Roselli and Sasso, 2016). 
The heating season in the UK will be considered shorter due to global warming 
(Collins et al., 2010, Gupta and Gregg, 2012) along with improvements in insulation 
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materials. Therefore, months with a low heating demand (see Figure 5.5 of Chapter 
5) are eliminated from the heating period, leaving November to March as the heating 
period. The cooling season is chosen to be between June and August, corresponding 
to the hottest months of a year according to the climate data and as used by other 
studies (Amoako-Attah and Bahadori-Jahromi, 2013). 
After executing 216 simulation trials for building plans with the considered built 
forms, densities and geometric variables, the results of annual energy demand for 










Figure 7.4: Correlation of building energy demand (including EV consumption) with urban built form 
and density for different built forms for London case study in 2050 
In Figure 7.4, only the Form Signature graphs of the built forms with θ=45º are 
shown (as the average cut-off angle considered for this study). Results for θ=25º and 
θ=65º are not considered to avoid repetition since the trends are very similar. 
Comparing the results with those in Chapter 5 (Figure 5.6, Figure 5.8, Figure 5.10 and 
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Figure 5.12), it can be seen that the trend of change from high intensity to low intensity 
energy spots on the graphs are similar, however, the magnitude of the energy demand 
values in Figure 7.4 are greater than those in Chapter 5. The reasons behind this will 
be explained in section 7.3.  
In general, Figure 7.4 shows that following the predicted climate of 2050 and 
usage of EVs, buildings with more storeys and greater plan depths (i.e. higher values 
of both site coverage and plot ratio) will have lower energy demand per unit area. 
There is only one exception in the pavilion built form when plan depth is small (e.g. 
x=12m), where increasing number of storeys from 6 to 30 leads to an increase in the 
energy demand caused by increasing cooling load during the summer. The reason is 
that pavilion form has significantly higher surface to volume ratio compared with the 
other built forms (see Figure 3.8). Therefore, when the building is high, the external 
walls of the building has a large surface area exposed to the outside environment 
which has twofold impact on increasing the cooling load. Firstly, the building has a 
greater glazing area leading to high solar gain during the day, which consequently 
requires increased cooling. Secondly, there will be more heat gain through the 
envelope that also increase the cooling load in the hot season. These points are 
particularly influential for pavilion buildings with small plan depth because the space 
inside the building is narrow and significantly vulnerable to the outdoor conditions. 
The simulations also considered PV energy generation from building roofs. The 












Figure 7.5: Correlation of Energy Equity indicator with urban built form and density for different built 
forms for London case study in 2050 
The results indicated in Figure 7.5 demonstrate that buildings with greater plan 
depths and lower number of storeys will be still favourable in 2050 because of their 
greater potential for harvesting solar energy. Therefore, higher values of site coverage 
and lower values of plot ratio will be desirable. This conclusion is similar to the current 
situation of London (see Figure 5.15), however, the magnitude of Energy Equity will 
be smaller in 2050 for three reasons, i) buildings will require cooling energy due to 
global warming, ii) the use of EVs and their charging from building-mounted PVs, iii) 
the predicted climate scenario generated by Meteonorm (IPCC AR4 A2) indicates that 
PV energy generation in 2050 will be slightly lower than at present. The data obtained 
from the simulations in this study shows 0.6% reduction in annual PV energy 
generation from present to 2050 climatic conditions. This has resulted from 
disregarding the future development in PV technology that will certainly increase the 
PV energy efficiency. Otherwise, the annual PV energy generation in 2050 would be 
higher than the current scenario. Each of these act to reduce the Energy Equity of the 
buildings considered in Figure 7.5 compared with Figure 5.15. Overall, the results 
show that in this future scenario only one-storey buildings (regardless of their built 
form) are able to generate enough PV energy to supply the total energy demand of 
the building (i.e. obtaining Energy Equity>1). 
To investigate the self-sufficiency of the buildings for generating enough electricity 
for charging EVs, the PV/EV ratio is defined as in Eqn (7.2) that excluded other types 









This ratio is equal to 8.12 for one-storey buildings and 0.27 for 30-storey building, 
regardless of the built form. The results show that the buildings with up to eight storeys 
are able to provide enough electricity for the total annual EV consumption of the 
occupants. While buildings with more than eight storeys possess a PV/EV ratio of 
lower than one. 
To identify the impact of cut-off angle on building energy demand in 2050 and 
predict the optimum cut-off angle, the energy demand of plans of buildings with 









Figure 7.6: Prediction of the impact of cut-off angle on building energy demand in London 2050 a) 
Pavilion, b) Court, c) Terrace and d) Tunnel-court built form 
As can be observed from Figure 7.6 that increasing the cut-off angle will mainly 
cause a reduction in building energy demand for buildings with small plan depth, while 
it does not make a significant impact in buildings with great plan depth. Therefore, the 
significant decreasing trend of building energy demand versus increasing cut-off angle 
in buildings with x=12m gradually diminishes to no change in buildings with x=60m. 





































































































































energy demand for buildings with great depths, which still show ~2% decrease in 
building energy demand when the cut-off angle is varied between 25º to 65º. 
By comparison with the results obtained from London case study in Chapter 5 (see 
Figure 5.14) which showed an increase in building energy demand with increasing cut-
off angle, these now show the opposite trend. The reason behind this is the presence 
of cooling load for the future scenarios. As discussed in section 6.2.1.2 (Chapter 6), 
increasing cut-off angle would decrease the cooling load by blocking a larger portion 
of the solar energy received by the buildings. Although building energy demand is 
composed of heating, cooling, electricity and EV consumption (see Figure 7.8), only 
heating and cooling loads are affected by changing cut-off angle. The effect of 
increasing cut-off angle on the heating demand is opposite to its impact on the cooling 
demand (see Figure 6.14 of Chapter 6). It can be concluded from Figure 7.6 that in 
small depth buildings, the decrease in cooling load is more significant than the 
increase in heating load (which can be due to the ease of cross ventilation). Therefore, 
building energy performance acts as a cooling dominated system, though the absolute 
amount of heating energy demand is larger than the cooling energy demand as its 
heating to cooling ratio is normally higher than one (see Eqn 7.3). It shows an 
important point demonstrating that building cooling load is more sensitive than its 
heating load with respect to external changes such as varying the cut-off angle. In 
buildings with greater plan depths, the increase in heating demand and decrease in 
cooling demand almost neutralise each other and the total building energy demand 
does not show a significant variation against increasing cut-off angle. 
The ratio of heating over cooling energy demand is an indicator that shows 
whether the building energy system is either heating or cooling dominated, and is 
directly dependent on the climatic conditions of the site location. It can be used for 
prediction of the building energy performance in different locations and a variety of site 
plans with different geometry and density. The maximum and minimum threshold of 








This ratio of normally greater than one, reaching the values close to 10 at its 
maximum, except when considering a few cases of the pavilion form with very small 
plan depth (i.e. 12m) where the ratio is lower than one. This demonstrates that the 
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amount of heating load is significantly bigger than cooling load in a majority of the 
building plans in this case study and the buildings are heating dominated. However, 
as discussed earlier, cooling load is more sensitive to the outside environmental and 
play a key role in the response of building energy demand to the cut-off angle change 
(see Figure 7.6). 
The ratio is larger for court and tunnel-court forms compared with pavilion and 
terrace forms. It also increases by increasing the plan depth, decreasing the number 
of storeys and increasing the cut-off angle. It means that having deep buildings with 
lower number of storeys (‘shorter and fatter’ buildings) along with a small distance 
between the buildings would result in a higher portion of heating demand with respect 
to cooling demand, and vice versa. Indeed, the combined effect of these three 
geometrical variables along with altering the built form can cause up to a 15 times 
change in the heating to cooling ratio of a building. 
To analyse the energy performance of buildings with different built forms but 
similar geometrical parameters, the data obtained from energy simulation are 
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Figure 7.7: Comparison of the predicted building energy performance of the studied built forms with 
the same cut-off angles, plan depths and number of storeys in London 2050: a) energy demand b) 
Energy Equity 
From Figure 7.7, it is observed that tunnel-court built form not only has the lowest 
energy demand, but also gains the highest value of Energy Equity among the other 
built forms. In contrast, pavilion form shows the poorest performance. The 
performance of terrace and court forms are worse than tunnel-court form but better 
than pavilion. The outcome of this comparative analysis is similar to the results 
obtained in Chapter 5 for current climatic conditions in London, but with a few important 
differences. Tunnel-court form showed higher energy demand than court and terrace 
forms in Chapter 5 (see Figure 5.16), while in this analysis it shows the lowest energy 
demand. Moreover, court and terrace forms had identical energy demand in Chapter 
5 (Figure 5.16), while here, being very close to tunnel-court form, court form shows 
lower energy demand than terrace form. These two differences show that court and 
tunnel-court forms which both have an internal courtyard perform better when cooling 
energy load is considered in addition to heating. It suggests that these two built forms 
are energetically more advantageous for the future urban developments of London to 
cope with the changing climate. Meanwhile, the domination of the Energy Equity of the 
tunnel-court form compared to the other built forms will be more significant in 2050 
(Figure 7.7) with respect to the current climate of London (Figure 5.18). 
As shown in Chapter 5 (Table 5.3), having similar geometric variables does not 
mean that all the compared built forms have the same density. In fact, tunnel-court 
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3.5). Hence, in the case of keeping density constant, the built forms would have 
different geometric variables and their ranking as a matter of energy performance may 
most probably change (see  
Table 5.4). 
7.3 Discussion and comparison 
The resulting values obtained from the analysis of the future scenarios should be 
compared with the results obtained using the current climate of London in Chapter 5 
to discover the differences between building energy performance in different built 
forms and densities now and in 2050. Therefore, building energy demand of eight 
sample cases are compared in the stacked bar chart shown in Figure 7.8. 
 
Figure 7.8: comparison between the current and future (2050) building energy consumption in London 
From Figure 7.8, it can be seen that in all cases the total building energy demand 
in 2050 is significantly higher than now due to a number of reasons: an additional EV 
charging load has been added to the building load (shown in green). This is equal to 
16 kWh/m2/year for all cases since it is calculated according to the number of the 
occupants (as explained in section 7.2.2) and since the occupant density is the same 
for all the cases, the value of EV consumption per m2 is equal for all the cases; there 
is an additional cooling load (shown in blue) that was disregarded for the current 
scenario. On the other hand, the two other types of energy consumption are slightly 
reduced in 2050. i) The heating load (shown in red) is lower in the future scenario 
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consumption (shown in orange) is 18 kWh/m2/year for current and 14 kWh/m2/year for 
future scenarios due to consideration of technology advancement in home appliances 
energy efficiency (as mention in section 7.2). 
On average, total building energy demand in 2050 is 48% higher than the current 
scenario due to the above-mentioned reasons. An exceptional case where future 
building energy demand is much higher than the current scenario (it is 100% higher) 
is the first case shown in the left side of Figure 7.8 (pavilion, θ=45º, x=12 and n=6). 
The reason is the large amount of cooling demand (i.e. 42 kWh/m2/year) that is 
significantly higher (3-21x) than the cooling demand in the other cases. Indeed, as a 
pavilion with small plan depth, its cooling load is higher than its heating load, which is 
one of the rare cases with a heating to cooling ratio of less than one (as explained in 
section 7.2.3). 
Several studies in the literature confirmed that the overall building energy 
consumption will be higher in the future (Jylhä et al., 2015, Mangan and Oral, 2020, 
Wan et al., 2011). However, the percentage increase in previous studies is not as high 
as that obtained in this study. The reason is that in this study, the building is considered 
as ‘prosumers’ and generates PV electricity to supply energy for building energy 
demand including EV consumption. Therefore, EV energy demand is added to the 
overall energy consumption of the buildings in the future scenario. Furthermore, in this 
study, cooling load was not considered for current scenario, therefore, it gave more 
weight to the total energy demand of future scenario.  
Other studies normally predicted lower heating demand and higher cooling 
demand for the future (Berger and Worlitschek, 2019, Jylhä et al., 2015, Kolokotroni 
et al., 2012, Mangan and Oral, 2020). Berger and Worlitschek (2019) predicted a 40% 
decrease of heating degree days and 1300% increase of cooling degree days for 
Switzerland. Mangan and Oral (2020) predicted that heating energy consumption in 
Istanbul will increase by 14% in 2030 and decrease by 39% and 53% in 2060 and 
2090, respectively. Wan et al. (2011) also predicted a decreasing trend of building 
heating load for the variety of climatic conditions in China. The study by Kolokotroni et 
al. (2012) took London as the case study and predicted a reduction in heating demand 
in 2050 due to higher external temperatures, though they considered office buildings 
and not residential buildings. 
It should be noted that different studies have used different climate data sources 
that can cause divergence in the simulation results due to the predictive nature of the 
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climate data for future. For instance, the weather file used by Wan et al. (2011) 
includes information about dry-bulb temperature, wet-bulb temperature, global solar 
radiation, wind speed and wind direction.  However, the weather file used for this study 
contains additional information regarding cloud cover fraction, precipitation, surface 
temperature and diffused horizontal radiation. These parameters can change the 
predicted climatic conditions and add more precision to the energy analysis results. 
Moreover, Kolokotroni et al. (2012) used UKCIP02 weather files that were available at 
the time of their study and they mentioned that the resulting weather files for 2050s 
may overestimate the impact of climate change. Having considered the weather file 
generated by Meteonorm for this thesis, it shows that during the heating season the 
hourly air temperature in 2050 is not necessarily always higher than the weather file 
generated for the current climate case. It can be seen that for some days (and nights) 
in the future, the weather shows higher temperatures and in others it is opposite. There 
are also more fluctuations between the temperature of daytime and nighttime in 2050. 
Moreover, as mentioned in section 7.2.3, the simulations result of this study confirmed 
that, considering the similar PV panel models, the amount of PV energy generation in 
2050 is 0.6% lower than the current situation (which had a lowering effect on the 
Energy Equity). This can be due to consideration of nebulosity in the Meteonorm 
weather file which will be an important parameter to be considered for the future as 
more extreme weather is expected. 
Eyre and Baruah (2015) presented new scenarios for residential energy use in the 
UK to 2050 by considering the factors such as population and some systemically 
different approaches for delivering residential heat energy, and concluded that the 
future of UK residential space heating is very uncertain. The current building form and 
urban density of the neighborhoods can lead to an increase in the energy demand 
(Perera et al., 2021). It should be also mentioned that reducing cooling demand is 
more important than reducing heating demand in terms of environmental impact, even 
in a heating dominated climate since providing cooling energy contributes to greater 
greenhouse gas emissions (Kolokotroni et al., 2012). Therefore, to produce less 
emissions in the future of London built environment, deep plan court and tunnel-court 






The climate is changing across the globe due to the global warming phenomenon 
that, together with technological developments, will impact on city energy consumption 
including building and transportation energy demand. This chapter considers a London 
case study to analyse the future scenario of changing climate and the penetration of 
EVs into the transportation network by 2050 (following the UK government 
commitments). In this chapter, the IPCC AR4 A2 scenario for climate change is chosen 
and the relevant weather file is obtained from Meteonorm software. It is adopted by 
CitySim for energy simulation of the same building plans as used in Chapter 5. 
Moreover, the number of EVs per occupants is calculated to estimate their yearly 
energy consumption. It is assumed that they are charged by building-mounted PVs, 
hence, their energy demand is added to the overall energy demand of the buildings. 
The results indicate that, in 2050, buildings with greater plan depth and lower 
number of storeys (being equivalent to high site coverage and low plot ratio) acquire 
higher values of Energy Equity that increase the possibility of building energy self-
sufficiency. Although this trend is similar to the current scenario, the magnitude of 
Energy Equity is considerably lower in the future scenario because of i) an extra 
cooling load, ii) added EV’s to the building load. Unlike the current climate of London, 
increasing cut-off angle mainly leads to a reduction in energy demand (with no effect 
on the buildings with great plan depth) that shows the impact of having cooling load in 
the building energy demand. It is also concluded that the building cooling load is more 
sensitive against the external environment changes such as varying the cut-off angle 
compared with the building heating load. 
Having similar geometry, the tunnel-court form indicates the highest Energy Equity 
and the lowest energy demand, while the pavilion form shows the poorest 
performance. Generally, court and tunnel-court forms show better energy performance 
in future climate scenarios compared with their performance in the current climate. 
Therefore, it can be suggested that for the future urban developments of London, 
these two built forms are energetically more advantageous to cope with the changing 
climate. 
Finally, results of simulation trials indicate that the total building energy demand 
in 2050 is 48% higher, on average, than in the current climate, as a result of additional 
cooling load and EV energy consumption to the building energy demand. This increase 
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is much higher for the buildings with low heating to cooling ratio, which is the product 
of some specific combination of built form, density and geometrical parameters. For 
instance, it happens for the buildings with small plan depth, low cut-off angle and high 
number of storeys, where their effect is magnified in pavilion and terrace forms. Hence, 
the results from this chapter recommend that these configurations should be avoided 
for upcoming urban development of London to avoid excessive building cooling 
demand in the future that has the higher contribution in environmental pollution 








Chapter 8: Conclusions, recommendations, and future 
works 
8.1 Introduction 
The primary conclusions from this thesis are now outlined, along with 
recommendations and proposed future work. This study has established the 
relationships between urban built form and density with energy flows in cities through 
analysis of relative building energy demand and the potential impact of PV energy 
harvesting. This necessarily requires consideration of climatic conditions, which are 
therefore included in the analyses. A combination of empirical and quantitative 
research methods is adopted including the development of geometrical models of the 
chosen built forms as well as energy simulation trials. The main findings are outlined 
next. 
8.2 Main findings 
A critical literature review (primarily Chapters 1 and 2) shows that there remains a 
debate on the relative merits of compact cities versus urban sprawl development, 
particularly with regard to energy consumption and renewable energy generation. 
Moreover, it is notable that an acceptable common definition of urban density has yet 
to be addressed appropriately. Previous studies have used a variety of density 
indicators that make it difficult to directly compare results. Furthermore, the influence 
of the urban built form, which affects building energy demand, has not previously been 
considered in combination with urban density and their impact on the future adoption 
of PVs for energy harvesting. This thesis argued that not only more than one density 
indicators are required to effectively address the definition of urban density, but also 
their interrelationship with urban built form is an important consideration. It also argued 
that the form and density of future urban areas should be determined by consideration 
of developing and future technologies (e.g. PVs and EVs). 
8.2.1 Conclusions 
The mentioned arguments identified the objectives of the thesis as the main 
milestones of this study leading to the following conclusions. 
8.2.1.1 Relationship of urban built form with density 
To meet the first objective of this thesis, the relationship between urban built form 
and density was established by developing geometric models of four urban built forms 
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and analysing them with respect to two density indicators (Chapter 3). This resulted in 
the development of the Form Signature framework as one of the main contributions of 
this thesis. It determines the simultaneous correlation between urban built form, 
density and geometrical variables of the site plan. The Form Signature provides a 
structure for connecting different urban sustainability elements (i.e. environmental, 
economic and social factors) with urban built form and density. From the Form 
Signature graphs it is proven that having taller buildings does not necessarily lead to 
higher density—and can increase one density indicator, while decreasing the other. 
Therefore, careful consideration is necessary when using the phrase ‘high-density’ as 
subsequent outcomes are shown to be highly dependent on the choice of density 
indicator. A key contribution has been the introduction of the tunnel-court built form 
and its relative merits in terms of land-use and energy performance when compared 
with other popular built forms. 
8.2.1.2 Relationship of energy with urban built form and density 
Following the statements of objectives 2 and 3 of the thesis (Chapter 1), the 
correlation of building energy performance with urban built form and density was 
analysed in Chapter 5. To this end, the energy performance (energy demand plus PV 
generation) of more than 200 site plans with different geometries were simulated using 
the CitySim urban energy simulation tool and the results overlaid on the Form 
Signature graphs. This was done for the temperate climate of London. Furthermore, 
as a contribution of this study, an energy indicator termed Energy Equity is introduced 
which considers the ratio of building energy demand and PV energy harvesting. 
The main conclusions are: 
• The geometrical variables of the built forms have a significant effect on 
building energy performance. By increasing number of storeys and plan 
depth (i.e. low plot ratios and medium to high site coverages), energy 
demand is reduced, while increasing cut-off angle (equivalent to increasing 
both density indicators) results in an increase of energy demand. 
Nevertheless, the Energy Equity of buildings with a lower number of storeys 
and greater plan depths, are higher (i.e. high values of site coverage and 
low values of plot ratio), that means those buildings can reach energy self-
sufficiency or even provide an energy surplus. It highlights the fact that 
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consideration of developing technologies (i.e. renewables) will change the 
geometry and density of the optimum urban developments. 
• When comparing the built forms, if geometrical variables are similar, tunnel-
court form showed the best energy performance and pavilion form showed 
the worst. Nevertheless, having similar geometrical variables does not 
mean they have the same density. Hence, if the density is to be similar, 
pavilion form is the best case and tunnel-court form is the worst. This 
highlights the important of urban policies on recognition of the best built 
form and density in urban areas. 
• A very important conclusion from this study is that it is possible to have site 
plans with similar built forms and densities but with different energy 
performance since the same value of density can be achieved by different 
combinations of geometrical variables. Hence, it is critical to simultaneously 
consider urban density and geometrical variables of the site plans to make 
a true comparisons of energy performances. This is an inherent feature of 
the developed Form Signature graphs. 
Hence, a primary contribution is the proposal of a novel urban energy planning 
tool (based on the Form Signature) to help urban planners and policymakers to 
determine the most appropriate energy-efficient built form and density for temperate 
climatic conditions which is extended to other climates in Chapter 6. 
8.2.1.3 Impact of climate on determining the most appropriate built form and 
density 
Climate is an important factor that impacts building energy demand and 
generation. It also can make an influence on the emergence of the specific built form 
and density in cities. Therefore, to address objective 4 in this thesis, the effect of 
climate on the relationship of energy with urban built form and density is investigated 
using four case studies relating to four different climatic environments (Chapter 6). The 
outcomes of the study are: 
• The trend of change of energy demand and Energy Equity on the Form 
Signature graphs are similar for all case studies. Moreover, building energy 
demand can be reduced by increasing cut-off angle in Singapore (between 
8% and 56%) and Phoenix (between 6% and 47%) type climates (where 
buildings mainly demand cooling load), although it rises in London 
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(between 2.5% and 16.5%) and Helsinki (between 2% and 12%) where 
buildings mainly demand heating load. It indicates the more significant 
impact of cut-off angle on building energy demand in hotter climates. 
• Annual building energy demand is the lowest in London, followed by 
Helsinki and Phoenix, respectively, and Singapore shows the highest 
energy demand. However, when PV generation is additionally considered, 
London achieves the highest value of Energy Equity, followed by Phoenix 
(up to 20% lower than London), while Singapore (up to 48% lower than 
London) and Helsinki (up to 51% lower than London) have the lowest 
Energy Equity. 
The results highlight that varying urban density and geometry has a different 
impact on the building energy performance depending on the associated climate. 
Therefore, urban planning guidelines should be adjusted according to the climatic 
conditions. 
8.2.1.4 Consideration of the future scenarios 
Considering the changing climate and penetration EVs into the transportation 
system, buildings will require higher energy in 30 years’ time for London’s temperate 
climate. The results of this study (Chapter 7) shows that court and tunnel-court forms 
will be more energetically sustainable solutions. Meanwhile, buildings with lower 
number of storeys, greater plan depth and cut-off angle are more energy efficient for 
future climatic conditions and technological developments in London. 
8.2.2  Contributions to urban planning and policy making 
This study contributes to the understanding of the intercorrelation of important 
parameters that create the physical shape of cities, which led to the emergence of the 
Form Signature tool. This, together with building energy analysis, has provided 
guidelines for urban energy planning. Recommendations for policymakers, urban 
planners, practitioners and other professionals when developing future urban areas as 
a result of the work carried out in this thesis, are as follows: 
1. Although many studies and governmental documents simply use density or 
other parameters such as building height for directing urban developments, it 
has been shown that at least two urban density indicators and all three influential 
geometrical variables (plan depth, cut-off angle and number of storeys) must be 
considered, and the Form Signature graphs allow this in a concise graphical 
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format. These allow a true comparison between the energy performance of 
different urban built forms with different densities and determine an optimum 
design point. 
2. Existed urban areas may not be efficient or have enough capacity to digest the 
future changes. It is very important to consider developing and future 
technologies (e.g. renewable energy technologies), the emergence of more 
efficient isolating materials, penetration of EVs in the market and changing 
climatic conditions when considering future urban developments. This study 
recommends court and tunnel-court built forms with shorter and wider buildings 
and lower distance from each other for the future of London. Furthermore, the 
presence of predictive models for farer future is also beneficial such as the 
models that consider ‘flying cars’ as the main mean of urban transportation in 
the future. 
3. In this study, tunnel-court built form is introduced and demonstrated the best 
energy performance among the other built forms when geometric variables are 
kept similar. However, whilst yet to be widely adopted, the results in this study 
show it can have substantial implications for building energy usage (up to 22% 
and 63% lower energy demand compared with pavilion in heating dominated 
and cooling dominated buildings, respectively), where it can provide an energy 
efficient and environmentally sustainable built form subject to economic viability 
of its construction, efficiency of its embodied energy consumption and occupant 
satisfaction of its livability. 
4. The higher significance of the difference between Energy Equity of tunnel-court 
and pavilion forms in cooling-dominated buildings (between 27% and 67%) 
compared with heating-dominated buildings (between 7% and 32%) 
emphasises the higher importance of choice of built form in hotter climates. 
8.3 Future work 
Despite the multi-variable analysis adopted in this research, the study has 
potential to be extended in a number of ways. Here, several prospective research 
directions are proposed: 
1. The urban energy planning tool presented in this study (the Form Signature plus 
energy analysis results) can be developed into a digital/on-line tool. All the 
required data is available and the known parameters can be inputted into the 
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tool (e.g. climate, recommended density or maximum allowed building height) 
and the remaining unknown parameters (e.g. the most suitable built form or 
estimation of building energy demand) exported from the tool. 
2. Considering the United Nations sustainable development goals (United Nations, 
2015), this study contributes to five of the 17 goals including Affordable and 
Clean Energy, Sustainable Cities and Communities, Climate Action and Life on 
Land. The remaining goals can be subject of the future studies. The Form 
Signature graphs have a substantial potential to be linked to the main 
components of sustainability; environmental, economic and social (e.g. user 
satisfaction including comfort, health etc.). The tool can be further developed by 
overlaying results of city scale economic and social analysis on the graphs. For 
instance, the correlation of human pathology or certain types of crime with built 
form and density can be analysed in specific cities. At the time of writing this 
thesis, we are in the midst of a global COVID-19 pandemic and the results could 
be used for a study of the occurrence of COVID-19 infections and its correlation 
with built form/density. The outcome may promote the use of lower density urban 
developments since ‘social distancing’ may be more achievable. A question to 
pose here is that could this suggest ‘good’ and ‘bad’ built form and densities? 
Therefore, discovering the above-mentioned correlations assists planners and 
policymakers for more sustainable building design and urban planning. 
Furthermore, to discover the possible relationship of climate with urban 
parameters, the limited number of case studies considered in Chapter 3 can be 
extended to a greater number from around the world, followed by conducting a 
statistical analysis. 
3. Only PV energy harvesting has been considered for this study. The possibility 
of using other types of renewable energies such as roof-mounted micro wind 
turbines, geothermal heat pump and biomass can be examined by adaptation 
of the presented methods. This would identify which types of renewable 
technologies are most efficient in urban areas (with different built forms and 
densities) subject to different climates. 
4. More work can be undertaken to enhance the underpinning modelling sections. 
For instance, consideration of multi-zone thermal analysis along with an 
adaptation of a CFD analysis tool will lead to more precise results. Meanwhile, 
calculation of energy usage by domestic hot water or type of equipment like an 
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elevator (specifically for taller buildings) will add more load to the energy 
demand of the buildings, though it may not cause a significant difference in an 
overall trend of the comparative analyses. 
5. Finally, this study focused on the operational energy of buildings, however, the 
effect of embodied energy of buildings is also important to be considered (using 
a life cycle assessment) when determining the sustainability of buildings. This 
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An exemplar Excel spreadsheet tool used for overlaying two 








A screenshot from an exemplar ‘XML’ file from CitySim that consists 






MATLAB code developed to aggregate the data obtained from 




Heating_Consumption = Heating_Consumption/1000; 
%Heating_Consumption_annual_sum = sum(Heating_Consumption) 
Cooling_Consumption=Results.data(:,4); 
Cooling_Consumption = Cooling_Consumption/1000; 
%Cooling_Consumption_annual_sum = sum(Cooling_Consumption) 
Qi=Results.data(:,5); 
Qi = Qi/1000; 
Qi_annual_sum = sum(Qi) 
PV_Generation=Results.data(:,12); 
PV_Generation = PV_Generation*(-1); 
PV_Generation_annual_sum = sum(PV_Generation) 
Solar_Thermal_Production=Results.data(:,13); 




Jan_Heating_Consumption = Heating_Consumption(1:744); 
Jan_Heating_Consumption_sum = sum(Jan_Heating_Consumption); 
Feb_Heating_Consumption = Heating_Consumption(745:1416); 
Feb_Heating_Consumption_sum = sum(Feb_Heating_Consumption); 
March_Heating_Consumption = Heating_Consumption(1417:2160); 
March_Heating_Consumption_sum = sum(March_Heating_Consumption); 
April_Heating_Consumption = Heating_Consumption(2161:2880); 
April_Heating_Consumption_sum = sum(April_Heating_Consumption); 
May_Heating_Consumption = Heating_Consumption(2881:3624); 
May_Heating_Consumption_sum = sum(May_Heating_Consumption); 
June_Heating_Consumption = Heating_Consumption(3625:4344); 
June_Heating_Consumption_sum = sum(June_Heating_Consumption); 
July_Heating_Consumption = Heating_Consumption(4344:5088); 
July_Heating_Consumption_sum = sum(July_Heating_Consumption); 
Aug_Heating_Consumption = Heating_Consumption(5089:5832); 
Aug_Heating_Consumption_sum = sum(Aug_Heating_Consumption); 
Sep_Heating_Consumption = Heating_Consumption(5833:6552); 
Sep_Heating_Consumption_sum = sum(Sep_Heating_Consumption); 
Oct_Heating_Consumption = Heating_Consumption(6553:7296); 
Oct_Heating_Consumption_sum = sum(Oct_Heating_Consumption); 
Nov_Heating_Consumption = Heating_Consumption(7297:8016); 
Nov_Heating_Consumption_sum = sum(Nov_Heating_Consumption); 
Dec_Heating_Consumption = Heating_Consumption(8017:8760); 
Dec_Heating_Consumption_sum = sum(Dec_Heating_Consumption); 
%% 
Jan_Cooling_Consumption = Cooling_Consumption(1:744); 
Jan_Cooling_Consumption_sum = sum(Jan_Cooling_Consumption); 
Feb_Cooling_Consumption = Cooling_Consumption(745:1416); 
Feb_Cooling_Consumption_sum = sum(Feb_Cooling_Consumption); 
March_Cooling_Consumption = Cooling_Consumption(1417:2160); 
March_Cooling_Consumption_sum = sum(March_Cooling_Consumption); 
April_Cooling_Consumption = Cooling_Consumption(2161:2880); 
April_Cooling_Consumption_sum = sum(April_Cooling_Consumption); 
May_Cooling_Consumption = Cooling_Consumption(2881:3624); 
May_Cooling_Consumption_sum = sum(May_Cooling_Consumption); 
June_Cooling_Consumption = Cooling_Consumption(3625:4344); 
June_Cooling_Consumption_sum = sum(June_Cooling_Consumption); 
July_Cooling_Consumption = Cooling_Consumption(4344:5088); 
July_Cooling_Consumption_sum = sum(July_Cooling_Consumption); 
Aug_Cooling_Consumption = Cooling_Consumption(5089:5832); 
Aug_Cooling_Consumption_sum = sum(Aug_Cooling_Consumption); 
Sep_Cooling_Consumption = Cooling_Consumption(5833:6552); 
Sep_Cooling_Consumption_sum = sum(Sep_Cooling_Consumption); 
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Oct_Cooling_Consumption = Cooling_Consumption(6553:7296); 
Oct_Cooling_Consumption_sum = sum(Oct_Cooling_Consumption); 
Nov_Cooling_Consumption = Cooling_Consumption(7297:8016); 
Nov_Cooling_Consumption_sum = sum(Nov_Cooling_Consumption); 
Dec_Cooling_Consumption = Cooling_Consumption(8017:8760); 
Dec_Cooling_Consumption_sum = sum(Dec_Cooling_Consumption); 
%% 
Jan_Qi = Qi(1:744); 
Jan_Qi_sum = sum(Jan_Qi); 
Feb_Qi = Qi(745:1416); 
Feb_Qi_sum = sum(Feb_Qi); 
March_Qi = Qi(1417:2160); 
March_Qi_sum = sum(March_Qi); 
April_Qi = Qi(2161:2880); 
April_Qi_sum = sum(April_Qi); 
May_Qi = Qi(2881:3624); 
May_Qi_sum = sum(May_Qi); 
June_Qi = Qi(3625:4344); 
June_Qi_sum = sum(June_Qi); 
July_Qi = Qi(4344:5088); 
July_Qi_sum = sum(July_Qi); 
Aug_Qi = Qi(5089:5832); 
Aug_Qi_sum = sum(Aug_Qi); 
Sep_Qi = Qi(5833:6552); 
Sep_Qi_sum = sum(Sep_Qi); 
Oct_Qi = Qi(6553:7296); 
Oct_Qi_sum = sum(Oct_Qi); 
Nov_Qi = Qi(7297:8016); 
Nov_Qi_sum = sum(Nov_Qi); 
Dec_Qi = Qi(8017:8760); 
Dec_Qi_sum = sum(Dec_Qi); 
%% 
Jan_PV_Generation = PV_Generation(1:744); 
Jan_PV_Generation_sum = sum(Jan_PV_Generation); 
Feb_PV_Generation = PV_Generation(745:1416); 
Feb_PV_Generation_sum = sum(Feb_PV_Generation); 
March_PV_Generation = PV_Generation(1417:2160); 
March_PV_Generation_sum = sum(March_PV_Generation); 
April_PV_Generation = PV_Generation(2161:2880); 
April_PV_Generation_sum = sum(April_PV_Generation); 
May_PV_Generation = PV_Generation(2881:3624); 
May_PV_Generation_sum = sum(May_PV_Generation); 
June_PV_Generation = PV_Generation(3625:4344); 
June_PV_Generation_sum = sum(June_PV_Generation); 
July_PV_Generation = PV_Generation(4344:5088); 
July_PV_Generation_sum = sum(July_PV_Generation); 
Aug_PV_Generation = PV_Generation(5089:5832); 
Aug_PV_Generation_sum = sum(Aug_PV_Generation); 
Sep_PV_Generation = PV_Generation(5833:6552); 
Sep_PV_Generation_sum = sum(Sep_PV_Generation); 
Oct_PV_Generation = PV_Generation(6553:7296); 
Oct_PV_Generation_sum = sum(Oct_PV_Generation); 
Nov_PV_Generation = PV_Generation(7297:8016); 
Nov_PV_Generation_sum = sum(Nov_PV_Generation); 
Dec_PV_Generation = PV_Generation(8017:8760); 
Dec_PV_Generation_sum = sum(Dec_PV_Generation); 
%% 
Jan_Solar_Thermal_Production = Solar_Thermal_Production(1:744); 
Jan_Solar_Thermal_Production_sum = sum(Jan_Solar_Thermal_Production); 
Feb_Solar_Thermal_Production = Solar_Thermal_Production(745:1416); 
Feb_Solar_Thermal_Production_sum = sum(Feb_Solar_Thermal_Production); 
March_Solar_Thermal_Production = Solar_Thermal_Production(1417:2160); 
March_Solar_Thermal_Production_sum = sum(March_Solar_Thermal_Production); 
April_Solar_Thermal_Production = Solar_Thermal_Production(2161:2880); 
April_Solar_Thermal_Production_sum = sum(April_Solar_Thermal_Production); 
May_Solar_Thermal_Production = Solar_Thermal_Production(2881:3624); 
May_Solar_Thermal_Production_sum = sum(May_Solar_Thermal_Production); 
June_Solar_Thermal_Production = Solar_Thermal_Production(3625:4344); 
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June_Solar_Thermal_Production_sum = sum(June_Solar_Thermal_Production); 
July_Solar_Thermal_Production = Solar_Thermal_Production(4344:5088); 
July_Solar_Thermal_Production_sum = sum(July_Solar_Thermal_Production); 
Aug_Solar_Thermal_Production = Solar_Thermal_Production(5089:5832); 
Aug_Solar_Thermal_Production_sum = sum(Aug_Solar_Thermal_Production); 
Sep_Solar_Thermal_Production = Solar_Thermal_Production(5833:6552); 
Sep_Solar_Thermal_Production_sum = sum(Sep_Solar_Thermal_Production); 
Oct_Solar_Thermal_Production = Solar_Thermal_Production(6553:7296); 
Oct_Solar_Thermal_Production_sum = sum(Oct_Solar_Thermal_Production); 
Nov_Solar_Thermal_Production = Solar_Thermal_Production(7297:8016); 
Nov_Solar_Thermal_Production_sum = sum(Nov_Solar_Thermal_Production); 
Dec_Solar_Thermal_Production = Solar_Thermal_Production(8017:8760); 
Dec_Solar_Thermal_Production_sum = sum(Dec_Solar_Thermal_Production); 
%% 
Jan_Qs = Qs(1:744); 
for i1 = 1:744 
    if Jan_Qs(i1)>=0 
        Jan_Qs_Pos(i1) = Jan_Qs(i1); 
    else  
        Jan_Qs_Pos(i1) = 0; 
    end 
    if Jan_Qs(i1)<0 
        Jan_Qs_Neg(i1) = Jan_Qs(i1); 
    else 
        Jan_Qs_Neg(i1) = 0; 
    end 
end 
Jan_Qs_sum_Pos = sum(Jan_Qs_Pos); 
Jan_Qs_sum_Neg = sum(Jan_Qs_Neg); 
Feb_Qs = Qs(745:1416); 
for i2 = 1:672 
    if Feb_Qs(i2)>=0 
        Feb_Qs_Pos(i2) = Feb_Qs(i2); 
    else  
        Feb_Qs_Pos(i2) = 0; 
    end 
    if Feb_Qs(i2)<0 
        Feb_Qs_Neg(i2) = Feb_Qs(i2); 
    else 
        Feb_Qs_Neg(i2) = 0; 
    end 
end 
Feb_Qs_sum_Pos = sum(Feb_Qs_Pos); 
Feb_Qs_sum_Neg = sum(Feb_Qs_Neg); 
March_Qs = Qs(1417:2160); 
for i3 = 1:744 
    if March_Qs(i3)>=0 
        March_Qs_Pos(i3) = March_Qs(i3); 
    else  
        March_Qs_Pos(i3) = 0; 
    end 
    if March_Qs(i3)<0 
        March_Qs_Neg(i3) = March_Qs(i3); 
    else 
        March_Qs_Neg(i3) = 0; 
    end 
end 
March_Qs_sum_Pos = sum(March_Qs_Pos); 
March_Qs_sum_Neg = sum(March_Qs_Neg); 
April_Qs = Qs(2161:2880); 
for i4 = 1:720 
    if April_Qs(i4)>=0 
        April_Qs_Pos(i4) = April_Qs(i4); 
    else  
        April_Qs_Pos(i4) = 0; 
    end 
    if April_Qs(i4)<0 
        April_Qs_Neg(i4) = April_Qs(i4); 
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    else 
        April_Qs_Neg(i4) = 0; 
    end 
end 
April_Qs_sum_Pos = sum(April_Qs_Pos); 
April_Qs_sum_Neg = sum(April_Qs_Neg); 
May_Qs = Qs(2881:3624); 
for i5 = 1:744 
    if May_Qs(i5)>=0 
        May_Qs_Pos(i5) = May_Qs(i5); 
    else  
        May_Qs_Pos(i5) = 0; 
    end 
    if May_Qs(i5)<0 
        May_Qs_Neg(i5) = May_Qs(i5); 
    else 
        May_Qs_Neg(i5) = 0; 
    end 
end 
May_Qs_sum_Pos = sum(May_Qs_Pos); 
May_Qs_sum_Neg = sum(May_Qs_Neg); 
June_Qs = Qs(3625:4344); 
for i6 = 1:720 
    if June_Qs(i6)>=0 
        June_Qs_Pos(i6) = June_Qs(i6); 
    else  
        June_Qs_Pos(i6) = 0; 
    end 
    if June_Qs(i6)<0 
        June_Qs_Neg(i6) = June_Qs(i6); 
    else 
        June_Qs_Neg(i6) = 0; 
    end 
end 
June_Qs_sum_Pos = sum(June_Qs_Pos); 
June_Qs_sum_Neg = sum(June_Qs_Neg); 
July_Qs = Qs(4344:5088); 
for i7 = 1:745 
    if July_Qs(i7)>=0 
        July_Qs_Pos(i7) = July_Qs(i7); 
    else  
        July_Qs_Pos(i7) = 0; 
    end 
    if July_Qs(i7)<0 
        July_Qs_Neg(i7) = July_Qs(i7); 
    else 
        July_Qs_Neg(i7) = 0; 
    end 
end 
July_Qs_sum_Pos = sum(July_Qs_Pos); 
July_Qs_sum_Neg = sum(July_Qs_Neg); 
Aug_Qs = Qs(5089:5832); 
for i8 = 1:744 
    if Aug_Qs(i8)>=0 
        Aug_Qs_Pos(i8) = Aug_Qs(i8); 
    else  
        Aug_Qs_Pos(i8) = 0; 
    end 
    if Aug_Qs(i8)<0 
        Aug_Qs_Neg(i8) = Aug_Qs(i8); 
    else 
        Aug_Qs_Neg(i8) = 0; 
    end 
end 
Aug_Qs_sum_Pos = sum(Aug_Qs_Pos); 
Aug_Qs_sum_Neg = sum(Aug_Qs_Neg); 
Sep_Qs = Qs(5833:6552); 
for i9 = 1:720 
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    if Sep_Qs(i9)>=0 
        Sep_Qs_Pos(i9) = Sep_Qs(i9); 
    else  
        Sep_Qs_Pos(i9) = 0; 
    end 
    if Sep_Qs(i9)<0 
        Sep_Qs_Neg(i9) = Sep_Qs(i9); 
    else 
        Sep_Qs_Neg(i9) = 0; 
    end 
end 
Sep_Qs_sum_Pos = sum(Sep_Qs_Pos); 
Sep_Qs_sum_Neg = sum(Sep_Qs_Neg); 
Oct_Qs = Qs(6553:7296); 
for i10 = 1:744 
    if Oct_Qs(i10)>=0 
        Oct_Qs_Pos(i10) = Oct_Qs(i10); 
    else  
        Oct_Qs_Pos(i10) = 0; 
    end 
    if Oct_Qs(i10)<0 
        Oct_Qs_Neg(i10) = Oct_Qs(i10); 
    else 
        Oct_Qs_Neg(i10) = 0; 
    end 
end 
Oct_Qs_sum_Pos = sum(Oct_Qs_Pos); 
Oct_Qs_sum_Neg = sum(Oct_Qs_Neg); 
Nov_Qs = Qs(7297:8016); 
for i11 = 1:720 
    if Nov_Qs(i11)>=0 
        Nov_Qs_Pos(i11) = Nov_Qs(i11); 
    else  
        Nov_Qs_Pos(i11) = 0; 
    end 
    if Nov_Qs(i11)<0 
        Nov_Qs_Neg(i11) = Nov_Qs(i11); 
    else 
        Nov_Qs_Neg(i11) = 0; 
    end 
end 
Nov_Qs_sum_Pos = sum(Nov_Qs_Pos); 
Nov_Qs_sum_Neg = sum(Nov_Qs_Neg); 
Dec_Qs = Qs(8017:8760); 
for i12 = 1:744 
    if Dec_Qs(i12)>=0 
        Dec_Qs_Pos(i12) = Dec_Qs(i12); 
    else  
        Dec_Qs_Pos(i12) = 0; 
    end 
    if Dec_Qs(i12)<0 
        Dec_Qs_Neg(i12) = Dec_Qs(i12); 
    else 
        Dec_Qs_Neg(i12) = 0; 
    end 
end 
Dec_Qs_sum_Pos = sum(Dec_Qs_Pos); 
Dec_Qs_sum_Neg = sum(Dec_Qs_Neg); 























c = [Jan_Qi_sum, Feb_Qi_sum, March_Qi_sum, April_Qi_sum, May_Qi_sum, June_Qi_sum, 
July_Qi_sum, Aug_Qi_sum, Sep_Qi_sum, Oct_Qi_sum, Nov_Qi_sum, Dec_Qi_sum]; 
d = [Jan_PV_Generation_sum, Feb_PV_Generation_sum, March_PV_Generation_sum, 
April_PV_Generation_sum, May_PV_Generation_sum, June_PV_Generation_sum, 
July_PV_Generation_sum, Aug_PV_Generation_sum, Sep_PV_Generation_sum, 
Oct_PV_Generation_sum, Nov_PV_Generation_sum, Dec_PV_Generation_sum]; 

















% title('Heating Consumption') 
% ylabel('kWh')  
% figure(2) 
% bar(b) 



























































MATLAB code written for providing heat map of energy on the Form 
Signature graphs. 
 
C_plot = [0.01 0.05 0.08 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1]; 
Cn1_plot = [0.01 0.05 0.08 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1]; 
Cn2_plot = [0.02 0.1 0.16 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2]; 
Cn3_plot = [0.03 0.15 0.24 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3]; 
Cn4_plot = [0.04 0.2 0.32 0.4 0.8 1.2 1.6 2 2.4 2.8 3.2 3.6 4]; 
Cn5_plot = [0.05 0.25 0.4 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5]; 
Cn6_plot = [0.06 0.3 0.48 0.6 1.2 1.8 2.4 3 3.6 4.2 4.8 5.4 6]; 
Cn7_plot = [0.07 0.35 0.56 0.7 1.4 2.1 2.8 3.5 4.2 4.9 5.6 6.3 7]; 
Cn8_plot = [0.08 0.4 0.64 0.8 1.6 2.4 3.2 4 4.8 5.6 6.4 7.2 8]; 
Cn9_plot = [0.09 0.45 0.72 0.9 1.8 2.7 3.6 4.5 5.4 6.3 7.2 8.1 9]; 
Cn10_plot = [0.1 0.5 0.8 1 2 3 4 5 6 7 8 9 10]; 
Cn11_plot = [0.11 0.55 0.88 1.1 2.2 3.3 4.4 5.5 6.6 7.7 8.8 9.9 11]; 
Cn12_plot = [0.12 0.6 0.96 1.2 2.4 3.6 4.8 6 7.2 8.4 9.6 10.8 12]; 
Cn13_plot = [0.13 0.65 1.04 1.3 2.6 3.9 5.2 6.5 7.8 9.1 10.4 11.7 13]; 
Cn14_plot = [0.14 0.7 1.12 1.4 2.8 4.2 5.6 7 8.4 9.8 11.2 12.6 14]; 
Cn15_plot = [0.15 0.75 1.2 1.5 3 4.5 6 7.5 9 10.5 12 13.5 15]; 
Cn16_plot = [0.16 0.8 1.28 1.6 3.2 4.8 6.4 8 9.6 11.2 12.8 14.4 16]; 
Cn17_plot = [0.17 0.85 1.36 1.7 3.4 5.1 6.8 8.5 10.2 11.9 13.6 15.3 17]; 
Cn18_plot = [0.18 0.9 1.4 1.8 3.6 5.4 7.2 9 10.8 12.6 14.4 16.2 18]; 
Cn19_plot = [0.19 0.95 1.52 1.9 3.8 5.7 7.6 9.5 11.4 13.3 15.2 17.1 19]; 
Cn20_plot = [0.2 1 1.6 2 4 6 8 10 12 14 16 18 20]; 
Cn21_plot = [0.21 1.05 1.68 2.1 4.2 6.3 8.4 10.5 12.6 14.7 16.8 18.9 21]; 
Cn22_plot = [0.22 1.1 1.76 2.2 4.4 6.6 8.8 11 13.2 15.4 17.6 19.8 22]; 
Cn23_plot = [0.23 1.15 1.84 2.3 4.6 6.9 9.2 11.5 13.8 16.1 18.4 20.7 23]; 
Cn24_plot = [0.24 1.2 1.92 2.4 4.8 7.2 9.6 12 14.4 16.8 19.2 21.6 24]; 
Cn25_plot = [0.25 1.25 2 2.5 5 7.5 10 12.5 15 17.5 20 22.5 25]; 
Cn26_plot = [0.26 1.3 2.08 2.6 5.2 7.8 10.4 13 15.6 18.2 20.8 23.4 26]; 
Cn27_plot = [0.27 1.35 2.16 2.7 5.4 8.1 10.8 13.5 16.2 18.9 21.6 24.3 27]; 
Cn28_plot = [0.28 1.4 2.24 2.8 5.6 8.4 11.2 14 16.8 19.6 22.4 25.2 28]; 
Cn29_plot = [0.29 1.45 2.32 2.9 5.8 8.7 11.6 14.5 17.4 20.3 23.2 26.1 29]; 
Cn30_plot = [0.3 1.5 2.4 3 6 9 12 15 18 21 24 27 30]; 
Sc6_plot = [0.44444 0.25000 0.16000 0.11111 0.08163 0.06250 0.04938 0.04000 0.03306 
0.02778 0.02367 0.02041 0.01778 0.01563 0.01384 0.01235 0.01108 0.01000 0.00907 
0.00826 0.00756 0.00694 0.00640 0.00592 0.00549 0.00510 0.00476 0.00444 0.00416 
0.00391 0.00367 0.00346 0.00327 0.00309 0.00292 0.00277 0.00263 0.00250 0.00238 
0.00227]; 
P6_plot = [0.44444  0.50000 0.48000 0.44444 0.40816 0.37500 0.34568 0.32000 0.29752 
0.27778 0.26036 0.24490 0.23111 0.21875 0.20761 0.19753 0.18837 0.18000 0.17234 
0.16529 0.15879 0.15278 0.14720 0.14201 0.13717 0.13265 0.12842 0.12444 0.12071 
0.11719 0.11387 0.11073 0.10776 0.10494 0.10226 0.09972 0.09730 0.09500 0.09280 
0.09070]; 
Sc12_plot = [0.64000 0.44444 0.32653    0.25000 0.19753 0.16000 0.13223 0.11111 
0.09467 0.08163 0.07111 0.06250 0.05536 0.04938 0.04432 0.04000 0.03628 0.03306 
0.03025 0.02778 0.02560 0.02367 0.02195 0.02041 0.01902 0.01778 0.01665 0.01563 
0.01469 0.01384 0.01306 0.01235 0.01169 0.01108 0.01052 0.01000 0.00952 0.00907 
0.00865 0.00826]; 
P12_plot = [0.64000 0.88889 0.97959 1.00000 0.98765 0.96000 0.92562 0.88889 0.85207 
0.81633 0.78222 0.75000 0.71972 0.69136 0.66482 0.64000 0.61678 0.59504 0.57467 
0.55556 0.53760 0.52071 0.50480 0.48980 0.47562 0.46222 0.44953 0.43750 0.42608 
0.41522 0.40490 0.39506 0.38568 0.37673 0.36818 0.36000 0.35217 0.34467 0.33748 
0.33058]; 
Sc18_plot = [0.73469    0.56250 0.44444 0.36000 0.29752 0.25000 0.21302 0.18367 
0.16000 0.14063 0.12457 0.11111 0.09972 0.09000 0.08163 0.07438 0.06805 0.06250 
0.05760 0.05325 0.04938 0.04592 0.04281 0.04000 0.03746 0.03516 0.03306 0.03114 
0.02939 0.02778 0.02630 0.02493 0.02367 0.02250 0.02142 0.02041 0.01947 0.01860 
0.01778 0.01701]; 
P18_plot = [0.73469 1.12500 1.33333 1.44000 1.48760 1.50000 1.49112 1.46939 1.44000 
1.40625 1.37024 1.33333 1.29640 1.26000 1.22449 1.19008 1.15690 1.12500 1.09440 
1.06509 1.03704 1.01020 0.98454 0.96000 0.93652 0.91406 0.89256 0.87197 0.85224 




Sc24_plot = [0.79012    0.64000 0.52893 0.44444 0.37870 0.32653 0.28444 0.25000 
0.22145 0.19753 0.17729 0.16000 0.14512 0.13223 0.12098 0.11111 0.10240 0.09467 
0.08779 0.08163 0.07610 0.07111 0.06660 0.06250 0.05877 0.05536 0.05224 0.04938 
0.04675 0.04432 0.04208 0.04000 0.03807 0.03628 0.03461 0.03306 0.03160 0.03025 
0.02897 0.02778]; 
P24_plot = [0.79012 1.28000 1.58678 1.77778 1.89349 1.95918 1.99111 2.00000 1.99308 
1.97531 1.95014 1.92000 1.88662 1.85124 1.81474 1.77778 1.74080 1.70414 1.66804 
1.63265 1.59810 1.56444 1.53174 1.50000 1.46924 1.43945 1.41061 1.38272 1.35573 
1.32964 1.30440 1.28000 1.25640 1.23356 1.21147 1.19008 1.16938 1.14934 1.12992 
1.11111]; 
Sc30_plot = [0.82645    0.69444 0.59172 0.51020 0.44444 0.39063 0.34602 0.30864 
0.27701 0.25000 0.22676 0.20661 0.18904 0.17361 0.16000 0.14793 0.13717 0.12755 
0.11891 0.11111 0.10406 0.09766 0.09183 0.08651 0.08163 0.07716 0.07305 0.06925 
0.06575 0.06250 0.05949 0.05669 0.05408 0.05165 0.04938 0.04726 0.04527 0.04340 
0.04165 0.04000]; 
P30_plot = [0.82645 1.38889 1.77515 2.04082 2.22222 2.34375 2.42215 2.46914 2.49307 
2.50000 2.49433 2.47934 2.45747 2.43056 2.40000 2.36686 2.33196 2.29592 2.25922 
2.22222 2.18522 2.14844 2.11203 2.07612 2.04082 2.00617 1.97224 1.93906 1.90664 
1.87500 1.84414 1.81406 1.78475 1.75620 1.72840 1.70132 1.67497 1.64931 1.62432 
1.60000]; 
Sc36_plot = [0.85207    0.73469 0.64000 0.56250 0.49827 0.44444 0.39889 0.36000 
0.32653 0.29752 0.27221 0.25000 0.23040 0.21302 0.19753 0.18367 0.17122 0.16000 
0.14984 0.14063 0.13223 0.12457 0.11755 0.11111 0.10519 0.09972 0.09467 0.09000 
0.08566 0.08163 0.07788 0.07438 0.07111 0.06805 0.06519 0.06250 0.05998 0.05760 
0.05536 0.05325]; 
P36_plot = [0.85207 1.46939 1.92000 2.25000 2.49135 2.66667 2.79224 2.88000 2.93878 
2.97521 2.99433 3.00000 2.99520 2.98225 2.96296 2.93878 2.91082 2.88000 2.84703 
2.81250 2.77686 2.74048 2.70367 2.66667 2.62966 2.59280 2.55621 2.52000 2.48424 
2.44898 2.41428 2.38017 2.34667 2.31380 2.28158 2.25000 2.21908 2.18880 2.15917 
2.13018]; 
Sc42_plot = [0.87111    0.76563 0.67820 0.60494 0.54294 0.49000 0.44444 0.40496 
0.37051 0.34028 0.31360 0.28994 0.26886 0.25000 0.23306 0.21778 0.20395 0.19141 
0.17998 0.16955 0.16000 0.15123 0.14317 0.13573 0.12886 0.12250 0.11660 0.11111 
0.10600 0.10124 0.09679 0.09263 0.08873 0.08507 0.08163 0.07840 0.07536 0.07249 
0.06978 0.06722]; 
P42_plot = [0.87111 1.53125 2.03460 2.41975 2.71468 2.94000 3.11111 3.23967 3.33459 
3.40278 3.44960 3.47929 3.49520 3.50000 3.49584 3.48444 3.46722 3.44531 3.41965 
3.39100 3.36000 3.32716 3.29291 3.25762 3.22156 3.18500 3.14813 3.11111 3.07409 
3.03719 3.00049 2.96408 2.92802 2.89236 2.85714 2.82240 2.78816 2.75444 2.72125 
2.68861]; 
Sc48_plot = [0.88581    0.79012 0.70914 0.64000 0.58050 0.52893 0.48393 0.44444 
0.40960 0.37870 0.35117 0.32653 0.30440 0.28444 0.26639 0.25000 0.23508 0.22145 
0.20898 0.19753 0.18700 0.17729 0.16831 0.16000 0.15229 0.14512 0.13845 0.13223 
0.12642 0.12098 0.11589 0.11111 0.10662 0.10240 0.09842 0.09467 0.09114 0.08779 
0.08463 0.08163]; 
P48_plot = [0.88581 1.58025 2.12742 2.56000 2.90249 3.17355 3.38752 3.55556 3.68640 
3.78698 3.86283 3.91837 3.95719 3.98222 3.99584 4.00000 3.99633 3.98616 3.97061 
3.95062 3.92695 3.90028 3.87114 3.84000 3.80726 3.77324 3.73824 3.70248 3.66617 
3.62949 3.59258 3.55556 3.51853 3.48160 3.44483 3.40828 3.37202 3.33608 3.30050 
3.26531]; 
Sc54_plot = [0.89751    0.81000 0.73469 0.66942 0.61248 0.56250 0.51840 0.47929 
0.44444 0.41327 0.38526 0.36000 0.33715 0.31641 0.29752 0.28028 0.26449 0.25000 
0.23667 0.22438 0.21302 0.20250 0.19274 0.18367 0.17523 0.16736 0.16000 0.15312 
0.14667 0.14063 0.13494 0.12960 0.12457 0.11982 0.11534 0.11111 0.10711 0.10332 
0.09972 0.09631]; 
P54_plot = [0.89751 1.62000 2.20408 2.67769 3.06238 3.37500 3.62880 3.83432 4.00000 
4.13265 4.23781 4.32000 4.38293 4.42969 4.46281 4.48443 4.49633 4.50000 4.49671 
4.48753 4.47337 4.45500 4.43308 4.40816 4.38075 4.35124 4.32000 4.28733 4.25351 
4.21875 4.18326 4.14720 4.11073 4.07396 4.03702 4.00000 3.96298 3.92602 3.88920 
3.85256]; 
Sc60_plot = [0.90703    0.82645 0.75614 0.69444 0.64000 0.59172 0.54870 0.51020 
0.47562 0.44444 0.41623 0.39063 0.36731 0.34602 0.32653 0.30864 0.29218 0.27701 
0.26298 0.25000 0.23795 0.22676 0.21633 0.20661 0.19753 0.18904 0.18108 0.17361 
0.16660 0.16000 0.15379 0.14793 0.14240 0.13717 0.13223 0.12755 0.12311 0.11891 
0.11491 0.11111]; 
P60_plot = [0.90703 1.65289 2.26843 2.77778 3.20000 3.55030 3.84088 4.08163 4.28062 
4.44444 4.57856 4.68750 4.77502 4.84429 4.89796 4.93827 4.96713 4.98615 4.99671 
5.00000 4.99703 4.98866 4.97566 4.95868 4.93827 4.91493 4.88909 4.86111 4.83132 
228 
 
4.80000 4.76740 4.73373 4.69918 4.66392 4.62810 4.59184 4.55525 4.51843 4.48147 
4.44444]; 
plot(C_plot,Cn1_plot,'k','LineWidth',0.5); 
t = text(1.2,8,'Energy demand (kWh/m2)','rotation',-90,'FontSize',14) 
t = text(1.025,7,'Number of storeys','rotation',-90,'FontSize',14) 
t = text(1.017,1,'1') 
t = text(1.005,8,'8') 
t = text(0.8,10.2,'12') 
t = text(0.29,10.15,'30') 
t = text(0.02,3.4,'Plan depth (m)','rotation',73,'FontSize',14) 
t = text(-0.01,0.3,'6') 























































































xref = [0.640, 0.444, 0.160, 0.082, 0.028, 0.014, 0.790, 0.640, 0.327, 0.198, 
0.082, 0.044, 0.852, 0.735, 0.444, 0.298, 0.141, 0.816, 0.907, 0.826, 0.592, 0.444, 
0.250, 0.160]; 
yref = [0.640, 0.889, 0.960, 0.816, 0.556, 0.415, 0.790, 1.280, 1.959, 1.975, 
1.633, 1.330, 0.852, 1.469, 2.667, 2.975, 2.813, 2.449, 0.907, 1.653, 3.550, 4.444, 
5.000, 4.800]; 
zref = [64, 58, 53, 51, 50, 49, 52, 46, 41, 40, 39, 38, 48, 42, 37, 36, 35, 35, 46, 
39, 34, 33, 33, 32]; 
edge_strength = 10; 
% e.g. 400x400 image 





xlims = xlim; 
ylims = ylim; 
xstep = diff(xlims)./resolution; 
ystep = diff(ylims)./resolution; 
xs = xlims(1):xstep:xlims(2); 
ys = ylims(1):ystep:ylims(2); 
heatmap = zeros(size(xs,2),size(ys,2)); 
for xi=1:size(xs,2) 
    x = xs(xi); 
    for yi=1:size(ys,2) 
        y = ys(yi); 
        distances = sqrt( ((x-xref)./xstep).^2 + ((y-yref)/ystep).^2 ); 
        weights_unnormalized = (max(distances) - distances).^edge_strength; 
        weights = weights_unnormalized./sum(weights_unnormalized); 
        heatmap(xi,yi) = sum(weights.*zref); 
    end 
end 
hm = image(xlim,ylim,heatmap'); 
hm.CDataMapping = 'scaled'; 
uistack(hm, 'bottom'); 
colorbar; 
triangle = fill([0.008 1 1], [0 0 1], "white") 
set(triangle,'EdgeColor','none') 
hold off; 
 
