This paper deals with fully-connected mean-field models of quantum spins with p-body ferromagnetic interactions and a transverse field. For p = 2 this corresponds to the quantum Curie-Weiss model (a special case of the Lipkin-Meshkov-Glick model) which exhibits a second-order phase transition, while for p > 2 the transition is first order. We provide a refined analytical description both of the static and of the dynamic properties of these models. In particular we obtain analytically the exponential rate of decay of the gap at the first-order transition. We also study the slow annealing from the pure transverse field to the pure ferromagnet (and vice versa) and discuss the effect of the first-order transition and of the spinodal limit of metastability on the residual excitation energy, both for finite and exponentially divergent annealing times. In the quantum computation perspective this quantity would assess the efficiency of the quantum adiabatic procedure as an approximation algorithm.
I. INTRODUCTION
Finding the minimum of a cost function defined on a discrete configuration space is the central task of combinatorial optimization. Depending on the problem considered (i.e. the shape of the cost function), there exists or not fast (running in polynomial time with respect to the number of variables) algorithms for classical computers that performs the minimization, as classified by the computational complexity theory [1] .
In more physical terms this problem corresponds to finding the groundstate of an Hamiltonian (cost function) depending on discrete degrees of freedom (spins). This analogy has suggested an optimization algorithm named simulated annealing [2] , that proceeds through a stochastic exploration of the phase space, according to transition rules obeying the detailed balance condition for a positive temperature, which is slowly reduced from a very high value down to zero. In this way energy barriers can be jumped over through thermal fluctuations, the final state of the system is the equilibrium at zero temperature, hence concentrated in the sought-for minimum of the cost function. Provided with a quantum computer, that is a device that obeys the laws of quantum mechanics at the level of its computing units, one can follow a similar idea but with quantum fluctuations replacing the thermal ones; this strategy is known as quantum annealing [3, 4] , or quantum adiabatic algorithm [5] , see [6, 7] for reviews. The control parameter that replaces the temperature allows to tune the relative strength of the potential energy (the cost function) and of the "kinetic energy" (for instance a transverse field for spins 1/2). The system is initially prepared in the groundstate of the latter, then evolves according to Schrödinger's equation with an Hamiltonian that slowly interpolates between the kinetic and the potential energy. If this interpolation is sufficiently slow the system remains at all times in the instantaneous groundstate of the Hamiltonian, and in particular at the end of the evolution it is found in the desired minimum of the cost function.
To assess the efficiency of these algorithms one has to specify how slow the evolution of the control parameter has to be in order that the final state indeed corresponds to the groundstate. In the quantum setting, which shall be the focus of this article, this condition is provided by the quantum adiabatic theorem [8] which, roughly speaking, states that the interpolation time has to be larger that the inverse square of the minimal energy gap between the instantaneous groundstate and the first excited state encountered along the interpolation. It thus appears that quantum phase transitions [9] , where the gap closes in the thermodynamic limit, constitute the bottleneck for the efficiency of the quantum annealing. First-order phase transitions, at which the gap is typically exponentially small in the system size, are in this respect worse than second-order transitions for which, at least in non-disordered systems, the gap is only polynomially small.
Random instances of combinatorial optimization problems provide useful benchmark ensembles of cost functions on which to test various algorithms [10] . They have been the object of an intense research activity at the crossroad between computer science, mathematics and theoretical physics [11] . Several phase transitions have been unveiled that affect the typical number and organization of their ground and excited states [12] [13] [14] . More recently the tools that allowed the description of these transitions have been extended to take into account the additional effect of a transverse field on the corrugated random cost function [15, 16] . First order phase transitions as a function of the interpolating transverse field have been observed in some models [17, 18] ; this did not come as a surprise as it is a recurrent feature of mean-field quantum disordered systems that have been extensively studied [19] [20] [21] [22] .
i-th spin. The transverse and longitudinal magnetization per spin operators are defined as follows :
The Hamiltonian of the fully-connected p-spin ferromagnet is usually defined as −N ( m z ) p − ΓN m x , i.e. with p-body interactions along the z axis, and a transverse field Γ along the x axis. The dependency in N is chosen to ensure the extensivity of the model in the thermodynamic limit. For future convenience we shall trade Γ for a parameter s ∈ [0, 1] and define
Up to a change of the energy scale these two definitions are equivalent, with the correspondance Γ = 1−s s . The two limits s = 0 and s = 1 corresponds to a pure transverse field and pure ferromagnetic interactions along z, respectively. The mean-field character of the model arises from the form of the interacting term, which depends on the total magnetization only. The p = 2 case corresponds to the quantum Curie-Weiss model, which can also be viewed as the anisotropic version of the Lipkin-Meshkov-Glick (LMG) model [30, 33, 45] (the general LMG model contains pair-wise interactions in the y and z directions). The case p ≥ 3 was investigated in [34] , and generalized in [35] to a model where both m z and m x are raised to arbitrary powers, and in [36] with the addition of antiferromagnetic pairwise interactions. The methods and results developed in this paper for the model of Eq. (2) are easily extended to these generalizations, as sketched in the conclusions.
B. Thermodynamic properties
We shall first briefly explain how to compute the free-energy density of this model, in the thermodynamic limit, and discuss its phase diagram. Similar derivations can be found in [16, 34, 36] . For a rigorous treatment of such models we refer the reader to [46] . The partition function at inverse temperature β can be obtained by mapping the quantum problem to a classical one with one additional imaginary time direction. Using the Suzuki-Trotter formula to disentangle the two non-commuting terms in the Hamiltonian, and inserting representations of the identity between each of the N s Suzuki-Trotter slices one indeed obtains: 
Thanks to the mean-field character of the model one can reduce the problem to a single-site one by defining m(α) = .
Making the natural assumption that the dominant contribution comes from values of m(α) and λ(α) that are constant in imaginary time and equal to m, λ respectively, and evaluating the integral via the saddle-point method yields
f (β, s) ≡ lim The stationarity conditions for this function of (m, λ) are
Note that an alternative derivation of this result consists in making a mean-field approximation ( m z ) p → m z p + p m z p−1 ( m z − m z ) in the Hamiltonian and setting self-consistently the average value in the single-spin problem thus obtained [47, 48] .
The various observables can be expressed in terms of the relevant critical point (m * (β, s), λ * (β, s)), in particular the longitudinal and transverse magnetization per spin read respectively
These expressions are easily obtained by adding to the Hamiltonian appropriate fields conjugated to the observables and by deriving the variational free-energy with respect to these additional fields; the last expression of Eq. (8) is only valid under the assumption m * (β, s) = 0. Let us first discuss the solution of these equations for p = 2, and present the associated phase diagram. The point (m, λ) = (0, 0) is always a solution of Eq. (7) . There is however a line in the (s, β) plane separating a paramagnetic phase (at low values of β, s, i.e. high values of the temperature and transverse field) where it corresponds to the global minimum of the function in (6) , from a ferromagnetic phase where it becomes a local maximum. In the latter phase there appears two global minima related by the symmetry operation (m, λ) → (−m, −λ). The spontaneous longitudinal magnetization m * (β, s) > 0 grows continuously from 0 at the border of the ferromagnetic phase, with the usual mean-field exponent β = 1/2. The phase transition is thus of second order, the free-energy and its first derivatives being continuous at the transition. These properties are illustrated in Fig. 1 .
Consider now the case p ≥ 3. The paramagnetic solution (m, λ) = (0, 0) of Eq. (7) is then a local minimum (with respect to m) of the function in (6) for all values of (β, s). For low values of β, s this is the only minimum of (6) . Beyond a line β sp (s) (or equivalently s sp (β)), another local minimum appears discontinuously in m * (β, s) > 0 (if p ≥ 4 is even there is also a symmetric one in −m * (β, s)). At its appearance this non-trivial local minimum corresponds to an higher free-energy density than the paramagnetic one. It is only for strictly larger values of β, s than their freeenergy density becomes equal, on the line β c (s) > β sp (s) (or s c (β) > s sp (β)). The model thus exhibits a first-order phase transition along the line β c (s), associated to a discontinuity in the first derivatives of the free-energy density, which implies in particular a discontinuity of the magnetizations. The line β sp (s) is the spinodal of the ferromagnetic phase, i.e. the limit of its existence as a metastable local minimum of the free-energy. Note that the paramagnetic phase is always locally stable, there is thus no spinodal line for this phase. The features of this first-order transition are illustrated on Fig. 2 ; to anticipate the discussion of the rest of the paper the results displayed there are at zero temperature, yet they would be qualitatively identical at any positive temperature below the transition temperature of the classical model (at s = 1).
In the remaining of this section we shall collect for future use some more explicit formulas valid in the zerotemperature limit, which will be the most useful case in the following of the paper. The groundstate energy density 
FIG. 2:
Thermodynamic properties of the p = 3 model (all cases with p ≥ 3 are qualitatively identical). Left panel: phase diagram, the solid (black) line stands for the first-order transition line Tc(s), the dashed (red) line being the spinodal curve Tsp(s) for the limit of existence of the ferromagnetic phase. Center panel: longitudinal (mz, red line) and transverse (mx, black line) magnetizations as a function of s, at T = 0. Solid thick part of the curves correspond to the thermodynamically relevant phase (paramagnetic for s < sc, ferromagnetic for s > sc), dashed light ones to the metastable ones (s > sc for the metastable paramagnet, s ∈ [ssp, sc] for the metastable ferromagnet). Note the square-root singularity at ssp for the magnetizations of the ferromagnetic phase. Right panel: groundstate energy density as a function of s; solid thick and dashed light have the same meaning as in the center panel.
is obtained from (6) as
One can solve explicitly the stationarity condition with respect to λ, which yields λ = (1 − s)m/ √ 1 − m 2 and thus
The energy corresponding to the paramagnetic state m = 0 is e pm (s) = −(1 − s). For p ≥ 3 the ferromagnetic phase exists when s ∈ [s sp , 1], where s sp is the zero-temperature limit of the spinodal line. We shall denote m * (s) > 0 the non-trivial solution of the stationarity equations corresponding to a local minimum for s ∈ [s sp , 1], and e fm (s) = −s m * (s) p − (1 − s) 1 − m * (s) 2 the corresponding energy. We also define m i (s) and e i (s) as the magnetization and energy of the local maximum (unstable phase of intermediate magnetization) of the function in (10) . These magnetizations are the solutions, ordered with 0 < m i (s) < m * (s), of the equation
The average magnetizations are then given by
At the spinodal point we call m sp = m * (s sp ) = m i (s sp ) and e sp = e fm (s sp ) = e i (s sp ) the longitudinal magnetization and the energy, while the first-order transition happens for s c such that e pm (s c ) = e fm (s c ) = e c , with m c = m * (s c ). Explicit formulas can be given for these quantities. Consider first the spinodal point. . Solving this system yields
At the first-order transition point, the equation m c = g(m c , s c ) is supplemented by the condition e pm (s c ) = e fm (s c ), which leads to The dependency on p of the spinodal and critical point parameters s sp and s c are plotted on Fig. 3 . From the above explicit expressions one can in particular work out the large p asymptotics, that read
III. DETAILED DESCRIPTION OF THE SPECTRUM
We shall now turn to a refined description of the statics of the model, beyond the computation of the thermodynamic limit of its free-energy density. This detailed study of the eigenvalues and eigenvectors of H(s) will be crucial for the understanding of the annealing dynamics presented in Sec. IV. This section is organized as follows. In Sec. III A we exploit the symmetries of the model to decompose its Hilbert space into several disconnected sectors. In Sec. III B we prove a result on the relative ordering of the eigenvalues between different symmetry sectors, and provide a finer conjecture motivated by numerical evidences. The qualitative features of the spectrum inside one symmetry sector are discussed in Sec. III C, and the rest of the section is devoted to the quantitative derivation of these properties. In Sec. III D we obtain the solution of the eigenvalue equation inside one sector, at the leading exponential level (in a semi-classical fashion). This main technical result is then exploited to obtain the density of states inside each sector (in Sec. III E), the finite gaps between eigenvalues (in Sec. III F) and the exponentially small gaps (in Sec. III G), in particular at the first order transition of models with p ≥ 3 (see Sec. III G 1), and in the ferromagnetic phases for even p (cf. Sec. III G 2).
A. Decomposition of the Hilbert space in spin sectors
The diagonalization, be it numerical or analytical, of a quantum Hamiltonian is in general a very difficult task because of the exponential growth of the dimension of the Hilbert space with the size of the system. For the fullyconnected mean-field models under study this difficulty is greatly reduced thanks to their highly symmetric structure: as a matter of fact the Hamiltonian is invariant under the permutation of any pair of spin indices.
Let us first briefly explain how to exploit this symmetry in an abstract and general way. The Hilbert space H of an N -component system is the tensorial product H = V ⊗N of the space V of each component. The theory of representation [49] asserts that such a tensor product can be decomposed as a direct sum of vector spaces, classified according to their symmetry properties with respect to permutations. More precisely, in order to construct V ⊗N one has to sum over the Young diagrams with N boxes and no more than d rows, where d is the dimension of V . Each of these diagrams gives rise to a Young symmetrizer, i.e. an operator on V ⊗N that, roughly speaking, completely symmetrizes along each row and antisymmetrizes along each column of the diagram. The tensor product V ⊗N can then be written as the direct sum of the images of the Young symmetrizers; the degeneracies in this sum, as well as the dimensions of these images, can be computed from the shape of the diagram. This decomposition can be useful only if the Hamiltonian itself respect such permutation symmetries, as it becomes block-diagonal once written in this basis.
This general theory that we only sketched above greatly simplifies in our case, and its consequences can be understood with more physical arguments. The important point is that the dimension d of the base space of a spin 1/2 is only 2 here. In consequence the Young diagrams have at most two rows, and the sum over the diagrams reduces to a sum over the number K = 0, 1, . . . , ⌊ N 2 ⌋ of elements in the second row. This number counts the pair of spins over which the antisymmetrization procedure is accomplished. It can be given a more intuitive interpretation as follows. The operators S α = N 2 m α with α = x, y, z obey the commutation rules of an angular momentum; the total spin
2 has thus eigenvalues of the form S(S + 1) with S integer or half-integer. It turns out that the images of a Young symmetrizer with a given value of K are eigenspaces of S 2 , with total spin S = N 2 − K. In particular the states of maximal spin N/2 correspond to fully symmetric states. More generally, the results of the abstract construction can be recovered by using recursively the standard rules for the addition of angular momenta.
Let us now summarize these results and write explicit formulas for the matrix elements of the Hamiltonian. There are
distinct eigenspaces of S 2 with spin S = N/2 − K (as could be expected the fully symmetric space K = 0 is unique). Each of them has dimension 2S + 1 = N + 1 − 2K; using the second expression of N N K an easy computation allows to check that the total dimension of the Hilbert space is indeed
The Hamiltonian H(s) is stable with respect to this decomposition; moreover its action on one of these subspaces depends only on the value of K, not on the choice of one of the N N K degenerate sectors. We shall denote H (K) (s) the restriction of H(s) to one of the subspaces of spin N/2 − K, or equivalently view H (K) (s) as a square matrix of order N + 1 − 2K. We will also use the notation k = K/N . The subspace on which H (K) (s) acts is spanned by the basis of eigenvectors of m z , written |m; K z with the N + 1 − 2K possible values of m:
The action of m x on this vector amounts to increase or decrease the value of m by its minimal amount 2/N , i.e.
The matrix representing H (K) (s) in this basis has thus a symmetric tridiagonal form, with matrix elements:
One can also define a second basis spanned by the eigenvectors |m; K x of m x . The expression of m z in this basis is nothing but Eq. (18) with the interversion of the indices z and x. In this basis the matrix representation of H (K) (s) has a diagonal part corresponding to the action of the transverse field; the interaction term ( m z ) p has a band diagonal form, with non-zero matrix elements between eigenvectors |m; K x and |m ′ ; K x when N 2 (m−m ′ ) ∈ {p, p−2, . . . , −p+2, −p}. We shall give and use their explicit form, in the large N limit, in Sec. III D.
These symmetry considerations thus allow to reduce the complexity of the full diagonalization of the Hamiltonian from a matrix problem of size 2 N to ⌊ N 2 ⌋ + 1 matrices of sizes at most N + 1. This great simplification will be used in the following both for numerical and analytical computations.
The above reduction is valid for any model symmetric under all permutations of spins, irrespectively of the precise form of the interactions. The Hamiltonian of Eq. (2) exhibit additional symmetries:
• for odd values of p the spectrum is invariant under the transformation E → −E. Consider indeed an eigenvector |ψ of H (K) (s), with eigenvalue E, written as |ψ
, with eigenvalue −E.
• for even values of p the Hamiltonian is symmetric under global longitudinal magnetization reversal, and this implies that each H (K) (s) can be further decomposed in a block diagonal form, with two blocks of sizes ⌊ the operator ( m z ) p , with p even, produces a vector whose decomposition over |m ′ ; K x is non-zero only for magnetizations m ′ such that N/2(m − m ′ ) is even: non-zero off-diagonal matrix elements in the x basis are only found at an even distance from the main diagonal, hence in that basis the parity of the number of spin flips with respect to the fully polarized vector in the x direction is conserved by the Hamiltonian.
In addition, the matrix representing H (K) (s) in the |m; K z basis commutes with the matrix with 1 on the anti-diagonal (from bottom left to top right), that represents the reversal of the magnetization along the z axis. The eigenvectors of H (K) (s) can thus be divided between those that are symmetric or antisymmetric under this transformation.
B. Ordering properties of the spectra
For each value of K the restriction
N −2K (s). We leave implicit the dependency of these quantities on N and p, that are understood to be fixed in this whole subsection. By construction the Hamiltonian has no matrix elements between sectors of the Hilbert space corresponding to different values of K; one could thus a priori think that the spectrum {E
A quick look at the numerical results displayed in Fig. 4 reveals on the contrary that there are strong ordering rules between the energy levels of different spin sectors, reminiscent of the Lieb-Mattis theorem for the antiferromagnetic Heisenberg model [50] (see also [51] for a more recent treatment of the ferromagnetic case). As a first step we shall prove that the groundstates of each sector are strictly ordered according to the spin of the sector, i.e. that
in such a way that the global groundstate of H(s) lies in the fully symmetric subspace K = 0, of maximal spin N/2. The proof goes as follows. Let us denote |ψ the eigenvector of H (K) corresponding to its groundstate eigenvalue
, for some value of K > 0. We decompose this vector on the basis in which m z is diagonal,
We saw above that in this basis H (K) is a tri-diagonal matrix whose off-diagonal elements are all positive (cf. Eq. (20)). The Perron-Frobenius theorem thus ensures that the coefficients c m can be chosen to be all strictly positive. Let us now define a vector |ψ ′ belonging to the space on which H (K−1) acts, according to
In a column representation this amounts to supplement |ψ with two null rows corresponding to the two values m = ±(1 − 2k + 2/N ). This vector being normalized, the variational principle asserts that
The difference of the square roots being strictly positive, as well as the product c m c m+ 2 N , one thus obtains
(s) as long as s < 1. On the other hand for s = 1 the matrices are diagonal and the groundstate is obviously E
p , which also obeys the strict inequality
(s = 1). This completes the proof of Eq. (21) .
A closer look at the plots in Fig. 4 suggests that not only the groundstates are ordered between one sector and another, but also that excited states are interleaved in a regular way. For instance the first excited state of one sector, E (K) 1 , seems to always have a lower energy than the groundstate of the following sector, E (K+1) 0
. More generally, we propose the following conjecture based on this numerical investigation: for all n ≤ N/2 if p is odd, n ≤ N if p is even, one has
In particular, if this statement is true, the first excited state of the Hamiltonian H(s) in the full Hilbert space is always in the sector of maximal spin. The consistency of this conjecture for s close to 0 and 1 can easily be checked by perturbative expansions.
C. The salient features of the spectrum
In this section we describe qualitatively the main features of the spectrum of eigenstates in the symmetric sector of maximal spin (all sectors behaving in a similar way), that are apparent by visual inspection of the figures. We emphasize the connections with the thermodynamic computations of Sec. II B, and also point to the following parts of the article where these properties are derived quantitatively.
Let us begin with the p = 2 case, for which the zero-temperature limit of the thermodynamic computation predicts a second-order phase transition at s c = 1/3. The complete spectrum of the symmetric sector is plotted on the left panel of Fig. 5 for N = 60. One observes indeed a good agreement with the shape of the groundstate energy predicted previously and plotted in the right panel of Fig. 1 . Looking more carefully at the two states of lowest energy, one sees that the gap between them is of order 1 (in extensive energy E = N e) in the paramagnetic phase (i.e. for s < s c ), but exponentially small in N in the ferromagnetic phase and indistinguishable in this figure. This exponentially small splitting is the consequence of the existence of the two magnetizations ±m * (s) minimizing the thermodynamic groundstate energy (10) . On the right panel of Fig. 5 we display the gap between the lowest states for two finite values of N , along with the analytical prediction of Eq. (52) for its limit when N → ∞, that we shall obtain in Sec. III E. The rate of the exponential splitting in the ferromagnetic phase will be derived in Sec. III G 2, see Eq. (64) and right panel of Fig. 11 . The square-root vanishing of the gap when s → s − c and the behavior of the rate of exponential splitting when s → s + c leads, with a finite-size scaling assumption explained in Sec. III G 2, to a polynomial closing of the gap as N −1/3 in the critical regime s ≈ s c . This behaviour has been first predicted on the basis of the scaling analysis in [30] ; the lifting of the degeneracy between ferromagnetic states was also studied in [52] . Note finally that the quasi-degeneracy of ferromagnetic states also occurs for excited eigenvalues: on the left panel of Fig. 5 one gets the impression that there are twice as less states on the right of a diagonal line e = −(1 − s) that on the left. This visual impression shall be confirmed in Sec. III G 3.
Let us now turn to the p = 3 case, which has a first-order transition at s c . The spectrum of its maximal spin sector is displayed for N = 60 on the left panel of Fig. 6 . The slope of the groundstate energy is discontinuous at s c , as in the thermodynamic computation (compare with the right panel of Fig. 2 ). At variance with the p = 2 case the gap between the groundstate and the first excited state remains of order 1 until one gets very close to s c ; this is best seen on the right panel of Fig. 6 , which displays a blow up of the lowest energy states around s c . The minimal gap (reached in s c (N ) which goes to s c in the large N limit) is indeed exponentially small at the first order transition; its exponential rate of decrease, which has been determined numerically and via an instantonic computation in [34] be computed in Sec. III G 1 and given as an explicit analytic formula in Eq. (62) . The level repulsion between the two lowest eigenstates is at work only in a small neighborhood of their point of avoided crossing, and it is tempting to infer from this plot that the first excited eigenvector for s s c (N ) is the continuation of the groundstate eigenvector of s s c (N ) (and leads thus to the same thermodynamic observables), and vice versa. This pattern of avoided crossing looks actually very familiar, and can be observed in many examples involving the eigenvalues of an operator depending on an external parameter, s here. Let us recall the fundamental reason behind the universality of such a pattern, and the justification of the continuation intuition (a detailed discussion of this point can be found in [52] ). The matrix elements of the operator H(s) are analytic functions of s. As a consequence the eigenvalues E An avoided crossing is thus due to the two eigenvalues being strictly equal when an infinitesimally small imaginary part is added to s. By performing the interpolation between s s c (N ) and s s c (N ) via a detour in the complex plane avoiding the branchpoint singularity one can thus define in a precise way the first excited eigenvector on one side of the avoided crossing as the analytic continuation of the groundstate on the other side. The thermodynamic calculations of Sec. II B suggest that the paramagnetic state of energy e = −(1 − s) is metastable for all values s ∈ [s c , 1], and indeed one observes on the plots of Fig. 6 and 7 a continuation of this eigenstate across a series of avoided crossings. On the contrary the ferromagnetic state which corresponds to the groundstate for s ≥ s c only exists down to a spinodal point s sp , beyond which the analytic continuation cannot be performed anymore. This is illustrated on the two panels of Fig. 7 . The exponential rate of closing of the gaps encountered along the continuation of the paramagnetic and ferromagnetic state shall be computed analytically in Sec. III G 4, along with a determination of the area in the (s, e) plane where avoided crossings do occur (see Sec. III G 3).
All odd values of p ≥ 3 yield behaviors similar to the p = 3 case. The models with an even value of p ≥ 4 exhibit both the first-order phenomenology of the p = 3 case and the exponentially small splitting between the two ferromagnetic states allowed by the spin-flip symmetry. This shall be further discussed in Sec. III G 2 and Sec. III G 3.
D. The semi-classical solution of the eigenvalue equation
We shall now determine the structure of the eigenvectors of H(s), in the thermodynamic limit N → ∞, with a calculation formally similar to the WKB semi-classical treatment of quantum mechanics, the size of the system N playing the role of −1 . Similar semi-classical analysis have been performed for mean-field spin models in [33, 44, 54 ] using a spin-coherent-state representation; at variance with these works we shall use here the eigenbasis of m z or m x . As explained above this computation amounts to diagonalize the matrices of order N + 1 − 2K representing the restriction H (K) (s) to a sector of spin N/2 − K. For simplicity, and because this will be the most useful case in the following, we shall concentrate here on the fully symmetric K = 0 situation. The generalization to higher values of K is straightforward and sketched in Sec. III E. Let us look for an eigenvector |φ(s, e) of H (0) (s) with eigenvalue N e, written in the z-diagonal basis as
Using the expression of the matrix elements given in Eqs. (19, 20) , one obtains the equation obeyed by the coefficients φ(m, s, e):
To deal with the N → ∞ limit we shall make the following Ansatz on the behaviour of the eigenvector components: φ(m, s, e) = e −N ϕ(m,s,e) , with ϕ(m, s, e) an a priori smooth complex function. Then φ(m + 2/N, s, e) + φ(m − 2/N, s, e) = 2φ(m, s, e) cosh (2ϕ ′ (m, s, e) + O(1/N )), where ′ denotes the derivative with respect to m, and (27) can be rewritten, at the leading order, as:
Inverting this relation yields
the analog of the eikonal equation in the semi-classical one-dimensional quantum mechanics context. Several points have to be precised for this equation to unambiguously determine the eigenvector rate function ϕ(m, s, e). First of all, not all values of e should correspond to an authorized eigenvalue of the Hamiltonian. Then the value of ϕ has to be fixed at one point m to reconstruct ϕ from its derivative. Finally arg cosh is a multi-valued function, hence one should precise which of its branches to use. These ambiguities are actually solved by imposing that φ is normalizable in the large N limit, and that ϕ ′ is continuous in m (the coefficients of the eigenvalue equation (27) being smooth in m). By fixing for instance the norm of φ to be of order 1, the first requirement imposes that inf m [ℜ ϕ(m, s, e)] = 0 (we denote ℜ z and ℑ z the real and imaginary part of z). To precise the meaning of the arg cosh function let us first define the functions ach (t) as the reciprocal of cosh that maps the interval t ∈ [1, ∞) to [0, ∞), and acos (t) the reciprocal of cos that maps t ∈ [−1, 1] to [0, π]. Then, as the argument of the arg cosh in Eq. (29) is always real, it is enough to define
There are two branchpoints in ±1, where the function thus defined is continuous independently of the choice of the sign of its real part.
Let us now derive from these considerations the authorized value of the eigenvalue (per spin) e. Notice first that the argument of arg cosh in Eq. (29) 
In particular the groundstate energy, for a given value of s, is obtained from this reasoning as
in perfect agreement with the thermodynamic computation of Sec. II B, see Eq. (10). In the following sections III E, III G 1 and III G 2 we shall show explicitly, in various cases, how to choose the correct branches of the arg cosh function when crossing a branchpoint and how to determine the rate function ϕ(m, s, e) by integration of Eq. (29) . A particularly important issue will be the occurence of multiple valid eigenvectors corresponding, at the leading order, to the same eigenvalue e. Before that we shall present a very simple example to check the above computation, and an alternative formulation in another basis.
A simple consistency check of Eq. (29) can be performed for s = 0, i.e. in a pure transverse field. In that case it is easy to see that for all N the groundstate has energy −N , with the eigenvector
corresponding to all spins aligned in the x direction. These values of φ(m, s = 0, e = −1) solve exactly Eq. (27) ; with the help of the Stirling formula one obtains the value of ϕ in the N → ∞ limit,
Let us now check that the computation presented above gives back this result. We have from Eq. (29)
The argument of the arg cosh reaches the branchpoint 1 only in m = 0. To enforce the condition inf m [ℜ ϕ(m, s, e)] = 0 one has to choose the branches as
hence upon integration with the boundary condition ϕ(m = 0, s = 0, e = −1) = 0,
in agreement with the direct computation yielding (34) .
We shall finally present a similar computation of the eigenvectors of H (0) (s), but using now the x basis, namely we write
The coefficients φ x obey the following equation (the equivalent of Eq. (27) in the z basis):
in which we have dropped some irrelevant terms of order 1/N . As above we look for a solution of this equation under the form φ x (m, s, e) = e −N ϕx(m,s,e) , and find that the leading behaviour of ϕ x is ruled by the equation
This yields finally the equivalent of Eq. (29):
This equation suffers from the same kind of ambiguities as Eq. (29), the p-th root and the arg cosh function being multi-valued. However these ambiguities can also be solved with exactly the same reasoning as the one following Eq. (29) . In most of the paper we shall use the z-basis computation; the use of the x-basis will however reveal useful in Sec. IV E 2.
E. The computation of the density of states inside one symmetry sector
We shall now present the first application of the above computation of the eigenvectors, that will give an explicit formula for the integrated density of eigenvalues (similar results for the LMG model can be found in [33] ). Let us first define this notion precisely, and emphasize its difference with another, maybe more usual, related concept. The full Hilbert space of the model (2) is 2 N dimensional, and its "density of states" can be defined as the microcanonical entropy σ(s, e), such that e N σ(s,e) de gives, at the leading order, the number of eigenvalues of (2) in the interval [N e, N (e + de)]. This quantity is obtained from the free-energy density (6) via a Legendre transform between e and β. In this section we shall however investigate a finer quantity, namely the density of eigenvalues for the restriction H (K) of the Hamiltonian to one symmetry sector (which has N + 1 − 2K eigenvalues). Consider for instance the fully-symmetric sector, and define
as the integrated density of states inside that sector. We shall see at the end of this section that the knowledge of the integrated density of states of all sectors K = 0, . . . , ⌊ N 2 ⌋ provides a much more detailed information on the system than the microcanonical entropy.
There is actually a simple relation between D 0 (e, s) and the leading order computation of the eigenvectors of the previous Subsection, based on the following observation: H (K) , expressed in the z-basis, is a symmetric tridiagonal matrix with all elements next to the diagonal of the same sign (negative). This implies that the ordering in energies of its eigenvalues corresponds to the number of nodes of the associated eigenstates, exactly for the same reasons as the n-th excited eigenstate of a one-dimensional quantum particle described by the Schrödinger equation has precisely n zeroes. A proof for the discrete case can be adapted from the usual reasonings in the Schrödinger case (see [55] for a similar derivation in another context), and shows that the groundstate of H (K) is a Perron-Frobenius vector whose elements can be taken all positive, while its first excited state presents exactly one "domain wall" between two sets of values of m where the eigenvector is positive/negative, and so on and so forth. As we defined φ(m) = e −N ϕ(m) , the fact that excited eigenstates exhibit alternating signs translates into ϕ acquiring an imaginary part. More precisely, each "domain wall" between opposite signs for φ(m) corresponds to an increase of its phase by ±π. One can thus count the number of nodal points of φ by integrating the imaginary part of ϕ ′ on m ∈ [−1, 1], and deduce from it the number of eigenvalues that have lower energies. This reasoning yields the following formula,
as we have chosen in Eq. (30) a branch of arg cosh with positive imaginary part. Using the value (29) for the derivative of ϕ one obtains a completely explicit formula for the integrated density of states in the maximal spin sector,
where we defined I(A) to be 1 if A is true, 0 otherwise. Deriving this expression with respect to e one can equivalently obtain an expression for the density of states,
We give in Fig. 8 some examples of the construction of ϕ, for p = 3 and s = 0.3, i.e. in the paramagnetic phase. For the ground-state energy e = −(1 − s) the argument of the arg cosh function in Eq. (29) is always ≥ 1, with a single point of equality in m = 0. As a consequence the corresponding solution for ϕ is everywhere real, see left panel of the figure. On the contrary for a slightly higher value of the energy (e = e gs + 0.1 on the figure) the branchpoint 1 is crossed at two values of m, hence the imaginary part of ϕ grows on this interval, on which the real part vanishes identically. We also present on Fig. 9 the curves for the integrated density of states D 0 for p = 3 and two values of s, 0.3 and 0.6 (in the latter case one observes a singularity at the crossing of the energy of the metastable paramagnetic phase). The agreement with the density of states obtained by numerical diagonalization is very good already for small values of N (N = 40 on the figure).
Let us briefly mention here one application of this computation that shall be useful in the analysis of the annealing dynamics. From the integrated density of states D 0 (s, e) one can define "iso-integrated density lines" e iso (s) by imposing that D 0 (s, e iso (s)) remains constant when s is varied. These lines correspond to the thermodynamic limit of the energy density of some (excited) eigenvalues, as long as no level crossings occurs.
We shall now explain how to generalize the computation of the integrated density of states to sectors of arbitrary spin N/2 − K. The matrix of size N + 1 − 2K representing the restriction H (K) of the Hamiltonian to this sector has matrix elements given in Eqs. (19, 20) . Denoting k = K/N , one can look for eigenstates of H 
The rest of the computation follows strictly the reasoning made for the symmetric (K = 0) sector. In particular the groundstate energy density for a sector with k = K/N reads in the thermodynamic limit and the density of states in that sector is
We shall finaly compare the amount of information contained in the densities of states D k (s, e) on one hand, and the microcanonical entropy σ(s, e) on the other. The latter being the Legendre transform of the free-energy, we shall equivalently discuss this quantity. Using the decomposition of the Hilbert space into symmetry sectors the partition function can be written as
where N N K gives the number of degenerate representations of spin N/2 − K (see Eq. (16)), and E (K) j is the j-th eigenvalue of H (K) . In the thermodynamic limit the degeneracy N N K grows exponentially with N ; on the contrary the sum over the eigenstates of one sector contains only a linear number of terms, and is thus dominated at the leading exponential order by the greatest of these terms, i.e. the groundstate energy of the corresponding sector. This leads to the following expression for the free-energy density,
A short computation based on the expression of e
gs given in (48) reveals the agreement between this expression and the one obtained in Sec. II B (see Eq. (6)). What we want to stress here is that the only "microscopic" (i.e. at the level of eigenstates) input of the computation is the energy density of the groundstate in each sector. The microcanonical entropy is thus entirely dominated by the effect of the degeneracy N N K of the various spin sectors, and is completely insensitive to their internal structure beyond their groundstate energy density.
F. The computation of finite gaps
One can estimate the energy gaps between eigenvalues from the density of states obtained in Eq. (46): in the interval [e, e + de] of (intensive) energy one finds N ρ(s, e)de eigenvalues. Assuming these levels to be equispaced, the gap between two successive eigenvalues is, in extensive energy, 1/ρ(s, e) [33] . This computation can be performed in any part of the energy spectrum; for simplicity we shall only state some results, obtained by combining this observation with the explicit expressions of the density of states (46) and of its integrated form (45) , in the most relevant regions of the spectrum.
For p = 2, i.e. in the Curie-Weiss model, one obtains in the paramagnetic phase (s < s c ) for the gap between the groundstate and the first excited state:
as found in [30] , and plotted on the right panel of Fig. 5 . Note the square-root closing of the gap at the second-order transition. The same computation performed in the ferromagnetic phase (s > s c ) yields
This should however not be interpreted as the gap between the first two eigenvalues, but rather as half the gap between the groundstate and the second excited state. Indeed the level splitting between the two lowest states is exponentially small in N (as will be computed in Sec. III G 2) and the density of states does not distinguish them. In other words the hypothesis of equi-spacing of eigenvalues is strongly broken in this situation. Consider now the case p > 2. In the paramagnetic phase (s ≤ s c ) one finds
for the gap between the two lowest levels, which is the same result as would have been obtained if the Hamiltonian contained only the transverse field term. Note also that the gap thus computed remains positive at the first-order transition; the exponentially small gap (to be determined in Sec. III G 1) cannot be detected by the density of states. The computation of the density of states ρ 0 at the groundstate energy can similarly be performed in the ferromagnetic phase (i.e. for s ≥ s c ). For odd values of p one finds
which is positive at s c . For even values of p this computation, as explained above in the case p = 2, gives an information only on the gap between the groundstate and the second excited state. After a short computation one obtains a similar formula,
one could expect to find an additional factor 2 in this expression with respect to the odd p case, however this factor compensates because of the contributions of the two minima in ±m * (s) in the density of states D 0 .
For p > 2 a richer behaviour is displayed in the neighborhood of the spinodal point of coordinates (s sp , e sp ). In particular in the limit s → s − sp one finds after some computations a scaling behaviour for the integrated density of states, of the form
where
sp is the derivative of the energy of the ferromagnetic metastable state at the spinodal. The scaling function G(z) is monotonously increasing, behaves as |z| 5/6 for |z| → ∞, and vanishes in one point we shall denote z 0 . The iso-integrated density line that goes through the spinodal point behaves thus as e iso (s sp −δs) ∼ −e ′ fm (s sp )δs+z 0 δs 6/5 . Moreover in the scaling regime the density of states can be obtained by deriving the above relation, namely
In consequence the finite gap between the eigenstate level that reaches the spinodal point and the first excited state above it closes when s → s
. This fifth root is to be contrasted with the square root singularity for the groundstate of p = 2. Moreover we should warn the reader that the correction z 0 δs 6/5 in the expansion of the eigenstate energy is crucial: in z = 0 the scaling function G is finite but has no derivative, and the expansion of ρ 0 without taking into account the correction leads to ρ 0 (s sp − δs, e sp − e ′ fm (s sp )δs) ∝ δs −1/4 , which modifies the exponent from 1/5 to 1/4.
G. The computation of exponentially small gaps
As discussed qualitatively in Sec. III C the energy gaps between two successive levels are, in some regions of the plane (s, e) depending on p, exponentially small in the size N of the system. This section is devoted to the computation of the exponential rate of closing of those gaps. It is divided in four parts; we shall first investigate the avoided crossing between the groundstate and the first excited state at the first-order transition of the models with p ≥ 3 (in Sec. III G 1), then compute the exponentially small splitting between the two lowest levels in the ferromagnetic phase of even p models (in Sec. III G 2). The next two subsections will be devoted to exponentially small gaps between excited states; in Sec. III G 3 we shall determine the values of (s, e) where these avoided crossings do occur, and in Sec. III G 4 we will concentrate on the avoided crossings encountered by the metastable continuations of the paramagnetic and ferromagnetic groundstates.
From a technical point of view the common pattern behind the appearance of an exponentially small gap is the existence of two valid solutions of the semi-classical eigenvalue equation (29) for the same value of e. This approximate degeneracy is lifted at the exponential order, the splitting between the two levels being proportional to the exponentially small scalar product between the two quasi-eigenvectors computed at leading order. This can be shown by writing the eigenvalue equation in the two dimensional Hilbert space spanned by the two quasi-eigenvectors. In more physical terms this corresponds to the semi-classical approximation of quantum mechanics for a double-well potential, in which the two lowest energy levels have a gap exponentially small in 1/ .
The exponentially small gap at the first order transition for p ≥ 3
The first case we shall consider is the exponentially small gap between the groundstate and the first excited state at the first-order transition for p ≥ 3. We first concentrate on the odd p case for simplicity, the modifications to be made when p is even are discussed afterwards.
From the thermodynamic considerations of Sec. II B we showed that this transition happens at a (p-dependent) value of s denoted s c , where the infimum in the definition (10) This apparent degeneracy of the lowest eigenvalues is however lifted with an exponentially small correction in N . Let us denote α p the rate at which this gap closes with N , i.e.
At leading order this rate can be computed from the overlap between the two quasi-eigenvectors
and φ 2 (m) = e −N ϕ2(m) , as explained at the beginning of this section. We thus have
= inf
The shape of the sum ϕ 1 + ϕ 2 is also displayed in As a consequence α p can be simply computed by integrating the derivative of ϕ, i.e.
This formula, complemented by the values of m c , s c and e c as a function of p given in (14) , is one of the main results of the statics part of the paper, giving a very explicit analytical prediction of the exponentially small gap at the first-order transition.
The numerical values of α p thus obtained are displayed in Table I , along with a comparison with the data reported by Jörg et al in [34] . The authors of this paper obtained α p both by exact diagonalization of the matrices H (0) for finite N (with an extrapolation in the limit N → ∞) and by a semi-classical instantonic computation. Our results agrees very well with theirs. One can set up an asymptotic expansion of α p at large p, that results in
as stated in the Table. The details of this computation are deferred to Appendix A. The interpretation of α p for even values of p shall be discussed in the next section.
The exponentially small gap between the two ferromagnetic phases for even p
For even values of p the classical part of the Hamiltonian, H(s = 1), is invariant under the reversal of the longitudinal magnetization, its groundstate is thus doubly degenerate, with eigenstates fully polarized along the ±z direction. As [34] . The last column is our result, computed from Eq. (62) . The fifth column is the extrapolation from finite N exact diagonalization [34] , and the sixth one results from an instantonic computation [34] . Thermodynamic parameters Γc = (1 − sc)/sc, sc and mc of the system at the critical point are also given. The last line gives an equivalent of these quantities at the leading order in 1/p in the large p limit.
soon as the transverse field is switched on, i.e. for s < 1, this strict degeneracy is lifted. However in the ferromagnetic phase, i.e. for s > s c , this lifting is weak, and the gap between the groundstate and the first excited state is exponentially small in N , of the form e −N βp(s) at the leading order. We shall now compute this rate β p (s), following essentially the same lines as in Sec. III G 1. A similar study for p = 2 can be found in [52] .
In the ferromagnetic phase of even p models the infimum in the definition (10) of the groundstate energy is reached in ±m * (s), where the spontaneous longitudinal magnetization m * (s) is solution of Eq. (11) . Hence the argument of arg cosh in Eq. (29) is ≥ 1 for all values of m, touching 1 in ±m * (s). One can thus construct two solutions ϕ ± of Eq. (29) , that vanish in ±m * (s). An example for p = 2 is displayed in Fig. 11 . As above one obtains the rate β p (s) by computing the overlap between these two quasi-eigenstates. This yields
This formula compares very well with the results of exact diagonalization for p = 2 [56] , as shown in the right panel of Fig. 11 . In 
where the constant β p can be expressed in terms of the harmonic number function H(x) = 1 0
In particular for p = 2 we obtain
which is also plotted for comparison in the right panel of Fig. 11 . Another interesting limit case concerns the behaviour of β 2 (s) around the threshold s c of the second-order transition of the p = 2 model. The rate of exponentially small splitting has to vanish in this limit, since the groundstate of the paramagnetic phase is no longer quasi-degenerate. More precisely, using the asymptotic behaviors m * (s)
). This exponent 3/2 was first predicted in [30] on the basis of an adaptation of Finite Size Scaling to mean-field systems (and found also in [57] from the scaling of singular finite N corrections). The argument of [30] leads indeed to the value ν mf d c , where ν mf and d c are the mean-field value of the exponent controlling the divergence of the correlation length and the upper critical dimension of the universality class to which the studied model belongs. In the present case ν mf = 1/2, as in the φ 4 theory, but one has to take d c = 3: classical models in this universality class have an upper critical dimension of 4, however in the Suzuki-Trotter formulation a d-dimensional quantum model is mapped onto a classical model with an additional imaginary time dimension of length β, and thus correspond to a d + 1-dimensional classical model in the zero temperature limit. From this value of the exponent and the behavior of the gap in the paramagnetic phase (see Eq. (52)) the authors of [30] could deduce the scaling with N of the gap in the critical regime s ≈ s c . Let us reproduce here their argument. Suppose that the gap E 1 (s) − E 0 (s) satisfies a scaling assumption in the double limit N → ∞, s → s c , i.e.
with F a scaling function and x, x ′ two exponents to be determined. This assumption can agree with the study of the ferromagnetic phase only if in the critical regime of the p = 2 model were checked numerically in [30] . Let us finally discuss the structure of the gaps between the lowest states of a model with p ≥ 4 even, in the neighborhood of its first-order transition. For the choice of parameters (s, e) = (s c , e c ), the argument of the arg cosh function in Eq. (29) reaches the branching point 1 in −m c , 0 and +m c , one can thus construct three distinct quasieigenvectors with rate ϕ(m) vanishing for these three magnetizations. One could think that the reasoning presented at the beginning of this section, that reduces to the diagonalization of a two by two matrix, is invalidated. This is however not the case, as is best understood by looking at the three lowest levels of the p = 4 model plotted on Fig. 12 . On the ferromagnetic side of the transition the groundstate (resp. the first excited state) is the symmetric (resp. antisymmetric) combination of the ferromagnetic quasi-eigenvectors concentrated on ±m c , with an exponentially small splitting of order exp[−N β p (s c )], while the second excited state is the metastable continuation of the paramagnetic groundstate. The avoided crossing of order exp[−N α p ] thus occurs between the groundstate and the second excited state; as α p = 1 2 β p (s c ), this gap is much more opened than the one between the ferromagnetic states. The fact that the first excited state has no level repulsion at the avoided crossing is easily understood from the additional symmetry of even p models discussed at the end of Sec. III A: the paramagnetic and symmetric combination of ferromagnetic states belongs to the sector invariant with respect to the reversal of the longitudinal magnetization, while the antisymmetric combination is in the other, disconnected, sector. Note that on the paramagnetic side of the transition the splitting of order exp[−N β p (s c )] occurs between the first and second excited states. 
Exponentially small gaps between excited states
In the two previous cases we computed the exponentially small splitting between two quasi-degenerate groundstates, the ferromagnetic and paramagnetic ones at the first-order transition in Sec. III G 1 and the two ferromagnetic ones in Sec. III G 2. It should however be clear (see for instance the left panel of Fig. 7 ) that exponentially small gaps occur not only between the two lowest eigenstates, but also between excited ones. In this subsection we shall explain how to adapt the computation in that case, and in the next one we will in particular obtain the exponential rate of closing of the gaps encountered by the metastable continuation of the ferromagnetic and paramagnetic phases, which shall be a crucial ingredient for the analysis of the annealing dynamics in Sec. IV.
In terms of the leading order eigenvalue equation (29), an exponentially small splitting between two eigenstates shows up as the existence of two distinct solutions ϕ 1,2 (m, s, e) of Eq. (29) We shall call γ(s, e) the rate at which this gap closes, i.e. it is at the leading order of the form e −N γ(s,e) . As previously explained this rate is obtained from the scalar product between the two quasi-eigenvectors. The two functions ϕ 1,2 only differ by a choice of branch of the arg cosh function on an interval [m 1 (s, e), m 2 (s, e)]. This implies that their imaginary part is the same for all m (see Eq. (30)), hence the scalar product between the two eigenvectors depends only on the real part of ϕ 1,2 . This leads to:
Let us now describe the regions in the (s, e) plane where exponentially small gaps occur. The discussion above shows that their occurence can be traced back to the number of times the argument of the arg cosh function in Eq. (29) reaches the branching points ±1, in other words the number of solutions m ∈ [−1, 1] of the equations
A moment of thought reveals that for any value of (e, s) in the authorized range of eigenvalues (defined in (31)) this number is either 2, 4 or 6 (counting twice the marginal case of a branching point touched quadratically and not crossed). The first case corresponds to a non-degenerate eigenstate, the two others to exponentially small gaps between eigenstates. The frontiers between these domains correspond to the disappearance of some solutions of the equations (70) , which define implicitly m as a function of s, e. Their boundary can thus be obtained as the limits of validity of the implicit function theorem. After a short computation one realizes that they are given by curves e(s) of the form (70), with m replaced by one of the solutions (stable or instable) of Eq. (11). Let us be more concrete by distinguishing between various cases:
• for p = 2, when s ≤ s c the spectrum is made of non-degenerate eigenvalues with e ∈ [−(1 − s), (1 − s)]. When s ≥ s c the low-energy part of the spectrum (e ∈ [e gs (s), −(1 − s)]) has doubly degenerate eigenvalues with an exponentially small gap between them, while the high-energy spectrum (e ∈ [−(1 − s), 1 − s]) is non-degenerate. These two regimes are depicted in the left panel of Fig. 13 , and agree with the qualitative features described in Sec. III C on the basis of the numerical diagonalization (cf. the left panel of Fig. 5 ). For clarity a zoom of the latter is presented on the right panel of Fig. 13 , in the neighborhood of the line e = −(1 − s), which is indeed the point where the energy splitting of excited ferromagnetic states is no more exponentially small. • for p ≥ 3 odd, the spectrum is symmetric under e → −e (as explained at the end of Sec. III A), we shall thus describe only its part with negative e. The equation (11) has only m = 0 as a solution for s ≤ s sp , with an associated energy e pm (s) = −(1 − s), while for s ≥ s sp there are three solutions 0 < m i (s) < m * (s) with energies e pm (s), e i (s) and e fm (s). These three energy curves are drawn on the plots of Fig. 14 • for p ≥ 4 even, the phenomenology is mixed between the one of the p = 2 and the p ≥ 3 odd cases. Three zones are to be distinguished in the (e, s) plane (see Fig. 15 Sec. III G 2 avoided crossings in this area, that are of order e −N γ(s,e) , only occur between continuation of levels coming from the paramagnetic zone and combination of ferromagnetic quasi-eigenvectors that have the same parity under the reversal of the longitudinal magnetization. The splitting between symmetric and antisymmetric combinations of ferromagnetic states is much smaller, of order e −2N γ(s,e) . This phenomenon comes from the additional symmetry of even p models discussed at the end of Sec. III A, and is illustrated on the right panel of Fig. 15 . The other authorized regime in the (e, s) plane leads to single solutions of Eq. (29).
Exponentially small gaps encountered by the metastable states
In view of the application of these computations to the annealing dynamics in Sec. IV, the most important case to consider is the size of the gaps encountered along the metastable continuations of the paramagnetic and ferromagnetic groundstates. We shall thus define γ pm (s) = γ(s, e pm (s)) for s ∈ [s c , 1] and γ fm (s) = γ(s, e fm (s)) for s ∈ [s sp , s c ]. These quantities are plotted for p = 3 in Fig. 16 , along with an example of the functions ϕ 1,2 involved in the computation of γ pm for one value of s. The numerical evaluation of these quantities is easy thanks to the explicit expression (69) . One can also perform analytically some expansions around special values:
• γ fm (s) vanishes at s sp as γ p (s − s sp ) 5/4 , with the prefactor expressed as
The exponent 5/4 is in agreement with the reasoning of [30] recalled in Sec. III G 2. Indeed the spinodal transition is in the universality class of cubic field theories, with the upper critical dimension (taking into account the imaginary time direction) d c = 5, and the mean-field value of the critical exponent for the divergence of the correlation length ν mf = • On the other hand the vanishing of γ pm when s → 1 is non-universal (i.e. depends on p), one finds indeed
• In the neighborhood of s c the behavior of γ fm and γ pm exhibit a singularity of the form (s − s c ) ln(s − s c ), more precisely where the constants η p and η p are given by
IV. QUANTUM ANNEALING OF THE MODELS
This section is devoted to the study of the annealing of the models whose static properties were considered above, and is organized as follows. We shall first (in Sec. IV A) define precisely the dynamics and the quantities of interest to be studied in this context. Then we will review the phenomenology of the simple, two-level, Landau-Zener problem in Sec. IV B and discuss on this basis the expected features of the annealing dynamics. A further simplified model is introduced as an aside in Sec. IV C, that will be used as a benchmark for the comparison with numerical results. The actual computations and results will then be presented in two sections, divided according to the scaling of the annealing time with the system size; in Sec. IV D we shall consider annealings on exponentially large times, while in Sec. IV E we will study the behavior of the dynamics when the thermodynamic limit is taken for a finite annealing rate. The main results of Sec. IV D and IV E are presented for odd values of p ≥ 3 for which the phase-transition is first order and not mixed up with the quasi-degeneracy of the ferromagnetic states. We briefly comment in Sec. IV F on the behavior for even values of p, in particular p = 2 (the Curie-Weiss model) whose annealing was already studied in [37] [38] [39] [40] .
A. Definitions
As sketched in the introduction the quantum annealing procedure, or quantum adiabatic algorithm, aims at finding the groundstate of some final Hamiltonian H f via an interpolation from an initial Hamiltonian H i whose groundstate is easy to construct. The system evolves from time t = 0 to t = T , the total running time of the algorithm, according to the Schrödinger equation with an Hamiltonian interpolating (for instance linearly) between H i and H f . In terms of the reduced time s = t/T ∈ [0, 1], this reads
with the initial condition that |φ T (0) is the (normalized) groundstate of H i (we set = 1 from now on). The outcome of the algorithm for an annealing time T is thus the final state |φ T (1) , which ideally, if T is much larger than the adiabatic time, is close to the groundstate of H f .
It is however interesting, in particular for the approximability issues mentioned in the introduction, to study this procedure also for T smaller than the adiabatic time. We shall quantify the deviation from adiabaticity by computing the final energy density defined as
and comparing it to the groundstate energy density e gs of the final Hamiltonian H f : the residual energy density is thus e res = e fin − e gs . Another relevant energy density to compare e fin to is the trivial one achieved when the interpolation time vanishes, i.e. when one computes the average energy of the final Hamiltonian with respect to the groundstate of the initial one:
. Indeed e gain = e triv − e fin is the gain in energy density that is achieved by the evolution during the time T . Note that with the normalization we chose for the models one has e gs = −1 and e triv = 0.
Our analytical results will all be obtained in the thermodynamic limit N → ∞, but with two different scaling of T with N that shall be distinguished typographically. If T is kept fixed when N diverges we shall denote
this regime will be studied in Sec. IV E. On the other hand if T scales exponentially with N (as in Sec. IV D) we call τ this exponential rate and define
We shall argue in the following that, as far as intensive quantities like the energy density are concerned, these two regimes are the only relevant ones for p ≥ 3 (see Sec. IV F for a discussion of the different case p = 2), i.e. polynomial scalings of T with N are just limiting cases of the two regimes above. Note also that in the thermodynamic limit, for both regimes, the quantum fluctuations of the final energy density are neglectible, hence a description in terms of the average energy only is meaningful. The definitions above are valid for any choice of the inital and final Hamiltonians. From the point of view of potential applications they are of course most interesting when H f has a groundstate that is a priori hard to find and when it is easy to prepare the system in the groundstate of H i . In the following we shall consider the dynamics of the annealing of the models whose statics were studied in the first part, that is use a p-spin interaction and a transverse field as initial and final Hamiltonian. Obviously neither of these Hamiltonians has a groundstate which is hard to find, hence they can only be considered as toy models for the application of the quantum adiabatic algorithm. However they share some properties (first-order transitions, metastability, spinodals) with more realistic random combinatorial optimization problems [17, 18] , while being much easier to study both analytically and numerically. Because of this unrealistic character both choices of the transverse field as H i and the ferromagnetic interaction as H f or viceversa are equally relevant, and it will be very instructive to consider these two types of evolution. Let us define them more precisely:
• The annealing towards the ferromagnet corresponds to the choice
p is precisely the Hamiltonian (2) studied in the first part of the paper.
• The annealing towards the paramagnet corresponds to the reverse choice
x , in other words the evolution with the Hamiltonian (2) is made with s decreasing from 1 to 0. To avoid confusion we shall denote u = 1 − s instead of s the reduced time in this case, i.e. study the following equation:
Note that in all these cases the groundstate of the initial Hamiltonian H i belongs to the fully symmetric sector of maximal spin. The instantaneous Hamiltonian H(s) is block diagonal with respect to the spin decomposition for all values of s, in consequence the state |φ T (s) remains in the maximal spin sector K = 0 all along the evolution.
B. Finite duration Landau-Zener problem and its expected consequences
The Landau-Zener problem [58, 59] is the simplest example of a quantum evolution with a time-evolving Hamiltonian. It involves two levels of linearly varying energy with a fixed coupling between them:
The initial condition is given by ψ 1 (t → −∞) = 1, i.e. the system is initially in its groundstate. The probability of transition to the excited state after an infinite time can be computed exactly (see [60] [61] [62] for modern derivations) and yields P exc = lim
It is thus a function of the product between the square of the minimal gap ǫ at t = 0 and the velocity a of variation of the energies of the levels.
Variations of the Landau-Zener model that account for a finite duration of the interaction have been studied in great details in [63, 64] . Consider for instance an evolution with a reduced time s ∈ [0, 1] corresponding to a total physical time T , with two levels that have an avoided crossing at s = 1/2:
The probability P exc (a, ǫ, T ) that the evolution starting from the groundstate at s = 0 leads to the excited state at s = 1 can be expressed in terms of special functions [63] and simplified in various asymptotic limits according to the relative ordering of a, ǫ and 1/T . In the present context the relevant regime corresponds to a fixed, ǫ → 0 and T → ∞.
Then P exc has a scaling form if T diverges as ǫ −2 , more precisely
If one further assumes that both T and ǫ scales exponentially with a large parameter N , according to ǫ(N ) = e −γN and T = e τ N , then the probability of excitation reduces to
with θ(x) the Heaviside step function, i.e. on this scale either the evolution is sufficiently slow and the system follows adiabatically the groundstate or it is too fast and with probability 1 the system goes into the excited state. Let us now explain the intuitive picture for the dynamics of the p-spin ferromagnetic model (with an odd value of p ≥ 3) in the large N limit, that arises from the combination of the study of this two-level problem and of the results of Sec. III (a similar reasoning can be found for instance in [65] ). Consider first the annealing towards the ferromagnet, for a large evolution time T , starting from the groundstate at s = 0. As long as s < s c the gap between the groundstate and the first excited state remains finite, hence for times sufficiently large (but independent of the system size), it is expected that the system will remain in the instantaneous ground state. There occurs at s c an avoided crossing with an exponentially small gap of order e −N αp . Transposing the results of the two-level problem, two cases have to be distinguished. If the evolution time is exponentially large, T = e τ N , and if τ ≥ 2α p , then the system follows adiabatically the groundstate at the avoided crossing, and continues on the instantaneous groundstate. Otherwise the system is in the first excited state just after the crossing, i.e. on the metastable continuation of the paramagnetic groundstate. We have seen that this state encounters a series of avoided crossings, that lead to gaps of order e −N γpm(s) . Let us assume that all these avoided crossings are independent, and can be treated as in a two-level problem. Then, if the evolution time is T = e N τ , one is led to the conclusion that the system will remain in the metastable groundstate until the value s turn such that τ = 2γ pm (s turn ), and from thereon follows the excited ferromagnetic state that crossed the paramagnetic metastable state in s turn . As there is no spinodal limit for the metastable paramagnet γ pm (s) > 0 for all s < 1. Hence for an evolution on sub-exponential times T the system should follow the paramagnet until s = 1, which leads to a vanishing energy density gain with respect to the trivial one.
A similar reasoning in the case of the annealing towards the paramagnet reveals a richer phenomenology. For an exponentially large annealing time e N τ with τ > 2α p the groundstate is followed during the whole evolution. If τ < 2α p the metastable ferromagnetic state will be followed until the turning point u turn where τ = 2γ fm (1 − u turn ), then the system follows the paramagnetic excited state that rejoins the metastable ferromagnet at the turning point. There is however an important difference with respect to the reverse direction of annealing: here the ferromagnet has a spinodal limit of metastability. Hence an evolution on an exponentially long time e N τ , but for arbitrarily small values of τ , yields a non-trivial (negative) energy density. In addition the regime of large but sub-exponential T can be expected to be much richer than in the previous case: the ferromagnet will be followed for u < u sp = 1 − s sp , but for subsequent times this analysis in terms of level crossings can give no clue.
In this reasoning we have assumed that the various level crossings can be treated independently one from the others, and apply to each of them the results of a simple two-level problem. Arguments in favor of this assumption can be found from static [52] and dynamical [62, 64] considerations: as can be seen on the drawings of the spectrum (see for instance the right panel of Fig. 6 ), an avoided crossing with an exponentially small gap affects notably the two colliding levels on an interval of s which is also exponentially small. On the other hand two successive crossings are located at values of s which are distant of order 1/N . Similarly in the dynamical case the "duration" of a crossing (as defined in [64] ) should go like exp( (−γ + τ )N ) , and therefore the influence of a crossing should spread on a range of s of order at most exp(−γN ).
In the following sections we shall present the explicit results obtained from this reasoning, and compare them with the results of numerical integration of Schrödinger's equation for finite values of N . In particular we will test the assumption of independence of the different crossings. The numerical results for the annealing of the p-spin model having strong finite-size corrections, we shall first introduce a simplified model that shares some of the properties of the p-spin model but with smaller finite-size effects.
C. A further simplified model (the p → ∞ limit)
We shall introduce here a simplified version of the models under study, first defining it formally and discussing afterwards its relationship with the main models of the article and with previous works.
We consider an interpolating Hamiltonian H • (s) acting on the fully symmetric subspace of dimension N + 1. It is given by H • (s) = (1 − s) J − N s m x , with the initial Hamiltonian H i = J defined by its matrix elements in the x-diagonal basis,
It is thus a matrix of rank 1, with a single eigenvalue equal to −N and all other eigenvalues equal to 0. The spectrum of H • (s) is presented on the left panel of Fig. 17 . As J is of rank one the spectrum of H • (s) is essentially equal to the one of −N s m x (see for instance [66] for general results on low rank perturbation theory). There is however a major difference: the isolated eigenvalue of energy density e = −(1 − s) is continued as a metastable state for s ∈ [1/2, 1], with exponentially small avoided crossings of order e −N γ•(s) . The computation of γ • (s) is presented in Appendix B 1, and yields the explicit formula
this function is plotted on the right panel of Fig. 17 . For the reasons explained above one expects that the annealing of the model on sub-exponential time scales yields a vanishing final energy density, as the metastable continuation of the groundstate exists until s = 1; this is confirmed by the analysis presented in Appendix B 2. Exponentially slow annealings with 0 < τ < ln 2 (i.e. T ≪ 2 N ) should however reach a non-trivial negative energy density, larger than the one of the groundstate but smaller than the trivial one, e gs < e fin (τ ) < e triv in the notations of Sec. IV A. This simplified model is actually (almost) the p → ∞ limit (with p odd, and the limit on p taken before the limit on N ) of the models studied in the main part of this paper (and was discussed in these terms in [34] ): in the z-basis J is diagonal, with matrix elements z m; 0| J|m; 0 z = −N δ m,1 , to be compared with lim p→∞ z m; 0| − N ( m z ) p |m; 0 z = −N δ m,1 + N δ m,−1 if the limit is taken with p odd. If one focuses on the low-energy part of the spectrum, one can view the evolution of the simplied model as the evolution towards the paramagnet of the p-spin model in the large odd p limit. Another justification for the introduction of this simplified model can be given as follows. Assume that one is given an arbitrary Hamiltonian H f , diagonal in the computational basis of the 2 N classical configurations of spins, as an optimization problem, and that the problem is to be solved without using any information about the local structure of these energies in the configuration space. Then the most natural starting Hamiltonian H i for an interpolation is the one connecting any two configurations of the Hilbert space with equal probability,
where the normalization chosen is such that J has one eigenvector |X with eigenvalue −N and 2 N − 1 eigenvectors with eigenvalue 0. Let us denote {E α } α∈ [1,M] the distinct energies of H f , d α the number of configurations σ on which H f takes the value E α , and H the M -dimensional Hilbert space generated by the symmetric combinations of the states of a given energy:
Then the ground state |X of J is in H, and so is, for any s, the vector |φ T (s) obtained by the evolution according to the Schrödinger equation with H(s) = (1 − s) J + s H f as interpolating Hamiltonian. The dynamics can thus be studied in the symmetric subspace H, in which the matrix elements of H(s) are given by
The simplified model defined at the beginning of this section is thus a representative example of this more general construction, in which we chose M = N + 1, with equally spaced levels E α between −N and +N , each with a binomial degeneracy. The quantum annealing with such an unstructured Hamiltonian J has been studied in [67] . In the context of Grover [68] search problem (i.e. with a golf course potential H f having a single low energy level), it was shown in [69] that a modification of the annealing procedure could reproduce Grover's quadratic speedup. By slowing down the interpolation in the neighborhood of the avoided crossing one can indeed reduce the adiabatic time to O(2 N/2 ).
D. Annealing on exponentially large times
The simplified model
Let us compute the final energy e fin (τ ) after an exponentially long annealing of duration T = e N τ , for the simplified model of Sec. IV C, following the reasoning of Sec. IV B. The turning point s turn up to which the metastable state is followed is given implicitly by 2γ • (s turn (τ )) = τ , where the expression of γ • is given in Eq. (85) (if τ > 2γ • (1/2) = ln 2 we set s turn (τ ) = 1/2). The final energy at the end of the annealing is then given by the continuation of the state that crosses the metastable state at s turn . For this simple model where energy levels are at leading order linear functions of s except at the crossings, this yields:
where γ −1
• is the functional inverse of γ • , with the convention that γ 
The right panel of Fig. 18 provides a further confirmation of the analysis in terms of independent two level LandauZener problems. The black symbols with error bars represent the quantum average and standard deviation of the instantaneous energy,
computed numerically during an evolution with N = 64, T = e N τ for τ = 0.2. One observes indeed that the average instantaneous energy follows the metastable groundstate across several crossings, until the turning point after which it follows adiabatically the levels crossed there. The standard deviation is almost constant in time except around the turning point where it grows slightly, reflecting the fact that for finite N a few levels (those with gaps close to T −1/2 ) get populated. The independence of the crossings is even more apparent in the inset, which shows that the slope of e T (s) jumps significantly for three values of s that correspond precisely to the locations of avoided crossings. For completeness let us state the asymptotic expansions of e fin (τ ) around τ = 0 and τ = ln 2, that are easily deduced from the behavior of γ • (s) in s = 1 and s = 1/2, respectively, and read
The annealing towards the ferromagnet
We now follow the same reasoning for the annealing of the p-spin model towards the ferromagnet. The turning point s turn is given by s turn (τ ) = γ
, where the function γ pm was computed in Sec. III G 4 and plotted on the left panel of Fig. 16 . We adopt again the convention that γ −1 pm (z) = s c if z ≥ 2α p . As already mentioned in Sec. III E the computation of e fin (τ ) is then completed by an iso-density argument: for s ≥ s turn (τ ) we assume that the evolution follows adiabatically the eigenstate that made an avoided crossing with the paramagnetic metastable state at s turn . Because of the absence of any level crossing in this regime the number of eigenvalues below the one whose energy we want to follow is constant, by definition. Hence e fin is fixed by the condition
where Fig. 19 , along with results of the numerical integration of the Schrödinger equation for finite N . The finite-size effects in these results are much larger than for the simplified model. The extrapolation towards N → ∞ was done searching the value of τ that corresponds to a given final energy density instead of the contrary (see the caption of Fig. 19 for details) , and gives a satisfactory agreement with the analytic prediction. The final energy density vanishes in the τ → 0 limit, as the paramagnetic metastable state has no spinodal and can thus be continued until s = 1. A more precise asymptotic statement can be obtained by studying the behavior of the integrated density of states close to s = 1, namely
for odd values of p. Combining this expansion with the one of γ pm (s = 1 − δ) stated in Eq. (72) yields
On the other hand the behavior of e fin (τ ) for (exponential) times slightly smaller than the adiabatic time τ = 2α p corresponds to the limit where s turn → s + c . One can thus invert the expansion (73) for the behavior of γ pm around s c to obtain the behavior of s turn (τ → 2α p ). Noting that D 0 (s, −(1 − s)) has a finite derivative with respect to s in s c , one obtains finally after the simplification of various constants:
whose form is similar to the one found for the simplified model in Eq. (91).
The annealing towards the paramagnet
The annealing towards the paramagnet can be treated along the same lines. We recall that in this case the interpolation parameter is u = 1 − s. The evolution follows the metastable ferromagnet until the turning point u turn ∈ [1 − s c , 1 − s sp ] such that τ = 2γ fm (1 − u turn ), with γ fm (s) the function computed in Sec. III G 4 and plotted on the left panel of Fig. 16 . The isodensity argument for the continuation of the evolution in the regime u ≥ u turn reads then
the last equality being the consequence of the equidistance of the paramagnetic levels when u = 1. A comparison of this analytical prediction with numerical results is shown on the right panel of Fig. 19 . The agreement of the large N extrapolation with the prediction of Eq. (96) is again satisfactory. The small τ limit of this regime yields a non-trivial energy density, because the ferromagnetic metastable state has a spinodal limit of existence. It is given by the continuation of the paramagnetic state that goes to the spinodal point, and from the formula above reads:ê
We report the value of these energy densities for some values of p in Table II . For large p, using the asymptotics of (13), and the fact that the energy of paramagnetic levels become linear functions of s in this limit, one gets the asymptotic behaviourê fin ∼ p→∞ − 2 √ p , a form that agrees very well with the data in Table II . The correction of next order in τ is obtained from the asymptotic expansion of γ fm around s sp , given in Eq. (71), which converts into u turn (τ ) ∼ 1 − s sp − (τ /2 γ p ) 4/5 . Let us define the positive constant
where m ′ sp is defined as the negative value of m where the square root vanishes (one can notice that M p = G(0), where G(z) is the scaling function defined in Eq. (57)). Then expanding in Eq. (96) one obtains the final energy density behaviour as
The opposite limit of quasi-adiabatic times yields exactly the same formula for the energy density as in the simplified model (which is indeed its p → ∞ limit), i.e. TABLE II: Final energy for an annealing of the p-spin model towards the paramagnet, in the limit of "small exponential" times. The thermodynamic parameters of the system at the spinodal point are given by (13) .
E. Annealing on constant times
We now turn to a study of the dynamical properties of the previous models on time scales not growing exponentially fast with the size of the system. From the analysis of Sec. IV B we expect that for the simplified model and for the annealing towards the ferromagnet the final energy density vanishes on such time scales, because the metastable branch with exponentially small avoided crossing exists until s = 1. This is confirmed for the simplified model by a technical analysis that is deferred to Appendix B 2. The annealing towards the ferromagnet can be treated via a semi-classical dynamical analysis [39, 40, 43] , and this will confirm its triviality on constant time-scales. The same semi-classical analysis will on the other hand reveal a rich structure for the annealing towards the paramagnet on finite time scales.
Semi-classical dynamics for the annealing towards the ferromagnet
Let us decompose the vector |φ T (s) on the z-diagonal basis as
The Schrödinger equation (75) is equivalent to a set of coupled equations for these coefficients,
which is the analog of (27) in the stationary case. The semi-classical dynamic Ansatz is φ T (m, s) = e −N ϕT (m,s) , which yields in the large N limit, with T fixed, the evolution equation
where the prime denotes the derivation with respect to m. This corresponds to (28) with the replacement e → − i T ∂ϕT ∂s . The initial condition is the groundstate of the pure transverse field, it is thus given by ϕ T (m, 0) = ϕ 0 (m), with ϕ 0 defined in Eq. (34) . This partial differential equation is rather difficult to solve numerically. One can however make a further analytical simplification.
The computation of physical observables that are diagonal in the m z basis only requires the knowledge of the location of the minimum of the real part of the large deviation function ϕ T , that we shall denote q T (s) = arg min m ℜϕ T (m, s). In particular at the end of the evolution the final energy is given by e fin (T ) = −q T (1) p . It turns out, as explained in [43] , that it is possible to write a closed system of two differential equations on q T (s) and its conjugate momentum,
These are Hamilton equations of classical mechanics, with an Hamiltonian
obtained from the differential operator on the r.h.s. of (103) by the canonical substitution m → q, i ∂ϕT ∂m → q. For the sake of completness we explain in Appendix D the derivation of (104) from (103), along the same lines as in [43] ; note also that similar semi-classical equations can be obtained for fermionic models within the time-dependent Gutzwiller approximation [70] .
One can in addition show that the average instantaneous energy of the evolution according to the Schrödinger equation is precisely equal to the classical Hamiltonian, namely
Let us now conclude on the validity of the analysis of Sec. IV B, i.e. that for annealing times T that are constant in the thermodynamic limit the final energy e fin (T ) vanishes. The initial condition ϕ T (m, s = 0) = ϕ 0 (m) implies q T (s = 0) = q T (s = 0) = 0. The point (q, q) = (0, 0) is a stationary point of H for all values of s, hence for all (finite when N → ∞) values of the annealing time T the solution of (104) is q T (s) = q T (s) = 0. In particular when s = 1 the final energy is e fin (T ) = −q T (1) p = 0.
Semi-classical dynamics for the annealing towards the paramagnet
The semi-classical analysis of the annealing towards the paramagnet is more conveniently performed in the xdiagonal basis. We write |φ T (u) = , and obtain from the Schrödinger equation (79) that ϕ T evolves according to
the dynamical analog of Eq. (41) . The initial condition corresponds to the groundstate of the −( m z ) p term, and is thus given in this basis by ϕ T (m, u = 0) = ϕ 0 (m). The reduction of the partial differential equation (107) to an Hamiltonian system on {q T (u), q T (u)} follows the same lines as in the annealing towards the ferromagnet, and yields (see Appendix D for the derivation):
where the classical Hamiltonian is
The initial condition is q T (0) = q T (0) = 0, and the final energy is computed at the end of the evolution as e fin (T ) = −q T (1).
It is easy to integrate numerically the two coupled ordinary differential equations (108), and we present on The horizontal dashed line is the asymptotic valueê fin for the T → ∞ limit (taken after N → ∞), discussed in more details in Sec. IV E 3. The inset shows a zoom on the small T regime, for which the finite size effects are very small: the data for N = 100 are indistinguishable from the results of the Hamiltonian formalism.
The long time limit of the annealing towards the paramagnet
Let us now discuss the behavior of the final energy density for large values of T (yet finite with respect to N ). We expect that this large T limit matches the small τ limit of the exponentially large time regime studied in Sec. IV D 3, 
In other words we do not foresee an intermediate scaling regime, as far as the energy density is concerned, between the constant times and the exponentially large times regimes. The intuitive explanation of this statement, in terms of the gap structure in the spectrum of the quantum Hamiltonian, is the following. The gaps encountered on the metastable continuation of the ferromagnetic groundstate are exponentially small until the spinodal u sp = 1 − s sp is reached, thus for any finite T no turning on the crossing paramagnetic states can be performed before u sp . Around u sp there are some polynomially small gaps that would need a polynomially growing time T to be resolved. However these gaps do not extend to values of u strictly greater than u sp , in the thermodynamic limit. Hence in the limit of large T , taken after the thermodynamic limit, the evolution should follow the paramagnetic energy levels that join the spinodal point, and hence lead to a final energy densitŷ e fin .
We shall give now a more quantitative justification of the statement (110), and characterize the asymptotic corrections e fin (T )−ê fin as T → ∞, by analyzing the classical mechanics problem defined in Eqs. (108,109). The large T limit of these equations corresponds to an adiabatic classical mechanics evolution, and we shall thus use the tools from the theory of classical adiabatic invariants [71, 72] . Consider first the phase portraits of the classical Hamiltonian (109), plotted on Fig. 21 . For u ≤ u sp the classical Hamiltonian has a local minimum in (q, q) = (q * (u), 0), where q * (u) is given in terms of the longitudinal magnetization m * of the ferromagnetic state by q * (u) = 1 − m * (s = 1 − u) 2 (q * is in fact the associated transverse magnetization). The corresponding value of H is e fm (s = 1 − u). In consequence the classical mechanics evolution has closed trajectories around this minimum, as can be seen on the first two panels of Fig. 21 . The initial condition q T (0) = q T (0) = 0 corresponds to this minimum in u = 0, hence for T → ∞ the evolution follows this moving minimum (with corrections of order 1/T that will be discussed below), and reaches the point of coordinates (q sp , 0) at u sp (we denote q sp = 1 − m 2 sp = 1/ √ p − 1). At the spinodal reached in u sp the ferromagnetic metastable state disappears; in this context this translates into the absence of such closed trajectories for u ≥ u sp (note however that the Hamiltonian is π-periodic in q), see the two last panels of Fig. 21 . The T → ∞ evolution for u ≥ u sp can be understood in terms of classical adiabatic invariants. Let us recall that these are quantities that depend on (q, q, u) and that have small variations along a trajectory solution of Hamilton equations, in the limit where the Hamiltonian of the system has a slow explicit time-dependence with respect to the instantaneous motion of the system, i.e. here in the large T limit. The simplest adiabatic invariant (conserved with corrections of order T −1 ) corresponds to a passage to action-angle variables, and reads
where the integral is performed over a trajectory starting in (q, q) that corresponds to Hamiltonian conservative evolution for a fixed value of u. Note that in this case the adiabatic invariant depends on (q, q, u) only through (e, u) where e = H(q, q, u) is the fixed energy on the trajectory. For the lines of the phase portraits that reach the points q = ±π/2, this quantity can be computed by expressing q ′ as a function of q ′ and e = H(q ′ , q ′ ). Inverting the relation (109) one obtains I(e, u) = 2 qmax(e,u)
qmin(e,u) where q min and q max denote the extremal points of the trajectory. A moment of thought reveals that for u ≥ u sp this quantity is proportional to the integrated density of states D 0 : compare it with the expression of D 0 in (44), and the semi-classical solution of the eigenvalue equation expressed in the x-basis given in Eq. (42) . This shows that the conservation of adiabatic invariants in the T → ∞ limit is strictly equivalent to the iso-density argument used in the analysis of exponentially large timescales. Hence the classical mechanics adiabatic evolution between u = u sp and u = 1 brings the system to the final energyê fin , defined by D 0 (s sp , e sp ) = D 0 (0,ê fin ).
We shall now discuss the behavior of e fin (T ) −ê fin in the large T limit. One can expect some generic corrections of order T −1 to arise because of the imperfect conservation of the adiabatic invariant for large but finite T . However these effects are subdominant with respect to the singular corrections due to the bifurcation transition of the classical mechanics system at u sp [73] . The left panel of Fig. 22 displays the functions q T (u) for several values of T . For large enough T they indeed follow with a good approximation q * (u) for u < u sp , while they have an oscillating behavior for u > u sp , in agreement with the shape of the phase portraits. The critical regime around u sp plays however a crucial role, as will be explained now by reconsidering in a quantitative way the reasoning above.
For u < u sp , the expansion of the Hamiltonian (109) around its minimum in (q, q) = (q * (u), 0) yields
which corresponds to an harmonic oscillator centered in q * (u), with mass and pulsation given by
In the large T limit one can set up an expansion for the trajectory of an harmonic oscillator with slowly varing parameters (here q * , g, ω), under the form of oscillating terms of pulsation T ω(u) (in the slow time u) multiplied by slowly varying terms. At the leading order, and taking into account the initial condition q T (0) = q T (0) = 0, one obtains
This expansion is only valid for u < u sp , because ω(u) vanishes as u → u sp . In this limit the harmonic potential is not confining anymore. To continue the description of the evolution towards larger values of u we shall now expand the Hamiltonian around its bifurcation, and look for a scaling function that will describe the neighborhood of the singularity. We write:
where a p and b p are two positive constants depending on p that can be obtained as partial derivatives of H in (q sp , 0, u sp ). The mechanical interpretation of the last three terms is a particle of mass g(u sp ), evolving in an energy potential that has a constant cubic term and a linear term whose sign changes as u crosses u sp , thus provoking the disappearance of its stable minimum. Eliminating q from the Hamilton equations of motion that follows from this truncated expansion leads to
We define a scaling function y(t) with .
The scalings with T of these changes of variables are chosen in such a way that the three terms of Eq. (118) are of the same order. The constants C will not appear in the final result. There exists of course an infinite family of solutions of the Painlevé equation, selected for instance by the value of (y, y ′ ) at a given t. In our case the solution will be selected by a matching argument between the u → u sp limit of the first regime u < u sp described by Eq. (115), and the t → −∞ limit of the regime described by the Painlevé equation (in a neighborhood of u sp of order T −4/5 ). To expand Eq. (115) we note that in the limit u → u sp one has q * (u)
, where here and in the following we denote cst positive constants whose precise values are not necessary for the reasoning. These expansions yields, in terms of the rescaled variables y and t,
ln ( in [73] how to deal with this third regime of time, that matches the t → t 0 limit with u = u sp + ε, where ε is arbitrary small but independent on T . In particular it was found that the additional corrections to the adiabatic invariant due to this regime are of order T −5/6 , i.e. asymptotically neglectible with respect to those we have computed, yet larger than the regular T −1 corrections to the action adiabatic invariant. We have checked the analytical prediction (122) against numerical integrations of the Hamilton equations of motion, and present these results on Fig. 23 . We could not achieve a good agreement with the data using only the form (122); indeed, even for the largest times T = 24000 we could reach, the subdominant correction term of order T −5/6 [73] is comparable to the leading one (the difference between the two exponents 4/5 and 5/6 is tiny). Including this correction term as a fitting parameter yields a very good agreement with the data, that is further improved with the inclusion of the regular T −1 corrections. We have also checked for other values of p a similar agreement with the prediction of Eq. (122).
F. Even values of p
Let us finally discuss the annealing for even p models that was left aside in the previous discussion. As explained at the end of Sec. III A the models with even p enjoy an additional symmetry, the conservation of the parity of the magnetization in the x basis. This implies that the dynamics of the even p ≥ 4 models has exactly the same properties as the odd p ≥ 3 cases. Indeed the dynamics is confined to the subspace of parity equal to the one of the groundstate. In that subspace the ferromagnetic levels are unique, and all the structure of the gaps in the spectrum is qualitatively the same as for odd p ≥ 3 models.
The case p = 2, studied in [37] [38] [39] [40] , is on the contrary very different. Consider first the annealing towards the paramagnet. The only relevant timescale, as far as the energy density is concerned, is the one of finite T when N → ∞. Indeed, as explained at the beginning of Sec. IV E 3, resolving the gaps of order N −1/3 encountered around u c = 2/3 (hence considering interpolation times of order N 2/3 ) is necessary only to end up the evolution in the groundstate, not to reach energy densities equal to the one of the groundstate. On the finite T timescale the semi-classical analysis of Sec. IV E 2 is thus relevant, and allows to cover the full range of energy densities between e fin (T = 0) = 0 and e fin (T → ∞) = −1. Moreover the large T corrections to the energy density are much less singular than for p ≥ 3, because the bifurcation at u c is of a different type. The scaling regime is described by the second Painlevé equation [39, 40] instead of the first one, and this should lead to corrections of the form e fin (T ) ∼ −1 + cst/T .
The annealing towards the p = 2 ferromagnet has a much richer structure. For all finite T , in the thermodynamic limit, the semi-classical analysis of Sec. IV E 1 predicts that e fin (T ) = 0. Indeed the initial condition (q T (s = 0), q(s = 0)) = (0, 0) is a stationary point of H for all values of s, even though it becomes unstable for s ≥ s c . Reaching non-trivial final energy densities thus requires interpolation time-scales that grows with N ; their precise scaling is a delicate problem that we leave for future work. Indeed a preliminary treatment, within the formalism of this paper, reveals that the gaps that close along the line e = −(1 − s) (corresponding thermodynamically to the unstable solution m = 0 of Eq. (11)) do so as 1/ ln N , and not polynomially in N as happens for the groundstate. Such a logarithmic behaviour was already discussed in [44, 76] .
V. CONCLUSIONS
Let us give a partial summary of this work and propose a few directions for future research. One of our main results in the statics part of the paper is the formula (62) that gives the exponential rate of closing of the gap at a first-order phase transition (i.e. for p ≥ 3 in this class of models), under the form of a semi-classical tunneling amplitude between the paramagnetic and ferromagnetic states that cross at the transition. At a second-order phase transition (here for p = 2) we recover the results of [30, 57] on the polynomial scaling N −1/3 of the gap, from a matching between the square-root closing of the finite gap in the paramgnetic phase (see Sec. III F) and the behavior of the exponential splitting of the two ferromagnetic groundstates around the transition (studied in Sec. III G 2).
The detailed description of the spectral properties of the models studied here, in particular the density of states and the rate of closing of exponentially small gaps, relies on the analysis of the solutions of the semi-classical eigenvalue equation (28) . It is actually straightforward to write its generalization, and thus to perform the same subsequent steps of analysis, for any model of spins whose Hamiltonian only depend on the total magnetizations m x , m y , m z . For concreteness let us give these generalizations for three examples:
• In the LMG model the Hamiltonian reads
, and the generalization of (28) is
For the density of states this should yield formulas equivalent to those obtained in [33] .
• For the models of [35] , where the interactions along two axis are raised to arbitrary powers, one can write the Hamiltonian as
p ′ and the eigenvalue equation, in the thermodynamic limit, as
• The authors of [36] introduced an antiferromagnetic coupling in the interpolating Hamiltonian of the annealing, under the form
In the Section IV devoted to the annealing dynamics of the fully-connected p-spin models we have analyzed the final energy density e fin after an evolution on a time T . Our analytical results have been obtained in the thermodynamic limit; let us emphasize the necessity, in this limit, to define precisely the scaling of T with the system size N . The results, and the methods employed to derive them, are indeed very different according to the timescale investigated. In Sec. IV D we studied annealing times T growing exponentially with N , in terms of the Landau-Zener mechanism controlled by the exponentially small gaps encountered by metastable states. The regime where T is kept fixed while the limit N → ∞ is performed first was analyzed in Sec. IV E, via a reduction to a classical mechanics problem [43] . We have argued that these two regimes are the only relevant ones for p ≥ 3, and as far as the energy density is concerned; resolving finite (extensive) energy differences would require in some cases the study of an intermediate timescale, with T growing polynomially or logarithmically with N . An outcome of our analysis is the crucial role played by spinodals in the annealing of mean-field models encountering a first-order transition: in the limit where T is large but finite with respect to N , or exponential with N but with an infinitesimal growth rate τ , an annealing follows the metastable groundstate until its disappearance at the spinodal, and reaches at the end of the evolution an excited energy densityê fin corresponding to the state that crosses the metastable state at the spinodal. This energy separates what can be achieved on sub-exponential times (e ≥ê fin ), from the range of energies e gs ≤ e fin ≤ê fin that require an exponentially large annealing time to be reached. In the models studied here the paramagnetic state is always metastable and has no spinodal, hence the annealing from the paramagnet has a trivial finite-time regime (ê fin = 0); this motivated the complementary study of the annealing in the reverse direction (from the ferromagnet to the paramagnet) which exhibits a non-trivial boundaryê fin between the two timescales.
As we already emphasized the models studied in this paper are only toy-models as far as the difficulty of finding their groundstates is concerned; from this point of view both directions of the annealing (from the paramagnet to the ferromagnet or viceversa) are equally relevant. We conjecture that some of the results we obtained may remain true for the quantum annealing of more difficult combinatorial optimization problems as those of [17, 18] . In particular the scalings of the final energy density for the small τ limit of exponentially large time-scales (see Eq. (99)) and for the large T limit of constant timescales (see Eq. (122)) with the exponent 4/5 could be generic for all mean-field models encountering a first-order transition followed by a separate spinodal along their quantum annealing (the location of the spinodals for the XORSAT problem were determined in [17] ), be there fully-connected or diluted, as long as they are mean-field. Indeed in these combinatorial optimization problems the paramagnetic state from which one starts the annealing procedure has a spinodal limit of existence (exactly as the ferromagnetic state of the toy models studied in the present paper). One of the several open questions in this context would be the determination ofê fin , in other words the generalization of the iso-integrated density argument that applies only to the fully-connected models whose Hilbert space can be decomposed in disconnected spin sectors. One possible road for this calculation in the context of diluted mean-field models would be the quantum extension of the "state following method" [77] (related to the Franz-Parisi potential [78] ), that answers a similar question for classical annealing dynamics.
In the design of a quantum annealing algorithm there is some freedom in the choice of the initial Hamiltonian H i (it should however have a groundstate that is easy to prepare, and its construction should not assume a detailed knowledge of the sought-for groundstate of the final Hamiltonian H f ). To avoid the phase transitions that appear when H i is a transverse field it was for instance proposed in [79] to randomize the direction of the transverse fields on each spin. Very recently another proposal was to include antiferromagnetic couplings in the interpolating Hamiltonian [36] ; in this way it is possible to avoid the first-order phase transition by making a detour in the (s, λ) plane (see also [32] for a similar phenomenon). The annealing towards the ferromagnet for p ≥ 3 studied in the paper was particularly inefficient because the groundstate of the initial Hamiltonian (the transverse field − m x ) remained metastable all the way to s = 1. One can thus wonder whether taking a ferromagnetic coupling −( m x ) p ′ with p ′ ≥ 2 (this corresponds to the models of [35] ) would help. The answer is no, the metastability until s = 1 persists for all values of p ′ , as long as p ≥ 3. Instead the antiferromagnetic coupling ( m x ) 2 introduced in [36] helps the annealing because their groundstate |0; 0 x has a much larger overlap with the groundstate |1; 0 z of the target Hamiltonian −( m z ) p than has the groundstate |1; 0 x of the transverse field.
In the fully-connected ferromagnetic models studied in this paper the condition for a thermodynamic first-order transition (i.e. p ≥ 3) coincided with the existence of exponentially small gaps at the transition. There can however be exceptions to this rule: the case p = p ′ = 2 of [35] exhibits a discontinuity in the derivative of the groundstate energy but no exponentially small gaps. This peculiarity is due to the coincidence of the spinodals with the first-order transition, the states that cross become unstable right after the transition. A similar situation was shown to happen in antiferromagnetic chains of odd lenghts with periodic boundary conditions [80] .
In general one has
We justify in this appendix the formula (85) for the rate of closing of the gaps of the simplified model, along the metastable continuation of its groundstate for s ≥ 1/2. We look for an eigenvector of H • (s), with an eigenvalue N e, under the form Then one can see that φ ± still satisfies (B2), and thus correspond to two quasi-eigenvectors at the location of the avoided crossing. At the leading exponential order the gap between the two eigenstates that crosses for some value of s is given by the overlap between the metastable state of eigenvector close to e −N ϕ0(m) and the localized state in m 0 (s) = N ln T = 0, that is, that one considers sub-exponential times. Finally, it is easy to check that in this regime m s,T = 0, and thus that our derivation is indeed self-consistent.
To summarize, in this case, φ T (m, s) is up to subdominant corrections equal to φ T (m, 0) times a phase independent on m, and the final energy e fin (T ) is thus identically zero. Therefore we showed that for the simplified model: 
where the last term comes from the analysis of (small) exponential times of Sec. IV D 1.
gives rise to an error in operator norm A ≡ sup X, X=1 AX bounded by [81] : 
One can thus replace the exact evolution operator U(0, 1) by its approximation U(0, 1) with a precision of order ǫ in the evaluation of intensive observables if the number of discretization steps n is of order N T /ǫ. Let us evaluate the total complexity of the procedure. The dynamical evolution occurs in the fully symmetric sector of the Hilbert space, hence all operators are actually matrices of size N + 1. For the evolution towards the ferromagnet
p , and we work in the basis where m z is diagonal. We do not compute all the matrix elements of U(0, 1), but rather its product with the initial state |φ T (0) , a column vector of size N + 1. For each time increment s i → s i+1 we have to multiply the (approximation) of |φ T (s i ) by the two matrices in (C2). The first multiplication in (C2) is computed in a time proportional to N as H f is a diagonal matrix. The multiplication with the second term is performed with O(N 2 ) operations, provided m x (whose expression in this basis is given in Eq. 18) is diagonalized as an initialization step (this costs O(N 3 ) operations). The total cost of the computation is thus
. In the exponentially large times regime the second term becomes irrelevant; the limitations of this numerical method arise from the large times investigated rather than from the sizes of the matrices themselves. The evolution towards the paramagnet is treated similarly, the role of H i and H f being simply exchanged with respect to the previous case. The integration of the dynamics of the simplified model defined in Sec. IV C is slightly easier. One can indeed exploit the fact that H i = J is a matrix of rank one with its non-zero eigenvalue equal to −N , thus
with 1 the identity matrix. This avoids the diagonalization of the matrix H i , and in this case the total complexity of the integration is O(ǫ −1 N 2 T ), the multiplication of a rank one matrix with a vector being computable with O(N ) operations.
